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ABSTRACT
We present an attempt to reconstruct the complete evolutionary path followed by cataclysmic
variables (CVs), based on the observed mass-radius relationship of their donor stars. Along the way,
we update the semi-empirical CV donor sequence presented in Knigge (2006), present a comprehensive
review of the connection between CV evolution and the secondary stars in these system, and reexamine
most of the commonly used magnetic braking (MB) recipes, finding that even conceptually similar
ones can differ greatly in both magnitude and functional form.
The great advantage of using donor radii to infer mass-transfer and angular-momentum-loss (AML)
rates is that they sample the longest accessible time scales and are most likely to represent the true
secular (evolutionary average) rates. We show explicitly that if CVs exhibit long-term mass-transfer-
rate fluctuations, as is often assumed, the expected variability time scales are so long that other tracers
of the mass-transfer rate – including white dwarf (WD) temperatures – become unreliable.
We carefully explore how much of the radius difference between CV donors and models of isolated
main-sequence stars may be due to mechanisms other than mass loss. The tidal and rotational
deformation of Roche-lobe-filling stars produces ≃ 4.5% radius inflation below the period gap, and
≃ 7.9% above. A comparison of stellar models to mass-radius data for non-interacting stars suggests
a real offset of ≃ 1.5% for fully convective stars (i.e. donors below the gap) and ≃ 4.9% for partially
radiative ones (donors above the gap). We also show that donor bloating due to irradiation is probably
smaller than, and at most comparable to, these effects.
After calibrating our models to account for these issues, we fit self-consistent evolution sequences to
our compilation of donor masses and radii. In the standard model of CV evolution, AMLs below the
period gap are assumed to be driven solely by gravitational radiation (GR), while AMLs above the gap
are usually described by a MB law first suggested by Rappaport, Verbunt & Joss (1983). We adopt
simple scaled versions of these AML recipes and find that these are able to match the data quite well.
The optimal scaling factors turn out to be fGR = 2.47± 0.22 below the gap and fMB = 0.66± 0.05
above (the errors here are purely statistical, and the standard model corresponds to fGR = fMB = 1).
This revised model describes the mass-radius data significantly better than the standard model.
Some of the most important implications and applications of our results are as follows. (1) The
revised evolution sequence yields correct locations for the minimum period and the upper edge of
the period gap; the standard sequence does not. (2) The observed spectral types of CV donors
are compatible with both standard and revised models. (3) A direct comparison of predicted and
observed WD temperatures suggests an even higher value for fGR, but this comparison is sensitive to
the assumed mean WD mass and the possible existence of mass-transfer-rate fluctuations. (4) The
predicted absolute magnitudes of donors stars in the near-infrared form a lower envelope around the
observed absolute magnitudes for systems with parallax distances. This is true for all of our sequences,
so any of them can be used to set firm lower limits on (or obtain rough estimates of) the distance
toward CVs based only on Porb and single-epoch near-IR measurements. (5) Both standard and
revised sequences predict that short-period CVs should be susceptible to dwarf nova (DN) eruptions,
consistent with observations. However, both sequences also predict that the fraction of DNe among
long-period CVs should decline with Porb above the period gap. Observations suggest the opposite
behaviour, and we discuss the possible explanations for this discrepancy. (6) Approximate orbital
period distributions constructed from our evolution sequences suggest that the ratio of long-period
CVs to short-period, pre-bounce CV is about 3× higher for the revised sequence than the standard
one. This may resolve a long-standing problem in CV evolution.
Tables describing our donor and evolution sequences are provided in electronically readable form.
Subject headings: novae, cataclysmic variables, stars: fundamental parameters
C.Knigge@soton.ac.uk, I.Baraffe@exeter.ac.uk, jop@astro.columbia.edu
2 Knigge, Baraffe & Patterson
TABLE OF CONTENT
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 CV Evolution And Donor Stars . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Angular Momentum Loss and Mass Transfer in CVs . . 4
2.2 The Response of a Low-Mass Star to Mass Loss . . . . . . 5
2.2.1 Basic Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 The Radius Adjustment Time Scale: Sensitivity
to Mass-Loss History . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.3 M2-L2 and M2-Teff,2 Relations . . . . . . . . . . . . . . 7
2.3 The Connection between CV Donors and Evolution . . . 7
2.3.1 Magnetic Braking . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 The Period Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.3 The Period Minimum and the Period Spike . . . . . 9
3 The Semi-Empirical Donor Sequence Revisited . . . . . . . . . . . 10
4 Reconstructing Secular Evolution in the Presence of M˙2
Fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1 The Historical Case for Long-Term M˙2 Fluctuations . . 14
4.2 Physical Causes of Long-Term M˙2 Fluctuations . . . . . . 14
4.2.1 Varying R2: Irradiation-Driven Mass-Transfer
Rate Fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2.2 Varying RL: Nova-Induced Cycles and Hiberna-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.3 Averaging Time Scales Associated with Observational
Tracers of M˙2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3.1 Accretion Light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3.2 White Dwarf Temperatures . . . . . . . . . . . . . . . . . . . 16
4.3.3 Donor Radii . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.4 A Direct Comparison of Variability and Observational
Averaging Time Scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.4.1 The Observational Case for Long-Term M˙2 Fluc-
tuations: An Update . . . . . . . . . . . . . . . . . . . . . . . . 17
5 CV Evolution From Donor Properties . . . . . . . . . . . . . . . . . . 18
5.1 Overview of the Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 Apparent Donor Bloating Unrelated to Mass Loss . . . . 18
5.2.1 Larger-Than-Expected Radii in Non-Interacting
Low-Mass Stars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2.2 Tidal and Rotational Deformation . . . . . . . . . . . . . 20
5.2.3 Irradiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.3 Settling on the Form of J˙sys . . . . . . . . . . . . . . . . . . . . . . . 23
5.4 Constructing the Final Track. . . . . . . . . . . . . . . . . . . . . . . 23
6 A Complete, Semi-Empirical, Donor-Based CV Evolution
Track . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.1 Physical and Photometric Properties . . . . . . . . . . . . . . . . 26
6.2 The Locations of Period Bounce and Period Gap . . . . . 28
6.3 Donor Spectral Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.4 White Dwarf Temperatures . . . . . . . . . . . . . . . . . . . . . . . . 33
7 Implications and Applications . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.1 Donor-Based Photometric Parallax . . . . . . . . . . . . . . . . . 35
7.2 Disk (In)stability: The Parameter Space of Dwarf Novae 37
7.2.1 Motivation and Observational Background . . . . . 37
7.2.2 Critical vs. Secular Mass-Transfer Rates . . . . . . . 37
7.2.3 Reconciling Theory and Observation . . . . . . . . . . . 37
7.2.4 Coda: The Surprising Decline of Dwarf Novae in
the Period Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.3 Orbital Period Distributions . . . . . . . . . . . . . . . . . . . . . . . 40
7.3.1 Motivation and Construction . . . . . . . . . . . . . . . . . 40
7.3.2 Basic Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.3.3 Normalization and Space Densities . . . . . . . . . . . . 42
7.3.4 The Shapes of the Period Distribution and the
Spike at the Lower Gap Edge . . . . . . . . . . . . . . . . . 42
7.3.5 The Spectre of Mass-Transfer-Rate Fluctuations 43
8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
8.1 A Comparison to Littlefair et al. (2008) . . . . . . . . . . . . . 43
8.2 A Comparison to Sirotkin & Kim (2010) . . . . . . . . . . . . . 44
8.3 Sensitivity to Non-Mass-Loss-Related Donor Bloating . 44
8.4 Other Biases and Limitations . . . . . . . . . . . . . . . . . . . . . . 45
8.5 Is Enhanced AML below the Gap Plausible? . . . . . . . . . 46
9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
A A Compendium of Magnetic Braking Recipes . . . . . . . . . . . . 59
A.1Verbunt & Zwaan (1981) . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.2Rappaport, Verbunt & Joss (1983) . . . . . . . . . . . . . . . . . . 60
A.3Kawaler (1988) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A.4Mestel & Spruit (1987) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A.5Andronov et al. (2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
A.6 Ivanova & Taam (2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
B A Compilation of Masses and Radii for Non-Interacting
Low-Mass Stars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
LIST OF FIGURES
1 The dependence of stellar radius on mass-loss rate
for two representative stellar masses. . . . . . . . . . . . . . . 6
2 A comparison of all angular-momentum-loss recipes
discussed in Appendix A. . . . . . . . . . . . . . . . . . . . . . . . . 8
3 The ratios of the approximation to the Roche-lobe
radius used in this paper to those suggested by
Paczyn´ski (1971) and Eggleton (1983). . . . . . . . . . . . . 10
4 The mass-radius relation of CV donor stars. . . . . . . . 12
5 Several key time scales as calculated along a
standard-model CV evolution track. . . . . . . . . . . . . . . 17
6 The mass-radius relationship of non-interacting low-
mass stars. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
7 The effect of tidal and rotational deformation on the
equilibrium stellar radius of a Roche-lobe-filling star. 21
8 The expected amount of radius inflation due to ir-
radiation along a standard-model CV evolution track. 22
9 Self-consistent model fits to the observed properties
of CV donors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
10 The run of physical donor properties as a function of
orbital period along standard and revised evolution
tracks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
11 The evolution of key binary parameters as a function
of orbital period along our self-consistent model tracks. 28
12 The evolution of key binary parameters as a function
of time along our self-consistent model tracks. . . . . . . 29
13 The evolution of the absolute magnitudes of both
binary components as a function of orbital period
along our self-consistent evolution tracks. . . . . . . . . . . 30
14 Predicted and observed locations of the critical pe-
riods along a CV evolution track. . . . . . . . . . . . . . . . . . 31
15 Observed vs. predicted spectral types of CV donors
as a function of orbital period. . . . . . . . . . . . . . . . . . . . 33
16 Predicted and observed WD temperatures as a func-
tion of orbital period. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
17 Infrared absolute magnitudes of CVs as a function
of Porb. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
18 The orbital period distribution of non-magnetic CVs
and the associated dwarf nova fraction. . . . . . . . . . . . . 38
19 A comparison of the predicted mass-transfer rates
along our self-consistent evolution sequences and the
critical rates for the occurence of dwarf nova eruptions. 39
20 Approximate period distributions calculated for the
standard model and the revised best-fit model. . . . . . 41
21 The sensivitity of the inferred angular-momentum-
loss rates to the assumed amount of non-mass-loss-
related donor bloating. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
LIST OF TABLES
1 Coefficients for the Roche-lobe approximation
(Equation 15) and the tidal/rotation deformation
factor (Equations 27 and Equations 28) as functions
of the effective polytropic index. . . . . . . . . . . . . . . . . . . 11
2 The updated semi-empirical broken-power-law
donor sequence for CVs. . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Binary and evolution parameters along the standard
model track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Binary and evolution parameters along the revised
(optimal) model track. . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Physical and photometric donor properties along the
standard model track. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6 Physical and photometric donor properties along the
revised (optimal) model track. . . . . . . . . . . . . . . . . . . . 55
7 White dwarf properties along the standard model
track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8 White dwarf properties along the revised (optimal)
model track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
9 Mean offsets (and associated dispersions) between
observed absolute near-IR magnitudes of CVs with
trigonometric parallaxes and predicted absolute
magnitudes for CV donors. . . . . . . . . . . . . . . . . . . . . . . 58
10 Statistics of the approximate period distributions
shown in Figure 20. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
B1 Mass and radius measurements for non-interacting
low-mass stars. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
The Evolution of Cataclysmic Variables 3
1. INTRODUCTION
Cataclysmic variables (CVs) are interacting binary
stars in which a white dwarf (WD) accretes material from
a low-mass, near-main-sequence companion star. The
long-term evolution of CVs is driven by angular momen-
tum losses (AMLs). In what may be called the “standard
model” of CV evolution, the dominant AML mechanism
in long-period systems (Porb >∼ 3 hrs) is “magnetic brak-
ing” (MB), whereas short-period CVs (Porb <∼ 2 hrs) are
assumed to be driven by AML associated with the emis-
sion of gravitational radiation (GR).
The original motivation for the development of this
standard model was the need to explain the dearth of
active CVs in the period range 2 hrs <∼ Porb
<
∼ 3 hrs,
the famous CV period gap. The standard model accom-
plishes this by assuming that when the donor star in a
CV becomes fully convective – which happens at around
Porb ≃ 3 hrs – MB will abruptly shut off. At this point
in its evolution, the donor star has been driven slightly
out of thermal equilibrium and is therefore somewhat
oversized for its mass. When the sudden cessation of
MB reduces the mass-loss rate, the secondary contracts,
causing it to lose contact with the Roche lobe altogether.
The system then evolves towards shorter periods as a de-
tached binary, driven only by GR. The Roche lobe even-
tually catches up with the donor again at Porb ≃ 2 hrs.
At this point mass transfer restarts, and the system re-
emerges as an active CV at the bottom of the period
gap.
The second key feature of the observed orbital period
distribution of CVs is a sharp cut-off at Pmin ≃ 80 min.
In the standard model, the existence of this minimum
period is again associated with the secondary’s mass-
loss-induced loss of thermal equilibrium. More specif-
ically, the donor’s thermal time scale below the gap
(τkh ∼ GM
2
2 /L2R2) increases faster than the time scale
on which it loses mass (τM˙2 ∼ M2/M˙2). The secondary
is therefore driven further and further from thermal equi-
librium, to the point where its radius no longer shrinks at
all in response to mass loss (and potentially even grows
because of partial degeneracy). In this limit, the size
of the binary orbit must incease again in order to ac-
comodate the secondary, so there must be a change in
the direction of the system’s period evolution. Systems
that have passed beyond Pmin are evolving back towards
longer periods and are often called period bouncers. In
principle (barring selection effects), Pmin should stand
out clearly in the Porb distribution of CVs, not just as
an abrupt drop in numbers, but as a narrow spike with
a sharp, short-period cut-off.
The basic disrupted MB scenario described above was
conceived more than 25 years ago (Rappaport et al. 1982,
1983; Spruit & Ritter 1983). It has survived as the stan-
dard model for CV evolution, primarily because it ac-
counts for the existence of the period minimum and the
period gap. 1 However, it has been recognized for some
time now that there may be problems with this picture.
Three issues, in particular, have often been noted as se-
1 Actually, it is interesting to note that these original studies
were careful to point out that the existence of the period gap sug-
gested a sharp reduction in the strength of MB for fully convective
stars, not necessarily a complete cessation.
rious challenges for the standard model.
First, the theoretically predicted minimum period
(Pmin ≃ 65 min)
2 is substantially shorter than the ob-
served one. Until recently, the latter was usually es-
timated to be around Pmin ≃ 75 min, based on the
observed cut-off in the period distribution of the then
available CV sample (e.g. Knigge 2006, hereafter K06)
However, Ga¨nsicke et al. (2009, hereafter G09) recently
located the period spike at Pmin ≃ 82 min in the SDSS
CV sample, which makes this discrepancy even worse.
Second, the standard model predicts that the Galac-
tic CV population should be completely dominated by
short-period systems and period bouncers. More specif-
ically, the model predicts intrinsic abundances ratios of
roughly 1:30:70 for long-period CVs, short-period pre-
bounce CVs and period bouncers, respectively (e.g. Kolb
1993). Such a small ratio of long-period CVs to short-
period (pre-bounce) CVs does not seem compatible with
observations (Patterson 1998), even taking into account
selection effects (Pretorius et al. 2007a; Pretorius &
Knigge 2008a,b). Third, as discussed in more detail
in Section 8.5, there is substantial evidence from non-
interacting low-mass stars that fully convective objects
(and perhaps even brown dwarfs) can sustain significant
magnetic fields (e.g. Reiners 2009; Basri 2009; Donati &
Landstreet 2009) and experience at least some spin-down
due to MB (e.g. Barnes 2003; Reiners & Basri 2008).
Whether the MB torque experienced by these objects is
strong enough to matter in a CV setting is currently still
an open question.
Taken at face value, all three of these issues can be
viewed as pointing to an AML mechanism acting in ad-
dition to GR below the period gap (Patterson 1998; Pre-
torius et al. 2007a). So long as there remains at least a
significant reduction in the AML loss rate at Porb ≃ 3 hrs,
such a modification would not destroy the model’s abil-
ity to account for the existence of the gap. However,
there have also been other, more radical suggestions for
changes to the standard model. These range from dras-
tic reductions in the AML rate associated with MB (An-
dronov et al. 2003; Ivanova & Taam 2003), to the hy-
pothesis that most CVs are too young to have reached
the theoretical period minimum (in which case the ob-
served short-period cut-off is simply an age effect; King
& Schenker 2002).
Against this background, the goal of the present pa-
per is to construct a new, comprehensive, semi-empirical
CV evolution track based exclusively on the properties of
their donor stars. This is a promising pursuit, since the
secular evolution of a CV is intricately tied to – and in
some sense controlled by – the properties of its secondary
star. However, the main advantage of our method is this:
it is likely to yield a valid estimate of the secular mass-
transfer rate, i.e. the long-term average M˙2 that drives
CV evolution. This is crucial, because the mass-transfer
and accretion rates in a CV can vary on a wide range
of shorter-than-evolutionary time scales. Methods based
on observational tracers of M˙2 that are sensitive to such
variations will therefore produce noisy estimates of the
secular M˙2(Porb) at best and misleading ones at worst.
2 Note, however, that this is the value before any of the correc-
tions discussed in Section 5.2.
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3 In fact, the two most promising alternative methods
– which are based on time-averaged accretion light (Pat-
terson 1984; Warner 1987; Patterson 2009) and on the
effective temperature of the accreting WD (Townsley &
Bildsten 2002, 2003, 2004; Townsley & Ga¨nsicke 2009),
respectively – are both sensitive to variations in M˙2 on
time scales that are much shorter than those produced
by the most likely types of long-term mass-transfer-rate
fluctuations (see Section 4).
In principle, it is quite simple to construct a donor-
based CV evolution track: at fixed mass, the radius of a
donor star in a CV is set primarily by the rate at which
it loses mass (since this determines its degree of thermal
disequilibrium). Thus, modulo the effects discussed in
Section 5.2, the amount by which a donor is bloated, rel-
ative to an isolated star of the same mass, is a measure of
M˙2. Given a set of empirically determined donor masses
and radii spanning the full range of orbital periods, we
can therefore infer how M˙2 (and hence the systemic AML
that drives it) must vary with Porb.
In practice, there are, of course, several obstacles to
overcome before this program can be carried out. How-
ever, a good deal of the groundwork was already laid by
K06, who used the sample of donor masses and radii pre-
sented by Patterson et al. (2005, hereafter P05) to con-
struct a semi-empirical donor sequence for CVs. This
sequence is built around a broken-power-law approxima-
tion to the donor mass-radius relation and provides a use-
ful take-off and comparison point for the present study.
Apart from the obvious hope that our donor-based evo-
lution track will turn out to be a reasonable description of
reality, our main motivation for constructing it is to pro-
vide a new benchmark for work on CV evolution. As an
empirically-based alternative to the standard model, our
revised evolution sequence should provide a useful ref-
erence point for everything from theoretical population
synthesis studies to detailed work on individual systems.
In order to enable such uses, we will make the complete
track (including physical and photometric parameters)
available to the community, both as a simple “recipe”
and as a set of tables in convenient electronic form.
The overall plan of this paper is as follows. We will
begin in Section 2 by reviewing the links between the
secular evolution of a CV and the properties of its donor
star. This will include a comparison of some of the most
popular MB prescriptions in the literature. In Section 3,
we will then revisit and update the K06 semi-empirical
donor sequence to take into account new results that have
appeared since its construction. In Section 4 we will dis-
cuss how long-term mass-transfer-rate fluctuations can
affect observational tracers of CV evolution, including
accretion light, WD temperatures and donor radii. In
Section 5, we will describe the construction of a com-
plete, self-consistent CV evolution track that optimally
fits the observed donor mass-radius relation. Along the
way, we will explain how we deal with several calibra-
tion issues that slightly complicate the interpretation of
donor inflation as a measure of M˙2. In Section 6, we
will present the resulting revised CV evolution sequence.
3 Misleading estimates will result, for example, if bright CVs
in temporary high-M˙2 states have a substantially higher discovery
probability.
More specifically, we will show the full range of binary
and donor properties along this optimal evolution track
and check its consistency with observed CV properties
other than donor radii. In Section 7, we will consider
some of the most important implications and applica-
tions of our track. Finally, in Sections 8 and 8, re-
spectively, we will discuss our results and summarize our
main conclusions.
2. CV EVOLUTION AND DONOR STARS
Since the ultimate goal of our study is to infer a global
picture of CV evolution from the properties of the donor
stars in these systems, it is worth reviewing the under-
lying physics. In the following sections, we will therefore
briefly describe the link between AML and mass trans-
fer in CVs, the response of a low-mass star to mass loss,
and the close connection between donor properties and
secular CV evolution.
2.1. Angular Momentum Loss and Mass Transfer in
CVs
The evolution of CVs is driven entirely by AMLs. In
particular, as long as the donor stays in contact with its
Roche lobe, any systemic angular momentum loss at a
rate J˙sys < 0 will drive a ML rate from the secondary
that is given by (e.g. King & Kolb 1995)
M˙2
M2
=
J˙sys
JD
< 0. (1)
In this evolution equation, J is the angular momentum
of the binary system
J =M1M2
(
Ga
M
)1/2
(2)
and D is given by 4
D =
(
5
6
+
ζ
2
)
−
M2
M1
+ α
(
M2
M1
−
1
3
M2
M
)
− ν. (3)
Here and throughout, M1 denotes the mass of the WD
primary, M = M1 +M2 the combined mass of the sys-
tem, a the binary separation, and ζ = d lnR2/d lnM2 is
the mass-radius index of the donor evaluated along its
evolution track.
The parameter α that appears in the evolution equa-
tion is given by
α =
M˙
M˙2
(4)
and measures the fraction of the mass lost from the sec-
ondary that is ultimately also lost from the system. In
the case of conservative mass transfer, where all of the
mass lost from the secondary is permanently accreted by
the primary, α = 0. Similarly, the parameter
ν =
J˙CAML/J
M˙2/M2
(5)
4 The form of D in Equation 3 assumes Paczyn´ski’s (1971, Equa-
tion 11) approximation for the Roche-lobe radius. For most other
purposes in this paper, we will use the more precise approximation
given by Equation 15. However, Paczyn´ski’s approximation greatly
simplifies the evolution equation and causes only a minor loss of
accuracy (at the level of a few percent) in the calculation of M˙2.
This is entirely acceptable for our purposes.
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measures the amount of consequential AML (CAML)
that is associated with the mass-transfer process (King &
Kolb 1995). Note that this is in addition to the systemic
J˙sys, so the total AML rate from the system is
J˙ = J˙sys + J˙CAML. (6)
Throughout this study, we will make the usual assump-
tion that all of the material accreted by the primary is
ejected again during nova eruptions, taking with it the
specific angular momentum of the primary. This is con-
sistent with the lack of a clear orbital period dependence
in the measured WD masses for CVs (K06; also see Sec-
tion 3) and implies α = 1 and ν =M22 /(M1M).
2.2. The Response of a Low-Mass Star to Mass Loss
2.2.1. Basic Physics
As briefly noted in the Section 1, the reaction of a
low-mass star to ML depends on two time scales. The
first is the time scale on which the donor is losing mass
(τM˙2 ∼ M2/M˙2); the second is the thermal (or Kelvin-
Helmholtz) time scale on which thermal equilibrium is
established (τkh ∼ GM
2
2 /L2R2).
If τM˙2 >> τkh, ML is slow, and the donor is al-
ways able to maintain thermal equilibrium. In this
limit, the secondary is indistinguishable from an iso-
lated main-sequence (MS) star of the same mass. The
mass-radius index, ζ, along its evolution track is then
set by the equilibrium mass-radius relation of lower-MS
stars (R ≃ M0.8), i.e. ζ = ζeq ≃ 0.8. By contrast,
if τM˙2 << τkh, ML is fast (adiabatic), and the donor
is completely unable to maintain thermal equilibrium.
In this paper, we are mainly concerned with essentially
unevolved CV donors with M2 <∼ 0.6 M⊙, i.e. low-
mass stars with a significant convective envelope. The
response of such stars to adiabatic ML is to grow in
size. The effective mass-radius index in this limit is
ζ = ζad ≃ −1/3 (e.g. Rappaport et al. 1982).
As it turns out, almost all models for CV evolution sug-
gest that the donor stars in these systems find themselves
in the intermediate regime, τM˙2 ∼ τkh (see, for example,
Figure 23 in Patterson (1984)). Thus (pre-bounce) CV
secondaries are almost, but not quite, able to maintain
thermal equilibrium. They should therefore be some-
what oversized relative to isolated MS stars, with an ef-
fective mass-radius index close to, but slightly below, the
equilibrium value. This theoretical expectation has been
confirmed empirically by P05 and K06, who found that
CV donors are indeed up to 20%-30% larger than MS
stars of the same mass. Moreover, the observed mass-
radius relation for the secondaries in pre-bounce systems
suggests ζ ≃ 0.65 both above and below the period gap,
which is indeed comparable to, but smaller than, the
equilibrium value.
This radius inflation is the main observable effect of
the ongoing ML on the donor star in a CV. It is this
effect we will exploit in constructing our semi-empirical
CV evolution track. As already explained in Section 1,
the basic idea is to use the degree of donor bloating as a
measure of the mass-loss rate from the donor.
2.2.2. The Radius Adjustment Time Scale: Sensitivity to
Mass-Loss History
If we are going to use the radius of the secondary to
reconstruct CV evolution, it is clearly important to ask
how quickly the donor adjusts its radius to the prevailing
mass-loss rate. In order for the radius to be a good tracer
of the secular M˙2, we would ideally like this time scale,
τadj, to be comparable to the evolutionary time scale,
i.e. the time scale on which the key system parameters
evolve:
τev ∼
J
J˙sys
∼
M2
M˙2
∼
Porb
P˙orb
. (7)
However, in order for CVs to even have a unique evo-
lution track, it is actually required that τadj << τev.
If this were not the case, donors characterized by the
same present-day mass and mass-loss rate, but starting
from different initial conditions, could have very different
radii. This would destroy the sharp edges of the period
gap and the well-defined cut-off in the CV distribution
at Pmin. Thus, in practice, the best we can hope for is
that τadj should be long compared to all other relevant
time scales.
An analytical estimate of τadj for stars with a substan-
tial convective envelope has been derived by Stehle et al.
(1996) as 5
τadj ≃ 0.05τkh,eq. (8)
Here, τkh,eq is the Kelvin-Helmholtz time scale the star
would have if it were in thermal equilibrium. To the
extent that τev ∼ τkh,eq in CVs, τadj is generally indeed
faster than τev . As noted by Stehle et al. (1996), this also
nicely explains the rapid convergence of CV evolution
tracks characterized by different initial conditions, which
is always observed in numerical studies (e.g. Paczynski
& Sienkiewicz 1983; Kolb & Ritter 1992; Kolb 1993).
The time scale τadj can be thought of as the averag-
ing time scale for donor radii: the observed radius is a
measure of the mass-transfer rate averaged over the pre-
ceeding few τadj . Does this mean that donor radii have no
sensitivity to the mass-loss history on evolutionary time
scales? In other words, is a donor radius measurement at
given M2 and Porb a unique measure of M˙2, irrespective
of whether, for example, the star experienced faster or
slower mass loss in the past?
If the condition τadj << τev were strictly satisfied, the
answer would be yes. But is this actually true in prac-
tice? We try to answer this question in Figure 1, where
we plot R2 vs M˙2 for M2 = 0.1M⊙ (left panel) and
M2 = 0.3M⊙ (right panel). The black dots in each panels
are model radii obtained from donor evolution sequences
of the type described in Section 5, under the assumption
of constant mass-loss rate as a function of time. By con-
trast, the red squares correspond to model radii obtained
for sequences in which the evolution is driven by stan-
dard GR-like (left panel) or MB-like (right panel) AML
laws, but with variable normalizations (so as to produce a
range of predicted M˙2 at given M2). Both of these AML
laws yield a decrease in M˙2 with time, i.e. mass loss was
faster in the past than at present. The adopted range
of mass-loss rates and AML prescriptions were chosen to
5 For reference, we note that Stehle et al. (1996) refer to τadj
as τper and that they actually give τper <∼ τkh,eq/18. However, it
is easy to show from their work that τper/τkh,eq is always close to
20, justifying the estimate given in Equation 8.
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Figure 1. The dependence of stellar radius on mass-loss rate for two representative stellar masses: M2 = 0.1M⊙ (left panel; typical of
short-period CV donors) and M2 = 0.3M⊙ (right panel; typical of long-period CV donors). The black dots connected by solid lines in each
panel are model radii obtained from self-consistent donor evolution sequences of the type described in Section 5, under the assumption of
constant mass-loss rate as a function of time. The red squares connected by dashed lines in each panel correspond to model radii obtained
for sequences in which the mass-loss rates decrease with time. More specifically, the mass-loss rates in these sequences are driven by
GR-like (Equation 9) or MB-like (Equation A7 with γ = 3) AML recipes, but adopting a range of different normalizations for each recipe.
The numbers below the black points show the ratio of thermal to mass-loss time scales at these locations. The radii shown here do not
include any of the corrections discussed in Section 5.2. If mass-loss history had no effect on stellar radii, the red (dashed) and black (solid)
sequences should form lie on a single, unique curve.
be roughly appropriate for short-period, pre-bounce CVs
(left panel) and long-period CVs approaching the period
gap (right panel). If mass-loss history has no effect, all
donors with the same present-day mass and mass-loss
rate should have the same radius. Thus the red and
black dots should fall on a single line.
This is, in fact, what we observe for our low-mass,
short-period donors in the left panel, where the differ-
ences in donor radii at fixed M˙2 are always < 1%. How-
ever, the long-period donors in the right panel exhibit
larger differences, up to 13% at the highest M˙2. There
are two reasons for this contrasting behaviour. First,
mass loss is faster compared to the donor’s thermal time
scale above the gap. This is shown explicitly by the
numbers below the constant-M˙2 sequences, which pro-
vide estimates of the ratio τkh,eq/τM˙2 at the specified
points. As expected, we see that the radius difference
– i.e. the impact of mass loss history – grows with in-
creasing τkh,eq/τM˙2 . In the right panel, we actually reach
τM˙2
<
∼ τkh/20 ≃ τadj for mass-loss rates M˙2
>
∼ 10
−8, so
significant sensitivity to mass-loss history is no surprise
in this regime. Second, even though M˙2 decreases with
time in both GR-like and MB-like sequences, the rate of
decrease is faster in the MB-like sequences (see, for ex-
ample, Figures 11 and 12 in Section 6.1). Thus MB-like
sequences will differ more from constant-M˙2 sequences
than GR-like sequences with the same present-day ratio
of τkh,eq/τM˙2 .
It is obvious from Figure 1 that the effect of mass-
loss history cannot be safely ignored for long-period sys-
tems. In fact, despite the good agreement seen in the
left panel, it cannot even be ignored for all short-period
systems. The problem is that, almost by definition, the
ratio τkh/τM˙2 increases throughout the evolution below
the gap. In fact, it is this drop that produces the in-
creasing degree of thermal disequilibrium that ultimately
leads to period bounce (see Section 2.3.3). Thus while
the impact of mass-loss history may be insignificant at
M2 ≃ 0.1M⊙ below the gap, it is expected to grow as we
approach period bounce. We have verified that this is
indeed the case. We therefore conclude that donor radii
can be sensitive to the shape of the assumed AML law,
both above the gap and below. 6
These considerations have practical implications. For
example, perhaps the most obvious way to obtain donor-
based estimates of M˙2 for a set of CVs is to compute
several constant-M˙2 sequences and, for each object with
given M2, find the M˙2 that produces the best-matching
radius. However, the sensitivity to mass-loss history
means that the resulting M˙2(Porb) recipe may not be
self-consistent: an evolution sequence constructed with
the inferred recipe may not reproduce the same donor
radii (and may no longer be a good fit to the data). In
practice, we therefore use a simplified method like this
only to settle on a basic form for our AML recipe (Sec-
6 Note that this does not contradict the observed sharpness of
the period gap and period minimum. After all, presumably all CVs
actually evolve according to the same AML law. What the sharp
edges in the period distribution require is insensitivity of donor
radii to initial conditions for a given AML law. This is a weaker
requirement than insensitivity to different forms of AML.
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tion 5.3), but then actually fit the data in detail with
self-consistent evolution sequences (Section 5.4).7
2.2.3. M2-L2 and M2-Teff,2 Relations
Since the secondary star is not in thermal equilib-
rium, it does not obey the mass-luminosity relation of
isolated MS stars. Instead, its effective temperature is,
to a good approximation, set entirely by M2 and equal
to the equilibrium temperature of a MS star of identi-
cal mass, Teff,2 ≃ Teff,eq (Baraffe & Kolb 2000; Kolb
et al. 2001a). Since the donor is oversized for its mass,
but maintains its equilibrium temperature, its luminos-
ity, L2 = 4piR
2
2σT
4
eff,2, exceeds the nuclear luminosity
generated in the core.
The approximation Teff,2 ≃ Teff,eq only breaks down
as Porb → Pmin and the donor mass approaches the
hydrogen-burning limit, M2 →MH . In the brown dwarf
regime, there is no thermal equilibrium configuration, so
even the structure and temperature of isolated objects
depends strongly on age (Chabrier & Baraffe 2000). In
the CV setting, this means that Teff,2 will depend on
the mass-loss and thermal history of the donor in this
regime.
2.3. The Connection between CV Donors and
Evolution
2.3.1. Magnetic Braking
Equation 1 shows that the evolution of CVs as semi-
detached systems is driven entirely by systemic AMLs:
without J˙sys, there would be no mass transfer. Now all
close binaries experience AML due to GR, at a rate given
by (Paczyn´ski 1967; Webbink 1976)
J˙GR =
−32
5
G7/2
c5
M21M
2
2M
1/2
a7/2
. (9)
This acts all the time in every binary system and thus
sets a minimum baseline AML rate for every CV. How-
ever, it is generally agreed that, at least above the pe-
riod gap, CVs experience AML rates far in excess of GR.
Thus at least one additional AML mechanism is required,
which is most usually taken to be magnetic braking.
In general, “magnetic braking” describes any AML as-
sociated with a magnetized stellar wind. In the case of
CVs, this wind is thought to be driven from the donor
star. This leads to the first important connection be-
tween donor properties and secular CV evolution: the
dominant systemic AML mechanism invoked in virtually
all evolution scenarios for long-period CVs is entirely as-
sociated with the secondary star in these systems. More-
over, it is the assumed cessation of MB when the donor
becomes fully convective that produces the period gap in
the standard model of CV evolution.
The basic physics of MB in CVs are easy to under-
stand. Essentially all low-mass stars drive a relatively
weak stellar wind. As long as this wind is highly ion-
ized, it is effectively forced to co-rotate with the stellar
7 Throughout this paper, the term “self-consistent” is used only
in this restricted sense. It should not be confused with “physically
self-consistent”, which is a much stronger condition. For example,
the “scaled-GR” models we use to model enhanced AML below the
period gap in Sections 5 and 6 are internally self-consistent, but
not physically self-consistent.
magnetic field out to the Alfve´n radius and thus exerts a
significant spin-down torque on the star. In a CV setting,
tidal forces maintain essentially perfect synchronization
between the spin of the Roche-lobe-filling donor star and
the binary orbit, so the net effect of the wind from the
donor star is the extraction of angular momentum from
the binary system at a rate of J˙sys = J˙MB < 0.
Unfortunately, the conceptual simplicity of MB as an
AML mechanism does not mean that it is easy to model.
In fact, there have been so many attempts to describe
MB in the literature that it can be hard to keep track
of the differences between them. We therefore provide
brief descriptions of some of the most widely-used MB
prescriptions in Appendix A.
In Figure 2, we present a direct comparison of the
AML rates predicted by GR and all of the MB recipes
described in Appendix A. For the purpose of this sim-
ple comparison, we took the stellar parameters from the
standard 5 Gyr MS models of Baraffe et al. (1998, here-
after BCAH98) and then used the period-density rela-
tion (Equation 12) to calculate the corresponding orbital
period. Thus we assume that the donor can be approxi-
mated as an ordinary MS star, despite the fact that it fills
the Roche lobe and undergoes mass loss. There is then a
simple one-to-one relationship between donor mass and
orbital period (and no period gap). This would not be an
acceptable approximation for self-consistent evolutionary
calculations, which should take into account the ML-
driven inflation of the donor. However, it is well suited to
our present purpose, since it provides for a particularly
clean and simple comparison of the different AML laws.
The main point to take away from Figure 2 is that
there are huge differences between different MB pre-
scription at fixed M2/Porb. For example, the widely
used Kawaler (1988, Appendix A.3, Equation A10) pre-
scription with nk = 1.5 produces approximately 100,000
times stronger braking at M2 ≃ 0.3 M⊙ than the “satu-
rated” prescriptions suggested by Andronov et al. (2003,
Appendix A.5, Equation A16) and Ivanova & Taam
(2003, Appendix A.6, Equation A17).8 In fact, the sat-
urated prescriptions are not even competitive with GR
for M2 <∼ 0.4 M⊙.
These are not new results, of course: after all, the sat-
urated prescriptions were designed to be weak at high
rotation rates. However, Figure 2 also shows that, even
among the unsaturated prescriptions, AML rates can dif-
fer by at least 3 orders of magnitude. For example, com-
pare the classic Verbunt & Zwaan (1981, Appendix A.1,
Equation A6) prescription with k2 = 0.1 to the Kawaler
(1988) one with nk = 1.5 at M2 ≃ 0.3 M⊙). More-
over, the shapes of the AML laws (i.e. their dependence
of M2/Porb) vary widely between different MB formula-
tions. Some predict a weakening of MB with decreas-
ing M2/Porb (e.g. Verbunt & Zwaan 1981 and Mestel &
Spruit 1987, Appendix A.4, Equation A13), while oth-
ers actually predict a strengthening (e.g. Kawaler 1988).
Clearly, we cannot rely on the existing MB prescriptions
to guide us in defining the functional form and strength
8 We are using the term “saturated” loosely here, to simply re-
fer to MB prescriptions in which AML is suppressed at high stellar
rotation rates. In the Ivanova & Taam (2003) recipe, this suppres-
sion is accomplished without any actual saturation of the stellar
magnetic field.
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Figure 2. A comparison of all angular-momentum-loss recipes discussed in Appendix A. All AML rates are calculated assuming a
0.75 M⊙ primary and an unevolved Roche-lobe-filling MS secondary in marginal contact. Thus the secondary is assumed to follow the
standard 5-Gyr BCAH98 mass-radius relationship, and the orbital period is calculated from the approximate period-density relation given
by Equation 12. None of the corrections discussed in Section 5.2 are included. The red long-dash-short-dash line corresponds to GR-driven
AML (Equation 9). The blue long-dashed line shows the classic Verbunt & Zwaan (1981, Appendix A.1, Equation A6) prescription with
moment of inertia, k, estimated from stellar models. The solid black lines mark the Rappaport et al. (1983, Appendix A.2, Equation A7)
prescription for different power-law indeces, γ, as marked. Note that the γ = 4 recipe is identical to a Verbunt & Zwaan (1981) law
with constant k2 = 0.1 by construction. The orange dash-dotted line marks the Kawaler (1988, Appendix A.3, Equation A10) recipe for
different power-law indices, nk, as marked. Grey dotted lines mark the Mestel & Spruit (1987, Appendix A.4, Equation A13) law for
different power-law indices, nms, as marked. The green short-dashed line shows the saturated model suggested by Andronov et al. (2003,
Appendix A.5, Equation A16). The unsaturated limit of this model is identical to the Kawaler (1988) recipe with nk = 1.5 by construction.
Finally, the saturated AML law suggested by Ivanova & Taam (2003, Appendix A.6, Equation A17) is shown as a long-dashed magenta
line. The main thing to take away from this figure is the enormous range in shapes and strengths, even for conceptually similar AML
prescriptions.
of AML in CVs. We will therefore adopt the Rappaport
et al. (1983, Appendix A.2, Equation A7) parameteri-
zation when constructing self-consistent evolution tracks
in Section 5.4. This is simply because the strength and
shape can be controlled very easily by varying the nor-
malization and the power-law index γ, respectively.
In studies of CV evolution, MB is usually assumed to
stop abruptly when the secondary becomes fully convec-
tive. In isolated stars, this happens at around M2 ≃
0.35 M⊙ (Chabrier & Baraffe 1997), but in mass-losing
stars, the transition will generally occur at lower masses
(M2 ≃ 0.2 − 0.3M⊙; see Figure 14 in Section 6.2). The
conventional argument for the assumed cessation of MB
is that the magnetic field in solar-type, low-mass stars is
thought to be anchored at the interface between the ra-
diative core and the convective envelope (the tachocline;
e.g. MacGregor & Charbonneau 1997; Charbonneau &
MacGregor 1997). Since fully convective stars do not
possess such an interface, the magnetic field – and with
it MB – is assumed to vanish at this point. 9 In
9 As already noted in Section 1, observations of non-interacting
stars do not support this assumption. Indeed, it is quite clear today
that fully convective objects are capable of sustaining significant
magnetic fields. These are probably generated via a different type
of dynamo than that responsible for the fields of partly radiative
stars. See Section 8.5 for further discussion of this key point.
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the standard model, the only remaining AML mecha-
nism is then GR, which operates at a much slower rate
|J˙GR| << |J˙MB | and thus produces a lower mass-transfer
rate |M˙2,GR| << |M˙2,MB|.
2.3.2. The Period Gap
The precise origin of the period gap in the standard
model is now easy to understand. The shutdown of
strong MB near Porb ≃ 3 hrs leads to a sudden reduc-
tion in J˙sys. This in turn causes a drop in M˙2 (Equa-
tion 1) and an increase in the ratio τM˙2/τkh. This slower
ML cannot sustain the existing level of donor of infla-
tion, so the secondary will shrink and lose contact with
the Roche lobe altogether. This loss of contact is a fast
process, because the Roche-lobe and donor radii are nor-
mally equal to within roughly a pressure scale height,
H , where (H/R2) ∼ 10
−4 (e.g. Ritter 1988). Thus the
secondary only has to contract by a few scale heights in
order to break contact.
At this point, ML ceases entirely, and the CV enters
the period gap as a newly detached system. Meanwhile,
the donor continues to contract towards its thermal equi-
librium state, but the system nevertheless continues to
evolve towards shorter orbital periods, since it still loses
angular momentum due to GR. Since M1, M2 and M
are all constant in a detached system, Equation 2 shows
that this AML will cause the binary orbit to decay. At
Porb ≃ 2 hrs, the shrinking Roche lobe therefore catches
up with the donor star again. At this point, mass transfer
restarts, and the system re-emerges as an active CV.
Provided that the time it takes a CV to evolve through
the period gap is sufficiently long, the secondary will be
able to relax completely and emerge from the bottom
of the gap with the equilibrium radius appropriate for
its mass. Is this condition met? King & Kolb (1995)
show that, following the cessation of contact, the donor’s
radius will relax back to its equilibrium value on a time
scale
τrelax =
R2 −Req
(ζ − ζad)R2
τM˙2 , (10)
where R2, ζ and M˙2 are evaluated just prior to loss of
contact at the upper edge of the gap, and ζad = −1/3
for the low-mass stars of interest. We find that τrelax is
indeed shorter than the gap-crossing time for all of the
models we consider. We therefore expect the secondary
to emerge from the bottom of the gap indistinguishable
from a MS star of the same mass.
The width of the period gap in this picture is directly
determined by the degree of donor inflation above the
gap. Combining the Paczyn´ski (1971) approximation for
the volume-averaged Roche-lobe radius
R2
a
= 0.462
(
q
1 + q
)1/3
(11)
(which is valid for mass ratios q = M2M1
<
∼ 0.8) with Ke-
pler’s third law yields the well-known period-density re-
lationship for Roche-lobe-filling stars
< ρ2 >=
3M2
4piR32
≃ 107 P−2orb,h g cm
3. (12)
where Porb,h is the orbital period in units of hours. Now,
according to the disrupted AML scenario,M2 is the same
at the upper and lower edges of the period gap (Pgap,±),
so Equation 12 implies that the ratio of the donor radii
at the gap edges must satisfy
R2,+
R2,−
=
(
Pgap,+
Pgap,−
)2/3
. (13)
If the donor emerges from the gap in thermal equilibrium,
R2,− = R2,eq, the gap width is set entirely by the degree
of donor inflation above the gap. K06 estimated Pgap,− =
2.15±0.03 hrs and Pgap,+ = 3.18±0.04 hrs, which implies
that the radius of a CV donor entering the gap is about
30% larger than that of an equal-mass MS star.
2.3.3. The Period Minimum and the Period Spike
The existence and location of the period minimum for
CVs is also directly related to the properties of their
donor stars. The easiest way to see this is to logarith-
mically differentiate the period-density relation (Equa-
tion 12) and use the mass-radius index to substitute for
(M˙2/M2) = ζ
−1(R˙2/R2). This yields the evolution equa-
tion for the orbital period of the system
P˙orb
Porb
=
3ζ − 1
2
M˙2
M2
. (14)
Equation 14 shows that the orbital period decreases for
ζ > 1/3, but must increase for ζ < 1/3. As noted above,
a CV donor emerges from the bottom of the period gap in
(or close to) thermal equilibrium, with ζ ≃ ζeq ≃ 0.8, but
once mass transfer resumes below the gap, the secondary
will again struggle to maintain this.
In fact, as the secondary is being whittled down to
lower and lower masses, τkh increases faster than τM˙2 ,
even if the mass transfer is driven solely by GR. Thus
τM˙2/τkh continuously decreases with time, and the cumu-
lative loss of thermal equilibrium accelerates. The mass-
radius index ζ must therefore drop away from ζeq towards
ζad ≃ −1/3. Note that even if mass loss was very slow,
the donor must eventually pass the Hydrogen-burning
limit (MH ≃ 0.07 M⊙ for isolated, solar metallicity
stars). Beyond this, thermal equilibrium is, by defini-
tion, impossible, since there is no internal energy source.
In this limit, ζ will approach the index of the mass-radius
relationship for brown dwarfs, which (at fixed age) is also
ζ ≃ −1/3 (Chabrier et al. 2009). 10
These considerations show that ζ must inevitably pass
through the critical value ζ = 1/3, at which point
P˙orb = 0 and hence Porb = Pmin. Since ζ depends on
τM˙2/τkh, the exact location of the minimum period de-
pends on M˙2 and hence J˙sys. For fast ML/AML, Pmin
is generally reached sooner (and is therefore larger) than
for slow ML/AML. Note, however, that faster ML and
AML does not necessarily imply larger donor masses at
Pmin; after all, fast ML also decreases M2 faster than
10 Actually, as we shall see later, the mass-radius index of CV
donors below the Hydrogen-burning limit tends to approach ζ ≃ 0.
There are two reasons for this. First, the brown dwarf mass-radius
index is not constant, but goes to ≃ 0 with decreasing mass. Sec-
ond, in a CV setting, different donor masses correspond to different
ages. More specifically higher-mass sub-stellar donors are younger
(and hence relatively larger) than lower-mass donors.
10 Knigge, Baraffe & Patterson
slow ML. For GR-like AML prescriptions (i.e. with the
same functional form, but different normalizations; see
Section 5.4), faster ML/AML actually corresponds to
lower M2 at Pmin. Thus M2 will drop below MH before
Pmin is reached. At least in the context of slow, GR-like
AML prescriptions, M2 < MH is therefore a necessary,
but not sufficient condition for identifying period bounc-
ers.
The period minimum should be a prominent feature in
the orbital period distribution of the Galactic CV popu-
lation. In particular, it should not just produce a sharp
cut-off in the distribution, but a strong and fairly narrow
spike. This is easy to understand: the amount of time
a given CV spends in a particular orbital period range
(Porb → Porb + ∆Porb) is inversely proportional to the
average value of P˙orb in that range. Now P˙orb = 0 at
Pmin, so systems spend rather a long time there. In a
population close to steady-state, this means that many
systems will be found near Pmin at any given time. This
produces the period spike that is seen in essentially all
CV population synthesis studies (e.g. Kolb 1993; Kolb &
Baraffe 1999; Howell et al. 2001; Barker & Kolb 2003)
and which has now been clearly detected observationally
(G09). However, as already noted in Section 1, the mini-
mum period predicted by the standard model of CV evo-
lution (Pmin ≃ 65 min
11) is substantially shorter than
the observed one (Pmin ≃ 82 min). One possible solu-
tion to this problem is to allow for AML rates in excess
of pure GR below the period gap (e.g. Patterson 1998),
another is to assume that CV donors are heavily spotted
(Littlefair et al. 2008, hereafter L08).
3. THE SEMI-EMPIRICAL DONOR SEQUENCE
REVISITED
In K06 we constructed a complete, semi-empirical
donor sequence for CVs, which provided all physical and
photometric properties of a typical CV secondary as a
function of Porb. The two key ingredients for this donor
sequence are (i) a broken-power-law fit to the empiri-
cal M2 − R2 relation and (ii) the theoretically expected
MS-like M2 − Teff relation. These two constraints are
sufficient to fully specify the physical parameters of CV
donors as a function of Porb; these can then be used as
input to stellar atmosphere models to obtain the pre-
dicted photometric properties of the secondaries as well.
We will refer to donor sequences constructed in this way
generically as “broken-power-law sequences” from here
on.
The K06 broken-power-law donor sequence has found
fairly widespread use, both for distance estimation and
as a benchmark for what constitutes a “normal” CV sec-
ondary star at a given Porb. It also provides an obvious
and convenient point of comparison for the self-consistent
CV evolution tracks presented in Section 6. However,
some updates are in order to bring the donor sequence in
line with recent observational developments and improve
its accuracy. Since the construction of the broken-power-
law M2−R2 relation and associated donor sequence was
explained in some detail in K06, we will limit our dis-
cussion here only to differences between the data and
11 This “classic” estimate ignores corrections such as those de-
scribed in Section 5.2.
Figure 3. The ratios of the RL/a approximation used in this
paper to those suggested by Paczyn´ski (1971, blue dashed line) and
Eggleton (1983, black solid line). The latter two approximations
treat the secondary star as a point source in estimating the critical
potential, whereas our approximation, which is based on the work
on Sirotkin & Kim (2009), treats the donor as a polytrope. The
effective polytropic index is itself a function of donor mass (and
hence mass ratio) in this prescription, as listed in Table 1.
methods used in this update compared to those used in
constructing the original sequence.
Let us begin with the M2−R2 relation. First, we have
added the system parameters of six of the new, short-
period, eclipsing SDSS CVs analysed by L08. We ex-
clude only SDSS J1507, since this is probably a halo CV
(Patterson et al. 2008) or possibly a recently born system
(Littlefair et al. 2007). However, we do use L08’s revised
system parameters for OY Car, which are slightly differ-
ent from those given in Wood & Horne (1990).
Second, we now adopt the location of the period spike,
Pmin = 82.4± 0.7 min (G09), as the best estimate of the
minimum period. This effectively sets the location of one
of the two breaks in the broken-power-law parameteriza-
tion (the other is set by the donor mass just above and
below the period gap).
Third, we have replaced Paczyn´ski’s (1971) approxi-
mation for the volume-averaged Roche-lobe size (Equa-
tion 11) with a more precise approximation based on the
results of Sirotkin & Kim (2009, hereafter SK09). This
new approximation actually goes beyond the pure Roche
model, in that it does not represent the donor as a point
source in the potential, but as a polytrope with poly-
tropic index n. The functional form adopted for RL/a is
similar to Eggleton’s (1983) improved approximation,
RL
a
=
c1q
c2
c3qc4 + ln (1 + qc5)
, (15)
but with fit parameters, ci(n), that depend on the poly-
tropic index of the Roche-lobe-filling star. When using
Equation 15 in a CV setting, it is therefore necessary to
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Table 1
Coefficients for the Roche-lobe approximation (Equation 15) and the
tidal/rotation deformation factor (Equations 27 and Equations 28) as
functions of the effective polytropic index, n. Data from Sirotkin & Kim
(2009) and Sirotkin (private communication).
Coefficient Eggleton (1983) Effective Polytropic Index
approximation n = 1.50 n = 1.75 n = 2.00 n = 2.50
Corresponding Stellar Mass
≤ 0.1M⊙ 0.51M⊙ 0.56M⊙ 0.64M⊙
Roche lobe coefficients (Equation 15)
c1 0.49 0.5126 0.5296 0.5303 0.5310
c2
2
3
0.7388 0.7661 0.7640 0.7616
c3 0.6 0.6710 0.7112 0.7100 0.7083
c4
2
3
0.7349 0.7577 0.7554 0.7526
c5
1
3
0.3983 0.4232 0.4213 0.4191
Tidal and rotational deformation coefficients (Equation 28)
Niso - 0.42422 0.38589 0.36475 0.35150
d1 - 0.0191 0.0144 0.01084 0.00588
d2 - 0.9561 0.9850 0.9980 1.025
d3 - 0.3557 0.3880 0.3945 0.4086
d4 - 0.9130 0.9333 0.9470 0.9767
d5 - 1.1635 1.205 1.202 1.198
specify the polytropic index that best describes the donor
under consideration. Fully convective stars (i.e. donors
below the period gap) are well-described by n = 3/2
polytropes. For more massive donors, we interpolate on
the relationship between stellar mass and effective poly-
tropic index given in Table 3 of Lai et al. (1994). This
was derived by matching the properties of polytropes to
those of MS stellar models. In Table 1, we provide the
stellar masses, M2, and coefficients, ci, for a small grid
of polytropic indices that span the parameter space rel-
evant for CVs. The coefficients for n = 3/2 were taken
from SK09; coefficients for other n were kindly provided
to us by Fedir Sirotkin (private communication).
Implementing this more complex form of RL/a is just
about worth it. Figure 3 shows how RL/a as calculated
via Equation 15 (with polytropic index n varying with
mass ratio as given in Table 1) compares to both the
Paczyn´ski (1971) and the Eggleton (1983) approxima-
tions. The difference between the n-dependent formula-
tion and the standard ones (in which the donor is repre-
sented as a point source in the potential) can amount to
a few percent and varies systematically with mass ratio.
Note that the point-source Roche model is least accurate
for fully convective low-mass star, i.e. donors below the
gap. Physically, this is because such stars are not very
centrally concentrated.
Fourth, we have slightly modified the χ2-fitting method
we use to infer the optimal broken-power-law parame-
ters. More specifically, we found that explicitly including
systematic uncertainties in the fit (see K06 for details)
could sometimes produce unphysical results in the period
bouncer regime. This is probably due to bias affecting
the method in particular limiting cases. We therefore
now use a standard χ2 fit (without a systematic error
term), but still allowing for intrinsic dispersion at the
level needed to achieve χ2ν = 1.
Figure 4 shows the new broken-power-law fit to the
updated M2 − R2 data set. The optimal mass-radius
relation is
R2
R⊙
=


0.118±0.004
(
M2
Mbounce
)0.30±0.03
for M2<Mbounce
0.225±0.008( M2Mconv )
0.61±0.01 for Mbounce<M2<Mconv
Pmin<Porb<Pgap,−
0.293±0.010( M2Mconv )
0.69±0.03 for Mconv<M2<Mevol
Pgap,+<Porb<Pevol,
(16)
where the following quantities have been assumed
Mbounce = 0.069± 0.009 M⊙
Mconv = 0.20± 0.02 M⊙
Mevol ≃ 0.6− 0.7 M⊙
Pmin = 82.4± 0.7 min
Pgap,− = 2.15± 0.03 hr
Pgap,+ = 3.18± 0.04 hr
Pevol ≃ 5− 6 hr.
(17)
The notation here is the same as in K06, i.e. Pmin,
Pgap,−, Pgap,+ and Pevol, respectively, are the orbital pe-
riods at period minimum, at the bottom and top of the
period gap, and at the point where systems with evolved
secondaries are expected to start dominating the Galac-
tic CV population. Similarly, Mbounce, Mconv and Mevol
are the corresponding donor masses at these points (with
M2 =Mconv at both Pgap,− and Pgap,+, since the donor
mass does not change during evolution through the gap).
The fit parameters and errors are quite similar to
those derived in K06, but there are some differences
in the bouncer and short-period regimes. These differ-
ences arise primarily because the larger value of Pmin
has caused some data to be shifted from the short-period
regime into the bouncer regime, and also because of the
addition of high-precision data points from L08. How-
ever, all of the main conclusions of K06 still hold. In
particular, the intrinsic dispersion in radius is still only
0.01-0.02 dex in all three regimes, in line with the theo-
retical expectation that all unevolved CVs should quickly
converge onto a unique evolution track (with some WD-
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Figure 4. The mass-radius relation of CV donor stars. Bottom panel: Points shown are empirical mass and radius estimates for CV
donors. Superhumpers are shown in black, eclipsers in red. Filled squares correspond to short-period CVs, filled circles to long-period
systems, and crosses to candidate period bouncers. The parallelograms illustrate the typical error on a single short-period or long-period
CV. Open symbols were ignored in fits to the data since they correspond to systems in the period gap or long-period (probably evolved,
Podsiadlowski et al. 2003) systems. The solid lines show the optimal broken-power-law fit to the data in the period bouncer, short-period
and long-period regions. The dotted line is the mass-radius relation for main sequence stars taken from the 5 Gyr BCAH98 isochrone. Top
panels: Constraints on the power law exponents of the M2 − R2 relations in the three period/mass regimes. For each regime, we plot χ2
vs exponent and indicate the χ2 corresponding to 1σ, 2σ and 3σ around the minimum with horizontal dashed lines.
mass-dependent scatter). Also, the power-law slope de-
rived for period bouncers is (just) consistent with an in-
creasing period in this regime (i.e. ζ < 1/3, c.f. Equa-
tion 14).
We can now use this new M2 − R2 relation to create
our updated donor sequence. Again, we will only dis-
cuss how our implementation here differs from that de-
scribed in K06. First, in K06 we adopted the M2 − Teff
relation suggested by the BCAH98 5 Gyr MS mod-
els down to Teff ≃ 2000 K, switching to the 1 Gyr
“DUSTY” (Baraffe et al. 2002) and, ultimately, 1 Gyr
“COND” (Baraffe et al. 2003) isochrones at lower tem-
paratures. We adopted younger isochrones in the brown
dwarf regime, because CV secondaries are essentially
born as brown dwarfs when their masses drop beyond the
Hydrogen burning limit. This need to adopt a character-
istic “age” for donors in the brown dwarf regime was an
obvious weakness of the original donor sequence.12 Here,
we instead adopt theM2−Teff relation suggested by the
revised (best-fit) evolution track presented in Section 6.1.
Clearly, this still does not amount to a self-consistent
treatment, since the donor properties along this track
are not identical to those on the broken-power-law donor
sequence. Moreover, the stellar models on which this
track is based do not account for dust formation and
settling (see discussion in Section 5.4). Nevertheless, we
expect this to be at least a mild improvement over the
ad-hoc adoption of a particular age for the lowest-mass
12 Note that this weakness only affects donors at the lowest
masses, in or close to the brown dwarf regime. As explained in
Section 2.2.3, at higher masses (M2 >∼ 0.1 M⊙), the M2 − Teff
relation of CV donors is virtually identical to that of isolated MS
stars (Kolb, King & Baraffe 2001), with no significant dependence
on age.
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Table 2
The updated semi-empirical broken-power-law donor sequence for CVs.
Porb(hr) M2(M⊙) R2(M⊙) Teff (K) log g logL/L⊙ MU MB MV MR MI MJ MH MK SpT
1.390 0.035 0.094 1115 5.036 28.67 35.88 30.01 25.97 21.51 18.55 14.60 14.71 14.63 T
1.387 0.040 0.098 1320 5.058 29.00 33.07 27.71 24.82 20.59 17.64 13.77 13.74 13.60 T
1.384 0.045 0.102 1537 5.077 29.30 31.24 25.99 23.49 19.42 16.51 13.00 12.88 12.81 T
1.382 0.050 0.105 1738 5.094 29.54 30.28 25.47 22.51 18.97 16.38 12.82 12.25 11.90 T
1.379 0.055 0.108 1934 5.110 29.75 28.80 24.46 21.28 18.19 15.77 12.28 11.56 11.07 L0.0
1.377 0.060 0.111 2110 5.125 29.93 27.45 23.25 20.52 17.82 15.34 11.82 11.13 10.71 M9.6
1.375 0.065 0.114 2265 5.138 30.07 25.76 21.64 19.51 17.42 14.87 11.31 10.64 10.32 M9.2
1.373 0.069 0.116 2377 5.148 30.17 24.41 20.64 18.71 16.89 14.40 11.04 10.39 10.08 M8.3
1.382 0.070 0.117 2402 5.146 30.20 24.08 20.43 18.52 16.74 14.28 10.98 10.33 10.02 M8.1
1.423 0.075 0.122 2520 5.140 30.32 22.62 19.44 17.63 16.01 13.71 10.72 10.08 9.76 M7.3
1.464 0.080 0.127 2618 5.133 30.42 21.49 18.65 16.92 15.41 13.23 10.50 9.87 9.55 M6.9
1.503 0.085 0.132 2699 5.127 30.50 20.58 18.01 16.34 14.91 12.84 10.31 9.69 9.38 M6.6
1.540 0.090 0.137 2768 5.122 30.58 19.89 17.50 15.87 14.50 12.52 10.15 9.54 9.23 M6.4
1.576 0.095 0.141 2827 5.116 30.64 19.31 17.07 15.47 14.15 12.25 10.01 9.41 9.09 M6.2
1.611 0.100 0.146 2877 5.111 30.70 18.83 16.71 15.14 13.86 12.02 9.89 9.29 8.97 M6.0
1.678 0.110 0.154 2957 5.102 30.80 18.11 16.15 14.62 13.39 11.65 9.67 9.08 8.77 M5.7
1.741 0.120 0.163 3020 5.094 30.88 17.56 15.71 14.21 13.03 11.36 9.49 8.90 8.59 M5.4
1.801 0.130 0.171 3069 5.086 30.95 17.14 15.37 13.89 12.74 11.13 9.33 8.74 8.44 M5.2
1.858 0.140 0.179 3115 5.078 31.02 16.76 15.06 13.59 12.47 10.92 9.18 8.60 8.30 M5.0
1.912 0.150 0.187 3160 5.072 31.08 16.39 14.76 13.31 12.22 10.71 9.04 8.46 8.17 M4.7
1.964 0.160 0.194 3200 5.065 31.14 16.07 14.50 13.06 11.99 10.53 8.92 8.34 8.05 M4.5
2.014 0.170 0.202 3227 5.059 31.18 15.86 14.32 12.89 11.84 10.40 8.81 8.23 7.95 M4.4
2.062 0.180 0.209 3250 5.054 31.23 15.67 14.15 12.73 11.69 10.27 8.71 8.13 7.85 M4.2
2.108 0.190 0.216 3272 5.048 31.27 15.49 13.99 12.58 11.55 10.16 8.61 8.04 7.76 M4.1
2.152 0.200 0.223 3290 5.043 31.30 15.33 13.85 12.45 11.43 10.05 8.53 7.96 7.67 M4.0
3.183 0.200 0.289 3300 4.817 31.53 14.64 13.23 11.89 10.87 9.49 7.95 7.37 7.09 M4.1
3.578 0.250 0.338 3372 4.779 31.71 14.03 12.66 11.34 10.35 9.02 7.54 6.96 6.69 M3.8
3.931 0.300 0.383 3428 4.747 31.85 13.55 12.20 10.90 9.94 8.64 7.20 6.63 6.37 M3.5
4.249 0.350 0.427 3489 4.721 31.97 13.12 11.79 10.50 9.57 8.30 6.91 6.33 6.08 M3.2
4.540 0.400 0.469 3550 4.698 32.08 12.75 11.42 10.14 9.23 8.00 6.65 6.07 5.83 M2.9
4.808 0.450 0.509 3614 4.678 32.18 12.41 11.07 9.80 8.91 7.72 6.41 5.82 5.60 M2.6
5.058 0.500 0.547 3690 4.660 32.28 12.08 10.72 9.46 8.58 7.44 6.18 5.58 5.38 M2.3
5.291 0.550 0.585 3790 4.644 32.39 11.74 10.34 9.08 8.23 7.16 5.95 5.33 5.15 M1.9
5.511 0.600 0.622 3911 4.629 32.49 11.39 9.93 8.67 7.85 6.86 5.72 5.07 4.93 M1.3
5.718 0.650 0.657 4055 4.615 32.61 10.99 9.48 8.22 7.42 6.55 5.49 4.84 4.72 M0.5
5.914 0.700 0.692 4204 4.603 32.71 10.55 9.01 7.77 7.01 6.24 5.26 4.63 4.53 K7.3
Note. — UBVRI magnitudes are given on the Johnson-Cousins system (Bessell 1990), JHK are given on the CIT system (Elias et al.
1982b,a). The sequence provided here is abbreviated. A more complete sequence, using steps of 0.001M⊙ and including the far-infrared
L (CIT), L′ and M′ (Mauna Kea) bands is available in electronic form.
stellar models. Second, we use a slightly updated set
of stellar atmosphere grids to compute the photometric
donor properties. More specifically, we use the standard
NextGen atmosphere models (Hauschildt et al. 1999)
down to Teff = 2300 K, the AMES-DUSTY models
(Chabrier et al. 2000) between 1800 K ≤ Teff ≤ 2000 K,
and the AMES-COND models (Baraffe et al. 2003) for
temperatures Teff ≤ 1700 K. The transitions between
these regimes are bridged by interpolation. See Sec-
tion 5.4 for a brief discussion of the differences between
the different types of atmosphere models.
A short version of the revised donor sequence is pro-
vided in Table 2; a more finely spaced version is available
in electronic form. We defer a closer look at the physical
and photometric properties along the sequence to Sec-
tion 6.1. There, we will directly compare the old and
new versions of the broken-power-law donor sequences
to the donor properties suggested by our full evolution
track. However, we note here already that the new ver-
sion of the donor sequence should not be used for masses
lower than M2 ≃ 0.05 M⊙, since the power-law approxi-
mation to the mass-radius relation probably breaks down
in this regime (c.f. Figure 10).
Finally, here and throughout this paper, we have fol-
lowed K06 in adopting a constant value ofM1 = 0.75M⊙
for the mass of a WD in a typical CV. In K06, we showed
that the mean WD mass among the eclipsing CV sam-
ple available at the time was < M1 >= 0.75± 0.05 M⊙,
with no evidence for evolution in WD mass as a func-
tion of Porb, but with a roughly 20% intrinsic dispersion
(σint = 0.16 M⊙). If we add the new data points from
L08, there is still no evidence for evolution, but the mean
WD mass increases slightly to < M1 >= 0.79±0.03M⊙.
This is not significantly different from the earlier esti-
mate, and, since we had already begun to assemble our
grid of donor sequences and evolution tracks at the time
of L08’s publication, we chose to retain M1 = 0.75 M⊙
as a representive WD mass.
4. RECONSTRUCTING SECULAR EVOLUTION IN
THE PRESENCE OF M˙2 FLUCTUATIONS
We noted in Section 1 that our donor-based method for
reconstructing M˙2(Porb) is likely to yield secular mass-
transfer rates. This is a key advantage, since the mass-
transfer and accretion rate in a CV can vary on a wide
range of time scales. As long as the variability time scale,
τvar, is shorter than the evolutionary time scale, τev ≃
J˙/J ≃ M˙2/M2, these fluctuations will not significantly
affect the system’s overall evolution. However, they can
confound observational tracers of M˙2 that track the mean
mass-transfer or accretion rate on time scales <∼ τvar.
The possible existence of mass-transfer-rate fluctua-
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tions on unobservably long time scales has been widely
discussed in the CV community. In this section, we
will explain the origin of this idea, briefly discuss the
main mechanisms that could produce such fluctuations,
compare the variability time scales associated with these
mechanisms to the averaging time scales of several ob-
servational tracers of M˙2, and finally assess the evidence
for such fluctuations in the light of the latest data.
4.1. The Historical Case for Long-Term M˙2
Fluctuations
The first attempts to estimate CV mass-transfer rates
found substantial scatter in the inferred average M˙2 val-
ues at given Porb, especially above the period gap (Pat-
terson 1984; Warner 1987). These studies used time-
averaged accretion light as a tracer of M˙2 (see Sec-
tion 4.3.1), but additional evidence for significant scatter
in the present-day mass-transfer rates at fixed Porb ap-
peared to come from the co-existence of dwarf novae and
nova-likes at orbital periods above the gap. According to
the disk instability model for dwarf nova eruptions (e.g.
Osaki 1996; Lasota 2001), these CV sub-classes are differ-
entiated primarily by the rate at which mass is supplied
to the accretion disk. If all CVs follow a unique evolution
track, one might therefore expect CV sub-types to pop-
ulate distinct period ranges. Taken at face value, scatter
in sub-types must therefore reflect scatter in M˙2(Porb)
(but see Section 7.2 for a more detailed look at this is-
sue).
Such observationally inferred dispersion in M˙2(Porb)
is unlikely to reflect a real spread in the secular mass-
transfer rates within the CV population. Theoretically,
all CVs with initially unevolved donors are expected to
quickly join onto a unique evolution track, whose prop-
erties are determined solely by the mechanism for AML
from the system (Paczynski & Sienkiewicz 1983; Ritter &
Kolb 1992; Kolb 1993; Stehle et al. 1996). Empirically, a
unique track is also necessary in order to explain the exis-
tence of a period gap with sharp edges and a well-defined
minimum period. The observed scatter in M˙2 was there-
fore quickly interpreted as evidence for mass-transfer-
rate fluctuations on unobservably long time scales, but
still satisfying τvar << τev (Verbunt 1984; Hameury et al.
1989).
4.2. Physical Causes of Long-Term M˙2 Fluctuations
How could such fluctuations be produced? The mass-
loss rate from the donor depends exponentially on the
distance between the stellar radius and the Roche lobe
(Ritter 1988)
M˙2 = M˙0 exp
−∆R
H , (18)
where ∆R = RL − R2, and H ≃ 10
−4R2 is the scale
height near R2. Quite generally, fluctuations in M˙2
may therefore be associated with variations in H and/or
changes in ∆R.
Fluctuations in M˙2 driven by spatial and/or temporal
variations in H are, in fact, likely to occur. However,
their time scales are much shorter than we are inter-
ested in here. For example, the strongly magnetic po-
lars, which lack an accretion disk entirely, exhibit high-
and low-state behaviour with characteristic time scales
of weeks to years (e.g. Hessman et al. 2000; Kafka &
Honeycutt 2005). These low states may well be linked to
the L1 point becoming covered by star spots. This can
quench M˙2, because star spots are characterized by lower
H than the surrounding photospheric regions (Livio &
Pringle 1994; King & Cannizzo 1998, but also see How-
ell et al. 2000). Similarly, there is some observational
evidence that the mass-transfer rate from the secondary
may be enhanced during dwarf nova eruptions (Patter-
son et al. 2002; Steeghs 2004; Smak 2004a). This may
be due to irradiation-driven heating of the upper atmo-
spheric layers in the donor star, causing an increase in
H and hence M˙2 (Smak 2004b,c; but also see Osaki &
Meyer 2003, 2004). However, neither of these types of
variations occur on the long time scales relevant to us
here. In fact, the longest plausible time scale on which
H variations may be driven is probably that of magnetic
activity cycles. Even this is “only” on the order of years
and therefore still accessible to observations.
The only promising way to produce unobservably slow
fluctuations in M˙2 is therefore to invoke variations in ∆R.
Such variations might be driven by changes in either R2
or RL. The only two mechanisms that have been con-
sidered in any detail in this context – irradiation-driven
M˙2 cycles and nova-induced hibernation – can, in fact,
be distinguished along these lines.
4.2.1. Varying R2: Irradiation-Driven Mass-Transfer Rate
Fluctuations
It can be shown on fairly general grounds that a long-
term limit cycle on the basis of stellar radius variations
is possible, provided the donor’s thermal relaxation time
scale depends explicitly on M˙2 (King et al. 1995, 1996).
The only obvious physical mechanism for producing such
a coupling is irradiation.
A full discussion of the finer details of irradiation-
driven mass-transfer cycles is far beyond the scope of
the present study. Such discussions are provided by
King et al. (1995, 1996); Ritter et al. (1995, 1996); Wu
et al. (1995b,a); McCormick & Frank (1998); Ritter et al.
(2000); King (2000) and most recently Bu¨ning & Ritter
(2004, hereafter BR04). For our present purposes, the
two questions that really matter are: (i) on what time
scale are such cycles expected to be driven?; (ii) what is
the amplitude of the R2 variations expected during these
cycles?
Let us start with the first question. In order to pro-
duce significant fluctuations in M˙2, ∆R must fluctuate
by at least H . Moreover, the low states of these cycles
correspond to an (almost) detached state, which is ter-
minated when the Roche lobe catches up with the stellar
radius again. Thus a firm lower limit on the time scale of
such cycles is given by the time it takes the Roche lobe
to move through H in the absence of any mass loss. This
is given by (e.g. King & Kolb 1995)
τh ≃
H
R2
J
2J˙
. (19)
In order to obtain a more realistic estimate of the cycle
time scale, we need to answer the second question. As
we will show in Section 5.2.3, irradiation in CVs is only
capable of inflating donor radii by ≃ 1%. For mass-
transfer cycles driven by irradiation, this is then also a
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rough estimate of the amplitude of the radius variations
the donor experiences during these cycles, i.e. δR/R2 ≃
0.01. 13 A more realistic estimate of the duration of
mass transfer cycles is therefore
τδR ≃
δR
R
J
2J˙
. (20)
Finally, an independent estimate of the time scale as-
sociated with irradiation-driven mass-transfer cycles is
provided by BR04. They show that low-amplitude cycles
are expected to have characteristic time scales of
τbh ≃ 2pi
(
H
R2
J
J˙
τCE
10
)0.5
, (21)
where τCE is the thermal time scale of the convective
envelope of the donor. This depends primarily on the
mass of the convective envelope, MCE, and the thermal
time scale of the undisturbed star, τkh,eq , and is given
explicitly by
τCE ≃
3
7
MCE
M2
τkh,eq. (22)
For reference, in our standard model sequence, MCE can
be approximated roughly by
MCE ≃M2 − exp
−(3M2+0.75) (23)
across most of the mass range above the period gap. Note
that τbh is really a lower limit, since it only refers to low-
amplitude cycles. The numerical examples in BR04 show
that large-amplitude cycles are characterized by longer
time scales.
As noted above, the donor radius fluctuates by only
≃ 1% across the full mass-transfer cycle. This is a small
fluctuation on top of the larger radius increase that is due
to the secular M˙2. After all, the donor must be ≃ 30%
inflated at the upper edge of the gap (Section 2.3.2).
Thus, as advertised above, mass-transfer rates inferred
from donor radii should remain largely unaffected by such
cycles.
This last statement comes with some fine print. A key
problem with irradiation-driven cycles is that CVs with
donor massesM2 <∼ 0.65M⊙ – i.e. essentially all the CVs
we are interested in – are not susceptible to the instabil-
ity that produces these cycles (e.g. King et al. 1996;
Ritter et al. 2000; BR04). However, it has been shown
that the combination of irradiation-driving with CAML
(King & Kolb 1995) can destabilize CVs with lower donor
masses, even possibly including systems below the pe-
riod gap (e.g. King et al. 1996; McCormick & Frank
1998; Ritter et al. 2000; BR04). It is not obvious to us
whether CAML-assisted irradiation-driven cycles would
necessarily also show only small radius excursions. In the
low state of such a cycle, the AML is reduced (because
13 Note that the donor does not relax all the way back to its
thermal equilibrium radius during the low states, because the lobe
catches up with the stellar radius well before this can happen.
This is also why a significant (>∼ 5×) reduction in the AML rate is
needed in the disrupted MB braking model in order to produce a
period gap of the observed width. Without such a reduction, the
Roche lobe would catch up with the donor before it has relaxed all
the way back to its thermal equilibrium radius. The result would
be a premature emergence from the gap, i.e. a gap of insufficient
width.
the “consequential” part of it depends, by definition, on
M˙2). But the AML time scale also sets the time scale for
Roche-lobe shrinkage in the detached state. It is there-
fore conceivable that some models of CAML-assisted cy-
cles could predict considerably longer low states – per-
haps long enough to allow significant shrinkage of the
donor. If so, then radius measurements of active CVs,
would trace the average high-state M˙2, rather than the
secular value. Note, however, that even the standard
interpretation of the period gap itself would have to be
modifed in this case. The gap width, for example, would
reflect only the high-state properties of donors above and
below the gap in such a scenario. If the cycle time scale
were comparable to the evolutionary time scale, it would
also become difficult to explain the sharpness of the pe-
riod gap and the period minimum.
4.2.2. Varying RL: Nova-Induced Cycles and Hibernation
The second way to drive long-term M˙2 fluctuations
in CVs is via cyclic variations in the Roche-lobe radius,
RL (which must be superposed on the slow evolutionary
changes in RL). There is really just one obvious recur-
ring event in the life of a CV that might produce such
variations: a nova eruption.
The idea that nova eruptions might explain the large
inferred scatter in M˙2 at fixed Porb was first put forward
by MacDonald (1986). He argued that the dominant ef-
fect of these eruptions would be to reduce the size of the
binary orbit. More specifically, he suggested that during
a nova eruption, the binary would effectively orbit inside
a common envelope composed of material lifted off the
WD surface. This material would therefore be friction-
ally heated, spun up, and ejected, with the energy and
AML associated with this process being drained from
the binary orbit. The dominant effect on binary evolu-
tion in this picture is frictional angular momentum loss
(FAML). This shrinks the binary orbit and, with it, the
Roche lobe. MacDonald’s theory therefore predicts that
novae should exhibit enhanced mass-transfer rates in the
aftermath of nova eruptions.
At almost the same time, Shara et al. (1986) presented
a completely different take on the same basic idea. In
effect, they argued that the dominant effect of the nova
eruption is the removal of mass from the binary system
(not the removal of angular momentum). In this case,
the orbit (and the Roche lobe) must expand in the after-
math of an eruption, leaving the secondary temporarily
in detached (or almost detached) low state. Thus Shara
et al. (1986) suggested that most CV may “hibernate”
for most of the time between nova eruptions.
As with irradiation-induced mass-transfer cycles, a full
discussion of nova-induced mass-transfer cycles and hi-
bernation is beyond the scope of the present study. The
effect of nova eruptions on binary parameters is exam-
ined in Livio & Shara (1987) and Livio et al. (1991),
while Schaefer & Patterson (1983) and Martin et al.
(2010) discuss attempts to measure this effect directly.
The observational case for hibernation is presented in
Vogt (1990); Duerbeck (1992) and Schmidtobreick et al.
(2005), while the observational case against is made by
Naylor et al. (1992); Weight et al. (1994); Somers et al.
(1996) and Thomas et al. (2008). Finally, the impact
of nova-induced M˙2 fluctuations on long-term CV evo-
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lution has been studied by Schenker et al. (1998) and
Kolb et al. (2001b). A comprehensive review of nova
theory and observations, including hibernation, is given
by Shara (1989), while a very readable introduction and
take-off point for further study is provided by Warner
(2006).
Here, we simply wish to know on what time scale nova
eruptions might cause M˙2 to fluctuate. This is fairly
easy to answer: the relevant time scale is simply the
nova recurrence time, which can be calculated from nova
models as
τnova ≃
Mign
M˙acc
. (24)
Here, M˙acc is the accretion rate onto the WD, averaged
over the nova cycle. If nova eruptions are the only cause
of long-term variability, we can take M˙acc = M˙2, where,
as usual, M˙2 is the secular mass-transfer rate. The nova
ignition mass, Mign, is the critical mass of the accreted
envelope on the WD above which a thermonuclear run-
away is triggered. Mign depends primarily on three pa-
rameters: (i) the accretion rate, M˙acc; (ii) the WD mass,
M1; and (iii) the WD core temperature, Twd,c. In a CV,
the equilibrium WD core temperature is set by the com-
pressional release of energy associated with accretion and
is therefore itself a function of M1 and M˙acc (Townsley
& Bildsten 2004). 14
Strictly speaking, τnova is clearly an upper limit on the
time scale associated with nova-induced mass-transfer
rate cycles. However, at least for the most popular in-
carnation of such cycles – hibernation – it is easy to see
that the actual time scale cannot be much less than this.
Suppose, for example, that hibernation causes complete
detachment of the donor from the Roche lobe, but that
this detached state lasts for only 1% of the nova recur-
rence time. In this case, the mass-transfer rate in the
“high state” would, by definition, be just 1% above the
secular mean. Similarly, the space density of active CVs
would amount to a full 99% of the intrinsic CV space
density. Relaxing the assumption of complete detach-
ment makes little difference: there is then a wider range
of possible M˙2 values at fixed Porb, but 99% of the active
CV population would have M˙2 within better than 1%
of the secular mean. This shows that in order to have
any significant effect on our understanding of CV evolu-
tion at all, the hibernating phase must take up a large
fraction of the nova cycle.
A rough lower limit on the time scale associated with
hibernation cycles is once again provided by τh (Equa-
tion 19). After all, if the system is detached in the hiber-
nating state, the Roche lobe has to have time to catch up
to the stellar radius again before the next nova eruption.
4.3. Averaging Time Scales Associated with
Observational Tracers of M˙2
Let us now take a look at the different observables that
can be used to estimate M˙2, focusing particularly on the
time scale over which they effectively average the mass-
transfer rate.
14 The WDs in long-period CVs actually may not have time to
fully equilibrate, but Townsley & Bildsten (2005) argue that Mign
becomes insensitive to M˙acc in this parameter regime anyway.
4.3.1. Accretion Light
The most straightforward tracer of a CV’s mass-
transfer rate is its brightness. To first order, this is
primarily a measure of the accretion luminosity, Lacc ≃
GM1M˙acc/R, and thus of the accretion rate through the
disk and onto the WD, M˙acc. This can vary dramatically
in a CV. For example, in a dwarf nova, M˙acc changes by
orders of magnitude over the outburst cycle. If the full
time scale of such variations is covered and resolved ob-
servationally – as is true for many, but not all dwarf nova
cycles – one can attempt to average over this variability.
The relevant averaging time-scale associated with the use
of accretion light as a tracer of M˙2 is therefore simply the
length of the observational record. A typical number for
this might be τobs ∼ 10 yrs.
4.3.2. White Dwarf Temperatures
Another promising method to estimate M˙2 is based
on the quiescent effective temperature of the accreting
WD in a CV (Townsley & Bildsten 2002, 2003, 2004;
Townsley & Ga¨nsicke 2009). This is set primarily by the
mean accretion rate over the last thermal time scale of
the non-degenerate layer on the WD surface (Townsley
& Bildsten 2003)
τwd ≃ 10
4
(
M˙acc
10−10M⊙yr−1
)−3/4
yrs, (25)
for a M = 0.8M⊙ WD.
4.3.3. Donor Radii
The method adopted in the present study is to infer M˙2
from the mass-loss-induced bloating of the donor radii in
CVs. As already discussed in Section 2.2.2, the time scale
on which a CV secondary is able to adjust its radius to
the prevailing mass-loss rate from its surface is given by
τadj ≃ 0.05τkh,eq (Equation 8; Stehle et al. 1996).
4.4. A Direct Comparison of Variability and
Observational Averaging Time Scales
We now have estimates for the time scales on which
long-term M˙2 fluctuations may be driven, and also for the
effective averaging time scales associated with different
observational tracers of M˙2. How do these time scales
compare?
Figure 5 shows all the time-scale estimates we arrived
at in the previous sections as a function of Porb. All
of these curves have been calculated for a CV evolving
according to the standard model. In the case of τnova, we
estimated appropriate ignition masses for M1 = 0.75M⊙
by interpolating on the calculations shown in Figure 8 of
Townsley & Bildsten (2004).
As one might expect, τobs is by far the shortest of all
of these time scales. Thus accretion light will only yield
reliable estimates of secular mass-transfer rates if long-
term cycles do not exist at all. However, τwd is also about
an order of magnitude faster than even τh, which is quite
a firm lower limit on any likely cycle time scale.
Strictly speaking, if τvar > τwd, τwd itself will vary
with the varying M˙acc. Thus τwd will be much longer in
the low state of a cycle than in the high state, an effect
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Figure 5. Several key time scales as calculated along a standard-model CV evolution track. The thick solid black horizontal line at the
bottom of the plot marks τobs = 10 yrs, which is a rough estimate of the typical averaging time scale associated with mass-transfer-rate
estimates based on accretion liminosity (see Section 4.3.1). The thin solid black line shows the thermal time scale of the non-degenerate
surface layer on the accreting WD, τwd (Equation 25). This is roughly the averaging time scale for mass-transfer-rate estimates based on
(quiescent) WD effective temperatures. The long-dashed blue line corresponds to the time it takes the Roche lobe to move through one
scale height in the donor’s atmosphere, τH (Equation 19). This is the shortest possible time scale for mass-transfer-rate fluctuations driven
by donor radius changes. The remaining three curves show several more realistic estimates of the time scale for long-term mass-transfer rate
fluctuations: τbh (Equation 21; green short-dashed line), τδR (Equation 20; red dotted line) and τadj (Equation 8; magenta dash-dotted
line).
that is not taken into account in Figure 5. Perhaps as a
result of this, τwd may perform slightly better than sug-
gested by Figure 5. The detailed calculations presented
in Townsley & Ga¨nsicke (2009, hereafter TG09) show,
for example, that if M˙acc were to vary by a factor of
9 with a period of 8 × 104 yrs around a secular mean
of M˙2 = 5 × 10
−11 M⊙ yr
−1 (i.e. a variation between
M˙2 = 1×10
−11 M⊙ yr
−1 and M˙2 = 9×10
−11 M⊙ yr
−1),
the quiescent WD luminosity – and hence the inferred M˙2
– would fluctuate by a factor 2-3 over the course of this
cycle.
In any case, Figure 5 shows that if mass-transfer rate
fluctuations exist at all in CVs, their time scale could
be very long indeed: 106 − 109 yrs for irradiation-driven
cycles, and 104 − 108 yrs for nova-induced variations. 15
Neither accretion light nor WD temperatures can be ex-
pected to yield reliable estimates of secular M˙2 if either
mechanism drives large-amplitude accretion-rate varia-
tions over a large fraction of a CV’s life.
Finally, what about donor radii? Figure 5 shows that
τadj is comparable to our estimates for the time scale
associated with irradiation-driven cycles. This is as ex-
pected, since τadj can actually itself be thought of as an
15 The fact that τnova and τh cross at the longest periods sug-
gests that it is not quite self-consistent to assume that nova-induced
hibernation would leave the secular mean M˙2 unaffected in this
case.
estimate of (or limit on) the time scale of such cycles .
After all, τadj is a measure of the time it takes the stel-
lar radius to adjust to the changing M˙2 across the cycle.
However, as explained in Section 4.2.1, donor radii are
nevertheless likely to trace the secular M˙2 in this case,
because the donor radius variations that drive these cy-
cles are much smaller than the mass-loss-induced donor
bloating. In the case of hibernation, there is no worry at
all: τadj is comfortably longer than τnova at all orbital
periods.
4.4.1. The Observational Case for Long-Term M˙2
Fluctuations: An Update
Having spent so much time discussing the theory and
implications of mass-transfer cycles, let us provide a brief
update on the observational evidence for their existence.
The most recent compilations of empirical M˙2 tracers are
contained in TG09, which is based on the WD effective
temperature, and in Patterson (2009), which is based on
the time-averaged accretion disk luminosity. Let us first
consider long-period systems. These are not included in
Patterson’s study at all, and only a handful are contained
in TG09. Those few points do seem to show quite signifi-
cant scatter, although this is mainly driven by just three
objects. All of these have exceptionally high inferred
accretion rates, and all are located in the period range
3 hrs - 4 hrs (see their Figure 5 and also Figure 16 in Sec-
tion 6.4). This might be evidence for mass-transfer-rate
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fluctuations above the period gap.
Below the gap, there is still some scatter in the WD-
based M˙2 estimates, but the error bars are also large.
More importantly, however, it seems possible that much
or all of the scatter could be due to within-sample vari-
ations in white dwarf mass and the mass of the non-
degenerate layer on the WD surface (see Section 4). The
time-averaged absolute magnitudes, MV , presented in
Patterson (2009) show considerable variation as well, by
about 1 mag at fixed Porb. However, the systematic un-
certainties affecting these MV estimates are also quite
large, so it is hard to assess whether this really pro-
vides evidence for long-term mass-transfer cycles below
the gap.
Finally, what about the co-existence of dwarf novae
and nova-likes at the same orbital period? The current
data on this is presented and interpreted in more detail
in Section 7.2. It turns out that this may provide some
evidence for M˙2 fluctuations above the gap, although
it would probably not be compelling in its own right.
Overall, we think the latest data provide marginally con-
vincing evidence for long-term mass-transfer-rate varia-
tions above the period gap. Below the gap, it is unclear
whether such cycles are needed to explain the observa-
tions.
5. CV EVOLUTION FROM DONOR PROPERTIES
Let us remind ourselves of our main goal. We wish to
construct a complete evolution track for CVs based solely
on the observed properties of their donor stars. This is
possible because mass loss on a time scale comparable to
the donor’s thermal time scale will lead to a moderate
expansion of the star. Thus the degree by which a donor
is bloated (relative to an equal-mass MS star) can be
used as a tracer of the rate at which it is losing mass.
In this section, we will first deal with several effects
other than mass loss that might make Roche-lobe-filling
CV secondaries appear larger than models of ordinary
MS stars would predict (Section 5.2). We will then de-
scribe how we actually construct our final evolution track
by fitting self-consistent models of mass-losing stars to
the observational data (Sections 5.3 and 5.4).
5.1. Overview of the Method
The key challenge in reconstructing CV evolution from
donor properties is to obtain a reliable calibration of the
relationship between M˙2 and observed donor inflation.
In principle, this relationship can be provided entirely
by stellar models, and this is indeed the backbone of our
method. However, in practice, two obstacles must be
overcome. First, there are several effects other than mass
loss that might make Roche-lobe-filling CV secondaries
appear larger than models of ordinary MS stars would
predict. We will deal with these effects in Section 5.2.
Second, as explained in Section 2.2.2, donor bloating
is not strictly a measure of the instantaneous M˙2, but is
also somewhat sensitive to the mass-loss history of the
donor. Unfortunately, it is too computationally expen-
sive to calculate full stellar model evolution sequences
for the ML histories corresponding to all plausible AML
recipes. We therefore use an approximate method to
first determine a suitable functional form and approxi-
mate normalization for J˙sys; this is briefly described in
Section 5.3. Once this form is fixed, self-consistent model
sequences can be used to determine its optimal normal-
ization and evaluate the goodness-of-fit to the data. The
resulting CV evolution track can then again be coupled
to stellar atmosphere models to simultaneously provide
a complete set of photometric donor properties. These
final steps are explained in Section 5.4.
5.2. Apparent Donor Bloating Unrelated to Mass Loss
There are at least three questions that need to be ad-
dressed before the radii predicted by stellar structure
models can be applied to CV donor stars. First, to what
extent are these models capable of accounting for the ob-
served radii of isolated low-mass stars? Second, what is
the net effect of tidal and rotational deformation on the
radii of semi-detached donor stars? Third, could irradia-
tion cause significant radius inflation in CV secondaries?
5.2.1. Larger-Than-Expected Radii in Non-Interacting
Low-Mass Stars
Over the last few years, it has become increasingly
clear that the empirically-inferred radii of at least some
lower-MS stars are significantly larger than predicted by
stellar structure models (by up to 30% in extreme cases;
see Lo´pez-Morales 2007 for a fairly recent overview). If
we are going to use such models to infer mass-loss rates
from observed donor radii, this discrepancy clearly needs
to be taken into account.
In order to test and calibrate the BCAH98 models we
are using, we have compiled our own, fairly comprehen-
sive list of empirically determined masses and radii for
lower MS stars. This is given in Appendix B. The result-
ing empirical mass-radius relation is shown in Figure 6,
along with a standard 5 Gyr BCAH98 MS track.
Figure 6 confirms that at least some lower-MS stars
have radii significantly in excess of the standard BCAH98
model prediction. However, it also reveals two other im-
portant points. First, there is no evidence that all ob-
servational radii are larger than predicted. Instead, it
appears that there is considerable radius scatter in the
M − R relation, with some stars falling quite close to
the model track, but others lying well above it. This
finding mirrors that of Beuermann (2006), who dubbed
those stars found close to the theoretical MS “immacu-
late dwarfs”.
Second, it is striking that fully convective stars appear
to be much closer to the model predictions, on average,
and exhibit much less radius scatter, than stars with a
radiative core. A hint along these lines had first been
noted by Ribas (2006) and Lo´pez-Morales (2007), but our
larger data base here allows us to confirm and quantify
this impression. In particular, we can directly estimate
the average fractional radius excess, < fR > and the
intrinsic dispersion around this excess, σint, both above
and below the fully convective limit (≃ 0.35M⊙). We
take the errors on mass and radius to be uncorrelated
and thus estimate < fR > and σint by minimizing the
χ2-statistic
χ2=
Ndata∑
i=1
logRdata,i − log fRRmodel,i
σ2logRdata,i + σ
2
int
+
logMdata,i − logMmodel,i
σ2logMdata,i
(26)
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Figure 6. Top panel: The mass-radius relationship of non-interacting low-mass stars. Points and errors are based on the observational
data listed in Table B1. Different colours correspond to different types of objects: single stars are shown in blue, stars in binaries with WD
companions are plotted in green; stars in other binaries are shown in red. Observations with larger errors bars are plotted with slightly
lighter/fainter colours. The solid black line shows the predicted mass-radius relation at 5 Gyrs from BCAH98. The dashed black lines
show the same sequence after re-scaling it slghtly to optimally match the data. The re-scaling is done independently for fully convective
and partially radiative stars and amounts to 4.5% and 7.9% adjustments, respectively. Bottom panel: Residuals of the data points with
respect to predicted mass-radius relationship. The dashed lines once again show the optimal re-scalings. The vertical grey line in both
panels marks the dividing line between fully convective and partially radiative stars (0.35 M⊙; Chabrier & Baraffe 1997).
with respect to fR, while adjusting the intrinsic disper-
sion so that χ2ν = χ
2/(Ndata − 1) = 1 for the best es-
timate. In evaluating Equation 26, we take the model
point (logMmodel,i, fRRmodel,i) associated with the i-th
data point to be that closest to it in χ2 sense (i.e. that
which minimizes this datum’s contribution to the total
χ2).
For stars with radiative cores and masses below
0.7 M⊙ (the regime relevant to unevolved, long-period
CV donors), we obtain < fR >= 1.079 ± 0.012 with
σint = 0.022 dex (equivalent to a 5% dispersion). How-
ever, for fully convective stars, we find a much smaller av-
erage radius excess, < fR >= 1.045±0.005, with no need
for any intrinsic dispersion (χ2ν = 0.79 with σint = 0).
Note that the one data point virtually on the fully con-
vective boundary has been excluded from both estimates.
These numbers agree fairly well with those found in
the recent study by Morales et al. (2010). Based
on their own compilation of of mass-radius measure-
ments, Morales et al. (2010) estimated fR = 1.081 with
σint = 12.2% for partially radiative stars, and fR = 1.057
with σint = 3.1% for fully convective stars. The slight
differences between their numbers and ours – especially
with respect to the intrinsic dispersions – are probably
due to somewhat different samples and statistical meth-
ods being adopted in the two analyses. For example, had
we ignored the mass uncertainties, or assumed them to
be strongly positively correlated with the radius errors,
our intrinsic dispersion estimates would also have been
somewhat larger.
The evidence for intrinsic radius scatter among (at
least) stars with a radiative core suggests that there are
one or more hidden parameters that determine if a partic-
ular star is “immaculate” (radius close to the expected
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value) or not. The two most promising candidates for
such parameters are starspot coverage and convective ef-
ficiency (Chabrier et al. 2007). More specifically, both a
very high starspot covering fraction and a reduced con-
vective efficiency in the stellar envelope can decrease the
heat flux from the stellar interior and thus lead to a
swelling of the star. The underlying cause of reduced
convective efficiency could be either fast rotation and/or
a strong magnetic field.
Chabrier et al. (2007) explored both of these possibili-
ties, with findings that may be relevant to CV donors (c.f.
L08). In particular, it turns out that reduced convective
efficiency has only a modest effect on fully convective
stars, whereas spot coverage affects stars with and with-
out a radiative core in a broadly similar way. This sug-
gests that slight radius excesses among fully convective
stars may be due to spot coverage, whereas the consid-
erably larger excesses seen in stars with radiative cores
may be primarily due to reduced convective efficiency.
It is also easy to account for the observed radius scatter
in this picture, since the efficiency of convective energy
transport will depend on factors that vary from star to
star (e.g. rotation and magnetic field strength).
A quantitative analysis of these ideas has recently been
carried out by Morales et al. (2010). Crucially, their
study also considered whether some of the inferred ra-
dius excesses may be artifacts of the way in which the
radii were estimated. Most of the precise radius esti-
mates for low-mass stars to date – particularly those for
fully convective stars – are based on light curve analyses
of eclipsing binary systems. The results of such analyses
can be sensitive to asymmetries in the surface brightness
distribution across the stellar surface. Of particular con-
cern here are high-latitude or polar star spots, which are
common amongst active stars (e.g. Hussain 2004). The
application of standard eclipse analyses to light curves
affected by polar spots will tend to overestimate the stel-
lar radii. The main finding of Morales et al. (2010) is
that the observed radius excesses are probably due to all
three factors: (i) observational radius estimates derived
from eclipsing binaries are probably overestimated by ≃
3% (actually between 0% and 6%) due to the effect of po-
lar spots; (ii) the effect of star spots on the outward heat
flux accounts for ≃ 3% of the observed differences; (iii)
reduced convective efficiency accounts for any remaining
excess (0%− 4%).
The results of Chabrier et al. (2007) and Morales et al.
(2010) suggest a simple, physically motivated calibration
for our theoretical donor models. FollowingMorales et al.
(2010), we assume that the average radius excesses in-
ferred above need to be corrected downward to account
for the 3% bias associated with polar spots. This leaves
us with a physical excess of 1.5% for fully convective stars
(which is probably driven by star-spot-induced suppres-
sion of outward heat flux) and an excess of 4.9% for par-
tially radiative stars (which is probably driven by both
star spots and a reduced convective efficiency due to ro-
tation and/or magnetic fields). We can therefore apply
these correction factors to our theoretical donor models,
i.e. we will adjust the predicted radii upward by a factor
fR = 1.015 below the gap and fR = 1.049 above.
There are, of course, systematic uncertainties associ-
ated with this calibration. For example, CV donors are
faster rotators than most of the stars in our calibration
sample. This might matter, because fast rotation could
be linked to all of the physical mechanisms that may
drive stellar inflation unrelated to mass loss (Chabrier
et al. 2007): it may directly suppress convection, it may
produce stronger magnetic fields, and it may also pro-
duce higher star spot coverage. If so, then the radii of
CV donors might be more inflated than those of the stars
in our calibration sample.
There is not enough observational data on CV donors
to test this idea directly. For example, there is very little
evidence for even the presence or absence of star spots on
CV secondaries. Webb et al. (2002) spectroscopically in-
ferred a spot coverage of ≃ 20% for the donor in SS Cyg,
but the likely nuclear-evolved nature of this star (Bit-
ner et al. 2007) makes it an unreliable calibration point
for our purposes. Similarly, Roche tomography has been
used to detect star spots in the donor stars of AE Aqr
(Watson et al. 2006), BV Cen (Watson et al. 2007b) and
V426 Oph (Watson et al. 2007a), but one of these is a
strongly magnetic system (AE Aqr) and at least one of
the others contains an evolved donor (BV Cen). The
only application of Roche tomography to a fully convec-
tive donor is presented by Beuermann & Reinsch (2008)
for the magnetic system EX Hya. Their analysis reveals
evidence of irradiation, but not of star spots or chromo-
spheric emission.
Fortunately, however, our calibration sample does ac-
tually include a few synchronously rotating stars in very
short-period binaries. These do not support the idea
that such stars exhibit massively larger inflation. For
example, the fully convective secondaries in the pre-CVs
NN Ser (Porb ≃ 3.1 hrs; Parsons et al. 2010) and RR Cae
(Porb ≃ 7.3 hrs; Maxted et al. 2007) both exhibit rather
modest radius excesses between 3% and 4%, quite con-
sistent with other fully convective stars in the calibration
sample. In the absence of evidence to the contrary, the
best we can do is assume that the calibration factors de-
rived from our detached star sample will apply to CVs
donors as well. The systematic uncertainties associated
with this assumption will need to be explored, however,
and we will do so in Section 8.3.
5.2.2. Tidal and Rotational Deformation
CV secondaries are not spherical. More specifically,
the critical equipotential surface that defines the outer
boundary of a Roche-lobe-filling star is distorted into
the well-known “tear-drop” shape by strong tidal and
rotational forces. This is a key difference between CV
donors and isolated MS stars. In practice, this difference
is usually ignored, and the donors are treated as spher-
ical objects with radius equal to the volume-averaged
Roche-lobe radius, RL, i.e. the radius of a sphere with
the same volume as the lobe. Both Equations 11 and
15 are numerical approximations for RL. Moreover, it is
usually assumed that the equilibrium radius of the star
is unaffected by its distorted shape.
For many purposes, this treatment is sufficient. How-
ever, our goal here is to use the modest amounts of donor
bloating induced by mass loss to infer M˙2. Moreover,
all of the stellar models we will use to accomplish this
are purely 1-dimensional, i.e. spherical and non-rotating.
In this context, it is clearly important to check whether
the distorted shape of the donor may affect its equilib-
rium radius. The precise question we need to answer is
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Figure 7. The effect of tidal and rotational deformation on the
equilibrium stellar radius of a Roche-lobe-filling star. The solid
black line is the analytical approximation derived by SK09 (our
Equation 27) for polytropes with n = 3/2. This is appropriate
for fully convective donors below the period gap. The blue points
and green open squares show numerical results obtained for the
n = 3/2 case in the hydrodynamic simulations by Renvoize´ et al.
(2002) and Uryu & Eriguchi (1999), respectively. The red dashed
line shows the correction factor for CV donors if n is allowed to
vary self-consistently with stellar mass and hence mass ratio, from
n = 3/2 at the lowest mass ratios to n = 2.8 at the highest.
this: if we take an isolated spherical star with mass M2
and equilibrium radius R2,eq, place it in a binary, and
then slowly contract the Roche lobe around it, what will
its volume-averaged radius be at the point when it just
reaches contact?
There have been several attempts to address this ques-
tion in recent years. For example, Renvoize´ et al. (2002)
directly implemented the thought experiment described
above via SPH simulations. Approximating MS stars as
polytropes, they found that for polytropic index n = 3/2
(particularly appropriate for fully convective donors), RL
at contact was≃ 5% larger than the equilibrium radius of
the isolated star, with only a weak dependence on mass
ratio. Similar results were found by Uryu & Eriguchi
(1999), using a different computational technique.
Most recently, the question has been addressed again
by SK09, who used a self-consistent field method that
should be both accurate and computationally efficient.
They show that the radii of Roche-lobe-filling polytropes
exceed those of isolated ones by a factor
RRL
Riso
=
(
NRL
Niso
)n/(n−3)
, (27)
where Niso(n) and NRL(n, q) are dimensionless coeffi-
cients appearing in the polytropic mass-radius relation-
ships (see Equations 23 and 24 in SK09). Both of these
coefficients depend on on the polytropic index, n, while
NRL additionally depends the mass ratio of the system.
This latter dependence can be approximated by (Equa-
tion 40 in SK09)
NRL = Niso −
d1q
d2
d3qd4 + ln (1 + qd5)
. (28)
Appropriate values for Niso(n) and di(n) are provided in
Table 1 for the parameter space relevant to CV donors.
The values for n = 3/2 were taken from SK09, while the
rest were kindly provided to us by Fedir Sirotkin (private
communication).
Figure 7 shows the predicted deformation-induced ra-
dius inflation for n = 3/2 (appropriate for a fully con-
vective donor) and for n varying self-consistently with
stellar mass (and hence mass ratio) as given in Table 1.
For n = 3/2, tidal and rotational deformation inflates
donor radii by ≃ 4.5% across most of the mass ratio
range. This is in quite reasonable agreement with the
numerical results obtained by Renvoize´ et al. (2002) and
Uryu & Eriguchi (1999), which are also plotted in Fig-
ure 7. For the more realistic case of variable n, the
deformation effects can be stronger. For the highest-
mass donors we consider (M2 = 0.6M⊙, for which we
adopt n ≃ 2.3), the radius inflation can be as large as
6.8%. 16 In our self-consistent evolution sequences, we
account for deformation-induced donor inflation by ap-
plying the correction factor predicted by Equation 27
with self-consistently varying n.
Before we move on, we note three caveats regarding our
implementation of deformation-induced donor inflation.
First, while there is good agreement between Renvoize´
et al. (2002) and SK09 for n = 3/2 polytropes, the same
is not true for n = 3 polytropes. This is probably due
to the fact that the radius of an n = 3 polytrope does
not depend on its mass, which may lead to computational
difficulties for one or both methods. However, the precise
reason for this discrepancy remains to be established. In
practice, we do not think this is a serious problem, be-
cause the inflation predicted by the SK09 formalism for
n = 2.8 agrees well with the inflation obtained for n = 3
by Renvoize´ et al. (2002). Thus our results would be vir-
tually unchanged if we had interpolated on the results of
Renvoize´ et al. (2002) instead of using the SK09 formal-
ism.
Second, Landin et al. (2009) have also recently mod-
elled the effect of Roche deformation on low-mass MS
stars. Surprisingly, they find that the net effect of this
deformation is to slightly reduce the stellar radius. The
results of Landin et al. (2009) are based on the appli-
cation of the Kippenhahn & Thomas (1970) perturba-
tive method to full stellar models. It seems likely that
their discrepant results are due to the breakdown of this
method in the limit of strong distortion. However, we
cannot rule out that the discrepancy may be related to
the polytropic approximation, in which case the Landin
et al. (2009) results would be preferred.
Third and finally, Renvoize´ et al. (2002) have shown
that, in addition to the mechanical effects of Roche de-
formation, there are also what they call “thermal ef-
16 For donors of even higher mass, the predicted level of
deformation-induced inflation rises rapidly, reaching ≃ 14% for
M2 ≃ 0.75 (n = 2.8). We do not consider this regime, partly be-
cause we encounter numerical difficulties in applying such a large
and fast-changing correction to our 1-dimensional stellar models.
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Figure 8. The expected amount of radius inflation due to irradia-
tion along a standard-model CV evolution track. The net efficiency
factor was assumed to be α = 0.1 across the entire track; see text
for details.
fects”. Briefly, the deformation-induced expansion of the
donor changes its characteristic thermal time scale and
hence its detailed response to mass loss. Renvoize´ et al.
(2002) show that these effects may partially compensate
for deformation-induced inflation, i.e. they will tend to
slightly reduce the effect of deformation on CV evolu-
tion sequences. We ignore these thermal effects in our
models.
5.2.3. Irradiation
Another key difference between isolated MS stars and
CV secondaries is that the latter may be exposed to ir-
radiation from the vicinity of the WD primary. This
irradiation can block the release of internally generated
energy over some fraction of the donor’s surface, caus-
ing the donor to swell. Could this irradiation-induced
donor bloating be large enough to matter in the present
context?
Donor irradiation has been studied extensively in the
literature, mainly in the context of long-term mass-
transfer cycles (see Section 4; King et al. 1995, 1996;
Ritter et al. 1995, 1996; Wu et al. 1995b,a; McCormick
& Frank 1998; Ritter et al. 2000; King 2000; BR04). The
key result for our purposes is that if irradation blocks en-
ergy release over a fraction s of the donor’s surface, the
donor radius will be inflated by a factor of about (Ritter
et al. 2000)
R2
R2,0
= (1− s)0.1. (29)
A firm upper limit on the degree of irradiation-induced
bloating can be obtained by noting that smax ≤ 1/2,
with the equality obtaining if the entire hemisphere fac-
ing the primary is blocked. In this case, the radius of the
donor would be inflated by about 7%. In reality, the pri-
mary does not “see” the entire facing hemisphere of the
donor star, and so a better estimate is smax ≃ 0.3− 0.4
(BR04). The maximum possible irradiation-induced ra-
dius inflation is then 4%− 5%.
In order to obtain a more realistic estimate of donor
bloating due to irradiation, we have to estimate the
blocked surface fraction s. This is controlled primar-
ily by the ratio of irradiating flux to intrinsic flux at
the donor’s surface; the relevant dimensionless parameter
can be written as (c.f. Hameury & Ritter 1997, hereafter
HR97)
x0 = αaccαirrαd
(GM1M˙1)/(4piR1a
2)
σTeff,0
. (30)
Here, the α terms are efficiency factors which we dis-
cuss further below, M˙1 is the instantaneous accretion
rate onto the WD, Teff,0 is the effective temperature of
the donor in the absence of irradiation, and all other
symbols have their usual meaning.
Equation 30 is identical to Equation 8 in HR97, except
that we have split their single efficiency factor into three
separate terms, following BR04. The first, αacc ≤ 1, al-
lows for the non-isotropic release of accretion luminosity
from the vicinity of the WD, and also for the possibility
that the accretion disk may shield substantial portions
of the donor from irradiation. The second, αirr <∼ 1,
measures the efficiency with which the irradiating flux
penetrates to the sub-photospheric layers. The third,
αd ≤ 1, allows for the possibility that the release of ac-
cretion energy fluctuates on short time scales, in which
case αd is roughly equal to the duty cycle of the fluctu-
ations (BR04).
HR97 have numerically calculated the function s(x0)
for a large grid of stellar models spanning a wide range
of Teff and log g. They have also provided a convenient
numerical fitting formula for their results, along with an
electronic table giving the relevant coefficients as a func-
tion of Teff , log g and R2/a.
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We can now assess the impact of irradiation on any
particular CV donor. As a representative example, let
us estimate the magnitude of irradiation-induced donor
bloating along a standard-model-like CV evolution track,
calculated with J˙sys = J˙GR+ J˙MB(γ = 3) above the gap
and J˙sys = J˙GR below the gap. (We have checked that
the effect of irradiation on the optimal track discussed
in Section 6.1 is qualitatively similar.) We conserva-
tively take all efficiency parameters to be unity along
the entire sequence, with two exceptions. First, we set
αacc = 0.1 above the period gap; this roughly accounts
for the anisotropic radiation and donor shielding pro-
duced by an optically thick accretion disk. Second, we
take αd = 0.1 below the gap, since most short-period sys-
tems are dwarf novae with low duty cycles. With these
choices, the net efficiency – αaccαirrαd = 0.1 – is con-
stant along the entire evolution track. For each model
CV along this track, we can now use Equation 30 to es-
timate x0, calculate s(x0) from the HR97 fitting formula
(using coefficients appropriate for the current set of Teff ,
log g and R2/a) and finally use Equation 29 to determine
17 Since the original HR97 grid does not quite cover the full range
of stellar properties we are interested in, Jean-Marie Hameury
kindly provided us with an expanded table of coefficients.
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the expected degree of donor inflation.
The results of this exercise are shown in Figure 8.
We find that, even with our fairly conservative set of
efficiency factors, irradiation-induced donor inflation is
< 3% along the entire sequence, and <∼ 1% below the
period gap. The corresponding numbers for the opti-
mal track in Section 6.1 are < 2.5% above the gap and
< 2% below. As discussed in Section 5.2.1, we already
explicitly allow for the possibility that our model radii
systematically underestimate real MS star radii by 1.5%
(for fully convective stars) or 4.9% (for stars with radia-
tive cores). Since irradiation-induced donor inflation is
usually smaller, and at most comparable, to this, yet is
tricky to implement self-consistently, we draw the line
here and neglect it in our modeling. 18 In any case, the
impact on our results of somewhat larger (or smaller) ra-
dius corrections – regardless of their cause – is discussed
explicitly in Section 8.3.
5.3. Settling on the Form of J˙sys
In principle, we are now ready to construct our semi-
empiricial CV evolution track, but there is one last prac-
tical obstacle to overcome. The problem is that the
construction of self-consistent donor evolution sequences
is computationally expensive. Ideally, we would create
large grids of self-consistent sequences for a wide range
of AML recipes and normalizations, and then directly fit
all of these to the empirical mass-radius data. However,
this is simply not feasible.
We therefore adopt the following procedure. First, as
noted in Section 2.3.1, we consider only the Rappaport
et al. (1983, hereafter RVJ83) formulation for MB. With
its adjustable normalization and power-law index γ (see
Equation A7), this formulation allows us to efficiently
cover the relevant parameter space in full. Second, we ob-
tain a first estimate of M˙2(Porb) by interpolating across
a set of constant-M˙2 sequences to roughly match the ob-
served donor mass-radius relationship. As discussed in
Section 2.2.2, this ignores the effect of mass-loss history
and is therefore not self-consistent. However, it does pro-
vide a good starting point for detailed modelling. Third,
we compare the resulting approximate M˙2(Porb) rela-
tion to those predicted by a range of RVJ83-like (Equa-
tion A7) with 0 ≤ γ ≤ 4) and GR-like (Equation 9)
AML prescriptons. We then finally identify those pre-
scriptions that appear to best match the shape of the ap-
proximate M˙2(Porb) relation above and below the period
gap. Based on these steps, we adopted an RVJ83-based
AML recipe with γ = 3 above the gap, and a GR-based
one (Equation 9) below the gap in our self-consistent
models. It should be understood, however, that we do
not consider the exact shape of the AML recipes to be
particularly well constrained (see, for example, the dis-
cussion in Section 7.2.3).
5.4. Constructing the Final Track
With the AML prescription fixed, the final evolution
track can be constructed via the following steps. First,
18 Implementing a self-consistent correction for irradiation-
induced donor bloating is non-trivial, because the strength of irra-
diation depends itself on the mass-loss rate from the donor. Thus
there is feedback between irradiation- and ML-induced donor in-
flation, necessitating the use of an iterative computational scheme.
we calculate two small grids of self-consistent evolu-
tion tracks. The set of normalization factors covered
by the RVJ83-based grid for CVs above the gap was
fMB = 0.25, 0.5, 1.0, 2.0, 4.0; the corresponding set of
normalization factors for the GR-based grid for short-
period CVs was fGR = 1.0, 2.0, 3.0, 4.0, 5.0.
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for other normalization factors are constructed via linear
interpolation on these grids.
The donor models used in creating these evolution se-
quences employ the BCAH98 stellar physics, which still
represents the state of the art in modelling of low-mass
stars. In a CV context, BCHA98-based donor mod-
els have previously been used by Kolb & Baraffe (1999,
2000); Baraffe & Kolb (2000); Kolb et al. (2001a), and
we refer the reader to these papers for additional de-
tails. However, one point that does deserve explicit
mention is that the BCAH98 models do not include a
treatment for atmospheric dust formation and settling.
Dust is expected to form in the atmospheres of very cool
(Teff <∼ 2500 K), low-mass (M2
<
∼ 0.1M⊙ donors, and
to eventually settle out again at even lower tempera-
tures (Teff <∼ 1700 K). However, these processes will
primarily affect the SED of the donor, rather than its
radius and response to mass loss, and this can be taken
into account by calculating photometric properties from
model atmosphere grids that do account for dust. 20
We have checked that the radius difference between the
BCAH98 5-Gyr isochrone and an equivalent one that
accounts for dust (based on the DUSTY00 models de-
scribed by Chabrier et al. 2000) is less than 1% down
to M2 = 0.075M⊙. Thus our BCAH98-based evolu-
tion sequences and associated donor properties should
be quite reliable for essentially the entire parameter
space covering long-period and pre-bounce short-period
CVs. It should nevertheless be kept in mind that our
BCAH98-based models will become less reliable as we
move deeply into the regime of sub-stellar secondaries
and post-period-minimum CVs.
Next, we apply the donor radius correction factors dis-
cussed in Section 5.2. For the secondaries in short-period
CVs, this means a 1.5% upward correction to bring the
BCAH98 model radii in line with observations of non-
interacting stars, and a ≃ 4.5% upward correction to ac-
count for tidal and rotational deformation. For donors in
long-period CVs, the corresponding corrections are 4.9%
and 4.5%− 6.9%, respectively. For comparison, we have
also carried out calculations with smaller and larger cor-
rection factors; the impact of the adopted correction fac-
tors on our results will be discussed in Section 8.3. Note
also that, as discussed in Section 5.2.2, the corrections
for tidal and rotation distortion are actually a function
of donor mass and mass ratio.
Since all radius corrections change the mean density
of the donor, we also need to adjust the orbital pe-
riod of the system in order to retain consistency with
the period-density relation. Moreover, since our AML
recipes are functions of Porb and R2, changing these pa-
rameters also produces a slight inconsistency between the
19 Normalization factors below unity are unphysical, as GR-
driven AML must always be active. Also, Figure 2 already shows
that AML rates in excess of GR are likely needed below the gap.
20 Of course, one hemisphere of the donor is also bathed in UV
and X-ray radiation from the vicinity of the WD primary, which
might inihibit dust formation in its atmosphere.
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mass- and angular-momentum-loss rates that were actu-
ally used in the models (J˙sys and M˙2) and the values
that these recipes would now produce, given the adjusted
donor radius and orbital period (J˙ ′sys and M˙
′
2). In order
to get back to a mutually consistent set of parameters,
we use an iterative scheme. Thus we adjust the radius
again, this time by the amount expected from consid-
ering the ratio M˙ ′2/M˙2. We then recalculate the orbital
period and re-estimate the expected angular-momentum-
loss and mass-loss rates for the new set of system pa-
rameters. This sequence of adjustments is repeated until
mass, radius, period, AML- and ML-rates are all mutu-
ally consistent again.
Third, we fit the adjusted models to the empirical data.
We do this via a χ2-minimization in the Porb−M2 plane.
Since errors on orbital periods are usually much smaller
than those on donor masses, we neglect them. However,
we do add an intrinsic dispersion term and allow this to
affect both M2 and Porb isotropically. The goodness-of-
fit statistic we minimize is thus
χ2=
N∑
i=1
(logM2,i − logM2,mod)
2
σ2logM2,i + σ
2
int
+
(logPorb,i − logPorb,mod)
2
σ2int
, (31)
where N is the number of data points, and σint is ad-
justed so as make χ2 = N − 1 (the only free parameter
we fit is the normalization of our adopted AML recipes).
The χ2 associated with each individual datum is eval-
uated at the point along the model sequence that min-
imizes this χ2. Thus we can calculate meaningful χ2
values even for sequences that do not extend to the low-
est observed orbital periods, for example. Errors on the
normalization factors are derived in the usual way, by
considering the change in normalization required to re-
duce the goodness-of-fit by ∆χ2 = 1.
Up to this point, long-period and short-period systems
have been treated independently, since they are charac-
terized by different AML recipes. The fourth step in con-
structing the final evolution track is therefore to merge
the two sequences. In doing so, we include the detached
evolution through the period gap, under the assumption
that AML in the gap follows the same AML recipe and
normalization as derived for CVs below the gap. We
do not, however, follow the relaxation of the donor star
back to its thermal equilibrium radius in detail. In re-
ality, this happens on a time scale of τadj (Equation 8),
but we simply reset R2 to its equilibrium MS value im-
mediately after the system has entered the gap. We have
checked, however, that τadj is significantly shorter than
the time it takes a CV to pass through the gap in our
models,
The fifth and final step is to calculate the photometric
donor properties along the evolution track. We do this by
interpolating in Teff and log g on the same set of stellar
atmosphere grids that were also used for the updated
broken-power-law donor sequence (Section 3). Thus we
again adopt the standard NextGen atmosphere models
(Hauschildt et al. 1999) down to Teff = 2300 K, the
AMES-DUSTY models (Chabrier et al. 2000) between
1800 K ≤ Teff ≤ 2000 K, and the AMES-COND models
(Baraffe et al. 2003) for temperatures Teff ≤ 1700 K.
The boundaries between these regimes are bridged by
interpolation.
Physically, these model grids differ mainly in their
treatment of dust 21 : the NexGen models assume that
no dust formation has taken place in the atmosphere;
the DUSTY models allow for the formation of dust grains
and include their opacity; the COND models also include
dust formation, but do not include its opacity. The as-
sumption behind the COND models is that rapid gravi-
tational settling efficiently removes dust from the atmo-
sphere.
Our choices here are based partly on a comparison to
the MS star data of Beuermann et al. (1999), and partly
on a desire to keep the photometric donor properties rela-
tively smooth along our model track. Thus the NextGen
grid does the best job of reproducing the observed lo-
cation of the MS in the (I − K) vs MK plane down to
I−K ≃ 4.5, which corresponds to about Teff ≃ 2300 K.
Moreover, there can be fairly substantial photometric dif-
ferences between the different grids at the same temper-
ature and surface gravity, so an abrupt switch at the
recommended temperatures would have introduced awk-
ward discontinuities into the model sequences. These
considerations also imply, of course, that the photomet-
ric donor properties below Teff ≃ 2300 K (i.e. in sys-
tems near or beyond period bounce) should be treated
with considerable caution. The underlying problem is
that the physics governing the gradual formation and
settling of atmospheric dust have still not been compre-
hensively modelled, even in isolated MS stars and brown
dwarfs. Given that CV secondaries are additionally ex-
posed to anisotropic UV and X-ray radiation fields, it is
quite unclear whether and how one should account for
dust formation and settling in their atmospheres.
6. A COMPLETE, SEMI-EMPIRICAL,
DONOR-BASED CV EVOLUTION TRACK
The final result of this model construction and fitting
process is shown in Figure 9. This represents the main
result of our study. The top panel shows the data and
the best-fitting model sequence in the Porb −M2 plane;
the bottom panel shows the same information in the
M2 − R2 plane. For comparison, we also show a classic
“standard model” sequence, in which we adopt the same
AML recipes as for our best-fit model (GR below the gap,
RVJ83 with γ = 3 above the gap), but fix the normal-
ization of these recipes to unity (fGR = fMB = 1). Note
that we do apply the radius correction factors discussed
in Section 5.2 to the standard sequence, so it is still an
improvement on similar sequences published previously.
The normalization factors derived for our best-fit se-
quence are 2.47 ± 0.22 below the gap and 0.66 ± 0.05
above the gap. 22 Thus our results imply that AML is
somewhat stronger than pure GR in short-period CVs,
but somewhat weaker than a typical MB formulation
in long-period CVs. No intrinsic dispersion at all was
needed for long-period systems (we obtained χ2ν = 1.0
21 They also employ different molecular line lists; see Chabrier
et al. (2000) and Baraffe et al. (2003) for details.
22 The errors quoted here are purely statistical and, in particular,
do not include the systematic uncertainties associated with the
corrections discussed in Section 5.2.
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Figure 9. Self-consistent model fits to the observed properties of CV donors in the period-mass (top panel) and mass-radius (bottom
panel) planes. The same symbols as in Figure 4 are used for the data points. Error bars are suppressed for clarity, but were used in the fits.
The black dash-dotted line shows the predicted evolution of donor properties according to the standard model for CV evolution, which is
characterized by fGR = fMB = 1. The red solid line shows the evolution of donor properties along the best-fit model track. This revised
model is characterized by fGR = 2.47±0.22 (i.e. enhanced AML) below the gap and fMB = 0.66±0.05 (i.e. slightly reduced AML) above.
The vertical line in the top panel marks the observd location of the period spike (which presumably corresponds to Pmin; the width of the
shaded area around this corresponds to the FWHM of the spike as measured in G09).
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with σint = 0); for short-period CVs, a small intrinsic
dispersion of σint = 0.02 dex was sufficient to achieve
χ2ν = 1.0.
Figure 9 shows that our best-fit donor evolution se-
quence is a substantial improvement on the standard
model in terms of its match to the data, especially be-
low the period gap. Here, the standard model clearly
underpredicts the donor radii at fixed mass (or, equiv-
alently, overpredicts their masses at fixed Porb). It also
predicts a minimum period that is inconsistent with the
period spike (G09), whose location is marked by the ver-
tical line in the top panel, and also with the data shown
in Figure 9. By contrast, the best-fit sequence describes
the data quite well. In particular, it predicts a minimum
period that matches the location of the period spike (see
also Section 6.2 below). This was not guaranteed, since
the value of Pmin is not imposed as a boundary condition
in the construction of the best-fit evolution sequence.
In order to make our calculations as useful as possible
to the community, we provide comprehensive listings of
all relevant physical and photometric binary parameters
along both the standard model track and along our new
best-fit evolution sequence in Tables 3 - 6
As a supplement to our donor-based evolution tracks,
we have also calculated the corresponding physical prop-
erties of the WD primary. For this, we first estimated
the effective temperature of the 0.75 M⊙ WD assumed
in our models by interpolating on the theoretical M˙acc
vs Teff,1 calibration for 0.6M⊙ and 1.0M⊙ WDs shown
in Figure 10 of Townsley & Bildsten (2004). 23 As dis-
cussed in their paper (and shown in their results), even
for fixed mass and accretion rate, the predicted Teff,1
depends somewhat on the mass of the accreted layer on
the surface of the WD, ∆Macc. Following Townsley &
Bildsten (2004), we have therefore calculated three sets
of WD temperatures for each model track, corresponding
to ∆Macc ≃ (0.05, 0.5, 0.95)Mign, whereMign(M1, M˙acc)
is the ignition mass required to trigger a nova eruption.
Our default set with ∆Macc ≃ 0.5Mign corresponds to
systems about halfway between nova eruptions, while the
other two sets represent the upper and lower limits corre-
sponding to system just before or after a nova outburst.
24 Given M1 and Teff,1, we then estimate R1 and all
photometric properties by interpolating on the Holberg
& Bergeron (2006) grid of WD models. 25 The predicted
properties of the accreting WD are listed as a function
of Porb in Tables 7 and 8.
In the following sections, we will take a closer look at
the detailed properties of our revised, donor-based CV
evolution track. Where appropriate, we will also com-
pare it to both the broken-power-law donor sequence de-
rived in Section 3 and a conventional, “standard model”
evolution track (i.e. fGR = fMB = 1).
6.1. Physical and Photometric Properties
23 Note, however, that the Townsley & Bildsten (2004) calcula-
tions do not account for the dependence of the WD radius, R1, on
Teff,1.
24 The heating of the WD by the thermonuclear burning it un-
dergoes during a nova outburst is not taken into account, however.
See TG09 for a discussion of this effect.
25 http://www.astro.umontreal.ca/ bergeron/CoolingModels/
Figure 10 shows the physical properties of the donor
star as a function of orbital period along the standard
model track (thick blue line) and along our new best-fit
model track (thick red line). For comparison, we also
show the physical donor properties along both the origi-
nal (thin black dashed line) and updated (thin magenta
dashed line) broken-power-law donor sequences. The
donor properties along both broken-power-law sequences
are generally very similar to those along our new best-fit
model, except in the poorly constrained period-bounce
regime. This is reassuring, since all of these sequences
are based on almost the same set of donor mass-radius
data.
The physical differences between the standard and
best-fit models are also easily understood. Above the
gap, AML is stronger in the standard model, resulting
in a larger donor radius, lower surface gravity, lower lu-
minosity and larger mass-radius index. Moreover, due to
the period-density relation, the mass at fixed period is
higher along the standard track, and the effective tem-
perature slightly lower (this is hard to see on the scale
shown in the Figure 10). Below the gap, the situation is
exactly reversed. In particular, the higher mass-transfer
rate in the best-fit model causes the mass-radius index
to drop to 1/3 at a considerably longer orbital period
than in the standard model (82 min vs 73 min), although
at nearly the same donor mass (Mbounce = 0.061M⊙
vs 0.062 M⊙, respectively). It is worth noting that,
even in our version of the standard model, the minimum
period is considerably longer than that found in most
previous investigations. This is because of our correc-
tions for tidal/rotational deformation and for the radius
offset between stellar models and non-interacting stars,
which is probably related to magnetic activity (see Sec-
tion 5.2). Below the gap, these upward radius correc-
tions amount to about 4.5% and 1.5%. A a result of the
period-density relation, the combined 6% upward radius
correction produces a ≃9% upward shift in the location
of period bounce.
Figure 10 also shows the temperature and luminos-
ity of the accreting WD as a function of Porb along the
model tracks. Since M1 is constant along our tracks (by
assumption), other WD parameters do not evolve appre-
ciably and are therefore not plotted. It is interesting to
note that the bolometric luminosity of the accreting WD
dominates over that of the donor star in essentially all
model systems. The only exception occurs in the stan-
dard model sequence, where there is a small region just
below the period gap where the secondary’s bolometric
output exceeeds that of the WD.
The evolution of the binary parameters is shown as a
function of orbital period in Figure 11 and as a function
of time in Figure 12. Again, we show both the standard
model and our best-fit donor-based evolution track. As
expected, the evolution is initially faster in the standard
model (since fMB = 0.65 < 1 above the gap in the best-
fit model), but this situation is quickly reversed below
the gap, where the AML rate of the best-fit model is sub-
stantially higher (fGR = 2.47) than that of the standard
model (fGR = 1). In the standard model, the upper edge
of the period gap is reached after about 1.7× 108 years,
while in the best-fit model, systems enter the gap after
about 2.4 × 108. Here and throughout, t = 0 refers to a
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Figure 10. The run of physical donor properties as a function of orbital period along standard and revised evolution tracks. The left-hand
column of panels shows, from top to bottom, the donor mass, radius and effective temperature. The right-hand column of panels shows,
from top to bottom, the donor luminosity, surface gravity and effective mass-radius index. In each panel, the thick blue solid line is the track
corresponding to the standard model (fGR = fMB = 1) while the thick red solid line is the evolution sequence predicted by the revised
model (fGR = 2.47; fMB = 0.66). In each panel, we also show the original (thin magenta dashed line) and updated (thin black dashed
line) broken-power-law donor sequences (see Section 3). For comparison, the (long-term average) temperature and luminosity predicted for
the accreting WD in our evolution sequences are also plotted in the relevant panels (thin solid blue line: standard model; thin solid red
line: revised model).
system reaching contact at a donor mass ofM2 = 0.6M⊙.
Evolution through the gap takes about 1.3 Gyrs in the
standard model, but only about 0.4 Gyrs in the best-fit
model, due to the higher AML rate in the latter. Period
bounce is reached after about 5.7 Gyrs (standard model)
or 2.6 Gyrs (best-fit model).
These time scale differences are important, because
they directly affect the number of systems we may expect
to find in the different phases of CV evolution. For exam-
ple, we have seen that CVs evolve faster below the period
gap in the best-fit model and reach period bounce sooner.
Thus CVs evolving according to our best-fit model spend
a smaller fraction of their life as short-period, pre-bounce
CVs, but a larger fraction as period bouncers. Corre-
spondingly, we may expect (and Section 7.3 indeed con-
firms) that the best-fit model predicts a lower percentage
of short-period, pre-bounce CVs among the Galactic CV
population, but a higher percentage of period bouncers.
This change helps to reconcile some of the long-standing
clashes between the standard model and the statistics of
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Figure 11. The evolution of key binary parameters as a function of orbital period along our self-consistent model tracks. In all panels, the
thick blue line is the standard model (fGR = fMB = 1), while the thick red line is the revised best-fit model (fGR = 2.47; fMB = 0.66). The
left-hand column of panels shows, from top to bottom, the evolution of the mass ratio, binary separation and orbital angular momentum.
The right-hand column of panels shows, from top to bottom, the evolution of the systemic angular-momentum-loss rate, the mass-transfer
rate and the orbital period derivative.
observational CV samples.
Finally, in Figure 13, we show the run of optical
(B,V ,R) and near-infrared (J ,H ,K) absolute magnitudes
for both the donor and the accreting WD along our self-
consistent evolution sequences. These plots confirm sev-
eral pieces of conventional wisdom. For example, only
unusually bright (e.g. nuclear-evolved) donors are ex-
pected to be easily detectable at optical wavelengths,
and particularly in the blue. Even the accreting WD
competes with – or even outshines – the secondary at
these wavelengths. In the infrared, the situation is con-
siderably more favourable, but a key point to note is the
steep drop-off in donor brightness near Pmin in all bands.
Around Pmin, the WD begins to compete with the donor
even in the near-infrared. Given that the accretion disk
is likely to be considerably brighter than the WD in both
the optical and near-infrared, this highlights the observa-
tional challenge facing us if we wish to directly detect and
characterize the sub-stellar donors in period bouncers.
6.2. The Locations of Period Bounce and Period Gap
Figure 14 presents a closer look at the locations of the
three critical orbital periods that delineate the life of a
CV: the minimum period, as well as the upper and lower
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Figure 12. The evolution of key binary parameters as a function of time along our self-consistent model tracks. In all panels, the thick
blue line is the standard model (fGR = fMB = 1), while the thick red line is the revised best-fit model (fGR = 2.47; fMB = 0.66).
The left-hand column of panels shows, from top to bottom, the evolution of the orbital period, the donor mass and the mass ratio. The
right-hand column of panels shows, from top to bottom, the evolution of the systemic angular-momentum-loss rate, the mass-transfer rate
and the orbital period derivative.
edges of the period gap.
In the top panel, we show how the predicted location of
Pmin depends on fGR. The thick part of the curve marks
the 1σ confidence interval around our best-fit value of
fGR = 2.47. The vertical line shows the observed loca-
tion of the period spike, as determined by G09. Their
estimate of Pmin was determined by fitting a Gaussian
to the spike, and the vertical grey bands in the top panel
mark their corresponding estimate of the error on Pmin
and the FWHM of the spike.
The run of Pmin with fGR in the top panel confirms
that, in order to match the observed location of Pmin,
it is necessary to invoke AML rates in excess of GR be-
low the period gap. More interestingly, it shows that
our best-fit model predicts a value for Pmin (81.8 ± 0.9
min) that is in excellent, quantitative agreement with the
observed location of the period spike (82.4 ± 0.7 min).
Note that this success was not guaranteed. Unlike for
our broken-power-law donor sequence, we do not impose
Pmin as an external constraint when fitting the data.
Thus the predicted Pmin emerges simply from the fit to
the mass-radius data shown in Figure 9 – a data set that
is very different from the SDSS sample used by G09.
Turning to the period gap, let us take the upper edge
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Figure 13. The evolution of the absolute magnitudes of both binary components as a function of orbital period along our self-consistent
evolution tracks. The left-hand column of panels shows three optical bands (from top to bottom: B, V and R), while the right-hand
column of panels shows three near-infrared bands (from top to bottom: J , H and K). The thick solid blue and red lines represent the
absolute magnitudes of the donor stars along the standard (fGR = fMB = 1) and revised best-fit (fGR = 2.47; fMB = 0.66) evolution
sequence, respectively. The thin solid blue and red lines shows the corresponding absolute magnitues of the accreting WDs. In each panel,
we also plot tracks corresponding to the original (thin magenta dashed line) and updated (thin black dashed line) broken-power-law donor
sequences (see Section 3).
first (bottom panel in Figure 14). In our models, we
have assumed that systems enter the period gap when
their donor mass reaches the empirically determined val-
ues of Mconv = 0.20 ± 0.02M⊙ (K06). The notation
“conv” here reflects the conventional notion that the
period gap is caused by a disruption of MB associated
with the transition of the donor star to a fully con-
vective structure. However, this empirically determined
value for Mconv does not have to correspond to the ac-
tual mass at which the models predict a transition to a
fully convective structure. In fact, the inset in the bot-
tom panel shows how this theoretically predicted value,
Mconv,th, varies with fMB . Starting from the MS value
of Mconv,th ≃ 0.35M⊙ at fMB = 0, Mconv,th initially
drops steeply with increasing fMB, but then asymptotes
around Mconv,th ≃ 0.22Mconv beyond fMB ≃ 1. Based
on a simple linear interpolation, the value ofMconv,th cor-
responding to our best-fit estimate of fMB = 0.65± 0.05
is Mconvm,th = 0.236± 0.002M⊙. We conclude that the
empirically determined estimate of Mconv is in reason-
able, though by no means perfect agreement with the
idea that AML in CVs is suppressed exactly (and instan-
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Figure 14. Predicted and observed locations of the critical periods along a CV evolution track. Top panel: The predicted location of the
minimum period as a function of fGR, the angular-momentum-loss rate relative to GR. The thick part of the curve marks the 1σ confidence
interval around our best-fit value of fGR = 2.47± 0.22. The vertical line is the observed location of the period spike Pmin = 82.4± 0.7 min
(G09). The vertical shaded regions mark the error on Pmin (dark grey) and the intrinsic FWHM (5.7 min) of the spike (light grey).
Middle panel: The predicted location of the lower edge of the period gap as a function of fGR. The blue line corresponds to the period at
which the system emerges from the period gap and re-establishes contact; the red line is the upper edge of the period flag, i.e. the longest
period reached before evolution proceeds to shorter periods again (see text for details). The thick portions on both lines correspond to
the 1σ confidence interval around our best-fit value of fGR = 2.47 ± 0.22. The blue- and red- shaded regions extending left and right of
these curves show the uncertainty on the location of the lower gap edge arising from uncertainty in the donor mass corresponding to the
period gap (Mconv = 0.20± 0.02 M⊙). The vertical black line and grey shaded region mark the observed location of Pgap,− and the error
on this (Pgap,− = 2.15 ± 0.03 hrs; K06). Bottom panel: The red line shows the predicted location of the upper gap edge, Pgap,+, as a
function of fMB , the angular momentum loss rate relative to the standard RVJ recipe with γ = 3. The thick part of the line marks the 1σ
confidence interval around our best-fit value of fMB = 0.66± 0.05. The red-shaded region extending left and right of this line again shows
the uncertainty on the location of the upper gap edge arising from uncertainty in the donor mass corresponding to the period gap. The
vertical black line and grey shaded region mark the observed location of Pgap,+ and the error on this (Pgap,− = 3.18± 0.04 hrs; K06). The
inset in the bottom panel shows the mass at which our stellar models formally become fully convective, as a function of fMB .
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taneously) when the donor star becomes fully convective.
We also note that if this scenario is taken seriously, and if
we are willing to trust the stellar models in this respect,
then extremely low values of fMB <∼ 0.25 would be ruled
out. However, these are both rather big “ifs”, so we will
continue to adopt the empirically determined Mconv in
the construction of our model sequences.
Returning to the main plot in the bottom panel of
Figure 14, the red line shows the predicted location of
the upper gap edge as a function of fMB . The thick
part of the curve marks the 1σ range around our best-
fit value of fMB = 0.65 ± 0.05. The red shaded region
around this curve shows the uncertainty associated with
the 0.02M⊙ error on Mconv. The best-fit model predicts
Pgap,+ = 3.24 ± 0.05 hrs, which is an excellent match
to the observed location of the gap edge. By contrast,
the standard model – which corresponds to the point on
the curve where fMB = 1 – predicts Pgap,+ = 3.52 hrs,
significantly longer than observed.
We finally turn to the middle panel of Figure 14, which
compares predicted and observed locations of the lower
edge of the gap. Here, we actually show two theoretically
predicted locations. The blue vertical line shows the pe-
riod at which the system is predicted to emerge from the
period gap, Pemerge. Since the donor is just a MS star in
thermal equilibrium at this point, Pemerge is independent
of fGR or fMB – it only depends on Mconv and the MS
mass-radius relationship. The blue-shaded region shows
the uncertainty in the predicted location associated with
the error on Mconv.
By contrast, the red curve and red shaded region show
the maximum extent of the so-called period flag. The
period flag is a small “loop” in the Porb vs M˙2 plane
that is executed by CVs as they emerge below the gap,
immediately after the turn-on of mass transfer and be-
fore settling on the standard evolution track that will
ultimately take them to Pmin. The period flag is clearly
visible in the middle panel of Figure 11, and the physics
responsible for it have been discussed in detail by Ritter
& Kolb (1992) and Stehle et al. (1996).
Briefly, the period flag arises because the mass-transfer
rate initially rises exponentially when contact between
Roche lobe and secondary is re-established below the
gap. Thus there is a brief window in which significant
mass loss has already begun, but the secondary has not
yet had time to relax thermally. During this window, the
mass loss is effectively adiabatic, and the response of the
fully convective donor to adiabatic mass loss is to swell up
(ζad ≃ −1/3). Following the discussion in Section 2.3.3,
this means that the orbital period must initially increase.
However, the secondary then relaxes thermally, causing ζ
to increase and ultimately settle just below the MS value
(ζ ≃ 0.6 − 0.7). Along the way, ζ must pass through
the critical value of 1/3. As discussed in Section 2.3.3,
this value separates evolution towards long periods from
evolution towards short periods. The period at which
ζ = 1/3 is reached, Pflag , therefore marks the upper
edge of the period flag. All of these aspects of the donor
response to the re-establishment of mass loss are nicely
visible in the bottom right panel of Figure 10.
In the middle panel of Figure 14, we show the pre-
dicted Pflag as a function of fMB. Unlike Pemerge, Pflag
does depend on the strength of the ongoing mass loss.
More specifically, Figure 14 shows that Pflag increases
with fMB. This is in line with the findings of Stehle
et al. (1996). In any case, the main conclusion to draw
from this panel is simply that the bottom edge of the
period gap is in reasonable agreement with theoretical
predictions. However, since Pemerge, in particular, is
completely insensitive to mass loss, the level of agree-
ment with Pgap,− does not provide a powerful way of
distinguishing between different models.
6.3. Donor Spectral Types
As discussed in Section 2.2.3, the effective tempera-
ture of low-mass stars with a large convective envelope
is virtually unaffected by mass loss, so the Teff,2 −M2
relationship of CV donors is the same as for ordinary
MS stars (at least to the point where the donors be-
come sub-stellar). Since the spectral type (SpT ) of a
star is essentially a direct measure of its effective tem-
perature, the SpT2 − M2 relationship of CV donors is
also the same as for MS stars. However, mass loss does
drive CV donors slightly out of thermal equilibrium and
causes them to be bloated compared to MS stars of iden-
tical mass. As a consequence of the period-density rela-
tionship (Equation 12), a bloated, mass-losing star will
be found at longer Porb than an equivalent Roche-lobe-
filling MS star in thermal equilibrium. Thus, at fixed
period, CV donors should have lower mass, and hence
later Teff,2 and later SpT , than Roche-lobe-filling pure
MS stars (see, for example, Baraffe & Kolb 2000)
This theoretical expectation was initially verified for
CVs above the gap by Beuermann et al. (1998) and later
for both short- and long-period CVs by K06. In K06, we
also showed that our original broken-power-law donor se-
quence was a good match to the empirical Porb−SpT re-
lation for CV donors. Thus the degree of donor inflation
represented by that sequence was just right to produce
the observed later-than-MS SpT at a given period.
In Figure 15, we now compare the standard model,
the best-fit model, as well as both original and updated
broken-power-law sequences to the observed Porb − SpT
relation for CV donors. The observational data here is
the same as in K06, except that we have include some ad-
ditional long-period CVs from Thorstensen et al. (2010).
The calibration of SpT based on V − K photometric
colours is the same as in K06. The figure shows that all
theoretical tracks – including the standard model – do
a reasonable job of matching these observations. This is
not unexpected, since all of these tracks produce signifi-
cant amounts of donor bloating. In fact, all but the stan-
dard model are constrained by essentially the same donor
mass-radius data set, so they predictably produce almost
identical amounts of donor inflation. The donor bloating
predicted by the standard model is slightly different –
stronger above the gap, weaker below; see Figure 10 –
but this difference is not large enough to produce a sig-
nificant difference in the predicted SpT s (at least not in
the period range for which we have data).
Nevertheless, the observed Porb − SpT relation does
confirm yet again that CV donors are significantly
bloated relative to MS stars. The good agreement be-
tween predictions and observations in the Porb − SpT
plane is therefore reassuring, even if the spectral type
data is not as powerful as the observed M2−R2 relation
in distinguishing between competing models.
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Figure 15. Observed vs. predicted spectral types of CV donors as a function of orbital period. Points correspond to empirically determined
SpT s for CVs with Porb <∼ 6 hrs from K06 (with a few additions noted in the text). Likely evolved donors are shown as open symbols. The
green dashed line shows the evolution of SpT along a standard MS BCAH98 5-Gyr track, assuming marginal contact, i.e. not allowing for
any thermal disequilibrium (see K06 for details). The thin solid blue line shows the predicted SpT − Porb relation for the standard model,
the thick solid red line shows the same for the revised (best-fit) model. For comparison, the thin dotted black (magenta) line shows the
SpT − Porb relation for our updated (original; K06) broken-power-law donor sequence.
6.4. White Dwarf Temperatures
A final empirical check on our evolution track is pre-
sented in Figure 16. Here, we compare a set of observed
WD temperatures to the values predicted by both the
standard model and our best-fit alternative. The ob-
servational data are taken mainly from the compilation
provided by TG09, but supplemented by a few additional
estimates from L08. Note that all of the observational es-
timates for dwarf novae are obtained from observations
in quiescence, when the WD temperatures should best
track the long-term-average accretion rate.
Taken at face value, Figure 16 suggests that neither
the standard model, nor our best-fit, donor-based one,
provides a particularly good match to the observed WD
temperatures. The best-fit model clearly lies closer to
the data, but it still systematically underpredicts the
WD temperatures in short-period, pre-bounce CVs. The
simplest interpretation of this result is that the WD tem-
peratures point to an even stronger AML enhancement
over GR than is allowed for in our best-fit model. This
apparent preference for faster-than-GR mass transfer is
in line with the findings of TG09.
However, as also noted by TG09, considerable care
needs to be taken before accepting such a conclusion.
First, and most fundamentally, there is the issue already
noted in Section 1: even though quiescent WD tempera-
tures are tracers of M˙acc averaged over 10
3 yrs - 104 yrs,
this time scale is short compared to the time scale on
which mass-transfer-rate fluctuations associated with the
donor star are expected to operate. Thus Teff,1 may
simply not trace the secular mass-transfer rate faithfully.
This probably explains at least the huge scatter in the
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Figure 16. Predicted and observed WD temperatures as a function of orbital period. The data are mostly from the compilation by
TG09, but a few additional points have been added from L08. The latter are shown in green; candidate period bouncers with sub-stellar
secondaries among these are additionally marked by open diamonds. Points without error bars are more uncertain and are plotted as open
circles. The thick solid blue line shows the long-term average WD temperatures predicted by the standard model (fGR = fMB = 1). The
thick solid red line shows the same for the revised (best-fit) model (fGR = 2.47; fMB = 0.66). The shaded regions around both curves
show the uncertainty in Teff,1 associated with the mass of the non-degenerate layer (or, equivalently, with the time since the last nova
eruption). The error bar in the top left of the figure shows the effect of a 20% change in M1 on the predicted temperatures.
(sparse) set of observations above the period gap. Sec-
ond, the predicted WD temperatures scale roughly as
Teff,1 ∝ M1M˙
1/4
acc (TG09), so they are quite sensitive to
the assumed WD mass. No attempt has been made in
Figure 16 to take this into account. In particular, both
models assume our usual M1 = 0.75 M⊙, but the actual
WD masses are not known for most of the sytems plot-
ted in Figure 16. Third, the observed sample is likely
to be affected by selection effects. In particular, Teff,1
is probably biased high in the sample, because hot WDs
are easier to detect and analyse.
The best way to mitigate at least the last two concerns
is to focus on systems with well-determined Teff,1 and
M1. For these, the accretion rate needed to heat the
WD can be estimated and compared to different models.
A first attempt to do this was made by L08, based on
their small sample of eclipsing, short-period CVs. They
concluded that mass-transfer rates driven purely by GR
– as in the standard model – provided a better match
to the WD-based M˙2 estimates than an enhanced AML
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model. This is a rather surprising conclusion, given the
appearance of Figure 16, and we will discuss the results
of L08 in more detail below (Section 8.1). However, it
would clearly be important to test their conclusions by
obtaining WD-based M˙2 estimates for a larger sample
of CVs with accurate Teff,1 and M1 measurements. At
the moment, it may be premature to draw strong conclu-
sions about CV evolution scenarios on the basis of WD
temperatures.
7. IMPLICATIONS AND APPLICATIONS
In the previous section, we presented a semi-empirical
CV evolution track based on the observed mass-radius
relationship of CV donor stars. The inferred AML rates
along our best-fit track are somewhat lower (higher) than
in the standard model of CV evolution above (below)
the period gap. We also compared its properties to ob-
served donor spectral types, the locations of the period
gap edges, the location of the period minimum and to
observed WD temperatures. Overall, our donor-based
best-fit track appears to match these observed proper-
ties of CV significantly better than the standard model.
With the construction and testing of the donor-based
track concluded, it is time to consider some of its impli-
cations and applications for observational and theoretical
studies of CVs. This is the goal of the present section. In
Section 7.1, we will show how (lower limits on) distances
towards CVs can be estimated via simple donor-based
photometric parallax in the near-infrared (NIR). In Sec-
tion 7.2, we will compare the predicted mass-transfer rate
along the track to the critical rate for the occurence of
dwarf nova outbursts. Finally, in Section 7.3, we will cal-
culate the approximate orbital period distribution pre-
dicted by our donor-based evolution scenario and com-
pare this to both the standard model prediction and ob-
servations.
7.1. Donor-Based Photometric Parallax
The physical and photometric properties of CV donors
are expected to change only on the secular evolution time
scale. At fixed Porb, they are also quite insensitive to the
detailed system parameters, thanks largely to the period-
density relationship (Equation 12). Thus all unevolved
CV donors at the same orbital period should be quite
similar. This makes them potentially quite useful as dis-
tance indicators via photometric parallax, provided their
absolute magnitudes are reliably known as a function of
Porb.
The absolute magnitude of a star is primarily a func-
tion of its radius and effective temperature. Thus our
semi-empirical donor sequences – which were constructed
by fitting the observed mass-radius relationship of CV
secondaries and tested against their observed SpT s –
should predict the absolute donor magnitudes at given
Porb quite well. As discussed in more detail in K06, we
can therefore use these sequences to obtain lower lim-
its on the distance towards any CV with an unevolved
donor star. For example, the lower limit on the distance
associated with a single epoch K-band measurement is
log d ≥
K −MK,2(Porb) + 5
5
, (32)
where K is the apparent magnitude and MK,2 is the ab-
soluteK-band magnitude on the relevant donor sequence
at the CV’s orbital period. In principle, the apparent
magnitude should be extinction-corrected, but in prac-
tice this correction is usually negligible for CVs in the
infrared.
This method only yields a lower limit on the distance,
because the fractional contribution of the donor to a sin-
gle photometric measurement is unknown. If an actual
measurement of the donor’s apparent magnitude is avail-
able, K in Equation 32 should be replaced with K2, and
the lower limit becomes an actual estimate of the dis-
tance.
In K06, we tested and calibrated this method for
our original broken-power-law donor sequence. Thus
we compared the predicted NIR donor absolute magni-
tudes along this track to the absolute magnitudes for
CVs with distances determined by trigonometric paral-
lax. Figure 17 shows the same comparison for our up-
dated broken-power-law donor sequence (Section 3) and
for the best-fit, self-consistent CV eolution track (Sec-
tion 6). For reference, we also show the donor properties
predicted by the standard model (fMB = fGR = 1). The
observational data set is the same as in K06.
We already know from Figure 13 that all of these se-
quences – including the original broken-power-law one –
predict very similar donor absolute magnitudes for pre-
bounce CVs with Porb >∼ 90 min. In line with this, we
find that the scatter in the observational data is consid-
erably larger than any differences between the models.
None of the sequences are inconsistent with these ob-
servations. The model tracks all trace a lower envelope
around the data points, as expected since the observed
magnitudes may include substantial contributions from
system components other than the donor star (e.g. the
accretion disk). The predicted donor magnitudes do dif-
fer quite significantly in the period bounce regime, but
here the stellar atmosphere models become unreliable
anyway (see discussion in Section 5.4), and even the WD
starts to compete with or outshine the donor in the NIR
(Figure 13).
As in K06, we have estimated the average offsets (∆J ,
∆H , ∆K) between the donor tracks and the data, as
well as the scatter around the tracks if these offset are
applied (σJ ,σH ,σK). The results are listed in Table 9
and are very similar to those given in K06 for the original
broken-power-law donor sequence. More specifically, for
the small sample of CVs shown in Figure 17, the donor
contribution to the total NIR light is about 23% in J,
29% in H, and 31% in K. Thus, to the extent that this
sample is representative, lower limits on CV distances
(e.g. Equation 32) will typically underestimate the true
distance by about a factor of about 2.1 (J), 1.9 (H) and
1.8 (K). If such lower limits are converted into actual
distance estimates by appying these factors, the result-
ing values will be uncertain by at least a factor of about
1.9 (J), 1.8 (H) and 1.7 (K). The real uncertainties could
be even larger, both because our small and heterogenous
sample of CVs with trigonometric parallaxes may not
be representative, and also because there is no reason
to think that the typical donor contributions are actu-
ally constant along the entire CV evolution track. The
specific numbers quoted above are for the best-fit self-
consistent evolution track, but the other sequence give
similar estimates.
Given that we have also calculated predicted WD tem-
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Figure 17. Infrared absolute magnitudes of CVs as a function of Porb. Points correspond to absolute magnitudes for CVs with trigono-
metric parallaxes and reliable 2MASS observations, taken from K06. Colours correspond to various CV sub-types, as indicated (DN = dwarf
nova; SU = SU UMa star; NL = non-magnetic nova-like; AM = AM Her star; IP = intermediate polar). Systems with Porb < 82.4 min
or Porb > 6 hrs are shown as open symbols and were excluded in calculating the quantities listed in Table 9. The thick solid blue line
shows the track predicted by the standard model (fGR = fMB = 1), the thick solid red line that predicted by the revised (best-fit) model
(fGR = 2.47; fMB = 0.66). For reference, the track predicted by our updated broken-power-law donor sequences is also shown as a think
dotted black line.
peratures and absolute magnitudes along our evolution
tracks, it is reasonable to ask if improved distance esti-
mates could be obtained by, for example, replacingMK,2
in Equation 32 with the predicted absolute magnitude of
primary and secondary combined. This may also seem
to be a sensible way of extending the usefulness of the
method to shorter wavelengths, where the WD contribu-
tion can be dominant at all orbital periods. However, we
think the drawbacks of such an approach would outweigh
its benefits. In particular, as discussed in Section 4,
mass-transfer-rate fluctuations may cause WD temper-
atures (and hence brightnesses) to vary on time scales
longer than ∼ 105 yrs, but still shorter than the evolu-
tionary time scale. As a result, and unlike for donor stars,
it is not clear that the absolute magnitude of a WD in
a CV can be reliably predicted solely on the basis of the
system’s orbital period. If aditional information is avail-
able – e.g. if the WD is detected spectroscopically (e.g.
Knigge et al. 2000; Howell et al. 2002; Araujo-Betancor
et al. 2003, 2005; Long et al. 2009) or via eclipses in
multiple photometric bands (e.g. L08) – excellent WD-
based distance estimates can, of course, nevertheless be
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obtained. However, as a simple tool for setting reliable
distance limits based solely on Porb and a single-shot NIR
magnitude, the pure donor sequence is hard to beat.
7.2. Disk (In)stability: The Parameter Space of Dwarf
Novae
7.2.1. Motivation and Observational Background
As noted in Section 4, one of the reasons for suspect-
ing CV mass-transfer rates must vary on unobservably
long time scales is the fact that different types of CVs
can apparently co-exist at the same orbital period. It is
interesting to explore this argument in more detail. In
particular, does it still hold for our new best-fit evolution
track?
According to the widely accepted disk instability
model (DIM; e.g. Osaki 1996; Lasota 2001) the key dif-
ference between nova-likes and dwarf novae is the rate
at which mass is supplied to the disk, M˙disk. If this is
above a certain critical rate, M˙crit,hi, the disk is bright
and stable, and the system is a nova-like CV. Otherwise
the system is unstable and cycles as a dwarf nova between
high- and low-states. (Actually, there is also a lower crit-
ical rate, M˙crit,lo, below which the system is stable again.
However, unless the inner disk is truncated well before
reaching the WD surface, this rate is far below even the
purely GR-driven M˙2; see Equation 34 below.)
Now the critical rate of mass supply to the accretion
disk, M˙crit,hi, does depend on the system parameters,
but only weakly so at fixed Porb (see Equation 33 be-
low). Similarly, we know that unevolved CVs are ex-
pected to follow a unique evolutionary track (see Sec-
tion 2.2.2), with only minor sensitivity of M˙2 to other sys-
tem parameters at given Porb. It therefore follows that if
M˙disk = M˙2, the unevolved CV population at any given
Porb should be strongly dominated by either dwarf novae
or nova-likes. A population mix in which both types con-
tribute significantly should only be possible near orbital
periods where M˙2(Porb) crosses M˙crit(Porb), or is at least
very close to it.
What is the observational situation? The top panel
of Figure 18 shows the orbital period distribution of all
non-magnetic CVs in the Ritter & Kolb (2003) catalogue
(version 7.11) compared to that of just the dwarf novae.
26 The bottom panel shows the corresponding dwarf
nova fraction, i.e. the fractional contribution of dwarf
novae to the non-magnetic CV population as a function
of Porb. The short-period CV populations is essentially
100% dominated by dwarf novae. However, the dwarf
nova fraction then drops steadily through the period gap,
reaches a minimum value of about 0% just above the
gap, and then rises again to a value of about 75% be-
yond periods of about 4 hrs. Thus, in apparent violation
of naive theoretical expectations, significant populations
of dwarf novae and nova-likes happily co-exist above the
period gap. As noted above, this has been interpreted
as evidence for mass-transfer-rate fluctuations on unob-
servably long time scales.
26 It should be acknowledged that the type assignments in the
Ritter & Kolb catalogue are not necessarily all that secure, espe-
cially for little-studied systems. However, they are probably re-
liable enough for the basic statistical analyses carried out in this
section.
7.2.2. Critical vs. Secular Mass-Transfer Rates
Let us now consider the theoretical picture. After all,
the simplest explanation for the co-existence of dwarf
novae and nova-likes would be that the upper edge of
the period gap is a crossing point for M˙2(Porb) and
M˙crit,hi(Porb). In this case, differences in WD mass, or
perhaps a modest amount of intrinsic dispersion in J˙sys
(perhaps reflecting the initial donor mass or system age)
could be sufficient to explain the observations.
With this in mind, Figure 19 shows direct compar-
isons of M˙2(Porb) and M˙crit(Porb) for both the standard
model of CV evolution (top panel) and our new best-
fit model (bottom panel). A very similar comparison
was first shown in Shafter (1992). The critical accretion
rates adopted here are based on the “grey atmosphere”
approximation and taken from Hameury et al. (1998),
i.e.
M˙crit,hi = 8.0× 10
15α0.03hot
(
M1
M⊙
)−0.89(
Rdisk
1010cm
)2.67
(33)
M˙crit,lo = 4.0× 10
15α−0.04cold
(
M1
M⊙
)−0.89(
R1
1010cm
)2.67
,
(34)
where α is the usual viscosity parameter. We adopt
αhot = 0.3, αcold = 0.03 and, as usual, M1 = 0.75 M⊙.
We further assume that the disk radius is given by
Rdisk = 0.7RL,1, based on the empirical study of Harrop-
Allin & Warner (1996), and take R1 = 0.01R⊙, as ap-
propriate for our adopted WD mass.
In one sense, the theoretical curves are quite promis-
ing. For both models, systems below the gap are pre-
dicted to be firmly in the unstable regime, as is indeed
observed. And above the gap, the differences between
M˙2(Porb) and M˙crit,hi(Porb) are less than a factor of 3
everywhere. However, there are also two glaring inconsis-
tencies. First, both models predict that most unevolved
systems above the gap should be unstable, at least out
to Porb ≃ 5 hrs.
27 Yet, observationally, nova-likes dom-
inate this distribution out to about 3.8 hrs. Second, the
sense in which the DN fraction changes above the period
gap is exactly opposite to what one might expect theo-
retically. Both models predict that CVs should become
increasingly stable as we move towards larger Porb above
the period gap. Thus the dwarf nova fraction is expected
to decrease. However, the observed dwarf nova fraction
actually increases (from 0% to 75%) between Porb ≃3 hrs
and ≃4 hrs.
7.2.3. Reconciling Theory and Observation
How can these discrepancies be resolved? The often-
invoked mass-transfer rate fluctuations – be they driven
by irradiation (Section 4.2.1) or nova eruptions (Sec-
tion 4.2.2 – offer one possibility. Most nova-likes below
Porb ≃ 4 − 5 hrs would then have to be systems caught
in the high state of such a cycle. In addition, the dearth
of dwarf novae in the period range just above the gap
would imply that low-state systems there must be essen-
tially unobservable. Similarly, the absence of nova-likes
27 And this is the period range that matters, since beyond this
evolved CVs may be expected to dominate the observed population
in any case (Podsiadlowski et al. 2003).
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Figure 18. The orbital period distribution of non-magnetic CVs and the associated dwarf nova fraction. Top panel: The solid black
histogram shows the orbital period distribution of all non-magnetic CVs in the Ritter & Kolb catalogue (v7.11). The red-shaded histogram
shows the subset of dwarf novae within this sample. Bottom panel: The dwarf nova fraction – defined as the ratio of dwarf novae to all
non-magnetic CVs within a given period bin – is shown as a function of orbital period. In both panels, the vertical lines and grey shaded
regions mark the location of the upper and lower period gap edges, along with their errors.
below the period gap would imply that, if such cycles ex-
ist at all in this period range, the mass-transfer rate in
the high state must be less than M˙crit,hi(Porb). Based on
Figure 19, the high-state mass-transfer rate could thus be
at most ≃ 10-times higher than the secular M˙2(Porb).
However, mass-transfer-rate fluctuations are not the
only possible way to account for the discrepancy between
observed and predicted dwarf nova fractions above the
period gap. Errors or uncertainties in M˙2(Porb) and/or
M˙crit,hi(Porb) could, in principle, also be to blame.
Let us first assume that M˙crit,hi(Porb) is correct. Is it
possible that we could have achieved an acceptable fit to
the observedM2−R2 data with a functional for M˙2(Porb)
that would better match the observed dwarf nova frac-
tion? Given that we would like systems to be most sta-
ble just above the gap, Figure 19 implies that this would
require M˙ to be a flat or decreasing function of Porb.
Based on the preliminary tests we carried out before set-
tling on a functional form for M˙2(Porb) (Section 5.3),
such models would produce a significantly worse fit to
the data. However, the mass-radius data set above the
gap remains fairly sparse, and additional measurements
are highly desirable to tie down the exact form of AML
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Figure 19. A comparison of the predicted mass-transfer rates along our self-consistent evolution sequences and the critical rates for the
occurence of dwarf nova eruptions. Top panel: The thick solid blue line shows the run of M˙2 as a function of Porb according to the standard
model of CV evolution (fGR = fMB = 1). The thin solid black lines show the corresponding upper and lower boundaries of the unstable
region in the Porb-M˙2 plane, as predicted by the thermal disk instability model (Equations 33 and 34). Only CVs between these two
regions are expected to be unstable, i.e. to undergo dwarf nova eruptions. Bottom panel: Same as top panel, but here the thick solid red
line shows the revised model track (fGR = 2.47, fMB = 0.66).
above the gap.
What about M˙crit,hi(Porb)? The disk instability model
on which Equation 33 is based has been around for sev-
eral decades and, overall, has been very successful (e.g.
Osaki 1996; Lasota 2001). However, Equation 33 is only
an approximation to numerical results that themselves
depend on various assumptions. Perhaps most impor-
tantly, it does not include the heating of the outer disk
that may be expected due to tidal dissipation and irradi-
ation (e.g. Stehle et al. 2001; Buat-Me´nard et al. 2001).
Depending on the system parameters, this can lower the
M˙crit,hi(Porb) by a factor of several (Buat-Me´nard et al.
2001), which might be enough to push the predicted
M˙2(Porb) into the stable regime above the period gap.
28 It is not clear if such an adjustment would tend to
stabilize all unevolved, long-period CVs. Even if it did,
28 However, it is also worth noting that there is at least one
well-known, long-period dwarf nova – the famous SS Cygni – that
manages to be unstable despite apparently satisfying M˙2(Porb) >
M˙crit,hi(Porb) by a wide margin (regardless of whether outer disk
heating is accounted for; Schreiber & Ga¨nsicke 2002; Schreiber &
Lasota 2007).
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the rise in the dwarf nova fraction with increasing Porb
could perhaps still be understood. It might simply re-
flect the increasing contribution of evolved systems to
the observed population, since these are indeed expected
to have lower M˙2 at given Porb than unevolved systems
(Podsiadlowski et al. 2003)
Finally, Stuart Littlefair has suggested another possi-
ble explanation to us: according to some recent studies
of MB in non-interacting stars (Barnes 2003, 2007; Ir-
win et al. 2007; Barnes 2010, also see discussion in Sec-
tion 8.5), even partly radiative stars begin their life with
spin-down rates comparable to fully convective stars.
They only switch to a faster, Skumanich-like spin-down
sequence on a mass-dependent time-scale that can reach
≃ 1 Gyr. This raises the possibility that there could be
genuine J˙sys and M˙2 differences above the period gap,
with the “hidden parameters” being the initial donor
mass and/or the age of the system. It is not clear to
us if this idea can be reconciled with the absence of sig-
nificant scatter in the M2−R2 relation above the period
gap, but the data is still somewhat sparse in this regime.
In any case, this is an interesting possibility that deserves
to be explored more carefully.
Where does all of this leave us? In our view, the com-
parison of Figures 18 and 19 does reveal a clear and inter-
esting discrepancy between theory and observation. This
discrepancy affects both the standard model of CV evo-
lution and our new best-fit donor-based one, so it cannot
be used to distinguish between them. Long-term mass-
transfer-rate fluctuations provide one possible explana-
tion for the observations, but so do uncertainties in the
M˙crit,hi and – perhaps – also uncertainties in the form
of M˙2. Thus, on its own, the co-existence of dwarf no-
vae and nova-likes above the period gap provides at most
circumstantial evidence for long-term mass-transfer-rate
fluctuations.
7.2.4. Coda: The Surprising Decline of Dwarf Novae in
the Period Gap
There is one final feature of Figure 18 that deserves
comment: the smooth and monotonic drop in the dwarf
nova fraction from ≃ 100% to ≃ 0% inside the period
gap is actually rather surprising. In the disrupted MB
framework, the existence of CVs in the gap is explained
by noting that some systems will necessarily first come
into contact within the gap (e.g. Howell et al. 2001).
Such systems will typically have fully convective secon-
daries with masses 0.2M⊙ < M2 < 0.35M⊙, and, in the
standard model, will evolve through the gap as purely
GR-driven systems. More generally, they are essentially
short-period CVs that find themselves within the gap by
an accident of birth. However, this immediately implies
that, just like other short-period systems, CVs within
the period gap would be expected to be located firmly
within the unstable domain in Figure 19. The dwarf nova
fraction would therefore be expected to be close to 100%
throughout the period gap, followed by a sharp cut-off
at the upper gap edge. This is not what is observed.
One possible explanation is that the CV population
within the gap includes a significant proportion of MB-
driven systems with slightly lower metallicity secon-
daries. Such donors are expected to become fully con-
vective at shorter Porb than their solar metallicity coun-
terparts. As a result, stable, long-period, low-metallicity
CVs may ‘invade” the period gap from above (Stehle
et al. 1997; Webbink & Wickramasinghe 2002).
7.3. Orbital Period Distributions
7.3.1. Motivation and Construction
We have already seen that the best-fit donor-based
evolution track successfully predicts the observed loca-
tion of the period minimum, thus resolving one of the
long-standing conflicts between the standard model of
CV evolution and observations (Section 2.3.3). A similar
conflict exists concerning the ratio of long-period CVs to
short-period, pre-bounce CVs, with the standard model
predicting a far lower ratio than is observed, even after
allowing for selection effects (Pretorius et al. 2007a; Pre-
torius & Knigge 2008a,b). Does the revised donor-based
model resolve this conflict as well?
Intuitively, it is reasonable to hope that it might. Rela-
tive to the standard model, the best-fit donor-based evo-
lution track is characterized by a slower AML rate above
the gap and a faster one below. CVs evolving along the
best-fit track may therefore be expected to spend a rela-
tively larger fraction of their lives above the period gap.
Other things being equal, this should lead to a higher
fraction of long-period systems in the predicted CV pop-
ulation.
A full population synthesis calculation (as carried in
out various CV contexts by Kolb 1993; Howell et al. 1997,
2001; Politano 2004; Willems et al. 2005) would be re-
quired to properly verify and quantify this prediction,
and any quantitative comparison with observed period
distributions would also have to carefully deal with selec-
tion effects (Pretorius et al. 2007a). This is well beyond
the scope of our present, already overlong study.
Here, we instead limit ourselves to the simplest possible
population models that can be constructed from our evo-
lution tracks. Thus we assume that all CVs in our model
populations have M1 = 0.75 M⊙ and start their life as
CVs withM2 = 0.6M⊙ at Porb ≃ 5.6 hrs. We also adopt
a constant CV formation rate over the age of the Galac-
tic disk, for which we take tgal = 10 Gyr; we assume that
the pre-CV evolution phase is negligibly short compared
to tgal. With these assumptions, the number of CVs ex-
pected in a given orbital period bin is simply proportional
to the total amount of time a single CV evolving from
t = 0 to t = tgal spends inside this bin. The distribu-
tion is normalized by taking the theoretical CV birth rate
density to be 2× 10−15 yr−1 pc−3 (Politano 1996). This
is 5× lower than the estimate given by de Kool (1992),
but yields a CV space density (≃ 2 × 10−5 pc−3) that
is in better agreement with observations (e.g. Patterson
1998; Pretorius et al. 2007b). We also take the space
density to be constant throughout whatever volume we
consider.
7.3.2. Basic Results
The resulting theoretical orbital period distribution for
both the standard and the best-fit model are shown in
Figure 20; some associated statistics are listed in Ta-
ble 10. It should be obvious that these distributions are
highly approximate and should not be compared directly
to observations. For example, the age-dependent scale
height of the Galactic disk should really be taken into ac-
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Figure 20. Approximate period distributions calculated for the standard model (fGR = fMB = 1; the blue-shaded histogram in the top
panel) and for the revised best-fit model (fGR = 2.47, fMB = 0.66; the red-shaded histogram in the bottom panel). The contributions of
period bouncers to the overall distributions are shown separately by light shaded regions. The vertical lines show the observed locations of
the minimum period (as estimated from the recently discovered period spike [Ga¨nsicke et al. 2009]), and of the lower and upper edges of
the period gap (K06). The grey shaded regions around these lines are the errors on these quantities. The error bars shown near the bottom
of each panel on top of the Pmin estimate show the intrinsic FWHM of the period spike. Note that these predicted period distributions
are highly approximate and purely illustrative. In particular, they assume that all CVs are born at Porb ≃ 6 hrs above the gap (see text
for details).
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count in such comparisons (Pretorius et al. 2007a). Per-
haps more importantly, our distributions ignore the fact
that CVs are expected to be borne with a wide range of
ages and orbital periods (de Kool 1992; Politano 1996).
In fact, the CV birthrate distribution itself will be differ-
ent for different evolution tracks, since the rate at which
detached systems are driven into contact depends on the
adopted AML rates. However, our approximate theoreti-
cal distributions are nevertheless useful. First, their very
simplicity makes them easy to interpret and thus helps
to build intuition. Second, differential comparisons be-
tween competing models are likely to be less affected by
our simplifications than direct comparisons to observa-
tional data. Third, the qualitative impact of relaxing our
most restrictive assumptions is generally easy to predict.
With these points in mind, what do the predicted pe-
riod distributions tell us? Perhaps most importantly,
the predicted ratio of long-period to short-period, pre-
bounce CVs (fl:s) is indeed higher in the best-fit model
(fl:s = 0.125) than in the standard model (fl:s = 0.042),
by a factor of 3.0. This is in reasonable agreement with
the naive expectation that this ratio should reflect the
change in the relative AML normalizations between the
two models (2.47/0.65 = 3.8). The agreement is not per-
fect, because rescaling J˙MB and J˙GR is not exactly equiv-
alent to rescaling P˙orb. In any case, this predicted factor
of 3 increase in the relative abundance of long-period
CVs should be fairly robust. This is promising, as just
such a factor may be required to reconcile theory with
observations (Pretorius & Knigge 2008b).
7.3.3. Normalization and Space Densities
The normalization we have adopted for our period dis-
tributions yields quite reasonable numbers. For exam-
ple, Table 10 shows that the best-fit (standard) model
predicts ≃ 3 (≃ 2) long-period and ≃ 16 (≃ 35) short-
period, pre-bounce CVs within 100 pc. Observationally,
there are two known long-period, non-magnetic nova-
like systems with Porb <∼ 6 hrs that might fall within
this volume: IX Vel (Perryman et al. 1997; Linnell et al.
2007) and V3885 Sgr (Perryman et al. 1997; Linnell et al.
2009). Both have d ≃ 100 pc as measured by Hippar-
cos. Only two other nova-likes are comparably bright,
and neither is likely to be as close. For reference, those
objects are RW Sex (Beuermann et al. 1992; Perryman
et al. 1997; Linnell et al. 2010) and TT Ari (Ga¨nsicke
et al. 1999). Amongst the long-period dwarf novae with
Porb < 6 hrs, only the famous U Gem is likely to lie
within d < 100 pc (Harrison et al. 2000; Beuermann
2006). All three of these objects are 9th-10th magnitude
objects (in the case of U Gem, this is the magnitude at
the peak of an outburst). So one might hope that this
small sample of nearby long-period CVs is reasonably
complete. On the short-period side, the recent compi-
lation of Patterson (2009) includes 6 short-period dwarf
novae with estimated distances of d ≤ 100 pc. How-
ever, these systems can be much fainter and may erupt
infrequently, so incompleteness may be a serious issue
here. Given all the uncertainties that affect the predicted
and observed numbers, we will not attempt to draw con-
clusions about the relative merits of the two models on
this basis. However, a more general point can be made
with some confidence: it would clearly be hard to rec-
oncile either model with space densities at the high end
of theoretical predictions, i.e. ρcv >∼ 10
−4 pc−3 (de Kool
1992). This qualitative conclusion agrees quite well with
the quantitative estimate ρcv = 1.1
+2.3
−0.7 × 10
−5 pc−3 de-
rived by Pretorius et al. (2007b) from a small, but purely
flux-limited, X-ray-selected sample.
7.3.4. The Shapes of the Period Distribution and the Spike
at the Lower Gap Edge
Turning to the shapes of the orbital period distribu-
tions, we note that these are quite similar for both mod-
els. This similarity reflects the identical functional forms
we adopted for the AML laws in the models. The two
most obvious differences are the wider long-period CV
distribution in the best-fit model, and the much longer
maximum Porb it predicts for the period bouncer distri-
bution. The first difference arises simply because the up-
per gap edge is located at a shorter period in the best-fit
model, the second because faster-than-GR evolution be-
low the gap allows donors to evolve much further within
tgal.
A less obvious, but interesting difference is the period
spike seen at the lower edge of the period gap in the best-
fit model. This arises for essentially same reason as the
period spike at Pmin. As explained in Section 6.2, a sys-
tem emerging from the period gap is expected to briefly
evolve to longer periods, as the donor adjusts itself the
mass loss it suddenly experiences, before settling down
onto the standard evolution track that takes it to shorter
periods and, ultimately, Pmin. As a result, P˙orb = 0 at
the upper limit of the period flag. Both the period flag it-
self and the associated local minimum in |P˙orb| are nicely
visible in Figure 11. Just as for the period spike at Pmin,
we might therefore expect the upper limit of the period
flag to be marked by a local maximum in the CV period
distribution.
The real question, however, is why this second period
spike is so obvious in the best-fit model, but effectively
absent in the standard model. The answer turns out to
be linked to fundamental stellar physics. As discussed
in Section 2.2.2, Stehle et al. (1996) showed that the
time it takes a donor to adjust its radius following the
(re)-establishment of mass loss is τper ≃ 0.05τkh,eq. How-
ever, they also estimated the time it takes the system to
then reach the upper limit of the period flag, which turns
out to be τflag =
2
3ζeq
τper ≃ τper. This result implies
that the amount of time a CV spends on the increasing-
period branch of the period flag is, to a first approxima-
tion, fixed solely by the stellar equilibrium properties.
As noted by Stehle et al. (1996), this is indeed what is
seen in numerical calculations, and indeed it is what we
see in our models. Once the system has passed the up-
per limit of the period flag, normal CV evolution on the
AML time scale gradually takes over.
What does all of this mean for the predicted strength of
the period spike at the lower gap edge? If τflag << τev,
the turn-around happens too quickly to leave its imprint
on the period distribution. Conversely, if τflag ≥ τev,
the time it takes to execute the period flag is at least
comparable to the evolutionary time scale, so a clearly
visible spike should be expected. Thus the period spike at
Pgap,− can, in principle, be used as a direct observational
tracer of the AML rate below the gap (since this is what
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determines τev).
A key point here is that, in predicted CV populations
normalized to the same total number of systems, the
number of CVs contributing to the spike is purely a prop-
erty of stellar properties on the MS. In particular, it is
invariant under changes in the AML rate. The visibility
of the spike is therefore actually driven by the numbers
of CVs found in adjoining period bins, since these do de-
pend on the local AML rates. More specifically, as the
AML rate below the gap is increased, CV numbers in
orbital period bins just below Pgap,− drop and eventu-
ally reveal the spike. This is exactly what is observed in
Figure 20.
In reality, the situation is considerably more compli-
cated, of course. One issue is that the predicted strength
of the spike will depend on the CV birthrate distribu-
tion. More specifically, the population of CVs born with
Porb < Pgap,− will add to the “continuum” of short-
period systems below the spike and reduce the spike’s
visibility. Another complication is that the spike is
only a measure of the instantaneous mass- and angular
momentum-loss rate at Pgap,−, immediately following the
re-establishment of contact. Given that the exact shape
of the AML law is not determined very precisely by the
donor mass-radius data, it may be fairly straightforward
to modify the adopted shape to increase or decrease the
visibility of the spike.
Is there any observational evidence for a spike at Pgap,−
in the CV period distribution? Realistically, the only CV
sample currently worth checking for this is that provided
by the SDSS (Szkody et al. 2002, 2003, 2004, 2005, 2006,
2007, 2009). At present, this does not appear to show
evidence for such a spike (see Figure 2 of G09). However,
the data is still quite sparse, and even the period gap
itself remains poorly defined in the SDSS sample.
7.3.5. The Spectre of Mass-Transfer-Rate Fluctuations
One final can of worms we can’t help but open con-
cerns the potential impact of long-term mass-transfer-
rate fluctuations (Section 4) on the CV period distri-
bution. If such fluctuations exist, they could conceivably
alter the observable distribution dramatically. For exam-
ple, it seems likely that the low state of any such cycles is
essentially a detached phase, during which CVs are un-
recognizable as such (see Section 4). Thus the observed
period distribution of CVs undergoing such cycles would
be that of systems caught in the high state. This distri-
bution would therefore depend on the duty cycle of the
fluctuations, i.e. the percentage of time actually spent
in the high state. If this is a strong function of Porb,
the period distribution will be significantly modified. It
is also possible that mass-transfer rate fluctuations could
operate only within a certain range of donor masses (and
hence orbital periods). This, too, would leave an imprint
in the observed period distribution, as systems not un-
dergoing such cycles would appear to be overabundant.
It is interesting to note here that studies of irradiation-
driven mass-transfer cycles show that long-period CVs
are much more susceptible to the instability producing
such cycles than short-period CVs (see Section 4.2.1).
Similarly, long-period CVs might be more likely to un-
dergo nova-induced hibernation, since FAML may be less
efficient in these systems (Livio et al. 1991). If mass-
transfer-rate fluctuations exist, but are limited to long-
period CVs, they would tend to reduce the observed ra-
tio of long-period to short-period pre-bounce systems.
This would exacerbate the discrepancy with the stan-
dard model, as the observed ratio is actually too high.
Thus mass-transfer-rate fluctuations are unlikely to be a
panacea for the ailments afflicting the standard model.
8. DISCUSSION
The main result of our study is that the observed CV
donor mass-radius relation seems to demand a modest,
but significant revision of the standard model for CV
evolution. More specifically, we have found that AML
rates derived from donors below the period gap are ≃ 2.5
times higher than expected for pure GR driving, and that
donor-based AML rates above the gap are ≃ 1.5 times
smaller than in the standard RVJ γ = 3 model for MB.
Allowing for these modifications produces a much im-
proved match to the donor mass-radius data, predicts
a minimum period in agreement with observations and
might explain why long-period CVs are much more abun-
dant in observed CV samples than expected in the stan-
dard model. These are nice returns for a relatively small
price.
In this section, we will try to tie up a few remaining
loose ends. First, we will discuss our results in the light of
two recent studies that have come to rather different con-
clusions regarding CV evolution. Next, we will explore
the sensitivity of our results to the assumed offset in ra-
dius between “standard” stellar models and observations
of non-interacting stars, which may be due to magnetic
activity and rapid rotation (see Section 5.2.1). This is ar-
guably the main area of uncertainty in our method. We
will then briefly consider other limitations and biases of
our approach, and finally discuss whether enhanced AML
below the gap is physically plausible.
8.1. A Comparison to Littlefair et al. (2008)
L08 carried out detailed eclipse analyses for a set of
eight short-period CVs. Interestingly, they found that
the donors in their sample were inflated by ≃ 10% rela-
tive to equal-mass MS stars. This agrees with our results
(and L08’s measurements are, in fact, included in our
mass-radius data base). However, L08 also estimated the
effective temperatures of the accreting WDs in their CV
sample and calculated the corresponding long-term ac-
cretion rates (see Section 6.4; Townsley & Bildsten 2002,
2003, 2004). They argue that these are broadly consis-
tent with purely GR-driven AML losses, but not with
substantially higher AML loss rates.
A comparison of the WD temperatures predicted by
our model sequences to the observational data has al-
ready been presented in Figure 16 and briefly discussed
in Section 6.4. Here, we therefore focus only on the sub-
set of data points included in L08. These points are
shown in green in Figure 16, and those systems with
sub-stellar donors are additionally marked by open dia-
monds. At first glance, our revised model would seem to
provide quite a good match to this subset of the data; if
anything, it slightly underpredicts the effective temper-
atures of the three longest-period systems. By contrast,
the standard model does not seem to match any of the
data points.
However, this comparison is quite sensitive to the mis-
match between the WD mass assumed in our models
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(M1 = 0.75 M⊙) and the typical WD mass in the
L08 sample (the unweighted mean and dispersion is
< M1 >= 0.87 ± 0.06 M⊙). Thus, for a fairer compari-
son, the model curves would need to be shifted upwards
by slightly less than half the error bar shown in the top
left corner of the plot. This would clearly improve the
match to the standard model considerably, in line with
the findings of L08.
Would such a shift also destroy the agreement between
the revised model and the data? Based on Figure 16, we
don’t think so. In fact, an upward shift would bring
the three longest-period objects in the sample into better
agreement with the model, yet would still likely provide
an adequate match to the shorter-period objects as well.
Why then did L08 find that enhanced angular momen-
tum loss models cannot work? Inspection of their Fig-
ure 5 suggests that the culprit is the particular type of
model they chose to test. Their enhanced-AML model of
choice invokes CAML via a circumbinary disk (Taam &
Spruit 2001; Dubus et al. 2002; Taam et al. 2003; Willems
et al. 2005). This happens to produce an almost con-
stant, and rather high, M˙2 for systems that have evolved
beyond Pmin. This is indeed inconsistent with the data.
However, in our scaled-GR model, M˙2 drops sharply in
systems evolving through the minimum period (see Fig-
ure 11), producing a wide range of low mass-transfer
rates in CVs with periods close to Pmin. The systems
argued by L08 to be inconsistent with enhanced-AML
are all located in this Porb regime. Even allowing for
the expected offset due to the assume WD mass, our
revised model is likely to cover the observed accretion
rates fairly well. We therefore do not think that there is
a conflict between L08’s data and our revised model, even
without invoking the possibility that WD-based temper-
atures may not faithfully track the secular mass-transfer
rates (Sections 4 and 6.4).
8.2. A Comparison to Sirotkin & Kim (2010)
A second recent study of the evolution of short-period
CVs has been carried out by Sirotkin & Kim (2010, here-
after SK10). Like us, they attempt to infer M˙2(Porb)
from the observed donor mass-radius relation. More
specifically, they adopt the broken-power-law approxi-
mation to the M2 − R2 relationship from K06 and use
a simplified analytical description of the donor response
to mass loss to infer the corresponding mass-loss rate.
Their results contrast with ours in two ways. First, they
find considerably higher mass-loss rates than we do at
essentially all orbital periods (compare their Figure 5 to
our Figure 11). Second, despite this, SK10 argue that
their inferred mass-loss rates are consistent with purely
GR-driven AML.
There are quite a few important differences between
our donor-based reconstruction of the M˙2(Porb) relation
and theirs. For example, since the period spike had
not yet been discovered at the time, the value for Pmin
adopted in the K06 M2−R2 relationship is probably in-
correct. Moreover, the broken-power-law approximation
itself is, of course, only that – an approximation. In real-
ity, ζ presumably varies smoothly along the CV evolution
track (see e.g. Figure 10). Also, the impact of mass-loss
history on the donor radii (see Section 2.2.2) is ignored
in SK10’s treatment. Last, but not least, where we use
state-of-the-art stellar models to describe the donor re-
sponse to mass loss, SK10 use a simplified analytical de-
scription of the donor. The latter is definitely useful
qualitatively, and helps to develop intuition, but it is not
obvious to us whether (or to what degree) it is quantita-
tively reliable. It should be acknowledged, however, that
their method did succeeed in reproducing the M˙2(Porb)
relationship along a self-consistent donor sequence calcu-
lated by Kolb & Baraffe (1999) to within ≃ 30%− 40%,
by using the numerical M2 − R2 relationship along this
sequence as input.
However, in spite of all these technical differences, we
suspect that the main reason for the higher mass-transfer
rates inferred by SK10 is that they did not correct for
either tidal/rotational deformation (Section 5.2.2) or for
other non-ML-related donor bloating (Section 5.2.1). As
we have seen, the former amounts to ≃ 4.5% for short-
period CVs, the latter to ≃ 1.5%. The combined ≃ 6%
non-ML-related bloating is a non-negligible fraction of
the total observed donor inflation below the period gap.
Figure 21 – which is discussed in more detail below –
suggests that this may be expected to produce a factor
of ≃ 2 difference in the inferred mass-transfer rates. This
probably accounts for much of the difference between our
inferred M˙2 estimates and theirs.
What is more puzzling to us is SK10’s finding that their
very high inferred mass-transfer rates are consistent with
purely GR-driven AML. As far as we know, no other
recent study of CV evolution has predicted such high
rates for pure GR-driven evolution (e.g. Kolb 1993; How-
ell et al. 1997; Kolb & Baraffe 1999; Howell et al. 2001;
Podsiadlowski et al. 2003). For example, at Porb ≃ 2 hrs,
the mass-transfer rates inferred by SK10 are about 4-5
times higher than those on a corresponding purely GR-
driven evolution track calculated with our donor models
(here we have made none of the corrections discussed in
Section 5.2, to ensure the comparison with SK10 is fair).
We can also turn this argument around. If we adopt
the broken-power-law mass-radius relationship of K06 –
which is also the basis of SK10’s method – and then use
Equation 1 with J˙sys = J˙GR, as given in Equation 9, we
obtain an estimate of M˙GR ≃ 4− 5× 10
−11M⊙yr
−1 near
Porb ≃ 2 hrs. This is again 4-5 times smaller than the
mass-transfer rates estimated by SK10 in this regime.
We thus do not understand how the mass-transfer rates
estimated by SK10 can be consistent with pure GR driv-
ing.
8.3. Sensitivity to Non-Mass-Loss-Related Donor
Bloating
How sensitive are our results to the particular non-
ML-related bloating we have assumed? This question is
explored quantitatively in Figure 21, where we plot the
best-fit estimates of fGR and fMB as a function of the as-
sumed non-ML-related donor bloating factor. Note that
this factor is in addition to the bloating factor associated
with tidal and rotational deformation, since the latter is
relatively well understood and should always be applied.
29
Figure 21 shows that consistency with the standard
model would require non-ML-related bloating at a level
29 However, see the discussion of the discrepant results by Landin
et al. (2009) in Section 5.2.2.
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Figure 21. The sensivitity of the inferred angular-momentum-
loss rates to the assumed amount of non-mass-loss-related donor
bloating (in addition to that produced by tidal and rotational de-
formation; see Section 5.2.2). Top panel: The best-fit angular-
momentum loss-rate amongst short-period CVs, fGR, expressed as
a multiple of the purely GR-driven rate, is shown as a function
of the assumed bloating factor. The blue horizontal dashed line
marks the standard model assumption – fGR = 1 – and requires
≃ 10% bloating. Our actual best estimate of this bloating is 1.5%;
this is marked by the red vertical dotted line and corresponds to
our previously quoted estimate of fGR = 2.47 ± 0.22. Bottom
panel: Same as top panel, but for long-period CVs, and with the
relative angular-momentum-loss rate, fMB , defined with reference
to the standard RVJ recipe with γ = 3. Here, the standard model
– fMB = 1 – would require no bloating at all. Our best estimate
of the bloating factor in this regime is 4.9%, which corresponds to
our previously adopted fMB = 0.66 ± 0.05.
of ≃ 10% in fully convective donors below the gap and
≃ 0% in partially radiative donors above. The former
number is higher than suggested by our analysis of the
data in Figure 6, while the latter is lower. Thus some
movement in the standard model parameters towards our
revised model seems hard to avoid.
In our default models, we correct for a 1.5% (4.9%)
radius offset between stellar models and actual stars in
the fully convective (partially radiative) regime. As dis-
cussed in Section 5.2.1, the actual offset seen in Figure 6
is 4.5% (7.9%), but we follow Morales et al. (2010) in
allowing for a ≃ 3% star-spot-induced bias in the obser-
vationally inferred radii. If we correct for the full offsets,
we obtain fGR = 1.82 ± 0.17 and fMB = 0.55 ± 0.05.
Figure 21 also confirms that the potential impact of
irradiation-driven bloating (<∼ 1− 2% below the gap and
<
∼ 3% above; see Section 5.2.3) is modest.
Overall then, we feel that the M2 − R2 data provides
fairly strong evidence for a departure from the standard
model, even allowing for the systematic biases and uncer-
tainties associated with non-ML-induced donor inflation.
In particular, it seems difficult to make purely GR-driven
AML below the gap consistent with the data without
pushing the systematics discussed above (and perhaps
also those in Section 8.4 below) to their limits and in the
same direction.
8.4. Other Biases and Limitations
We have already explored most of the assumptions and
limitations of our method in exhaustive (exhausting?)
detail, so here we will only consider a few additional is-
sues that have not yet been covered elsewhere.
First, it is important to understand that the exact
functional forms we have adopted for AML in our fully
self-consistent models are necessarily arbitrary to some
degree. By this we do not just mean that the detailed
form is not perfectly constrained by the data, or that a
wider exploration of models predicting different shapes
for M˙2(Porb) might have yielded an equally good or bet-
ter fit to the data. (Both of these statements are true,
however.) Rather, we mean that donor radii are sensitive
only to the form and normalization of M˙(M2), whereas
physical AML recipes can depend on all binary parame-
ters (M1, M2, R2, Porb, a). In a semi-detached setting,
these parameters are related by the period-density re-
lation and Kepler’s third law. Thus we cannot expect
to cleanly isolate the dependence of J˙sys on each indi-
vidual parameter in this setting. The important point
to remember is that all AML recipes that produce simi-
lar runs of M˙2(M2) will produce virtually identical donor
mass-radius relationships.
Second, we have adopted a unique WD mass of M1 =
0.75 M⊙ in all of our modelling. If this turns out not to
be representative, our results will necessarily be biased.
Moreover, the sample of CVs for which we have donor
masses and radii does, of course, include systems with a
range of WD masses. Thus fitting a single model to all
these data is not really quite self-consistent.
Fortunately, neither of these issues is too serious. At
fixed M2, the mass-transfer rate depends on M1 roughly
as M˙2,GR ∝ M
0.6−0.7
1 and M˙2,RV J ∝ M
−(0.9−1.7)
1 in our
scaled-GR and scaled-RVJ models, respectively. As dis-
cussed in K06, the dispersion in observed WD masses in
CVs is roughly 20%. At fixed M2, this therefore corre-
sponds to an expected dispersion in the mass-loss rates
of about 10% - 15% below the gap and 15% - 35% above.
The effect of WD mass on the minimum period is also
weak. Paczynski & Sienkiewicz (1983) show that this
Pmin scales approximately as Pmin ∝ (M1 + M2)
0.1.
Thus an upward shift in the mean WD mass from
0.75M⊙ to 0.80M⊙, for example (c.f. last paragraph of
Section 3), would only move Pmin by ≃ 0.5 min. Nev-
ertheless, the ≃ 20% dispersion in observed WD masses
(P05, K06) is large enough to smear the period spike by
≃ 3.2 min (FWHM). For comparison, the actual FWHM
of the period spike in the SDSS sample has been esti-
mated to be 5.7 ± 1.7 min (G09). Thus WD mass dis-
persion alone is likely to account for at least a significant
fraction of the observed spike width. 30
Third, we have assumed throughout that CV donors
start their life as semi-detached stars on the zero-age
MS (ZAMS). This may seem like a poor approximation,
but Podsiadlowski et al. (2003) have shown that signif-
icantly evolved donors (with central Hydrogen fractions
30 The quoted dispersion in WD masses corresponds to the stan-
dard deviation (σ) of the observed mass distribution. In order to
estimate the FWHM of the corresponding shift in Pmin we have
used the conversion FWHM = 2.3548σ, which is appropriate for a
Gaussian distribution.
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of Xc < 0.4) only begin to dominate the CV population
above periods of ≃ 5 hrs. This is in line with the CV
birthrate distributions calculated by de Kool (1992) and
Politano (1996), which show that long-period CVs typ-
ically have ages <∼ 1 Gyr at the onset of mass-transfer.
Even for a solar-mass secondary, this amounts to only
≃ 10% of its MS life time. CVs born in or below the gap
can be considerably older, but at the relevant masses
(<∼ 0.35 M⊙), even the age of the Galactic disk is only a
fraction of the MS life time. Once mass transfer starts,
the secondary’s state of nuclear evolution is essentially
frozen. Thus the assumption that the CV population
below 5 hrs is dominated by unevolved systems with ini-
tially ZAMS donors should be quite good.
However, there might be one interesting exception to
this statement. CV born within the last ≃ 5 Gyr with
donors in the mass range 0.25 M⊙ <∼ M2
<
∼ 0.35 M⊙
– i.e. most of the CVs born inside the period gap. The
BCAH98 models suggest that the secondary stars in such
systems will be slightly, but significantly, inflated relative
to their ZAMS radius (by ≃ 1%− 4%). The calculations
by Politano (1996) and de Kool (1992) suggest that such
systems might contribute ≃ 20% − 30% to the present-
day CV population.
8.5. Is Enhanced AML below the Gap Plausible?
As noted in Section 2.3.1, the assumption that MB
stops when the donor loses its radiative core was orig-
inally rooted in the idea that the magnetic fields in
low-mass stars are generated by dynamo action in the
tachocline (the boundary between the radiative core and
the overlying convection zone; e.g. MacGregor & Char-
bonneau 1997; Charbonneau & MacGregor 1997). If so,
then stars without a radiative core – which do not possess
a tachocline – would be incapable of generating signifi-
cant magnetic fields. Consequently, there would be no
magnetically channelled stellar winds in fully convective
stars, and no magnetic braking.
At some level, we have known for a long time that
these arguments cannot be entirely correct. After all,
fully convective stars do display all aspects of stellar ac-
tivity, from variability to emission line, ultraviolet, X-
ray and radio emission (e.g. Giampapa & Liebert 1986;
Stern et al. 1994; Linsky et al. 1995; Hodgkin et al. 1995;
Fleming et al. 1995; Delfosse et al. 1998). Thus there
is little question that fully convective stars are capable
of generating significant magnetic fields. Given only this
information, one might begin to wonder if there is any
change in the magnetic field across the fully convective
boundary at all.
Thankfully, there is at least some observational sup-
port for this key idea. Broadly speaking, there is ev-
idence for systematic changes in both magnetic field
strength and topology with spectral type (e.g. Reiners &
Basri 2008, 2009, 2010; Donati et al. 2008; Morin et al.
2010). It is tempting to interpret these changes as sig-
nalling a switch from an interface dynamo anchored in
the tachocline of partially radiative stars to a turbulent
dynamo in fully convective ones. It should be noted,
however, that the existing data already point to consid-
erably more complex behaviour than a simple switch.
From the point of view of CV evolution, the big ques-
tion is, of course, whether and how magnetic braking
changes across the fully convective boundary. There is
certainly some evidence for this as well (see, for example,
Figs. 9 and 10 in Reiners & Basri 2008). A particularly
nice series of studies in this context is that by Barnes
(2003, 2007). He showed that data on stellar rotation in
open clusters showed evidence for two distinct spin-down
sequences: the so-called I-sequence (“I” for interface) and
the so-called C-sequence (“C” for convective). Partially
radiative stars are born on the C-sequence, but then
evolve onto the I-sequence, where they spin down ac-
cording to a standard Skumanich-type law, with J˙ ∝ Ω3.
Fully convective stars remain on the C-sequence through-
out their lives. Spin-down on the C-sequence is slower
than on the I-sequence, but still significant.
This semi-empirical picture suggests an obvious ap-
plication to CVs. Above the period gap, donors
have (mostly? – see discussion in Section 7.2) joined
the I-sequences and are being braked by a standard
Skumanich-type MB law. This is consistent with our
finding that this type of braking law provides a good fit
to the mass-radius data for long-period CVs. As CVs
approach the gap, the donors undergo a switch from an
interface dynamo to a turbulent one, before ultimately
joining the C-sequence. Since MB is weaker on the C-
sequence, this amounts to a disruption of AML and pro-
duces the period gap. The transition from the I-sequence
to the C-sequences may not be instantaneous – the op-
posite transition in isolated stars apparently takes a few
×108 yrs (Barnes 2003). The transition may therefore
not be entirely uneventful, and this might have some-
thing to do with the huge spread in WD-based accretion
rates in the 3 hr - 4 hr period range (which is also the
location where the peculiar SW Sex stars are preferen-
tially located, e.g. Rodr´ıguez-Gil et al. 2007). The sce-
nario sketched above is similar, though not identical, to
the double-dynamo model proposed over a decade ago by
Zangrilli et al. (1997).
In any case, it remains to be seen whether the brak-
ing rates predicted for the I- and C-sequences by Barnes
(2003, 2007) and Barnes & Kim (2010) are quantatitvely
consistent with the AML rates we have inferred for long-
and short-period CVs, respectively. So far, we have only
carried out some very preliminary investigations along
these lines, which have not been too promising. How-
ever, we plan to carry out more detailed tests in the near
future.
9. SUMMARY
We have used state-of-the-art stellar models to recon-
struct the evolutionary track followed by cataclysmic
variables from the observed properties of their donor
stars. Along the way, we have updated the semi-
empirical donor sequence of K06 and also reviewed the
close connection between the evolution of CVs and the
properties of their secondaries. Our main results and
conclusions are as follows.
1. Mass transfer in CVs is thought to be driven by
systemic angular momentum losses, on a time scale,
τev, that is comparable to the thermal time scale of
the secondary star. As a result, the donor is driven
slightly out of thermal equilibrium and has a larger
radius than an isolated star of equal mass. The
degree of donor inflation increases with increasing
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M˙2 and can therefore be used as a tracer of the
secular mass-transfer rate.
2. We provide an update of the semi-empirical donor
sequence presented in K06, in which the donor
mass-radius relationship is approximated as a bro-
ken power law (Figure 4 and Table 2. The update
is necessary mainly to include some new observa-
tional data and to take into account the recent dis-
covery of the period spike (G09). The original and
updated sequences both confirm that CV donors
are indeed larger than equal-mass MS stars. This is
true both above and below the period gap. The gap
itself corresponds to a discontinuity in the mass-
radius relation, which is in line with the idea that
the period gap is produced by a sudden reduction
in the prevailing angular-momentum-loss rate.
3. The angular-momentum-loss rates predicted by a
variety of commonly used magnetic braking recipes
differ enormously, both in magnitude and the form
of their dependence on binary parameters (Fig-
ure 2) These differences are not only found be-
tween “classic” and “saturated” recipes, but even
between conceptually similar ones. A more reliable
description of magnetic braking is therefore des-
perately needed to to improve our understanding
of binary evolution, in general, and CV evolution,
specifically.
4. The time scale on which the donor adjusts its ra-
dius to the prevailing mass-loss rate, τadj , is ≃ 5%
of its equilibrium thermal time scale. So long as
τadj is very short compared to τev, the donor radius
traces the “instantaneous” mass-loss rate (averaged
over the last few τadj). However, τev becomes com-
parable to τadj at critical times in a CV’s evolution
(e.g. near the upper edge of the period gap and on
passage through the minimum period). Thus, in
practice, donor radii do retain some sensitivity to
their previous secular mass loss history (Figure 1).
5. If CVs undergo long-term mass-transfer-rate fluc-
tuations, these are likely to take place on time
scales of τvar ∼ 10
4 − 109 yrs (Figure 5). Such
fluctuations would confound most attempts to es-
timate the secular mass-transfer rates in CVs. In
particular, even the thermal time scale of the ac-
creted layer on the WD primary is far shorter than
τvar . Thus the quiescent effective temperatures of
WDs in CVs would track these variations, albeit
with reduced amplitude.
6. Mass-transfer-rate estimates derived from the
mass-loss-induced bloating of the donor stars in
CVs are reasonably likely to be valid even in the
presence of such fluctuations. This is partly be-
cause the radius adjustment time scale is long, and
partly because the donor swelling due to irradia-
tion – one of the possible drivers of mass-transfer
cycles – is only expected to be ∼ 1%.
7. Based on a new compilation of observational data
for non-interacting low-mass stars, stellar models
appear to underestimate the radii of fully convec-
tive stars by 4.5% ± 0.5% and those of partially
radiative stars by 7.9% ± 1.2% (Figure 6). More-
over, there is no compelling evidence for significant
intrinsic scatter in the observed radii for fully con-
vective stars, whereas a significant 5% dispersion
is seen among partially radiative stars. Approxi-
mately 3% of the discrepancy between models and
observations is likely to be an artefact of the eclipse
modelling from which most observational radii are
derived. The remaining offsets are probably due
to star spots and/or a reduction in convective ef-
ficiency associated with fast rotation or magnetic
fields.
8. Tidal and rotational distortions cause Roche-lobe-
filling stars to be larger than isolated, spherical
stars, even in the absence of mass loss (Figure 7).
The size of this effect depends on the effective poly-
tropic index of the star (and hence on the stellar
mass) and also weakly on mass ratio. Below the
period gap, the bloating associated with tidal and
rotational distortions is ≃ 4.5%; above the gap, it
reaches ≃ 6.8% at Porb ≃ 5.6 hrs (M2 = 0.6M⊙).
9. Irradiation can also lead to non-ML-related
swelling of the donor star, but the size of this effect
is expected to be relative modest in CVs: < 1−2%
below the period gap and < 3% above (Figure 8;
see also discussion in Section 5.2.3).
10. Taking the corrections described in points (7) and
(8) above into account, we model the observed
donor mass-radius relationship (as presented in
P05 and K06) using self-consistent, state-of-the-art
models of mass-losing stars. For simplicity, we as-
sume that the mass transfer in our models is driven
by two simple AML recipes: a scaled version of
the standard gravitational radiation loss rate be-
low the gap, and a scaled version of the Rappaport
et al. (1983) MB law with γ = 3 above the gap.
With suitable normalization parameters, fGR and
fMB, these recipes provide acceptable matches to
the observed data and make it easy to assess the
evidence for deviations from the standard model of
CV evolution, in which fGR = fMB = 1. The best
fit to the mass-radius data is obtained for fGR =
2.47±0.22 (below that gap) and fMB = 0.66±0.05
(above the gap), where the quoted uncertainties are
purely statistical. This revised model matches the
observations significantly better than the standard
model (Figure 9).
11. Our revised model predicts a location for the min-
imum period that is in excellent agreement with
the observed location of the period spike, Pmin ≃
82 min (Figure 14). Even allowing for donor bloat-
ing unrelated to mass loss – see points (7) and (8)
above – the standard model predicts a significantly
shorter Pmin. The revised model also predicts the
correct location for the upper edge of the period
gap, Pgap,+, while the standard model predicts a
significantly longer value. Both standard and re-
vised models are consistent with the observed lo-
cation of the lower gap edge, Pgap,−, since this is
primarily determined by the equilibrium properties
of main sequence stars.
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12. Both standard and revised models predict donor
spectral types that are in good agreement with ob-
servations (Figure 15). The same is true for both
the original and updated broken-power-law donor
sequences. Ordinary main sequence stars would
predict significantly earlier spectral types at fixed
orbital period.
13. We have used the method of Townsley & Bildsten
(2003, 2004) to predict the effective temperatures
of the accreting WD along both standard and re-
vised evolution tracks. A naive comparison to the
observed data compiled by TG09 (Figure 16) sug-
gests that, if anything, an even higher value of fGR
than adopted in our revised model would provide
a better fit to the data. However, there are sev-
eral possible biases and problems that may make
such a comparison unreliable. In particular, the
predicted effective temperatures are quite sensitive
to the assumed WD mass. The issue noted in point
(5) above may also be a concern, particularly above
the period gap.
14. The predicted near-infrared absolute magnitudes of
CV donors generally trace the lower envelope of ob-
served absolute magnitudes for systems with well-
determined parallax distances (Figure 17). This is
true for all the sequences we consider (standard,
revised and broken power law). Any of these se-
quences can therefore be used to set a firm lower
limit on the distance to a CV, given only a single-
epoch measurement of its apparent magnitude in
the near-IR. However, the offset between the pre-
dicted and observed magnitudes indicates that the
donors only contribute ≃ 20% − 30% to the total
near-IR flux of CVs. Distance estimates (as op-
posed to lower limits) obtained by correcting for
this offset are uncertain by at least a factor of ≃ 2.
15. We have carried out a comparison of the mass-
transfer rates along the standard and revised model
sequences to the critical rate for the thermal disk
instability that is thought to be responsible for
dwarf nova eruptions (Figure 19). Below the gap,
both models predict mass-transfer rates well below
the critical rate and thus firmly in the unstable
regime. This is consistent with the observations
that nearly all CVs below the period gap are dwarf
novae. However, above the period gap, the mass-
transfer rates predicted by both sequences decline
faster with orbital period than the critical rate.
The curves cross near ≃ 5 hrs in both cases, thus
naively predicting that stable nova-like CVs should
only become the dominant CV population at pe-
riods longer than this. By contrast, observations
show that the dwarf-nova fraction reaches a mini-
mum at the upper edge of the period gap and then
gradually rises towards longer periods (Figure 18).
The origin and severity of this discrepancy are not
clear at this point. Long-term mass-transfer cycles
offer one possible explanation.
16. Based on highly approximate predicted orbital pe-
riod distributions for the standard and revised
sequences, we show that the revised model pre-
dicts roughly 3× more long-period CVs, relative
to short-period, pre-bounce CVs (Figure 20 and
Table 10). This may be enough to resolve a long-
standing discrepancy between the standard model
and observations (Pretorius et al. 2007a; Pretorius
& Knigge 2008a,b). The faster evolution below
the gap in the revised model also predicts that a
higher fraction of CVs should be “period bouncers”
,i.e. systems that have already evolved beyond the
minimum period. For an assumed space density of
ρ ≃ 2×10−5 pc−3, the predicted numbers of (espe-
cially long-period) CVs within 100 pc are in good
agreement with observations. Much higher space
densities would predict too many very bright and
nearby CVs.
17. We draw attention to a peculiar feature in the pe-
riod distribution at the lower edge of the period gap
(Figure 20). The re-establishment of mass transfer
causes CVs to execute a loop (the so-called “pe-
riod flag”) in the Porb − M˙2 plane at this point.
Since P˙orb = 0 during the evolution across the flag,
one might expect a local maximum in the predicted
period distribution at this point. It can be shown
that the visibility of this local maximum increases
with increasing M˙2 below the gap. In the stan-
dard model, this local maximum is not visible in
the predicted period distribution, but in the re-
vised model, it might be. As yet, there is no ob-
servational evidence for an accumulation of systems
near the lower edge of the gap, although none of the
existing CV samples are really suitable for testing
this prediction.
18. Our result that fGR > 1 contrasts with the study
by L08, who have argued that enhanced angular
momentum loss below the gap is inconsistent with
the WD temperatures in their sample of eclipsing
CVs. However, their findings appear to be applica-
ble only to the particular type of enhanced angular
momentum loss they assumed (CAML associated
with a circumbinary disk). This predicts relatively
constant and high M˙2 for period bouncers, whereas
M˙2 drops off steeply in this regime in our simple
scaled-GR model. Based on a direct comparison
(Figure 16), our revised model does not seem to be
in conflict with the data presented in L08.
19. An independent attempt to infer M˙2(Porb) for
short-period CVs from the observed donor mass-
radius relation has recently been carried out by
SK10. They estimate higher mass-transfer rates
than we do (compare their Figure 5 to our Fig-
ure 11), but argue that these rates are nevertheless
compatible with purely GR-driven angular momen-
tum losses. There are numerous technical differ-
ences between their approach and ours, but we be-
lieve the main reason for the differences between
the inferred mass-transfer rates is that SK10 did
not correct for donor bloating unrelated to mass
loss (points (7) and (8) above). However, we do
not understand how the very high rates they infer
could be driven by GR alone.
The Evolution of Cataclysmic Variables 49
20. We consider the physical plausibility that fully con-
vective donors below the period gap should expe-
rience residual magnetic braking. Observations of
non-interacting stars certainly prove that they are
capable of generating substantial magnetic fields.
Whether they can also produce MB strong enough
to be consistent with our revised model for CV evo-
lution remains to be seen. Recent developments in
the study of isolated low-mass stars may make it
possible to test this hypothesis in the near future.
21. In order to facilitate the use of our results, we
make all of the donor and evolution sequences we
have constructed available in electronically read-
able form. More specifically, our broken-power-law
donor sequence provides all of the stellar and pho-
tometric properties describing CV secondary stars
as a function of orbital period(Table 2. The full
self-consistent CV evolution sequences – both stan-
dard and revised – provide the same, plus a com-
plete set of all other binary parameters that are
relevant to CV evolution (3-8).
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Table 3
Binary and evolution parameters along the standard model track.
M1(M⊙) M2(M⊙) Porb(hr) a(R⊙) log J log J˙sys log J˙GR log J˙CAML log M˙2 log P˙orb log t[yrs]
0.75 0.040 1.3939157 0.583 50.193 32.923 32.923 30.448 -11.077 1.648e-14 9.85600
0.75 0.045 1.3192333 0.563 50.235 33.080 33.080 30.690 -10.930 1.525e-14 9.82339
0.75 0.050 1.2695493 0.550 50.274 33.208 33.208 30.896 -10.806 1.447e-14 9.79791
0.75 0.055 1.2358468 0.542 50.311 33.316 33.316 31.067 -10.712 9.841e-15 9.77726
0.75 0.060 1.2211928 0.538 50.346 33.402 33.402 31.202 -10.646 2.183e-15 9.75937
0.75 0.062 1.2200589 0.539 50.360 33.431 33.431 31.250 -10.625 -6.433e-16 9.75271
0.75 0.065 1.2225936 0.540 50.380 33.469 33.469 31.314 -10.600 -5.749e-15 9.74308
0.75 0.070 1.2367626 0.545 50.413 33.520 33.520 31.409 -10.567 -1.279e-14 9.72770
0.75 0.075 1.2617622 0.554 50.445 33.558 33.558 31.486 -10.549 -2.019e-14 9.71273
0.75 0.080 1.2962487 0.565 50.476 33.585 33.585 31.553 -10.537 -2.545e-14 9.69775
0.75 0.085 1.3366576 0.578 50.506 33.605 33.605 31.614 -10.529 -2.889e-14 9.68260
0.75 0.090 1.3804350 0.591 50.535 33.620 33.620 31.673 -10.520 -3.043e-14 9.66719
0.75 0.095 1.4259075 0.606 50.562 33.632 33.632 31.724 -10.517 -3.259e-14 9.65147
0.75 0.100 1.4727480 0.620 50.588 33.642 33.642 31.775 -10.511 -3.313e-14 9.63535
0.75 0.110 1.5676297 0.649 50.637 33.658 33.658 31.869 -10.502 -3.359e-14 9.60172
0.75 0.120 1.6605382 0.677 50.681 33.672 33.672 31.954 -10.493 -3.373e-14 9.56611
0.75 0.130 1.7504148 0.704 50.722 33.685 33.685 32.035 -10.482 -3.293e-14 9.52822
0.75 0.140 1.8350365 0.729 50.759 33.698 33.698 32.116 -10.466 -3.117e-14 9.48793
0.75 0.150 1.9129707 0.752 50.794 33.713 33.713 32.190 -10.451 -3.072e-14 9.44525
0.75 0.160 1.9873895 0.774 50.826 33.727 33.727 32.258 -10.441 -3.189e-14 9.39957
0.75 0.170 2.0626921 0.797 50.856 33.739 33.739 32.319 -10.429 -3.135e-14 9.34963
0.75 0.180 2.1348046 0.818 50.884 33.751 33.751 32.380 -10.417 -3.123e-14 9.29493
0.75 0.190 2.2070274 0.840 50.911 33.761 33.761 32.426 -10.416 -3.427e-14 9.23373
0.75 0.200 2.2406366 0.851 50.934 33.787 33.787 32.745 -10.135 7.110e-14 9.17150
0.75 0.200 3.5314866 1.153 51.000 35.114 33.326 33.852 -9.091 -6.723e-13 8.23972
0.75 0.250 3.8602676 1.244 51.102 35.272 33.415 34.203 -8.915 -7.986e-13 8.08974
0.75 0.300 4.1508174 1.327 51.185 35.403 33.485 34.493 -8.768 -1.010e-12 7.94344
0.75 0.350 4.4040975 1.402 51.253 35.516 33.546 34.738 -8.643 -1.388e-12 7.79551
0.75 0.400 4.6501833 1.476 51.313 35.613 33.594 34.952 -8.522 -1.642e-12 7.63661
0.75 0.450 4.8819269 1.546 51.365 35.701 33.634 35.144 -8.412 -2.005e-12 7.45650
0.75 0.500 5.0929786 1.612 51.411 35.780 33.671 35.326 -8.306 -2.467e-12 7.23612
0.75 0.550 5.3192987 1.681 51.453 35.854 33.699 35.470 -8.219 -3.283e-12 6.90486
0.75 0.600 5.6150965 1.765 51.493 35.914 33.708 35.586 -8.167 -4.884e-12 5.00000
Note. — Unless otherwise stated, all physical quantities are given in cgs units. The sequence provided here is abbreviated.
A more complete sequence sampled at higher resolution and providing additional information is available in electronic form.
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Table 4
Binary and evolution parameters along the revised (optimal) model track.
M1(M⊙) M2(M⊙) Porb(hr) a(R⊙) log J log J˙sys log J˙GR log J˙CAML log M˙2 log P˙orb log t[yrs]
0.750 0.040 1.4987458 0.612 50.203 33.243 32.850 30.747 -10.789 2.635e-14 9.52767
0.750 0.045 1.4370365 0.596 50.248 33.386 32.993 30.981 -10.650 2.508e-14 9.49134
0.750 0.050 1.3951191 0.586 50.288 33.505 33.113 31.177 -10.539 2.039e-14 9.46222
0.750 0.055 1.3713966 0.581 50.326 33.604 33.211 31.339 -10.453 1.127e-14 9.43766
0.750 0.060 1.3627148 0.579 50.362 33.684 33.291 31.477 -10.386 4.699e-16 9.41603
0.750 0.061 1.3626145 0.580 50.369 33.698 33.305 31.501 -10.375 -1.791e-15 9.41196
0.750 0.065 1.3665367 0.582 50.396 33.749 33.356 31.594 -10.335 -1.084e-14 9.39629
0.750 0.070 1.3809809 0.587 50.429 33.801 33.408 31.693 -10.298 -2.326e-14 9.37770
0.750 0.075 1.4046595 0.595 50.461 33.842 33.449 31.779 -10.270 -3.400e-14 9.35972
0.750 0.080 1.4345706 0.604 50.491 33.875 33.482 31.857 -10.247 -4.201e-14 9.34208
0.750 0.085 1.4687294 0.615 50.520 33.902 33.509 31.927 -10.229 -4.845e-14 9.32457
0.750 0.090 1.5058189 0.627 50.547 33.924 33.532 31.992 -10.214 -5.410e-14 9.30707
0.750 0.095 1.5453577 0.639 50.574 33.943 33.551 32.052 -10.201 -5.801e-14 9.28941
0.750 0.100 1.5861744 0.651 50.599 33.960 33.567 32.108 -10.190 -6.135e-14 9.27154
0.750 0.110 1.6698073 0.677 50.646 33.987 33.594 32.211 -10.169 -6.470e-14 9.23484
0.750 0.120 1.7537710 0.702 50.689 34.010 33.617 32.304 -10.151 -6.673e-14 9.19654
0.750 0.130 1.8356292 0.726 50.729 34.030 33.637 32.391 -10.134 -6.739e-14 9.15630
0.750 0.140 1.9129674 0.749 50.766 34.049 33.656 32.475 -10.113 -6.533e-14 9.11396
0.750 0.150 1.9860910 0.771 50.799 34.068 33.675 32.552 -10.095 -6.588e-14 9.06922
0.750 0.160 2.0578237 0.793 50.831 34.085 33.692 32.618 -10.083 -6.962e-14 9.02130
0.750 0.170 2.1300629 0.814 50.861 34.099 33.706 32.684 -10.068 -6.916e-14 8.96904
0.750 0.180 2.1996207 0.835 50.889 34.113 33.720 32.747 -10.052 -6.840e-14 8.91176
0.750 0.190 2.2614846 0.853 50.914 34.129 33.736 32.828 -10.008 -4.677e-14 8.84910
0.750 0.200 2.2406366 0.851 50.934 34.180 33.787 33.160 -9.720 2.087e-13 8.79656
0.750 0.200 3.2511822 1.091 50.988 34.974 33.410 33.716 -9.218 -4.536e-13 8.38885
0.750 0.250 3.5602183 1.179 51.090 35.131 33.497 34.060 -9.048 -5.799e-13 8.24679
0.750 0.300 3.8453095 1.261 51.174 35.259 33.563 34.343 -8.907 -7.467e-13 8.10919
0.750 0.350 4.1104217 1.339 51.244 35.368 33.616 34.581 -8.789 -1.048e-12 7.97036
0.750 0.400 4.3833222 1.419 51.304 35.461 33.654 34.784 -8.681 -1.311e-12 7.82103
0.750 0.450 4.6675438 1.501 51.358 35.542 33.680 34.961 -8.589 -1.711e-12 7.64906
0.750 0.500 4.9503757 1.582 51.407 35.614 33.700 35.129 -8.498 -2.117e-12 7.43343
0.750 0.550 5.2504943 1.667 51.451 35.681 33.712 35.269 -8.419 -2.667e-12 7.10266
0.750 0.600 5.6066878 1.764 51.493 35.736 33.710 35.386 -8.366 -3.598e-12 5.00000
Note. — Unless otherwise stated, all physical quantities are given in cgs units. The sequence provided here is abbreviated.
A more complete sequence sampled at higher resolution and providing additional information is available in electronic form.
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Table 5
Physical and photometric donor properties along the standard model track.
Porb(hr) M2(M⊙) R2(M⊙) Teff,2(K) log g2 logL2 ζ2 MU MB MV MR MI MJ MH MK SpT
1.3939 0.0400 0.098 1091 5.054 28.68 -0.015 36.29 30.29 26.00 21.51 18.56 14.62 14.73 14.68 T
1.3192 0.0450 0.098 1306 5.104 28.99 0.044 33.24 27.87 24.91 20.67 17.73 13.81 13.80 13.66 T
1.2695 0.0500 0.099 1507 5.143 29.25 0.094 31.50 26.26 23.75 19.65 16.71 13.11 13.02 12.96 T
1.2358 0.0550 0.101 1702 5.173 29.47 0.168 30.23 25.14 22.61 18.73 15.96 12.63 12.42 12.32 T
1.2212 0.0600 0.103 1910 5.194 29.68 0.275 28.95 24.61 21.42 18.36 15.95 12.43 11.69 11.20 L0.3
1.2201 0.0620 0.104 1986 5.199 29.76 0.313 28.74 24.51 21.33 18.24 15.82 12.32 11.58 11.11 L0.1
1.2226 0.0650 0.105 2094 5.205 29.87 0.375 27.74 23.54 20.72 17.99 15.52 12.00 11.29 10.87 M9.7
1.2368 0.0700 0.109 2254 5.210 30.02 0.461 26.07 21.87 19.68 17.53 14.98 11.44 10.76 10.45 M9.1
1.2618 0.0750 0.113 2404 5.209 30.16 0.554 24.26 20.52 18.59 16.79 14.34 11.06 10.40 10.11 M8.0
1.2962 0.0800 0.117 2529 5.203 30.29 0.629 22.75 19.50 17.68 16.05 13.75 10.80 10.16 9.85 M7.2
1.3367 0.0850 0.122 2630 5.195 30.39 0.680 21.58 18.69 16.95 15.43 13.27 10.57 9.94 9.63 M6.8
1.3804 0.0900 0.127 2716 5.185 30.48 0.708 20.62 18.02 16.33 14.91 12.86 10.37 9.75 9.44 M6.6
1.4259 0.0950 0.132 2786 5.174 30.56 0.744 19.89 17.49 15.85 14.49 12.53 10.20 9.59 9.28 M6.3
1.4727 0.1000 0.137 2844 5.163 30.63 0.752 19.31 17.05 15.45 14.14 12.25 10.06 9.45 9.14 M6.1
1.5676 0.1100 0.148 2938 5.141 30.75 0.768 18.39 16.36 14.81 13.56 11.80 9.78 9.19 8.88 M5.8
1.6605 0.1200 0.158 3006 5.120 30.85 0.775 17.74 15.85 14.34 13.14 11.46 9.57 8.97 8.67 M5.5
1.7504 0.1300 0.168 3062 5.102 30.93 0.769 17.24 15.45 13.96 12.80 11.18 9.37 8.78 8.48 M5.2
1.8350 0.1400 0.178 3105 5.085 31.01 0.741 16.84 15.12 13.65 12.52 10.95 9.20 8.62 8.32 M5.0
1.9130 0.1500 0.187 3155 5.071 31.08 0.733 16.42 14.78 13.33 12.23 10.72 9.04 8.46 8.17 M4.8
1.9874 0.1600 0.196 3199 5.058 31.14 0.737 16.05 14.48 13.05 11.98 10.52 8.90 8.32 8.03 M4.5
2.0627 0.1700 0.205 3221 5.045 31.20 0.742 15.84 14.30 12.87 11.81 10.37 8.78 8.20 7.91 M4.4
2.1348 0.1800 0.214 3251 5.033 31.24 0.736 15.60 14.09 12.68 11.63 10.22 8.65 8.08 7.79 M4.3
2.2070 0.1900 0.223 3273 5.021 31.29 0.783 15.40 13.91 12.51 11.48 10.08 8.54 7.97 7.69 M4.1
2.2406 0.2000 0.229 3289 5.019 31.33 -0.177 15.27 13.79 12.40 11.38 9.99 8.47 7.90 7.61 M4.0
3.5315 0.2000 0.310 3296 4.756 31.59 0.636 14.48 13.09 11.76 10.74 9.35 7.80 7.22 6.94 M4.2
3.8603 0.2500 0.356 3373 4.734 31.75 0.618 13.90 12.54 11.23 10.24 8.91 7.42 6.84 6.57 M3.8
4.1508 0.3000 0.398 3428 4.715 31.88 0.609 13.47 12.12 10.83 9.87 8.56 7.12 6.54 6.28 M3.6
4.4041 0.3500 0.438 3491 4.699 31.99 0.623 13.06 11.73 10.45 9.51 8.24 6.85 6.27 6.02 M3.2
4.6502 0.4000 0.477 3548 4.683 32.10 0.636 12.72 11.38 10.11 9.20 7.96 6.61 6.03 5.79 M3.0
4.8819 0.4500 0.515 3614 4.668 32.19 0.655 12.39 11.04 9.78 8.88 7.69 6.38 5.79 5.57 M2.7
5.0930 0.5000 0.551 3690 4.654 32.29 0.650 12.07 10.71 9.44 8.57 7.43 6.17 5.57 5.36 M2.3
5.3193 0.5500 0.590 3784 4.636 32.39 0.739 11.74 10.34 9.07 8.22 7.15 5.94 5.31 5.13 M1.9
5.6151 0.6000 0.634 3899 4.612 32.51 0.855 11.38 9.92 8.66 7.84 6.84 5.68 5.04 4.89 M1.4
Note. — Unless otherwise stated, all physical quantities are given in cgs units. UBVRI magnitudes are given on the Johnson-Cousins system
(Bessell 1990), JHK are given on the CIT system (Elias et al. 1982b,a). The sequence provided here is abbreviated. A more complete sequence
sampled at higher resolution and providing additional information is available in electronic form.
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Table 6
Physical and photometric donor properties along the revised (optimal) model track.
Porb(hr) M2(M⊙) R2(M⊙) Teff,2(K) log g2 logL2 ζ2 MU MB MV MR MI MJ MH MK SpT
1.4987 0.0400 0.103 1321 5.012 29.05 0.063 32.89 27.54 24.68 20.46 17.51 13.66 13.62 13.47 T
1.4370 0.0450 0.104 1538 5.055 29.32 0.104 31.17 25.92 23.42 19.35 16.45 12.96 12.82 12.75 T
1.3951 0.0500 0.106 1738 5.088 29.55 0.158 30.26 25.44 22.48 18.94 16.35 12.79 12.23 11.88 T
1.3714 0.0550 0.108 1932 5.113 29.75 0.232 28.81 24.47 21.29 18.19 15.78 12.28 11.56 11.08 L0.0
1.3627 0.0600 0.110 2109 5.130 29.92 0.304 27.48 23.28 20.54 17.84 15.36 11.85 11.15 10.73 M9.6
1.3626 0.0610 0.111 2143 5.133 29.95 0.320 27.10 22.92 20.31 17.75 15.25 11.73 11.03 10.64 M9.5
1.3665 0.0650 0.113 2265 5.141 30.07 0.374 25.78 21.66 19.53 17.44 14.88 11.33 10.66 10.34 M9.2
1.3810 0.0700 0.117 2404 5.146 30.20 0.447 24.05 20.41 18.50 16.72 14.27 10.98 10.33 10.02 M8.1
1.4047 0.0750 0.121 2518 5.147 30.31 0.512 22.68 19.48 17.67 16.04 13.73 10.74 10.10 9.79 M7.3
1.4346 0.0800 0.125 2618 5.145 30.41 0.559 21.55 18.69 16.96 15.44 13.27 10.53 9.91 9.59 M6.9
1.4687 0.0850 0.130 2698 5.140 30.49 0.599 20.65 18.06 16.38 14.95 12.88 10.35 9.73 9.41 M6.6
1.5058 0.0900 0.135 2767 5.134 30.56 0.630 19.94 17.54 15.90 14.53 12.55 10.18 9.57 9.25 M6.4
1.5454 0.0950 0.139 2825 5.127 30.63 0.655 19.37 17.12 15.52 14.19 12.29 10.05 9.44 9.13 M6.2
1.5862 0.1000 0.144 2877 5.120 30.69 0.674 18.86 16.73 15.16 13.88 12.04 9.91 9.31 9.00 M6.0
1.6698 0.1100 0.154 2958 5.104 30.80 0.696 18.11 16.15 14.62 13.39 11.66 9.67 9.08 8.77 M5.7
1.7538 0.1200 0.164 3020 5.089 30.89 0.710 17.54 15.69 14.19 13.01 11.35 9.47 8.88 8.57 M5.4
1.8356 0.1300 0.173 3069 5.074 30.96 0.713 17.10 15.34 13.86 12.71 11.10 9.30 8.71 8.41 M5.2
1.9130 0.1400 0.183 3112 5.061 31.04 0.698 16.71 15.02 13.56 12.43 10.87 9.13 8.55 8.25 M5.0
1.9861 0.1500 0.192 3162 5.049 31.10 0.698 16.30 14.69 13.24 12.15 10.65 8.98 8.40 8.10 M4.7
2.0578 0.1600 0.201 3199 5.038 31.16 0.722 15.98 14.42 12.99 11.92 10.46 8.84 8.27 7.97 M4.5
2.1301 0.1700 0.209 3228 5.026 31.21 0.717 15.75 14.22 12.81 11.75 10.32 8.73 8.15 7.86 M4.4
2.1996 0.1800 0.218 3251 5.015 31.26 0.715 15.55 14.04 12.64 11.59 10.18 8.61 8.04 7.75 M4.3
2.2615 0.1900 0.226 3273 5.007 31.31 0.615 15.36 13.88 12.48 11.45 10.06 8.51 7.94 7.66 M4.1
2.2406 0.2000 0.229 3289 5.019 31.33 -0.240 15.27 13.79 12.40 11.38 9.99 8.47 7.90 7.61 M4.0
3.2512 0.2000 0.293 3296 4.804 31.55 0.620 14.62 13.22 11.87 10.85 9.47 7.92 7.35 7.06 M4.2
3.5602 0.2500 0.337 3373 4.781 31.70 0.629 14.03 12.66 11.34 10.35 9.02 7.54 6.96 6.69 M3.8
3.8453 0.3000 0.378 3428 4.759 31.83 0.636 13.58 12.23 10.93 9.97 8.67 7.23 6.66 6.40 M3.5
4.1104 0.3500 0.418 3491 4.739 31.95 0.660 13.16 11.83 10.54 9.60 8.34 6.95 6.38 6.13 M3.2
4.3833 0.4000 0.458 3548 4.718 32.06 0.700 12.81 11.47 10.19 9.28 8.05 6.70 6.12 5.88 M2.9
4.6675 0.4500 0.500 3614 4.694 32.17 0.749 12.45 11.10 9.83 8.94 7.75 6.45 5.86 5.64 M2.6
4.9504 0.5000 0.541 3690 4.670 32.27 0.762 12.11 10.75 9.48 8.61 7.47 6.21 5.61 5.40 M2.3
5.2505 0.5500 0.585 3793 4.643 32.39 0.839 11.74 10.33 9.07 8.22 7.15 5.95 5.32 5.15 M1.9
5.6067 0.6000 0.633 3908 4.612 32.51 0.930 11.36 9.90 8.64 7.82 6.83 5.68 5.03 4.88 M1.4
Note. — Unless otherwise stated, all physical quantities are given in cgs units. UBVRI magnitudes are given on the Johnson-Cousins system
(Bessell 1990), JHK are given on the CIT system (Elias et al. 1982b,a). The sequence provided here is abbreviated. A more complete sequence
sampled at higher resolution and providing additional information is available in electronic form.
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Table 7
White dwarf properties along the standard model track.
Porb(hr) M1(M⊙) R1(10
8 cm) log g1 < Teff,1(K) > Teff,1,lo(K) Teff,1,hi(K) < logL1 > MU MB MV MR MI MJ MH MK
1.3939 0.75 7.289 8.273 8132 7647 8647 30.22 12.96 13.63 13.37 13.20 12.99 12.90 12.72 12.76
1.3192 0.75 7.311 8.270 8852 8306 9434 30.37 12.57 13.26 13.03 12.91 12.75 12.73 12.59 12.64
1.2695 0.75 7.324 8.268 9517 8912 10162 30.50 12.27 12.96 12.75 12.66 12.55 12.59 12.48 12.55
1.2358 0.75 7.343 8.266 10064 9415 10758 30.60 12.06 12.74 12.55 12.49 12.40 12.49 12.40 12.48
1.2212 0.75 7.353 8.265 10464 9779 11197 30.66 11.91 12.59 12.40 12.37 12.31 12.43 12.34 12.43
1.2201 0.75 7.357 8.265 10594 9897 11341 30.69 11.87 12.55 12.36 12.34 12.28 12.40 12.33 12.42
1.2226 0.75 7.362 8.264 10751 10040 11514 30.71 11.82 12.50 12.32 12.29 12.24 12.38 12.31 12.40
1.2368 0.75 7.370 8.263 10966 10234 11751 30.75 11.76 12.44 12.26 12.24 12.20 12.35 12.29 12.37
1.2618 0.75 7.373 8.263 11085 10342 11882 30.77 11.72 12.41 12.23 12.21 12.18 12.33 12.28 12.36
1.2962 0.75 7.375 8.262 11165 10414 11971 30.78 11.70 12.38 12.21 12.20 12.16 12.32 12.27 12.36
1.3367 0.75 7.377 8.262 11219 10463 12030 30.79 11.68 12.37 12.19 12.19 12.15 12.31 12.27 12.35
1.3804 0.75 7.378 8.262 11280 10518 12097 30.80 11.67 12.35 12.18 12.17 12.14 12.31 12.26 12.35
1.4259 0.75 7.379 8.262 11300 10536 12120 30.80 11.66 12.35 12.17 12.17 12.14 12.30 12.26 12.35
1.4727 0.75 7.380 8.262 11341 10573 12165 30.81 11.65 12.33 12.16 12.16 12.14 12.30 12.26 12.34
1.6605 0.75 7.383 8.262 11459 10682 12293 30.83 11.61 12.30 12.13 12.14 12.12 12.28 12.24 12.33
1.7504 0.75 7.385 8.261 11528 10748 12364 30.84 11.59 12.28 12.11 12.12 12.11 12.28 12.24 12.33
1.8350 0.75 7.388 8.261 11628 10844 12469 30.85 11.57 12.26 12.09 12.11 12.09 12.27 12.23 12.32
1.9130 0.75 7.392 8.261 11723 10935 12567 30.87 11.55 12.24 12.07 12.09 12.08 12.26 12.22 12.31
1.9874 0.75 7.394 8.260 11786 10996 12634 30.88 11.53 12.23 12.06 12.08 12.07 12.25 12.21 12.31
2.0627 0.75 7.396 8.260 11863 11069 12714 30.89 11.51 12.21 12.05 12.06 12.06 12.24 12.20 12.30
2.1348 0.75 7.399 8.260 11940 11143 12794 30.90 11.49 12.19 12.03 12.05 12.05 12.24 12.20 12.29
2.2070 0.75 7.399 8.260 11947 11149 12801 30.90 11.49 12.19 12.03 12.05 12.05 12.24 12.20 12.29
2.2406 0.75 7.445 8.254 13908 13062 14808 31.17 11.14 11.86 11.75 11.82 11.86 12.09 12.07 12.17
3.5315 0.75 7.739 8.221 25581 23806 27487 32.26 9.37 10.46 10.62 10.74 10.89 11.28 11.32 11.43
3.6024 0.75 7.757 8.219 26182 24345 28158 32.30 9.29 10.40 10.57 10.69 10.84 11.23 11.28 11.39
3.8603 0.75 7.822 8.211 28579 26516 30802 32.46 9.01 10.18 10.37 10.50 10.66 11.07 11.13 11.25
4.1508 0.75 7.917 8.201 31342 29018 33853 32.63 8.74 9.94 10.16 10.30 10.47 10.89 10.95 11.08
4.4041 0.75 8.024 8.189 33935 31368 36712 32.78 8.51 9.74 9.99 10.13 10.30 10.73 10.80 10.92
4.6502 0.75 8.119 8.179 36632 33803 39697 32.93 8.32 9.58 9.84 9.98 10.16 10.60 10.67 10.79
4.8819 0.75 8.202 8.170 39294 36218 42631 33.06 8.18 9.45 9.72 9.87 10.05 10.50 10.56 10.69
5.0930 0.75 8.290 8.161 42041 38714 45654 33.18 8.06 9.34 9.62 9.77 9.95 10.40 10.46 10.59
5.3193 0.75 8.364 8.153 44370 40829 48218 33.29 7.96 9.25 9.54 9.69 9.87 10.32 10.39 10.52
5.6151 0.75 8.415 8.148 45843 42161 49846 33.35 7.91 9.20 9.49 9.64 9.82 10.28 10.35 10.47
Note. — Unless otherwise stated, all physical quantities are given in cgs units. The three effective temperatures listed correspond to the secular mean temperature
(< Teff,1 >) and the temperatures 5% (Teff,1,lo) and 95% (Teff,1,hi) through a given nova cycle. UBVRI magnitudes are given on the Johnson-Cousins system (Bessell
1990), JHK are given on the CIT system (Elias et al. 1982b,a). The sequence provided here is abbreviated. A more complete sequence sampled at higher resolution and
providing additional information is available in electronic form.
T
h
e
E
v
o
lu
tio
n
o
f
C
a
ta
cly
sm
ic
V
a
ria
b
les
5
7
Table 8
White dwarf properties along the revised (optimal) model track.
Porb(hr) M1(M⊙) R1(10
8 cm) log g1 < Teff,1(K) > Teff,1,lo(K) Teff,1,hi(K) < logL1 > MU MB MV MR MI MJ MH MK
1.4987 0.75 7.328 8.268 9613 9001 10267 30.51 12.23 12.92 12.72 12.63 12.52 12.57 12.46 12.54
1.4370 0.75 7.352 8.265 10440 9757 11170 30.66 11.92 12.60 12.41 12.38 12.31 12.43 12.35 12.44
1.3951 0.75 7.375 8.263 11152 10402 11956 30.78 11.70 12.39 12.21 12.20 12.17 12.32 12.27 12.36
1.3714 0.75 7.391 8.261 11710 10922 12554 30.86 11.55 12.24 12.08 12.09 12.08 12.26 12.22 12.31
1.3627 0.75 7.403 8.259 12140 11336 13001 30.93 11.45 12.15 12.00 12.02 12.03 12.22 12.18 12.28
1.3626 0.75 7.405 8.259 12210 11404 13073 30.94 11.44 12.14 11.99 12.01 12.02 12.21 12.18 12.27
1.3665 0.75 7.409 8.259 12470 11658 13340 30.98 11.39 12.10 11.94 11.98 11.99 12.19 12.16 12.25
1.3810 0.75 7.415 8.258 12716 11897 13592 31.01 11.34 12.05 11.91 11.95 11.97 12.18 12.15 12.24
1.4047 0.75 7.420 8.257 12912 12089 13791 31.04 11.31 12.02 11.88 11.93 11.95 12.17 12.14 12.23
1.4346 0.75 7.424 8.257 13075 12249 13956 31.06 11.29 12.00 11.86 11.91 11.93 12.15 12.13 12.22
1.4687 0.75 7.426 8.257 13204 12376 14086 31.08 11.26 11.98 11.85 11.90 11.92 12.14 12.12 12.21
1.5058 0.75 7.428 8.256 13312 12483 14196 31.09 11.24 11.96 11.83 11.88 11.91 12.13 12.11 12.20
1.5454 0.75 7.430 8.256 13407 12576 14292 31.10 11.23 11.94 11.82 11.87 11.91 12.13 12.11 12.20
1.5862 0.75 7.431 8.256 13489 12656 14377 31.11 11.21 11.93 11.81 11.86 11.90 12.12 12.10 12.19
1.6698 0.75 7.436 8.255 13647 12809 14540 31.14 11.18 11.91 11.79 11.85 11.89 12.11 12.09 12.18
1.7538 0.75 7.441 8.255 13785 12943 14681 31.15 11.16 11.88 11.77 11.83 11.87 12.10 12.08 12.17
1.8356 0.75 7.445 8.254 13915 13070 14816 31.17 11.13 11.86 11.75 11.82 11.86 12.09 12.07 12.16
1.9130 0.75 7.450 8.254 14079 13228 14984 31.19 11.10 11.84 11.73 11.80 11.84 12.07 12.06 12.15
1.9861 0.75 7.454 8.253 14220 13365 15130 31.21 11.08 11.81 11.71 11.78 11.83 12.06 12.05 12.14
2.0578 0.75 7.457 8.253 14315 13455 15229 31.22 11.06 11.80 11.70 11.77 11.82 12.05 12.04 12.13
2.1301 0.75 7.460 8.253 14433 13569 15353 31.24 11.03 11.78 11.68 11.76 11.81 12.05 12.03 12.13
2.1996 0.75 7.463 8.252 14561 13691 15487 31.25 11.01 11.76 11.66 11.74 11.79 12.04 12.03 12.12
2.2615 0.75 7.469 8.252 14918 14032 15861 31.29 10.94 11.70 11.62 11.70 11.76 12.01 12.00 12.09
2.2406 0.75 7.533 8.244 17532 16488 18644 31.58 10.46 11.33 11.33 11.43 11.52 11.81 11.82 11.92
3.2512 0.75 7.691 8.226 23669 22078 25375 32.12 9.60 10.65 10.77 10.89 11.03 11.40 11.43 11.54
3.5602 0.75 7.759 8.218 26281 24434 28269 32.31 9.28 10.39 10.56 10.68 10.84 11.23 11.27 11.39
3.8453 0.75 7.826 8.211 28723 26648 30961 32.47 9.00 10.16 10.36 10.49 10.65 11.06 11.12 11.24
4.1104 0.75 7.899 8.203 30926 28640 33395 32.61 8.77 9.97 10.19 10.33 10.49 10.92 10.98 11.11
4.3833 0.75 7.991 8.193 33126 30636 35818 32.74 8.58 9.80 10.04 10.18 10.35 10.78 10.85 10.97
4.6675 0.75 8.070 8.184 35116 32435 38019 32.85 8.41 9.65 9.91 10.05 10.22 10.67 10.73 10.86
4.9504 0.75 8.137 8.177 37191 34308 40316 32.96 8.29 9.55 9.82 9.96 10.13 10.58 10.64 10.77
5.2505 0.75 8.197 8.171 39118 36059 42438 33.05 8.19 9.46 9.73 9.88 10.06 10.50 10.57 10.69
5.6067 0.75 8.239 8.166 40464 37281 43918 33.11 8.12 9.40 9.67 9.82 10.00 10.45 10.51 10.64
Note. — Unless otherwise stated, all physical quantities are given in cgs units. The three effective temperatures listed correspond to the secular mean temperature
(< Teff,1 >) and the temperatures 5% (Teff,1,lo) and 95% (Teff,1,hi) through a given nova cycle. UBVRI magnitudes are given on the Johnson-Cousins system (Bessell
1990), JHK are given on the CIT system (Elias et al. 1982b,a). The sequence provided here is abbreviated. A more complete sequence sampled at higher resolution and
providing additional information is available in electronic form.
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Table 9
Mean offsets between observed absolute near-IR magnitudes
of CVs with trigonometric parallaxes and predicted absolute
magnitudes for CV donors (see Figure 17). The dispersions
around the predictions after applying these offsets are also
given.
Prediction ∆J σJ ∆H σH ∆K σK
Broken-power-law
donor sequence 1.61 1.34 1.36 1.22 1.26 1.15
Standard Model 1.65 1.47 1.39 1.35 1.30 1.27
Revised Model 1.63 1.38 1.37 1.27 1.27 1.19
Table 10
Statistics of the approximate period distributions shown
in Figure 20. The absolute numbers quoted are for a
uniform space density of 2× 10−5 pc−3 within 100 pc.
CV Type Standard Revised
Model Model
Numbers within 100 pc
Active CVs 72.80 80.58
Inactive CVs in the Period Gap 11.98 3.19
Pre-Bounce Short-Period Systems 34.97 16.39
Long-Period CVs 1.46 2.05
All Pre-Bounce CVs 36.43 18.44
All Post-Bounce CVs 36.37 62.14
Percentages within the intrinsic active population
Long-Period CVs 2.00 2.55
Pre-Bounce Short-Period CVs 48.04 20.34
Period Bouncers 49.96 77.12
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APPENDIX
A. A COMPENDIUM OF MAGNETIC BRAKING RECIPES
Here, we present an overview of some of the most widely-used MB prescriptions. Note that this is not not meant
to be a comprehensive exploration of all AML mechanisms, or even all MB formulations, that have been proposed.
In particular, we will not consider any mechanism unrelated to MB due to stellar winds, such as circumbinary disks
(Taam & Spruit 2001; Dubus et al. 2002; Taam et al. 2003; Willems et al. 2005), accretion disk winds (Cannizzo &
Pudritz 1988; Livio & Pringle 1994), or frictional drag associated with nova eruptions (Schenker et al. 1998). 31 We
have also not yet included some of the most recent MB recipes in the literature, such as those developed in Irwin et al.
(2007) and Barnes & Kim (2010). The particular MB prescriptions we do consider were selected mainly on the basis
that they have proven themselves to be popular (particularly in the CV literature) and/or are flexible (i.e. include
easily tuneable free parameters that permit a convenient exploration of the viable parameter space).
A.1. Verbunt & Zwaan (1981)
In a hugely influential paper, Verbunt & Zwaan (1981, hereafter VZ81) pointed out that a simple extraploation of
the observed spin-down rates of solar-type stars due to MB implied an AML rate far in excess of J˙GR for CVs and
low-mass X-ray binaries (LMXBs). The VZ81 formulation of MB has been widely used in theoretical studies of CV
evolution, and it is instructive to consider its derivation.
VZ81 begin with the empirical observation due to Skumanich (1972) that the equatorial rotation speed of slowly
spinning (veq,2 <∼ 100 km s
−1) G-type MS stars declines with age, t, as
veq,2 = 10
14 f t−1/2 cm s−1, (A1)
where f = 0.73 according to Skumanich (1972), and f = 1.78 according to Smith (1979). Here and below, we retain the
subscript “2” to emphasize that, in the CV setting, the stars whose properties we are considering are the secondaries.
The spin angular momentum of the star can be written as
J2 = I2Ω = k
2
2M2R
2
2Ω, (A2)
where I2 is the moment of inertia of the star, k2 is its radius of gyration (k
2 ≃ 0.1 for low-mass stars, although in
detail it varies slightly with the stellar properties), and Ω = 2pi/Porb is the angular velocity (where we have already
assumed perfect synchronization, i.e. Pspin,2 = Porb). Since we can also write Ω = veq,2/R2, we have
J2 = k
2
2M2R2veq,2 = 10
14 fk22M2R2t
−1/2. (A3)
Differentiating this with respect to t (keeping all other variables fixed) yields
J˙2 = −5× 10
13 fk22M2R2t
−3/2. (A4)
The substitution
t−3/2 =
(
veq,2
1014 f
)3
=
(
ΩR2
1014 f
)3
(A5)
then leads to the familiar expression for the VZ81 MB law,
J˙V Z = −5× 10
−29k22f
−2M2R
4
2Ω
3, (A6)
where we have changed the subscript to “VZ” to allow comparison with other prescriptions later on.
We have presented the derivation of this MB recipe in some detail here in order to expose the weakness of its
foundations. The key point – which was already made by Patterson (1984) – is the fact that Equation A1 was
derived exclusively from observations of slowly rotating G-type stars. Adopting it without change for CV secondaries,
which, in the period range we are mainly interested in, are extremely fast rotating M-type stars, is clearly fraught
with uncertainties. In particular, even if the time dependence of Equation A1 were universal, it seems likely that its
normalization would depend on the stellar properties (e.g. M2 and R2). In this case the braking rate would still scale
as Ω3, but its dependence on the stellar properties could be very different. In a CV setting, this means the entire
prescription is highly uncertain. After all, for a Roche-lobe-filling CV secondary, M2, R2 and Ω are connected via the
period-density relation (Equation 12). Thus any one of these three parameters can always be eliminated in favour of
the other two.
None of this is intended as a criticism of VZ81. For their purpose of demonstrating the relevance of MB as an AML
mechanism in CVs and LMXBs, the order-of-magnitude approach they adopted is entirely appropriate. Our point here
is simply that neither the normalization nor the functional form of Equation A6 can be regarded as well-established.
31 Note that all of these alternatives are, in fact, examples of
CAML (King & Kolb 1995).
60 Knigge, Baraffe & Patterson
A.2. Rappaport, Verbunt & Joss (1983)
Rappaport et al. (1983, hereafter RVJ83) carried out one of the first detailed investigations of MB-driven CV
evolution. Realizing the uncertainties emphasized in the last section, they chose to parameterize the AML rate due to
MB as
J˙MB = J˙V Z
(
R2
R⊙
)γ−4
. (A7)
For γ = 4, this reduces to the VZ81 formulation. Other choices provide a convenient way to assess how the shape and
strength of the MB law affects CV evolution. RVJ83 considered the range 0 ≤ γ ≤ 4 and noted that varying γ within
this range had rather dramatic effects on the resulting binary evolution.
A.3. Kawaler (1988)
A more physically motivated MB model was constructed by Kawaler (1988, hereafter K88), building on earlier
theoretical work by Mestel (1968), Weber & Davis (1967) and others. Kawaler’s main contribution was to derive an
approximate expression for the braking torque exerted by a stellar wind in which the key uncertainties and parameter
dependencies are parameterized in a convenient way.
The AML rate in all MB models can be calculated by assuming perfect co-rotation of the wind out to the Alfve´n
radius, RA (Mestel & Spruit 1987). In general, RA can be a function of polar angle, but in the Kawaler model it is
assumed to be spherical, so that
J˙Kaw =
2
3
M˙wR
2
2Ω
[(
RA
R2
)
radial
]nk
(A8)
where M˙w is the mass-loss rate in the stellar wind, and RA is to be evaluated for a purely radial field geometry. The
power-law index nk allows different field geometries to be considered, with nk = 2 being a purely radial field, and
nk = 3/7 a purely dipolar one.
In order to determine (RA/R2)radial, K88 assumes that the magnetic field of the star scales as(
B2
B⊙
)
= KB
(
R2
R⊙
)−2
Ωak . (A9)
Most applications of this formalism have focused on the case ak = 1 (based on an observational suggestion by Linsky
& Saar (1987)), for which K88 adopts K2B ≃ 4.4× 10
11g cm−1.
The final expression for the AML loss rate in the K88 picture is
J˙Kaw = −KWΩ
1+4aknk/3M˙
1−2nk/3
w,14
(
R2
R⊙
)2−nk (M2
M⊙
)−nk/3
, (A10)
where M˙w,14 = M˙w/(10
−14M⊙ yr
−1) and
KW = 2.035× 10
33
(
24.93K
−1/2
V
)nk
K
4nk/3
B , (A11)
with KV defined as the ratio of the wind speed at the Alfve´n radius to the escape speed there. In practice, K88 sets
Kv = 1. In this formulation of MB, the Skumanich relation is recovered for nk = 1.5 (assuming ak = 1), since this
yields the required J˙ ∝ Ω3.
A.4. Mestel & Spruit (1987)
One of the main advantages of the K88 formulation is that it provides a convenient parameterization for the de-
pendence of the braking rate on the magnetic field geometry inside RA (via the parameter nk). However, the way
in which this dependence was calculated is highly approximate. For example, a predominantly dipolar field structure
inside RA implies the existence of closed field lines near the equatorial plane that cannot contribute to MB. Moreover,
the size of this “dead zone” will itself depend on key parameters such as the magnetic field strength and the rotation
rate. These effects cannot be captured in single-zone outflow descriptions like the K88 model.
In an attempt to overcome these limitations, Mestel & Spruit (1987, hereafter MS87) constructed a model in which
the “wind zone” and “dead zone” are both treated explicitly and simultaneously. The dead zone in this picture is
inside the Alfve´n surface and its equatorial extent, Rd, is calculated self-consistently. The magnetic field structure is
then taken to be dipolar inside a radius Rd and radial beyond this. The AML rate produced by the stellar wind in
this picture is again found by assuming co-rotation out to the Alfve´n surface. Allowing for an angular dependence of
RA, this yields
J˙MB = −4piΩ
∫ pi/2
0
(ρAvAR
2
A)(RA sin θ)
2 sin θdθ, (A12)
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where ρA, vA and RA are the wind density, velocity and radius at the Alfve´n surface, and θ is the polar angle (θ = pi/2
corresponds to the equatorial plane). In the MS87 scenario, this can be rewritten as (their Equation 16)
J˙MS = −4piΩ
∫ 1
0
ρdvdR
2
dR
2
A(1 − µ
2)dµ, (A13)
where ρd, vd, and Rd now denote the density, velocity and radius in the wind zone, but now evaluated at R = Rd.
The actual values of RA and Rd can be calculated via two implicit equations (Eqs 8 and 14 in MS87).
We will not develop this derivation further here or repeat the implicit equations for RA and Rd; for details, the
reader is referred to MS87 as well as Hameury et al. (1988); McDermott & Taam (1989); Li (1999); Ivanova & Taam
(2003). 32 However, two key points regarding the way in which J˙MS is actually calculated will be important to our
discussion below. First, in order to calculate J˙MS , the density at the base of the wind, ρ0, and the magnetic field
strength of the star, B2, are needed (this is partly because the implicit equations for RA and Rd depend on these
quantities). We follow the notation of Hameury et al. (1988) and parameterize ρ0 as
ρ0
ρ0,⊙
=
(
Ω
Ω⊙
)nms
(A14)
and B2 as
B2
B⊙
=
(
Ω
Ω⊙
)pms
. (A15)
Virtually all applications of the MS87 model take pms = 1, but different values for the power-law index nms are
sometimes considered (typically 0.5 ≤ nms ≤ 2).
33 Second, in evaluating J˙MS , several approximations are commonly
made. In particular, the angular dependence of RA is usually ignored, the equatorial value being used for all angles.
As explained in MS87, this formally yields a lower limit on the AML rate, but one that should be quite close to the
correct answer. We will return to this issue below in Section A.6.
A.5. Andronov et al. (2003)
One potential problem with AML prescriptions that scale as Ω3 is that they are unable to explain the observed
spin-down rates of young stars in clusters. In particular, prescriptions in which J˙ depends so steeply on Ω predict
that rapid rotators are braked extremely efficiently and should therefore not be observed. By contrast, very rapidly
rotating stars stars have been found in many open clusters (e.g. Stauffer & Hartmann 1987). In order to explain these
observations, Sills et al. (2000) modified the K88 prescription in a way that makes the dependence of J˙ on Ω much
shallower at high rotation rates. Andronov et al. (2003, hereafter APS03) then pointed out that adopting this modified
prescription would have a significant impact on CV evolution.
The Sills et al. (2000) MB recipe that was adopted by APS03 is given by
J˙APS = −Kw
(
R2
R⊙
)(
M⊙
M2
){ Ω3 for Ω ≤ Ωcrit
ΩΩ2crit for Ω > Ωcrit
. (A16)
Here, KW = 2.7 × 10
47g cm2 s, and we have intentionally used the same symbol for this normalization factor as for
that in the K88 prescription. This is because, in the limit Ω < Ωcrit, the APS03 prescription reduces to the default
K88 MB law (aK = 1, nK = 1.5, M˙w,14 = 1 and KV = 1). In principle, the critical angular velocity Ωcrit depends on
the stellar properties, but this is irrelevant for CV donors, since they all spin well above Ωcrit.
As we shall see, the APS03 braking law produces extremely low braking rates. These would not suffice to drive donors
significantly out of thermal equilibrium above the period gap and, if correct, would thus require a fundamental revision
of CV evolution theory. It is therefore worth noting that Barnes (2003, 2007) has suggested a different interpretation for
the open cluster rotation data. In Barnes’s picture, all stars above the fully convective boundary eventually settle on a
J˙ ∝ Ω3 spin-down sequence (which Barnes dubs the “I-sequence”), consistent with the Skumanich (1972) relationship.
However, stars do not reach this sequence at a fixed time, so that the fastest rotators in a given young cluster will
always be those object that have not yet settled on the I-sequence.
A.6. Ivanova & Taam (2003)
The last MB prescription we will consider is that due to Ivanova & Taam (2003, hereafter IT03). Taking the MS87
model as their starting point, their goal was to identify an optimal value for nms
34 by assuming that the X-ray
luminosity of the star, Lx,2, is generated by the dead zone and then requiring that the dependence of Lx,2 on Ω should
32 However, note that, as pointed out by McDermott & Taam
(1989) and Li (1999), the numerical coefficient given in MS87 for
the quantity χld (1.45× 10
−4; their Equation 12) is incorrect and
should instead read 1.1×10−4. As a result, the numerical constant
7.25 × 10−5 appearing in Equation 4 of Hameury et al. (1988) is
also incorrect and should read 5.5× 10−5.
33 In order to avoid confusion, we note that MS87 use the power
law index n differently in their paper.
34 Note that IT03 use the symbol p for this (not to be confused
with our definition of pms in Section A.4).
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match the observations. The specific dependence they aimed to reproduce was Lx,2 ∝ Ω
2 at low Ω/Ω⊙ <∼ 2 − 12 and
Lx,2 ∝ Ω
0 for higher rotation speeds (Pizzolato et al. 2003). According to their calculations, this behaviour could be
matched within the MS87 framework by taking nms ≃ 0.6.
Crucially, IT03 found that the dependence of J˙MS on Ω turns over at fast rotation speeds, becoming substantially
flatter than the roughly J˙ ∝ Ω3 Skumanich-like relation they obtained at low rotation speeds. In fact, they obtained
this behaviour for essentially all values of nms in the range 0 < nms < 1. This is somewhat surprising at first sight,
since neither MS87, nor Hameury et al. (1988), nor McDermott & Taam (1989), nor we found such a flattening in their
implementations of the MS87 picture. On the other hand, Keppens et al. (1995) also found a flattening in J˙ with Ω in
their implementation of a Weber-Davis magnetic wind model (from J˙ ∝ Ω3 at low rotation rates to Ω3 ∝ Ω2 at high
rates). Moreover, Natasha Ivanova (private communication) has suggested to us that the discrepancy between MS87
and IT03 may reflect different ways of estimating conditions at the Alfve´n surface (specificially whether one connects
them to the physical parameters within the dead zone or at the stellar surface). Pursuing this is beyond the scope of
the present paper.
For our purposes here, it is possible to avoid this issue completely by simply considering the analytical approximation
for J˙ suggested by IT03. This is
J˙IT = −Kj
(
R2
R⊙
)4

(
Ω
Ω⊙
)3
for Ω ≤ Ωx
Ω1.3Ω1.7x
Ω3⊙
for Ω > Ωx
. (A17)
where Kj = 6× 10
30 g cm2 s−2, and we have followed Ivanova & Kalogera (2006) in dropping the scaling with coronal
temperature in the formula given by IT03. This is a good approximation, since the coronal temperature is otherwise
approximated by the virial temperature, which scales as M2R
−1
2 and is therefore almost constant along the lower MS.
As with the APS03 prescription, in principle Ωx depends on the stellar properties, but in practice all CV donors fall
into the fast rotation regime, Ω > Ωx.
B. A COMPILATION OF MASSES AND RADII FOR NON-INTERACTING LOW-MASS STARS
The starting point for our compilation was Table 1 in Lo´pez-Morales (2007) and Figure 13 in Vida et al. (2009). These
data sets were then further updated with several new and improved measurements taken from the recent literature.
Following Lo´pez-Morales (2007), we include both isolated stars and objects found in detached binary systems. Our
full data base of masses and radii for non-interacting low-mass stars is listed in Table B1.
Table B1
Mass and radius measurements for non-interacting low-mass stars.
Name M(M⊙) σM (M⊙) R(R⊙) σR(R⊙) Type
a Referenceb Commentsc
GJ 15 A 0.4040 0.0404 0.379 0.006 S 1
GJ 514 0.5260 0.0526 0.611 0.043 S 1
GJ 526 0.5020 0.0502 0.493 0.033 S 1
GJ 687 0.4010 0.0401 0.492 0.038 S 1
GJ 752 A 0.4840 0.0484 0.526 0.032 S 1
GJ 880 0.5860 0.0586 0.689 0.044 S 1
GJ 205 0.631 0.031 0.702 0.063 S 1
GJ 191 0.281 0.014 0.291 0.025 S 1
GJ 699 0.158 0.008 0.196 0.008 S 1
GJ 411 0.403 0.020 0.393 0.008 S 1
GJ 380 0.670 0.033 0.605 0.020 S 1
GJ 105 A 0.790 0.039 0.708 0.050 S 1
YY Gem A 0.5992 0.0047 0.6191 0.0057 B 1
YY Gem B 0.5992 0.0047 0.6191 0.0057 B 1
CU Cnc A 0.4333 0.0017 0.4317 0.0052 B 1
CU Cnc B 0.3980 0.0014 0.3908 0.0094 B 1
GU Boo A 0.610 0.007 0.623 0.016 B 1
GU Boo B 0.599 0.006 0.620 0.020 B 1
BW3 V38 A 0.44 0.07 0.51 0.04 B 1
BW3 V38 B 0.41 0.09 0.44 0.06 B 1
TrES-Her0-07621 A 0.493 0.003 0.453 0.060 B 1
TrES-Her0-07621 B 0.489 0.003 0.452 0.050 B 1
2MASS J05162881+2607387 A 0.787 0.012 0.788 0.015 B 1
2MASS J05162881+2607387 B 0.770 0.009 0.817 0.010 B 1
2MASS J04463285+1901432 A 0.47 0.05 0.57 0.02 B 1 (i)
2MASS J04463285+1901432 B 0.19 0.02 0.21 0.01 B 1 (i)
UNSW-TR-2 A 0.529 0.035 0.641 0.05 B 1
UNSW-TR-2 B 0.512 0.035 0.608 0.06 B 1
V818 Tau B 0.7605 0.0062 0.768 0.010 B 1
FL Lyr B 0.960 0.012 0.962 0.028 B 1
V1061 Cyg Ab 0.9315 0.0068 0.974 0.020 B 1
V1061 Cyg B 0.925 0.036 0.870 0.087 B 1
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Table B1 — Continued
Name M(M⊙) σM (M⊙) R(R⊙) σR(R⊙) Type
a Referenceb Commentsc
RW Lac B 0.870 0.004 0.964 0.004 B 1
HS Aur B 0.879 0.017 0.873 0.024 B 1
OGLE-TR-5 B 0.271 0.035 0.263 0.012 B 1
OGLE-TR-6 B 0.359 0.025 0.393 0.018 B 1
OGLE-TR-7 B 0.281 0.029 0.282 0.013 B 1
OGLE-TR-18 B 0.387 0.049 0.39 0.04 B 1
OGLE-TR-34 B 0.509 0.038 0.435 0.033 B 1
OGLE-TR-78 B 0.243 0.015 0.24 0.013 B 1
OGLE-TR-106 B 0.116 0.021 0.181 0.013 B 1
OGLE-TR-120 B 0.47 0.04 0.42 0.02 B 1
OGLE-TR-122 B 0.092 0.009 0.120 0.019 B 1
OGLE-TR-125 B 0.209 0.033 0.211 0.027 B 1
SDSS-MEB-1 A 0.272 0.020 0.268 0.010 B 2
SDSS-MEB-1 B 0.240 0.022 0.248 0.0090 B 2
NSVS01031772 A 0.5428 0.0027 0.5260 0.0028 B 3
NSVS01031772 B 0.4982 0.0025 0.5088 0.0030 B 3
T-Lyr1-17236 A 0.6795 0.0107 0.634 0.043 B 4
T-Lyr1-17236 B 0.5226 0.0061 0.525 0.052 B 4
V405 And A 0.49 0.05 0.78 0.02 B 5 (ii)
V405 And B 0.21 0.04 0.24 0.04 B 5 (ii)
2MASS J0154 A 0.66 0.03 0.64 0.08 B 6
2MASS J0154 B 0.62 0.03 0.61 0.09 B 6
BD -22 5866 Aa 0.5881 0.029 0.614 0.045 B 7
BD -22 5866 Ab 0.5881 0.029 0.614 0.045 B 7
LP-133-373 A 0.340 0.014 0.33 0.02 B 8
LP-133-373 B 0.340 0.014 0.33 0.02 B 8
NSVS-02502726 A 0.714 0.019 0.645 0.006 B 9
NSVS-02502726 B 0.347 0.012 0.501 0.005 B 9
V471 Tau B 0.93 0.07 0.96 0.04 W 10
RXJ2130 0.555 0.023 0.534 0.017 W 11
RR Cae B 0.1825 0.0139 0.209 0.0143 W 12 (iii)
EC 13471 0.43 0.04 0.42 0.02 W 13 (iv)
NN Ser B 0.111 0.004 0.141 0.002 W 14 (v)
RXJ0239.1 A 0.73 0.009 0.741 0.004 B 15
RXJ0239.1 B 0.693 0.006 0.703 0.002 B 15
GJ166A 0.877 0.044 0.770 0.021 S 16
GJ570A 0.802 0.040 0.739 0.019 S 16
GJ845 0.762 0.038 0.732 0.006 S 16
GJ879 0.725 0.036 0.629 0.051 S 16
GJ887 0.503 0.025 0.459 0.011 S 16
GJ551 0.123 0.006 0.141 0.007 S 16
2MASSJ0746 0.085 0.010 0.078 0.010 B 17
HIP96515 Aa 0.59 0.03 0.64 0.01 B 18
HIP96515 Ab 0.54 0.03 0.55 0.03 B 18
CMDra A 0.2310 0.0009 0.2534 0.0019 B 19
CM Dra B 0.2141 0.0010 0.2396 0.0015 B 19 (vi)
T-TR-205-013 B 0.124 0.010 0.167 0.006 B 20
RXJ1547 A 0.2576 0.0085 0.2895 0.0068 B 21 (vii)
RXJ1547 B 0.2585 0.0080 0.2895 0.0068 B 21 (vii)
IM Vir A 0.981 0.012 1.061 0.016 B 22
IM Vir B 0.6644 0.0048 0.681 0.013 B 22
a (S) = single star or star in very wide binary; (W) star in close binary with white dwarf companion; (B) star in other type of binary
b (1) Lo´pez-Morales (2007); (2) Blake et al. (2008); (3) Lopez-Morales et al. (2006); (4) Devor et al. (2008); (5) Vida et al. (2009); (6)
Becker et al. (2008); (7) Shkolnik et al. (2008); (8) Vaccaro et al. (2007); (9) C¸akırlı et al. (2009); (10) O’Brien et al. (2001); (11) Maxted
et al. (2004); (12) Maxted et al. (2007); (13) O’Donoghue et al. (2003); (14) Parsons et al. (2010); (15) Lo´pez-Morales & Shaw (2007);
(16) Demory et al. (2009); (17) Berger et al. (2009); (18) Hue´lamo et al. (2009); (19) Morales et al. (2009b); (20) Beatty et al. (2007);
(21) Hartman et al. (2009); (22) Morales et al. (2009a)
c (i) This object is a member of a 150 Myr cluster; (ii) Mass errors estimated from Fig. 13 in Vida et al. (2009); (iii) The mass and radius
given in the tabla correspond to the mid-points of the model-dependent parameter ranges quoted in Maxted et al. (2007); the half-range
associated with the model uncertainties has been added in quadrature to the quoted formal errors; (iv) This object may be the secondary of
a hibernating CV (O’Donoghue et al. 2003); we have not attempted to correct the radius for tidal/rotational deformation; (v) The radius
listed in the table has been corrected for irradiation-driven bloating, as described by Parsons et al. (2010; also see Section 5.2.3); (vi) CM
Dra may be a Population II object; (vii) Since the mass ratio estimated from the radial velocity curve of this binary was q = 1.00± 0.02,
Hartman et al. (2009) assumed equal radii for both binary component in obtaining their final parameter estimates.
