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ABSTRACT
Feedback processes by active galactic nuclei in the centres of galaxy clusters appear
to prevent large-scale cooling flows and impede star formation. However, the detailed
heating mechanism remains uncertain. One promising heating scenario invokes the
dissipation of Alfve´n waves that are generated by streaming cosmic rays (CRs). In or-
der to study this idea, we use three-dimensional magneto-hydrodynamical simulations
with the arepo code that follow the evolution of jet-inflated bubbles that are filled
with CRs in a turbulent cluster atmosphere. We find that a single injection event pro-
duces the CR distribution and heating rate required for a successful CR heating model.
As a bubble rises buoyantly, cluster magnetic fields drape around the leading interface
and are amplified to strengths that balance the ram pressure. Together with helical
magnetic fields in the bubble, this initially confines the CRs and suppresses the forma-
tion of interface instabilities. But as the bubble continues to rise, bubble-scale eddies
significantly amplify radial magnetic filaments in its wake and enable CR transport
from the bubble to the cooling intracluster medium. By varying the jet parameters,
we obtain a rich and diverse set of jet and bubble morphologies ranging from Fanaroff-
Riley type I-like (FRI) to FRII-like jets. We identify jet energy as the leading order
parameter (keeping the ambient density profiles fixed), whereas jet luminosity is pri-
marily responsible for setting the Mach numbers of shocks around FRII-like sources.
Our simulations also produce FRI-like jets that inflate bubbles without detectable
shocks and show morphologies consistent with cluster observations.
Key words: methods: numerical – galaxies: clusters: intracluster medium – MHD –
cosmic rays – galaxies: jets – galaxies: active
1 INTRODUCTION
The hot, X-ray emitting gas in cool-core (CC) clusters is
expected to cool on time scales . 1 Gyr. The absence of ob-
served large-scale cooling flows and low star formation rates
suggests an efficient heating process that balances cooling
(Peterson & Fabian 2006). The observed X-ray cavities in
the centres of clusters, which correspond to low density, hot
bubbles inflated by jets from active galactic nuclei (AGN),
contain sufficient energy to heat the intracluster medium
(ICM, Bˆırzan et al. 2004, 2008). The correlation between
jet power and cluster cooling rate supports the now estab-
lished idea of heating through an AGN that is powered by
a supermassive black hole (SMBH) found in the centre of
? E-mail: kehlert@aip.de
every cluster (McNamara & Nulsen 2007, 2012). The exact
mechanisms by which AGNs heat clusters in a volume-filling
fashion remains however unclear.
Proposed models for heating clusters include AGN-
initiated weak shocks (Fabian et al. 2003; Li et al. 2017;
Martizzi & Quataert 2018), sound waves (Sanders & Fabian
2008; Fabian et al. 2017), gravity waves (Reynolds et al.
2015; Bambic et al. 2018), or mixing of hot bubble material
with the ambient medium (Hillel & Soker 2016). Thermal
conduction is likely relevant in the outskirts of the cluster
core but is locally unstable to thermal perturbations (Kim
& Narayan 2003; Soker 2003) and thus unable to provide
the global solution. However, anisotropic thermal conduc-
tion renders the ICM unstable to thermal buoyancy insta-
bilities (in particular the heat-flux driven instability in the
core region of CC clusters, Quataert 2008), facilitating mix-
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ing of the AGN energy input and thereby increasing the cou-
pling efficiency of feedback energy (Yang et al. 2016; Kannan
et al. 2017). Earlier models that suggest energy dissipation of
strong shocks and turbulence volumetrically are challenged
by velocity measurements of the X-ray satellite Hitomi. Hit-
omi inferred velocities in the ICM of the Perseus cluster of
≈ 150 km s−1 (Hitomi Collaboration et al. 2016). Kinetic
energy is quickly dissipated before it could reach cooling re-
gions that are distant from the bubbles (Fabian et al. 2017).
As lobes of FRI-type jets (Fanaroff & Riley 1974) rise
buoyantly in the CC cluster atmosphere, their pressure con-
tent reaches equilibrium with the ambient ICM. These lobes
contain at most a small admixture of thermal pressure, im-
plying a dominant non-thermal pressure component with
CR protons being the likely candidate (e.g., Morganti et al.
1988; Croston et al. 2008, 2018). After CRs have diffused
from the lobes into the ICM, these CRs can excite Alfve´n
waves via the streaming instability (Kulsrud & Pearce 1969;
Zweibel 2013). The process of scattering on the waves con-
fines the CR population to move macroscopically close to
the Alfve´n speed in the ICM (Wiener et al. 2013). The
dissipation of the Alfve´n waves through damping processes
such as non-linear Landau or turbulent damping effectively
transfers CR energy to thermal heat (Wentzel 1971; Guo
& Oh 2008). This provides a promising alternative heating
mechanism in CC clusters (Loewenstein et al. 1991; Guo &
Oh 2008; Pfrommer 2013). Assuming steady state, a com-
bination of central CR heating and thermal conduction at
larger radii can balance radiative cooling in a large sample of
CC clusters, suggesting a stable, self-regulated cycle of CR
heating and radiative cooling (Jacob & Pfrommer 2017a,b).
Idealised three-dimensional (3D) simulations show that self-
regulated CR feedback can smoothly heat the centres of clus-
ters (Ruszkowski et al. 2017). The model depends crucially
on the interplay between CR transport and AGN bubble
dynamics.
Simulations of AGN bubbles are able to reproduce the
general morphology of observed X-ray cavities (e.g., Chura-
zov et al. 2001; Reynolds et al. 2001; Bru¨ggen & Kaiser 2001)
and explain the absence of radio synchrotron emission of so
called ghost cavities (Enßlin & Bru¨ggen 2002; Bru¨ggen et al.
2002). In these earlier simulations, the bubbles are modelled
as low-density cavities. Subsequent hydrodynamical (HD)
simulations started inflating bubbles self-consistently via a
subgrid jet model (Sternberg & Soker 2008). On these scales,
the jet is assumed to be sufficiently slow such that non-
relativistic HD can be used (but see Perucho et al. 2017).
A propagating jet introduces significant heating through the
dissipation of the accompanying bow shock (e.g., Reynolds
et al. 2002; Bru¨ggen & Kaiser 2002).
However, first simulations showed a discrepancy be-
tween short disruption times of HD bubbles (Churazov et al.
2001; Bru¨ggen et al. 2002) and observed long-lived bubbles
in the outskirts of cluster cores (e.g., Fabian et al. 2000,
2011). The issue can be alleviated with the addition of vis-
cosity (Reynolds et al. 2005; Sijacki & Springel 2006), mag-
netic fields (Ruszkowski et al. 2007; Bambic et al. 2018), or
modelling the stage of bubble inflation (Sternberg & Soker
2008). Jets dominated by kinetic energy form radially elon-
gated cavities at large radii. This is in contrast to observed,
light jets that are energetically dominated by CRs and lose
momentum more quickly because of the lower jet inertia.
The CR pressure causes the jet to expand laterally and to
displace more ICM at smaller cluster-centric radii, naturally
producing wider cavities near cluster centres in agreement
with X-ray observations (Sijacki et al. 2008; Guo & Mathews
2011), also when including CR diffusion (Ruszkowski et al.
2008). Lobes inflated by jets in cosmological cluster simula-
tions show deviations from the initial jet axis due to bulk
motions of the ICM and substructure (Heinz et al. 2006;
Morsony et al. 2010; Mendygral et al. 2012).
To explore the feasibility of Alfve´n-wave heating in CC
clusters, we simulate a single AGN jet event leading to the
formation and evolution of CR-filled bubbles in a turbulent,
magnetised ICM. We focus on the resulting CR distribution
due to anisotropic diffusion as well as on the consequences
for cluster magnetic fields. By varying jet power and life-
time, we study general trends of the CR distribution, lobe
morphology and mixing efficiency.
The outline of our paper is as follows: in Section 2, we
describe our initial conditions, numerical modelling, and de-
tail the different types of simulations. The general evolution
of the jet and subsequent formation of the bubble is anal-
ysed in Section 3. In Section 4, we discuss the stabilisation
of the bubble due to magnetic fields and the influence of the
bubble on the external magnetic fields and mixing efficiency.
The CR distribution and relevance of Alfve´n heating is the
topic of Section 5. In Section 6, we focus on the influence of
jet power and jet lifetime on bubble morphology, magnetic
field structure and CR distribution, in particular in light of
the FRI/FRII dichotomy. We briefly summarise our results
in Section 7. In Appendix A, we detail our procedure for gen-
erating turbulent magnetic fields. Finally, in Appendices B
and C, we perform a resolution study and assess how vary-
ing parameters of our subgrid CR cooling models impact our
results.
2 METHODS AND SIMULATION MODELS
Here, we introduce our numerical set-up of the cluster model
and the adopted magnetic structure of the ICM. We em-
ploy magneto-hydrodynamical (MHD) simulations with the
moving-mesh code arepo (Springel 2010) that evolves ther-
modynamic quantities of the gas on an unstructured moving
mesh defined by the Voronoi tessellation of a set of discrete
points that initially obey a quasi-Lagrangian distribution.
Of particular importance for this work are our models for
launching AGN jets and CR transport, which we describe
in detail here. An overview of our simulation models closes
this section.
2.1 Initial conditions
By analogy with Weinberger et al. (2017), we model the
cluster density distribution with a Navarro-Frenk-White
(NFW) profile (Navarro et al. 1996, 1997) with virial ra-
dius1 R200,c = 2.12 Mpc, virial mass M200,c = 10
15 M, and
concentration parameter cNFW = 5. The electron number
1 We define the virial cluster radius as the radius at which the
mean interior density equals 200 times the critical density of the
universe today.
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Figure 1. Radial profiles of the gas for the initial conditions at 0 Myr (black) and the fiducial model at stated times. The number
density ne is volume-weighted, the temperature T is mass-weighted and the CR pressure Pcr as well as the thermal pressure Pth are both
volume-weighted. The CR-to-thermal pressure ratio Xcr is obtained by dividing both volume-weighted quantities. The propagating jet
is visible as a low-density and hot feature close to the cluster centre at 10 Myr. The CRs are distributed within the inner 100 kpc and
their profile drops off steeply at larger radii.
density ne is modelled after the Perseus galaxy cluster and
based on a double-beta profile fit to the de-projected density
distribution from X-ray observations (Churazov et al. 2003).
In addition, the number density is scaled in order to retain
a gas fraction of 16% within R200,c:
ne = 26.9× 10−3
[
1 +
(
r
57 kpc
)2]−1.8
cm−3
+ 2.8× 10−3
[
1 +
(
r
200 kpc
)2]−0.87
cm−3.
(1)
The pressure in each cell is obtained from the assumption of
hydrostatic equilibrium and the restriction that the pressure
vanishes at a radius of 3 Mpc. Initially, we adopt a Cartesian
mesh with a box size of 1.5 Mpc that we iteratively refine to
ensure similar mass content per cell. This yields an adaptive
mesh with smoothly increasing cell sizes towards larger radii.
Gravity is treated as a static background provided by a
NFW dark matter distribution, neglecting the effects of self-
gravity and the gravitational interactions with the SMBH.
We show radial profiles of the initial conditions of the elec-
tron number density ne, temperature T , and thermal pres-
sure Pth in Fig. 1 (note that there are no CRs in the initial
conditions).
To mimic a realistic ICM, we generate a Gaussian-
distributed, turbulent magnetic field B (see Appendix A,
for details). First, we lay down our initial magnetic field on
a Cartesian mesh, which needs to have a resolution that is
smaller than the smallest (Lagrangian) cell size of our high-
resolution initial conditions, ∆x = 700 pc.2 Fourier trans-
forming such a large Cartesian grid is numerically not feasi-
ble. Thus, for our high-resolution simulation we set up three
nested meshes with decreasing resolution from the cluster
centre. Generally, the magnetic field meets the following re-
quirements:
(i) B is divergence-free: ∇ ·B = 0;
(ii) B follows a Kolmogorov spectrum in the inertial
range for wave numbers larger than the injection scale kinj,
and a random white noise power spectrum for k < kinj;
(iii) B2 is scaled at each radius to obtain a constant av-
erage magnetic-to-thermal pressure ratio of XB,ICM;
(iv) B fields on different nested meshes do not intercon-
nect.
2 Note that the cells in the AGN lobe have a super-Lagrangian
resolution with typical grid-size V 1/3 = ∆x = 188 pc in our
highest resolution simulations.
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The resulting cluster magnetic field is then interpo-
lated from this nested mesh onto our adaptive, smoothly
varying mesh. To ensure pressure equilibrium in the initial
conditions, we adopt temperature fluctuations of the form
nkBδT = −δB2/(8pi). We then relax our mesh to obtain
a computationally more efficient non-degenerate tessellation
structure for arepo. However, this setup does not balance
the magnetic tension force. The resulting turbulent motions
initiate the decay of magnetic power. To reverse this effect in
our initial conditions, we rescale the temperature as well as
the magnetic field to the desired initial magnetic-to-thermal
pressure ratio XB,ICM while maintaining hydrostatic equi-
librium.
The described procedure generates our initial conditions
for simulations with a turbulent magnetic field. For our com-
parison simulations without a magnetic field, we proceed
as before, but set B = 0. Thus, the atmosphere remains
turbulent through the presence of initial flows and pressure
irregularities. However, these runs show a lower degree of
turbulence than the runs with finite magnetic field as the
magnetic tension can drive and sustain turbulence on longer
time scales.
As explained above, the stresses of the tangled mag-
netic field induce turbulent gas motions. In the absence of a
driver of turbulence (as in our simulations) the turbulence
gradually dissipates and the magnetic field strength and gas
velocities decrease as a function of time.
2.2 Jet model
To study the influence of a SMBH-driven and CR-filled jet in
a turbulent cluster environment, we employ the jet model of
Weinberger et al. (2017). Here, we provide a brief summary
of the implementation and describe modifications related to
CR acceleration, CR cooling and the magnetic isolation of
the injection region.
The jet becomes active at time t after the last in-
jection event at tinj when the available energy to the jet,
E˙jet(t− tinj), exceeds the required energy to redistribute the
gas and inject a predefined amount of energy (thermal and
non-thermal). When the jet is active, the model identifies
two opposing jet regions close to the black hole. A low den-
sity state (ρjet/ρICM ∼ 10−4) is set up in pressure equi-
librium with the surrounding medium. Mass and thermal
energy are redistributed to and from neighbouring cells to
ensure mass conservation. If desired, a magnetic field is in-
cluded in a purely toroidal configuration. Due to gas flows in
the bubble, the magnetic field is reshaped, but maintains its
helical morphology. After accounting for adiabatic losses, the
remaining jet energy is injected as kinetic energy to launch a
bipolar outflow. To identify the bubble, an advective scalar
Xjet is used, which corresponds to the mass fraction of the
jet material in the cell. In the remainder of this work we
refer to Xjet as jet tracer. The tracer is initialised in the jet
injection region with a value of Xjet = 1. The strong density
contrast between bubble and cluster is maintained through
refinement criteria based on the density gradient and cell
volume (for details, see Weinberger et al. 2017).
The discrepancy between the inferred pressure of ob-
served bubbles (via minimum energy arguments of radio ob-
servations) and the ambient ICM pressure (as inferred from
X-ray observations) argues for a significant pressure contri-
bution of CR protons that cannot directly be inferred by
any interaction process due to the very low bubble densi-
ties (Bˆırzan et al. 2008; Croston et al. 2008; Laing & Bridle
2014; Croston & Hardcastle 2014; Heesen et al. 2018). CRs
could be accelerated at internal shocks of jets (Perucho &
Mart´ı 2007). The strong non-thermal emission in knots ob-
served in jets supports this mechanism (Worrall 2009; Laing
& Bridle 2013; Duran et al. 2016). As we do not resolve in-
ternal shocks explicitly, we treat CR injection in a subgrid
model. As most of the injected kinetic energy would imme-
diately be thermalized, we instead ensure a minimum CR-
to-thermal energy fraction Xcr,acc = Ecr/Eth = 1 in every
computational cell inside the jet/lobe for a time τacc = 2τjet,
where τjet is the jet lifetime. When varying τacc we find that
the resulting dynamical effects of late-time accelerated CRs
(t > τjet) are negligible. This is an important difference in
comparison to Weinberger et al. (2017) where the bubble
CR pressure is specified at jet launch and successive CR
acceleration in the jet is not accounted for, which yields a
sub-dominant CR population. Throughout this work, we de-
fine lobe material to exhibit a jet mass fraction Xjet > 10
−3
and checked that the conclusions of this paper are invariant
with respect to variations of this choice.
2.3 CR transport
CRs as charged particles are bound to stay on flux-frozen
magnetic field lines. As the magnetic field is transported
alongside the gas, so are CRs. In addition to advection, CRs
scatter on magnetic fluctuations which leads to transport by
diffusion and streaming relative to the rest frame of the gas,
mainly along the direction of the local mean magnetic field,
which coincides with the large-scale field (Pfrommer et al.
2017).
Anisotropically moving CRs in the frame of propagating
Alfve´n waves are unstable to the streaming instability (Kul-
srud & Pearce 1969). These CRs resonantly excite Alfve´n
waves, which in turn causes the CRs’ pitch angles to scat-
ter and eventually to isotropize in the Alfve´n frame (that
moves with vA). Hence, in galaxy clusters, the streaming
velocity vs relative to the thermal plasma corresponds ap-
proximately to the Alfve´n velocity, i.e., vs−vA ∼ c2/(3νlcr),
where ν is the pitch angle scattering rate and lcr = Pcr/∇Pcr
is the CR gradient length scale (Kulsrud 2005). In addi-
tion, CRs diffuse along field lines with a diffusion coefficient
κ˜ ≡ c2/(3ν) ∼ (vs − vA)lcr, which makes diffusion negligible
compared to streaming in the strong scattering limit. Con-
sequently, we introduce an effective CR diffusion coefficient
κcr,A ∼ lcrvA that emulates the combined effects of stream-
ing and spatial diffusion (Sharma et al. 2009; Wiener et al.
2017).
Different damping mechanisms dissipate Alfve´n waves,
causing the streaming CRs in steady state to continuously
transfer part of their energy into thermal heat via Alfve´n
wave heating with a rate
Hcr = |vA ·∇Pcr| . (2)
Note the dependence of the Alfve´n heating rate on the CR
pressure gradient. This directly relates Hcr to the CR diffu-
sion coefficient κcr,A in our effective model.
Following this self-confined picture, CRs are treated as
a secondary fluid with adiabatic index γcr = 4/3 (Pfrommer
MNRAS 000, 1–22 (2018)
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et al. 2017). We emulate streaming through a combination of
anisotropic diffusion and Alfve´n losses (Wiener et al. 2017).
Our CRs are advected with the gas and anisotropically dif-
fuse with a constant diffusion coefficient κ‖ = 10
29 cm2s−1
along B and κ⊥ = 0 perpendicular to it (Pakmor et al.
2016b). The particular value of κ‖ has been choosen so that
it produces self-consistent results in our simulations (as we
will see later in Section 5.1).
The CR distribution in the lobes quickly becomes uni-
form as the magnetic field confines the CRs initially to
stay within the lobes. This leads to a negligible CR pres-
sure gradient and hence an insignificant Alfve´n wave cooling
rate inside lobes. In our simulations, insufficiently resolved
steep gradients at the lobe interface would lead to artifi-
cially large (numerical) cooling rates. We prevent this by
imposing a maximum jet tracer threshold Xjet,cool ≤ 10−3
for Alfve´n wave cooling to be active (for a discussion, see
Appendix C). Our simulations also include the cooling of
CRs through Coulomb and hadronic interactions (Pfrom-
mer et al. 2017), which are however much smaller here in
comparison to Alfve´nic losses.
Physically, the jet fluid is magnetically unconnected to
the ICM. In order to study the evolution of the diffusing
CR distribution accurately, the jet launching region needs
to be magnetically isolated to prevent spurious diffusion at
the resolution limit along field lines that connect the jet
launch region to the exterior ICM. Many individual injection
events are present in our simulation, which require accurate
magnetic isolation before each individual event. To this end,
we project out the radial magnetic field components:
B → [1− g(r)rˆ rˆ ]B , (3)
where rˆ is the unit vector of the radial vector measured from
the centre of our spherical jet launching region and g(r) =
1− |cos (0.5pi (x+ ∆x− 1) /∆x)| for 1−∆x < x < 1 + ∆x,
where x = r/rjet, ∆x = 0.25, and rjet is the radius of the jet
launching region. During the first injection event of a jet,
the two bimodal jet regions are isotropically isolated, i.e.,
across the entire spherical surface (see equation 3). At all
subsequent injection events while the jet is active, only the
bubble hemisphere closer to the SMBH is isolated in order
to retain the velocity structure in the direction of motion of
the jet.
2.4 Simulation models
Our MHD simulations are performed with the moving-mesh
code arepo (Springel 2010), using an improved second-order
hydrodynamic scheme with least-squares-fit gradient esti-
mates and a Runge-Kutta time integration (Pakmor et al.
2016a). The MHD fluxes across cell interfaces are computed
with an HLLD Riemann solver (Pakmor et al. 2011; Pakmor
& Springel 2013) adopting the Powell scheme for divergence
control (Powell et al. 1999).
The bubble evolution is studied in a set of simulations
listed in Table 1. The jets are active for a prescribed time τjet
with a certain jet power Pjet. Our fiducial model corresponds
to Pjet = 2 × 1044 erg s−1, τjet = 25 Myr, XB,ICM = 0.05,
XB,ICM = 0.1 and κ‖ = 10
29 cm2 s−1. We use this model in
the analysis unless stated otherwise.
Sub-grid parameters and those responsible for the reso-
lution of our simulation are given in Table 2. In Weinberger
Pjet XB,ICM XB,jet τjet κ‖ Ejet
[erg s−1] [Myr] [cm2 s−1] [1059 erg]
simulations with CRs
4× 1043 0.05 0.1 10 1029 0.13
4× 1043 0.05 0.1 25 1029 0.31
4× 1043 0.05 0.1 50 1029 0.63
1× 1044 0.05 0.1 10 1029 0.32
1× 1044 0.05 0.1 25 1029 0.79
1× 1044 0.05 0.1 50 1029 1.58
2× 1044 0.05 0.1 10 1029 0.63
2× 1044 0.05 0.1 25 1029 1.58
2× 1044 0.05 0.1 50 1029 3.15
4× 1044 0.05 0.1 10 1029 1.26
4× 1044 0.05 0.1 25 1029 3.15
4× 1044 0.05 0.1 50 1029 6.31
1× 1045 0.05 0.1 10 1029 3.15
1× 1045 0.05 0.1 25 1029 7.88
1× 1045 0.05 0.1 50 1029 15.77
simulations without CRs
2× 1044 0.05 0.1 25 0 1.58
2× 1044 0 0.1 25 0 1.58
2× 1044 0.05 0 25 0 1.58
2× 1044 0 0 25 0 1.58
Table 1. Jet parameters of the different models with combined jet
power Pjet of the bipolar outflow, external magnetic-to-thermal
pressure ratio XB,ICM, jet magnetic-to-thermal pressure ratio
XB,jet, time of activity of the jet τjet, CR diffusion coefficient
along the magnetic field κ‖ and jet energy Ejet = Pjetτjet. The
lower part of the table corresponds to our control runs without
CRs, which are used for the analysis of the bubble stability. The
fiducial run is marked in boldface.
Jet parameters
Jet density ρtarget 10−28 g cm−3
Jet launching region rj 5 kpc
CR acceleration Xcr,acc 1
Magnetic field parameters
Injection scale kinj 37.5
−1 kpc−1
Resolution
Target mass mtarget,0 lower res.: 1.5× 106 M
high res.: 1.5× 105 M
Target volume V
1/3
target lower res.: 405 pc
high res.: 188 pc
Minimum volume Vmin Vtarget/2
Table 2. A summary of our adopted parameters of the simula-
tion.
et al. (2017), we showed that the distance travelled by bub-
bles depends on the numerical resolution of the jet. Here,
we focus on the previously dubbed high-resolution simula-
tion. The numerical convergence of our results in comparison
to lower resolution simulations is discussed in Appendix B.
When we compare several simulation models with varying
parameters, we use the lower resolution simulations as this
recovers qualitatively the same evolution of the jet at a sig-
nificantly lower computational cost.
If included in the lobes (Xjet > 10
−3), CRs are generally
accelerated for time τacc = 2τjet and we use a conversion
fraction from thermal-to-CR energy of Xcr,acc = 1. Reducing
the fraction Xcr,acc only changes the normalisation of our
MNRAS 000, 1–22 (2018)
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Figure 2. The time evolution of the energy components of the
lobe. The lobe is defined as cells with jet mass fraction Xjet >
10−3. The thermal and CR energy are initially in equipartition.
Later, CRs diffuse out of the lobe and thermal gas is entrained,
which leads to an overall increase in thermal energy after the jet
becomes inactive.
CRs but has no significant impact on the studied features.
Also, a much larger fraction of CRs is disfavoured as FRI
jets are slowed down through the entrainment of ambient
material. A remaining population of shocks seems unlikely
to accelerate significant portions of the entrained protons.
The conclusions of this paper also remain robust against
variations of τacc as long as τacc ≥ τjet.
While magnetic tension forces initially generate signifi-
cant levels of turbulence, this decays over the run time of our
simulation since we do not model large scale flows due to sub-
structure (Bourne & Sijacki 2017) and neglect gas cooling,
which also induces motions. In reality, the cooling gas ac-
cretes onto the central SMBH, powering jets in this process,
leading to highly variable jet powers and lifetimes. Here,
we instead decided to impose predefined jet energies to gain
more easily insight into the parametric dependencies of mix-
ing, morphologies and CR distributions. We postpone mod-
elling of self-consistent jet injection through accreted cooling
gas, which will enable us to study the long-term stability of
the CC cluster due to CR heating.
3 JET AND BUBBLE EVOLUTION
First, we discuss the evolution of our jets and bubbles in
terms of global quantities and with detailed maps of ther-
modynamical quantities.
3.1 Global evolution
The jets are initialised with a dominant kinetic energy com-
ponent. Through dissipation much of this kinetic energy is
quickly thermalized. This would lead to thermally domi-
nated lobes, in conflict with X-ray observations. Due to the
employed subgrid acceleration scheme of CRs, we obtain an
equipartition between CR and thermal energy until 2τacc.
Thus, CRs share a significant fraction of the energy and pres-
sure in these simulations as shown in Fig. 2 which shows the
time evolution of different energy components in the lobes.
This strong dissipation transfers kinetic energy into CR and
thermal energy. Similarly, the magnetic energy of the lobes
falls short by more than an order of magnitude.
The thermal energy increases at later times whereas the
CR energy decreases in Fig. 2. We adopt a morphology-
based definition of lobes with a jet mass fraction exceed-
ing 10−3, which includes by definition heavily mixed cells.
Thereby, mixing leads to an increase of mass and thermal
energy in the lobes at later times. On the other hand, CRs
continuously diffuse out of the bubbles, lowering their total
energy budget. Note that CR energy losses due to cooling
in the bubbles is solely restricted to the (almost negligible)
hadronic and Coulomb losses as we suppress Alfve´nic cooling
in the bubble region (see Section 2.3).
The evolution of the thermodynamic cluster profiles
(Fig. 1) shows a decrease in density and an increase in tem-
perature at early times, which corresponds to the high ther-
mal energy of the propagating jet. Because this hot gas has
such a low-density it remains invisible in X-ray maps, which
is in agreement with observations (e.g., Leccardi & Molendi
2008). After the jet terminates and the bubbles rise buoy-
antly, the mean thermodynamic profiles nearly recover the
initial conditions.
3.2 Morphology
The jet driving phase and subsequent phase of buoyant rise
of the bubble are portrayed in Figs. 3 and 4 at 20 Myr and
60 Myr for the fiducial run. Figure 3 shows thin projections
of various thermodynamic variables and Fig. 4 displays vari-
ous energy densities, normalised to the total energy density.
This enables direct comparisons of the dynamical impact of
the different components.
Initially, the jet penetrates into the ambient medium
forming a bow shock at its tip. The shock is visible in the
first row of Fig. 3 as a discontinuity with increased den-
sity and velocity. The continuous mass flux is deflected at
the tangential discontinuity between the jet and shock. The
strong backflow expands horizontally and mixes with the
shocked ICM gas streaming around the jet. This leads to
the creation of an extended, highly turbulent region with
high vorticity, see Fig. 3.
After the jet is switched off at 25 Myr, the remaining
directed kinetic energy flux thermalises and catches up with
the previously injected material forming a bubble, whose
evolution is now solely driven by buoyancy. The high con-
trast in density between the lobes and the ambient medium
makes the setup susceptible to the Rayleigh-Taylor insta-
bility. Thus, strong backflows develop in the wake of the
bubble. In the second row of Fig. 3, the developing strong
vorticity and high velocities are visible in the wake. They
cause strong mixing of the bubble material with the ambi-
ent medium, which is accompanied by an increase in density.
The low magnetic field strength renders it dynamically
irrelevant in the bulk of the ICM (Fig. 4). However, there are
two cases where the dynamics amplifies the magnetic field
to the point that it plays a significant role for the evolution
of the system: first, there is a significant magnetic field am-
plification in the wake of the bubble (Figs. 3 and 4). This
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Figure 3. The mass density ρ, CR energy density cr, magnetic field strength B, velocity v and vorticity squared (∇×v)2 of the fiducial
run are portrayed at times 20 Myr and 60 Myr. The images correspond to thin projections (100 kpc−60 kpc−4 kpc) centred at (50, 0, 0)
and weighted by cell volume except for the velocity, which is weighted by the density. The grey contour corresponds to the jet tracer
value Xjet = 10
−3. The characteristic transition from jet to lobe becomes evident.
is due to bubble-scale eddies that converge in the wake and
adiabatically compress the field and stretch it by the strong
shear flows that become evident in the vorticity map.
Second, the upwards motion of the bubbles in the ICM
causes magnetic field lines of the IGM to accumulate at the
leading surface of the rising bubble, which is a tangential
discontinuity (Pfrommer & Dursi 2010). These draped mag-
netic field lines lead to the suppression of Kelvin-Helmholtz
and Rayleigh-Taylor instabilities (see also Section 4.1, for
a detailed discussion). The bubble is eventually disrupted
by strong upward flows which split the bubble in half as
it remains Rayleigh-Taylor unstable. If enough low density
material remains, the two cavities can continue to rise as two
independent bubbles until the undertow becomes too strong
again and causes them to also break up.
In addition to advection, CRs are allowed to anisotropi-
cally diffuse along magnetic field lines. However, the draped
magnetic layer on top of the bubble confines the CRs to re-
main inside and prevent escape ahead of the bubble. Instead,
CRs are able to diffuse out of the lower part of the bubble
along the strongly amplified magnetic filaments, which are
bent by the strong undertow and align with the jet axis (see
Fig. 3). The jet evolution and subsequent creation of the
bubble is in excellent agreement with previous work (e.g.,
Lind et al. 1989; Reynolds et al. 2002), suggesting that the
addition of internal and external magnetic fields as well as
CRs does not change the overall evolution of the system.
4 MAGNETIC FIELD EVOLUTION
In this section, we study the effect of magnetic draping at
the bubble interface, amplification of magnetic fields in the
bubble’s wake, and the effect of magnetic fields on the mixing
efficiency of the bubble fluid with the ICM.
4.1 Magnetic draping and amplification
Objects moving at super-Alfve´nic speed through a magne-
tised medium accumulate magnetic field lines at their inter-
face. This magnetic draping effect occurs only if the mag-
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netic coherence scale is sufficiently large, i.e., λB & R/MA
where R is the curvature radius at the stagnation point and
MA is the Alfve´nic Mach number (Pfrommer & Dursi 2010).
In steady state, the rate at which new magnetic field lines
enter this strongly magnetised sheath balances the rate at
which magnetic field lines are advected over the bubble’s
surface to eventually leave the draping layer. The magnetic
tension force exerted by this draping layer slows down the
object as the magnetic field is anchored in the ICM in ideal
MHD and thus acquires a large inertia (Dursi & Pfrom-
mer 2008). Moreover, draping makes the object more re-
silient against interface instabilities of the Kelvin-Helmholtz
or Rayleigh-Taylor type (Dursi 2007). This draping layer in-
hibits any particle transport across the bubble surface such
as CR diffusion (Ruszkowski et al. 2008), heat conduction
by thermal electrons and momentum transport or viscosity
by thermal protons, which stabilises observed sharp temper-
ature and density transitions in the ICM (i.e., cold fronts)
against disruptions (Vikhlinin et al. 2001; Lyutikov 2006;
Asai et al. 2007). Previous simulations acknowledge the sta-
bilising effect of magnetic fields (Jones & De Young 2005;
O’Neill et al. 2009; Bambic et al. 2018). Here, for the first
time, we present results for the case of self-consistently in-
flated bubbles in a realistic turbulent magnetised environ-
ment.
Magnetic draping creates a layer of thickness l that is
smaller than the curvature radius R of the bubble at the
stagnation point by (Dursi & Pfrommer 2008):
l
R
=
1
6αM2A
=
1
3αβγM2 =
1
3
B2ICM
B2max
, (4)
where α describes the magnetic-to-ram pressure ratio at the
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Figure 5. On the left, we show the mean magnetic field strength (blue) along a thin radially-aligned cylinder (r = 1 kpc) through
the bubble as a function of distance z to the stagnation point at 45 Myr. We mark the thin magnetic draping layer with a filled blue
contour and locate the extent of the bubble and its wake. To identify the extent of the bubble, the density is overlaid (black dashed).
On the right, we show the density and magnetic field strength. The arrows correspond to the kinetic energy flux and the magnetic
field directions, respectively, and the arrow length encodes the magnitude of these variables. The images correspond to thin projections
(100 kpc − 60 kpc − 4 kpc) centred on the wake of the bubble. The grey contour corresponds to the jet tracer value Xjet = 10−3. It
becomes apparent that the magnetic field amplification at the bubble surface is not due to the compression of gas but rather due to
draping in the direction of movement. The width of the draping layer corresponds to the theoretically predicted value of ≈ 2 kpc.
stagnation point (B2max/8pi = αρv
2),MA corresponds to the
Alfve´nic Mach number MA = v/vA, M is the sonic Mach
number, γ = 5/3 is the adiabatic index and XB,ICM = β
−1
is the thermal-to-magnetic pressure ratio in the upstream
ICM. In our simulations, XB,ICM = 0.05, we determineM≈
0.2 and take α ≈ 2 from Dursi & Pfrommer (2008). Thus,
we expect draping layer thickness l ≈ 2 kpc for a curvature
radius R = 20 kpc at our simulated bubble. This implies
that we are able to numerically resolve the draping layer
due to our refinement prescriptions.
Figure 5 (left-hand panel) shows the magnetic field
strength (blue line) along the stagnation line of the bubble.
At the bubble edge, which is clearly identified by the sharp
increase in density (black dashed), the magnetic field shows
a pronounced narrow peak with width l ≈ 2 kpc. In agree-
ment with our theoretical predictions, the magnetic field
rises from its mean value of BICM ≈ 5 µG to Bmax ≈ 10 µG
in the draping layer (see equation 4). In the magnetic field
map (right-hand panel in Fig. 5), a thin enhanced magnetic
field layer is also visible that corresponds to the draping
layer surrounding the bubble. Consequently, we confirm that
magnetic draping is an active process in bubble dynamics in
agreement with previous studies (Ruszkowski et al. 2007;
Dursi & Pfrommer 2008).
In the wake of the jet, magnetic field lines are stretched
by differential motions and compressed by converging down-
drafts that compensate the upwards motion of the bubble.
This process amplifies magnetic fields in the wake and aligns
field lines with the jet axis (Fig. 5), in agreement with previ-
ous findings (O’Neill & Jones 2010; Mendygral et al. 2012).
This has important consequences for the CRs, which are
confined in the bubble by the draped magnetic field at the
leading interface. Hence, escape from the bubble only be-
comes possible in its wake as the converging eddies connect
the bubble interior magnetically with the ICM via the am-
plified magnetic filaments (see Figs. 3 and 5). As a result,
CRs are conducted diffusively along the magnetic filaments
towards the cluster centre in the opposite direction of the
CR pressure gradient (Fig. 3).
4.2 Mixing
In order to analyse the mixing efficiency for different mag-
netic field configurations, we use a suite of simulations with-
out CRs (bottom in Table 1) to solely focus on magnetic
effects. As discussed in the previous section, the effect of
draping stabilises the bubble against early disruption from
interface instabilities. However, the draping layer only sup-
presses the growth of wave modes along the direction of the
mean field but not perpendicular to it. As the bubble rises
in the cluster potential, its surface is constantly warped and
twisted by the turbulence, which causes incomplete align-
ments of the external turbulent magnetic field with respect
to the bubble surface. Possibly, magnetic fields also cancel
out through numerical magnetic reconnection. These effects
likely compromise the effects of draping temporarily for our
complex simulations in comparison to idealised setups. In
addition, we model the effect of helical fields, which develop
in the turbulent bubble from the initially toroidal fields in
the jet and also show stabilising effects (Ruszkowski et al.
2007).
The simulations in the top left panel of Fig. 6 show a
case with internal helical and external turbulent fields, two
cases with either one of the two field configurations and one
MNRAS 000, 1–22 (2018)
10 K. Ehlert et al.
20 kpc
70 Myr
jet & ICM B jet B ICM B no B
100 Myr
10−28 10−26
ρ [g cm−3]
10−4 10−3 10−2 10−1 100
Xjet
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
d
V
/d
lo
g
(X
je
t)
[k
p
c3
]
×104
70 Myr
jet & ICM B
jet B
ICM B
no B
10−4 10−3 10−2 10−1 100
Xjet
0.0
0.1
0.2
0.3
0.4
0.5
0.6
V
−1
d
V
/d
lo
g
(X
je
t)
τjet = const.
70 Myr
1× 1045 erg s−1, 25 Myr
4× 1044 erg s−1, 25 Myr
2× 1044 erg s−1, 25 Myr
1× 1044 erg s−1, 25 Myr
4× 1043 erg s−1, 25 Myr
10−4 10−3 10−2 10−1 100
Xjet
0.0
0.1
0.2
0.3
0.4
0.5
0.6
V
−1
d
V
/d
lo
g
(X
je
t)
Pjet = const.
70 Myr
2× 1044 erg s−1, 50 Myr
2× 1044 erg s−1, 25 Myr
2× 1044 erg s−1, 10 Myr
Figure 6. The mixing efficiency of the bubble for different magnetic field parameters of our lower resolution simulations. On the top
left, we show thin, lobe-centred projections (80 kpc− 50 kpc− 4 kpc) of the density with jet mass fractions overlaid (Xjet = 10−3) for
four simulations without CRs indicated above the panels. On the top right, the volume covered by gas, dV/d log(Xjet), with a given jet
mass fraction Xjet is shown at 70 Myr for the same four simulations. The presence of magnetic fields significantly suppresses mixing in
the bubble. The bottom panels portray the normalised volume covering fraction of a given jet mass fraction, V −1 dV/d log(Xjet). On
the bottom left, we vary the jet power at constant time of jet activity τjet = 25 Myr. On the bottom right, we show bubbles inflated by
jets of constant power Pjet = 2× 1044 erg/s. The peak of the volume fraction moves to the left for less energetic jets (decreased Pjet or
τjet) indicating increased mixing efficiencies for these jets. The lines are smoothed for clarity.
without any magnetic fields. Visually the morphology of the
simulations including magnetic fields appear similar to the
ones without (accounting for projection effects). However,
the density contrast within the lobes is smaller in the sim-
ulation without magnetic fields, indicating that mixing is
suppressed by either the helical lobe field and/or draped ex-
ternal fields. This can also be seen in the top right panel of
Fig. 6, where we show the volume covered by a given jet mass
fraction Xjet. Initially, the distribution peaks at Xjet = 1
and if the bubble was perfectly insulated the distribution
would stay there. The faster the distribution moves to lower
values of Xjet, the more efficiently does the bubble material
mix with the ICM. Conversely, a slow evolution indicates a
significant suppression of mixing. Accounting for magnetic
fields in the ICM, which enables magnetic draping, shifts the
volume covering fractions to higher values of Xjet indicating
an insulating effect of draping and preventing fast mixing. In
reality, this suppression of mixing should be even higher as
the driven external turbulence is weaker in the case without
magnetic fields in comparison to the case of ICM magnetic
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Figure 7. Quantities related to CR transport in jet and lobe. We show the CR gradient length scale lcr = Pcr/∇Pcr, the Alfve´n velocity
vA, the Alfve´n cooling time scale of CRs, tA = lcr/vA, the instantaneous CR diffusion coefficient κcr,A = vAlcr and the Alfve´n heating
rate Hcr = |vA ·∇Pcr| of the fiducial run at 20 Myr and 60 Myr. Here, we also display the measured heating rate inside the lobes to
illustrate the strong increase of Alfve´n heating at the lobe edges due to the large numerical CR pressure gradients there, which is for
this reason suppressed in our simulations. The images correspond to thin projections (100 kpc − 60 kpc − 4 kpc) weighted with the
volume and centred at (50, 0, 0). We only show lcr, tA, κcr,A and Hcr in regions with cr > 10−14 erg cm−3 to exclude an energetically
sub-dominant CR population, which have partially experienced numerical diffusion. The CR gradient is unavailable due to numerical
reasons for individual saturated cells which are shown with yellow. The grey contour corresponds to the jet tracer value Xjet = 10
−3.
fields (see Section 2) since turbulence amplifies mixing (e.g.,
Ogiya et al. 2018).
Similarly, our simulation with purely internal helical
magnetic fields suppresses mixing in comparison to the case
without B . This suggests that our case with internal and ex-
ternal fields should show an even smaller degree of mixing in
comparison to either of the two individual cases with a sin-
gle magnetic component. However, there is only a slightly
smaller jet mass fraction retained in this double-magnetic
case in comparison to the internal field case (Fig. 6). The
loss of stability in the case of the additional draping layer
can be explained with the increase in driven external turbu-
lence for a magnetized ICM.
In the lower left panel of Fig. 6, we compare runs with
constant jet lifetime (τjet) but varying jet power (Pjet). We
find a decrease in the mixing efficiency for jets with higher
power in agreement with Bru¨ggen et al. (2002). Our normal-
isation ensures comparability across differently sized lobes.
The high-power jets penetrate the inner region of the ICM as
highly culminated outflows. Their disruption occurs further
out in the cluster atmosphere where the magnetic fluctua-
tions and thereby the level of turbulence is lower. This en-
vironment impedes mixing in comparison to low-power jets
which get disrupted inside the highly turbulent cluster cen-
tre. In addition, Rayleigh Taylor instabilities should arise
later for larger cavities (higher power jets at constant τjet)
as the growth time scale of the instability increases for larger
scales. This argument is confirmed when we compare simu-
lations with varying τjet, but constant jet power (lower-right
panel Fig. 6). Here, the larger cavities (larger τjet) remain
more stable. We conclude that less energetic jets (decreased
Pjet or τjet) show increased mixing efficiencies of lobes with
the ICM.
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Figure 8. Radial profiles of the Alfve´n heating rate in the ICM due to CR streaming, Hcr (restricting ourselves to ICM simulation
cells with Xjet < 10
−3 and using our lower resolution simulations). We compare our simulation to a spherically symmetric, steady state
solution in which CR heating (solid) and conductive heating (Hcond, dashed) balances radiative cooling (Crad, dotted) in the Perseus
cluster (Jacob & Pfrommer 2017a). On the upper left, we show different radial profiles at times 20, 30 and 50 Myr for our fiducial model.
On the upper right, we compare profiles of jets with similar energy (Ejet ≈ 1.58 × 1059 erg) but different Pjet and τjet: the heating
rate profile is steeper for low-luminosity jets with longer activity times. On the bottom left, we compare jets with varying luminosity
but constant jet activity τjet = 25: while the maximum heating radius scales with jet luminosity, there is no clear trend of Hcr with
luminosity at smaller radius. On the bottom right, we compare jets with constant jet power Pjet = 2 × 1044 erg s−1 but varying jet
activity time τjet: the prolonged CR production and ability to diffuse back to the centre for longer times compensates for the further
outward pushing of the more energetic jets. The radial profiles generally correspond to volume-weighted averages.
5 COSMIC RAY EVOLUTION
After discussing the magnetic structure at the rising bub-
bles, we now turn our attention to the distribution of CRs.
First we examine the diffusive transport of CRs and then
detail Alfve´n wave heating by CRs.
5.1 CR diffusion and streaming
As discussed in Section 2.3, we model active CR transport
via the anisotropic diffusion approximation to emulate CR
streaming (see also Sharma et al. 2009). To this end, we in-
clude CR energy losses through Alfve´n cooling and adopt a
constant parallel diffusion coefficient (κ‖ = 10
29 cm2 s−1)
so that it approximately matches the instantaneous CR dif-
fusion coefficient κcr,A ≡ lcrvA in the ICM.
This choice for κ‖ is examined in Fig. 7, which shows
thin projections of different quantities related to CR trans-
port. As expected, the CR population has a large CR gradi-
ent length lcr in the bubble (except for the boundary) as the
CR population quickly reaches a homogeneous distribution
for our choice of κ‖. Outside the bubble, lcr drops quickly.
The behaviour is echoed by the Alfve´n velocity vA: inside the
jet (and bubble) it attains values up to 104 km s−1 owing to
the low density and comparably large magnetic field whereas
it fluctuates around a value of 102 km s−1 in the ICM. The
distribution of Alfve´n cooling times, tA = lcr/vA, is a direct
consequence of this: tA drops from values of ≈ 1 Gyr inside
the bubbles to values ranging from 10−30 Myrs, comparable
to typical jet duty time scales (e.g., Vantyghem et al. 2014;
Turner 2018).
The combination of high vA and lcr inside the bubble
leads to a large value of the instantaneous CR diffusion coef-
ficient κcr,A ≈ 1032 cm2s−1. While this is much larger than
our adopted constant diffusion coefficient of 1029 cm2s−1,
the CR distribution in the bubble is already homogeneous
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Figure 9. Weighted volume distributions and volume filling fractions of the CR energy density cr and the Alfve´n heating rate HA of our
fiducial simulation at 30 Myr. We show the weighted volume distribution of CR energy density crdV/d log(cr) (top left) and CR heating
rate density HcrdV/d log(Hcr) (top right), which characterize the isotropy of our CR distribution. The arrows mark the minimum CR
energy density and heating rate density necessary to cover 3σ (99.8%) of the CR energy and heating power at that radius, respectively.
Due to their similarity, we adopt a common value for the floor values cr,min = 10
−12 erg cm−3 and Hcr,min = 3× 1028 erg cm−3 s−1
at all radii. In the bottom panels, we show the volume covering fractions of cr and HA for cells above these thresholds. Note that we
suppress heating rates inside bubbles. The covering fraction of the lobes (Xjet > 10
−3) is overplotted in the bottom left panel. The small
covering fraction of the lobes highlights the importance of CR diffusion to isotropize CRs. The large volume filling fraction of cr and
Hcr becomes evident for r . 15 kpc, suggesting that CR heating is isotropic at small radii.
as can be seen in the CR energy density in Fig. 3; increasing
κ‖ further would not alter our results. Outside the bubble,
the diffusion coefficient drops by three orders of magnitude
to κcr,A ≈ 1029 cm2s−1. There, the CRs are magnetically un-
confined and the value of the diffusion coefficient becomes
crucial for accurately capturing the dynamics, justifying our
choice of κ‖.
The small CR length scale lcr at the bubble interface
combined with a high Alfve´n velocity decreases the Alfve´n
cooling time tA significantly to values of order 1 Myr. This
would increase the Alfve´n heating rate at the edges and drain
a significant amount of CR energy from the bubble. In re-
ality, the CR gradient would instead be smoothed out on
the short Alfve´nic crossing time across the jet and stay flat
during inflation of the bubble and its evolution thereafter.
This explains our initial choice of limiting Alfve´n cooling
to regions outside the bubble (Xjet < 10
−3) as a numerical
safeguard to prevent numerically-induced CR cooling.
We discuss in Section 4 that CRs can only escape
through the lower part of the bubble. As they are conducted
out of the bubble they remain confined to the magnetic
field. Consequently, the vertically oriented, magnified mag-
netic field lines are traced by the Alfve´n heating rate. This
demonstrates the importance of simulating the exact struc-
ture of the magnetic field in the vicinity of the bubble. It
will be interesting to see how substructure induced motions
and radiative cooling influence this result.
5.2 CR distribution and Alfve´n wave heating
In Fig. 8 (upper left panel) we show the radial profile of
the Alfve´n heating rate (Hcr) of our fiducial model at dif-
ferent times during and after the jet lifetime τjet = 25 Myr.
In agreement with our sub-grid model of CR Alfve´n cooling
in bubbles and in order to solely focus on the heating of
the ICM, we impose a jet tracer threshold of Xjet < 10
−3
to exclude artificially high cooling rates within the bubble.
The result is robust up to factors of two when we vary the
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Figure 10. Density projections for our lower resolution simulations with varying jet parameters. We show a full projection of the jet
tracer-weighted density at 70 Myr. The jet activity time increases from top to bottom and the jet power increases from left to right as
indicated. Jets with similar energy are ordered along diagonals from the bottom left to the top right. The scale bar corresponds to 20 kpc
in all panels and decreases from left to right but stays constant along diagonals with Ejet ≈ const.
jet tracer threshold by an order of magnitude. We compare
our simulated Alfve´n heating rates to theoretical predictions
by Jacob & Pfrommer (2017a) for the Perseus cluster who
found steady-state solutions in which the heating rates due
to Alfve´n heating (at small radii) and thermal conduction
(at larger radii) balance radiative cooling. Our simulated
Alfve´n heating rates are in good agreement with the theo-
retical predictions up to 30 Myr after jet launch with details
depending on parameter choices as we will now discuss. At
later times, newly launched jets are expected to replenish
the CR energy reservoir, which has then significantly cooled
via Alfve´n wave losses.
The overall shape of the radial profile of Hcr is deter-
mined by the jet energy, power and lifetime. The jet en-
ergy Ejet has an ambivalent role: if it is too small there
is not enough CR energy injected and the induced heating
rate cannot balance radiative losses of the gas. On the other
hand, if the jets are too energetic they pierce out of the clus-
ter centre and reach the outskirts of the core, which makes it
difficult for CRs to diffuse back to the origin and to maintain
a large heating rate.
For jets with Ejet = const. but varying luminosity and
lifetime, the profiles differ slightly (Fig. 8, top right panel).
The heating rate profile is steeper for low-luminosity jets
with longer activity times. This is because low-luminosity
jets are more quickly decelerated by the inertia of the am-
bient ICM and CRs have more time to diffuse back towards
the cluster centre where they sustain a larger central heating
rate.
Jets with constant τjet exhibit an increasing heating ra-
dius with increasing Pjet (Fig. 8, bottom left panel). A larger
jet luminosity corresponds to enhanced CR production (at
τjet = const.) while the jet also pushes to larger radii. At
small radii there is a larger variance of Hcr because of the
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Figure 11. Same as in Fig. 10 but for the jet tracer-weighted CR energy density cr. Even for bubbles with low density contrast (top
left) there is significant CR energy density released into the ICM.
fast CR transport to large radii in the jet which competes
with the backwards CR diffusion and advection towards the
dense cluster centre. Jets with Pjet = const. produce almost
self-similar Hcr profiles that scale with the amount of in-
jected CR energy (Fig. 8, bottom right panel).
A successful heating mechanism in CC clusters is not
required to act isotropically throughout the entire core re-
gion. However, as cooling material falls to the centre, even-
tually it should be heated at some inner radius (McNamara
& Nulsen 2012), which poses requirements for the isotropy
of the proposed heating mechanism at small radii. To ex-
amine the volume-filling of CR heating in our simulations,
we first show the volume distributions of CR energy density
and Alfve´n-heating rate in the top panels of Fig. 9. Diffusion
leads to a shallow CR floor in the cluster centre and beyond
at later times. To quantify the degree of CR isotropy, we
define a minimum amount of the CR energy density and
Alfve´n heating rate by requiring that 3σ (99.8%) of CR en-
ergy and Alfve´n heating power are above these floor values,
respectively.
For each concentric shell of radius r, we display the vol-
ume fraction covered by cells with cr (or HA) above these
floor values and normalise it to the volume of the shell at
this radius (bottom panels of Fig. 9). While the bipolar jets
transport CRs mainly along the jet axes, subsonic CR ad-
vection and diffusion strongly limit lateral transport of CRs
within a CR cooling time at large radii (r & 15 kpc), preclud-
ing isotropic heating there. In contrast, Alfve´n-wave heating
is almost isotropic at small radii (r < 15 kpc).
In fact, observations favour a smooth heating process
with only minimal temporal over-heating or -cooling (Fabian
2012). Our simulations reproduce this property as we deduce
from the evolution of the pressure and temperature profiles
in Fig. 1. The profiles show little variance after the initial
perturbation in temperature and density due to the propa-
gating jet at 10 Myr.
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Figure 12. Same as in Fig. 10 but for the jet tracer-weighted magnetic field strength B. The red envelope surrounding the bubbles
clearly show magnetic draping and magnetic fields in the wake of bubbles are strongly amplified. Note that the weighting procedure
enhances the magnetic field in the wake of the bubble.
The match of Hcr in our simulations to the steady-state
solutions (Jacob & Pfrommer 2017a) validates that dynam-
ically evolved jets with plausible parameters can distribute
CRs sufficiently well to successfully balance the radiative
cooling losses of the ICM via CR heating on timescales
t . 30 Myr. Future simulations including gas cooling and
jet injection coupled to accretion will scrutinise the feasibil-
ity of the model on long timescales and whether it is self-
regulating.
6 PARAMETER STUDY
The following parameter study focuses on jet power and life-
time. Here, we will show that instead of these two parame-
ters, jet energy appears to be the most important parameter
for determining jet morphology, CR distribution and mag-
netic field structure, whereas the jet power determines the
maximum attainable Mach number.
6.1 Bubble morphology
In Fig. 10, we show how the bubble morphology changes with
varying jet parameters at 70 Myr. While the jet acceleration
of CRs in our subgrid model is still ongoing for jets in the
bottom row, the resulting dynamical effects of this late-time
acceleration (t > τjet) are negligible. Jet lifetime increases
from top to bottom and jet power increases from left to
right. Jets with similar energy are ordered along diagonals
from the bottom left to the top right. In order to identify the
highly anisotropic features of the bubble, Figs. 10, 11, and 12
show projections weighted with the jet tracer mass fraction
Xjet. Additionally, we show in Fig. 13 the Mach numberM
weighted with the energy dissipation rate at the shocks. Note
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Figure 13. Same as in Fig. 10 but for the Mach number M that was weighted with the energy dissipation rate at the shocks. We
overplotM projections of two snapshots, at 5 Myr and 20 Myr. Here, projections have constant dimensions of 80 kpc− 60 kpc− 60 kpc
centred at (40-0-0). Low-power jets show at best small Mach numbers whereas the Mach numbers of high power-jets decrease quickly
with time. These characteristics are in agreement with observations of FRI and FRII, respectively.
that we assign a minimum value of Xjet = 10
−10 to every
cell to also display the background. The projection depth
corresponds to the projection width.
We see that jet energy is responsible for setting the over-
all bubble morphology. Bubbles inflated with a low-power jet
with a long activity time resemble bubbles originating from
jets with high power but shorter lifetimes. In Fig. 14, we
show the mean jet travel distances as a function of jet en-
ergy at three different times. We find a power-law relation
djet ∝ Eαjet with α ≈ 0.4. Jets with the same energy reach
similar heights, confirming the correlation. Because differ-
ent jets with Ejet = const. produce bubbles of similar sizes,
this implies comparable Rayleigh-Taylor lifetimes (see Sec-
tion 4.2).
Low-energy jets inflate smaller lobes (Fig. 10, to the
upper left), which terminate at lower heights. They are de-
flected from their original jet trajectories and show clear
signs of ongoing mixing (as indicated by the low density
contrast with the ICM). These are the signatures of FRI-
type jets according to the Fanaroff-Riley (FR) classification
(Fanaroff & Riley 1974). Increasing jet energy (top left to
bottom right) results in jets that penetrate the ICM to larger
distances from the cluster centre. They propagate mostly
along the original jet direction and can sustain high-density
contrasts for longer times. These properties resemble jets of
the FRII-type category.
Producing realistic FRI jets in simulations requires to
resolve the jet radius with ≈ 10 cells (Anjiri et al. 2014),
which is difficult to achieve in our large-scale simulations for
our low-power jet models. In these idealised jet simulations
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Figure 14. Travelled jet distance vs. jet energy of our lower res-
olution simulations. The jet distance djet for individual jets is
defined as the distance from the SMBH to the point to which
half the jet mass Xjetm (of the upper hemisphere) has trav-
elled (typically situated inside the lobe). We show the average
distances of the upper and lower jets for every individual simula-
tion (hexagons) and the error bar denotes the ranges for the two
individual jets. There is a clear correlation of jet distance and
energy at each of the three different simulation times (indicated
by colour). The vertical (light blue) lines correspond to the three
simulations shown in the left panel of Fig. 15.
the occurrence of low-power FRI-type jets is then attributed
to the development of a turbulent structure rather then ter-
minal shocks as in the case of high-power FRII jets. The jet
power that marks a threshold between these jet categories is
given by Pjet ∼ 1043 erg s−1 according to simulations (Mas-
saglia et al. 2016). Here, we can confirm that FRI-like jets
are obtained in our simulations, albeit at a somewhat higher
threshold luminosity. We address this point in Appendix B
and find that while this threshold luminosity decreases with
increasing numerical resolution, general properties regard-
ing distribution of magnetic fields, CRs and heating rates
remain qualitatively similar. Most importantly, we find that
jet energy appears to be the leading variable to distinguish
between the main FR jet features. Alternative scenarios for
the origin of FRI jets include de-focusing due to a magnetic
kink instability in the jet (Tchekhovskoy & Bromberg 2016),
mixing due to Kelvin-Helmholtz instabilities in sheared rel-
ativistic flows (e.g., Perucho et al. 2010) and mass entrain-
ment from stellar winds (e.g., Wykes et al. 2015).
We leave detailed morphological studies of bubbles in
cooling clusters that are generated through the interplay of
accretion and jet launch for future studies. Additionally, the
interaction of subsequent generations of bubbles may play
a key role as they may merge and form large outflowing
cavities (Cielo et al. 2018). Finally, the jet lifetime cannot
be arbitrarily increased to form ever larger bubbles as these
will inevitably fragment, generating multiple disconnected
bubbles in a turbulent environment (Morsony et al. 2010).
6.2 CR distribution
Looking at the distribution of CR energy density, cr, in
Fig. 11, it becomes apparent that cr is more homogeneous
across our models in comparison to the density maps. This
means that even if there is no visible cavity due to low con-
trast in X-rays, there may still be a substantial CR popula-
tion that is responsible for efficient Alfve´n wave heating.
The previously described trend that low-energy jets
form bubbles that are easily deflected and dispersed early-on
translates to a very centrally localised CR distribution with
a high degree of isotropy (Fig. 11). Conversely, high-energy
jets develop bubbles that stay intact out to large distances.
CRs continuously diffuse out of the bubble but the majority
of the CR energy is transported to large radii. This makes
low-energy jets more efficient in heating the fast-cooling clus-
ter centres. These low-energy systems have a larger mixing
efficiency and their bubbles remain in the central regions of
the cluster (Mukherjee et al. 2016).
The sequence of CR acceleration, bubble disruption,
diffusive CR escape, and successive Alfve´n cooling is ex-
pected to reflect on the available CR energy for individual
jets (Fig. 15). Interestingly, we observe a linear correlation
between CR energy and the total jet energy. When consid-
ering a sample of jets with the same energy, the jet with the
longest lifetime τjet will accelerate CRs for longer periods of
time. As CRs cool over time, the low-power (high-lifetime)
jet is expected to maintain a larger CR energy, which ex-
plains the scatter at constant energy in Fig. 15.
Another source of scatter in the linear relation is due to
the difference in mixing efficiency for jets with variable jet
power. The left panel of Fig. 15 exemplifies this point as it
shows the normalised CR energy for jets with constant life-
time but varying jet power. During the jet stage, the CR en-
ergy increases as kinetic energy is dissipated and transferred
to CR energy until τacc. Afterwards, CR energy decreases
as a result of escaping CRs that suffer Alfve´n wave losses
in the ICM. A decrease in jet power implies a decrease of
CR energy in the entire cluster. As discussed in Section 4.2,
low-power jets mix more efficiently, which results in earlier
disruption times of the lobe and thereby an earlier onset of
CR cooling.
6.3 Magnetic field structure
The magnetic field structure shows the draping layer warped
around the bubbles in most of the different jet simulations
(Fig. 12). Even though the draping layer lies outside the
bubble interface with the ambient ICM, the numerically dif-
fused advective jet tracers still highlight this feature. Conse-
quently, the jet tracer-weighted projection leads to apparent
amplification ratios of > 2. However, the actual ratios are on
the order of ∼ 2 as discussed in Section 4.1. In some excep-
tional cases, the draping layer remains absent. This is due to
the turbulent nature of the ICM that causes perturbations
in the trajectory of the bubble and generates a corrugated
bubble interface as the bubble expands into a region of lower
ambient pressure. The local change of propagation direction
forces the bubble to accumulate a new draping layer. In ad-
dition, numerical reconnection of magnetic field lines in the
turbulent environment may temporarily erase the draping
layer as fields of different polarity accumulate in the layer.
We observe strongly amplified magnetic filaments in the
wakes of every bubble, which reach field strengths up to
30 µG. These elongated filaments align approximately along
the jet axis and point back to the cluster centre to which
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Figure 15. The evolution of the total CR energy as a function of jet energy for three different jet luminosities of our lower resolution
simulations. On the left, we show the CR energy Ecr as a function of time normalised to its maximum value Ecr,0. During the jet stage,
the CR energy increases steadily until τacc after which it decreases as a result of escaping CRs that suffer Alfve´n wave losses in the
ICM. On the right, we show the CR energy Ecr as a function of total jet energy Ejet for different simulations at three different times
(colour coded). A linear fit to each of the three simulation times is shown with dashed lines and describes the simulations well. The
significant scatter towards small jet energies corresponds to the increased mixing efficiency for these systems. The vertical (light blue)
lines correspond to the simulations shown in the left panel.
they conduct the diffusing CRs. These strongly magnetised
magnetic structures resemble observed Hα filaments in CC
clusters.
As we have seen, a large fraction of jet tracers is mixed
with the ICM in the wake of the jet. This causes the mag-
netic field in the region to be significantly enhanced com-
pared to the surrounding magnetic field. Due to this effect
the contrast in magnetic field strength between wake region
and ICM increases for larger projection box sizes (bottom
right of Fig. 12).
6.4 Shocks and Mach numbers
Most observed Mach numbers of jets that reside in CC clus-
ters are observed to be at the order of M ∼ 1 (McNamara
& Nulsen 2007). Using a shock finder in arepo (Schaal &
Springel 2015), we detect and characterise the bow shock
that is driven into the ICM by the propagating jet. In Fig. 13,
we show projections of the Mach numbers of this bow shock,
weighted with the energy dissipation rate at two different
times, at 5 Myr and 20 Myr.
The shock strength scales with the jet power as ex-
pected. At 5 Myr, low-power jets (≤ 2 × 1044 erg s−1) pre-
dominantly exhibit Mach numbers M . 1.5, similar to ob-
servations. In contrast, high-power jets (> 2× 1044 erg s−1)
exhibit strong Mach numbersM > 4. However after 20 Myr
those have already decreased to values of M ∼ 2 − 3. Af-
ter the jet is switched off, only individual cells exhibit Mach
numbers M > 1. Thus, even our high-power jets only ex-
hibit high Mach numbers for a short period of time and
low-to-intermediate Mach numbers for most of the time the
jet is active. We conclude that our simulations successfully
reproduce the observed low Mach numbers for low-power
jets.
7 CONCLUSIONS
Using 3D MHD simulations with the moving-mesh code
arepo, we study the evolution of magnetised and CR-filled
jets in an idealised Perseus galaxy cluster. Following the
jet-driven inflation of underdense bubbles, we study their
buoyant rise in the cluster atmosphere and how they inter-
act with a turbulent cluster magnetic field. The bubbles are
exposed to interface instabilities which finally disrupt the
bubbles and enable initially confined CRs to diffusively es-
cape and to heat the ambient ICM. Here we summarise our
main findings:
• The accumulation of magnetic fields at the bubble inter-
face as a result of buoyant bubble motion relative to the am-
bient ICM stabilises the bubble against the turbulent envi-
ronment, suppresses Kelvin-Helmholtz instabilities, and re-
duces the mixing efficiency. Internal helical magnetic fields
show a similar effect.
• We find that a decrease in jet power and/or in total jet
energy increases the mixing efficiency of the jet.
• CRs inside the bubbles are confined by the draped mag-
netic field that inhibits diffusion across the bubble surface.
• In the wake of the bubble, the magnetic field is strongly
amplified and adiabatically compressed by converging down-
drafts that are compensating the upwards motion of the bub-
ble. Differential motions stretch the magnetic field so that
it becomes filamentary and aligned along the jet axis. These
strongly magnetised filaments acquire strengths of 30 µG
and resemble observed Hα filaments in clusters. We post-
pone a detailed study to future work.
• These radial magnetic filaments connect the bubble in-
terior to the ambient ICM, and allow CRs to diffusively
escape into the ICM and heat the surrounding medium.
Our simulated radial profiles of the CR-induced Alfve´n wave
heating rate match CR heating rates predicted by steady-
state models of CC clusters extremely well (Jacob & Pfrom-
mer 2017a). Inside a radius r . 15 kpc, we find a volume-
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filling CR distribution that generates isotropic Alfve´n wave
heating, which is necessary for solving the cooling flow prob-
lem at the centres of clusters. The temporal evolution varies
significantly such that time-dependent modeling becomes
crucial.
• A parameter study of different jet simulations with
varying jet lifetime and jet power reveals that the jet energy
is the critical parameter for determining the overall bubble
morphology and CR distribution. Magnetic draping as well
as the strong filamentary magnetic field amplification in the
wakes is ubiquitously observed throughout our sample.
• We find a high degree of coherence and decreasing mix-
ing efficiency with increasing jet energies. This finding and
the observed low Mach numbers show that we can repro-
duce the main features of both, FRI and FRII-like jets: FRII
jets exhibit bipolar, lobe-brightened morphologies with high
density contrasts that power high Mach numbers M ∼ 4
in the ICM at early times. Contrarily, FRI jets are charac-
terized by lower density contrasts, show more deflected and
corrugated bubbles that generate a laterally more expanded
CR distribution at the centre, and do not drive detectable
shocks into the ICM.
These results encourage further studies of the impact of CR-
filled AGN bubbles on radiatively cooling CC cluster atmo-
spheres. Accounting for accretion onto SMBHs and succes-
sive jet formation will enable us to find out whether we can
obtain a self-regulated CR heating-radiative cooling cycle.
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APPENDIX A: MAGNETIC FIELD
GENERATION
The external turbulent magnetic field follows a Kolmogorov
spectrum in agreement with observations (Bonafede et al.
2010; Kuchar & Enßlin 2011). The generation of the initial
conditions for the magnetic field follows largely Appendix
A in Ruszkowski et al. (2007). The Gaussian-distributed
random magnetic field with vanishing mean (〈B〉 = 0 but
〈
√
B2〉 6= 0) is set up with a Kolmogorov power spectrum
in Fourier space. The magnetic field is scaled to ensure a
shell-averaged constant magnetic-to-thermal pressure ratio
XB,ICM = PB/Pth throughout the cluster. The three com-
ponents of the magnetic field Bi (i ∈ {1, 2, 3}) are treated
independently to ensure that the final distribution of B(x )
has a random phase. The large discrepancy between mini-
mum cell size and computational box size necessitates the
interpolation of fields from multiple nested Cartesian grids
with increasing resolution onto our initial setup.
First, we compute Gaussian-distributed field compo-
nents that obey a one-dimensional power spectrum Pi(k),
given by Pi(k) ∝ k2|B˜i(k)|2, with
|B˜i(k)|2 =

A, k < kinj,
A
(
k
kinj
)−11/3
, kinj ≤ k,
(A1)
where A is a normalisation constant, k = |k |, and kinj is the
injection scale of the field. Modes on large scales (k < kinj)
follow a random white-noise distribution while modes in the
inertial range (k > kinj) obey a Kolmogorov power spectrum.
For each magnetic field component, we set up a complex field
such that
[<(B˜i(k)),=(B˜i(k))] = [G1(Λ1,Λ2, σk), G2(Λ1,Λ2, σk)],
(A2)
where Λ1 and Λ2 are uniform random deviates so that
the function Gi(Λ1,Λ2, σk) (i ∈ {1, 2}) returns Gaussian-
distributed values with standard deviation σk = B˜i for every
value of k. We then normalise the spectrum to the desired
variance of the magnetic field components in real space, σB
using Parseval’s theorem,
σ2B =
1
N2
∑
k
|B˜i(k)|2. (A3)
To eliminate overlapping magnetic field lines between dif-
ferent nested meshes, we (i) reorient radial field lines in the
overlap region and (ii) remove the inner part of our coarser
mesh via a spherical tapering function and replace it with
the tapered high-resolution mesh. Since this process intro-
duces divergences in the magnetic field, we iteratively per-
form divergence cleaning steps while accounting for the re-
orientation of radial magnetic field:
(i) Divergence cleaning in Fourier space. We eliminate the
field component in the direction of k, via the projection
operator:
B˜k → B˜k − kˆ(kˆ · B˜k) (A4)
in order to fulfil the constraint ∇ ·B = 0.
(ii) Field rescaling to constant XB,ICM. We rescale the
magnetic field to obtain a constant average value of
〈XB,ICM(r)〉 in thin concentric shells of radius r around the
cluster centre.
(iii) Cleaning and smoothing transition regions between
meshes. In order to prevent interconnecting field lines be-
tween meshes, we force the radial magnetic field lines to
bend in the overlap regions of different meshes. To this end,
we remove the radial component of the magnetic field in real
space via
B˜k → [1− g(r)rˆ rˆ ] B˜k (A5)
where rˆ is the unit radial vector and
g(r) = 1−
∣∣∣∣cos(pi2 x+ ∆x− 1∆x
)∣∣∣∣ (A6)
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for 1 − ∆x < x < 1 + ∆x with x = r/rm and ∆x = 0.05.
The overlap radius of the two meshes is given by rm.
Afterwards, we taper the field strength in the over-
lapping regions of one mesh with a spline fS(x) =
0.5 cos (pi(r − rm)/dm), where the taper width dm is set to
the larger (outer) cell size of the two adjacent meshes. Its
neighbouring mesh uses the spline fC(x) = 1− fS(x).
Steps (i)-(iii) are repeated until the divergence of the mag-
netic field has sufficiently decreased. The resulting field is
interpolated on our adaptive, smoothly varying mesh in the
initial conditions, which are setup in hydrostatic equilib-
rium. To maintain this equilibrium, the temperature is var-
ied according to
nkBδT = −δB
2
8pi
. (A7)
Finally, we relax the mesh with arepo so that a remaining
(small) divergence is cleaned with the Powell algorithm. To
reverse the decrease of the magnetic field strength due to the
conversion from magnetic to turbulent energy, we rescale the
magnetic field with a constant factor and obtain XB,ICM.
APPENDIX B: RESOLUTION STUDY
To test numerical convergence, we compare simulation runs
with the fiducial jet parameters at high and lower res-
olution (cf. Table 2). The overall evolution (Fig. B1) of
the jet remains qualitatively similar. However there are
(smaller) quantitative differences such as the emergence
of Kelvin-Helmholtz instabilities on the jet surface in our
high-resolution simulation. That instability remain dynami-
cally subdominant as the more dominant Rayleigh-Taylor
instability starts to develop. However, the magnetic field
strengths in the ICM remain larger for longer time scales in
comparison to the run at fiducial resolution since we better
resolve magnetic tension due to the lower level of numerical
diffusion. This increased level of magnetic turbulence causes
the bubble to change direction more often at late times.
As discussed in Weinberger et al. (2017), the distance
travelled by the jet is resolution dependent. For this, resolv-
ing the velocity structure of the jet proves crucial. The jet
expands more laterally at lower resolution as the insufficient
width of the velocity gradient area broadens. This spreads
the area of the effective momentum leading to a decrease
of the jet velocity and thus a smaller distance travelled at
lower resolution. However, the properties of CRs remain ro-
bust against changes in resolution (Fig. B2 vs. Fig. 7 ).
Figure B3 compares radial profiles of the Alfve´n heating
rate for our fiducial and high-resolution simulations. Because
higher-resolved jets travel further, the Alfve´n heating rate
is somewhat increased at larger distances for the high res-
olution run. This faster transport to larger distance comes
at the price of a somewhat reduced heating rate at smaller
radii. However, these difference stay below a factor of two,
reinforcing the robustness of our result on CR heating with
respect to numerical resolution.
Even though the increased level of turbulence should be
able to amplify the mixing efficiency, the high-resolution run
shows a significantly lower degree of mixing in comparison
to the fiducial (see Fig. B4). Possible causes of this are (i)
faster transport of CRs to larger distance which delays the
onset of the Rayleigh-Taylor instability and the successive
disruption of the bubble and (ii) better resolved magnetic
field structures in the jet as well as in the draping layer.
Additionally, (iii) increased numerical diffusivity at lower
resolution facilitates mixing.
In conclusion, all discussed results are qualitatively ro-
bust to changes in resolution. However, quantitative find-
ings may be subject to (minor) revision. This is in particu-
lar the case for the transition energy of FRI- and FRII-like
jets, which moves to lower values with increasing resolution,
thus, resolving the discrepancy of our runs with idealised jet
simulations (Massaglia et al. 2016). Here, we choose fidu-
cial (moderate) resolution since we run a comprehensive pa-
rameter study to address the impact of CRs and turbulent
magnetic fields on a large variety of jet luminosities and
activity times. Moreover, this papers also serves as a first
step towards studying self-regulated CR-AGN feedback in
cosmological cluster simulations in which we have resolution
requirements not too dissimilar from the adopted resolution.
APPENDIX C: BUBBLE COOLING
To remain consistent with our definition of the lobe, i.e.,
Xjet < 10
−3, we set the jet tracer threshold for CR acceler-
ation and cooling to Xjet,acc = Xjet,cool = 10
−3. To test the
robustness of our choice, Fig. C1 shows radial profiles of the
CR-induced Alfve´n wave heating rate if we vary Xjet,acc and
Xjet,cool each by one order of magnitude. In the inner 10 kpc,
the CR distributions agree within a factor of a few. Further
out in the vicinity of the bubbles, the radial profiles agree
well. We generally find that changing the cooling threshold
Xjet,cool has a smaller impact than varying the acceleration
threshold Xjet,acc.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B1. Same model as in Fig. 3 at lower resolution with projection dimensions 80 kpc− 50 kpc− 4 kpc. Because magnetic tension
is less well resolved and more affected by numerical diffusion, the external magnetic field strength and turbulent motions are smaller in
amplitude. Moreover, at lower numerical resolution the velocity gradient at the jet foot is not sufficiently resolved, which implies that
the jet does not travel as far as for the high-resolution simulation. Thus, momentum transport is less efficient here.
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Figure B2. Same model as in Fig. 7 at lower resolution with projection dimensions 80 kpc− 50kpc− 4 kpc. The exact distribution of
CRs depends somewhat on resolution because jet distances increases with numerical resolution. However, the quantities related to CR
transport (κcr,A and Hcr) show general agreement with our high-resolution simulation.
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Figure B3. Comparing the Alfve´n-wave heating rate due to
streaming CRs for our low- and high-resolution simulations at
t = 20, 30 and 50 Myr (see also Fig. 8). While the jet in the
high-resolution simulation propagates further, the CR heating
rate drops slightly in the cluster centre by a factor of less than
two.
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Figure B4. Comparing the mixing efficiency of the bubble for
CR simulations at different numerical resolutions (cf. Fig. 6). To
ensure an unbiased comparison we show the normalised volume
covering fraction of a given jet mass fraction V −1 dV/d log(Xjet).
Mixing is suppressed at higher resolutions due to the more
compact jet that propagates to larger distances. The lines are
smoothed for clarity.
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Figure C1. Same as in Fig. 8, here showing profiles of lower
resolution simulations with varying jet tracer thresholds for sub-
grid CR acceleration Xjet,acc and CR Alfve´n cooling Xjet,cool at
30 Myr. Varying the thresholds by an order of magnitude in both
directions, the resulting heating rate differs at most by a factor
of a few at small radii and converges at large radii.
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