Abstract-Random input/output (RIO) code is a coding scheme that enables reading of one logical page using a single read threshold in multilevel flash memory. The construction of RIO codes is equivalent to the construction of WOM codes. Parallel RIO (P-RIO) code is a RIO code that encodes all pages in parallel. In this paper, we utilize coset coding with Hamming codes to construct P-RIO codes. Coset coding is a technique that constructs WOM codes using linear binary codes. We leverage the information on the data of all pages to encode each page. Our constructed codes store more pages than RIO codes constructed via coset coding.
I. INTRODUCTION
Flash memory is the prevalent type of non-volatile memory in use today, and flash devices are employed in universal serial bus (USB) memory technology, solid state drives (SSD), and mobile applications. Flash memory consists of an array of cells, in which information bits are stored in the form of the amount of charge. In conventional flash memory, one cell stores a single bit and the information is read using a single read threshold. Recently, multilevel flash memory technology has been introduced. In multilevel flash memory, each cell can represent one of more than two levels, and these levels are distinguished by multiple read thresholds. We consider the triple-level cell (TLC), which is currently being utilized in multilevel flash memory. A TLC can represent one of eight levels, that is, it stores three bits. Each level corresponds to a three-bit sequence, as shown in Table I , and each bit represents one logical page. Then, a group of such cells stores three logical pages, referred to as pages 1-3. To read pages 1-3, the required numbers of read thresholds are 1, 2, and 4, respectively. Therefore, the average number of read thresholds is 2.33. As stated above, multiple read thresholds are required to read a single logical page in multilevel flash memory. However, the use of a large number of read thresholds degrades the read performance of the flash memory device.
To solve this problem, the random input/output (RIO) code has been proposed by Sharon and Alrod [1] . This is a coding scheme in which one logical page can be read using a single read threshold. Further, Sharon and Alrod showed that the construction of the RIO code is equivalent to the construction of the WOM code [1] .
In the WOM code, the data are stored sequentially. Therefore, when data are encoded, the subsequent data are unknown. In the RIO code, however, the data of all logical pages are stored simultaneously; thus, all the data are known in advance. Previously, Yaakobi and Motwani proposed the parallel RIO (P-RIO) code, in which the encoding of each page is performed in parallel [2] . These researchers demonstrated P-RIO codes having parameters for which WOM codes or RIO codes do not exist. In addition, they proposed an algorithm to construct a P-RIO code via a computer search. However, the complexity of this algorithm increases exponentially with the code length.
In this paper, P-RIO codes are constructed using coset coding. Coset coding, introduced by Cohen, Godlewski, and Merkx, is a technique that constructs WOM codes using linear binary codes [3] . When Hamming codes are used as the linear codes, we leverage the information on the data of all logical pages to construct the P-RIO codes. Our constructed codes store more pages than RIO codes constructed via coset coding with Hamming codes. The remainder of the paper is structured as follows. In section II, some preliminary notation and definitions are presented, whereas the construction of P-RIO codes using coset coding is demonstrated in section III. The details of all cases are found in the full version of this paper [4] . Section IV contains a brief concluding section.
II. PRELIMINARIES
We first present some preliminary definitions and notation. For a positive integer n, we define [n] = {1, . . . , n}. In addition, for two vectors x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), 
A. WOM Code
In a WOM, a cell stores a single bit and its content can be changed from 0 to 1; however, it cannot be changed from 1 to 0. Rivest and Shamir have proposed a WOM code that allows multiple writings into WOM [5] .
Definition 1: An [n, l, t] WOM code is a coding scheme that permits the writing of l data bits into n cells t times. This scheme is defined by t pairs of encoding and decoding map
Encoding map E i is defined by
where
such that
Example 1: Previously, Rivest and Shamir presented the [3, 2, 2] WOM code [5] , which is shown in Table II .
B. Coset Coding
In this paper, a linear binary code of length n and dimension k is referred to as an (n, k) code. Coset coding is used to construct an [n, n − k, t] WOM code using an (n, k) code C, where t depends on C [3] . Let H be the parity check matrix
The following theorem has been proven in [3] . 
C. RIO Code
In this paper, it is assumed that each cell of the flash memory represents one of t + 1 levels {0, 1, . . . , t}. These levels are distinguished by t different read thresholds. For each i ∈ [t], we denote the threshold between levels (i − 1) and i by i. For the state of n cells e = (e 1 , . . . , e n ) ∈ {0, . . . , t} n , the 
RIO code is a coding scheme that stores t pages in a (t + 1)-level flash memory, such that page i can be read using read 
Definition 2: An [n, l, t] RIO code is a coding scheme that enables the storage of t pages of l data bits in n (t + 1)-level cells, such that each page can be read using a single read threshold. For each i ∈ [t], the encoding map of page i, E i , is defined by
where 
such that Table III . As an example, let the data of pages 1 and 2 be 10 and 01, respectively. Then, from Table  II , E 1 (10, 000) = 010 and E 2 (01, 010) = 011. Therefore, the cell state is 021.
D. P-RIO Code
In the RIO code, each page encoding depends on the data of the page and the previous pages. In contrast, for P-RIO code, information on the data of all pages is leveraged during the encoding of each page [2] . where (c 1 , . . . , c t ) = E(d 1 , . . . , d t ) .
such that where (c 1 , . . . , c t ) = E(d 1 , . . . , d t ) . If the cell state is e ∈ {0, . . . , t} n , the argument of
The sum-rate of the [n, l, t] P-RIO code is defined as lt/n.
An algorithm to construct P-RIO code has been proposed in a previous study [2] , and run to yield P-RIO codes that store two pages for moderate code lengths. These codes have parameters for which RIO codes do not exist [2] .
In this study, we use coset coding to construct P-RIO codes. When Hamming codes are used as the linear codes, from Theorem 1, [7, 3, 3] RIO code and [15, 4, 6] RIO code can be constructed. Then, we leverage the information on the data of all pages to construct P-RIO codes that store more pages than these RIO codes. Our P-RIO codes have higher sum-rates than those RIO codes with the same code length. Note that the number of levels that each cell can represent must be increased when the number of pages increases.
III. CONSTRUCTION OF P-RIO CODE USING COSET CODING
Prior to construction of P-RIO codes using coset coding, we first discuss several properties.
A. Properties
We have the following theorem. Theorem 2: Let H be the parity check matrix of (n, k) code C. A sufficient condition ensuring construction of an [n, n − k, t] P-RIO code using coset coding with code C is as follows. For any s 1 , . . . , s t ∈ {0, 1} n−k , there exist
n that satisfy the following conditions: 
Proof: Please see [4] . 
V (s 1 ) = {{σ(1)}, {σ(2), σ(3)}, {σ(4), σ(5)}, {σ(6), σ(7)}, {σ(8), σ(9)}, {σ(10), σ(11)}, {σ(12), σ(13)}, {σ(14), σ(15)}}, V (s 2 ) = {{σ(2)}, {σ(1), σ(3)}, {σ(4), σ(6)}, {σ(5), σ(7)}, {σ(8), σ(10)}, {σ(9), σ(11)},

{σ(12), σ(14)}, {σ(13), σ(15)}},
V (s 3 ) = {{σ(4)}, {σ(1), σ(5)}, {σ(2), σ(6)}, {σ(3), σ(7)}, {σ(8), σ(12)}, {σ(9), σ(13)}, {σ(10), σ(14)}, {σ(11), σ(15)}}. (b) If s 1 + s 2 = s 3 , V (s 1 ) = {{σ(1)}, {σ(2), σ(3)}, {σ(4), σ(5)}, {σ(6), σ(7)}, {σ(8), σ(9)}, {σ(10), σ(11)}, {σ(12), σ(13)}, {σ(14), σ(15)}}, V (s 2 ) = {{σ(2)}, {σ(1), σ(3)}, {σ(4), σ(6)}, {σ(5), σ(7)}, {σ(8), σ(10)}, {σ(9), σ(11)}, {σ(12), σ(14)}, {σ(13), σ(15)}}, V (s 3 ) = {{σ(3)}, {σ(1), σ(2)}, {σ(4), σ(7)}, {σ(5), σ(6)}, {σ(8), σ(11)}, {σ(9), σ(10)},
{σ(12), σ(15)}, {σ(13), σ(14)}}.
Proof: Please see [4] .
B. Construction of [7, 3, 4] P-RIO Code
Let C be a (7, 4) Hamming code. 
For each s ∈ {0, 1} 3 \ {000}, V (s) is as follows [6] .
For some s 1 , . . . , s 4 ∈ {0, 1} 3 , we obtain x 1 , . . . , x 4 ∈ {0, 1} 7 that satisfy the conditions of Theorem 2. For example, we consider the following three cases.
Case : s 1 = 111, s 2 = 100, s 3 = 110, and s 4 = 101.
, and I(x 4 ) = {5}. Therefore, x 1 = 0000001, x 2 = 1000000, x 3 = 0010000, and x 4 = 0000100.
Case : s 1 = 001, s 2 = 110, s 3 = 100, and s 4 = 001.
, and I(x 4 ) = {2, 6}. Therefore, x 1 = 0001000, x 2 = 0010000, x 3 = 1000000, and x 4 = 0100010.
Case : s 1 = 010, s 2 = 101, s 3 = 010, and s 4 = 101.
, and I(x 4 ) = {3, 6}. Therefore, x 1 = 0100000, x 2 = 1001000, x 3 = 0000101, and x 4 = 0010010.
In general, for any s 1 , s 2 , s 3 , s 4 ∈ {0, 1} 3 , we have
7 , which satisfy the conditions of Theorem 2 as described below. 
Hence, let I(x 1 ) = {σ(1)}, I(x 2 ) = {σ(2), σ(3)}, I(x 3 ) =  {σ(4), σ(6)}, and I(x 4 ) = {σ(5), σ(7) 
