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Vitesse dans le théorème limite entral pour ertains proessus
stationnaires fortement déorrélés
Stéphane Le Borgne et Françoise Pène
Résumé : Nous prouvons un théorème limite entral ave vitesse en n−1/2 pour les proessus station-
naires vériant une hypothèse de déorrélation forte. La démonstration est une modiation de la preuve
du théorème de Rio. Elle est élémentaire mais longue et alulatoire. Nous montrons dans [12℄ omment
obtenir la déorrélation forte apparaissant dans l'hypothèse du théorème dans le as de ertains systèmes
dynamiques quasi-hyperboliques.
Abstrat : We prove a entral limit theorem with speed n−1/2 for stationary proesses satisfying a strong
deorrelation hypothesis. The proof is a modiation of the proof of a theorem of Rio. It is elementary
but quite long and tehnial.
1 Le théorème et sa démonstration
Nous onsidérons un système dynamique probabilisé (Ω,F , ν, T ). Nous notons E [·] l'espérane rela-
tivement à la mesure ν :
E[f ] :=
∫
Ω
f dν.
Pour toute fontion f, g dans L2(Ω, ν) à valeurs omplexes, nous rappelons la dénition de la ovariane
de f et g :
Cov(f, g) = E [fg]−E [f ]E [g] .
Nous onsidérons la suite de variables aléatoires (Xk)k≥0 dénie par Xk = f ◦ T k où f : Ω → R est une
fontion mesurable bornée et ν-entrée.
Pour tout entier naturel n, nous notons Sn :=
∑n
k=1Xk, ave la onvention S0 = 0. Rappelons tout
d'abord le résultat suivant (prouvé dans [7℄) qui résulte de la preuve de Rio [16℄.
Théorème 1.1 ([16℄) Soit (Xk)k≥0 une suite stationnaire de variables aléatoires réelles bornées entrées
dénies sur un même espae probabilisé telle que, pour tous entiers naturels a, b, c vériant a+ b+ c ≤ 3
on a :∑
j≥1
j. sup
i≤i+j≤i+k≤i+l
sup
F∈L
∥∥∥E [Xi+jaXi+kbXi+lc|X0, ..., Xi]−E [Xi+jaXi+kbXi+lc]∥∥∥∞ < +∞. (1)
Alors, la limite suivante existe :
σ := lim
n→+∞
1√
n
(
E
[
Sn
2
]) 1
2 .
Si σ = 0, alors la suite (Sn)n est bornée dans L
2
.
Si σ > 0, alors la suite de variables aléatoires
(
Sn√
n
)
n≥1
onverge en loi vers une variable aléatoire N
de loi normale entrée de variane σ2 et il existe un nombre réel B > 0 tel que, pour tout entier n ≥ 1,
on ait :
sup
x∈R
∣∣∣∣ν
(
Sn√
n
≤ x
)
−P(N ≤ x)
∣∣∣∣ ≤ B√n.
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En étudiant en détail la preuve de Rio, on s'aperçoit qu'il utilise en fait la propriété suivante (qui déoule
de la propriété (1) et peut la remplaer dans l'énoné de son théorème) : pour toute fontion ontinue
F : R3 → R et tous entiers 0 ≤ j ≤ k ≤ l ≤ l+ p ≤ l + q ≤ l + s, on a :∣∣∣Cov (F (Sj−1, Xj , Xk, Xl) , Xl+paXl+qbXl+sc)∣∣∣ ≤ C ‖F (Sj−1, Xj, Xk, Xl)‖L1 ϕp ave ∑
p≥1
pϕp < +∞.
En fait, on peut enore aaiblir les hypothèses. En utilisant la méthode de Rio, nous allons montrer le
résultat suivant.
Théorème 1.2 Soit (Xk)k≥0 une suite stationnaire de variables aléatoires réelles bornées entrées dénies
sur un même espae probabilisé telle qu'il existe trois nombres réels C ≥ 1, M ≥ max (1, ‖X0‖∞) et
r ≥ 0 et une suite de nombres réels (ϕp,l)p majorées par 1 vériant
∑
p≥1 pmaxl=0,..., pr+1 ϕp,l < +∞
tels que pour tous entiers naturels a, b, c vériant a + b + c ≤ 3, pour tous entiers j, k, l, p, s vériant :
1 ≤ j ≤ k ≤ l ≤ l + p ≤ l + q ≤ l + s, pour toute fontion diérentiable F : R3 → R telle que
F (Sj−1, Xj, Xk, Xl) soit intégrable, nous avons :∣∣∣Cov (F (Sj−1, Xj , Xk, Xl) , Xl+paXl+qbXl+sc)∣∣∣ ≤
≤ C
(
‖F (Sj−1, Xj, Xk, Xl)‖L1 +
∥∥∥∥∥ sup|u|,|v|,|w|,|x|≤M |DF (Sj−1 + u,Xj + v,Xk + w,Xl + x) |∞
∥∥∥∥∥
L1
)
ϕp,s−p.
(2)
Alors, on a les mêmes onlusions que dans le théorème 1.1.
Remarquons tout d'abord que, la suite (Xk)k≥0 étant stationnaire, pour tout n ≥ 1, on a :
E
[(
Sn√
n
)2]
= E[X0
2] + 2
n∑
k=1
(
1− k
n
)
E[X0Xk]. (3)
La ondition de déorrélation (2) assure don l'existene de σ et le fait que l'on a :
σ2 = E
[
X0
2
]
+ 2
∑
k≥1
E [X0Xk] .
De plus, d'après la formule (3), on a :∣∣E [Sn2]− nσ2∣∣ ≤ 2∑
k≥1
k |E[X0Xk]| ≤ 4CM
∑
k≥1
kϕk,0.
Ainsi, si σ = 0, alors la suite de variables aléatoires (Sn)n≥1 est bornée dans L2(Ω,R).
Supposons à présent σ > 0. Dans la suite, nous supposons que σ = 1 (on peut toujours s'y ramener,
quitte à remplaer Xk par
Xk
σ ).
1.1 Les grandes lignes de la preuve
L'idée de la preuve est d'utiliser un raisonnement par réurrene. Avant de nous laner dans la preuve
tehnique du théorème, nous en expliquons la démarhe.
Nous voulons montrer l'existene d'un nombre réel A ≥ 1 tel que la propriété (Pn(A)) suivante soit
vériée pour tout entier n ≥ 2 :
(Pn(A)) : ∀k = 1, ...n− 1, sup
x∈R
∣∣∣∣ν
(
Sk√
k
≤ x
)
−P(N ≤ x)
∣∣∣∣ ≤ A√
k
.
Posons Vn := E
[
Sn
2
]
et vn := E
[
Sn
2
]−E [Sn−12]. Nous avons alors :
vn = E
[
(Sn−1 +Xn)2 − Sn−12
]
= E [Xn (2Sn−1 +Xn)]
= E[X0
2] + 2
∑
k=1,...,n−1
E [X0Xk] .
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Ainsi la suite (vn)n≥1 onverge vers σ2 = 1. Il existe don un entier n0 ≥ 1 tel que, pour tout n ≥ n0,
on a : vn ≥ 12 . Dans la suite, nous supposons l'existene d'une suite (Ni)i≥0 de variables aléatoires
indépendantes identiquement distribuées de loi normale entrée réduite et indépendante de la suite de
variables aléatoires (Xk)k≥0. L'essentiel de la preuve est l'établissement du résultat suivant :
Proposition 1.1.1 Sous les hypothèses du théorème 1.2, il existe un nombre réel K ≥M et une fontion
ψ : [1,+∞]→]0; +∞[ ontinue déroissante vériant limε→+∞ ψ(ε) = 0 tels que pour tout entier n ≥ 6n0
et tout nombre réel A ≥M , si on a (Pn(A)), alors on a, pour tout ε ≥ 1, :
sup
x∈R
|ν ({Sn + εY ≤ x})− ν ({Sn0−1 + Tn0−1,n + εY ≤ x})| ≤
K√
n
(1 +Aψ(ε)) ,
où Y et Tn0−1,n sont deux variables aléatoires indépendantes et indépendantes de (Xk)k≥0 de lois normales
entrées de varianes respetives 1 et Vn − Vn0 .
Montrons à présent omment e résultat nous permet de onlure.
1. Nous remarquons tout d'abord que, pour tout A ≥ √6n0, la propriété (P6n0(A)) est vériée.
2. Montrons qu'il existe un nombre réel A0 ≥M tel que, pour tout entier n ≥ 6n0 et tout nombre réel
A ≥ A0, on a : (Pn(A))⇒ (Pn+1(A)).
Soit un entier n ≥ 6n0 et un nombre réel A ≥M tels qu'on ait (Pn(A)). Alors, d'après la proposition
1.1.1, nous avons :
sup
x∈R
|ν ({Sn + εY ≤ x})− ν ({Sn0−1 + Tn0−1,n + εY ≤ x})| ≤
K√
n
(1 +Aψ(ε)) .
D'autre part, si Tn est une variable aléatoire de loi normale N (0, Vn) indépendante de Y , alors nous
avons :
|ν ({Sn0−1 + Tn0−1,n + εY ≤ x})− ν ({Tn + εY ≤ x})| ≤ C0n0M2
1
n
.
Ainsi, il existe une onstante K ′ ≥ 1 (indépendante de n ≥ 6n0 et de A ≥M) telle que :
sup
x∈R
|ν ({Sn + εY ≤ x})− ν ({Tn + εY ≤ x})| ≤ K
′
√
n
(1 +Aψ(ε)) .
Notons εA l'unique réel εA ∈
[
K′
3 ,+∞
[
tel que
7
2 (K
′(1 +Aψ(εA))) = 3εA. L'existene et l'uniité
de εA résulte de la déroissane de la fontion ε 7→ 72K ′(1 + Aψ(ε)) et de la strite roissane de
ε 7→ 3ε sur
[
K′
3 ,+∞
[
. D'après le lemme 2 de Rio, nous en déduisons que nous avons :
sup
x∈R
|ν ({Sn ≤ x})− ν ({Tn ≤ x})| ≤ 3εA√
n
=
7
2
K ′√
n
(1 +Aψ(εA)
Nous avons ainsi montré l'existene d'un nombre réel K” ≥ 1 tel que, pour tout entier n ≥ 6n0 et
tout nombre réel A ≥M , nous avons :
(Pn(A)) ⇒ (Pn+1 (K”(1 +Aψ(εA)))) ,
où εA est l'unique réel εA ∈
[
K
3 ,+∞
[
tel que (K”(1 +Aψ(εA))) = 3εA.
Puis nous montrons qu'il existe un A0 tel que, pour tout A ≥ A0, on a 3εA ≤ A. En eet, on a
limA→+∞ εA = +∞ ar A 7→ εA est roissante et ne peut-être majorée sinon A 7→ ψ(εA) serait
minorée par un nombre m > 0, et on aurait : 3εA ≥ K”Aψ(εA) ≥ K”Am. Il existe don un A0 tel
que, pour tout A ≥ A0, on a : K” ≤ A2 et K”Aψ(εA) ≤ A2 et don 3εA = K”(1 +Aψ(εA)) ≤ A.
Ainsi, pour tout nombre réel A ≥ max(A0,
√
6n0), on a : (P6n0(A)) et, pour tout n ≥ 6n0, (Pn(A)) ⇒
(Pn+1(A)).
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1.2 La démonstration de la proposition 1.1.1
Soit un entier n ≥ n0. Nous nous donnons une suite de variables aléatoires indépendantes (Yk)k≥n0
dénies sur (Ω,F , ν) indépendante de (Xk)k≥0 telle que Yk est de loi normale entrée de variane vk.
Considérons également une variable aléatoire Y de loi normale entrée réduite dénie sur (Ω,F , ν) in-
dépendante de ((Yk)k≥n0 , (Xk)k≥0) (on peut toujours le faire quitte à se plaer dans un espae plus gros).
Notation 1.2.1 On pose : ∆k(f) = E [f(Sk−1 +Xk)]−E [f(Sk−1 + Yk)].
Pour tous nombres réels ε > 0 et y, on pose : fk,ε,y(x) = ν
(
εY +
∑n
i=k+1 Yi + x ≤ y
)
, ave la
onvention usuelle
∑n
i=k+1 Yi = 0 si k = n.
Remarquons que l'on a :
ν (Sn + εY ≤ y)− ν
(
Sn0−1 + εY +
n∑
i=n0
Yi ≤ y
)
=
n∑
k=n0
∆k (fk,ε,y) .
Nous érivons : ∆k(f) = ∆1,k(f)−∆2,k(f), ave :
∆1,k(f) = E [f(Sk−1 +Xk)]−E [f(Sk−1)]− vk
2
E[f”(Sk−1)]
et
∆2,k(f) = E [f(Sk−1 + Yk)]−E [f(Sk−1)]− vk
2
E[f”(Sk−1)].
Nous présentons à présent les grandes lignes de la preuve de la proposition 1.1.1. Puis nous démontrerons
en détail haun des résultats intermédiaires énonés i-dessous (à l'exeption du lemme 1.2.5).
1.2.1 Quand k n'est pas grand
Lemme 1.2.2 (adaptation du lemme 6 de [16℄) Soit une fontion f : R → R de lasse C3. Nous
avons :
|∆k(f)| ≤ ‖f ′′′‖∞

M3 + 20C2M2(r + 1) k−1∑
p=0
(1 + p)ϕp,0 + 3CM
k−2∑
p=r+1
∑
l=1,...,k−1:(r+1)l≤p
ϕp,l

 .
Lemme 1.2.3 (lemme 5 de [16℄) Pour tout entier k ≥ n0, la fontion fk,ε,y est inniment dérivable
et, pour tout entier i ≥ 1, nous avons :
‖fk,ε,y(i)‖∞ ≤ Ci
(n− k + ε2) i2 ,
en notant Ci := 2
i
2 ‖φ(i−1)‖∞, où φ désigne la fontion densité de la loi normale entrée réduite.
Proposition 1.2.4 Pour tous nombres réels y et ε ≥ 1, on a :
n−⌊n3 ⌋−1∑
k=n0
|∆k (fk,ε,y)| ≤ 1√
n
8
√
3√
pie

M3 + 20C2M2 k−1∑
p=0
(1 + p)ϕp,0 + 3CM
k−2∑
p=r+1
⌊ pr+1⌋∑
l=1
ϕp,l

 .
Preuve de la proposition 1.2.4. Remarquons tout d'abord que, d'après le lemme 1.2.3, nous avons :
‖fk,ε,y ′′′‖∞ ≤ 4√
pie
1
(n− k + ε2) 32 .
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Ainsi, d'après le lemme 1.2.2, on a :
n−⌊n3 ⌋−1∑
k=n0
|∆k(fk,ε,y)| ≤ 4√
pie
n−1∑
k=⌊ n3 ⌋+1
1
(k + 1)
3
2
(
M3 + 20C2M2
k−1∑
p=0
(1 + p)ϕp,0
+3CM
k−2∑
p=r+1
∑
l=1,...,k−1:(r+1)l≤p
ϕp,l


≤ 1√
n
8
√
3√
pie
(
M3 + 20C2M2
k−1∑
p=0
(1 + p)ϕp,0
+3CM
k−2∑
p=r+1
∑
l=1,...,k−1:(r+1)l≤p
ϕp,l

 ,
qfd.
1.2.2 Quand les k sont grands
Nous allons à présent nous intéresser aux quantités ∆k (fk,ε,y) lorsque k ≥ n−
⌊
n
3
⌋
. Nous allons utiliser
les mêmes idées que elles de la preuve du lemme 1.2.2 (formules de Taylor et sommes glissantes). Nous
aurons besoin de majorations plus nes (faisant intervenir des ontrles en norme 1 au lieu de ontrles
en norme innie).
La preuve du lemme suivant est identique à elle du lemme 7 de [16℄. Elle utilise le lemme 1.2.3 et les
majorations établies dans les lemmes 3 et 4 de [16℄ sous des hypothèses générales.
Lemme 1.2.5 (adaptation du lemme 7 de [16℄) Pour tout entier i ≥ 1, il existe une onstante Ki
telle que, pour tout entier n ≥ 6n0, tout entier k ≥ n −
⌊
n
3
⌋
, tout entier l ∈ [n3 ; k], tout nombre réel
A ≥M , si la propriété (Pn(A)) est vériée, alors on a :
sup
a∈R
E
[
sup
z∈[−3M ;3M ]
∣∣∣fk,ε,y(i)(Sl + a− z)∣∣∣
]
≤ Ki√
n
(
A
(n− k + ε2) i2 +
1
(n− k + ε2) i−12
)
(4)
et
sup
a∈R
∣∣∣E [fk,ε,y(i)(Sl + a)]∣∣∣ ≤ Ki√
n
(
A
(n− k + ε2) i2 +
1
n
i−1
2
)
. (5)
Remarquons tout d'abord que, d'après une estimation de |∆2,k(f)| établie dans la preuve du lemme
1.2.2 (f. formule (14) et le lemme 1.2.5, nous avons le résultat suivant.
Lemme 1.2.6 Soit un entier n ≥ 6n0 et un nombre réel A ≥ M . Si la propriété (Pn(A)) est vériée,
alors, pour tout entier k = n− ⌊n3 ⌋ , ..., n− 1, on a :
|∆2,k (fk,ε,y)| ≤ 4
√
pi
3
√
6
K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
(CM)
3
2
k−1∑
p=0
(1 + p)ϕp,0. (6)
Intéressons nous à présent à ∆1,k (fk,ε,y). Le ontrle de ette quantité est plus diile. Nous établis-
sons le résultat suivant.
Lemme 1.2.7 Il existe un nombre réel K˜ (ne dépendant que de K1, K2, K3, K4, C, M et r) tel que,
pour tout entier n ≥ 6n0 et tout nombre réel A ≥M , si la propriété (Pn(A)) est vériée, alors, pour tout
entier k = n− ⌊n3 ⌋ , ..., n− 1, on a :
|∆1,k (fk,ε,y)| ≤ K˜√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
+
Aγ√n−k
n− k + ε2 +
Aδ√n−k√
n− k + ε2 + ϕ⌊
√
n−k⌋+1,0
)
, (7)
5
ave αm := 1+
∑⌊m⌋
p=1 pζp, βm := 1+
∑⌊m⌋
p=1 ζp et γm :=
∑⌊m⌋
p=
⌊
m
(r+2)2
⌋ ζp et δm :=∑+∞p=⌊m⌋+1 ζpp , en notant
ζp := pmaxj=0,...,⌊ pr+1⌋ ϕp,j .
1.2.3 Conlusion
Ahevons la preuve de la proposition 1.1.1. Soit un entier n ≥ 6n0 et un nombre réel A ≥M tels que
(Pn(A)) soit vériée. Soit un nombre réel ε ≥ 1 et un nombre réel y quelonque.
Rappelons que nous avons :
ν (Sn + εY ≤ y)− ν (Sn0−1 + Tn0−1,n + εY ≤ y) =
n∑
k=n0
∆k (fk,ε,y) ,
en notant Tn0−1,n :=
∑n
i=n0
Yi. Alors, d'après la proposition 1.2.4, nous avons :
n−⌊n3 ⌋−1∑
k=n0
|∆k (fk,ε,y)| ≤ K”1√
n
,
où la onstante K”1 est indépendante de (n,A, ε, y).
D'autre part, d'après le lemme 1.2.6, on a :
n∑
k=n−⌊n3 ⌋
|∆2,k (fk,ε,y)| ≤ K”2√
n

1 +A∑
l≥0
1
(l + ε2)
3
2

 . (8)
D'autre part, d'après le lemme 1.2.7, nous avons :
|∆1,k (fk,ε,y)| ≤ K˜√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
+
Aγ√n−k
n− k + ε2 +
Aδ√n−k√
n− k + ε2 + ϕ⌊
√
n−k⌋+1,0
)
,
ave αm = 1 +
∑⌊m⌋
p=1 pζp, βm = 1 +
∑⌊m⌋
p=1 ζp et γm =
∑⌊m⌋
p=
⌈
m
(r+1)2
⌉ ζp et δm = ∑+∞j=⌊m⌋+1 ζjj , en notant
ζp := pmaxj=0,...,⌊ pr+1⌋ ϕp,j . Nous faisons la somme sur k ∈
{
n− ⌊n3 ⌋ , ..., n} et ontrlons haun des
termes.
1. Contrle du premier terme :
n∑
k=n−⌊ n3 ⌋
Aα√n−k
(n− k + ε2) 32 = A
⌊n3 ⌋∑
l=0
1 +
∑⌊√l⌋
p=1 pζp
(l + ε2)
3
2
≤ A



∑
l≥0
1
(l + ε2)
3
2

+
√
n∑
p=1

∑
l≥p2
1
(l + ε2)
3
2

 pζp

 .
D'où :
n∑
k=n−⌊n3 ⌋
Aα√n−k
(n− k + ε2) 32 ≤ A



∑
l≥0
1
(l + ε2)
3
2

+
√
n∑
p=1
2√
p2 + ε2 − 1pζp

 . (9)
2. Contrle du seond terme :
n∑
k=n−⌊n3 ⌋
β√n−k
n
≤ 1 +
∑
p≥1
ζp. (10)
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3. Contrle du troisième terme :
n∑
k=n−⌊n3 ⌋
Aγ√n−k
n− k + ε2 ≤
⌊n3 ⌋∑
l=0
Aγ√l
l+ ε2
≤ A
⌊√n⌋∑
p=0
p2(r+2)4∑
l=p2
1
l + ε2
ζp
D'où :
n∑
k=n−⌊ n3 ⌋
Aγ√n−k
n− k + ε2 ≤ A
∑
p≥0
ln
(
p2(r + 2)4 + ε2
p2 − 1 + ε2
)
ζp. (11)
4. Contrle du quatrième terme :
n∑
k=n−⌊ n3 ⌋
Aδ√n−k√
n− k + ε2 ≤ A
⌊n3 ⌋∑
l=0
1√
l + ε2
+∞∑
p=⌊
√
l⌋+1
ζp
p
≤ A
∑
p≥1
p2∑
l=0
1√
l + ε2
ζp
p
≤ A
∑
p≥1
2
(√
p2 + ε2 −
√
ε2 − 1
) ζp
p
.
Ainsi, on a :
n∑
k=n−⌊ n3 ⌋
Aδ√n−k√
n− k + ε2 ≤ A
∑
p≥1
2(1 + p2)√
p2 + ε2
ζp
p
. (12)
5. Contrle du dernier terme :
n∑
k=n−⌊n3 ⌋
ϕ⌊√n−k⌋+1,0 =
⌊n3 ⌋∑
l=0
ϕ⌊√l⌋+1,0
≤
∑
p≥1
#
{
l : ⌊
√
l⌋ = p
}
ϕp,0.
D'où :
n∑
k=n−⌊n3 ⌋
ϕ⌊√n−k⌋+1,0 ≤
∑
p≥1
(2p+ 1)ϕp,0. (13)
qfd.
2 Les aluls pour les petits k
Rappelons l'énoné du lemme 1.2.2 :
Lemme 1.2.2 Soit une fontion f : R→ R de lasse C3. Nous avons :
|∆k(f)| ≤ ‖f ′′′‖∞

M3 + 20C2M2(r + 1) k−1∑
p=0
(1 + p)ϕp,0 + 3CM
k−2∑
p=r+1
∑
l=1,...,k−1:(r+1)l≤p
ϕp,l

 .
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Preuve du lemme 1.2.2. Nous érivons à nouveau : ∆k(f) = ∆1,k(f)−∆2,k(f), ave :
∆1,k(f) = E [f(Sk−1 +Xk))−E [f(Sk−1)]− vk
2
E[f”(Sk−1)]
et
∆2,k(f) = E [f(Sk−1 + Yk))− E [f(Sk−1)]− vk
2
E[f”(Sk−1)].
Comme Yk est indépendante de Sk−1 et est de loi normale entrée de variane vk, on a :
|∆2,k(f)| =
∣∣∣∣E
[
f (Sk−1 + Yk)− f (Sk−1)− 1
2
f” (Sk−1)Yk2
]∣∣∣∣
≤
∣∣∣∣E
[
1
2
∫ 1
0
(1− t)2f ′′′(Sk−1 + tYk) dt.Yk3
]∣∣∣∣
≤ 1
2
∫ 1
0
(1− t)2 sup
a∈R
|E [f ′′′(Sk−1 + a)]|E
[|Yk|3] dt
≤ 1
6
sup
a∈R
|E [f ′′′(Sk−1 + a)]|E
[|Yk|3]
≤ 2
3
√
2pi
sup
a∈R
|E [f ′′′(Sk−1 + a)]| vk 32 ,
ar E
[
|Yk|3
]
≤ 4vk
3
2√
2pi
. Or, d'après l'expression de vk et l'hypothèse (2), on a : vk ≤ 2CM
∑k−1
p=0 ϕp,0. En
utilisant l'inégalité de Hölder et le fait que ϕp,0 ≤ 1, on peut montrer (f. [16℄ page 264) que l'on a :
vk
3
2 ≤ (4CM) 32 pi√
6
k−1∑
p=0
(1 + p)ϕp,0.
Ainsi, nous avons :
|∆2,k(f)| ≤ 8
√
pi
3
√
3
sup
a∈R
|E [f ′′′(Sk−1 + a)]| (CM) 32
k−1∑
p=0
(1 + p)ϕp,0. (14)
Nous allons à présent ontrler ∆1,k(f). Nous avons :
∆1,k(f) = E
[
f (Sk−1 +Xk)− f (Sk−1)− 1
2
f” (Sk−1) vk
]
= E
[
f ′ (Sk−1)Xk +
1
2
f” (Sk−1)
(
Xk
2 − vk
)
+
1
6
f ′′′ (Sk−1 + θkXk)Xk3
]
,
où θk est une variable aléatoire à valeurs dans [0; 1]. Rappelons d'autre part que :
vk −E
[
Xk
2
]
= 2
k−1∑
i=1
E [XiXk] .
D'où :
∆1,k(f) = E [f
′(Sk−1)Xk] +
1
2
Cov
(
f”(Sk−1), Xk2
)
− E[f”(Sk−1)]
k−1∑
i=1
E[XiXk]
+ E
[
1
6
f ′′′ (Sk−1 + θkXk)Xk3
]
.
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Nous allons ontrler un à un haun des termes du membre de droite de ette égalité. On a :∥∥∥∥16f ′′′ (Sk−1 + θkXk)Xk3
∥∥∥∥
∞
≤ 1
6
‖f ′′′‖∞M3. (15)
D'autre part on a :
∣∣Cov (f”(Sk−1), Xk2)∣∣ ≤ k−1∑
i=1
∣∣Cov (f”(Si)− f”(Si−1), Xk2)∣∣
≤ C (‖f ′′′‖∞M + 2‖f ′′′‖∞)
k−1∑
p=1
ϕp,0,
en utilisant (2). D'où : ∣∣Cov (f”(Sk−1), Xk2)∣∣ ≤ 3CM‖f ′′′‖∞ k−1∑
p=1
ϕp,0. (16)
Il nous reste à ontrler la quantité E [f ′(Sk−1)Xk]−E[f”(Sk−1)]
∑k−1
i=1 E[XiXk]. On a :
f ′(Sk−1) =
k−1∑
i=1
(f ′(Si)− f ′(Si−1)) =
k−1∑
i=1
(
f”(Si−1)Xi +
∫ Si
Si−1
(Si − t)f ′′′(t) dt
)
.
Nous avons don :
E [f ′(Sk−1)Xk]−E[f”(Sk−1)]
k−1∑
i=1
E[XiXk] =
k−1∑
i=1
(Cov (f”(Si−1), XiXk) (17)
+
k−1∑
i=1
E [f”(Si−1)− f”(Sk−1)]E[XiXk]
+
k−1∑
i=1
Cov
(∫ Si
Si−1
(Si − t)f ′′′(t) dt,Xk
))
.
À l'aide de (2), nous obtenons :
|E [f”(Si−1)− f”(Sk−1)]| |E[XiXk]| ≤ ‖f ′′′‖∞CM2(k − i)ϕk−i,0
et don : ∣∣∣∣∣
k−1∑
i=1
E[XiXk]E[f”(Si−1)− f”(Sk−1)]
∣∣∣∣∣ ≤ ‖f ′′′‖∞CM2
k−1∑
p=1
pϕp,0.
De plus, à l'aide de (2), nous avons :∣∣∣∣∣Cov
(∫ Si
Si−1
(Si − t)f ′′′(t) dt,Xk
)∣∣∣∣∣ ≤ C (‖f ′′′‖∞M2 + 4‖f ′′′‖∞M)ϕk−i,0
et don :
k−1∑
i=1
∣∣∣∣∣Cov
(∫ Si
Si−1
(Si − t)f ′′′(t) dt,Xk
)∣∣∣∣∣ ≤ 5C‖f ′′′‖∞M2
k−1∑
p=1
ϕp,0. (18)
Il nous reste à ontrler le premier moreau du membre de droite de (17). Pour tout entier i = 1, ..., k−1,
en notant j = ji := max(0, (r + 2)i− (r + 1)k), à l'aide de 2, nous avons :
|Cov ((f”(Si−1)− f”(Sj))Xi, Xk))| ≤
i−1∑
m=j+1
|Cov ((f”(Sm)− f”(Sm−1))Xi, Xk)|
≤ 5C‖f ′′′‖∞M2(i− j − 1)ϕk−i,0
9
et
|E [f”(Si−1)− f”(Sj)]|E[XiXk] ≤ ‖f ′′′‖∞CM2(i− j − 1)ϕk−i,0.
Ainsi, on a :
k−1∑
i=1
|Cov ((f”(Si−1)− f”(Sj)), XiXk)| ≤ 6CM2‖f ′′′‖∞(r + 1)
k−1∑
p=1
pϕp,0. (19)
Si (r + 2)i − (r + 1)k ≤ 0, alors j = 0 et don Cov (f”(Sj), XiXk) = 0. Pour tout i = 1, ..., k tel que
(r + 2)i− (r + 1)k > 0, on a :
|Cov (f”(Sj), XiXk)| ≤
j∑
l=1
|Cov (f”(Sl)− f”(Sl−1), XiXk)|
≤ 3CM‖f ′′′‖∞
(r+2)i−(r+1)k∑
l=1
ϕi−l,k−i
≤ 3CM‖f ′′′‖∞
i−1∑
p=(r+1)(k−i)
ϕp,k−i.
Ainsi, on a :
k−1∑
i=1
|Cov (f”(Sj), XiXk)| ≤ 3CM‖f ′′′‖∞
∑
i=1,...,k−1:(r+1)k<(r+2)i
i−1∑
p=(r+1)(k−i)
ϕp,k−i
≤ 3CM‖f ′′′‖∞
∑
j=1,...,k−1:(r+1)j<k
k−l−1∑
p=(r+1)j
ϕp,j
≤ 3CM‖f ′′′‖∞
k−2∑
p=r+1
∑
j=1,...,k−1:(r+1)j≤p
ϕp,j . (20)
qfd.
3 Les aluls pour les grands k
Nous voulons prouver le lemme 1.2.7 dont nous rappelons l'énoné :
Lemme 1.2.7 Il existe un nombre réel K˜ (ne dépendant que de K1, K2, K3, K4, C, M et r) tel que,
pour tout entier n ≥ 6n0 et tout nombre réel A ≥M , si la propriété (Pn(A)) est vériée, alors, pour tout
entier k = n− ⌊n3 ⌋ , ..., n− 1, on a :
|∆1,k (fk,ε,y)| ≤ K˜√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
+
Aγ√n−k
n− k + ε2 +
Aδn,k√
n− k + ε2 + ϕ⌊
√
n−k⌋+1,0
)
,
ave αm := 1 +
∑⌊m⌋
p=1 pζp, βm := 1 +
∑⌊m⌋
p=1 ζp et γm :=
∑⌊m⌋
p=
⌊
m
(r+2)2
⌋ ζp et δn,k := ∑kp=⌊√n−k⌋+1 ζpp , en
notant ζp := pmaxj=0,...,⌊ pr+1⌋ ϕp,j .
Nous ferons un usage répété du résultat suivant dont la preuve est identique à elle du lemme 7 de
[16℄.
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Lemme 1.2.5 Pour tout entier i ≥ 1, il existe une onstante Ki telle que, pour tout entier n ≥ 6n0, tout
entier k ≥ n− ⌊n3 ⌋, tout entier l ∈ [n3 ; k], tout nombre réel A ≥ M , si la propriété (Pn(A)) est vériée,
alors on a :
sup
a∈R
E
[
sup
z∈[−3M ;3M ]
∣∣∣fk,ε,y(i)(Sl + a− z)∣∣∣
]
≤ Ki√
n
(
A
(n− k + ε2) i2 +
1
(n− k + ε2) i−12
)
et
sup
a∈R
∣∣∣E [fk,ε,y(i)(Sl + a)]∣∣∣ ≤ Ki√
n
(
A
(n− k + ε2) i2 +
1
n
i−1
2
)
.
Preuve du lemme 1.2.7. Par soui de lisibilité, nous noterons dans la suite fk pour fk,ε,y. Commençons par
érire∆1,k(fk) omme une somme de termes que nous majorerons ensuite séparément. Un développement
limité ave reste intégral donne :
∆1,k(fk) = E
[
fk(Sk)− fk(Sk−1)− vk
2
f”(Sk−1)
]
= E
[
fk
′(Sk−1)Xk
]
+
1
2
E
[
fk”(Sk−1)(Xk2 − vk)
]
+
1
6
E
[
fk
′′′(Sk−1)Xk3
]
+E
[
Xk
4
3!
∫ 1
0
(1− t)3fk(4) (Sk−1 + tXk) dt
]
.
Comme le nombre vk vaut E[X0
2] + 2
∑
i=1,...,k−1E [X0Xi], nous avons
1
2
E
[
fk”(Sk−1)(Xk2 − vk)
]
=
1
2
Cov(fk”(Sk−1), X2k)−
∑
i=1,...,k−1
E [fk”(Sk−1)]E [XkXi] .
Nous avons don :
∆1,k(fk) = E
[
fk
′(Sk−1)Xk
]− ∑
i=1,...,k−1
E [XkXi]E [fk”(Sk−1)]
+
1
2
Cov(fk”(Sk−1), X2k)
+
1
6
E
[
fk
′′′(Sk−1)Xk3
]
+ E
[
Xk
4
3!
∫ 1
0
(1 − t)3f (4) (Sk−1 + tXk) dt
]
.
Pour tout entier naturel l vériant l ≤ k − 1, on peut érire :
fk
′(Sk−1)− fk′(Sk−l−1) =
k−1∑
j=k−l
fk
′(Sj)− fk′(Sj−1)
=
k−1∑
j=k−l
fk”(Sj−1)Xj
+
1
2
k−1∑
j=k−l
fk
′′′(Sj−1)X2j
+
1
2
k−1∑
j=k−l
Xj
3
∫ 1
0
(1 − t)2fk(4) (Sj−1 + tXj) dt.
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En remplaçant fk
′(Sk−1) par l'expression donnée par ette égalité on obtient :
E
[
fk
′(Sk−1)Xk
]− ∑
i=1,...,k−1
E [XkXi]E [fk”(Sk−1)] = E
[
fk
′(Sk−l−1)Xk
]
+
k−1∑
j=k−l
E [fk”(Sj−1) (XjXk −E [XkXj ])]
+
k−1∑
j=k−l
E [fk”(Sk−1)− fk”(Sj−1)]E [XkXj ]
+
k−l−1∑
i=1
E[fk”(Sk−1)]E [XkXi]
+
1
2
k−1∑
j=k−l
E
[
fk
′′′(Sj−1)X2jXk
]
+
1
2
k−1∑
j=k−l
E
[
XkXj
3
∫ 1
0
(1 − t)2fk(4) (Sj−1 + tXj) dt
]
.
Nous avons ainsi exprimé ∆1,k(fk) en une somme
∆1,k(fk) = E
[
Xk
4
3!
∫ 1
0
(1 − t)3f (4) (Sk−1 + tXk) dt
]
+
1
6
E
[
fk
′′′(Sk−1)Xk3
]
+ E
[
fk
′(Sk−l−1)Xk
]
+
k−l−1∑
i=1
E [fk”(Sk−1)]E [XkXi]
+
1
2
Cov(fk”(Sk−1), X2k)
+
1
2
k−1∑
j=k−l
E
[
fk
′′′(Sj−1)X2jXk
]
+
1
2
k−1∑
j=k−l
E
[
XkXj
3
∫ 1
0
(1− t)2fk(4) (Sj−1 + tXj) dt
]
+
k−1∑
j=k−l
E [fk”(Sk−1)− fk”(Sj−1)]E [XkXj]
+
k−1∑
j=k−l
E [fk”(Sj−1) (XjXk −E [XkXj ])] .
Nous allons maintenant majorer, dans l'ordre, haun des termes de ette somme. Dorénavant l'entier
l est pris égal à ⌊√n− k⌋ la partie entière de √n− k.
3.1 Contrle de E[Xk
4
3!
∫ 1
0
(1− t)3f (4) (Sk−1 + tXk) dt]
D'après la formule (4) du lemme 1.2.5, nous avons :∣∣∣∣E
[
Xk
4
3!
∫ 1
0
(1 − t)3f (4) (Sk−1 + tXk) dt
]∣∣∣∣ ≤ 124E
[
sup
u∈[−M ;M ]
∣∣∣fk(4)(Sk−1 + u)∣∣∣
]
M4
12
≤ K4M
4
24
√
n
2A
(n− k + ε2) 32 .
Nous avons don : ∣∣∣∣E
[
Xk
4
3!
∫ 1
0
(1− t)3f (4) (Sk−1 + tXk) dt
]∣∣∣∣ ≤ K4M412√n Aα
√
n−k
(n− k + ε2) 32 . (21)
3.2 Contrle de
1
6
E
[
fk
′′′(Sk−1)Xk
3
]
Nous avons :
fk
′′′(Sk−1) = fk′′′(Sk−l−1) +
l∑
j=1
(
fk
′′′(Sk−j)− fk′′′(Sk−j−1)
)
.
D'après (2) et (4), nous avons :
∣∣Cov (fk′′′(Sk−l−1), Xk3)∣∣ ≤ C
(
2K3A√
n(n− k + ε2) +
2K4A√
n(n− k + ε2) 32
)
ϕl+1,0
≤ 2C(K3 +K4)√
n
Aδn,k√
n− k + ε2 (22)
et
l∑
j=1
∣∣Cov ((fk′′′(Sk−j)− fk′′′(Sk−j−1)) , Xk3)]∣∣ ≤ l∑
j=1
6K4M√
n
A
(n− k + ε2) 32 ϕj,0
≤ 6K4M√
n
Aα√n−k
(n− k + ε2) 32 . (23)
De plus, d'après (5), nous avons :
∣∣E [fk′′′(Sk−1)]E [Xk3]∣∣ ≤ K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
M3
≤ K3M
3
√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
)
. (24)
3.3 Contrle de E [fk
′(Sk−l−1)Xk]
À l'aide de (2) et (4), nous avons :∣∣E [fk′(Sk−l−1)Xk]∣∣ = ∣∣Cov (fk′(Sk−l−1), Xk)∣∣
≤ C(K1 + 2K2)√
n
(
A√
n− k + ε2 + 1
)
ϕl+1,0
≤ C(K1 + 2K2)√
n
(
Aδn,k√
n− k + ε2 + ϕ⌊
√
n−k⌋+1,0
)
. (25)
3.4 Contrle de
∑k−1
j=l+1 |E [fk ′′(Sk−1)]E[Xk−jXk]|
Nous avons :
k−1∑
j=l+1
∣∣E [fk′′ (Sk−1)]E [Xk−jXk]∣∣ = k−1∑
j=l+1
∣∣E [fk′′ (Sk−1)]Cov (Xk−j , Xk)∣∣
13
≤
k−1∑
j=l+1
2CK2√
n
A√
n− k + ε2 2CMϕj,0
≤ 4CMK2√
n
Aδn,k√
n− k + ε2 . (26)
3.5 Contrle de
∣∣Cov (fk ′′(Sk−1), Xk2)∣∣
Nous avons :
fk
′′(Sk−1) = fk′′(Sk−l−1) +
l∑
j=1
(
fk
′′(Sk−j)− fk′′(Sk−j−1)
)
= fk
′′(Sk−l−1) +
l∑
j=1
fk
′′′(Sk−j−1)Xk−j
+
l∑
j=1
Xk−j2
∫ 1
0
(1− t)fk(4) (Sk−j−1 + tXk−j) dt.
Ainsi, on a :
Cov
(
fk
′′(Sk−1), Xk2
)
= Cov
(
fk
′′(Sk−l−1), Xk2
)
+
l∑
j=1
Cov
(
fk
′′′(Sk−j−1)Xk−j , Xk2
)
+
l∑
j=1
∫ 1
0
(1− t)Cov
(
fk
(4)(Sk−j−1 + tXk−j)Xk−j2, Xk2
)
dt
Nous allons à présent ontrler haque terme du membre de droite de ette égalité.
1. Tout d'abord, d'après (2) et (4), nous avons :
∣∣Cov (fk′′(Sk−l−1), Xk2)∣∣ ≤ C 2(K2 +K3)√
n
A√
n− k + ε2ϕl+1,0
≤ C 2(K2 +K3)√
n
Aδn,k√
n− k + ε2 .
2. Nous ontrlons à présent la quantité
∑l
j=1 Cov
(
fk
′′′(Sk−j−1)Xk−j , Xk2
)
.
Pour tout j = 1, ..., l, on a :
fk
′′′(Sk−j−1) = fk′′′(Sk−l−1) +
l∑
m=j+1
(
fk
′′′(Sk−m)− fk′′′(Sk−m−1)
)
.
(a) Pour tout ouple d'entiers (j,m) vériant 1 ≤ j < m ≤ l et m ≤ (r + 2)j, d'après (2) et (4),
nous avons :
∣∣Cov ((fk′′′(Sk−m)− fk′′′(Sk−m−1))Xk−j , Xk2)∣∣ ≤ 18CK4M2√
n
A
(n− k + ε2) 32 ϕj,0
Ainsi, nous avons :
l∑
j=1
min(l,(r+2)j)∑
m=j+1
∣∣Cov ((fk′′′(Sk−m)− fk′′′(Sk−m−1))Xk−j , Xk2)∣∣ ≤ 18CK4M2(r + 1)√
n
Aα√n−k
(n− k + ε2) 32 .
(27)
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(b) Nous souhaitons à présent majorer la quantité suivante :∣∣∣∣∣∣
l∑
j=1
l∑
m=min(l,(r+2)j)+1
Cov
((
fk
′′′(Sk−m)− fk′′′(Sk−m−1)
)
Xk−j , Xk2
)∣∣∣∣∣∣ .
Remarquons que ette quantité est en fait :∣∣∣∣∣∣
l∑
j=1
Cov
((
fk
′′′(Sk−min(l,(r+2)j)−1)− fk′′′(Sk−l−1)
)
Xk−j , Xk2
)∣∣∣∣∣∣ .
Nous allons utiliser la formule : Cov(AB,C) = Cov(A,BC)−Cov(A,B)E[C]+E[A]Cov(B,C).
Pour tout ouple d'entiers (j,m) vériant 1 ≤ j ≤ (r + 2)j + 1 ≤ m ≤ l, d'après (2) et (4),
nous avons :∣∣Cov (fk′′′(Sk−m)− fk′′′(Sk−m−1), Xk−jXk2)∣∣ ≤ C 6K4M√
n
A
(n− k + ε2) 32 ϕm−j,j
et ∣∣Cov (fk′′′(Sk−m)− fk′′′(Sk−m−1), Xk−j)E [Xk2]∣∣ ≤ C 6K4M√
n
A
(n− k + ε2) 32 ϕm−j,0.
D'où nous obtenons :
l∑
j=1
∑
(r+2)j+1≤m≤l
∣∣Cov (fk′′′(Sk−m)− fk′′′(Sk−m−1), Xk−jXk2)∣∣ ≤ 6CK4M
(r + 1)
√
n
Aα√n−k
(n− k + ε2) 32
(28)
et
l∑
j=1
∑
(r+2)j+1≤m≤l
∣∣Cov (fk′′′(Sk−m)− fk′′′(Sk−m−1), Xk−j)E [Xk2]∣∣ ≤ 6CK4M
(r + 1)
√
n
Aα√n−k
(n− k + ε2) 32 .
(29)
En eet, nous avons :
l∑
j=1
∑
(r+1)j+1≤m≤l
ϕm−j,j =
⌊ lr+2⌋∑
j=1
l−j∑
p=(r+1)j+1
ϕp,j
=
l∑
p=r+2
⌊ pr+1⌋∑
j=1
ϕp,j
≤ α
√
n−k
r + 1
et, de même :
l∑
j=1
∑
(r+2)j+1≤m≤l
ϕm−j,0 ≤
α√n−k
r + 1
.
Enn, en utilisant (2) et (5), nous obtenons :
l∑
j=1
∣∣E [fk′′′(Sk−min(l,(r+2)j)−1)− fk′′′(Sk−l−1)]Cov(Xk−j , Xk2)∣∣
=
⌊ lr+2⌋∑
j=1
∣∣E [fk′′′(Sk−(r+2)j−1)− fk′′′(Sk−l−1)]Cov(Xk−j , Xk2)∣∣
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≤
⌊ lr+2⌋∑
j=1
2K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
2CMϕj,0
≤ 4CK3M√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
)
(30)
() Pour tout entier j = 1, ..., l vériant lr+2 < j ≤ l, on a :
√
n− k < (r + 2)j et, d'après (2) et
(4), nous avons :
∣∣Cov (fk′′′(Sk−l−1)Xk−j , Xk2)∣∣ ≤ 4C(K3 +K4)M√
n
A
n− k + ε2ϕj,0.
D'où
l∑
j=
⌊ √
n−k
r+2
⌋
+1
∣∣Cov (fk′′′(Sk−l−1)Xk−j , Xk2)∣∣ ≤ 4C(K3 +K4)M√
n
Aγ√n−k
n− k + ε2 . (31)
(d) Pour tout entier j = 1, ..., l vériant j ≤ lr+2 , on a : j ≤
√
n−k
r+2 et, d'après (2) et (4), nous
avons : ∣∣Cov (fk′′′(Sk−l−1), Xk−jXk2)∣∣ ≤ 2C(K3 +K4)√
n
A
n− k + ε2ϕl+1−j,0
et ∣∣Cov (fk′′′(Sk−l−1), Xk−j))E [Xk2]∣∣ ≤ 2CM2(K3 +K4)√
n
A
n− k + ε2ϕl+1−j,0.
De plus, d'après (2) et (5), nous avons :
∣∣E [fk′′′(Sk−l−1)]E [Xk−jXk2]∣∣ ≤ K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
C2Mϕj,0.
D'où ⌊ √
n−k
r+2
⌋∑
j=1
∣∣Cov (fk′′′(Sk−l−1)Xk−j , Xk2)∣∣ ≤ 4CM2(K3 +K4)√
n
Aγ√n−k
n− k + ε2 + (32)
+
2CMK3√
n
Aα√n−k
(n− k + ε2) 32 +
K3√
n
β√n−k
n
3. Nous avons :
l∑
j=1
∫ 1
0
(1 − t)
∣∣∣Cov (fk(4)(Sk−j−1 + tXk−j)X2k−j , Xk2)∣∣∣ dt ≤
≤
l∑
j=1
∫ 1
0
(1− t)10(K4 +K5)M
2
√
n
A
(n− k + ε2) 32
ϕj,0 dt
≤ 5(K4 +K5)M
2
√
n
Aα√n−k
(n− k + ε2) 32
. (33)
3.6 Contrle de
∑l
j=1E
[
fk
′′′(Sk−j−1)Xk−j
2Xk
]
Nous ontrlons ette quantité de la même manière que nous avons ontrlé
l∑
j=1
Cov
(
fk
′′′(Sk−j−1)Xk−j , Xk2
)
dans la setion préédente. Nous obtenons ainsi des majorations analogues (ave des onstantes sensible-
ment diérentes).
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3.7 Contrle de
∑l
j=1
∫ 1
0
(1− t)E
[
fk
(4)(Sk−j−1 + tXk−j)Xk−j
3Xk
]
dt
Nous ontrlons la quantité
∑l
j=1
∫ 1
0 (1 − t)Cov
(
fk
(4)(Sk−j−1 + tXk−j)Xk−j3, Xk
)
dt omme nous
avons ontrlé
∑l
j=1
∫ 1
0 (1− t)Cov
(
fk
(4)(Sk−j−1)Xk−j2, Xk2
)
. Nous obtenons ainsi une majoration ana-
logue à (33).
3.8 Contrle de
∑l
j=1E [fk
′′(Sk−j−1)− fk ′′(Sk−1)]E [Xk−jXk]
Pour tout entier j = 1, ..., l, on a :
fk
′′(Sk−1)− fk′′(Sk−j−1) =
j∑
m=1
(
fk
′′(Sk−m)− fk′′(Sk−m−1)
)
=
j∑
m=1
fk
′′′(Sk−m−1)Xk−m +X2k−m
∫ 1
0
(1 − t)f (4) (Sk−m−1 + tXk−m) dt.
Nous utilisons l'égalité
fk
′′′(Sk−m−1) = fk′′′(Sk−l−1) +
l∑
p=m+1
(
fk
′′′(Sk−p)− fk′′′(Sk−p−1)
)
pour aboutir à l'expression :
l∑
j=1
E
[
fk
′′(Sk−j−1)− fk′′(Sk−1)
]
E [Xk−jXk]
=
l∑
j=1
j∑
m=1
E
[
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt
]
E [Xk−jXk]
+
l∑
j=1
j∑
m=1
E
[
fk
′′′(Sk−l−1)Xk−m
]
E [Xk−jXk]
+
l∑
j=1
j∑
m=1
l∑
p=m+1
E
[(
fk
′′′(Sk−p)− fk′′′(Sk−p−1)
)
Xk−m
]
E [Xk−jXk] .
1. En utilisant (2) et (4), nous obtenons :
l∑
j=1
j∑
m=1
∣∣∣∣E
[
X2k−m
∫ 1
0
(1 − t)f (4) (Sk−m−1 + tXk−m) dt
]
E [Xk−jXk]
∣∣∣∣ ≤
≤
l∑
j=1
j∑
m=1
K4√
n
A
(n− k + ε2) 32 M
2CMϕj,0
≤ CM
3K4√
n
A
(n− k + ε2) 32 α
√
n−k. (34)
2. Contrlons la somme :
l∑
j=1
j∑
m=1
E
[
fk
′′′(Sk−l−1)Xk−m
]
E [Xk−jXk] =
=
l∑
j=1
j∑
m=1
E
[
fk
′′′(Sk−l−1)Xk−m
]
E [Xk−jXk]1{l≥(r+2)m}
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+
l∑
j=1
j∑
m=1
E
[
fk
′′′(Sk−l−1)Xk−m
]
E [Xk−jXk]1{l<(r+2)m}
Nous traitons la première des deux sommes du seond membre :
∣∣E [fk′′′(Sk−l−1)Xk−m]E [Xk−jXk]∣∣ ≤ CM2 2(K3 +K4)√
n
A
n− k + ε2ϕl+1−m,0,
à l'aide de (2) et de (4). Il faut ensuite faire la somme sur les ouples (j,m) tels que 1 ≤ m ≤ j ≤ l
et l ≥ (r + 2)m. Commençons par remarquer que, si on a l ≥ (r + 2)m, alors on a m ≤
√
n−k
r+2 et
don l + 1 −m ≥ (r+1)
√
n−k
r+2 et, d'autre part, on a l + 1 −m ≥ (r + 1)m, don m ≤ l+1−mr+1 . Ainsi,
on a :
l∑
j=1
j∑
m=1
ϕl+1−m,m1{l≥(r+2)m} ≤
l∑
m=1
(l + 1−m)ϕl+1−m,m1{l≥(r+2)m}
≤
⌊ √
n−k
r+2
⌋∑
m=1
(l + 1−m) max
j≤ l+1−m
r+1
ϕl+1−m,j
≤
l∑
p=
⌈
(r+1)
√
n−k
r+2
⌉ p maxj≤ pr+1 ϕp,j ≤ γ
√
n−k,
Puis traitons la seonde :∣∣E [fk′′′(Sk−l−1)Xk−m]E [Xk−jXk]∣∣ ≤ 2K3√
n
A
n− k + ε2M2CMϕj,0
Ainsi, on a :
l∑
j=1
j∑
m=1
∣∣E [fk′′′(Sk−m−1)Xk−m]E [Xk−jXk]∣∣ 1{l<(r+2)m} ≤
≤
l∑
j=1
j∑
m=1
4CM2K3√
n
A
n− k + ε2ϕj,01{l<(r+2)m}
≤
l∑
j=
⌈ √
n−k
r+2
⌉
j∑
m=1
4CM2K3√
n
A
n− k + ε2ϕj,0
≤ 4CM
2K3√
n
A
n− k + ε2
l∑
j=
⌈ √
n−k
r+2
⌉ jϕj,0
≤ 4CM
2K3√
n
A
n− k + ε2 γ
√
n−k. (35)
3. Reste le troisième terme
l∑
j=1
j∑
m=1
(r+2)j∑
p=m+1
∣∣E [(fk′′′(Sk−p)− fk′′′(Sk−p−1))Xk−m]E [Xk−jXk]∣∣ ≤
≤
l∑
j=1
j∑
m=1
(r+2)j∑
p=m+1
2K4M
2
√
n
A
(n− k + ε2) 32 CMϕj,0
≤ 2K4M
2
√
n
A
(n− k + ε2) 32 (r + 2)CM
⌊√n−k⌋∑
j=1
j2ϕj,0
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≤ 2CK4(r + 2)M
3
√
n
A
(n− k + ε2) 32 (r + 2)α
√
n−k (36)
et
l∑
j=1
j∑
m=1
l∑
p=(r+2)j+1
∣∣E [(fk′′′(Sk−p)− fk′′′(Sk−p−1))Xk−m]E [Xk−jXk]∣∣ ≤
≤
l∑
j=1
j∑
m=1
l∑
p=(r+2)j+1
6K4√
n
A
(n− k + ε2) 32 ϕp−m,0M
4
≤ 6K4M
4
√
n
A
(n− k + ε2) 32
l∑
j=1
j∑
m=1
l−m∑
p=(r+2)j+1−m
ϕp,0
≤ 6K4M
4
√
n
A
(n− k + ε2) 32
l∑
p=1
⌊ pr+1⌋∑
j=1
j∑
m=1
ϕp,0
≤ 6K4M
4
√
n
A
(n− k + ε2) 32
1
(r + 1)2
l∑
p=1
p2ϕp,0
≤ 6K4M
4
√
n
1
(r + 1)2
Aα√n−k
(n− k + ε2) 32 . (37)
3.9 Contrle de
∑l
j=1Cov(fk
′′(Sk−j−1), Xk−jXk)
Soit un entier j = 1, ..., l. Nous avons :
fk
′′ (Sk−j−1) = fk′′ (Sk−l−1) +
l∑
m=j+1
(
fk
′′ (Sk−m)− fk′′ (Sk−m−1)
)
et, pour tout entier m = j + 1, ..., l :
fk
′′ (Sk−m)− fk′′ (Sk−m−1) = fk′′′(Sk−m−1)Xk−m +X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt
= fk
′′′(Sk−l−1)Xk−m +
l∑
p=m+1
(
fk
′′′(Sk−p)− fk′′′(Sk−p−1)
)
Xk−m
+X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt.
Nous pouvons don érire :
l∑
j=1
Cov(fk
′′(Sk−j−1), Xk−jXk) =
l∑
j=1
Cov(fk
′′ (Sk−l−1) , Xk−jXk)
+
l∑
j=1
l∑
m=j+1
Cov
(
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt,Xk−jXk
)
+
l∑
j=1
l∑
m=j+1
Cov(fk
′′′(Sk−l−1)Xk−m, Xk−jXk)
+
l∑
j=1
l∑
m=j+1
Cov
(
l∑
p=m+1
(
fk
′′′(Sk−p)− fk′′′(Sk−p−1)
)
Xk−m, Xk−jXk
)
,
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et, nalement :
l∑
j=1
Cov(fk
′′(Sk−j−1), Xk−jXk) =
l∑
j=1
Cov
(
fk
′′ (Sk−l−1) , Xk−jXk
)
+
l∑
j=1
Cov(X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt,Xk−jXk)
+
l∑
j=1
l∑
m=j+1
Cov(fk
′′′(Sk−l−1)Xk−m, Xk−jXk)1{l<(r+2)m}
+
l∑
j=1
l∑
m=j+1
Cov(fk
′′′(Sk−l−1)Xk−m, Xk−jXk)1{l≥(r+2)m}
+
l∑
j=1
l∑
m=j+1
min(l,(r+2)m)∑
p=m+1
Cov
((
fk
′′′(Sk−p)− fk′′′(Sk−p−1)
)
Xk−m, Xk−jXk
)
+
l∑
j=1
l∑
m=j+1
Cov
((
fk
′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1)
)
Xk−m, Xk−jXk
)
1{l≥(r+2)m+1}.
Nous allons majorer haun des termes apparaissant dans le seond membre de ette égalité.
1. (Contrle de
∑l
j=1 Cov(fk
′′ (Sk−l−1) , Xk−jXk))
Érivons :
l∑
j=1
Cov(fk
′′ (Sk−l−1) , Xk−jXk) =
⌊ lr+1⌋∑
j=1
Cov(fk
′′ (Sk−l−1) , Xk−jXk)
+
l∑
j=⌊ lr+1⌋+1
Cov(fk
′′ (Sk−l−1) , Xk−jXk).
D'après (2) et (4), nous avons :∣∣Cov(fk′′ (Sk−l−1) , Xk−jXk)∣∣
≤ ∣∣Cov(fk′′ (Sk−l−1)Xk−j , Xk)∣∣+ ∣∣E [fk′′ (Sk−l−1)]E [Xk−jXk]∣∣
≤ 8C(K2 +K3)M√
n
A√
n− k + ε2ϕj,0
et ∣∣Cov(fk ′′ (Sk−l−1) , Xk−jXk)∣∣ ≤ 2C(K2 +K3)√
n
A√
n− k + ε2ϕl−j,j .
En reportant es majorations dans haune des deux sommes on obtient :
l∑
j=1
∣∣Cov(fk′′ (Sk−l−1) , Xk−jXk)∣∣ ≤
≤ 8C(K2 +K3)M√
n
A√
n− k + ε2

⌊
l
r+1⌋∑
j=1
ϕl−j,j +
l∑
j=⌊ lr+1⌋+1
ϕj,0


≤ 8C(K2 +K3)M√
n
A√
n− k + ε2 δn,k. (38)
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2. (Contrle de
∑l
j=1
∑l
m=j+1 Cov
(
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt,Xk−jXk
)
)
Soit un ouple d'entiers (j,m) vériant : 1 ≤ j ≤ j + 1 ≤ m ≤ l.
 Lorsque m ≤ (r + 2)j, on a :∣∣∣∣Cov
(
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt Xk−j , Xk
)∣∣∣∣ =
=
∣∣∣∣
∫ 1
0
(1 − t)Cov
(
f (4) (Sk−m−1 + tXk−m)X2k−mXk−j , Xk
)
dt
∣∣∣∣
≤ C 18(K4 +K5)M
3
√
n
A
(n− k + ε2) 32 ϕj,0.
et ∣∣∣∣E
[
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt
]
E [Xk−jXk]
∣∣∣∣ ≤ C K4√n A(n− k + ε2) 32 M3ϕj,0.
 Lorsque m ≥ (r + 2)j + 1, alors on a :∣∣∣∣Cov
(
X2k−m
∫ 1
0
(1 − t)f (4) (Sk−m−1 + tXk−m) dt,Xk−jXk
)∣∣∣∣
≤ C 10(K4 +K5)M
2
√
n
A
(n− k + ε2) 32 ϕm−j,j .
Ainsi, en utilisant la relation
Cov(A,BC) = Cov(AB,C) −E(A)E(BC)
valable quand E(C) est nulle, on a :
l∑
j=1
l∑
m=j+1
∣∣∣∣Cov
(
X2k−m
∫ 1
0
(1− t)f (4) (Sk−m−1 + tXk−m) dt,Xk−jXk
)∣∣∣∣ ≤
≤ K˜0√
n
A
(n− k + ε2) 32

⌊
√
n−k⌋∑
p=1
pϕp,0 +
⌊√n−k⌋∑
p=1
⌊ pr+1⌋∑
l=1
ϕp,l


≤ K˜0√
n
Aα√n−k
(n− k + ε2) 32 . (39)
pour un ertain K˜0 dépendant de C, K4, K5, M et r.
3. Nous avons :
l∑
j=1
l∑
m=j+1
∣∣Cov (fk′′′(Sk−l−1)Xk−m, Xk−jXk)1{l<(r+2)m}∣∣ ≤
≤ K˜1√
n
A
n− k + ε2


⌊√n−k⌋∑
p=
⌈ √
n−k
(r+2)2
⌉ pϕp,0 +
⌊√n−k⌋∑
p=
⌈
(r+1)
√
n−k
(r+2)2
⌉
⌊ pr+1⌋∑
j=1
ϕp,j


≤ K˜1√
n
Aγ√n−k
n− k + ε2 , (40)
pour un ertain K˜1 dépendant de C, K3, K4, M et r. En eet, onsidérons un ouple d'entiers
(j,m) vériant : 1 ≤ j ≤ j + 1 ≤ m ≤ l.
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 Si on a l < (r + 2)m et m ≤ (r + 2)j, alors on a :
∣∣Cov (fk′′′(Sk−l−1)Xk−mXk−j , Xk)∣∣ ≤ C 8(K3 +K4)√
n
A
n− k + ε2M
2ϕj,0
et ∣∣E [fk′′′(Sk−l−1)Xk−m]E [Xk−jXk]∣∣ ≤ C 2K3M√
n
A
n− k + ε2 2Mϕj,0.
 Si on a l < (r + 2)m et m > (r + 2)j, alors on a :
∣∣Cov (fk′′′(Sk−l−1)Xk−m, Xk−jXk)∣∣ ≤ C 4(K3 +K4)M√
n
A
n− k + ε2ϕm−j,j .
4. Nous avons :
l∑
j=1
l∑
m=j+1
Cov
(
fk
′′′(Sk−l−1)Xk−m, Xk−jXk
)
1{l≥(r+2)m} =
=
l∑
j=1
l∑
m=j+1
E[fk
′′′(Sk−l−1)]E[Xk−mXk−jXk]1{l≥(r+2)m}
+
l∑
j=1
l∑
m=j+1
Cov(fk
′′′(Sk−l−1), Xk−mXk−jXk)1{l≥(r+2)m}
+
l∑
j=1
l∑
m=j+1
E[fk
′′′(Sk−l−1)Xk−m]E[Xk−jXk]1{l≥(r+2)m}.
Nous allons ontrler haque terme du membre de droite de ette identité.
 Nous ommençons par majorer le premier terme :
l∑
j=1
l∑
m=j+1
∣∣E[fk′′′(Sk−l−1)]E[Xk−mXk−jXk]∣∣ ≤
≤ K3
(
A
(n− k + ε2) 32 +
1
n
) l∑
j=1
l∑
m=j+1
|E[Xk−mXk−jXk]| .
Or, nous avons :
l∑
j=1
(r+2)j∑
m=j+1
|E[Xk−mXk−jXk]| =
l∑
j=1
(r+2)j∑
m=j+1
|Cov(Xk−mXk−j , Xk)|
≤
l∑
j=1
(r+2)j∑
m=j+1
3CM2ϕj,0
≤ 3CM2
l∑
j=1
(r + 1)jϕj,0
et
l∑
j=1
l∑
m=(r+2)j+1
|E[Xk−mXk−jXk]| =
l∑
j=1
l∑
m=(r+2)j+1
|Cov(Xk−m,Xk−jXk)|
≤
l∑
j=1
l∑
m=(r+2)j+1
2CMϕm−j,j
≤ 2CM
l∑
p=1
⌊ pr+1⌋∑
j=1
ϕp,j .
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D'où :
l∑
j=1
l∑
m=j+1
∣∣E[fk′′′(Sk−l−1)]E[Xk−mXk−jXk]∣∣ ≤ 5(r + 1)CM2K3
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
)
.
(41)
 Pour les deux autres termes, il sut d'érire :
∣∣Cov (fk′′′(Sk−l−1), Xk−mXk−jXk)∣∣ ≤ C 2(K3 +K4)√
n
A
n− k + ε2ϕl+1−m,m
et ∣∣E [fk′′′(Sk−l−1)Xk−m]E [Xk−jXk]∣∣ ≤ CM2 2(K3 +K4)√
n
A
n− k + ε2ϕl+1−m,0,
à l'aide de la propriété de déorrélation (2) et de l'inégalité (4). Il faut ensuite faire la somme sur
les ouples (j,m) ave 1 ≤ j < m ≤ l tels que l ≥ (r + 2)m. Commençons par remarquer que,
si on a l ≥ (r + 2)m ; alors on a m ≤
√
n−k
r+2 et don l + 1 −m ≥ (r+1)
√
n−k
r+2 ; d'autre part on a
l + 1−m ≥ (r + 1)m, don m ≤ l+1−mr+1 . Ainsi, on a :
l∑
j=1
l∑
m=j+1
ϕl+1−m,m1{l≥(r+2)m} ≤
l∑
m=2
(m− 1)ϕl+1−m,m1{l≥(r+2)m}
≤
⌊ √
n−k
r+1
⌋∑
m=2
l + 1−m
r + 1
max
j≤ l+1−m
r+1
ϕl+1−m,j
≤
l∑
p=
⌈
(r+1)
√
n−k
r+2
⌉ p maxj≤ pr+1 ϕp,j ≤ γl.
Nous obtenons ainsi :
l∑
j=1
l∑
m=j+1
∣∣Cov(fk ′′′(Sk−l−1), Xk−mXk−jXk)∣∣ 1{l≥(r+2)m} ≤ C 2(K3 +K4)√
n
Aγ√n−k
n− k + ε2 (42)
De même, nous obtenons :
l∑
j=1
l∑
m=j+1
∣∣E[fk′′′(Sk−l−1)Xk−m]E[Xk−jXk]∣∣ 1{l≥(r+2)m} ≤ CM2 2(K3 +K4)√
n
Aγ√n−k
n− k + ε2 . (43)
5. Nous avons :
l∑
j=1
l∑
m=j+1
min(l,(r+2)m)∑
p=m+1
∣∣Cov ((fk′′′(Sk−p)− fk′′′(Sk−p−1))Xk−m, Xk−jXk)∣∣ ≤
≤ K˜3√
n
A
(n− k + ε2) 32

⌊
√
n−k⌋∑
p=1
p2ϕp,0 +
⌊√n−k⌋∑
p=1
p
⌊ pr+1⌋∑
j=1
ϕp,j


≤ K˜
′
3√
n
Aα√n−k
(n− k + ε2) 32 , (44)
pour un ertain K˜3 dépendant de C, K4, M et r. En eet, onsidérons un triplet d'entiers (j,m, p)
vériant : 1 ≤ j ≤ j + 1 ≤ m ≤ m+ 1 ≤ p ≤ l.
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 Si on a p ≤ (r + 2)m et m ≤ (r + 2)j, alors on a :
∣∣Cov ((fk′′′(Sk−p)− fk′′′(Sk−p−1)Xk−mXk−j , Xk)∣∣ ≤ C 18K4√
n
A
(n− k + ε2) 32 M
3ϕj,0 (45)
et ∣∣E [(fk′′′(Sk−p)− fk′′′(Sk−p−1))Xk−m]E [Xk−jXk]∣∣ ≤ C 4K4√
n
A
(n− k + ε2) 32 M
3ϕj,0. (46)
 D'autre part, si on a p ≤ (r + 2)m et m ≥ (r + 2)j + 1, alors on a :
∣∣Cov ((fk′′′(Sk−p)− fk′′′(Sk−p−1))Xk−m, Xk−jXk)∣∣ ≤ C 6K4√
n
A
(n− k + ε2) 32 M
2Mϕm−j,j .
Nous onluons en remarquant que :
l∑
j=1
(r+2)j∑
m=j+1
(r+2)m∑
p=m+1
ϕj,0 ≤ (r + 2)2
l∑
j=1
j2ϕj,0
et que
l∑
j=1
l∑
m=(r+2)j+1
(r+2)m∑
p=m+1
ϕm−j,j =
l∑
j=1
l∑
m=(r+2)j+1
(r + 1)mϕm−j,j
=
l∑
j=1
l−j∑
p=(r+1)j+1
(r + 1)(p+ j)ϕp,j
≤
l∑
p=1
⌊ pr+1⌋∑
j=1
(r + 1)(p+ j)ϕp,j
≤ (r + 2)
l∑
p=1
⌊ pr+1⌋∑
j=1
pϕp,j .
6. Nous ontrlons à présent :
l∑
j=1
l∑
m=j+1
Cov
((
fk
′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1)
)
Xk−m, Xk−jXk
)
1{l≥(r+2)m+1}.
Si l ≥ (r + 2)m+ 1, nous avons :
fk
′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1) =
l∑
p=(r+2)m+1
fk
′′′(Sk−p)− fk′′′(Sk−p−1).
Nous allons utiliser l'identité suivante :
Cov(AB,CD) = Cov(A,BCD) −E[AB]E[CD] +E[A]E[BCD].
 Quand l ≥ p ≥ (r + 2)m+ 1, on a :
∣∣Cov (fk′′′(Sk−p)− fk′′′(Sk−p−1), Xk−mXk−jXk)∣∣ ≤ C 6K4AM√
n(n− k + ε2) 32 ϕp−m,m
et ∣∣E [fk′′′(Sk−p)− fk′′′(Sk−p−1)Xk−m]E [Xk−jXk]∣∣ ≤ C 6K4AM3√
n(n− k + ε2) 32 ϕp−m,0.
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Nous majorons don les sommes de es quantités sur les ouples d'entiers (j,m, p) vériant 1 ≤
j ≤ j + 1 ≤ m et (r + 2)m+ 1 ≤ p ≤ l par :
K˜4√
n
A
(n− k + ε2) 32

⌊
√
n−k⌋∑
p=1
p2ϕp,0 +
⌊√n−k⌋∑
p=1
p
⌊ pr+1⌋∑
j=1
ϕp,j

 .
Nous avons don :
l∑
j=1
l∑
m=j+1
∣∣Cov (fk′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1), Xk−mXk−jXk)∣∣ 1{l≥(r+2)m+1} ≤
≤ K˜4√
n
Aα√n−k
(n− k + ε2) 32 (47)
et
l∑
j=1
l∑
m=j+1
∣∣E [(fk′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1))Xk−m]E [Xk−jXk]∣∣1{l≥(r+2)m+1} ≤
≤ K˜4√
n
Aα√n−k
(n− k + ε2) 32 (48)
 Contrlons à présent la quantité suivante :
l∑
j=1
l∑
m=j+1
E
[
fk
′′′(Sk−l−1)− fk′′′(Sk−(r+2)m−1)
]
E [Xk−mXk−jXk] .
Lorsque l ≥ (r + 2)m+ 1 et m ≥ (r + 2)j + 1, on a :
∣∣E [fk′′′(Sk−(r+2)m−1)]Cov (Xk−m, Xk−jXk)∣∣ ≤ K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
2CMϕm−j,j .
Quand l ≥ (r + 2)m+ 1 et si m ≤ (r + 2)j, on a :
∣∣E [fk′′′(Sk−(r+2)m−1)]Cov (Xk−mXk−j , Xk)∣∣ ≤ K3√
n
(
A
(n− k + ε2) 32 +
1
n
)
C3M2ϕj,0.
On en déduit :
l∑
j=1
l∑
m=j+1
∣∣E [f ′′′k (Sk−(r+2)m−1)]E [Xk−mXk−jXk]1{l≥(r+2)m+1}∣∣ ≤
≤ K˜6√
n
(
A
(n− k + ε2) 32 +
1
n
)⌊
√
n−k⌋∑
p=1
⌊ p
r+1 ⌋∑
j=1
ϕp,j +
⌊√n−k⌋∑
p=1
pϕp,0


≤ K˜6√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
)
(49)
De la même façon, on montre la majoration suivante :
l∑
j=1
l∑
m=j+1
∣∣E [f ′′′k (Sk−l−1)]E [Xk−mXk−jXk]1{l≥(r+2)m+1}∣∣ ≤
≤ K˜6√
n
(
Aα√n−k
(n− k + ε2) 32 +
β√n−k
n
)
. (50)
25
Référenes
[1℄ Bolthausen, Exat onvergene rates in some martingale entral limit theorems, Ann. Probab.
10(1982), no. 3, 672688.
[2℄ X. Bressaud & C. Liverani, Anosov Dieomorphisms and oupling, à paraitre dans la revue Ergodi
Theory and Dynamial Systems.
[3℄ J.-P. Conze,
[4℄ C. Esseen, Fourier Analysis of distribution funtions. A mathematial study of the Laplae-Gaussian
Law, Ata Math., vol. 77 (1945), 1125.
[5℄ Y. Guivar'h & J. Hardy, Théorèmes limites pour une lasse de haînes de Markov et appliations
aux diéomorphismes d'Anosov , Ann. Inst. H. Poinaré Probab. Statist. 24 (1988), no. 1, 7398.
[6℄ E. Haeusler, On the rate of onvergene in the entral limit theorem for martingales with disrete and
ontinuous time, Ann. Probab. 16 (1988), no. 1, 275299.
[7℄ C. Jan, Vitesse de onvergene dans le TCL pour des proessus assoiés à des systèmes dynamiques
et aux produits de matries aléatoires, Thèse à l'Université de Rennes 1 (2001).
[8℄ C. Jan, Vitesse de onvergene dans le TCL pour des haînes de Markov et ertains proessus assoiés
à des systèmes dynamiques, C. R. Aad. Si. Paris Sér. I Math., vol. 331 (5) (2000),395398.
[9℄ C. Jan, Rates of onvergene for some proesses under mixing onditions and appliation to random
matrix produts, prépubliation (2001).
[10℄ R. Z. Khas'minskii, tradution anglaise par B. Sekler =On stohasti proesses dened by dierential
equations wih a small parameter, Th. of prob. and its appli., vol 11 (1966),no 2, 211228.
[11℄ Y. Kifer, Limit theorem in averaging for dynamial systems, Erg. Th. and Dyn. Sys., vol. 15 (1995),
11431172.
[12℄ S. Le Borgne et F. Pène, Vitesse dans le théorème limite entral pour ertains systèmes quasi-
hyperboliques
[13℄ F. Pène, Appliations des propriétés stohastiques des systèmes dynamiques de type hyperbolique :
ergodiité du billard dispersif dans le plan, moyennisation d'équations diérentielles, perturbées par une
ot ergodique, thèse à l'Université de Rennes (2000).
[14℄ F. Pène, Averaging method for dierential equations perturbed by dynamial systems, prépubliation
01-37, IRMAR, Université de Rennes (2001).
[15℄ F. Pène, Rates of onvergene in the CLT for two-dimensional dispersive billiards, Comm. Math.
Phys. (2001).
[16℄ RIO, E., Sur le théorème de Berry-Esseen pour les suites faiblement dépendantes, Probab. Th ; Relat.
Fields 104 (1996), 255282.
26
