Many graph problems were first shown to be fixed-parameter tractable using the results of Robertson and Seymour on graph minors. We show that the combination of finite, computable obstruction sets and efficient order tests is not just one way of obtaining strongly uniform FPT algorithms, but that all of FPT may be captured in this way. Our new characterization of FPT has a strong connection to the theory of kernelization, as we prove that problems with polynomial kernels can be characterized by obstruction sets whose elements have polynomial size. Consequently we investigate the interplay between the sizes of problem kernels and the sizes of the elements of such obstruction sets, obtaining several examples of how results in one area yield new insights in the other. We show how exponential-size minor-minimal obstructions for pathwidth k form the crucial ingredient in a novel OR-cross-composition for k-PATHWIDTH, complementing the trivial AND-composition that is known for this problem. In the other direction, we show that OR-cross-compositions into a parameterized problem can be used to rule out the existence of efficiently generated quasi-orders on its instances that characterize the NO-instances by polynomial-size obstructions. 
INTRODUCTION

A New Characterization of FPT
This article is concerned with the connection between fixed-parameter tractability, kernelization, and the characterization of parameterized problems by efficiently testable obstruction sets. Historically, this connection has been a major impetus to the development of the field of parameterized complexity. The results of the Graph Minors project on the existence of finite obstruction sets were applied to obtain some of the first classifications [Fellows and Langston 1988] of problems as nonuniformly fixed-parameter tractable. Robertson and Seymour [2004] proved that the set of unlabeled finite graphs is wellquasi-ordered by the minor relation. By standard well-quasi-order theory, this implies that any set of graphs F that is closed under taking minors (a lower ideal in the minor order) is characterized by a finite obstruction set O F in the following sense: a graph is contained in F if and only if it does not contain an element of O F as a minor. They also provided an algorithm for each fixed graph H that tests, given a graph G, whether H is a minor of G in O(n 3 ) time [Robertson and Seymour 1995] .
The algorithmic implications of this machinery are well known. Consider a parameterized graph problem Q whose input consists of a graph G and integer k. Assume that Q is minor-closed, that is, that (G , k) is a YES-instance whenever (G, k) is a YESinstance and G is a minor of G. As the YES-instances of a fixed parameter value k form a minor ideal, there is a finite obstruction set O k that characterizes the ideal. Thus we can decide whether (G, k) ∈ Q by testing for each graph in O k whether it is a minor of G, thereby solving Q in O(n 3 ) time for each fixed k. By deriving an algorithm to compute the obstruction sets O k , this approach yields constructive, uniform FPT algorithms (cf. Downey and Fellows [1999, §7.9 .2]).
Our first result in this article shows that the described tools for developing FPT algorithms-efficient order tests for quasi-orders that characterize the YES-instances of a fixed parameter value by finite obstructions sets-are not just one way of obtaining strongly uniform FPT characterizations, but that in fact all of FPT can be characterized in this way. For this general result, we relax from the minor order and instead consider arbitrary quasi-orders on the set of instances * × N of a parameterized problem (see Section 2 for definitions).
We introduce some terminology to state the characterization. A quasi-order is a reflexive and transitive binary relation on a set S. For elements x, y ∈ S such that x y, we say that x precedes y. If x precedes y and x = y then x strictly precedes y, denoted x ≺ y. A quasi-order is polynomial-time if there is an algorithm that, given two elements x and y, decides whether x y in O((|x| + |y|) O(1) ) time. If S is a subset of a universe U and is a quasi-order on U, then S is a lower ideal of U if x ∈ S and x x together imply that x ∈ S. Analogously, S is an upper ideal of U if x ∈ S and x x together imply that x ∈ S. Our characterization extends the folklore result stating that all problems in FPT have kernels [Bodlaender 2009, Theorem 1] . THEOREM 1.1. For any parameterized problem Q ⊆ * × N, the following statements are equivalent. In the remainder, we will say that a parameterized problem Q is characterized by size-f obstructions under the quasi-order if the combination of Q, f , and satisfies (3.a) and (3.b) . Similarly, we say that Q is characterized by polynomial-size obstructions is there is a quasi-order and a polynomial f such that Q, f , and together satisfy (3.a) and (3.b).
Problem Q is strongly uniformly fixed-parameter tractable. 2. Problem Q is decidable and admits a kernel whose size is computable. 3. Problem Q is decidable and there is a polynomial-time quasi-order on
Let us make some remarks about the theorem. Criterion (3.b) is stated in terms of small obstructions rather than finite, computable obstruction sets, to make the subsequent theorem, which proves the nonexistence of such quasi-orders (Theorem 5.8), stronger. The existence of computable obstruction sets follows directly from the given conditions, as will indeed be exploited in the proof of Theorem 1.1 in Section 3. Comparing the conditions imposed on the quasi-order to the setting of graph minors, one should note that all problems in FPT are characterized by polynomial-time quasiorders, whereas comparison of H G under the minor order is not polynomial-time (assuming P = NP), but merely fixed-parameter tractable in |H|.
The Relation Between Kernel Size and Obstruction Size
The proof of Theorem 1.1 suggests a connection between the sizes of kernels for a parameterized problem Q on the one hand, and the sizes of the obstructions to membership in Q (in the sense of (3.b)) on the other hand. This connection will be explored in the remainder of the article. Before we go into details, however, we describe the background of the field of kernelization to motivate our interest in exploring its inner structure.
Kernelization [Bodlaender 2009; Guo and Niedermeier 2007; ] is a formalization of provably effective preprocessing in the language of parameterized complexity, which has facilitated a mathematically rigorous investigation of the subject. The definition is given in Section 2. The concept of kernelization makes it possible to analyze the effect of reduction rules that were previously used only in heuristic settings, in a sound mathematical way. At the same time, the study of kernelization leads to the development of new reduction rules that can be applied in practice to speed up resource-demanding computations. Kernelization has developed into an important subfield of parameterized complexity theory, and impressive advancements have been made in this area.
Investigating the limits of what can be achieved by polynomial-time preprocessing procedures for parameterized problems has given us more insight into their structure. Since all parameterized problems in strongly uniform FPT admit a kernel whose size is bounded by a computable function (cf. Bodlaender [2009, Theorem 1] ), the most important distinction to make when it comes to kernelization is whether or not a problem admits a kernel of polynomial size. A wide range of techniques has been developed to find kernels of polynomial size (e.g., [Bodlaender et al. 2009b; Fomin et al. 2012 Fomin et al. , 2014 Kratsch and Wahlström 2012] ). Frameworks have also been created to prove that, under certain complexity-theoretic hypotheses, a parameterized problem does not have a kernel of polynomial size [Bodlaender et al. 2009a [Bodlaender et al. , 2011 Dell and van Melkebeek 2010; Hermelin and Wu 2012] . These frameworks are based on the notion of composition algorithms. An OR-composition algorithm [Bodlaender et al. 2009a ] for a parameterized problem Q is a polynomial-time algorithm whose input consists of a series (x 1 , k), (x 2 , k), . . . , (x t , k) of instances of Q that share the same parameter value, and outputs a single instance (x , k ). Two properties are demanded of the output instance: the parameter value k should be polynomial in k, and (x , k ) should act as the logical OR of the inputs in the sense that the answer to (x , k ) is YES if and only if there is a YES-instance among the inputs. If the classical problem related to Q, defined as the language {x1 k | (x, k) ∈ Q}, is NP-complete, then the existence of an OR-composition algorithm for Q shows that it does not admit a polynomial kernel unless NP ⊆ coNP/poly, which is known to collapse the polynomial hierarchy to the third level [Yap 1983 ]. The variant of AND-compositions is defined analogously, by demanding that the output instance acts as the logical AND of the inputs. The same complexitytheoretic collapse is known to follow if an NP-hard problem with an AND-composition algorithm admits a polynomial kernel [Bodlaender et al. 2009a; Drucker 2012] . Subsequent frameworks for kernelization lower bounds [Dell and van Melkebeek 2010; Bodlaender et al. 2011; Hermelin and Wu 2012] have relaxed the requirements on the composition algorithms slightly. These developments are important to the subject of this article: it turns out that the OR-cross-composition framework for superpolynomial kernel lower bounds, which is formally defined in Section 2, can be used to relate kernel sizes to obstruction sizes.
With this background, we continue the description of our results. The proof of Theorem 1.1 shows that problems with kernels of size O(f (k)) are characterized by obstructions of size O(f (k)) under polynomial-time quasi-orders. Hence problems with polynomial kernels can be characterized by polynomial-size obstructions. This general quantitative connection between kernel sizes and obstruction sizes leads us to investigate the relation between the two in more concrete settings. While a construction due to Kratsch and Wahlström [2011] shows that it is unlikely that all problems characterized by polynomial-size obstructions have polynomial kernels, there is a rich interaction between the two domains. We give two concrete examples of this connection: the first shows how properties of obstruction sets can be used to derive a new kernel lower bound, whereas the second shows how existing tools for kernelization lower bounds can be used to argue about the sizes of obstructions.
A Cross-Composition Based on Large
Obstructions. Our first example concerns the k-PATHWIDTH problem, which asks whether the pathwidth of a given graph G is at most k. The notion of pathwidth was discovered in different contexts, among which is the work of Robertson and Seymour [1983] on graph minors. Pathwidth has been studied intensively, since many graph problems that are NP-complete on general graphs can be solved in linear time on graphs of bounded pathwidth [Bodlaender and Kloks 1996] . For any sequence of graphs G 1 , . . . , G t , the disjoint union G 1∪ G 2∪ . . .∪ G t has pathwidth at most k if and only if each graph G i has pathwidth at most k. Hence there is a trivial AND-composition algorithm [Bodlaender et al. 2009a ] for k-PATHWIDTH. Using existing methods [Bodlaender et al. 2009a; Drucker 2012] this proves that k-PATHWIDTH does not admit a polynomial kernel unless NP ⊆ coNP/poly.
The majority of kernelization lower bounds currently known, however, are not obtained by AND-composition but by OR-(cross-)composition [Bodlaender et al. 2009a [Bodlaender et al. , 2011 . Given the nature of the pathwidth problem, it seems to lend itself much better to AND-composition than to OR-(cross-)composition. However, we show that an OR-crosscomposition into k-PATHWIDTH can be obtained by embedding instances of a related problem into a minor-obstruction for pathwidth k containing (3 k ) vertices. The properties of obstructions are exploited to ensure the correctness of this construction. The fact that the size of the obstruction is exponential in k, is crucial to obtaining this superpolynomial kernelization lower bound. The construction illustrates how properties of obstruction sets can be used to obtain kernelization bounds. Cross-Composition. For our second example we show how kernel lower bounds may be used to derive properties of obstruction sets. We introduce the notion of an efficiently generated quasi-order, which, roughly speaking, is a quasi-order such that the elements preceding a given instance (x, k) can appear on the output paths of a polynomial-time nondeterministic Turing machine. If there is an efficiently generated quasi-order on the instances of a parameterized problem, whose YES-instances form a lower ideal, such that each NO-instance (x, k) is preceded by a NO-instance of size f (k) (an obstruction), then this results in a nondeterministic form of kernel, of size f (k). As an OR-cross-composition together with a polynomial kernel implies that NP ⊆ coNP/poly [Bodlaender et al. 2011] , even in the nondeterministic setting , this gives us the means to prove that certain parameterized problems are unlikely to be characterized by efficiently generated quasi-orders with polynomial-size obstructions. Using our OR-cross-composition for k-PATHWIDTH we can conclude that obstructions to k-PATHWIDTH are not only of superpolynomial size in the minor order, but must be of superpolynomial size for all efficiently generated quasi-orders under which k-PATHWIDTH is closed. As many natural partial orders of graphs can be efficiently generated, this shows that a characterization of the pathwidth of a graph by a certificate whose size is polynomial in the value of the pathwidth, is unlikely to exist.
Bounds on Obstruction Sizes by
Further Examples.
Other examples of the connection between kernels and obstructions are discussed in Section 6. They support the hypothesis that the connection between kernels and quasi-order obstructions is tangible, and is worth exploring further. As the notion of kernelization is of such importance to the field of parameterized complexity theory, we feel that the uncovered connection between this algorithmic concept and the mathematical concept of obstruction sets is an interesting insight into the nature of parameterized tractability.
Related Work
There are many alternative characterizations of FPT, as described for example by Flum and Grohe [2006, §1.6] . Obstruction sets form a popular topic of study (e.g., Dinneen et al. [2001] ; Dinneen and Lai [2007] ; Kinnersley [1992] ; Rué et al. [2012] ; Takahashi et al. [1994] ). The task of computing obstruction sets has also been investigated thoroughly (e.g., Cattell et al. [2000] ; Fellows and Langston [1989] ; Lagergren [1998] ). Dinneen [1997, Theorem 5 ] related properties of obstruction sets to complexitytheoretic assumptions. He showed that the number of elements in obstruction sets corresponding to NP-hard minor-closed graph problems with parameter k cannot be polynomial in k, unless NP ⊆ coNP/poly.
Organization
In Section 2 we present preliminaries on parameterized complexity, kernelization lower bounds, and graphs. The proof of Theorem 1.1 is given in Section 3. The ORcross-composition for k-PATHWIDTH is given in Section 4, while the use of OR-crosscompositions to rule out the existence of quasi-orders that characterize a problem by small obstructions is explained in Section 5. Section 6 contains further examples of the connection between kernels and obstructions. We conclude in Section 7.
PRELIMINARIES
Parameterized Complexity and Kernels
A parameterized problem Q is a subset of * × N, the second component being the parameter. For an instance (x, k) ∈ * × N we define the size of (x, k) to be |(x, k)| := |x| + k. A parameterized problem Q is (strongly uniformly) fixed-parameter tractable if there exists an algorithm to decide whether (x, k) ∈ Q in time f (k)|x| O(1) , where f is a computable function. Problem Q is nonuniformly fixed-parameter tractable if there is a constant c and function f : N → N such that for each value of k, there is an algorithm that correctly decides membership in Q for instances with parameter value k in f (k)|x| c time. The crucial difference between uniform and nonuniform computation is that in the first case we require there to be one algorithm that works for all values of k, while it is allowed to use a different algorithm for each value of k in the second case. We adopt the convention throughout this article that FPT without additional clarifications refers to the strongly uniform variant.
) then this is a polynomial kernel (cf. Bodlaender [2009] ). We refer to the textbooks Downey and Fellows [1999] and Flum and Grohe [2006] for more background on parameterized complexity. The set {1, 2, . . . , n} is abbreviated as [ n] .
Cross-Composition
We use the cross-composition framework for kernel lower bounds [Bodlaender et al. 2011] . To highlight the differences between OR and AND compositions, we call the type of cross-composition defined by Bodlaender et al. [2011] OR-cross-composition.
Definition 2.1 ( [Bodlaender et al. 2011] ). An equivalence relation R on * is called a polynomial equivalence relation if the following two conditions hold.
(1) There is an algorithm that, given two strings x, y ∈ * , decides whether x and y belong to the same equivalence class in (|x| + |y|) O(1) time. (2) For any finite set S ⊆ * , the equivalence relation R partitions the elements of S into at most (max x∈S |x|) O(1) classes. Bodlaender et al. 2011] ). Let L ⊆ * be a set and let Q ⊆ * × N be a parameterized problem. We say that L OR-cross-composes into Q if there is a polynomial equivalence relation R and an algorithm that, given t strings x 1 , x 2 , . . . , x t belonging to the same equivalence class of R, computes an instance
(2) k * is bounded by a polynomial in max i∈ [t] |x i | + log t. 
Graphs
All graphs we consider are finite, simple, and undirected. An undirected graph G consists of a vertex set V(G) and an edge set E(G), whose members are 2-element subsets
The clique number ω(G) of G is the size of a largest clique in G. For a set of vertices X in a graph G, we use G − X to denote the graph that results after deleting all vertices of X and their incident edges. When deleting a single vertex v, we write G − v rather than G − {v}. Contracting an edge {u, v} in a graph G is the operation of removing vertices u and v and their incident edges, while adding a new vertex whose open neighborhood is N G ({u, v}) . Graph H is a minor of graph G if H can be obtained from a subgraph of H by edge contractions. If H = G is a minor of G, then H is a proper minor of G. A vertex of degree at most one is a leaf. We use K n to denote the complete graph on n vertices. The disjoint union of t copies of a graph G is t · G. The join of two graphs G 1 and G 2 is the graph
The chromatic number of a graph G, denoted χ(G), is the smallest integer k for which it has a proper k-coloring. Graph-theoretic concepts not defined here can be found in the textbook by Diestel [2010] .
(2) for each edge {u, v} ∈ E(G) there is a bag X i containing v and w; (3) for each v ∈ V(G), the bags containing v are consecutive in the sequence.
The width of a path decomposition is max i∈ [r] |X i | − 1. The pathwidth of a graph G, denoted PW(G), is the minimum width over all path decompositions of G.
We say that an edge {u, v} is realized by any bag that contains u and v. The last condition in Definition 2.4 is also called the connectivity property of path decompositions. We need the following properties of path decompositions. AND MÖHRING 1993] ). Any two graphs G 1 and G 2 satisfy AND MÖHRING 1993] An interval graph is a graph whose vertices can be mapped to closed intervals on the real line, such that there is an edge in the graph if and only if the corresponding intervals intersect.
LEMMA 2.5 ([BODLAENDER
PW(G 1 ⊗ G 2 ) = min(PW(G 1 ) + |V(G 2 )|, PW(G 2 ) + |V(G 1 )|). LEMMA 2.6 ([BODLAENDER
LEMMA 2.7 (COMPARE BODLAENDER [1998, THEOREM 29]). Any graph G satisfies
PW(G) = min{ω(H) − 1 | H
is an interval graph and G ⊆ H}.
CHARACTERIZING PROBLEMS IN FPT BY SMALL OBSTRUCTIONS
In this section we present the proof of Theorem 1.1 and consider some of its consequences.
The Proof of Theorem 1.1
PROOF OF THEOREM 1.1. Let Q be a parameterized problem. It is well-known that conditions (1) and (2) are equivalent [Bodlaender 2009, Theorem 1] . We prove that (3)⇒(1) and that (2)⇒(3).
(3)⇒(1). Consider a combination of and f : N → N that satisfies the preconditions to (3). We obtain an FPT algorithm that decides Q by showing that there is an algorithm that computes bounded-size obstruction sets to membership in Q. Let k ∈ N and define O k as the NO-instances 
PROOF. Fix some k ∈ N and consider some x ∈ * . If (x, k) is a YES-instance then all elements that precede it under are YES-instances, by (3.a). If (x, k) is a NO-instance, then by (3) there is an obstruction (x , k ) of size at most f (k) that is a NO-instance of Q and precedes (x, k). But then, using transitivity of , there is a minimal NO-instance with these properties, which is contained in O k by definition. Hence there is an element of O k that precedes (x, k).
There is an algorithm that, on input k ∈ N, computes the set O k .
PROOF. The algorithm acts as follows. On input k, it uses the fact that f (k) is computable to find the value of f (k). Then it generates all elements of * × N of size at most f (k). For each generated instance, the algorithm can test whether it is contained in Q, since Q is decidable by assumption. A pair of instances can be compared under since the quasi-order is polynomial-time. Hence the minimal NO-instances among the generated set can be identified by the algorithm; this is exactly the set O k .
Since the algorithm always terminates and its input is just the value k, the running time is obviously bounded by a computable function of k alone. From the algorithm that computes the obstruction sets O k , we obtain a strongly uniformly fixedparameter tractable algorithm for Q, as follows. On input (x, k), compute the set O k . Test if there is an obstruction in O k that precedes (x, k) using the order testing algorithm for . By Claim 1, the answer to (x, k) is YES if and only if there is no such preceding element. To see that the running time is bounded by g(k)|x| O(1) for some computable function g, consider the following. The time to compute O k is bounded by a computable function of k, as argued in the preceding. This obviously implies that the size of O k is also bounded by a computable function of k. As the elements of
is polynomial-time. Hence the total running time is bounded by g(k)|x| O(1) for a computable function g, implying that Q is strongly uniformly fixed-parameter tractable.
(2)⇒(3). Let K be a kernelization algorithm for Q that maps instances (x, k) to equivalent instances (x , k ) of size at most f (k), for some computable function f . We define a polynomial-time quasi-order by giving an algorithm that decides, given (x, k) and
, it repeatedly applies the kernelization algorithm until this no longer decreases the total size of the instance. It then outputs YES if and only if (x , k ) equals the resulting instance (x * , k * ).
CLAIM 3. The relation defined by the algorithm is a polynomial-time quasi-order and Q is a lower ideal under .
PROOF. The number of iterations made by the algorithm on inputs (x, k) and (x , k ) is bounded by |x| + k, as the length of the instance is decreased in each iteration. As each invocation of K takes polynomial time, the entire comparison algorithm executes in polynomial time.
It is obvious that is reflexive. To prove that it is a quasi-order, it remains to prove transitivity. Consider three instances such that
By definition of the algorithm that decides , it then follows that (x , k ) is the unique instance that is obtained from (x, k) by repeatedly applying the kernelization algorithm K until it no longer strictly shrinks the size of the instance. Hence for
Finally let us establish that Q is a lower ideal of * ×N under . Since a kernelization maps an instance to an equivalent instance, it is easily seen that if
PROOF. Consider some (x, k) ∈ Q. Let (x , k ) be the result of applying kernelization K to the instance, as long as its total size decreases by this operation. By definition of we have (x , k ) (x, k) . Since the kernelization preserves the membership status in Q we find that
The two claims show that the combination of and the function f satisfy the requirements of property (3), concluding the proof.
The insights offered by the proof of Theorem 1.1 form the motivation for the title of this article. The obstruction sets O k , which are identified by Claim 1, characterize the parameterized problem Q with respect to the quasi-order . The obstruction sets are useful since they are finite, computable (Claim 2), and the corresponding quasi-order admits polynomial-time order tests.
A word of warning is in order concerning the quasi-orders described in Theorem 1.1. Due its generality, the theorem is stated in terms of quasi-orders on general parameterized instances in * × N. When applying the theorem to concrete parameterized graph problems, we have to deal with the fact that there may be several ways to encode the same unlabeled graph into the alphabet . For example, when encoding an unlabeled graph by an adjacency matrix or adjacency list, the encoding will depend on the order in which the vertices are presented in the matrix or list.
For parameterized problems on unlabeled graphs, it would be desirable to construct quasi-orders such that for different encodings x, x of the same graph, the cor-
However, as the quasi-orders of Theorem 1.1 are defined for parameterized instances, rather than for graphs, they may act differently depending on which encoding of the graph is used. There is no obvious way to make the quasiorders consistent over all encodings of the same graph: to achieve this, while ensuring reflexivity of a polynomial-time quasi-order, it seems that one would have to solve the GRAPH ISOMORPHISM problem in polynomial time. We will revisit this issue in Section 5.
Consequences
As mentioned in the introduction, the proof of Theorem 1.1 suggests a connection between kernels and obstructions. In the given proof, the size of the obstructions of (3.b) matches the size bound of the kernel from which the quasi-order is derived. As a corollary to the theorem, we therefore find that problems with polynomial kernels can be characterized by polynomial-size obstructions. 
An obvious question is whether the converse of this statement holds. It follows from a construction by Kratsch and Wahlström [2011] that this is not the case, assuming NP ⊆ coNP/poly. We give a concrete example of a parameterized problem that is characterized by efficiently testable obstructions of polynomial size, yet is unlikely to admit a polynomial kernel. 
PROOF. The classical variant of the problem is NP-complete [Garey and Johnson 1979, GT4] . For the kernelization lower bound we use the composition framework by Bodlaender et al. [2009a] . As the disjoint union of a series of graphs is 3-colorable if and only if all individual graphs are, the 3-COLORING [COMP. SIZE] problem is ANDcompositional. Using the mentioned framework [Bodlaender et al. 2009a, Lemma 7] and a recent result of Drucker [2012] , this implies that 3-COLORING [COMP. SIZE] does not admit a polynomial kernel unless NP ⊆ coNP/poly.
We proceed by giving a polynomial-time quasi-order. Let (x N , k N ) be a constant-size NO-instance consisting of a single connected component, for example, the graph K 4 with a parameter value of 4. Now consider the following polynomial-time quasi-order on instances (x, k) ∈ {0, 1} × N of this problem, assuming that an instance is encoded by giving the adjacency matrix of the graph in row-major order. Say that (x , k ) (x, k) if one of the following holds.
-(x , k ) and (x, k) are well-formed instances, k = k , and matrix x can be formed by restricting the adjacency matrix x to the entries corresponding to vertices of one of the connected components of the graph encoded by x.
is not well-formed, because x is not an adjacency matrix or because the corresponding graph has a connected component of more than k vertices.
It is easy to see that is a quasi-order on instances of 3-COLORING [COMP. SIZE]. As the explicit encoding by adjacency matrices avoids the need for graph isomorphism tests when comparing two instances, can be decided in polynomial time: test for each connected component of the graph encoded by x whether the relevant restriction yields x .
If (x , k ) (x, k) for well-formed instances (x, k) and (x , k ), then the graph encoded by x is an induced subgraph of the graph encoded by x. Hence the YES-instances are closed under , as 3-colorability is a hereditary property. Therefore satisfies (3.a) of Theorem 1.1.
To see that (3.b) is also satisfied, consider a NO-instance (x, k). If it is not well-formed, then (x N , k N ) (x, k), which has constant size. If (x, k) is well-formed, then x encodes a graph of chromatic number at least four, in which every connected component has at most k vertices. Hence it has a connected component C on at most k vertices that is not 3-colorable. Let x be the restriction of matrix x to the vertices in C.
Hence there is indeed a quadratic-size obstruction preceding each NO-instance, which concludes the proof.
While the example of Lemma 3.2 shows that the sizes of kernels and obstructions are not directly related for all parameterized problems, it is interesting to determine the problems for which this is the case. We shall see in Section 6 that there is a variety of problems where either both quantities are bounded polynomially in the parameter, or both quantities cannot be bounded polynomially in the parameter. Assuming NP ⊆ coNP/poly, for problems whose superpolynomial kernel lower bound is proven through OR-cross-composition, there is a corresponding superpolynomial lower bound on the obstruction size as developed in Section 5. The example of 3-COLORING [COMP. SIZE] shows that for problems where a superpolynomial kernel lower bound is established through AND-composition, this connection might not exist. Hence it seems to matter whether a parameterized problem is AND-compositional or OR-compositional. Currently, we do not yet have a full understanding of the distinction between the two kinds of (cross-)compositionality. Some problems such as k-EDGE CLIQUE COVER are both AND-cross-compositional and OR-cross-compositional [Cygan et al. 2012] , whereas the construction of Kratsch and Wahlström [2011] shows that CLIQUE IN EVERY COM-PONENT [COMP. SIZE] is AND-compositional, but not OR-compositional, unless NP ⊆ coNP/poly. Exactly the same line of reasoning shows that this is also the case for the problem 3-COLORING [COMP. SIZE] we considered in the preceding.
OR-CROSS-COMPOSITION INTO K-PATHWIDTH
In this section we show how to exploit large minor obstructions to build an ORcross-composition of an NP-complete problem into k-PATHWIDTH. The parameterized k-PATHWIDTH problem is defined as follows. The related classical problem PATHWIDTH is known to be NP-complete [Arnborg et al. 1987] . A minor-minimal obstruction to pathwidth k is a graph of pathwidth k + 1, such that all its proper minors have pathwidth at most k. Minor-minimal obstructions to pathwidth k with (3 k ) vertices form the crucial ingredient for an OR-crosscomposition of an NP-complete problem into k-PATHWIDTH. The following improvement version of the problem serves as the starting point for the composition. PROOF. Membership in NP is trivial. To establish completeness we reduce from the NP-complete [Arnborg et al. 1987 ] PATHWIDTH problem. An instance of PATHWIDTH consists of a graph G and integer k ≥ 0. The question is whether PW(G) ≤ k. Let n := |V(G)|. If k ≥ n − 1 then the answer is trivially YES since we can take a path decomposition with a single bag containing all vertices, which has width n − 1. Hence in this case we can output a constant-size YES-instance. In the remainder, let i := n − k − 1, which is at least one. Construct the graph G := G ⊗ (i · K 1 ), i.e., the join of G and an independent set on i vertices. Construct a path decomposition P for G by making i consecutive bags; each bag contains V(G) and exactly one vertex from the independent set i · K 1 . It is easy to verify that this constitutes a valid path decomposition of G .
k-PATHWIDTH
PATHWIDTH IMPROVEMENT
Let k := n + 1. As each bag of P contains n + 1 vertices, the width of P is k − 1. Hence (G , k , P ) is a valid instance of PATHWIDTH IMPROVEMENT, which asks whether G has pathwidth at most k − 2. By Lemma 2.5 we have:
as the pathwidth of the edgeless graph i·K 1 is zero. Since n = k −1 > k −2, the equality shows that PW(G ) ≤ k − 2 if and only if PW(G) + i ≤ k − 2, which happens if and only
Thus the instance to PATHWIDTH IMPROVEMENT has answer YES if and only if the PATHWIDTH instance has answer YES. As the instance (G , k , P ) of PATHWIDTH IMPROVEMENT can be constructed in polynomial time, this concludes the proof.
The path decomposition in the input of PATHWIDTH IMPROVEMENT makes it possible to verify in polynomial time that the pathwidth of the graph does not exceed k − 1. The additive terms are chosen to simplify the correctness proof of the OR-cross-composition. The exponential-size obstructions to pathwidth that we need for our construction are defined as follows. PROOF. It is known that if G 1 , G 2 , G 3 are acyclic, connected, minor-minimal obstructions to pathwidth k, then any graph that can be formed from the disjoint union G 1∪ G 2∪ G 3 by adding a new vertex that is made adjacent to exactly one vertex in each of the components G 1 , G 2 , G 3 , is a minor-minimal obstruction to pathwidth k + 1. This was proven independently by Kinnersley [1992, Theorem 4.3] and Takahashi et al. [1994, Theorem 2.5] . Observe that K 2 = T 0 is the unique acyclic, connected, minor-minimal obstruction to pathwidth zero. As T k can be built by connecting a new vertex to the roots of three copies of T k−1 , the lemma follows from the cited results by induction.
In our OR-cross-composition, we need to inflate obstructions before being able to embed a series of input instances into them.
Definition 4.4. Let G be a graph and let k ∈ N. The graph G k, called the inflation of G by k, is defined as follows.
Refer to Figure 1 for an example. Inflation of a graph has a straightforward effect on its pathwidth. 
PROOF. The lemma can be considered folklore; we give a proof for completeness. Given a path decomposition for G, one may replace each occurrence of a vertex v by the copies v 1 , . . . , v k to obtain a path decomposition of G k. The size of each bag is multiplied by k. Hence a path decomposition of width PW(G), whose bags have size at most PW(G) + 1, is transformed into a decomposition of G k of maximum bag size at 
PROOF. Consider an arbitrary path decomposition
Then P trivially has the desired form, while its width is not greater than the width of P . It remains to prove that P is a valid path decomposition.
For each vertex v ∈ V(G), the set v 1 , . . . , v k is a clique in G . By Lemma 2.6 it follows that P has a bag X i containing all vertices v 1 , . . . , v k . It follows that X i also contains those vertices. It is easy to verify that the connectivity property is not violated. It remains to show that all edges are represented.
For v ∈ V(G) and i, j ∈[ k], the edge {v i , v j } is represented in a bag that contains the clique {v 1 , . . . , v k }. It remains to show that for each edge {u, v} of G, all edges between copies of u and v are represented in P . But since the copies {u 1 , . . . , u k } form a clique together with {v 1 , . . . , v k } in G k, by Lemma 2.6 there is a bag in P that contains {u 1 , . . . , u k , v 1 , . . . , v k }. The same bag in P contains all those vertices, and therefore realizes all edges between copies of u and v. Hence P is indeed a valid path decomposition of G k of the desired form.
Now we can prove that k·(PW(G)+1) ≤ PW(G k)+1.
Consider a minimum-width path decomposition P of G k where, for each v ∈ V(G), each bag contains either all copies of v or none. Removing all copies with index two or higher from the decomposition results in a path decomposition of a graph isomorphic to G. Since the number of copies of a vertex in each bag drops by a factor k, the maximum size of a bag is decreased by a factor k, from at most PW(G k) + 1 to (PW(G k) + 1)/k. As the width of a decomposition is one less than the maximum bag size, this implies that k·(PW(G)+1) ≤ PW(G k) + 1. THEOREM 4.6. The PATHWIDTH IMPROVEMENT problem OR-cross-composes into k-PATHWIDTH. PROOF. Following Definition 2.2, we first define an equivalence relation R on * and then show how to compose a series of instances of PATHWIDTH IMPROVEMENT that are equivalent under R.
We define R as follows. Let any two strings that do not encode valid instances of PATHWIDTH IMPROVEMENT be equivalent. Let two well-formed instances be equivalent if they ask for the same pathwidth bound. It is easy to verify that this is a polynomial equivalence relation. We show how to cross-compose instances of PATHWIDTH IMPROVEMENT that are equivalent under R. If the instances are malformed, then we may output a constant-size NO-instance. In the remainder, we may therefore assume that the input consists of a sequence (G 1 , k 1 , P 1 ), . . . , (G t , k t , P t ) such that k 1 = . . . = k t = k. The instance with index i ∈[ t] asks whether G i has pathwidth at most k − 2, and supplies a path decomposition P i of G i having width at most k − 1. By duplicating some inputs, we can enforce that t is a power of three and t ≥ 3; this does not change the OR of the answers to the input instances, while at most increasing the input size by a factor three. So let t be equal to 3 s for some s ∈ N.
The construction is based on the minor-minimal obstruction T s . Label the 3 s = t leaves of T s as x 1 , . . . , x t , and let y 1 , . . . , y t be the parents of those leaves. As s ≥ 1, each vertex y i has degree exactly two in T s . We cross-compose the instances into a single graph G . It is obtained by inflating T s by a factor k and replacing each k-vertex clique containing the copies of a leaf x i by the graph G i . More formally, we obtain G as follows. Refer to Figure 2 for an example. Let k := k(s + 2) − 2 ∈ O(n · log t).
CLAIM 6. PW(G ) ≤ k if and only if there is an i ∈[ t] such that PW(G
PROOF. (⇒) Assume that G has pathwidth at most k . By Lemma 2.7 there is an interval graph H that is a supergraph of G , such that ω(H ) ≤ k + 1. We show that there is an index i * ∈[ t] such that the induced subgraph H [ V(G i * )] has clique number at most k − 1.
To see this, suppose that no such index exists. For each i ∈[ t], let S i be a clique of size k in H [ V(G i )]. Consider the graph H obtained from H by removing the vertices V(G i ) \ S i for each i ∈[ t]
; from each graph that was plugged into T s k, we only leave a single clique. As interval graphs are hereditary, H is an interval graph. Since H ⊆ H , we have ω(H ) ≤ ω(H ) ≤ k + 1. Now observe that H is a supergraph of T s k: when constructing G we replaced the inflated size-k cliques corresponding to the leaves of T s k by the input graphs joined to all copies of the parent vertices of that leaf, but we reduce the vertex sets of the plugged-in graphs G i back to size-k cliques by deleting V(G i )\S i for all i ∈[ t]. But then H is an interval supergraph of T s k of clique number at most k +1 = k(s+2)−1, implying by Lemma 2.7 that PW( T s k) ≤ k(s+2)−2. But this contradicts the fact that PW( T s k) has pathwidth at least k(s + 2) − 1, which follows from Lemma 4.3 and Lemma 4.5.
Thus there must indeed be an index i * ∈[ t] such that H [ V(G i * )]
has clique number at most k − 1. As that graph is an interval supergraph of G i * , this shows by Lemma 2.7 that G i * has pathwidth at most k − 2, proving this direction of the equivalence.
(⇐) For the reverse direction, suppose that i * ∈[ t] such that PW(G i * ) ≤ k − 2. Let P * be a path decomposition of G i * whose bags have size at most k − 1. Since T s is a minorminimal obstruction to pathwidth s, its proper minor T s − x i * has pathwidth at most s. By Lemma 4.5 this implies that the inflation ( T s − x i * ) k has pathwidth at most k(s + 1) − 1. Consider a path decomposition P of ( T s − x i * ) k whose maximum bag size is bounded by k(s + 1). We will transform P into a path decomposition of G of width at most k .
As a first step, we transform P into a path decomposition of the graph G − V(G i * ) whose bags have size at most k(s + 1). Effectively, this comes down to incorporating the vertex sets V(G i ) into P for i ∈[ t] \{i * }. For each such i, do the following. Consider the leaf x i of the obstruction T s , with the corresponding parent y i . By the existence of the edge {x i , y i } in the obstruction, the copies of x i and y i together form a clique in the inflated graph ( T s − x i * ) k. Hence by Lemma 2.6 there is a bag X j of the decomposition P that contains all copies of x i and all copies of y i . We now splice the width-(k − 1) path decomposition P i = (X i 1 , . . . , X i r ) of G i into the decomposition P , as follows. Remove all copies of vertex x i from the decomposition; this decreases the size of bag X j by k. Make r − 1 copies of bag X j and insert them just after X j . Now add the contents of bag X i 1 to X j , add X i 2 to X j+1 , and so on. Each of the new bags is thus obtained from X j by removing the k copies of x i and replacing them by the contents of a bag in the decomposition P i . The latter decomposition has bags of size at most k. Hence after the replacement, the maximum bag size is still at most k(s + 1). The updated decomposition correctly represents the edges in the graph G i , together with its edges to the copies of y i .
-The edges of G i are represented in the decomposition P i that we spliced in. -The edges between V(G i ) and the copies of y i are represented because X j contains all copies of y i , while vertices of V(G i ) only occur in bags that are copies of X j .
By independently splicing in the path decompositions of all input graphs except for G i * , we obtain a decomposition of the graph G − V(G i * ) whose bags have size at most k(s + 1).
To obtain a decomposition of G , it remains to incorporate the vertex set V(G i * ) in the decomposition. Observe that the copies of y i * , which are adjacent to all vertices of V(G i * ) in G , form a clique in G − V(G i * ). By Lemma 2.6 the decomposition resulting from the previous step therefore has a bag X j * containing all copies of y i * . Recall that P * is a path decomposition of G i * whose bags have size at most k − 1. Let P * = (X * 1 , . . . , X * r * ). Make r * − 1 copies of bag X j * , inserting them right after X j * . Add the contents of X * 1 to X j * , add X * 2 to X j * +1 , and so on, until the entire decomposition P * is incorporated into P . We add bags of size at most k − 1 to a decomposition whose bags had size at most k(s+1). Hence the bags in the final decomposition P have size at most k(s + 2) − 1. It follows that P has width at most k(s + 2) − 2. To see that P is a valid path decomposition of G , observe that all edges of G [ V(G i * )] are represented because we spliced in a decomposition of G . The edges between V(G i * ) and the copies of the parent y i * are represented because all copies of y i * are present in all bags that we splice P * into. Thus G has pathwidth at most k(s + 2) − 2 = k .
The claim shows that the cross-composed instance (G , k ) acts as the OR of the inputs. As G can be built in polynomial time and k is bounded by a polynomial in the size of the largest input instance plus log t, this concludes the proof.
By Theorem 2.3, the combination of Lemma 4.1 and Theorem 4.6 gives the following corollary.
COROLLARY 4.7. k-PATHWIDTH does not admit a polynomial kernel unless NP ⊆ coNP/poly.
While this kernelization lower bound was already known through the use of ANDcomposition [Bodlaender et al. 2009a; Drucker 2012] , the presented construction using minor-minimal pathwidth obstructions gives a new route to this result. We believe that the fact that an NP-complete problem OR-cross-composes into k-PATHWIDTH is interesting in its own right, since it sheds more light on the combinatorial structure of k-PATHWIDTH: a similar OR-cross-composition for k-TREEWIDTH is not known, and might not exist. In the next section we find another motivation for the interest in ORcross-compositions, rather than AND-compositions.
PROVING NONEXISTENCE OF SMALL OBSTRUCTIONS
In this section we show how the kernelization lower-bound framework of OR-crosscomposition can be used to prove that a problem is not characterized by polynomialsize obstructions under any quasi-order of a certain form, thereby providing another connection between kernelization tools and the study of obstruction sets. The type of quasi-orders whose nonexistence we can establish in this way, is defined as follows.
Definition 5.1. A quasi-order on * × N is efficiently generated if there is a polynomial-time nondeterministic Turing machine that, on input (x, k) ∈ * × N, outputs an instance (x , k ) ∈ * × N on each computation path such that:
-each output instance (x , k ) precedes (x, k) under ; and -all instances preceding (x, k) appear as the output of some computation path.
At this point it is important to consider the difference between polynomial-time quasi-orders, defined in Section 1.1, and efficiently generated quasi-orders. The following proposition shows that all polynomial-time quasi-orders for which the sizes of elements that precede (x, k) are bounded polynomially in the size of (x, k), are efficiently generated.
PROPOSITION 5.2. Let be a polynomial-time quasi-order on * × N. If there is a polynomial p such that for all
, then is efficiently generated.
PROOF. Let
and p be as stated. We give a polynomial-time nondeterministic Turing machine that generates . On input (x, k), the algorithm nondeterministically guesses an instance (x , k ) ⊆ * × N of size at most p(|(x, k)|). Since is fixed and the length of the generated instance is polynomially bounded, the number of nondeterministic steps needed is polynomial in |(x, k)|. In each computation path, the algorithm then tests whether (x , k ) (x, k), which can be done deterministically in polynomialtime since is a polynomial-time quasi-order. If (x , k ) (x, k) then it outputs (x , k ); otherwise it outputs (x, k). On each computation path, the output instance precedes the input (x, k) under : in the first case this follows trivially from the test, and in the second case this follows from the reflexivity of . By the assumed bound on the length of preceding elements, all elements that precede (x, k) are used in some nondeterministic guessing step, and appear on the output of the corresponding computation path.
Since in any sensible containment relation for obstructions, an element is not significantly larger than the elements it precedes, the proposition shows that under a mild condition, any polynomial-time quasi-order is efficiently generated. The reverse is not true, however, which will follow from the following examples.
Definition 5.3. Define the quasi-order m on {0, 1} * × N as follows.
-string x is not the adjacency matrix of an undirected graph, and (x , k ) = (x, k) ; or -strings x and y are the adjacency matrices of undirected graphs G and G , respectively, the values k and k are equal, and G is (isomorphic to) a minor of G.
PROPOSITION 5.4. The relation m is an efficiently generated quasi-order on {0, 1} * × N.
PROOF. The fact that m is a quasi-order follows from the fact that the minor relation is a transitive, reflexive binary relation on unlabeled graphs. It remains to prove that it is efficiently generated.
On input (x, k), a nondeterministic Turing machine to generate m proceeds as follows. It first tests whether string x is the adjacency matrix of an undirected graph. If not, it simply outputs (x, k) and terminates. If x encodes a graph G, it proceeds as follows. It nondeterministically selects a subgraph H of G. Then it nondeterministically selects a subset of the edges in H, and contracts them to obtain a graph G . Finally, it nondeterministically selects a permutation of the vertices of H, and writes the adjacency matrix x of G , using the selected permutation as the order in which the rows and columns for the vertices appear in the matrix. Finally it outputs (x , k).
Since every minor of G can be obtained by contracting edges in a subgraph of G, all minors of G occur in some computation path. Since all different adjacency matrices of the minors are generated, all elements that precede (x, k) appear on the output of a computation path if x encodes a valid adjacency matrix. If not, then by Definition 5.3 the only element that precedes (x, k) is (x, k) itself, which is given as output. It is easy to see that all computation paths terminate in polynomial time.
Other efficiently generated quasi-orders on parameterized graphs, encoded as adjacency matrices, include the topological minor order, the (induced) subgraph order, the immersion order, and the contraction order (cf. Downey and Fellows [1999, §7.8]) . These examples show that efficiently generated quasi-orders are more powerful than polynomial-time quasi-orders: since it is NP-complete to test, given two graphs H and G, whether H is a minor of G (the problem generalizes HAMILTONIAN CYCLE), the efficiently generated quasi-order m is not polynomial-time unless P = NP. It follows easily from Proposition 5.2 that the quasi-order constructed in the proof of Theorem 1.1 is also efficiently generated.
To establish conditions under which obstructions that characterize a parameterized problem under efficiently generated quasi-orders must have superpolynomial size, we need some additional concepts regarding co-nondeterministic kernelization lower bounds. The potential of using co-nondeterministic constructions was already observed in early papers on kernel lower bounds (cf. Dell and van Melkebeek [2010] ; Fortnow and Santhanam [2011] ; Harnik and Naor [2010] ), but was first successfully exploited by Kratsch [2012] in his superpolynomial kernel lower bound for a Ramseytype problem. We refer to the work by Kratsch for a detailed history of the use of co-nondeterminism in kernelization bounds. The following material is implicit in the conference version [Kratsch 2012 ] of Kratsch's paper. It is formulated explicitly in the journal version [Kratsch 2014 ], which will appear in Transactions on Algorithms.
Definition 5.5 (Compare Kratsch [2014, Definition 3.1] ). Let Q ⊆ * × N be a parameterized problem and let f : N → N be a computable function. A co-nondeterministic kernelization (coNP-kernel) for Q of size f is a nondeterministic Turing machine K such that, given an input (x, k) ∈ * × N, each computation path of K(x, k) takes time polynomial in |(x, k)| and outputs an instance (x , k ) ∈ * × N such that:
-the size of (x , k ) is bounded by f (k); and -if (x, k) is a YES-instance of Q, then all computation paths of K(x, k) output YES- instances of Q; and -if (x, k) is a NO-instance of Q, then at least one computation path of K(x, k) outputs a NO-instance of Q.
A coNP-kernel of polynomial size is called a polynomial coNP-kernel.
The following lemma could be considered folklore. Since the material never appeared in print, and has consequences for our discussion of obstruction sets, we present it here.
LEMMA 5.6. Let Q ⊆ * × N be a parameterized problem. If there is a polynomial p : N → N and an efficiently generated quasi-order such that:
PROOF. If Q only has NO-instances, then the algorithm that always outputs ( , 1) trivially satisfies the requirements ( denotes the empty string). Otherwise, let (x Y , k Y ) be a YES-instance. On input (x, k), the coNP-kernelization proceeds as follows. It simulates the nondeterministic Turing machine that efficiently generates on (x, k). In each computation path, after the generating algorithm outputs an element (x , k ) (x, k), the kernel tests whether
Each computation path of the nondeterministic procedure terminates in polynomial time (as is efficiently generated) and outputs an instance of size at
. To see that the procedure satisfies the nondeterministic form of correctness required from a coNP-kernel, consider the behavior on some input instance (x, k). If (x, k) is a YES-instance, then the outputs either precede (x, k) (implying they are YES-instances by (a)) or equal the trivial YES- precedes (x, k) . By definition of an efficiently generated quasi-order, at least one computation path generates (x , k ). As it is sufficiently small, that instance is used as the output to the coNP-kernel. Hence at least one computation path outputs a NO-instance, as required.
We shall need the following result regarding co-nondeterministic constructions for kernelization lower bounds. For completeness, we remark that our statement of Theorem 5.7 differs from that of Kratsch [2014, Theorem 3.6] in two small ways. First of all, Kratsch states the theorem for OR-cross-compositions of cost at most f (t) = t o(1) . This requirement asks that the output parameter for composing instances x 1 , . . . , x t is bounded by O(f (t) · max i∈ [t] |x i | c ) for some constant c. Since our definition of OR-cross-composition (Definition 2.2) requires that the output parameter of the composition is polynomial in max i∈ [t] |x i |+log t, it is of the form required for his theorem. Second, the cited theorem is phrased for polynomial coNP-compressions, rather than polynomial coNP-kernels. Since a polynomial coNP-kernel yields a polynomial coNP-compression by transforming each instance (x, k) ∈ * × N into a string x#1 k , for some new character # that is added to the alphabet, his theorem directly implies the stated variant.
We can now state and prove the main result of this section, which connects the kernelization lower bound tool of OR-cross-composition 
Theorem 5.8 shows that an OR-cross-composition of an NP-hard set into Q makes it unlikely that Q admits an efficiently generated quasi-order on its instances that characterizes the problem by obstructions of polynomial size. The strength of the theorem comes from the fact that it excludes the existence of efficiently generated quasi-orders, rather than just polynomial-time quasi-orders.
Applying Theorem 5.8 to k-PATHWIDTH, we obtain some interesting information about the properties of the pathwidth measure. While it was already known that the minor-minimal obstructions to pathwidth k can have size exponential in k, Theorem 5.8 shows that any efficiently generated quasi-order under which the YESinstances are closed, must result in superpolynomial size obstructions. As many natural quasi-orders on graphs are efficiently generated, this shows that a nice characterization of pathwidth in terms of polynomial-size obstructions is unlikely to exist.
FURTHER CONNECTIONS BETWEEN KERNELS AND OBSTRUCTIONS
There are various other examples of the strong connection between kernel sizes and obstruction sizes in the literature. We discuss some of them.
Vertex Cover
Looking back, the earliest example of a problem for which this connection can be observed is k-VERTEX COVER. Recall that a vertex cover in a graph G is a set of vertices S ⊆ V(G) such that each edge has at least one endpoint in S. Let VC k denote the graphs with a vertex cover of size at most k. It follows directly from the definition that VC k is a lower ideal in the subgraph order. It is not difficult to prove that VC k is also a lower ideal in the minor order. Hence, with respect to both quasi-orders, we may consider the obstructions to having a vertex cover of size at most k: these are the graphs whose minimum vertex cover has size k + 1, for which all proper subgraphs (respectively minors) belong to VC k . It is known that both the subgraph order and the minor order lead to exactly the same obstruction sets [Dinneen and Lai 2007, Lemma 2.4] , which are finite.
These obstruction sets have been investigated intensively; see Lovász and Plummer [1986, Chapter 12 .1] for an overview. Already in 1964, Erdős and Gallai [1961] proved that if a minimum vertex cover in the graph G has size k, but all proper minors (or, equivalently, proper subgraphs) of G have a vertex cover of smaller size, then G has at most 2k vertices; equality is attained for graphs consisting of k disjoint edges. 1 The first connection with kernelization that can be observed, is that 2k is also the number of vertices in the current-best kernel for k-VERTEX COVER [Abu-Khzam et al. 2007; Chen et al. 2001] . This is no coincidence: the same crown reduction rule [Abu-Khzam et al. 2007 ] that can be used to obtain a kernel with 2k vertices, can also be used to prove the upper bound on the order of minimal graphs with size-k vertex covers. In the other direction, the arguments that have been used to argue about obstruction sets, can also be used to algorithmically obtain kernels for k-VERTEX COVER. In fact, the exercises in the book by Lovász and Plummer [1986, Exercise 12.1.23 ] already show how to give a polynomial-time algorithm that, given a graph G whose minimum vertex cover has size k, finds a subgraph G of G with at most 2k vertices whose vertex cover number is k. Although the concept of kernelization was not defined when the book was published in 1986, it is clear that the algorithm in the exercise is closely related to it. The material was developed solely with the interest of studying obstruction sets.
The fact that the vertex cover obstructions are relatively well-behaved, in the sense that they have many nice combinatorial properties, might explain why the k-VERTEX COVER problem can be attacked so successfully by multivariate algorithms (cf. Fellows et al. [2013, §4] ). An interesting challenge in this direction is to see whether the fact that VERTEX COVER is FPT parameterized by the excess of a vertex cover over the size of a maximum matching, is related to properties of the obstruction sets. The Gallai class number of these obstructions [Lovász and Plummer 1986, p.450] might lead to such an explanation, although this is not at all obvious.
F -Minor-Free Deletion
A strong generalization of k-VERTEX COVER is the k-F -MINOR-FREE DELETION problem. This problem asks for a fixed, finite set of graphs F, and an input (G, k), whether at most k vertices can be removed from the graph G such that the resulting graph contains no member of F as a minor. The case of F = {K 2 } corresponds to k-VERTEX COVER. For a fixed set F, the YES-instances to this problem of parameter value k are closed under taking minors [Fellows and Langston 1988, Theorem 6] and form a lower ideal G F ,k in the minor order. Hence for each fixed k, there is a finite obstruction set that characterizes the problem in the minor order. The properties of these obstruction sets are not understood as well as for vertex cover, although some results are known [Dinneen et al. 2001] for the case F = K 3 (obstructions to having a feedback vertex set of size k).
The connection between these obstruction sets and kernelization for k-F -MINOR-FREE DELETION is as follows. Fomin et al. [2012] proved that for each set F containing a planar graph, 2 the k-F -MINOR-FREE DELETION problem admits a polynomial kernel, and the graphs in the obstruction sets for G F ,k have size polynomial in k. As in the case of k-VERTEX COVER, the argument that gives a kernelization bound can also be used to bound the sizes of the obstructions. The proofs are much more involved, however, than in the case of k-VERTEX COVER. Whether polynomial kernels exist for the case that F does not contain any planar graphs is not known; similarly, it is unknown whether there is a polynomial bound on the sizes of obstructions for the corresponding ideals G F ,k . Following the observed connection between kernels and obstructions, we conjecture that these two questions share the same answer.
Structural Parameterizations of Treewidth and Pathwidth
It is well-known that the graph parameters treewidth and pathwidth do not increase when taking minors, and are therefore characterized by finite obstruction sets. The natural parameterizations of both problems, k-PATHWIDTH and k-TREEWIDTH, are known not to admit polynomial kernels unless NP ⊆ coNP/poly [Bodlaender et al. 2009a; Drucker 2012] . For more restrictive parameterizations of the problems related to these width measures, however, polynomial kernels can be obtained. Consider for example the vertex cover number VC(G) of a graph G: the size of a smallest vertex cover in G. For this parameterization of PATHWIDTH [Bodlaender et al. 2012] and TREEWIDTH [Bodlaender et al. 2013; , kernels have been obtained with O(VC 3 ) and O(VC 2 ) vertices, respectively. The kernelization arguments employed in these results can also be used to give upper bounds on the sizes of treewidth and pathwidth obstructions, compared to their vertex cover number. For example, using this approach it is possible to prove that any graph G for which all its proper minors have strictly smaller treewidth than G itself, has O(VC(G) 2 ) vertices. For graphs G whose proper minors all have a smaller pathwidth than G, one can prove a size bound of O(VC(G) 3 ) vertices. Hence even in the realm of structural parameterizations we can observe a relation between the sizes of the obstructions compared to their structural parameters, and the kernel sizes of the corresponding parameterized problems.
Graph Coloring Problems
For the last example, we turn away from the minor order. We consider the q-COLORING problem, which asks whether a given graph G can be properly colored with q colors. Jansen and analyzed the kernelization complexity of q-COLORING. Since the problem is already NP-complete for q = 3, they parameterized the problem by measures of the input graph's complexity. Concretely, they focused on well-understood hereditary graph classes F on which q-COLORING is polynomial-time solvable, and considered the problem on the parameterized families F + kv: these are the graphs G for which there exists a modulator X ⊆ V(G) of size at most k such that G − X ∈ F. The value of k was used as the parameter. For example, they considered the q-COLORING problem parameterized by the size of a modulator X ⊆ V(G) in the input graph G such that G − X is a cograph. They determined whether or not such problems admit kernels of size polynomial in k, for various hereditary graph classes F.
Since a q-coloring is preserved when taking induced subgraphs, the YES-instances of q-COLORING form a lower ideal in the induced subgraph order. For a fixed hereditary graph class F and integer q, we may therefore consider the obstruction sets S F ,q :
Although these sets are not finite, in general, they characterize the q-COLORING problem on graphs in a hereditary family F in the sense that G ∈ F is a YES-instance of q-COLORING if and only if G does not contain a graph in S F ,q as an induced subgraph. The existence of polynomial kernels for q-COLORING on F + kv graphs turned out to depend on the behavior of minimal NO-instances of a related list coloring problem on graphs in F. To describe the kernelization results, and subsequently relate them to the behavior of the obstruction sets of S F +kv,q , we need the following terminology.
A q-LIST-COLORING instance consists of a graph G and a function L : V(G) → 2 [q] that assigns to each vertex a list of allowed colors. The question is whether G can be properly colored by assigning each vertex a color from its list. The size of minimal NO-instances of q-LIST-COLORING, captured by the following definition, turns out to be crucial. For a graph class F and positive integer q, let g(F, q) be the maximum integer such that there is a NO-instance (G ∈ F, L) of q-LIST-COLORING on g(F, q) vertices, such that for all v ∈ V(G) the graph G − v can be properly colored while respecting the lists; let g(F, q) := +∞ if the maximum does not exist. Jansen and Kratsch [2013, Theorem 1] proved that this quantity governs the size of kernels for the q-COLORING problem on F + kv graphs. In particular, they proved that the q-COLORING problem on F + kv graphs has a kernel with O(k q·g(F ,q) ) vertices for every hereditary family F and constant q. They also proved a corresponding lower bound, under the assumption that NP ⊆ coNP/poly: for graph families F that are closed under disjoint union, if g(F, q − 2) ≥ 3 then q-COLORING on F + kv graphs does not have a kernel with O(k g(F ,q−2)− ) bits, for any > 0. Hence the behavior of the minimal NO-instances of q-LIST-COLORING gives upper and lower bounds on kernel sizes for these structural parameterizations.
The intuitive connection between minimal NO-instances and kernels can be turned into an explicit connection between kernel sizes for q-COLORING on F + kv graphs and the sizes of the q-COLORING obstructions S F +kv,q , which is the main point of this section. The argument [Jansen and Kratsch 2013, Theorem 1] that gives an upper bound of O (k q·g(F ,q) ) vertices on the kernel size of q-COLORING on F + kv graphs, can also be used to upper bound the order of the obstructions S F +kv,q that characterize the q-COLORING problem in F + kv graphs, giving a bound of O(k q·g (F ,q) ) vertices. With a little work, and using the existence of unsatisfiable q-CNF-SAT formulas on k variables with (k q ) clauses that become satisfiable if any clause is removed [Lee 2009 ], the lower bound argument [Jansen and Kratsch 2013, Theorem 4] can also be transferred to prove the following: if g(F, q − 2) ≥ 3 then the maximum order of an obstruction in S F +kv,q is (k q·g (F ,q) ). If g(F, q − 2) = +∞, then this should be interpreted as saying that even for fixed k, there is an infinite number of obstructions. Hence the kernel sizes and obstruction sizes for q-COLORING on F + kv graphs have common upper and lower bounds of the same form, thereby providing an example of a strong quantitative connection between kernel sizes and obstruction sizes outside the realm of the minor order.
CONCLUSION
We gave a general characterization of FPT in terms of problems admitting efficiently testable quasi-orders that characterize NO-instances by obstructions of bounded size. The characterization motivated the main thesis underlying this article: the sizes of problem kernels are intimately related to the sizes of obstructions in quasi-orders under which the YES-instances form a lower ideal, and these quantities should therefore be studied together. In Sections 4 and 5, we showed how properties of obstruction sets can be used to derive kernelization bounds, and vice versa. The examples given in Section 6 show the breadth of the connection between kernels and obstruction sets.
We conclude with some directions for future research. Corollary 3.1 shows that problems with polynomial kernels are characterized by polynomial-size obstructions under polynomial-time quasi-orders. Can the contrapositive of this connection be used to establish kernel lower bounds? Traditionally, kernel lower bounds have been obtained through composition-like reductions. Are there problem settings where it is difficult to make composition algorithms, but there are mathematical tools to show the impossibility of characterizing the problem by small obstructions under a quasi-order?
It is interesting to note the similarity between the construction of Theorem 4.6 and the kernelization lower bound for k-RAMSEY given by Kratsch [2012] . The k-RAMSEY problem asks, given a graph G and integer k, whether G has an independent set or a clique of size k. Kratsch showed how to compose a sequence of instances of an NP-hard improvement version of the k-RAMSEY problem by embedding them in a larger host graph, whose size is superpolynomial with respect to the associated parameter value. The outline of the construction is therefore similar to our proof of Theorem 4.6, where we embed instances of PATHWIDTH IMPROVEMENT in a host graph that is formed by an exponential-size pathwidth obstruction. The host graph employed by Kratsch is related to the Turán graph, which is extremal in Ramsey-settings. Does his kernel lower bound relate to obstruction sets for the k-RAMSEY problem in a concrete way?
Considering the k-RAMSEY problem we remark that in the natural quasi-order related to the problem, the induced subgraph order, the YES-instances of parameter value k form an upper ideal, rather than a lower ideal. We find similar behavior in the k-PATH problem. A graph has a path on k vertices if and only if it contains P k as a minor. Hence the graph P k forms the unique minor-order obstruction to being a NO-instance of the k-PATH problem, and the YES-instances of k-PATH form an upper ideal in the minor order. The size of the obstruction P k is obviously polynomial in k, while the k-PATH problem does not admit a polynomial kernel unless NP ⊆ coNP/poly [Bodlaender et al. 2009a] . Although the discrepancy between kernel sizes and obstruction sizes here does not match the observed theme that has been discussed in Section 6, it does not contradict Theorem 5.8 since that applies only to quasiorders under which the YES-instances form a lower ideal. It seems that the distinction between lower and upper ideals, which has connections to the distinction between NP and coNP, is of some significance for the relation between obstruction sizes and kernel sizes. We do not currently understand the full importance of this distinction, and suggest it as a topic for further investigation.
Let us now consider some potential applications of Theorem 5.8. The theorem effectively shows that for a parameterized problem Q, having both an OR-cross-composition of an NP-hard problem L into Q and a characterization by polynomial-size obstructions under an efficiently generated quasi-order, implies the unlikely collapse NP ⊆ coNP/poly. In Section 5 we used this argument to show that OR-cross-compositional problems are unlikely to be characterizable by small obstructions. However, the other direction might also be interesting to explore: exhibiting a quasi-order to prove (albeit conditionally) that there is no OR-cross-composition. For problems where we have been struggling to determine the existence of a polynomial kernel, such as k-DIRECTED FEEDBACK VERTEX SET [Chen et al. 2008] and k-VERTEX PLANARIZATION (cf. Fomin et al. [2012] ), it might be possible to establish the existence of a quasi-order that characterizes the problem using small obstructions. Using Theorem 5.8 this would then rule out the existence of OR-cross-compositions (assuming NP ⊆ coNP/poly) for the problem, showing the impossibility of settling the kernelization complexity through the latter technique. Hence the contrapositive of Theorem 5.8 can potentially tell us what kind of composition we should be looking for: an AND or an OR (cf. Bodlaender et al. [2009a] ).
These types of arguments can also be applied in a quantitative setting, when investigating the degree of the polynomial that bounds the size of a kernel. This is best discussed using a concrete example. For the TREEWIDTH problem parameterized by the size of a minimum vertex cover, a kernel is known with O(VC 2 ) vertices that can be encoded in O(VC 3 ) bits [Jansen 2013, Theorem 4] . It is also known that no kernel exists that can be encoded in O(VC 2− ) bits, for any > 0, unless NP ⊆ coNP/poly. To determine the optimal kernel size for this problem, one might wonder where to start: decrease the upper bound, or improve the lower bound? An intermediate step may be to find a smaller coNP-kernel for the problem. By Lemma 5.6, for this task it suffices to find an efficiently generated quasi-order that characterizes the problem by small obstructions. The natural quasi-order to use would be the minor order. If one could prove that for any graph G for which all proper minors of G have treewidth strictly smaller than that of G, the number of edges in G is O(VC(G) 2 ), then this would result in a coNP-kernel for TREEWIDTH parameterized by vertex cover that can be encoded in O(VC 2 ) bits. All the existing machinery for proving lower bounds on the degree of the polynomial in the kernel size [Bodlaender et al. 2011; Dell and van Melkebeek 2010; Dell and Marx 2012; Hermelin and Wu 2012] also applies in the co-nondeterministic setting. A lower bound of, say (VC 3− ) bits using the current tools, would therefore imply NP ⊆ coNP/poly when combined with a coNP-kernel of size O(VC 2 ). Finding such a coNP-kernel would therefore show that the current lower bound tools cannot prove a better lower bound than (VC 2− ) bits. Since an argument about the properties of treewidth obstructions involves only the proof of a nonconstructive mathematical statement, this may be much simpler than finding a polynomial-time algorithmic process to obtain a smaller kernel. Hence, using purely non-algorithmic mathematical proofs, this route may be used to mark the limits of what we can hope to achieve using the current lower bound frameworks.
The construction of Theorem 4.6 raises the question of whether similar OR-crosscompositions exist for the natural parameterizations of other width measures such as k-TREEWIDTH and k-TREEDEPTH. For k-TREEDEPTH this seems to be quite plausible, as exponential-size minor-order obstructions can be created similarly as for pathwidth [Dvorak et al. 2012] . In contrast, it is currently not known whether the size of obstructions to treewidth k can be bounded by a polynomial in k.
Another direction that could be explored is the potential interplay between the complexity of order-testing and the number and sizes of obstructions. For example, Dinneen [1997] showed that the number of minor-order obstructions for having genus at most g, cannot be bounded by any polynomial in g, unless NP ⊆ coNP/poly. Is it possible that while there must be super-polynomially many minor-order obstructions, there might be a polynomial bound on their size, conceivably because in orders where order-testing is more expensive, the obstructions can be smaller? We expect a further investigation of the interplay between kernels and obstructions for FPT problems, considered in the light of quasi-orders with various properties, to yield interesting insights into the structure of hard problems.
