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Abstract
In subset selection we search for the best linear predictor that involves a small subset
of variables. From a computational complexity viewpoint, subset selection is NP-hard and
few classes are known to be solvable in polynomial time. Using mainly tools from discrete
geometry, we show that some sparsity conditions on the original data matrix allow us to
solve the problem in polynomial time.
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1 Introduction
In machine learning and statistics, subset selection is also known as feature selection, attribute
selection, variable selection or variable subset selection. It is the problem of selecting a subset
of relevant variables (or features) to recover a predictor variable. Subset selection techniques
are used for three main reasons: (i) Improve prediction accuracy by reducing the variance of
the predicted values (reducing overfitting); (ii) Simplify the model to make it easier to interpret;
(iii) Decrease prediction times, since only few variables must be sampled every time a prediction
is required. In subset selection, the prior knowledge is that the data contains many variables
that are either redundant or irrelevant, and can thus be removed without incurring much loss
of information. Natural applications of subset selection abound in medical or social studies. As
an example, consider the problem of predicting the risks of heart disease in terms of observable
quantities such as age, sex, blood pressure, cholesterol level, etc. The goal is to identify a small
set of attributes for future tests.
Due to the vast applicability of this model, many approaches have been proposed by different
communities, including greedy algorithms (e.g., forward- and backward-stepwise selection [16, 8,
4], forward-stagewise regression [7, 11]), branch and bound [2, 13] (e.g., the leaps and bounds
procedure [9]), and convex optimization (e.g., ridge regression [14], the lasso [17]). See [11] for
an introduction to subset selection.
Formally, subset selection is a nonlinear optimization problem of the following form:
min ‖Mx+ cµ− b‖
s.t. x ∈ Rd, µ ∈ R
| supp(x)| ≤ σ.
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In this formulation, x is the d-vector of unknowns and µ is a scalar variable. The remaining
characters stand for data in the problem instance: M is an m× d matrix, b and c are m-vectors,
and σ is a natural number. Finally, ‖·‖ denotes the Euclidian norm. Note that in standard
formulations of the subset selection problem it is often assumed that c is the vector of all ones.
It is often assumed that the columns of M and b are mean-centered (i.e., the sum of entries in
the columns of M and in b is zero), in which case it can be shown that the optimal value of µ
is zero. Since in this paper we want to exploit the sparsity structure of M , we do not assume
mean-centering and therefore explicitly retain the µ variable.
From a computational complexity point of view, subset selection is NP-hard [18]. Only few
results on polynomially solvable cases regarding subset selection are known. Das and Kempe [1]
give an exact algorithm when the covariance graph is a tree. The covariance graph has its nodes
associated with the variables and edges between any pair of variables with non-zero covariance.
Another special case has been analyzed by the same authors. If the covariance graph has a
stable set of size number of variables minus a constant and if this stable set is explicitly known,
then subset selection becomes polynomial time solvable. All these results have been obtained by
exploiting matrix perturbation techniques. Das and Kempe [1] also present a fully polynomial
time approximation scheme when the covariance matrix has constant bandwidth. Donoho [5]
and Candes, Romberg and Tao [3] show that under mild conditions, replacing the cardinality
constraint with an l1-constraint yields the exact solution with an overwhelming probability. Gao
and Li [10] give an exact algorithm when the d− k largest eigenvalues of the matrix M⊤M are
identical. Here, M denotes the data matrix in Eq. (1). Moreover, this result requires that k is a
fixed number.
In this paper we are interested in identifying sparsity conditions on the original data matrixM
that allow us to solve subset selection in polynomial time. Our approach relies in contrast to all
previously known polynomial time results on tools from discrete geometry and an analysis of the
proximity of optimal solutions with respect to two consecutive “support-conditions” | supp(x)| ≤
s and | supp(x)| ≤ s + 1. Our main result is that subset selection can be solved in polynomial
time if the matrix M is obtained by adding a fixed number of extra columns to a block diagonal
matrix, where each block involves a fixed number of variables. Therefore the matrices that we
study have the following sparsity structure:
M =


A1 | |
. . . c1 · · · ck
Ah | |

 . (2)
This setting naturally occurs in a number of real-world applications. In the heart disease example
described above, the columns of M correspond to the observable quantities (or features), and
each row of M corresponds to a different patient. We can then partition all patients based on
their nationality: the patients that have nationality i are the ones corresponding to the rows of
a Ai. The patients of nationality i have been all tested for a number of features: the ones tested
only in their own country are the ones corresponding to the columns of Ai, and the ones that are
common to all countries are the ones corresponding to the extra columns.
This paper is organized as follows. In Section 2 we introduce a reduction of problem (1) to
separable form. In Section 3 we study the case where M is obtained from a diagonal matrix by
adding a fixed number of extra columns. In Section 4 we study the case where M is obtained by
adding a fixed number of extra columns to a block diagonal matrix, where each block involves a
fixed number of variables. The polynomial-time algorithm presented in Section 4 clearly implies
the polynomial solvability of the class discussed in Section 3. We present our algorithms in this
order, since the proof for the diagonal case features many key ideas that will also be used in the
block diagonal case, but with significantly more technicalities.
2
2 Reduction to separable form
All the data matrices M that we consider in this paper are of the form (2). Let n := d− k, and
denote by A the matrix
A :=


A1
. . .
Ah

 ∈ Rm×n,
our matrix M can be written as M = (A|c1| · · · |ck). With this notation, problem (1) takes the
form
min ‖(A|c1| · · · |ck)x+ cµ− b‖
s.t. x ∈ Rd, µ ∈ R
| supp(x)| ≤ σ,
(3)
where b, c, c1, . . . , ck ∈ R
m, and σ ∈ N.
In this section we introduce a reduction that will be useful throughout the paper. The reduced
problem will have two key benefits over problem (1): (i) The support constraint will be applied
only to the variables associated with the columns of A; (ii) The objective function, once squared,
will be decomposable in the subvectors of x corresponding to the blocks of A. This however
comes at the price of considering a fixed number of problems, instead of just one. Moreover,
in each new problem, the one-dimensional parametric right hand side cµ − b is replaced by a
higher dimensional parametric right hand side. For the ease of notation, in the model (4) that
we introduce in Lemma 1 below, the parameter k does not match the k in model (3); Namely, k
in (4) is at most k + 1 in (3).
Lemma 1. Problem (3) can be polynomially reduced to a fixed number of problems of the form
min
∥∥∥∥∥Ax−
(
b−
k∑
ℓ=1
cℓλℓ
)∥∥∥∥∥
s.t. x ∈ Rn, λ ∈ Rk
| supp(x)| ≤ σ,
(4)
where A ∈ Rm×n, b, c1, . . . , ck ∈ R
m, σ ∈ N, and k is a fixed number.
Proof. Note that the objective function of problem (3) can be written in the form∥∥∥∥∥Ax −
(
b− cµ−
k∑
ℓ=1
cℓxn+ℓ
)∥∥∥∥∥ .
For each subset L of {1, . . . , k}, we consider the subproblem obtained from (3) by setting xn+ℓ = 0
for all ℓ ∈ {1, . . . , k}\L, and by restricting the cardinality constraint to the n-dimensional vector
(x1, . . . , xn). Formally,
min
∥∥∥∥∥Ax−
(
b− cµ−
∑
ℓ∈L
cℓxn+ℓ
)∥∥∥∥∥
s.t. x1, . . . , xn ∈ R, xn+ℓ ∈ R, ∀ℓ ∈ L, µ ∈ R
| supp(x1, . . . , xn)| ≤ σ − |L|.
(5)
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To solve problem (3) we just need to solve the 2k distinct subproblems of the form (5). To see
this, let (x∗, µ∗) be an optimal solution of (3). Consider the subproblem (5) corresponding to the
set L := {ℓ ∈ {1, . . . , k} : x∗n+ℓ 6= 0}, and let (xˆ, µˆ) be an optimal solution. Since the restriction
of (x∗, µ∗) obtained by dropping the zero components x∗n+ℓ, for ℓ ∈ {1, . . . , k} \ L, is feasible for
this subproblem, we have that the objective value of (xˆ, µˆ) is at most that of (x∗, µ∗). Consider
now the extension of (xˆ, µˆ) obtained by adding components xˆn+ℓ = 0 for all ℓ ∈ {1, . . . , k} \ L.
This vector is feasible for (3), thus it is an optimal solution to the original problem (3). Since
the extension of a feasible solution of each subproblem (5) is feasible for (3), we have that the
best of the 2k optimal solutions of the subproblems (5) will be an optimal solution to the original
problem (3).
Since k is a fixed number, also |L| is a fixed number for any choice of L. By redefining
k := |L| + 1, by introducing a k-dimensional vector λ of variables µ and xn+ℓ, for ℓ ∈ L, by
redefining accordingly the vectors cℓ, and redefining σ := σ − |L|, each subproblem (5) can be
written in the form (3).
3 The diagonal case
In this section we consider problem (1), where the matrix M is obtained from a diagonal matrix
by adding k extra columns. Hence, we consider matrices M of the form (2) where each Ai is a
1× 1-matrix. In this case, problem (1) takes the form
min
∥∥(D|c1| · · · |ck)x+ cµ− b∥∥
s.t. x ∈ Rd, µ ∈ R
| supp(x)| ≤ σ,
(6)
where D ∈ Rn×n is diagonal, b, c, c1, . . . , ck ∈ Rn, and σ ∈ N. The main result of this section is
the following theorem.
Theorem 1. Problem (6) can be solved in polynomial time for varying n, provided that k is a
fixed number.
In order to prove Theorem 1, we first consider a simpler setting.
3.1 A simpler diagonal problem
In this section we consider a simpler version of problem (6), which is essentially obtained by
fixing the last k components of x and the variable µ. Formally, we consider the problem
min ‖Dx− b‖
s.t. x ∈ Rn
| supp(x)| ≤ σ,
(7)
where D ∈ Rn×n is diagonal, b ∈ Rn, and σ ∈ N.
Lemma 2. Problem (7) can be solved in polynomial time. In particular, an optimal solution is
given by
x∗j :=
{
bj/dj if j ∈M
0 if j /∈M,
where M is a subset of {1, . . . , n} of cardinality σ with the property that for each i ∈M and each
j /∈M , we have |bi| ≥ |bj |.
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Proof. Denote by d1, d2, . . . , dn the diagonal entries of D. Then problem (7) is equivalent to
min
n∑
j=1
(djxj − bj)
2
s.t. x ∈ Rn
| supp(x)| ≤ σ,
(8)
The separability of the objective function implies that the objective value of a vector x will be at
least
∑
j /∈supp(x) b
2
j . Hence, by definition of the index set M , the optimum value of (8) is at least∑
j /∈M b
2
j . The vector x
∗ is then an optimal solution since its objective value is
∑
j /∈M b
2
j .
3.2 Proof of Theorem 1
By Lemma 1, in order to prove Theorem 1, we only need to show that we can solve in polynomial
time a problem of the form
min
∥∥∥∥∥Dx−
(
b−
k∑
ℓ=1
cℓλℓ
)∥∥∥∥∥
s.t. x ∈ Rn, λ ∈ Rk
| supp(x)| ≤ σ,
(9)
provided that k is a fixed number. In the remainder of the proof we show how to solve problem
(9). We define a restricted version of problem (9), where we fix the variables λℓ, ℓ = 1, . . . , k,
Opt(σ)|λ := min
{∥∥∥∥∥Dx−
(
b−
k∑
ℓ=1
cℓλℓ
)∥∥∥∥∥ : x ∈ Rn, | supp(x)| ≤ σ
}
.
Claim 1. We can construct in polynomial time a polynomial number of polyhedra Qt ⊆ Rk, for
t ∈ T , that cover Rk, and index sets χt ⊆ {1, . . . , n} of cardinality σ, for each t ∈ T , with the
following property: For each t ∈ T , the problem Opt(σ)|λ has an optimal solution with support
contained in χt, for all λ such that λ ∈ Qt.
Proof of claim. Lemma 2 implies that in order to understand the optimal support of problem
Opt(σ)|λ for a fixed vector λ, it is sufficient to compare all quantities |bi −
∑k
ℓ=1 c
ℓ
iλℓ|, for
i ∈ {1, . . . , n}. So let i and j be two distinct indices in {1, . . . , n}. We wish to subdivide all
points λ ∈ Rk based on which of the two quantities |bi−
∑k
ℓ=1 c
ℓ
iλℓ| and |bj−
∑k
ℓ=1 c
ℓ
jλℓ| is larger.
In order to do so, consider the inequality∣∣∣∣∣bi −
k∑
ℓ=1
cℓiλℓ
∣∣∣∣∣ ≥
∣∣∣∣∣bj −
k∑
ℓ=1
cℓjλℓ
∣∣∣∣∣ .
It is simple to check that the set of points in Rk that satisfy the above inequality can be written
as the union of polyhedra using linear inequalities corresponding to the four hyperplanes in Rk
defined by equations
bi −
k∑
ℓ=1
cℓiλℓ = 0, bi −
k∑
ℓ=1
cℓiλℓ = bj −
k∑
ℓ=1
cℓjλℓ,
bj −
k∑
ℓ=1
cℓjλℓ = 0, bi −
k∑
ℓ=1
cℓiλℓ = −
(
bj −
k∑
ℓ=1
cℓjλℓ
)
.
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By considering these four hyperplanes for all possible distinct pairs of indices in {1, . . . , n},
we obtain 4(n2−n) = O(n2) hyperplanes in Rk. These hyperplanes subdivide Rk into a number
of polyhedra. By the hyperplane arrangement theorem [6], this subdivision consists of at most
O((n2)k) = O(n2k) polyhedra Qt, for t ∈ T . Since k is fixed, |T | is polynomial in n and the
subdivision can be obtained in polynomial time.
We now fix one polyhedron Qt, for some t ∈ T . By checking, for each hyperplane that we
have constructed above, in which of the two half-spaces lies Qt, we obtain a total order on all the
expressions |bi −
∑k
ℓ=1 c
ℓ
iλℓ|, for i ∈ {1, . . . , n}. The obtained total order is global, in the sense
that, for each fixed λ with λ ∈ Qt, it induces a consistent total order on the values obtained
by fixing λ in the expressions |bi −
∑k
ℓ=1 c
ℓ
iλℓ|, for i ∈ {1, . . . , n}. This total order induces an
ordering it1, i
t
2, . . . , i
t
n of the indices 1, . . . , n such that, for every λ ∈ Q
t, we have∣∣∣∣∣bit1 −
k∑
ℓ=1
cℓit
1
λℓ
∣∣∣∣∣ ≥
∣∣∣∣∣bit2 −
k∑
ℓ=1
cℓit
2
λℓ
∣∣∣∣∣ ≥ · · · ≥
∣∣∣∣∣bitn −
k∑
ℓ=1
cℓit
n
λℓ
∣∣∣∣∣ .
By Lemma 2, for each λ such that λ ∈ Qt, the problem Opt(σ)|λ has an optimal solution with
support contained in χt := {it1, i
t
2, . . . , i
t
σ}. ⋄
Let X be the set containing all index sets χt obtained in Claim 1, namely
X := {χt : t ∈ T }.
Claim 2. There exists an optimal solution (x∗, λ∗) of problem (9) such that
supp(x∗) ⊆ χ for some χ ∈ X .
Proof of claim. Let (x∗, λ∗) be an optimal solution of problem (9). Then x∗ is an optimal
solution of the restricted problem Opt(σ)|λ∗ . Let Q
t, for t ∈ T , be a polyhedron such that
λ∗ ∈ Qt, and let χt ∈ X be the corresponding index set. By Claim 1, the problem Opt(σ)|λ∗ has
an optimal solution x˜ with support contained in χt. This implies that the solution (x˜, λ∗) is also
optimal for problem (9). ⋄
For each χ ∈ X , each problem (9), with the additional constraints xi = 0, for all i /∈ χ,
can then be solved in polynomial time since the cardinality constraint can be dropped, and the
objective function is convex. The best solution among the obtained ones is an optimal solution
of (9). This concludes the proof of Theorem 1.
Note that the algorithm for the simpler case given in Lemma 2 plays a key role in the proof
of Theorem 1. In fact, in Theorem 1 we are able to subdivide the space of the λ variables in a
polynomial number of regions such that in each region the algorithm given in Lemma 2 yields
the same optimal support.
4 The block diagonal case
In this section we consider problem (1), where the matrix M is of the general form (2). In this
case we have seen that problem (1) takes the form (3), where A ∈ Rm×n is block diagonal with
blocks Ai ∈ Rmi×ni , for i = 1, . . . , h, where b, c, c1, . . . , ck ∈ R
m, and σ ∈ N. The main result of
this section is the following theorem.
Theorem 2. Problem (3) can be solved in polynomial time for varying n, provided that k, n1, . . . , nh
are fixed numbers.
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Our overall strategy to prove Theorem 2 is similar to the one we used to prove Theorem 1.
Namely, we first design a polynomial-time algorithm to solve the simpler problem obtained from
(3) by fixing the last k components of x and the variable µ, and by squaring the objective
function, namely
min ‖Ax− b‖
2
s.t. x ∈ Rn
| supp(x)| ≤ σ,
(10)
where A ∈ Rm×n is block diagonal, b ∈ Rm, and σ ∈ N. Then, we cover the space of the λ
variables with a polynomial number of regions such that in each region the algorithm yields the
same optimal support.
Note that there are many possible polynomial-time algorithms that one can devise for prob-
lem (10), and a particularly elegant one can be obtained with a dynamic programming approach
similar to the classic dynamic programming recursion for knapsack [15]. For each i = 1, . . . , h,
let xi ∈ Rni and bi ∈ Rmi such that
x =


x1
x2
...
xh

 , b =


b1
b2
...
bh

 .
Consider the subproblem of (10) on blocks A1, . . . , Ai, with i ∈ {1, . . . , h} and support j, with
j ∈ {0, . . . , σ},
min


∥∥∥∥∥∥∥∥∥


A1
A2
. . .
Ai

 x−


b1
b2
...
bi


∥∥∥∥∥∥∥∥∥
2
: x ∈ Rn1+···+ni , | supp(x)| ≤ j


,
and denote it by Opt(1, . . . , i; j). By exploiting the separability of the objective function, it can
be checked that the recursion
Opt(1, . . . , i; j) = min
t=0,...,j
{Opt(1, . . . , i− 1; j − t) + Opt(i; t)}, ∀j ∈ {0, . . . , σ},
for i = 1, . . . , h, yields an optimal solution for problem (10).
We view this dynamic programming recursion as a “horizontal approach” where we fix the
support but then proceed a recursion over the blocks. We did not see how this algorithm can be
extended in order to cope with the complication arising from the presence of an extra number
of columns. In order to tackle also the case with a constant number of extra columns we need
a sort of “vertical approach” where we incorporate all blocks simultaneously and then develop
a recursion to enlarge the support condition. In the next section, we present a combinatorial
algorithm that not only can solve problem (10), but that also allows us to obtain a covering of
the space of the λ variables that consists of a polynomial number of regions such that in each
region the new algorithm yields the same optimal support. The algorithm is based on a proximity
theorem between optimal solutions w.r.t. two consecutive support values.
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4.1 A proximity theorem
For every i ∈ {1, . . . , h}, and every j ∈ {0, . . . , ni}, let Opt(i; j) be a real number. For σ ∈
{0, . . . ,
∑h
i=1 ni}, we define
Opt(σ) := min
{
h∑
i=1
Opt(i; ji) :
h∑
i=1
ji = σ, ji ∈ {0, . . . , ni}
}
. (11)
Note that problem (10) can be polynomially transformed to a problem Opt(σ). This can be seen
by exploiting the block diagonal structure of the matrix A, and by defining Opt(i; ji) to be the
optimal value of the problem restricted to block i and support ji. The details of this reduction,
albeit with a slightly different notation, are given in the proof of Theorem 2.
Definition 1. Let s and q be nonnegative integers. Given a feasible solution js = (js1 , . . . , j
s
h)
for Opt(s), we say that a feasible solution js+1 = (js+11 , . . . , j
s+1
h ) for Opt(s+1) is q-close to j
s
if ∑
i∈I−
(jsi − j
s+1
i ) = q,
where I− := {i ∈ {1, . . . , h} : js+1i < j
s
i }.
Clearly, if js+1 is q-close to js, we also have that∑
i∈I+
(js+1i − j
s
i ) = q + 1,
where I+ := {i ∈ {1, . . . , h} : js+1i > j
s
i }. This yields to a l1-proximity bound of ‖j
s+1 − js ‖1 ≤
2q + 1.
A weak composition of an integer q into p parts is a sequence of p non-negative integers
that sum up to q. Two sequences that differ in the order of their terms define different weak
compositions. It is well-known that the number of weak compositions of a number q into p parts
is
(
q+p−1
p−1
)
=
(
q+p−1
q
)
. For more details on weak compositions see, for example, [12].
Our next result establishes that optimal solutions for Opt(s) and Opt(s+1) are close to each
other.
Lemma 3 (Proximity of optimal solutions). Given an optimal solution js for Opt(s), there exists
an optimal solution js+1 for Opt(s+1) that is q-close to js, for some q ∈ {0, . . . , (θ−1)θ(θ+1)/2},
where θ := max{ni : i = 1, . . . , h}.
Proof. Let js+1 be an optimal solution for Opt(s+ 1) such that
h∑
i=1
|js+1i − j
s
i | is minimal . (12)
Let I+ := {i ∈ {1, . . . , h} : js+1i > j
s
i } and I
− := {i ∈ {1, . . . , h} : js+1i < j
s
i }. Note that∑
i∈I+
(js+1i − j
s
i ) =
∑
i∈I−
(jsi − j
s+1
i ) + 1.
For p = 1, . . . , θ, let
xp := |{i ∈ I
+ : js+1i − j
s
i = p}|
yp := |{i ∈ I
− : jsi − j
s+1
i = p}|,
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This yields to the two equations
∑
i∈I+
(js+1i − j
s
i ) =
θ∑
p=1
pxp and
∑
i∈I−
(jsi − j
s+1
i ) =
θ∑
p=1
pyp.
If
∑θ
p=1 pyp ≤ (θ − 1)θ(θ + 1)/2, then the statement is verified. Otherwise,
∑θ
p=1 pyp >
(θ − 1)θ(θ + 1)/2. This implies that there exists v ∈ {1, . . . , θ} with yv ≥ θ. To see this, note
that if yp ≤ θ − 1, for all p = 1, . . . , θ, then we obtain
θ∑
p=1
pyp ≤ (θ − 1)
θ∑
p=1
p = (θ − 1)θ(θ + 1)/2.
From the fact that
∑θ
p=1 pxp =
∑θ
p=1 pyp+1 > (θ− 1)θ(θ+1)/2, it also follows that there exists
u ∈ {1, . . . , θ} with xu ≥ θ.
In particular we have that
xu ≥ θ ≥ v and yv ≥ u.
Thus there exists a subset I˜+ of I+ such that |I˜+| = v, and js+1i − j
s
i = u for all i ∈ I˜
+.
Symmetrically, there exists a subset I˜− of I− such that |I˜−| = u, and jsi − j
s+1
i = v for all
i ∈ I˜−.
Let j˜s+1 be obtained from js+1 as follows
j˜s+1i =


js+1i − u = j
s
i if i ∈ I˜
+
js+1i + v = j
s
i if i ∈ I˜
−
js+1i otherwise.
Since
∑h
i=1 j˜
s+1
i =
∑h
i=1 j
s+1
i − uv + uv = s + 1, we have that j˜
s+1 is a feasible solution for
Opt(s+ 1). Moreover, we have that
h∑
i=1
|j˜s+1i − j
s
i | =
h∑
i=1
|js+1i − j
s
i | − 2uv <
h∑
i=1
|js+1i − j
s
i |.
In the remainder of the proof, we show that j˜s+1 is an optimal solution for Opt(s+1). This will
conclude the proof, since it contradicts the choice of js+1 in Eq. (12).
Let j˜s be obtained from js as follows
j˜si =


jsi + u = j
s+1
i if i ∈ I˜
+
jsi − v = j
s+1
i if i ∈ I˜
−
jsi otherwise.
Since
∑h
i=1 j˜
s
i =
∑h
i=1 j
s
i + uv − uv = s, we have that j˜
s is a feasible solution for Opt(s). Since
js is an optimal solution for Opt(s) we obtain
h∑
i=1
Opt(i; j˜si )−
h∑
i=1
Opt(i; jsi ) =
∑
i∈I˜+∪I˜−
(Opt(i; js+1i )−Opt(i; j
s
i )) ≥ 0.
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Consider now the objective value of the feasible solution j˜s+1 for Opt(s+ 1).
h∑
i=1
Opt(i; j˜s+1i ) =
h∑
i=1
Opt(i; js+1i ) +
∑
i∈I˜+∪I˜−
(Opt(i; jsi )−Opt(i; j
s+1
i ))
≤
h∑
i=1
Opt(i; js+1i ).
This shows that the solution j˜s+1 is optimal for Opt(s+ 1).
Assume now that we know an optimal solution js for Opt(s) and we wish to obtain an optimal
solution for Opt(s+1). By Lemma 3, we just need to consider the feasible solutions for Opt(s+1)
that are q-close to js, for some q ≤ (θ−1)θ(θ+1)/2 =: θ¯. We denote the family of these solutions
by Aug(js), formally
Aug(js) :=
{
js+1 : js+1i ∈ {0, . . . , ni}, i ∈ {1, . . . , h},
h∑
i=1
js+1i = s+ 1,
js+1 is q-close to js for some q ≤ θ¯
}
.
(13)
For each solution js+1 ∈ Aug(js), the corresponding objective function value is obtained from
Opt(s) by adding the difference,
d(js, js+1) :=
∑
i∈I+∪I−
(Opt(i; js+1i )−Opt(i; j
s
i )). (14)
We denote by D(js) the family of the values d(js, js+1), for each solution js+1 ∈ Aug(js),
D(js) := {d(js, js+1) : js+1 ∈ Aug(js)}.
From our discussions it follows that, in order to select the optimal solution for Opt(s + 1), we
only need to know which value in D(js) is the smallest.
We next define the set D as the union of all sets D(js), for any feasible solution js of problem
Opt(s), for any s ∈ {0, . . . ,
∑h
i=1 ni}. Formally, the set D is defined as
D :=
{
d(js, js+1) : js is a feasible solution for Opt(s), for some s ∈ {0, . . . ,
h∑
i=1
ni},
js+1 ∈ Aug(js)
}
.
(15)
The next result implies that the set D contains a number of values that is polynomial in h,
provided that θ is fixed. This fact is on the first glance surprising since the number of feasible
solutions js for Opt(s) is of exponential order θh.
Lemma 4. The set D contains O((θ¯ + h)θ¯+1θ2θ¯+1) values.
Proof. We count the number of all possible values d(js, js+1) in D. Fix q ∈ {0, . . . , θ¯}, and let us
consider all the values d(js, js+1) corresponding to a feasible solution js for Opt(s) and a feasible
solution js+1 for Opt(s + 1) such that js+1 is q-close to js. First, we construct the possible
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positive differences di := j
s+1
i − j
s
i , for i ∈ I
+. Since the total sum of differences di, for i ∈ I
+,
equals q+1, and the number of weak compositions of q+1 into h parts is
(
q+h
q+1
)
, we conclude that
there are O((q + h)q+1) ways of choosing the set I+ and constructing differences js+1i − j
s
i , for
i ∈ I+. Similarly, there are O((q + h)q) ways of choosing the set I− and constructing differences
jsi − j
s+1
i , for i ∈ I
−. For each i ∈ I+ ∪ I−, there are at most θ possible indices jsi , yielding a
total number of θ|I
+∪I−| ≤ θ2q+1 possible set of indices jsi , for i ∈ I
+ ∪ I−. In total, we obtain
O((q + h)q+1θ2q+1) possible values.
From the fact that q ∈ {0, . . . , θ¯}, it follows that the cardinality of the set D is bounded by
O((θ¯ + h)θ¯+1θ2θ¯+1).
Proposition 1. Given a total order on all the values in D, we can construct an optimal solution
for Opt(σ), for any σ ∈ {0, . . . ,
∑h
i=1 ni}, in time O(σ(θ¯ + h)
θ¯+1θ2θ¯+1).
Proof. An optimal solution for Opt(0) is j0 = (0, . . . , 0). Let s ∈ {0, . . . ,
∑h
i=1 ni} and assume
that we have an optimal solution js for Opt(s). We show how we can construct an optimal
solution js+1 for Opt(s+1). Consider all the values in D(js). Since D(js) ⊆ D, we can inquire a
total order of D(js) from the given total order of D. Thus D(js) has a minimum element. Since
a minimum element can be found in linear time with respect to the cardinality of the set, in
our case it can be found in time O(s(θ¯ + h)θ¯+1θ2θ¯+1) as a consequence of Lemma 4. In view of
Lemma 3, the solution in Aug(js) corresponding to the minimum element in D(js) is an optimal
solution js+1 for Opt(s+1). This argument applied in an inductive manner leads to an optimal
solution for Opt(σ) for any σ ∈ {0, . . . ,
∑h
i=1 ni}.
4.2 Proof of Theorem 2
Before proceeding to the formal proof of Theorem 2, we give a brief overview of the proof. First,
in view of Lemma 1, we reduce problem (3) to a fixed number of problems of the form
min
∥∥∥∥∥Ax−
(
b−
k∑
ℓ=1
cℓλℓ
)∥∥∥∥∥
2
s.t. x ∈ Rn, λ ∈ Rk
| supp(x)| ≤ σ,
(16)
where A ∈ Rm×n is block diagonal with blocks Ai ∈ Rmi×ni , for i = 1, . . . , h, where b, c1, . . . , ck ∈
R
m, σ ∈ N, and k is fixed.
The rest of the proof is dedicated to the solution of (16). For each fixed λ ∈ Rk, problem
(16) admits an optimal solution with a specific support of the optimal x vector. Our aim is to
partition all possible values of λ based on the optimal support that they yield. This is verified
in two steps. Claim 3 and Claim 4 establish the details. In view of these two claims we can
conclude that there is a set X that contains, for each element in the partition, the corresponding
optimal support. In particular, the set X has the property that there is at least one optimal
solution of (16) whose support is contained in some χ ∈ X . Finally, for each support χ ∈ X , an
optimal solution of problem (16) with support contained in χ can be solved in polynomial time.
We now give the formal proof of Theorem 2.
Proof of Theorem 2. We apply Lemma 1 and then square the objective function of the obtained
problems. Hence, in order to prove Theorem 2, we only need to show that we can solve in
polynomial time a problem of the form (16), provided that k, n1, . . . , nh are fixed numbers. In
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the remainder of the proof we show how to solve problem (16). We define a restricted version of
problem (16), where we fix the variables λℓ, ℓ = 1, . . . , k,
Opt(σ)|λ := min


∥∥∥∥∥Ax−
(
b−
k∑
ℓ=1
cℓλℓ
)∥∥∥∥∥
2
: x ∈ Rn, | supp(x)| ≤ σ

 .
We now wish to rewrite Opt(σ)|λ by exploiting the separability of the objective function. For
each i = 1, . . . , h, let xi ∈ Rni and bi ∈ Rmi such that
x =


x1
x2
...
xh

 , b =


b1
b2
...
bh

 .
For each i = 1, . . . , h, and each ℓ = 1, . . . , k, let ciℓ ∈ R
mi such that
cℓ =


c1ℓ
c2ℓ
...
chℓ

 .
Consider the subproblem of Opt(σ)|λ on block A
i, with i ∈ {1, . . . , h}, and support j, for j ∈
{0, . . . , ni}. Formally,
Opt(i; j)|λ := min


∥∥∥∥∥Aixi −
(
bi −
k∑
ℓ=1
ciℓλℓ
)∥∥∥∥∥
2
: xi ∈ Rni , | supp(xi)| ≤ j

 ,
We can finally rewrite Opt(σ)|λ in the form
Opt(σ)|λ = min
{
h∑
i=1
Opt(i; ji)|λ :
h∑
i=1
ji = σ, ji ∈ {0, . . . , ni}
}
. (17)
Note that in this new form, the decision variables are the integers ji, for i = 1, . . . , h, and the
variables x do not appear explicitly. We observe that we have reduced ourselves to the same
setting described in Section 4.1. In fact, for each fixed λ, each Opt(i; ji)|λ can be calculated in
polynomial time. Thus, problem Opt(σ)|λ is now a problem of the form Opt(σ), as defined in
(11) and can be solved efficiently as a consequence of Proposition 1. Hence, problem Opt(σ)|λ
can be solved for each fixed λ. However, in order to solve our original problem, we have to solve
Opt(σ)|λ for every λ ∈ R
k. In order to do this, we now think of Opt(σ)|λ and Opt(i; j)|λ as
functions that associate to each λ ∈ Rk a real number.
Next, we define a space S that is an extended version of the space Rk of variables λℓ, for
ℓ = 1, . . . , k. The space S contains all the variables λℓ, for ℓ = 1, . . . , k, and it also contains
one variable for each product of two variables λℓ1λℓ2 , with ℓ1, ℓ2 ∈ {1, . . . , k}. The dimension of
the space S is therefore O(k2). Note that, for each λ ∈ Rk, there exists a unique corresponding
point in S, that we denote by ext(λ), obtained by computing all the products λℓ1λℓ2 , for ℓ1, ℓ2 ∈
{1, . . . , k}.
Claim 3. We can construct in polynomial time a polynomial number of polyhedra P t ⊆ S, for
t ∈ T , that cover S, and index sets υt(i; j) ⊆ {1, . . . , ni} of cardinality j, for each i ∈ {1, . . . , h},
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j ∈ {0, . . . , ni}, and t ∈ T , with the following property: For each i ∈ {1, . . . , h}, j ∈ {0, . . . , ni},
and t ∈ T , the problem Opt(i; j)|λ has an optimal solution with support contained in υ
t(i; j), for
all λ such that ext(λ) ∈ P t.
Proof of claim. Let i ∈ {1, . . . , h}. First, we show that for every index set υ ⊆ {1, . . . , ni}, the
best solution for problem Opt(i; j)|λ with support υ has an objective value that is a quadratic
function in λ. To see this, let L be the linear subspace of Rmi defined by L := {Aixi : supp(xi) ⊆
υ}. Consider the affine linear function p : Rk → Rmi defined by pi(λ) := bi −
∑k
ℓ=1 c
i
ℓλℓ. Then
the best solution for problem Opt(i; j)|λ with support υ has objective value
dist2
(
L, pi(λ)
)
=
∥∥projL(pi(λ))− pi(λ)∥∥2 = (projL(pi(λ))− pi(λ))2 . (18)
The projection projL(p
i(λ)) can be written as a linear function in λ. In order to see this, as a
consequence of the Gram-Schmidt orthogonalization, we can assume that the columns of Ai are
pairwise orthogonal. The projection of pi(λ) onto L is simply the sum of scalar products of pi(λ)
with the columns of the matrix Ai, which is a linear function. Therefore the expression on the
right hand side of (18) is a quadratic function in λ.
Let j ∈ {0, . . . , ni}, and let υ
1, υ2 be two different index sets contained in {1, . . . , ni} of
cardinality j. We wish to obtain a hyperplane that subdivides all points ext(λ) ∈ S based on
which of the two supports υ1 and υ2 yields a better solution for the problem Opt(i; j)|λ. To this
end consider the equation whose left-hand side and right-hand side are two expressions of the
type (18) corresponding to the two index sets υ1 and υ2, namely(
projL1(p
i(λ))− pi(λ)
)2
=
(
projL2(p
i(λ)) − pi(λ)
)2
,
where Lβ := {Aixi : supp(xi) ⊆ υβ} for β ∈ {1, 2}. Our argument implies that this is a quadratic
equation. Thus, by linearizing all the quadratic terms, we obtain a hyperplane in the space S.
As desired, this hyperplane subdivides all points ext(λ) ∈ S based on which of the two supports
yields a better solution for the problem Opt(i; j)|λ.
By considering the hyperplanes of this form corresponding to all possible distinct pairs of index
sets in {1, . . . , ni} of cardinality j, we obtain fewer than
(
ni
j
)2
hyperplanes in S. By considering
these hyperplanes for all possible j ∈ {0, . . . , ni}, we obtain at most 2
2ni hyperplanes in S, which
is a fixed number since ni is fixed. Then, by considering all i ∈ {1, . . . , h}, we obtain at most∑h
i=1 2
2ni ≤ hmax{22ni : i = 1, . . . , h} = O(h) hyperplanes in S. These hyperplanes subdivide
S into a number of polyhedra. By the hyperplane arrangement theorem [6], this subdivision
consists of at most O(h|S|) = O(hk
2
) polyhedra P t, for t ∈ T . Since k is fixed, |T | is polynomial
in h and the subdivision can be obtained in polynomial time.
Let i ∈ {1, . . . , h}, j ∈ {0, . . . , ni}, and t ∈ T . By checking, for each hyperplane corresponding
to two index sets contained in {1, . . . , ni} of cardinality j, in which of the two half-spaces lies
P t, we obtain a total order on all the expressions of the type (18) corresponding to index sets
contained in {1, . . . , ni} of cardinality j. The obtained total order is global, in the sense that,
for each fixed λ with ext(λ) ∈ P t, it induces a consistent total order on the values obtained by
fixing λ in the expressions (18). Consider a minimum element of the obtained total order, and
the corresponding index set υt(i; j) ⊆ {1, . . . , ni} of cardinality j. This index set has then the
property that problem Opt(i; j)|λ has an optimal solution with support contained in υ
t(i; j) for
all λ such that ext(λ) ∈ P t. ⋄
Claim 4. Let t ∈ T . We can construct in polynomial time a polynomial number of polyhedra
Qt,u ⊆ P t, for u ∈ U t, that cover P t, and index sets χt,u ⊆ {1, . . . , n} of cardinality σ, for each
u ∈ U t, with the following property: The problem Opt(σ)|λ has an optimal solution with support
contained in χt,u, for all λ such that ext(λ) ∈ Qt,u.
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Proof of claim. To prove this claim, we first construct all polyhedra Qt,u, for u ∈ U t. Then we
show how to construct the index sets with the desired property.
Let s ∈ {0, . . . , n}. Let js = (js1 , . . . , j
s
h) such that j
s
i ∈ {0, . . . , ni} for every i ∈ {1, . . . , h},
and
∑h
i=1 j
s
i = s. As in Section 4.1, let θ := max{ni : i = 1, . . . , h}, θ¯ := (θ − 1)θ(θ + 1)/2, and
define Aug(js) as in (13). Let js+1 ∈ Aug(js). Define the sets I− := {i ∈ {1, . . . , h} : js+1i < j
s
i }
and I+ := {i ∈ {1, . . . , h} : js+1i > j
s
i }. For λ such that ext(λ) ∈ P
t, we define the expression
d(js, js+1)|λ :=
∑
i∈I+∪I−
(Opt(i; js+1i )|λ −Opt(i; j
s
i )|λ).
For λ such that ext(λ) ∈ P t, consider the set D|λ defined by
D|λ :=
{
d(js, js+1)|λ : there exists s ∈ {0, . . . ,
h∑
i=1
ni} such that
js is a feasible solution for Opt(s)|λ and j
s+1 ∈ Aug(js)
}
.
Note that for each fixed λ, each d(js, js+1)|λ is a value of the form d(j
s, js+1), as defined in (14),
and the set D|λ reduces to the set D, as defined in (15).
Let d(js, js+1)|λ and d(k
s, ks+1)|λ be two distinct expressions in D|λ. We wish to subdivide
all points ext(λ) ∈ S based on which of the two expressions is larger. In order to do so, consider
the equation
d(js, js+1)|λ = d(k
s, ks+1)|λ. (19)
We show that (19) is a quadratic equation in λ. Consider a single Opt(i; j)|λ that appears in
the expression defining d(js, js+1)|λ, and let υ
t(i; j) be the corresponding index set from Claim
3. Let L be the linear subspace of Rmi defined by L := {Aixi : supp(xi) ⊆ υt(i; j)}, and let
pi(λ) := bi −
∑k
ℓ=1 c
i
ℓλℓ. From Claim 3, for all λ such that ext(λ) ∈ P
t, we have that Opt(i; j)|λ
can be written as the quadratic function in λ of the form (18), namely
Opt(i; j)|λ =
(
projL(p
i(λ)) − pi(λ)
)2
.
The expression d(js, js+1)|λ is a linear combination of expressions Opt(i; j)|λ. Hence, it can also
be written as a quadratic function in λ. The same argument shows that also the expression
d(ks, ks+1)|λ can be written as a quadratic function in λ. Hence (19) is a quadratic equation in
λ. By linearizing all the quadratic terms, we obtain a hyperplane in the space S.
As a consequence of Lemma 4, the set D|λ contains O(h
θ¯+1) expressions. Thus, by considering
the corresponding hyperplane for all possible distinct pairs of expressions in D|λ, we obtain
a total number of O(h2(θ¯+1)) hyperplanes. These hyperplanes subdivide S into a number of
polyhedra. The hyperplane arrangement theorem [6] implies that this subdivision consists of at
most O((h2(θ¯+1))|S|) = O((h2(θ¯+1))k
2
) polyhedra Ru, for u ∈ U t. Since k and θ¯ are fixed, |U t| is
polynomial in h and the subdivision can be obtained in polynomial time. Define Qt,u := P t∩Ru,
for every u ∈ U t.
We now fix one polyhedron Qt,u, for some u ∈ U t. By checking, for each hyperplane that
we have constructed above, in which of the two half-spaces lies Qt,u, we obtain a total order on
all the expressions in D|λ. The obtained total order is global, in the sense that, for each fixed
λ with ext(λ) ∈ Qt,u, it induces a consistent total order on the values obtained by fixing λ in
the expressions in D|λ. Since problem Opt(σ)|λ can be written in the form (17), Proposition 1
implies that we can obtain an optimal support χt,u ⊆ {1, . . . ,
∑h
i=1 ni} for problem Opt(σ)|λ, for
each fixed λ with ext(λ) ∈ Qt,u. Note that, since the total order is independent on λ, also the
obtained support is independent on λ. Therefore the claim follows. ⋄
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Let X be the set containing all index sets χt,u obtained in Claim 4, namely
X := {χt,u : t ∈ T, u ∈ U t}.
Claim 5. There exists an optimal solution (x∗, λ∗) of problem (16) such that supp(x∗) ⊆ χ for
some χ ∈ X .
Proof of claim. Let (x∗, λ∗) be an optimal solution of problem (16). Then x∗ is an optimal
solution of the restricted problem Opt(σ)|λ∗ . Let Q
t,u, for t ∈ T , u ∈ U t, be a polyhedron
such that ext(λ∗) ∈ Qt,u, and let χt,u ∈ X be the corresponding index set. From Claim 4, the
problem Opt(σ)|λ∗ has an optimal solution x˜ with support contained in χ
t,u. This implies that
the solution (x˜, λ∗) is also optimal for problem (16). ⋄
For each χ ∈ X , each problem (16), with the additional constraints xi = 0, for all i /∈ χ,
can then be solved in polynomial time since the cardinality constraint can be dropped, and the
objective function is convex. The best solution among the obtained ones is an optimal solution
of (16). This concludes the proof of Theorem 2.
References
[1] Das A. and D. Kempe. Algorithms for subset selection in linear regression. In Proceedings
of the 40th ACM Symposium on Theory of Computing (STOC), pages 45–54, 2008.
[2] EML Beale, MG Kendall, and DW Mann. The discarding of variables in multivariate
analysis. Biometrika, 54(3-4):357–366, 1967.
[3] E.J. Cande`s, J. Romberg, and T. Tao. Robust uncertainty principles: exact signal recon-
struction from highly incomplete frequency information. In IEEE Transactions on Informa-
tion Theory, volume 52, pages 489–509, 2006.
[4] Christophe Couvreur and Yoram Bresler. On the optimality of the backward greedy algo-
rithm for the subset selection problem. SIAM Journal on Matrix Analysis and Applications,
21(3):797–808, 2000.
[5] D.L. Donoho. Compressed sensing. In IEEE Transactions on Information Theory, volume 52,
pages 1289–1306, 2006.
[6] H. Edelsbrunner, J. O’Rourke, and R. Seidel. Constructing arrangements of lines and hy-
perplanes with applications. SIAM Journal on Computing, 15(2):341–363, 1986.
[7] Bradley Efron, Trevor Hastie, Iain Johnstone, Robert Tibshirani, et al. Least angle regres-
sion. The Annals of statistics, 32(2):407–499, 2004.
[8] MA Efroymson. Multiple regression analysis. Mathematical methods for digital computers,
pages 191–203, 1960.
[9] George M Furnival and Robert W Wilson. Regressions by leaps and bounds. Technometrics,
16(4):499–511, 1974.
[10] J. Gao and D. Li. A polynomial case of the cardinality-constrained quadratic optimization
problem. Journal of Global Optimization, 56:1441–1455, 2013.
[11] T. Hastie, R. Tibshirani, and J. Friedman. The Elements of Statistical Learning. Springer-
Verlag, New York, 2009.
15
[12] S. Heubach and T. Mansour. Combinatorics of Compositions and Words. Discrete Mathe-
matics and Its Applications. CRC Press, 2009.
[13] RR Hocking and RN Leslie. Selection of the best subset in regression analysis. Technomet-
rics, 9(4):531–540, 1967.
[14] Arthur E Hoerl and Robert W Kennard. Ridge regression: Biased estimation for nonorthog-
onal problems. Technometrics, 12(1):55–67, 1970.
[15] S. Martello and P. Toth. Knapsack Problems: Algorithms and Computer Implementations.
John Wiley & Sons, Inc., New York, NY, USA, 1990.
[16] Alan Miller. Subset selection in regression. Chapman and Hall/CRC, 2002.
[17] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal
Statistical Society. Series B (Methodological), pages 267–288, 1996.
[18] W.J. Welch. Algorithm complexity: three NP-hard problems in computational statistics.
Journal of Statistical Computation and Simulation, 15:17–25, 1982.
16
