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Resumo 
Estudamos aqui métodos numéricos para resolver problemas inversos. Provamos 
resultados sobre a consistência de métodos iterativos lineares estacionários conver-
gentes para solução de quadrados mínimos de um sistema linear. Demonstramos a 
equivalência entre truncar um método iterativo linear estacionário e regularização de 
Tikhonov. Nossos resultados estendem, para o caso de posto incompleto, os de H. Fle-
ming. Estendemos, para problemas não lineares, o método de escolha do parâmetro 
de regularização chamado Validação Cruzada Generalizada (GCV), introduzido por 
G. Whaba. Provamos resultados sobre o comportamento assintótico do parâmetro 
determinado por GCV para problemas não lineares que estendem os de G. Golub, 
M. Heath e G. Whaba. D. Girard introduziu uma variação do método GCV, que 
usa um método Monte-Carlo para o cálculo do traço de uma matriz simétrica ou 
simetrizável. Demonstramos resultados sobre o comportamento assintótico da esti-
mativa do traço, para matrizes quaisquer, que generalizam resultados de D. Girard. 
Aplicamos os resultados anteriores em Tomografia Computadorizada como critério de 
parada de métodos iterativos. 
Abstract 
In this thesis we study numerical methods for solving inverse problems. We 
prove results on consistency of iterative linear stationary methods which converge 
to the least squares solution of a linear system of algebraic equations. We prove 
that solutions by direct regularization of linear systems are equivalent to truncated 
iterations of certain type of iterative methods. Our proofs extend previous results 
of H. Fleming to the rank-deficient case,giving a unified approach that includes the 
underdetermined and overdetermined problems. 
We extend Generalized Cross-Validation (GCV) to the case in which the problem 
and the infiuence operator are nonlinear. From this extension we deduce stopping 
rules for general linear stationary methods and for the conjugate gradients ( CG) 
method. We use a Monte-Carla approach to compute the GCV functional. We prove 
results on the asymptotic optimality of our extension of GCV and on the Girard's 
Monte-Carla method to estimate the trace of general matrices. Finally, we apply our 
results to the Positron Emission Tomography problem using the stationary method 
ART and CG. 
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Introdução 
Muitos problemas na indústria e nas ciências puras consistem na determinação 
de grandezas associadas à estrutura interna de sistemas físicos a partir do comporta-
mento do sistema sob a ação de um agente externo. Estes problemas são denominados 
problemas inversos, em contraposição aos problemas diretos, onde a estrutura interna 
é conhecida e se quer prever o comportamento do sistema sob ação de um agente 
externo. 
Os problemas inversos são, em geral, mal postos, no sentido de Hadamard [33], 
pois pequenas perturbações nos dados podem causar enormes variações na solução. 
Hadamard acreditava que o modelo por trás deste tipo de problema estava errado. 
Porém, muitas aplicações levaram a consideração de tais problemas mal postos, cuja 
solução tem um sentido físico bem definido. As bases teóricas para a solução de 
problemas inversos estão bem estabelecidas, pelo menos para o caso linear, e po-
dem ser encontradas nos livros de Groetsch [32] e Louis [50]. Em [23], de Engl, 
está uma revisão sobre problemas inversos enfatizando suas origens industriais e o 
tratamento matemático do ponto de vista teórico. Revisões analisando os aspectos 
numéricos são [35], de Hanke e Hansen, [72] de Varah e [9] de Bjorck e Eldén. O 
último foi escrito para um simpósio internacional, mas infelizmente nunca foi publi-
cado. Também em [3, 7 ,52,55] podem ser encontrados métodos numéricos a disposição. 




O assunto principal desta tese é como encontrar f que satisfaz 
Kf=g (0.1) 
onde K : 1í1 --t 1í2 é um operador entre espaços de Hilbert, injetivo, contínuo, mas 
cujo operador inverso K- 1 : R(K) --t 1í1 é não limitado (descontínuo). Um exemplo 
é a equação integral de Fredholm de primeira espécie 
k k(s,t,f(t))dt = g(s) ,sE O Ç JRq. (0.2) 
Exemplos práticos incluem heliosismologia inversa (veja [58]), microscopia de scane-
amento confocal (veja [5,6]), espalhamento inverso (veja [47]), Sensoriamento remoto 
(veja [68]), estimação de parâmetros em equações diferenciais (veja [17]). Nos expe-
rimentos numéricos desta tese consideramos apenas a Tomografia Computadorizada 
(veja [39,44,54]). Em [67] pode ser encontrada uma descrição resumida de uma ampla 
e variada coleção de exemplos. 
Como, na prática, somente temos acesso a uma aproximação da função g 
em (0.1), que é contaminada com erros, temos g = gexato +f, gexato E R(K) 
e lkll/llgexatoll é pequeno. Não devemos esperar que g pertença a R(K), assim 
a tentativa de computar K-1g no lugar de K-1gexato divergirá ou obteremos um 
resultado sem sentido, independente de quão pequena seja a perturbação c 
Isto leva ao conceito de regularização, que segundo Tikhonov e Arsenin [66, seção 
II.1] significa, que se g = gexato +f, então um método para "resolver" o problema 
deve determinar aproximações j(f) tais que 
limj(f) = 1exato . 
t-+0 
(0.3) 
O método de Tikhonov [66,32] consiste deteminar estas aproximações f( t) subs-
tituindo (0.1) por 
mmimizar IIKJ- gw + ai!L(f- fo)W. (0.4) 
O segundo termo em (0.4) representa informação "a priori" sobre o problema físico. 
L é normalmente a identidade ou um operador diferencial, a é um parâmetro positivo 
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controlando a quantidade de regularização e fo é urna estimativa inicial da solução. Se 
a é muito pequeno o problema (0.4) é muito próximo do problema original e ocorrem 
instabilidades. Por outro lado, se a for grande demais, o problema a resolver tem 
pouca relação com o problema original. A escolha do parâmetro ótimo é essencial 
neste tipo de problemas. 
Para se obter urna solução numérica para o problema (0.1), preCisamos 
discretiza-lo de alguma forma. Há duas filosofias básicas a este respeito. Uma consiste 
em discretizar depois de regularizar (veja [32,25,24,46,56,57]). A outra sugere discre-
tizar primeiro e então regularizar, ou seja, aplica-se algum método de discretização a 
equação (0.1) e então usa-se algum processo de regularização. Neste trabalho segui-
mos o segundo método. Após a discretização, o problema recai na resolução de um 
sistema de equações 
F(x)=b, (0.5) 
onde F é urna função de IRn em IRm e b é um m-vetor. Corno o problema (0.1) é mal-
posto, se a discretização for fina o suficiente, então o sistema (0.5) será severamente 
mal condicionado, impondo também neste caso de dimensão finita alguma forma de 
regularização . 
Existem dois procedimentos básicos para regularizar (0.5). O primeiro é regula-
rizar (0.5) através do método de Tikhonov, ou seja, resolver o problema 
(0.6) 
onde B é a matriz identidade ou a discretização de um operador diferencial. Podemos 
resolver (0.6) através de um método direto, ou usar um método iterativo (para o caso 
linear veja [9,35]). 
Urna outra forma, é aplicar um método iterativo convergente ao sistema (0.5), 
mesmo se ele for inconsistente, mas que convirja para urna solução de (0.5) se ele for 
consistente e usar um critério de parada para escolher um iterado antes que apareçam 
instabilidades. Por exemplo, um método que convirja para urna solução de quadrados 
mínimos, ou seja, 
rnm1rn1zar IIF(x)- bW. (0.7) 
4 Introdução 
Este segundo procedimento, conhecido como iteração truncada, estabelece um 
equilíbrio entre precisão e regularização semelhante a aquele representado pelo pri-
meiro e segundo termos em (0.6). Para certos métodos iterativos esta metodologia 
funciona muito bem, para outros simplesmente não funciona [18]. Pois a cada passo 
de um método iterativo estamos resolvendo um problema que é uma aproximação do 
problema original, mas que pode ser ou não bem condicionado. 
Recentemente, Fleming [26] obteve uma equivalência entre os dois tipos de pro-
cedimentos, se F( x) = Ax, onde A é uma matriz de ordem m x n com posto completo. 
Foi provado em [26] que toda solução regularizada de (0.5) é igual a iteração truncada 
de um método iterativo da forma 
k =o, 1, 2, ... (0.8) 
onde M e W são matrizes não singulares. Reciprocamente, cada iteração do método 
(0.8) é a solução de um problema da forma (0.6). Fleming considerou separadamente 
o caso sobredeterminado (posto(A) = n < m) e o caso subdeterminado (posto(A) = 
n > m ). No Capítulo 2 estendemos estes resultados a matrizes de posto incompleto. 
No Capítulo 1 mostramos que (0.8) é a forma mais geral de um método iterativo 
linear estacionário convergente para soluções de 
mm1m1zar IIW(Ax- b)W. (0.9) 
Como dissemos, a escolha do parâmetro ótimo de regularização, no caso da 
regularização de Tikhonov, ou a escolha do índice de parada, no caso de iteração 
truncada, é essencial para se encontrar uma solução aceitável para um problema 
mal-posto. Muitas vêzes a escolha é feita simplesmente com base na experiência do 
usuario. Mas existem métodos que tentam encontrar este parâmetro ótimo supondo 
mais alguma informação sobre o problema. Alguns supõem que a norma do erro, lkll, 
é conhecida. O mais popular nesta linha é o baseado no princípio da discrepância de 
Morozov [53] (veja também [32]). Por este princípio, o parâmetro ótimo é tal que a 
norma do resíduo, llF(x)- bll é da ordem de grandeza da norma do erro, llcll· Pelo 
menos no caso linear, com hipóteses adequadas sobre a solução exata, esta escolha 
Introdução 5 
leva a valores ótimos do parâmetro. Outros métodos que seguem esta linha podem 
ser encontrados em [35] e nas referências lá contidas. 
Existem também os métodos que não supõem conhecimento da norma do erro, 
llt:ll. Um deles é o critério da L-curva: plota-se o termo da penalização, IIB(x,\- x0 )11 
versus a norma do residuo, IIF(x-')-bll em escala log-log. A curva correspondente tem 
a aparência de um L, onde se distingue uma parte "íngreme", uma parte "plana" e um 
"canto" separando estas duas partes. O parâmetro ótimo é que corresponde ao canto 
da curva, que é o ponto onde a curvatura é máxima. Veja [36], para um "survey" 
a respeito deste método. Não exitem resultados teóricos rigorosos que provem a 
eficiência desta metodologia, mas as experiências em [36] mostram a sua robustez, no 
caso linear (veja [35] e a bibliografia aí contida para outros métodos deste tipo). 
Talvez o método mais popular quando não se supõe conhecida llt:ll é Validação 
Cruzada Generalizada (GCV), introduzido por Grace Wahba para o problema linear 
[76] (veja também [30,15]). Para F(x) = Ax, o parâmetro ótimo de GCV é a solução 
de 
mm1m1zar ~llb- Ax-'W [~Tr(I- A(À))JZ' (0.10) 
onde a matriz A(À) satisfaz A(À)b = Ax-'. Um aspecto particularmente atraente neste 
método é que existem resultados de convergência, para o caso em que a matriz A( À), 
para cada À, é simétrica e positiva definida, supondo-se apenas que o vetor de erros 
E é uma variável aleatória com média igual ao vetor nulo e a matriz de covariância é 
da forma a 2 I, com a desconhecido (veja [30,79]). 
O'Sullivan e Wahba definem em [61,59] a seguinte extensão de GCV para o 
problema regularizado não linear (0.6) 
mm1m1zar 
~llb- F(x-\)W 
[~Tr(I- Ã(À))F · (0.11) 
onde Ã(À) = J(x-\)(J(x-\)tJ(x-\) + ÀBt1 J(x-\)t e J(x) é o Jacobiano de F(x). Eles 
não provam resultado algum de convergência, mas apresentam resultados numéricos, 
indicando que esta técnica é promissora também no caso não linear (veja [60]). Vogel 
em [75] também aplica este método. 
6 Introdução 
No Capítulo 3 definimos a seguinte extensão do funcional de GCV para proble-
mas não lineares e para uma família de problemas regularizados qualquer. 
_ ~iib-F(x>-)W 
V(À)- [!Tr(I- DA(À)(b))J2' (0.12) 
onde o operador de influência é definido por A(À)(b) = F(x>.) e DA(À)(b) é o Ja-
cobiano da aplicação A(À)(·) avaliado em b. E provamos um resultado básico de 
convergência, que é uma generalização daquele que foi provado em [30] para o caso 
linear. Um incoveniente para a aplicação de GCV está no cálculo do traço no deno-
minador do funcional. Girard, em [28], encontrou uma forma engenhosa de se obter 
uma aproximação do traço de uma matriz simétrica B E mnxn, que é o seguinte: 
(i) Gera-se um vetor pseudo-aleatório w = (wt, ... , wn)t de uma distribuição nor-
mal, ou seja, w '""N(O, lnxn); 
(ii) Toma-se 






Ele provou a confiabilidade deste método para problemas de grande porte, se B 
for simétrica, ou pelo menos simetrizável. Também no Capítulo 3 estendemos estes 
resultados para uma matriz B qualquer. No Capítulo 4 aplicamos os resultados do 
Capítulo 3, para usar GCV como critério de parada de métodos iterativos lineares. 
Nosso problema modelo para as experiências numéricas foi a Tomografia Computado-
rizada de Emissão de Pósitrons (PET). 
A idéia da Tomografia é reconstruir uma função f com suporte compacto, 
O C JR2 por exemplo, conhecendo-se um conjunto de integrais de linha de f ao longo 
de retas, ri que interceptam a região O. Ou seja, 
ir; f( r, </J)ds = Yi. (0.15) 
O conjunto de retas ri depende da geometria do "scanner". Isto é uma semi-
discretização da Transformada de Radon de f (veja [54,51]). 
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Cada tipo de Tomografia calcula grandezas físicas diferentes. Em Tomografia 
de Transmissão de Raios X, f( r, </Y) é a atenuação em cada ponto de n. Medimos 
as atenuações sofridas pelos raios em cada reta que liga um emissor a um detetar, 
y; = -log(EdJ E f;), onde EJ; e Ed; são as intensidades do feixe de raios X no par 
emissor-detetar i, respectivamente. Em Tomografia Sísmica, o interesse está na estru-
tura de uma seção da crosta terrestre. Para obter os dados, ondas eletromagnéticas 
são enviadas através da terra e são medidos os tempos que gastam para chegar aos 
detetares, Yi =Ti. E f( r, <P) = 1/v(r, </Y), onde v( r, <P) é a velocidade de propagação da 
onda em cada ponto. Este modelo não inclui das difração e reflexões nas diferentes 
camadas (veja [4]). Em PET, injeta-se um isótopo radioativo num paciente, que se 
distribui no corpo de acordo com determinado processo fisiológico. Coloca-se um anel 
de detetares em volta do paciente, como na Fig. 4.1. Aqui, f( r, <P) é a distribuição 
da atividade destas emissões. Cada pósitron se aniquila com um elétron produzindo 
dois fótons emitidos em sentidos opostos. Assim, se um par i de detetares recebem 
dois fótons ao mesmo tempo, então uma emissão ocorreu na reta ri. Neste caso, y; 
é o número de fótons coletados simultaneamente pelo par de detetares i durante um 
certo intervalo de tempo (veja [73,65]). 
Finalmente, agradeço a todos que tornaram possível a realização deste trabalho, 
principalmente Álvaro R. De Pierro, pela orientação e dedicação durante o dou-




Consistência de métodos 
lineares estacionários 
1.1 Introdução 
Vamos considerar uma classe de métodos iterativos para encontrar x que resolva 
o problema 
minimize IIW(Ax- b)ll 2 , (1.1) 
onde A é uma matriz de ordem m x n, b é um m-vetor e W é uma matriz com m 
colunas. 
Seguindo a terminologia criada por Forsythe [27] os métodos iterativos lineares 
estacionários são aqueles que possuem a forma geral 
k = 0,1,2, ... (1.2) 
onde G é uma matriz de ordem n x n e h é um n-vetor. 
Em [81] (veja também [80]) Young mostrou que todo método iterativo linear 
estacionário convergente para uma solução do sistema 
Ax = b, (1.3) 
sem = n, pode ser escrito como 
k =o, 1, 2, ... (1.4) 
9 
10 Consistência de métodos lineares estacionários 
para uma matriz M inversível. 
Para uma matriz A de ordem m x n, Chen em [14) mostrou que se posto( A) = n, 
então qualquer método iterativo linear estacionário convergente cujos pontos limite 
são exatamente as soluções do problema de quadrados mínimos associado a matriz A 
(completamente consistente com o problema de quadrados mínimos) pode ser escrito 
como 
k =o, 1, 2, ... (1.5) 
para uma matriz não singular M de ordem n x n (veja também [7, seção 20)). Ou seja, 
o método iterativo mais geral da forma (1.2) é equivalente ao método de Richardson 
de primeira ordem aplicado ao sistema de equações normais precondicionado 
(1.6) 
Mostramos aqui que este resultado é verdadeiro, mesmo se posto( A) < n. Além 
disso, mostramos também qual é a forma mais geral de métodos lineares estacionários 
para problemas de quadrados mínimos generalizados ( 1.1). 
1.2 Resultados 
Os limites de seqüências geradas por um método iterativo do tipo (1.2), são as 
sol ucões do sistema linear 
(I- G)x =h. (1. 7) 
Suponhamos que o objetivo da aplicação do método iterativo seja resolver o 
sistema linear 
Bx =c, (1.8) 
para uma dada matriz B de ordem m x n e um dado vetor c. 
Neste ponto, uma questão que aparece é qual é a caracterizacão das matrizes G 
e dos vetores h tais que o conjunto solução de (1. 7) é igual ao conjunto solução do 
sistema linear (1.8). 
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Teorema 1.1 Considere os sistemas (1.8) e Dx =f, para matrizes B e D m x n. 
Suponha que o sistema ( 1. 8) seja solúvel. 
(i) Temos que S(B, c) Ç S(D, f) se, e somente se, existe uma matriz M tal que 
D=MB e f=Mc; (1.9) 
(ii) Além disso, S(B,c) = S(D,J) se, e somente se, (1.9) se verifica para alguma 
matriz M inversível. 
Este Teorema e o Lema a seguir que é usado na sua demonstração são de 
Young [80,81]. A demonstração de Young faz uso da forma canônica de Jordan. 
Apresentamos aqui uma nova demonstração bem mais simples. 
Lema 1.2 Sejam B e D matrizes de ordem m x n. 
(i) Temos que N(B) Ç N(D) se, e somente se, existe uma matriz M tal que 
D=MB (1.10) 
(ii) Além disso, N(A) = N(B) se, e somente se, (1.10) se verifica para alguma 
matriz M inversível. 
Dem. A existência de M satisfazendo as condicões é claramente suficiente nos dois 
casos. 
Suponha, agora, que N(B) Ç N(D). DefinaM como sendo a matriz da trans-
formação linear que em R(B) é dada por M(Bv) = Dv e em R(B).l.. por qualquer 
aplicação linear de R(B).l.. em R(D).l... A matriz M claramente satisfaz (1.10) e está 
bem definida pois, se Bv = Bv', então, v- v' E N(B) que por hipótese está contido 
em N(D), portanto Dv = Dv'. 
Agora, se N(B) = N(D), definaM da mesma forma que no caso anterior, mas 
em R(B).l.. tome uma bijecão. Agora, Dv = Dv' implica, pelo argumento aplicado 
acima, que Bv = Bv', ou seja, M é inversível. 
• 
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Dem. do Teorema 1.1. A existência de uma matriz M satisfazendo as condições é 
claramente suficiente nos dois casos. 
Agora, suponha que 0 =f. S(B, c) Ç S(D, f). Seja u uma solução de (1.8). 
Se N"(B) =f. {O} e v E N"(B), então u + v E S(B, c), logo da hipótese segue que 
u + v e u E S(D, f), o que implica que v E N"(D). Logo N"(B) Ç N(D), o que 
implica pelo lema 1.2 que existe uma matriz M tal que M B = D. Além disso, 
Me= MBx = Dx = J, para x E S(B,c). Isto prova (i). Com o mesmo argumento 
e usando a segunda parte do lema 2 se prova (ii). 
• 
Uma conseqüência do teorema 1.1 é que se a matriz B é quadrada e o sistema 
(1.8) é solúvel, então o conjunto solução S(B, c)= S(I- G, h) se, e somente se, 
G=I-MB=M(M-1 -B) e h=Mc. (1.11) 
Como os métodos produzidos fazendo um "splitting" 
B = Q- R, (1.12) 
são da forma 
k =o, 1, 2, ... (1.13) 
segue de (1.11) que todo método cujos pontos limites são exatamente as soluções de 
(1.8) são obtidos fazendo o "splitting" (1.12) com 
Q = M- 1 e R= M- 1 - B. (1.14) 
Corolário 1.3 Seja W uma matriz com m colunas. Todo método linear estacionário 
(1.14) cujos pontos limites são exatamente as soluções do problema de quadrados 
mínimos generalizado 
mm IIW(Ax- b)W (1.15) 
pode ser escrito como 
k =o, 1, 2, ... (1.16) 
para alguma matriz M não singular. 
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Dem. O problema (1.15) é equivalente a resolver as equações normais 
( 1.17) 
que satisfaz as condições do teorema 1.1. Considere um método linear estacionário da 
forma (1.2). Como os pontos limites de (1.2) são as soluções do sistema (1.7), então 
os pontos limites de (1.2) coincidem com as soluções de (1.15) se, e somente se, 
(1.18) 
para alguma matriz M inversível, de onde segue (1.16). 
• 
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Capítulo 2 
Equivalência entre 
regularização e iteração 
truncada 
2.1 Introdução 
Uma forma de se obter soluções estáveis de problemas inversos é substituir o 
problema 
Ax = b (2.1) 
pela regularização de Tikhonov [66,32,9]. Isto é, a solução é obtida minimizando o 
funcional 
(2.2) 
O segundo termo em (2.2) representa uma informação "a priori" sobre o problema. 
L é normalmente a discretização de um operador de derivadas, impondo algum sua-
vizamento na solução, a é um parâmetro positivo controlando a quantidade de sua-
vizamento sobre a solução e x 0 é uma estimativa da solução. 
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Um algoritmo usado em muitas aplicações é o método de Landweber generalizado 
[48,63], que é dado por 
k = 0,1,2, ... (2.4) 
onde D = F (AtA) e F é um polinômio ou uma função racional. No início do processo a 
precisão dos iterados cresce, mas depois de algum tempo um efeito de deteriorização 
aparece por causa do mal condicionamento. Uma solução estável pode ser obtida 
usando um critério de parada para escolher um iterado antes que esse efeito apareça. 
Este procedimento, conhecido como iteração truncada, estabelece um equilíbrio entre 
precisão e suavizamento semelhante a aquele representado pelo primeiro e segundo 
termos em (2.2). 
Recentemente H. Fleming [26] obteve uma equivalência entre os dois tipos de 
métodos, se A tem posto completo. Foi provado em [26] que toda solução regularizada 
de (2.1) é igual a iteração truncada de um método iterativo da forma 
k =o, 1, 2, ... (2.5) 
onde M é uma matriz não singular e P é uma matriz simétrica positiva definida. E 
reciprocamente, toda iteração truncada do método (2.5) é o mínimo do funcional (2.2). 
Fleming considerou separadamente o caso sobredeterminado (posto( A) = n < m) e 
o caso subdeterminado (posto(A) = n > m). Aqui, estendemos estes resultados a 
matrizes de posto incompleto. 
É conhecido que ambos os métodos, regularização de Tikhonov e iteração trun-
cada, pertencem a classe dos chamados "esquemas de aproximações espectrais", isto 
é, as aproximações regularizadas podem ser expandidas usando o mesmo conjunto de 
auto-funções , diferindo somente na escolha dos chamados "filtros" (veja por exemplo 
[35,32, 78]). Aqui, assim como no paper de Fleming [26],mostramos que a segunda 
forma de regularização é um caso particular da primeira. 
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2.2 Resultados preliminares 
Como anteriormente, vamos considerar métodos iterativos da forma 
k =o, 1, 2, ... (2.6) 
onde G é um matriz de ordem n x n e f é um vetor em IRn. É claro que se a 
seqüência { xk} converge para x*, então este ponto limite é solução do sistema 
(I- G)x =f. (2.7) 
Dizemos que uma matriz é convergente se lim Gk existe. Este limite existe se, 
k-+oo 
e somente se, as seguintes condições são satisfeitas (veja [80]): 
(a) O raio espectral de G é menor ou igual a um. 
(b) Se À é um auto-valor de G tal que I À I = 1, então À = 1 e todos os diviso-
res elementares que correspondem a À são lineares, isto é, À não tem vetores 
. . . prmCipais. 
Se G é uma matriz convergente, então ind(I- G) :::; 1, onde ind(A) é o índice 
de A (isto é, o menor inteiro não negativo q tal que R( Aª) = R(Aq+I ), conforme [13, 
Definição 7.2.1]). Se ind(A) = q, então IRn = .N(Aª) EB R(Aª) (conforme [13, Lema 
7.2.1]). Assim, se G é uma matriz convergente, então IRn = .N(I- G) EB R(I- G). 
O próximo Teorema descreve o iterado gerado por (2.6). 
Teorema 2.1 Seja G uma matriz de ordem n x n convergente. Então 
IRn = .N (I - G) EB R (I - G) , (2.8) 
e a seguinte expressão é válida: 
(2.9) 
onde fi, x~ E .N(J- G) e h, x2 E R(J- G) são tais que f= fi+ h, 
e G2 = Gl . 
R(I-G) 
X o _ xo + xo 
- 1 2' 
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Dem. Usando (2.6), xk pode ser escrito como 
k-1 
xk = Gk xo + 'L: Gi f . (2.10) 
j=O 
Seja W o subespaço gerado pelos vetores e auto-vetores associados com os auto-valores 
de G diferentes de um. Claramente 
mn = N (I - G) EB W . (2.11) 
Sejam x~, h E .N(J - G) e x2, h E W tais que x0 = x~ + xg e f = h + h. 
Definindo G2 = Glw e aplicando (2.10) obtemos 
k-1 
k o kf G~k o " G~if x = x1 + 1 + 2 x 2 + L...J 2 2 . (2.12) 
j=O 
Como G2 não possui um como auto-valor e W é (I- G)-invariante, I- G2 tem inversa 
e 
k-1 L: â~ =(I- â;)(I- ê2)-1 . (2.13) 
j=O 
Portanto, usando (2.12) e (2.13), temos que 
(2.14) 
Falta provar que W = R(I - G). Para isto, usamos a equação (2.14). Se 
f E W, então h = O e a seqüência {xk} é convergente, portanto (2.7) é solúvel e 
f E R(J- G) (Isto é uma conseqüência de (2.14) e o fato de que os auto-valores de 
G2 são menores que um em módulo, mas pode ser deduzido de [16]). Por outro lado, 
se f E R(J- G), então podemos tomar x0 = x*, uma solução de (2. 7). A seqüência 
resultante é convergente porque G é uma matriz convergente e, pela equação (2.14), 
f 1 tem que ser zero; assim f E W. 
Concluímos que G2 = G2 = cj e o resultado segue daí. 
'R(I-G) 
Dada a forma de Jordan de uma matriz A, 
A= p [ Jo O ] p-1 
o J1 
• 
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(todos os blocos de Jordan correspondentes a À= O de A são colecionados em J0 ), a 
inversa de Drazin AD de A é definida por 
(veja por exemplo (13, Definições 7.2.2, 7.2.3 e Teorema 7.2.1]). Assim, a equação 
(2.9) pode ser reescrita como 
Considere, agora, o problema regularizado 
mm1m1zar IIAx- bll~ + llx- ali~, (2.15) 
onde P E JRmxm e Q E IRnxn são matrizes simétricas e positivas definidas, a é um 
vetor em IRn e as normas são definidas por 
(2.16) 
(o mesmo para Q). Vamos também considerar um método iterativo da forma 
k = 0,1,2, ... (2.17) 
onde M é uma matriz não singular. Usando a notação da seção anterior 
G =I- MAtP- 1 A. 
Lema 2.2 A solução x* do problema (2.15) sempre existe e pode ser escrita como 
x* =(I+ QAtp-I At1(a- d) + d, (2.18) 
onde 
e (MAtP- 1 A)2 = MAtP- 1 A' . 
R(MAtP-lA) 
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Dem. É fácil ver que 
(2.19) 
Pelo Teorema 2.1, (MAtP- 1 A)z tem uma inversa e, somando e subtraindo 




tem solução . Aplicando M a ambos os lados de (2.21 ), deduzimos que 
Portanto, 
(2.22) 
Como Me Q são não singulares, podemos trocar M por Q em (2.22), obtendo 
(2.23) 
De (2.23) obtemos que 
(2.24) 
O resultado segue de (2.20). 
• 
Apresentamos a seguir resultados relacionados a diagonalização simultânea de 
matrizes simétricas. 
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Teorema 2.3 Suponha que A e B são matrizes simétricas de ordem n x n e defina 
C(J-l) por 
Se existe 11 E [0, 1] tal que C(f-l) é não negativa definida e N[C(f-l)] = N(A) nN(B), 
então existe uma matriz não singular X tal que Xt AX e Xt BX são diagonais. 
Dem. Ver [31, Cap. 8]. 
Corolário 2.4 Se A é uma matriz simétrica e B é simétrica e positiva definida, 
então existe uma matriz não singular X tal que Xt AX e Xt BX são diagonais. 
Dem. O resultado segue do Teorema 2.3, fazendo 11 = O. 
• 
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Teorema 2.5 Toda solução regularizada do sistema (2.1) é igual a iteração truncada 
da forma (2.17) i isto é dadas as matrizes P e Q em (2.15) e um inteiro positivo k0 
existe uma matriz M tal que xko dada por {2.17) é solução de {2.15). 
Dem. Como Q e Atp-1 A são simetricas e Q-1 é positiva definida, podemos diagona-
lizá-las simultaneamente. Assim, pelo Corolário 2.4, existe uma matriz não singular 
X tal que 




Xt At p-1 AX = diag(p1, ... , Pn) , (2.26) 
com qi > O e Pi 2:: O para i= 1, ... , n. Conseqüentemente 
(2.27) 
Dado um índice de truncamento ko, seja 
(2.28) 
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onde 
{ 
~[1- (1 + PiQit1/ko] ' 
Ài = 
O caso contrário. 
se Pi =f. O , 
Usando (2.27), (2.28) e (2.29) obtemos 
(I-M At p-1 A)ko = (I- X DXt Atp-1 A)ko = 
Agora 
I-M At p-1 A= X diag(l + PiQi)- 1/ko x-1 ; 
portanto, M dada por (2.28) define um método (2.17) que é convergente. 
(2.29) 
(2.30) 
Falta provar que xko = x* é a solução do problema (2.15). Pelo Lema 2.2, a 
expressão (2.18) é válida. Se fazemos x 0 =a e aplicamos (2.30), segue que 
(2.31) 
onde x~ E .!V(M At p-1 A) e xg E R(M At p-1 A) são tais que x0 = x~ + xg. Mas, 
(2.32) 
porque x~ E .!V(M At p-1 A) =.!V( A). Assim, pelo Teorema 2.1, x* = xk. 
• 
Agora vamos estabelecer a recíproca do Teorema 2.5. 
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Teorema 2.6 Toda iteração truncada de um método da forma (2.17)) onde M é uma 
matriz simétrica e positiva definida) é a solução do problema regularizado da forma 
(2.15); isto éJ para todo k e matrizes M e PJ existe uma matriz Q tal que xk dada 
por (2.17) é solução de (2.15). 
Dem. Como M-1 e AtP-1 A são simétricas e M-1 é positiva definida, pelo Corolário 
2.4, podemos diagonalizá-las simultaneamente. Assim, existe uma matriz não singular 
Y tal que 
t -1 . ( 1 1 ) YM Y=d1ag-, ... ,- ,, 
ml mn 
e 
com ai ~ O e mi > O para i = 1, ... , n . 
onde 
Defina 
Q = Y diag(flb ... , fln)Yt , 
{ 
-!;-[(1-aimi)-k-1], se ai-#0, 
/-li = 1 ' 
caso contrário. 






O metódo (2.17) é convergente, então, temos que 1 - aimi < 1, se ai # O, para 
i = 1, ... , n, implicando que {li > O. Assim, Q é positiva definida. Podemos aplicar 
o Teorema 2.1 e (2.37) para obtermos 
(2.38) 
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Mas x~ E N(A), então 
(2.39) 
Se fazemos a = x0 , e usando o Lema 2.2, concluímos que xk = x*. 
• 
Exemplo 2.1. Considere o método de Landweber [48] 
k =o, 1,2, ... (2.40) 
onde w é um número real positivo. Se Pé uma matriz ortogonal, tal que 
(2.41) 
então, usando a demonstração do Teorema 2.6, xk é a solução do problema 
(2.42) 
onde 
D = diag(Jlb .. ·, Jln) (2.43) 
e 
{ 
;i [(1- wai)-k- 1] , se 
Jli = 1 , caso contrário; 
ai 1- O, 
(2.44) 
para i= 1, ... ,n. 
Exemplo 2.2. Se quisermos resolver o problema 
minimizar IIAx- bW + (?iiBxW, (2.45) 
para uma matriz B E JRPXn, usando um método iterativo, Hanke e Hansen sugerem 
em [35] que os métodos devam ser aplicados às equações normais precondicionadas 
(2.46) 
onde B~ é a inversa de B pesada por A (veja [22]), definida por 
B~ = W ( diag~Ti-l) ) yt , (2.47) 
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se a decomposição GSVD de (A, B) (veja [31]) for dada por 
( 
diag(p;) O ) _
1 A= U O In-p W , 
o o 
B = v ( diag( T;) o ) w-l' (2.48) 
onde U = [u1, ... , um] E IRmxm, V = [vi, ... , vp] E JRPXP são ortogonais e W = 
[ J E IRnxn ' · ' 1 w 1 , ... , Wn e 1nvers1ve . 
Vamos mostrar a seguir que nenhum iterado do método de Landweber aplicado 
a (2.46) corresponde a solução do problema (2.45), se p = n e B for inversível. 
Em termos da notação apresentada neste Capítulo, (2.45) pode ser escrito como 
minimizar IIAx- bll 2 + llxll~, (2.49) 




Assim, a matriz W diagonaliza simultaneamente Q-1 e AtA e usando a demonstração 
do Teorema 2.5 obtemos que a matriz 
M = Wdiag (-; [1- (1 + ~ .rt]) wt 
Pi v O:T, 
(2.52) 
é tal que 
(2.53) 




ou seja, com esta estratégia não se consegue o objetivo pretendido. 
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Capítulo 3 
Extensão de Validação 
Cruzada Generalizada ( GCV) 
3.1 Introdução 
Consideremos o problema de encontrar uma solução x de 
f(x)+f=b, (3.1) 
onde f é uma aplicação de mn em mm' b é um m-vetor de observações e f um m-vetor 
de erros. Supõe-se que as componentes de f são variáveis alea't'orias de média zero 
não correlacionadas e com variância a 2 ( desconhecida), isto é, 
(3.2) 
onde I é a matriz identidade. 
No caso em que f(x) = Ax, onde A é uma matriz de posto completo de ordem 
m x n, o Teorema de Gauss-Markov garante que a solução de quadrados mínimos de 
(3.1), x = (AtA)- 1 Atb, é o melhor estimador linear não viciado de x, no sentido de 
que tem a menor variância, E(llx- xW) (veja por exemplo [62]). Mas, se A é mal 
condicionada esta menor variância ainda é muito alta. Sabe-se que permitir que o 
estimador seja viciado pode reduzir tremendamente a variância (veja, por exemplo, 
[69,70]). ------·-···-, u ~I c;. IWII" I 
.tlll.IOTEC;. CE~lft~L 
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Suponhamos que temos uma família {x-'} de estimadores de soluções de (3.1-3.2). 
Um exemplo típico é a família de soluções do problema regularizado 
mm1m1zar lif(x)- bW + ÀxtBx, (3.3) 
para À > O, onde B é uma matriz de ordem n x n, que introduz informação a priori 
ao problema, no sentido de que devemos esperar da solução que xt Bx seja pequeno. 
Por exemplo B = V L, onde L é a discretização de um operador de derivadas. 
Coloca-se a questão de encontrar um valor de À que corresponda a menor perda 
de informação possível. Uma possibilidade poderia ser encontrar um valor de À que 
minimizasse a variância E(llx-' - xW). Entretanto, tal valor de À depende de a2 e 
do valor de x, que é desconhecido. Uma outra possibilidade poderia ser obter um 
valor de À que em média produzisse o menor erro quadrático médio em estimar as 
componentes de f(x), isto é, um valor de).. que 
minimize E{T(À)}, (3.4) 
onde 
T(À) = !_llf(x)- f(x-')W 
m 
(3.5) 
ex é uma solução do sistema de equações f(x) = b- E. 
Assim, temos o mesmo problema de não conhecermos o valor de x e de a 2 , mas 
neste caso existem métodos que encontram aproximações para a solução de (3.4-3.5). 
Um deles que é muito popular é o de Validação Cruzada Generalizada (GCV). 
Para f(x) = Ax, onde A é uma matriz de ordem m x n ex-' uma função linear 
dos dados, ou seja, de b, define-se a matriz de influência como a matriz A()..) tal que 
A()..)b = Ax-'. (3.6) 
Para A()..) simétrica e semi positiva definida, Wahba [30,15] definiu o funcional de 
GCV, V()..) por 
(3. 7) 
Usando GCV, o parâmetro ótimo é determinado como um minimizador de V( À). 
Esta estimativa é uma versão invariante por rotação do funcional definido por Allen 
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em [1], chamado de PRESS ou Validação Cruzada. Uma discussão sobre a origem de 
GCV se encontra em [30]. Em [30,15] foi provado que, para A( À) uma matriz simétrica 
e semi positiva definida, se Ào é o minimizador de E{T(À)} e ~ é o minimizador de 
E{V(À)}, então 
E{T(~)} 1 + h(Ào) 
E{T(,\o)} ::; 1 -h(~) ' (3.8) 
( /11(À)
2) 1 
onde h(,\) 2J11(À) + 
112
(,\) (1 _ 111 (,\))2, 111(,\) (1/m)TrA(À) e 
J1 2 (À) = (1/m)TrA2 (À). Assim, se h(Ào) e h(~) são pequenos, o erro quadrático 
médio para À igual ao minimizador de E{V(À)} não é muito maior que o me-
nor erro quadrático médio possível min.\E{T(À)}. Também em [30] foi mostrado 
que para a família de soluções do problema de regularização de Tikhonov (3.3), 
x.\ =(AtA+ ÀB)-1 Atb, se 
(i) O número de equações m tende a infinito, enquanto n permanece fixo, ou 
(ii) Os auto-valores de AAt são da forma mk-o:, para algum o: > 1 e ! Tr(AAt) é 
finito, quando m tende a infinito 
- ET(:Í) 1 
entao, ET(.\o) + 1. 
Em [61,59] é definida a seguinte extensão do funcional de GCV para o problema 
regularizado não linear (3.3) 
- À _!_llb- j(x.\)W 
V( ) = [~;,,(!- Ã(À))J2. (3.9) 
onde Ã(À) = J(x.\)(J(x.\)tJ(x.\) + ÀBt1 J(x.\)t e J(x) é o Jacobiano de f(x). Os 
autores não provam nenhum resultado que indique que o mínimo de EV(À) esteja 
próximo do mínimo de ET(À), mas apresentam resultados numéricos que indicam ser 
esta uma técnica promissora também no caso não linear. 
Definimos a seguinte extensão do funcional de GCV para problemas não lineares, 
mas para uma família de estimadores quaisquer. 
V(À) = [~T~(I- DA(,\)(b))F ' (3.10) 
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onde o operador de influência é definido por A(.\)(b) = J(x>.) e DA(.\)(b) é o Jacobiano 
da aplicação A(.\)(·) avaliado em b. Provamos que também vale (3.8) no caso geral. 
Uma dificuldade na aplicação de GCV como critério para escolha do parâmetro 
À está no cálculo do traço no denominador de (3. 7) para diversos valores de À. Para 
a regularização de Tikhonov, o método standard é usar a decomposição em valores 
singulares de A (veja [30,77]). Em [21,20] Eldén, ao invés disso, usa a bidiagonalização 
de A. Mas, para problemas de grande porte em que a matriz A é não estruturada, 
torna-se difícil a aplicação de ambos os métodos. Para superar esta dificuldade existe, 
no caso linear,uma variante de GCV devida a Girard [28] chamada Monte-Carlo GCV, 
que pode ser implementada a baixo custo computacional. O método consiste em 
calcular uma estimativa confiável do traço de I- A( À). Este algoritmo é simplesmente 
o seguinte: 
(i) Gera-se um vetor pseudo-aleatório w = ( Wt, ... , wm)t de uma distribuição nor-
mal; 
( ii) Toma-se 
(3.11) 





Girard provou a confiabilidade deste método para problemas de grande porte, 
apenas se A(.\) for simétrica, ou pelo menos simetrizável; em [28] provou que (3.11) 




onde a(·) é o desvio padrão e d é o desvio padrão dos auto-valores de I- A(.\) ou 
da simetrização de I- A(.\). 
Mostramos aqui uma generalização deste resultado, para matrizes quaisquer. 
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3.2 GCV Estendido para problemas não lineares 
Gostaríamos de obter um bom estimador para o erro quadrático médio em esti-
mar f(x), ou seja, para 
1 T(À) = -1/f(x)- J(xÀ)W, (3.15) 
m 
onde x é uma solução do sistema linear f( x) = b - E. O ponto de partida para 
aproximar T(À) é 
U(À) = _!_1/b- J(xÀ)II 2 (3.16) 
m 
como mostram os resultados seguintes. 
Lema 3.1 Sejam F(À), g(À), G(À), r(À) e H(À) Junções reais de variáveis reais e a 
um parâmetro real. Se 
e 
G(À) = F(À) + a(1- 2g(À)) + r(À) 
G(À) 
H(À) = (1- g(À))2 ' 
então é válida a seguinte expressão 
H( À)- F(À)- a = 1 (- g(À) 2 + r(À) 2 (À)_ (À)2) F(À) (1- g(À))2 a F(À) + g g 




H(À)- F(À)- a 1 (F(À) + a(1- 2g(À)) + r(À) _ (1- g(À))2(F(À) +a)) 
F(À) (1- g(À))2 F(À) F(À) 
1 ( g(À)2 2 r(À)) 
= (1- g(À))2 1 - a F(À) - (1 - g(À)) +F( À) ' 
de onde segue (3.19). • 
Lema 3.2 Sejam j(À), g(À), h(À) funções reais de variável real, com f(À) > O e a 
um parâmetro real. Se j(À) tem um mínimo global Ào, g(À) tem um mínimo global .5. 
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f(~) 1 + h(Ào) 
f(Ào) < 1- h(~) · (3.22) 
Dem. De (3.21) segue que para todo À vale 
f(À)(1- h( À))< g(À) +a< f(À)(1 +h( À)). (3.23) 
Assim de (3.23) temos que 
f(~)(1- h(~)) < g(~) +a~ g(Ào) +a< f(Ào)(1 + h(Ào)). (3.24) 
De onde segue o resultado. • 
Proposição 3.3 Seja {x-'} uma famz1ia de estimadores de solução do problema 
{3.1}, para o qual vale {3.2}. Se para cada À, f(x-') = A(À)(b), onde A(À)(·) é 
uma aplicação continuamente diferenciável, então 
EU(À) = ET(À) + a 2 ( 1-! Tr(DA(À)(b))) + E(ttO"(ét)), (3.25) 
onde U(À) é dada por {3.16}, T(À) por {3.15}, DA(À)(b) é o Jacobiano da aplicação 
A(À)(·) em relação a b e a função 0-'(ét) é tal que 110-'(ét)ll ~ Mét, para algum 
M>O. 
Dem. Como vale (3.1), temos que 
(3.26) 
Aqui, desenvolvemos os quadrados para obter (3.26). Além disso como A(À)(·) é 
continuamente diferenciável, temos que 
A(À)(J(x)) = A(À)(J(x) + t)- DA(À)(f(x) + t)t + 0-'(ét) (3.27) 
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onde DA(>..)(f(x) +c) é o Jacobiano da aplicação A(>..)(·) em relação a b avaliada em 
f(x) +E e a função 0,\(ét:) é tal que 110,\(éc)ll :S MetE, para algum M >O. Assim, 
usando (3.1) e a equação acima obtemos 
f(x,\) = A(>..)(b) = A(>..)(f(x) + t:) = A(>..)(f(x)) + DA(>..)(b)t: + 0,\(ét:). (3.28) 
Dividindo (3.26) por m e calculando a esperança obtemos 
1 2 
E(U(>..)) = E(T(>..)) + -E(IicW) + -[E(t:tf(x))- E(t:tf(x,\))] = 
m m 
aqui usamos (3.2), (3.28), a linearidade da esperança e os fatos de que 
e que para qualquer matri;;; B de ordem m x m, em vista de (3.2) vale 
E(t:tBt:) = LBijE(t:iEj) = (}" 2Tr(B). 
ij 
Fica assim demonstrado o resultado. 
(3.29) 
• 
Teorema 3.4 Seja {x-\} uma família de estimadores de solução do problema (3.1), 
para o qual vale (3.2). Se para cada>.., f(x,\) = A(>..)(b), onde A(>..) é uma aplicação 
continuamente diferenciável, então para o funcional de Validação Cruzada Generali-
zada (GCV) definido por 
(3.30) 
vale a seguinte expressão: 
EV(>..)- ET(>..)- (}" 2 = 1 (-(J"2!it(À) 2 +r(>..) 2 (>..) _ (>..) 2 ) ET(>..) (1- !i1 (>..))2 ET(>..) + /it /it ' 
(3.31) 
1 
onde fi 1 (>..) = -Tr(DA(>..)(b)) e r(>..)= E(éO,\(Ett:)). 
m 
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Dem. Pela Proposição 3.3 vale a expressão (3.25). Aplicando o Lema 3.1 obtemos 
(3.31). • 
Corolário 3.5 Com as mesmas hipóteses do Teorema 3.4 vale a seguinte desigual-
dade 
ET(X1 ) < 1 + h(>..o) 
ET(>..o) - 1 - h(X1 ) 
onde >..0 é o mínimo global de ET(>..), X1 é o mínimo global de EV(>..); 
1 (a2/lt(À)2 +Ir(>..)! 2) 
h(>..)= (1 -JLt(>..))2 ET(>..) + 2IJLt(>..)l + llt(>..) ' 
e Jlt(>..), r(>..) são definidos no Teorema 3.4-




Assim, se h(>..o) e h(X) são pequenos, o erro quadrático médio para >.. igual ao 
minimizador de E{V(>..)} não é muito maior que o menor erro quadrático médio 
possível minAE{T(>..)}. 
Um problema, assim, é provar que sob condições satisfeitas na prática h(X) e 
h(>..o) tendem a zero quando a dimensão do problema tende a infinito. Em [77,30] 
existem resultados deste tipo, para o caso em que f(x) = Ax, onde A é uma matri~ 
de ordem m x n e {xA} é a família de soluções do problema de Tikhonov (3.3), ou 
seja, A(>..) =A( AtA+ >..Bt1 At, como dissemos na introdução deste capítulo. 
Corolário 3.6 Com as mesmas hipóteses do Teorema 3.4, se f(x) = Ax, onde A é 
uma matriz de ordem m x n e para cada>.., A(>..) é uma aplicação afim, ou seja, da 
forma 
A(>..)(b) = Ao(>..)b + bo(>..), (3.34) 
então 
ET(X) 1 + h(>..o) 
---'--'--- < - ' ET(>..o) - 1- h(>..) (3.35) 
onde X é o mínimo global de EV(>..), 
(3.36) 
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Dem. Em vista do Corolário 3.5, basta mostrarmos que 
Agora, 
IIAx- Ax,\11 2 
0"2/11(,\)2 /11(,\)2 
ET(-X) < 112(-X) 
= 11(1- Ao(-X))Ax- bo(-X)II 2 + IIAo(À)EW + 
-2EtA0(,\)t[(J- Ao(,\))Ax- bo(-X)]. 
Calculando a esperança da expressão acima, obtemos 






O resultado acima, por si, já é uma generalização de (3.8) que foi demonstrado 
em [30,15]. 
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3.3 Monte-Carlo GCV 
Como dissemos na Introdução deste Capítulo, uma dificuldade na aplicação de 
GCV como critério para escolha do parâmetro À está no cálculo do traço no denomina-
dor de (3.7) para diversos valores de À. Uma forma de superar esta dificuldade é usar 
um método do tipo Monte-Carlo para obter um estimativa confiável do traço. Apre-
sentamos a seguir resultados nesta direção que são uma generalização para matrizes 
quaisquer daqueles que Girard provou em [28]. 
Teorema 3. 7 Seja w = ( Wt, · · · , wn) um vetor de componentes aleatórias com dis-
tribuição normal, isto é, w rv N(O, Inxn)· Seja B uma matriz de ordem n X n, e 
TB( w) a variável aleatória 
(3.40) 
Então TB(w) é um estimador não viciado de Tr(B) com desvio padrão 
(Tr(BBt) + Tr(B2 ))112 , isto é, 
Tr(B) e (3.41) 
(3.42) 
Dem. Como E( wl) = 1 e E( WiWj) = O, se i f. j, então 
(3.43) 
t,J i,j 
Agora, como E(wt) = 3, E(wiWjWkWt) =O, se i f. j, k, l e E(wlw}) = 1, se i f. j, 
então 
E( (L Bijwiwi )2 ) = 
i,j 
E( L BijBktWiWjWkwz) = 
i,j,k,l 
L BijBkzE(wiWjWkwz) = 
i,j,k,l 
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3 L Blj +L BiiBjj +L BijBij +L BijBji = 




De onde segue (3.42). 
• 
Corolário 3.8 Sejam w e B como no teorema anterior. Seja Tj3 ( w) a variável 
aleatória definida por 
T*( ) = wtBw 
B W t . 
ww 
(3.46) 
Então Tj3(w) é um estimador não viciado de ~Tr(B) com desvio padrão 
2( Tr(B) )2 . , 
---""---n-+---:2-..:...__;"'--'---, zsto e, 
1 
ETiJ(w) = -Tr(B) e 
n 
a(TiJ(w)) = 




Dem. Uma maneira de encontrar os momentos de Tj3(w) é observar que 
( wt Bw) j ( wtw) e wtw são independentemente distribuídos. Então é fácil deduzir que 
os momentos de TE( w) são iguais aos momentos de wt Bw dividido pelos momentos 
de wtw, assim como fez Girard em [28]. Assim, 
(3.49) 
e 
E((wtBw) 2 ) = Tr(B) 2 + Tr(BBt) + Tr(B 2 ). 
wtw n 2 + 2n (3.50) 
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Agora, 
O que demonstra o resultado. 
n(Tr(BBt) + Tr(B2))- 2Tr(B)2 _ 
(n 2 + 2n)n 




Observemos que se B é simétrica, então o Corolário 3.8 recai no Teorema 2.2 de 
[28], que para B =I- A(>.) corresponde a (3.13) e (3.14). 
Se IIBIIt, IIBII2 ou IIBIIoo, permanece limitada quando n tende a infinito, então 
a(TÉJ(w)) tende a zero com a velocidade de 1/v'n + 2 como mostramos abaixo. 
Corolário 3.9 Sejam w e B como no teorema anterior. Se IIBIIi:::; M, para i= 1, 2 
ou oo e algum M >O, então 
a(T8(w)):::; ~- (3.52) 
Dem. Como para uma matriz A E mnxn são válidas as desigualdades (veja, por 




para i = 1, 2 e oo, então, obtemos as seguintes relações 
ITr(B)l :::; 'L: IBiil = n max IBiil:::; n IIBlli:::; n M, (3.55) 
t 
que leva a 
(3.56) 




para i = 1, 2 e oo. O resultado segue facilmente de (3.48), usando as desigualdades 
aCima. 
• 
A desigualdade (3.52) está longe de ser a melhor possível. Para casos não tão ge-
rais, Girard em [28] provou que a velocidade de decrescimento da dispersão a(T8(w)) 
pode ser da ordem de 1/n, quando n tende a infinito. 
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Capítulo 4 
GCV como critério de parada 
4.1 Introdução 
Nosso objetivo neste capítulo é aplicar os resultados do capítulo anterior para 
determinar um critério de parada de um método iterativo. Agora, cada iterado xk 
é um estimador da solução de (3.1) e o índice k cumpre o papel do parâmetro À do 
capítulo anterior. 
Os inconvenientes principais para empregar GCV como critério de parada de um 
método iterativo eram essencialmente dois. Um deles era o fato de que o funcional 
de GCV não estava definido para estimadores não lineares quaisquer. Por exemplo, 
mesmo para um método linear estacionário, o operador de influência é não linear. Os 
resultados do Capítulo 3 possibilitam superarmos esta dificuldade. O outro inconve-
niente é o cálculo do traço no denominador do funcional de GCV em cada iteração 
k. 
Com relação ao cálculo do traço no denominador do funcional de GCV existe o 
seguinte resultado. Para um método iterativo convergente da forma 
k = 0,1,2, ... ( 4.1) 
onde M é uma matriz de ordem n x n, positiva definida que possua raiz quadrada 
simétrica (ou seja, M é simétrica e positiva definida) Wahba [78] mostrou que, para 
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x 0 = O, a matriz de influência é dada por 
A(k) =I- (I- AMAtl. ( 4.2) 
Na seção 4.2 apresentamos uma fórmula mais geral para a matriz de influência 
de qualquer método estacionário convergente, cujos pontos limite são exatamente as 
soluções de quadrados mínimos associado a matriz A. 
Mesmo neste caso é difícil o cálculo do traço no denominador de (3. 7). Em [78], 
Wahba sugere o uso da decomposição em valores singulares de AM~. Mas, em muitos 
problemas aplicam-se métodos iterativos para não se ter que fazer transformações 
numa matriz como A. 
Nossa alternativa para calcular o traço do funcional de GCV é o método Monte-
Carla, tal como sugerido por Girard em [28]. Os Corolários 3.8 e 3.9 estendem a 
confiabilidade do método para matrizes não necessariamente simétricas. Devemos 
observar que, para métodos lineares estacionários, não é necessário usar o operador 
de influência para aplicar Monte-Carlo GCV, já que este é uma aplicação afim da 
forma A(k)(y) = A0 (k)y + b0 e A0 (k)w é simplesmente a aplicação de A no k-ésimo 
iterado gerado pelo método, com o vetor b = w e o ponto inicial igual ao vetor nulo. 
Apesar disso, o conhecimento da expressão do operador de influência possibilita uma 
diminuição considerável do custo computacional, como mostramos na Seção 4.2. 
Nas simulações de PET descritas na Seção 4.3 aplicamos Monte-Carlo GCV como 
critério de parada de dois métodos iterativos lineares. O primeiro método é ART [39], 
originalmente inventado por Kaczmarz [43], que é um método linear estacionário cujo 
operador de influência é uma aplicação afim (se o ponto inicial é não nulo) com a 
parte linear não simétrica. O segundo método é Gradientes Conjugados aplicado 
às equações normais precondicionado com SSOR [10]. Neste caso o operador de 
influência é não linear. Finalmente usamos Monte-Carlo GCV para determinar o 
parâmetro de relaxação em cada iteração de ART. 
Devemos salientar que o método GCV já foi utilizado, antes, por Girard em [29] 
num problema de Tomografia Computadorizada, mas para o caso em que a matriz 
tem uma estrutura que possibilita a aplicação de um método direto ao problema de 
regularização de Tikhonov (3.3) correspondente e também ao cálculo do traço do 
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denominador do funcional de GCV. No nosso caso a matriz não é estruturada, e 
o tamanho do problema nos leva ao emprego de métodos iterativos. Monte-Carlo 
GCV já foi empregado como critério de parada de métodos iterativos, tomando 
o ponto inicial igual a zero. Em [35], GCV é usado como critério de parada de 
dois métodos iterativos: v-métodos e CGNR. No caso de CGNR (gradientes con-
jugados aplicados às equações normais), o operador de influência é não linear mas 
os autores substituem o denominador do funcional de GCV, por uma função afim 
1 - ~ (n- p) - ~ k (onde pé o posto da matriz A), que não é o que encontramos 
na prática, mesmo se o método for estacionário, como constatamos nos gráficos mos-
trados nas Figuras 4.4, 4.9 e 4.10. Naturalmente os resultados deixam a desejar. Os 
v-métodos como definido por Brakhage em [11] constituem, na verdade, uma família 
de métodos iterativos (v é um parâmetro a ser escolhido) obtida como uma modi-
ficação de CGNR, em que tanto o parâmetro que otimiza a busca unidimensional, 
quanto aquele que determina a ortogonalidade dos vetores de busca, são escolhidos 
independentemente do vetor b (dependendo apenas de v). Neste caso o operador de 
influência é linear, simétrico e semi-definido positivo, desde que o ponto inicial do 
método iterativo seja o vetor nulo. 
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Teorema 4.1 Considere um método convergente da forma 
k = 0,1,2, ... ( 4.3) 
onde M é uma matriz n x m . Então o operador de influência, A( k), para este método 
é dada por 
( 4.4) 
Dem. Pelo Teorema 2.1, temos que 
JRn = N(M A) E9 R(M A) (4.5) 
e 
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onde x~, (Mb)t E N(MA) e xg, (Mb)z E R(MA), são tais que 
Mb = (Mbh + (Mb)z' x0 =X~+ X~' e (MA)z =MAl . 
R( MA) 
Sendo o método convergente para todo x0 , tem que acontecer que (Mbh =O, ou seja, 
Mb E R(M A), para todo m-vetor b. Portanto, por (3.6), temos 
A(k)(b) = A[I- (I -MAl](MA)21Mb+Ax~+A(I -MA)kx~. (4.7) 
Agora, 
-t (~)(-AM)i-1 [-A(MA(MA)21 )M] = 
J=l J 
-t (~)(-AM)i-1 (-AM) = 
j=l J 
I- (I- AM)k ( 4.8) 
O que demonstra o resultado. 
• 
Observemos que apesar do método ser linear e estacionário, para um ponto 
inicial x 0 não nulo, o operador de influência não é linear e muitas vêzes é conveniente 
escolher x 0 diferente de zero (veja [45,39]). 
Seja A0 (k) a parte linear de A(k). Consideremos a aplicação de Monte-Carlo 
GCV como critério de parada de um método da forma ( 4.3). Como dissemos na 
introdução deste Capítulo, não é necessário usar o operador de influência para aplicar 
(3.11 ), pois Ao( k )w é simplesmente o produto da matriz A pelo resultado da iteração k 
do método ( 4.3), com o vetor b = w e o ponto inicial igual ao vetor nulo. Mas, usando 
o Teorema 4.1 obtemos o resultado seguinte, que fornece uma forma mais econômica 
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de calcular uma aproximação para o Tr(I- Ao( k)) no funcional de Monte-Carla GCV 
(veja Teorema 3.4). 
Proposição 4.2 Para um método da forma (4.3), vale a seguinte igualdade 
1 
Tr(Im- Ao(k)) = -Tr[(m- n)In + n(In- MA)k], 
n 
(4.9) 
onde Ao( k) é a parte linear do operador de influência A( k). 
Dem. Pelo Teorema 4.1, vale a seguinte igualdade 
Ao(k) = lm- (Im- AM)k =- t (~) ( -AM)j. 
j=l J 
( 4.10) 
Assim, usando o fato de que Tr(AB) = Tr(BA) e ( 4.10) deduzimos que 
Tr(Ao(k)) = Tr[-t (;) ( -M A)i] = Tr[I,.- (In- MA)•]. (4.11) 
Assim, usando ( 4.11), obtemos 
Tr(Im- Ao(k)) = m- Tr(A(k)) = m- n + Tr[(In- MA)k]. ( 4.12) 
De onde segue facilmente ( 4.9). 
• 
Assim, em vista da proposição anterior temos o seguinte algoritmo para calcular 
para cada k o funcional de Monte-Carla GCV. 
Algoritmo 4.1. 
(i) Gera-se um vetor pseudo-aleatório w = ( w1 , ... , wn)t E IRn de uma distribuição 
normal com desvio padrão igual a 1, ou seja, w "'N(O, Inxn); 
(ii) Toma-se 
<I>(k) = (wt((m- n)w- n(In- MA)kw))2' 
mwtw 
(4.13) 
onde o produto (In- MA)kw é igual a iteração k do método (4.3), com x 0 = w 
e b =O (veja (2.10)), como uma aproximação de (~Tr[Im- A0 (k)(b)]) 2; 
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(iii) Finalmente, calcula-se 
como uma aproximação de V(k). 
~llb- Axkii2 
~(k) 
Desta forma, economiza-se o produto da matriz A por um vetor. 
( 4.14) 
4.3 Aplicação na tomografia de emissao de 
pósitrons (PET) 
Fizemos experiências numéricas com o problema de reconstrução de imagens da 
Tomografia de Emissão de Pósitrons (PET). 
Na Tomografia, o objetivo é reconstruir uma função f com suporte compacto, 
n C IR2 por exemplo, conhecendo-se um conjunto de integrais de linha de f sobre 
retas que interceptam a região n. Ou seja, 
f f( r, </>)ds = Yi, lr; (4.15) 
onde ri, para cada i, é uma reta que intercepta a região n. o conjunto de retas ri 
depende da geometria do "scanner". A Fig. 4.1 mostra o esquema de um "scanner" 
de PET. 
Descrevemos agora o método de discretização usado. Assumimos que a função 
f a ser reconstruída pode ser aproximada por uma combinação linear de funções de 
uma base, 
n 
f(r, </>)~L Xjbj(r, </>). (4.16) 
j=l 
Assumiremos que n é um quadrado. Substituindo a expressão acima na equação 
( 4.15), obtemos 
n 
:E lijXj = Yi' 
j=l 
( 4.17) 
onde lij = f bj(r, </>)ds. A maneira mais simples de escolher um base é subdividir Jr; 
a região n, em pixels e tomamos funções da base cujo valor é 1 dentro de um pixel 
específico e zero fora dele. Em [49] são utilizadas funções de base com simetria esférica, 
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mas aqui nos restringiremos à base formada pelas funções características dos pixels 
como base. Neste caso lij é simplesmente o comprimento da interseção da reta ri 
com o pixel j. Em tal situação somente um número pequeno de lij são diferentes 
de zero, ou seja, a matriz do sistema linear é esparsa, mas em compensação , é não 
estruturada. 
Utilizamos o sistema de programação SNARK93 [12] para simular os dados co-
letados por um tomógrafo de PET e para aplicar algoritmos de reconstrução, que é 
um programa escrito para auxiliar pesquisadores no desenvolvimento e avaliação de 
algoritmos de reconstrução de imagens em Tomografia. O SNARK93 é um sistema 
aberto, no sentido de que estão disponíveis as fontes escritas em FORTRAN 77 (algu-
mas ferramentas são escritas em C). Neste sistema, os algoritmos são implementados 
em rotinas escritas em FORTRAN 77, que são então compiladas e linkadas ao resto 
das rotinas do programa. 
Algumas informações são passadas ao programa através de um arquivo de en-
trada, como descrevemos resumidamente a seguir (veja [12] para mais detalhes). 
• Informações Geométricas: NELEM, se a região é subdvidida em NELEM x NE-
LEM quadrados iguais (pixels); o comprimento do lado de cada pixel (PIXSIZ); 
a geometria do "scanner", são possíveis a geometria paralela e a geometria di-
vergente; no caso da geometria divergente, se ARC ou TANGENT; o número 
de projeções (número de FONTES); a distância da fonte à origem (RAIO) 
e a distância da fonte aos detetares (Fon-Det); os ângulos de cada projeção 
(TRETA) (veja a Fig. 4.2); o ambiente para a coleta de dados: introdução 
ou não de erros, são disponíveis QUÂNTICO, ESPALHAMENTO (para Tomo-
grafia de Transmissão de raios X), ADITIVO, MULTIPLICATIVO com distri-
buição normal e POISSON (para PET). 
• Imagem teste ou dados experimentais: no caso de imagem teste, podem ser 
dados objetos geométricos e suas localizações para a composição da imagem. 
SNARK93 gera, então, os dados Yi, de acordo com as informações fornecidas 
acima. Observemos que a expressão FONTE não está de acordo com a Tomografia 
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de emissão de pósitrons. É que SN ARK93 foi escrito inicialmente para simular a 
Tomografia de Transmissão de raios X. Para simular PET, SN ARK93 utiliza muitas 
rotinas já escritas para a Tomografia de Transmissão. A Fig. 4.3 mostra um esquema 
de como ele usa a geometria DIVERGENTE do tipo ARC, para simular a coleta de 
dados de um "scanner" de PET. 
A imagem a ser reconstruída (designada por phantom) foi obtida de um atlas 
computadorizado baseado na anatomia média de um cérebro. Ela foi discretizada com 
n = 95 x 95 pixels. A geometria dos raios é a geometria divergente como mostrado 
na Fig. 4.2, simulando a geometria típica de PET, como mostrado nas Figs. 4.1 e 
4.3. As equações (ou os raios) são tomados na seguinte ordem: Para cada conjunto 
de raios associado a uma fonte (veja Fig. 4.2), que chamamos de vista, os raios 
são acessados seqüencialmente na ordem anti-horária e depois variamos as vistas, 
também seqüencialmente, na ordem anti-horária. A ordem com que são tomados os 
raios pode implicar numa melhora da performance de certos algoritmos, como este 
que consideramos aqui nestes experimentos (veja, por exemplo, [71,40]). Mas, como 
o nosso objetivo era apenas verificar a validade de GCV, como critério de parada, 
tomamos a ordem trivial, descrita acima. A geometria divergente tinha 101 raios x 
300 vistas, sendo os raios igualmente espaçados, produzindo um total de m = 30292 
equações ( 8 raios não interceptam a região e as equações correspondentes não são 
utilizadas). 
4.3 Aplicação na tomografia de emissão de pósitrons (PET) 49 
Ds 
Figura 4.1: Geometria de PET para o caso simplificado de oito detetares 
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Figura 4.2: Esquema da geometria divergente em SN ARK93 


























































Figura 4.3: Geometria divergente de SN ARK93 usada para simular a geometria de 
PET mostrada na Fig. 4.1 
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Consideramos a aplicação do algoritmo conhecido na literatura de Reconstrução 
de Imagens por ART (Técnicas Algébricas de Reconstrução) (veja por exemplo [39]), 
que é o algoritmo de Kaczmarz [43], definido por 
{ 
x(k+l,t) = xk 
x(k+t,i+l) = x(k+t,i) + Wk+t ( bi - a!x(k+t,i))ai 
xk+t = x(k+l,m+t) , 
(4.18) 
para i= 1, ... ,m; onde Wk = 0.025, k = 1,2 ... ; A= [at, ... ,am]t, x 0 = (a, ... ,a)t 
e a é uma aproximação da densidade média do phantom dada por 
2::~1 bi 
a= . l::~t l::.i=t aij ( 4.19) 
A escolha do ponto inicial uniforme é sugerida por Kaufmann (veja [45]) como uma 
escolha razoável de ponto inicial no problema de Reconstrução de Imagens em Tomo-
grafia, porque de outra forma as variações que aparecem na imagem inicial permane-
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Figura 4.4: Cinco estimativas Monte-Carlo de [ 30~92 Tr(J30292 -A(k))]2 para o método 
ART com w = 0.025 
Fizemos experiências aplicando o Algoritmo 4.1 para estimar o denominador do 
funcional de MCarlo. Plotamos no gráfico da Fig. 4.4 os resultados de 5 estimativas 
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para o denominador do funcional de GCV. A proximidade das curvas indica que há 
uma pequena dispersão nas estimativas. A suavidade e não interseção das curvas 
favorece o não aparecimento de mínimos locais e uma precisão maior no valor do 
mínimo global do funcional correspondente, pois o erro que se comete na estimação 
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Figura 4.5: Funções de perda típicas para o método ART com w = 0.025 no caso de 
E( E)= O e E(at) = 100130292 . A linha fina corresponde a 1009;211xk- xW; a grossa, 
a 30~92 IIAxk- AxW; a tracejada, a MCarlo GCV -100 
No gráfico da Fig. 4.5 plotamos diferentes funções de perda para o método ART 
( 4.18), considerando b = Ax + E, com E sendo o chamado ruído branco com desvio 
padrão igual 10, ou seja, o único erro presente é aquele em que as suas componentes 
são números pseudo-aleatórios de uma distribuição normal com média igual a zero e 
desvio padrão igual 10, ou ainda, E rv N(O, 100130292)· 
No gráfico da Fig. 4.6 plotamos novamente diferentes funções de perda para o 
método ART ( 4.18), apenas que neste caso, o vetor b contém os erros da discretização, 
além dos erros que simulam aqueles, típicos de PET, que são obtidos de um gerador 
de números pseudo-aleatórios com uma distribuição de Poisson (veja [12]), sendo que 
o número total de fótons contados é igual 2.022.085. 
54 GCV como critério de parada 
Os gráficos mostram que tanto para o caso em que os erros satisfazem as hipóteses 
da teoria, quanto para o caso em que os erros são típicos de PET não somente o 
mínimo de MCarlo GCV coincide com o de IIAxk- AxW, mas as curvas são muito 
semelhantes. 
Na Fig. 4. 7 estão as imagens que correspondem ao caso em que os erros nos 
dados são aqueles, típicos de PET. Na Fig. 4.8 aparecem os cortes verticais com 
as comparações entre as reconstruções em cada iteração e o phantom, também para 
erros típicos de PET. Nas Figs. 4. 7 e 4.8 podemos constatar que a distância medida 
no contra-domínio de A está mais em acordo com a visualização dos resultados, do 
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Figura 4.6: Funções de perda típicas para o método ART com w = 0.025 no caso 
de erros típicos de PET. A linha fina corresponde a 100 9!2 IIxk- xW; a grossa, a 30~92 IIAxk- AxW, a tracejada, a MCarlo GCV- 70 
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Figura 4.7: Um phantom de 95 x 95 pixels gerado aleatoriamente e suas reconstruções 
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Figura 4.8: Comparação das densidades exatas com as das reconstruções de todos os 
pixels localizados na coluna 42, usando ART com w = 0.025 
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Fizemos experiências, também, usando um método iterativo não estacionário: 
Gradientes Conjugados aplicados às equações normais pré-condicionados com o 
método SSOR (PCCGNR), como explicaremos abaixo. 
O método Gradientes Conjugados de Hestenes e Stiefel [42,41] (veja também 
[8,38]) aplicados às equações normais pode ser escrito como: 
para k = 0,1, ... 
pk = Awk 
xk+I = xk + akwk 
rk+I = rk _ akpk 
8 k+I = Atrk+l 
Agora, seja AAt = L+ D +V, onde L é a parte estritamente triangular infe-
rior e D a diagonal de AAt respectivamente. É bem conhecido (veja, por exemplo, 
[80,74,34]) que a matriz da iteração para o método SSOR (Sobre-Relaxação Sucessiva 
Simétrica) aplicado a AAty = b é 
( 4.20) 
Assim, após dividirmos pela constante, que é um fator de escala, w(2 - w) obtemos 
que o sistema de equações relacionado ao método SSOR aplicado a AAty = b pode 
ser escrito como 
( 4.21) 
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onde 
Aplicamos, então, o método Gradientes Conjugados ao sistema 
que pode, então ser escrito como: 
para k = 0,1, ... 
pk = C;;/Awk 
xk+l = xk + akwk 
rk+l = rk _ akpk 




Como os elementos de L não são explicitamente conhecidos, falta mostrar uma 
forma eficiente de computar os produtos AtC~tr e C~1Aw. Em [10] foi mostrado isto, 
que vamos descrever abaixo. 
Define-se hm = O. Para i = m, m - 1, ... , 1 computa-se o número 
( 4.24) 
e o vetor 
( 4.25) 
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De forma análoga, define-se g1 = w. Para i = 1, 2, ... , m computa-se a compo-
nente 
( 4.26) 
e o vetor 
1 
9i+l = 9i- (wd; 2 ti)ai, ( 4.27) 
obtendo t = C:; 1 Aw, onde D = diag(d1 , ... , dm)· 
Apesar deste método ser linear, xk não é uma aplicação linear de b. O que 
implica que o operador de influência é não linear. Usamos o seguinte algoritmo para 
calcular a versão Monte-Carlo da extensão, que definimos no Capítulo anterior, do 
funcional de GCV para cada iteração k. 
Algoritmo 4.2. 
(i) Gera-se um vetor pseudo-aleatório w = ( WI, ... 'Wm)t E mm de uma distribuição 
normal com desvio padrão igual a 1, ou seja, w "'N(O, Imxm); 
(ii) Para cada k calculamos as iterações correspondentes a b, b - ów e b + ów, 
onde 8 = 10-4 . Sejam x~ e x~ os iterados correspondentes a b + ów e b- ów 
respectivamente. Tomamos 
como uma aproximação de (!Tr[Im- DA(k)(b)]) 2 ; 
(iii) Para cada k tomamos 





Para a aplicação do método de PCCGNR, tomamos o vetor b com os erros da 
discretização, além dos erros que simulam aqueles, típicos de PET, que são obtidos 
de um gerador de números pseudo-aleatórios com uma distribuição de Poisson (veja 
[12]), sendo que o número total de fótons contados é, novamente, igual 2.022.085. 
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Na Fig. 4.9 estão os resultados de 5 estimativas para o denominador do funcional 
de GCV, com w = 0.0, que corresponde a aplicar CGNR ao sistema Ax = b depois 
de escalar as linhas de A de forma que fiquem com norma igual a um. Na Fig. 4.10 
estão os resultados de 5 estimativas para o denominador do funcional de GCV, com 
w = 0.025. Em ambos os casos temos uma pequena dispersão nas estimativas. A 
suavidade e não interseção das curvas favorece o não aparecimento de mínimos locais 
e uma precisão maior no valor do mínimo global do funcional correspondente, pois o 
erro que se comete na estimação do traço em cada iteração é mais ou menos uniforme. 
Nas Figs. 4.11 e 4.12 estão plotados diferentes funções de perda para o método 
PCCGNR com w = 0.0 e w = 0.025 respectivamente. 
Os gráficos mostram que não somente o mínimo de MCarlo GCV coincide com 
o de IIAxk- AxW, mas também as curvas são muito semlhantes. 
Na Fig. 4.13 estão as imagens que correspondem a w = 0.0. Na Fig. 4.14 estão 
os cortes verticais com as comparações entre as reconstruções e o phantom em cada 
iteração, também para w = 0.0. 
Finalmente, fizemos experiências usando GCV para escolher os parâmetros de 
relaxação Wk no método ART (4.18). Para as primeiras três iterações plotamos nas 
Figs. 4.15, 4.16 e 4.17 diferentes funções de perda, variando apenas o parâmetro de 
relaxação w, além de uma interpolação cúbica de valores do funcional de GCV. Na 
prática, pode-se a partir de uma tal interpolação determinar o valor de w que mini-
mizao funcional de GCV. Com o valor de w assim determinado para uma iteração, 
repete-se o mesmo procedimento para a iteração seguinte, até que não haja diminuição 
significativa da interpolação do funcional de GCV. Na Fig. 4.18 estão plotadas dife-
rentes funções de perda para cada iteração, sendo que os valores dos parâmetros de 
relaxação Wk foi escolhido em cada iteração usando o procedimento descrito acima. 
Nas Figs. 4.19 e 4.20 estão as imagens correspondentes e os cortes verticais com as 
comparações entre as reconstruções e o phantom em cada iteração, respectivamente. 
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Figura 4.9: Cinco estimativas Monte-Carlo de [ 30~92 Tr(J3o292- DA(k)(b))J2 para o 
método PCCGNR com w = 0.0 
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Figura 4.10: Cinco estimativas Monte-Carlo de [ 30~92 Tr(J3o292- DA(k)(b))] 2 para o 
método PCCGNR com w = 0.025 
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Figura 4.13: Um phantom de 95 x 95 pixels gerado aleatoriamente e suas reconstruções 
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Figura 4.14: Comparação das densidades exatas com as das reconstruções de todos 
os pixels localizados na coluna 42, usando PCCGNR com w = 0.0 


























Figura 4.15: Funções de perda típicas para a primeira iteração do método ART 
variando o parâmetro de relaxação w. A linha fina corresponde a 100 9!2 IIxk- xW; a 
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Figura 4.16: Funções de perda típicas para a segunda iteração do método ART va-
riando o parâmetro de relaxação w. A linha fina corresponde a 100 9!2 llxk- xW; a 
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Figura 4.17: Funções de perda típicas para a terceira iteração do método ART va-
riando o parâmetro de relaxação w. A linha fina corresponde a 100 9~2 jjxk- xW; a 
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Figura 4.18: Funções de perda típicas para o método ART tomando o parâmetro de 
relaxação ótimo a cada iteração. A linha fina corresponde a 100 9~2 llxk -xll 2; a grossa, 
a 30; 92 IIAxk- AxW; a tracejada, a MCarlo GCV- 70 
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wl-0.075 w2·0.05 w3·0.02 
Figura 4.19: Um phantom de 95 x95 pixels gerado aleatoriamente e suas reconstruções 
usando ART com w ótimo em cada iteração 
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Figura 4.20: Comparação das densidades exatas com as das reconstruções de todos 
os pixels localizados na coluna 42, usando ART com w ótimo em cada iteração 
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