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Abstract
Cloud computing has become a business reality that impacts technology users around
the world. It has become a cornerstone for emerging technologies and an enabler of
future Internet services as it provides on-demand IT services delivery via geographically
distributed data centers. At the core of cloud computing, virtualization technology has
played a crucial role by allowing resource sharing, which in turn allows cloud service
providers to offer computing services without discrepancies in platform compatibility.
At the same time, a trend has emerged in which enterprises are adopting a software-
based network infrastructure with paradigms, such as software-defined networking, gain-
ing further attention for large-scale networks. This trend is due to the flexibility and
agility offered to networks by such paradigms. Software-defined networks allow for net-
work resource sharing by facilitating network virtualization. Hence, combining cloud
computing with a software-defined network architecture promises to enhance the qual-
ity of services that are delivered to clients and reduces the operational costs to service
providers. However, this combined architecture introduces several challenges to cloud
service providers, including resource management, energy efficiency, virtual network pro-
visioning, and controller placement.
This thesis tackles these challenges by proposing innovative resource provisioning
techniques and developing novel frameworks to improve resource utilization, power effi-
ciency, and quality of service performance. These metrics have a direct impact on the
capital and operational expenditure of service providers.
In this thesis, the problem of virtual computing and network provisioning in geo-
graphically distributed software-defined network-enabled cloud data centers is modeled
and formulated. It proposes and evaluates optimal and suboptimal heuristic solutions to
i
validate their efficiency. To address the energy efficiency of cloud environments that are
enabled for software-defined networks, this thesis presents an innovative architecture and
develops a comprehensive power consumption model that accurately describes the power
consumption behavior of such environments. To address the challenge of the number
of software-defined network controllers and locations, a suboptimal solution is proposed
that combines unsupervised hierarchical clustering. Finally, betweenness centrality is
proposed as an efficient solution to the controller placement problem.
Keywords: Cloud Computing, Software-Defined Network, Distributed Datacenter Re-
source Provisioning, Energy Efficiency, Controller Placement
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Chapter 1
Introduction
Virtual computing platforms, such as cloud computing (CC), have brought about a mas-
sive change in the way computing, networking, and data processing resources are made
available following an on-demand pay-as-you-go model. The cloud computing resources
have negated the need to maintain expensive data centers. Service providers (SP) can
significantly cut costs when running applications and providing services to their cus-
tomers [1]. The cloud services paradigm is one pillar that powers the third platform of
the International Data Corporation (IDC) innovation as shown in Fig. 1.1.
Figure 1.1: IDC innovation platforms.
As part of this platform, this paradigm enables the support of billions of users that
access millions of different applications and services [2]. The seamless availability of cloud
computing resources has ensured that SPs no longer have to invest in an infrastructure
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Figure 1.2: Cloud computing environment.
that is not scalable to their requirements. The adoption of virtual machines (VMs) and
containers that are hosted within datacenters means continued deployment. Resource
abstraction and virtualization are key enablers of the cloud computing paradigm. SPs
now have the flexibility and the independence to hire a cloud provider (CP) that best fit
their service needs and cost estimates [3].
Hundreds of cloud providers are available in the market today, offering services
in multiple X-as-a-service (XaaS) models based on the three core layers of the cloud
architecture: application, platform, and infrastructure. The commercial services’ models
of these layers are referred to as software as a service (SaaS), platform as a service (PaaS),
and infrastructure as a service (IaaS). Fig. 1.2 shows the various layers, commercial
models, and corresponding virtualized computing and network resources. With every
one of these models, customers can access different products and services that are highly
customizable according to their specific needs [1].
Today, a wide range of cloud computing services and solutions are available on
demand. In a way, they have massively increased the significance and need for network
virtualization (NV), which has become a cornerstone enabler of multiple cloud model
implementations. NV introduces a new paradigm of Internet usage that involves shar-
ing resources over a network. However, a major challenge is efficient network resource
provisioning. Hence, NV has enabled cloud computing as a central computing paradigm
given that connectivity is a major bottleneck for cloud services, which has increased the
focus on NV as a major potential solution.
A new concept that can contribute immensely toward better management of NV
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and network resource provisioning is software-defined networking (SDN). Efficient man-
agement of a cloud environment regarding usage monitoring and infrastructure manage-
ment can become a challenge and rapidly become highly convoluted [4][5]. In a standard
approach, a virtual network administrator must configure devices for each individual
network from a network management platform, with no scope for configuration at the
control platform level [6]. The SDN paradigm ensures that user-level hardware man-
agement is extremely efficient through a common control platform that is separate from
the data platform. This arrangement ensures that the virtual network administrator can
facilitate an efficient and time-sensitive network hardware configuration from the control
platform, making the network highly scalable and flexible [7]. SDN separates a network
control plane from hardware management, ensuring that the network administrator is
better equipped to manage and control network functions [7]. A software-defined cloud
architecture enables efficient software-based management and configuration of physical
resources in a manner that properly addresses all quality of service (QoS) requirements.
Given the diverse services that can be provided through the various types of cloud
distribution, service provisioning complexity can emerge as a major issue. This challenge
can include ensuring proper implementation of service-level agreements (SLAs), where
third-party cloud providers must meet QoS terms and agreements to avoid penalties.
To ensure that these objectives are met, efficient and scalable solutions must be
in place to address such issues as network configuration, bandwidth allocation, network
provisioning, and virtual cloud infrastructure mapping. As organizations migrate from a
physical datacenter setup to a virtual setup, a range of issues can emerge in the form of
technical migration challenges, breakdown of service continuity, architecture reconfigura-
tion, and storage issues. Furthermore, increased deployment and cloud service adoption
hosted in geographically distributed data centers by major cloud SPs, such as Google
and Amazon, has increased the need for distributed SDN controllers to efficiently man-
age virtual networking between the data centers. This need poses an additional challenge
of determining the optimal amount and location of these data centers because of their
impact on overall performance.
This thesis proposes the use of various optimization models and heuristics to ef-
ficiently provision computing and network resources in geographically distributed SDN-
enabled cloud environments. To begin, this thesis proposes using optimization modeling
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to improve admission rates and resource utilization of such environments under different
system-level and network-level constraints. Then, this thesis addresses energy efficiency
by proposing a comprehensive framework for the efficient monitoring, control, and provi-
sioning of resources through optimization modeling under various QoS and system-level
constraints. Lastly, this thesis surveys the work decribed in related literature to examine
previous efforts to tackle the problem of determining an efficient amount of SDN con-
trollers and their placement. To solve this problem, this thesis also proposes combining
complex network analysis with unsupervised machine learning clustering algorithms.
1.1 Motivation
Cloud computing has become a business reality as enterprises have increasingly
adopted it as part of their IT infrastructure and business processes. This reality is
illustrated by the fact that the total global expenditure for the public cloud market in 2017
was $146 billion USD, and is projected to reach $178 billion USD in 2018. It will continue
to grow with a compound annual growth rate (CAGR) of 22% [8]. Furthermore, a recent
cloud migration survey report conducted by CloudEndure showed that, within the next
two years, large organizations with over 1,000 employees will grow their public cloud usage
by up to 49% and their private cloud usage by up to 18% above their current cloud usage
[9]. However, a trend has been observed to replace legacy networking infrastructures
with SDN. It is anticipated that an overwhelming majority of organizations will fully
implement SDN by the year 2021 [10]. According to a recent IDC forecast, the market
value of SDN is further estimated to cross the $12 billion USD mark by 2020, while
having a CAGR of 53.9% from 2014 to 2020 [11]. A 2016 survey conducted by Accenture
indicated that business enterprises across the entire size range have become open toward
NV because it is expected that complete NV will be a reality in the next three years.
More than 30% of enterprises have achieved this milestone [12].
While the benefits achieved by enterprises from adopting cloud paradigms are far-
reaching, key challenges remain in regard to achieving those coveted benefits. One such
challenge is efficient resource allocation in the cloud. Resource allocation challenges come
in two forms, namely internal and external [13]. The external challenges are primarily
regulatory and geographical in nature to comply with such regulations as Health Insur-
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ance Portability and Accountability Act (HIPAA). The internal challenges are related to
efficient cloud datacenter management, efficient network management, and robust SDN
implementation, among others such as having data-aware schedulers and resilient virtual
networks within data centers. The problem is further exacerbated by the increasing de-
mand for cloud services and the distributed nature of data centers, which often leads to
fragmented and wasted resources. These challenges must be addressed while ensuring
that client requirements are achieved. Hence, it is crucial to have comprehensive mod-
els that efficiently provision the computing and networking resources in geographically
distributed SDN-enabled cloud environments to maximize the rate of service offered to
clients and consequently increase the associated revenue for SPs [13].
Additionally, the demand for energy and its rate of consumption in the form of
electricity has increased dramatically as the number of cloud data centers has grown at a
phenomenal rate across the globe. For example, the power consumed by data centers in
the US was approximately 91 billion kilowatt-hours (kWh) and is projected to surpass 140
billion kWh by 2020 [14]. Due to a surge in this kind of energy consumption, the carbon
footprint has increased significantly, which is highly detrimental for the environment [15].
Cloud data centers consume around 1.5% of the total electricity produced in the world
[14]. This amount is equivalent to the power produced by 34 coal-fired power plants [14].
Moreover, it is projected that the carbon dioxide emission levels from data centers and
virtualized networks will reach 18% of the global emissions by the year 2020 [15]. It has
also been reported that electricity costs of cloud data centers have crossed almost 50% of
their operational expenses and are poised to surpass their hardware costs [16]. Therefore,
a comprehensive model for energy efficient virtual network provisioning in SDN-based
cloud environments is needed to reduce the operational costs and increase the resulting
revenue from hosting services and applications in cloud data centers. However, this task
is by no means trivial. Several factors are negatively impacting the energy efficiency
of cloud environments, including the fact SPs typically provision for peak loads rather
than average loads. This provisioning in turn leads to low server utilization (typically
12% – 18% [14]). SPs also fail to power down unused servers, further increasing power
consumption. They have other priorities, such as maintaining high levels of security,
reliability, and uptime, that conflict with reducing power consumption [14]. All of this
makes the problem of designing energy-efficient solutions challenging, given the potential
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to achieve 40% in power consumption [14].
Considering the geographically distributed deployment of data centers and the
rapidly growing demand for cloud services, a need has risen to deploy multiple SDN
controllers. Studies have shown that a data center that hosts around 2 million VMs can
have a traffic load as high as 20 million data flows per second [6]. However, given the
fact that current SDN controllers can accommodate around 105 data flows per second
[6], adopting a setup for distributed SDN controllers is paramount. This fact is further
emphasized by the advantages offered by such setups as improved reliability, scalability,
fault tolerance, and interoperability. However, adopting this type of setup presents its
own set of challenges. For example, one challenge is the number and location of controllers
needed for optimal operation. Therefore, efficient mechanisms are needed that determine
the number and location to ensure optimal control and management of the underlying
infrastructure.
1.2 Thesis Objectives
This thesis is composed of three main parts. The first part focuses on the efficient
provisioning of computational and network resources in SDN-enabled geographically dis-
tributed cloud environments. Chapter 2 focuses on the development of a comprehensive
mathematical model that maximizes the admission rate of cloud service requests and
utilization of the underlying network infrastructure resources. Various environment con-
straints are taken into consideration, such as computational and network resources limits.
The second part of this thesis sheds lights on another important aspect, the en-
ergy efficiency of such environments. It emphasizes modeling cloud service latency and
energy-efficient virtual embedding in SDN-based cloud environments with distributed
data centers in a comprehensive way. Chapters 3 and 4 focus on the development and
validation of optimization formulations and efficient heuristic algorithms that minimize
energy consumption while abiding by the SLAs. The model can assess the power that
is consumed for transmitting information over network equipment both into and out
of cloud data centers. It can also assess the power that is consumed within the data
centers themselves. This model considers the power that is consumed by the computa-
tion resources of different servers, such as the central processing unit (CPU), memory,
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and storage. These two chapters present a system architecture that incorporates power-
related provisioning and QoS assurance modules.
The third part of this thesis focuses on the efficient placement of SDN controllers
in a distributed controller scenario. Chapter 5 aims to solve the problem of controller
placement in a multi-domain SDN environment in which multiple controllers are needed.
The objective is to minimize the number of deployed controllers and determine their
locations while ensuring that carrier-grade performance metrics are met. It is also to
proactively reduce the probability of node and link failures by achieving more balanced
domain placement that increases system reliability as it distributes the load among the
controllers with respect to their capacities. In addition, a reactive approach is needed to
update the system in case failures occur.
1.3 Thesis Organization
This thesis is composed of six chapters.
Chapter 1 briefly introduces the evolution of the cloud computing environment and
the increased adoption of virtualization technologies. It also addresses the challenges
that management faces and control of the virtualized SDN-enabled cloud environment.
Additionally, this chapter summarizes the thesis contributions and provides an outline.
Chapter 2 formulates the problem of virtual network provisioning in SDN-enabled
geographically distributed cloud data centers as a mixed-integer linear programming
(MILP) problem. A lower complexity heuristic algorithm is introduced. A practical
set of metrics, including admission rate, resource utilization, and revenue, are used to
evaluate and validate system performance.
Chapter 3 presents an architecture that includes resource allocation-aware modules
and power efficiency-aware modules in an SDN-enabled cloud environment. This chapter
proposes a novel low complexity algorithm to provision VM and network requests onto
the SDN-enabled cloud environment.
Chapter 4 extends previous work by formulating the problem of delay-aware, power-
efficient provisioning for virtualized, distributed, SDN-enabled cloud environments as a
MILP problem, which is optimally solved. The architecture that is presented in chapter
3 is extended more comprehensively by introducing other modules to the controller. A
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lower complexity heuristic algorithm is proposed to evaluate the performance of the
proposed model and architecture. Real-world topologies and metrics are used to validate
and evaluate the system.
Chapter 5 studies the problem of SDN controller placement in a distributed SDN-
enabled environment. To tackle this problem, this chapter proposes the use of unsu-
pervised clustering algorithms, namely the hierarchical clustering algorithm, and the
betweenness centrality concept.
Chapter 6 concludes the thesis, provides a summary of the findings, and discusses
potential future research directions.
1.4 Thesis Contributions
This section summarizes the major contributions of the thesis.
1.4.1 Contributions of chapter 2
1. Comprehensively formulates the problem of simultaneous VM and network provi-
sioning in SDN-enabled geographically distributed cloud data centers as a MILP
problem.
2. Studies the time complexity of the proposed enhanced network cloud provisioning
(ENCP) heuristic, and compares it with the time complexity of previous works.
3. Compares the proposed optimized virtual network provisioning (OVNP) model
with well-known approaches (and the ENCP model) in related literature via simu-
lation, and verifies that the proposed approach demonstrates the best performance
capabilities by using various real-world metrics.
1.4.2 Contributions of chapter 3
1. Presents an architecture that includes both resource allocation-aware modules and
power efficiency-aware modules within the controller of SDN-enabled cloud envi-
ronments.
9
2. Proposes a novel low complexity algorithm called green distributed cloud ser-
vices provisioning (GDCSP) to provision VM and network requests onto the SDN-
enabled cloud environment.
3. Compares the developed simulator with other well-known cloud simulators to high-
light its need.
1.4.3 Contributions of chapter 4
1. Presents a comprehensive system architecture that incorporates power-related mod-
ules that help perform delay-aware power-efficient provisioning of VM and network
requests onto virtualized distributed SDN-enabled cloud infrastructures.
2. Proposes a comprehensive power consumption model for a virtualized SDN-enabled
cloud environment. This model consists of power consumption models for the
virtualized cloud infrastructure and the SDN-enabled switches and controller.
3. Formulates the problem, and models it as a MILP optimization problem.
4. Proposes a novel low-complexity heuristic algorithm called enhanced green cloud
service request provisioning (EG-CSRP) to solve the VM and network requests
provisioning problem in an SDN-enabled environment.
5. Evaluates the performance of the proposed heuristic algorithm in terms of power
consumption, acceptance ratio, delay, average hop count, resource utilization, and
revenue.
6. Compares the performance of the proposed algorithm to the optimal formulation
for benchmarking purposes and to the other well-known algorithms from related
literature.
1.4.4 Contributions of chapter 5
1. Provides a comprehensive review of the current research that has been proposed
for the controller placement problem, and categorizes them based on the QoS pa-
rameters that are used.
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2. Proposes a new framework to solve the SDN controller placement problem that
combines the concepts of hierarchical clustering and betweenness centrality.
3. Evaluates the performance of the proposed framework by using different real net-
work topologies and comparing it to other algorithms.
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Chapter 2
Optimized Provisioning of SDN-enabled
Virtual Networks in Geo-distributed Cloud
Computing Datacenters
2.1 Introduction
Cloud computing provides on-demand IT services via large distributed datacenters over
high-speed networks. The benefits of cloud computing, which include on-demand avail-
ability, scalability, and the pay-per-use model, have prompted businesses to switch to
the cloud in order to reduce the overall cost of computing. To operate in the cloud en-
vironment, users must be provided with robust performance by service providers: this
can be achieved when the technologies used work efficiently and the system is managed
optimally. Virtualization, which is the key technology in cloud computing, allows ser-
vice providers to offer platform-compatible computing services in the cloud environment,
which relieves the client from troubleshooting compatibility issues. In addition, virtu-
alization enables service providers to improve the utilization of their server and storage
capacities while providing them with the availability and flexibility required to service a
large number of clients [17][18].
Cloud computing, with its distributed datacenter approach, requires datacenters
to be located as close to the client as possible in order to implement low-latency and
real-time services. Service providers are required to manage and control their distributed
datacenters; thus, the recent proliferation of cloud computing has rekindled interest in
network virtualization. Indeed, network virtualization is emerging as a polymorphic
approach for the future Internet that will facilitate the use of shared resources. It allows
multiple networks to exist in a single substrate network. A virtual network consists
of virtual nodes that are connected by links. The presence of more than one virtual
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network allows for the allocation of logically separate networks to the subscriber; this
process occurs simultaneously without compromising performance.
A virtual network must be provisioned on the physical network. Virtual network
provisioning is considered to be the main resource allocation challenge in any virtualized
network environment. Provisioning is the process of efficiently allocating the physical
resources available to the virtual components available within the network. Network
virtualization plays an important role in current cloud platforms because it is provided
as a service [19][20][21].
The core networks in large-scale cloud datacenters must be flexible in order to
meet changing requirements. The use of programmable networks has been proposed to
facilitate a flexible networking environment. Software-defined networking (SDN) imparts
flexibility to a network by removing the control layer from the data transfer layer of the
network and moving it to the control plane. It also reduces CapEx and OpEx (up to $32
billion USD annually [22]), and increases the generated revenue of cloud service providers.
The network is then managed by an entity called the SDN controller, which maintains an
overall view of the network and allocates or configures networking resources dynamically
as per the system requirements [23]. The control plane defines the destination where
the data is to be sent via a central SDN controller. This controller can configure and
manage the flow of data packets through switches in the data plane. The SDN control
layer specifies the data flow tables and determines how data is to be routed to their
destination. The controller layer allows network operators to have centralized control
over network hardware utilities such as switches and routers. The data plane constitutes
the system that actually routes the data traffic to the defined destination.
Network virtualization is used to share physical infrastructure in order to enable
multiple service providers to access the network; this access requires efficient management
of network resources. The SDN control plane promotes efficient management of virtual
networks. Thus, SDN facilitates the implementation of network virtualization. SDN
utilizes software to manage, program, and virtualize the network, similar to the manner
in which hypervisors virtualize a physical server setup. Moreover, virtualized SDN-
based network architecture allows cloud service providers to implement versatile public
cloud technology in a cost-effective manner. The open Application Platform Interface
(API) will (1) enable end-users and service providers to obtain network resources on
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demand, (2) support need-based resource allocation, and (3) allow customers to control
the procurement of resources. SDN, as an enabler of network virtualization, can expand
the services provided by cloud service providers (CSPs) and offer an even higher level of
innovation [24].
HP has introduced their own SDN-based virtual cloud network that allows cloud
service providers to offer highly competitive services and maintain an edge in the market
[25]. SDN gained more industry attention when Google, NEC, DELL, Ericsson, Huawei,
HP and Alcatel-Lucent announced the implementation of SDN in their networks [25][26].
Multiple benefits are gained when cloud service providers get SDN deployed into their
networks: it improves the management of traffic with the continuous traffic explosion,
it reduces CapEx and OpEx (up to $32 billion USD annually [22]), and it increases the
generated revenue. The author of [24], on behalf of Cisco, stated that “According to
Cisco’s Visual Networking Index, annual global IP traffic will be 1.3 zettabytes by 2016”.
The networks of the cloud service providers (CSP) need to cope with the increase in IP
traffic. SDN, as an enabler of network virtualization, can expand on the services provided
by CSPs and offer an even higher level of innovation [24]. As stated in [22],“By 2020,
SNS Research estimates that SDN and NFV can enable service providers (both wireline
and wireless) to save up to $32 billion USD in annual CapEx investments.”
Cloud datacenters receive a large number of requests from clients for resource al-
location and processing. In turn, service providers are required to efficiently allocate
and schedule the requests in their distributed datacenters. Cloud service providers al-
low clients to reserve various types of virtual machines (VMs) along with connection
requests. Each client requires a certain quality of service (QoS) to be maintained, re-
gardless of the resources being shared with other clients. Therefore, the system must
allocate resources to VMs dynamically so that the resources can be utilized effectively
[27]. Such VM resources may be located in geographically distributed locations, and
in order to acquire data exchange capabilities, the client rents the bandwidth required
for inter-datacenter communications. In traditional approaches, fixed bandwidths are
allotted to fulfill service-level guarantees [20]. However, these approaches do not utilize
networking resources optimally. This problem can be effectively resolved by a central
controller that has an overall view of the network and dynamically allocates network re-
sources by considering QoS in conjunction with availability. SDN, when used in a network
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environment, can perform this task with its network controller, which is appropriately
assigned to have an overall view of the network and its resources. The SDN controller
can be programmed to meet system requirements, define suitable policies, and deliver
efficient solutions. With these features, the SDN can allocate networking resources dy-
namically and proficiently as dictated by the demands of VM clients, while accounting
for link and node resources [28].
In this chapter, we formulate virtual network provisioning in SDN-enabled geo-
graphically distributed cloud computing datacenters as a mixed integer linear program-
ming (MILP) problem. We assume that the central management controller, which in-
cludes the cloud controller and SDN controller, has complete knowledge of both the phys-
ical network resources and the datacenters in terms of servers, computational resources,
and link resources. With this comprehensive observation, the controller can dynamically
and efficiently manage and optimize cloud resources–including network link resources
and computational resources–while providing scalability and flexibility that satisfies the
cloud client’s requirements. Most cloud providers adopt the best-effort approach to fulfill
the QoS requirements of cloud clients. The proposed MILP formulation, referred to as
optimized virtual network provisioning (OVNP), allows the central controller to provision
the aggregated cloud connections of the virtual SDN network to the underlying substrate
network such that the number of cloud clients served is maximized and the allocated re-
sources are minimized. For a virtual network to be provisioned, it must be active during
a predefined time frame (determined dynamically). This provisioning adopts an online
approach for handling requests from cloud clients. Moreover, the proposed OVNP model
was compared to state-of-the-art algorithms that tackled the same problem.
The remainder of this chapter is organized as follows: Section 2.2 provides a brief
review of related studies; Section 2.3 presents the role of OVNP in SDN-based cloud
environments; Section 2.4 introduces the OVNP problem formulation and the proposed
algorithm; Section 2.5 describes our simulation environment and the quantitative per-
formance evaluation of the proposed approach;Section 2.6 summarizes the contributions
of the present chapter; finally, Section 2.7 summarizes our findings and concludes the
proceeding analysis.
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2.2 Related Works
2.2.1 Virtual network provisioning
Efficient virtual network provisioning, which is the key to providing robust solutions to
cloud computing clients, requires efficient network virtualization techniques. In the liter-
ature, network virtualization has been regarded as a key technology for achieving various
provisioning goals. In addition, network virtualization has been considered the key com-
ponent of future Internet technologies [29][30][31], as it allows different technologies to
exist over a common physical infrastructure. Network virtualization is also advocated
as a solution to the problem of Internet ossification, as it allows for controlled deploy-
ment of new architectures [32][33][34][35]. In [36], approaches for provisioning virtual
networks have been compiled and the constraints on achieving an optimal solution have
been listed. Specifically, “node and link resource constraints, limited substrate resources,
the dynamic nature of the virtual network requests’ (VNRs’) arrival, and VNRs’ diverse
topologies impose challenges on the process of virtual network mapping (VNM)” [36].
Dynamic provisioning of a virtual network requires an efficient approach for embedding
virtual resources into the available physical resources [10]. Most researchers have not
taken into account the simultaneous occurrence of one or more of these constraints; this
has led to simplified and constricted solutions. Virtual network embedding is a difficult
task owing to the use of diverse topologies, resource constraints, online requests, and
admission control [37]. The complexity can be illustrated by the way that researchers
have termed the problem as “NP-hard” [29][30][31][38][39].
The VNM process requires node mapping as well as link mapping; this can be
achieved in two stages or by using co-ordination between the two stages to improve effi-
ciency. A set of virtual network embedding algorithms (ViNEYard) constitutes one such
approach that co-ordinates node and link mapping stages [37]. The authors proposed
an augmented graph by connecting a virtual node to each physical node. ViNEYard
considers multicommodity flow to perform link mapping, and this method of link map-
ping is employed in this work. In [38], a substrate node with the required resources
and bandwidth is selected using a node mapping algorithm. In [39], a technique called
VHub approaches mapping as a mixed integer program to reduce the usage of physical
resources and balance the load evenly. The virtual paths for the substrate are selected
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using a link-mapping algorithm. The author used path migration for distributing virtual
links to different paths in order to maximize the utilization of the virtual network (VN)
in the substrate network. Splitting of the virtual network provisioning request has been
solved using techniques such as max-flow min-cut algorithms and linear programming
[40]. In [29], the authors proposed integer linear programming formulation for simulta-
neous optimization of node and link mapping. Mapping of nodes and links in the same
stage has also been proposed in [41]. The authors proposed a VNM algorithm based
on subgraph isomorphism detection for mapping. In [35], the authors showed that the
use of internal topologies for virtual mapping provides less efficient solutions and creates
undesirable constraints. Virtual network requests were represented using traffic matrices,
which were solved using mixed integer programming formulation. Another approach for
virtual network embedding solutions was proposed in [42]. The traditional approach of
imposing restrictions on the problem space or using heuristic algorithms was discarded,
as these do not use the substrate resources efficiently. The authors proposed that the
substrate network be re-designed so that simpler embedding algorithms can be used and
the substrate resources be distributed more efficiently without imposing restrictions on
the problem space. The virtual link is dispersed over multiple substrate paths, at which
point path migration is employed to improve ink utilization as new requests are received.
None of the above mentioned studies has considered substrate failures that can
affect the entire network. A solution for providing backup in the case of substrate failure
was investigated by [43] and two schemes were proposed: one provides on-demand sharing
and the other uses a pre-allocated backup.
2.2.2 Virtual network embedding in cloud computing
The end-to-end QoS in distributed cloud applications is a cause for concern among cloud
clients. In most cases, cloud infrastructures and communication networks work indepen-
dently of each other, making it difficult to guarantee QoS. Many approaches have been
proposed to provide QoS in a cloud environment [21][44][45][46][47]. A virtual-network-
as-a-service (VNaaS) model was proposed by [21] to reduce the latency experienced in
communication networks. The model maps the requirements to create virtual links with
differentiated quality among datacenters that fulfill the QoS requirements. In [44], end-to-
end availability and latency was guaranteed by modeling problems as linear optimization
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problems to control network and cloud resources, whereas mixed integer programming
(MIP) and a heuristic methodology were adopted in [45] and [47] for the same purpose.
Minimizing the rejection rate of requests by ensuring the availability of sufficient band-
width, memory, and processing power was the key objective of the proposal presented
by [46]. This strategy aims to enhance cloud revenue but does not consider issues such
as network latency. Most of the above mentioned studies have focused on solving the
virtual network embedding problem and have not investigated the type of communication
required by virtual networks. Communication-related issues have been discussed by [48]
and [49]. The case of multicast communication was studied by [48], and QoS require-
ments such as end-delay and delay-variation were analyzed. Two algorithms–namely, the
3-Step MVNE technique and tabu search–were proposed to solve the problem. However,
this study considered only one aspect of the problem. The requirement of datacenter re-
sources such as storage and network connectivity was investigated by [49], who suggested
a VNO-resilience scheme that provides resilience in the virtual network layer.
2.2.3 Resource allocation in cloud computing
The allocation of datacenter resources based on user requirements necessitates the provi-
sioning of computational and networking resources. Researchers have proposed various
models to efficiently allocate resources [18][50][51]. Four combined scheduling algorithms
were evaluated by [18] to minimize the average tardiness of connection requests. The
combination of a duration priority technique and a resource-based distribution technique
provided minimum latency. In [50], an optimal joint multiple resource allocation method
that simultaneously allocates processing and bandwidth was evaluated. Efficient server
resource allocation by minimizing the discrepancies was proposed by [51]. Energy savings
were achieved using a set of heuristics to prevent overload. However, this model is limited
to server utilization and does not consider bandwidth allocation.
2.2.4 SDN with the concept of network virtualization
The sharing of physical infrastructure by multiple service providers can be achieved
using network virtualization. This requires efficient management of network resources,
scalability, and fast provisioning. Software-defined networking (SDN) is a promising
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technology for efficient and scalable network virtualization, and its use in this area has
been the main topic of research in recent years [52][53]. In [52], the SDN control plane
monitored the flow in the network and dynamically adjusted the virtual network to the
substrate network in accordance with the networks’ status. In [54], the SDN controller
used an MILP formulation to determine the optimum virtual end-to-end paths, whereas
[55] adapted an existing resource mapping algorithm for use with SDN in a networked
cloud environment. Furthermore, the use of MILP for coordinated node and link mapping
was proposed by [56]. Most of these schemes do not guarantee survivability in the event
of network virtualization failures; to address this problem, [57] proposed the use of a
VNM algorithm with coordinated primary and backup topology (VNM-PBT).
FlowVisor is a major facilitator of the SDN virtualization process. It causes seg-
mentation of the SDN flow tables in the OpenFlow switches into different slices, and
each slice instance can be managed and controlled by independent OpenFlow controllers
[58][59]. Another concept that envisions a virtualization layer to support implementation
of the software defined network paradigm in separate slices is Autoslice. Conceptualized
by Bozakov et al. in [60], this study is significant because it aims to streamline and
automate the SDN virtualization process. The Autoslice control plane incorporates dis-
tributed hypervisor architecture that can handle multiple flow table requests from mul-
tiple clients concurrently. Nicira’s Network Virtualization Platform (NVP) uses overlay
networking to provide abstraction from the physical hardware. The overlay network of-
fers each tenant an abstracted version of a single switch that connects all of its virtual
machines[61][59]. The rules that control the encapsulation and updating of data packets
whenever a virtual machine moves is handled by a logically centralized controller.
2.3 Role of OVNP in SDN-based Cloud
Environment
In order to handle the substantial number of requests received by the central controller
in large, distributed datacenters, techniques such as connection request aggregation may
be adopted. These techniques require the use of proper aggregation techniques, request
prioritization, window sizing, and so on. This issue was addressed in our previous works
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[27] and [36] by using an algorithm that selects a proper window size for virtual network
mapping (VNM).
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Figure 2.1: OVNP in SDN-based cloud environment.
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Although this work addresses the problem of optimal provisioning of virtual net-
works in SDN-enabled geo-distributed cloud datacenters, it is vital to show its role in
an SDN-enabled cloud environment. Such an environment makes it easier to virtualize
the physical switches and routers, because components do not need to initiate their own
instances of control plane software [59]. Fig. 2.1 highlights the different components
and interfaces in an SDN-enabled cloud environment. The SDN control layer determines
how data are to be routed to their destination [6]. The controller layer allows network
operators to have centralized control over the network hardware utilities. There are three
main SDN control plane interfaces, and each of them has its own specific settings. These
interfaces facilitate a steady flow of communication between the different layers of the
SDN architecture. The southbound interface lies between the SDN controller and the
underlying data plane and facilitates communication between the SDN controller and
the data forwarding plane. This interface allows the controller to define virtual networks
and adjust their settings in a highly prioritized, need-based manner. The northbound
interface, which is accessible to end users and customers, monitors network function-
alities. Within the context of this work, the central cloud controller receives multiple
cloud connection requests from multiple cloud users. Then, cloud connection requests
are aggregated into virtual network requests. The SDN controller will receive these vir-
tual network requests, and separate control logic will be built for each virtual network
request. The hypervisor within the cloud, as well as the SDN controller provided via the
proposed OVNP model, will determine the optimal provisioning solution for the virtual
network requests with respect to the underlying substrate network. Then, the hypervisor
of the SDN controller will transfer this solution into forwarding rules to be sent to the
underlying physical forwarding plane through the southbound interface.
It is worth noting that several studies have focused on SDN controller placement, as
it is one of the known challenges in SDN [62][63][64][65]. Several heuristic techniques and
optimization algorithms have been proposed to tackle SDN controller placement, owing
to its hardness level (NP-hard). Any of these heuristics can be used to determine the
controller placement, based on the desired design metric (e.g., latency, fault tolerance).
In the SDN environment, the traffic statistics collection is performed via the south-
bond interface which facilitate the communication between controller and SDN switches/network
devices. OpenFlow is one mechanism of this communication. It has multiple features for
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monitoring and management. It provides the required interfaces to get traffic statistics
from underlying SDN switches. Among these features, there are two messages of inter-
est, namely PacketIn and FlowRemoved. These two messages are sent by the OpenFlow
switch to the controller whenever the flow arrives and departs respectively. They are
often used for push-based (passive) flow statistics collection approaches. In our work,
a similar mechanism is employed. This is because whenever a set of cloud connection
requests arrive, they are aggregated to form a VNR. This mimics the PacketIn feature
available in OpenFlow switches. Furthermore, whenever a VNR departs, the substrate
is updated and the information is also reported back to the SDN controller. This in
turn resembles the FlowRemoved feature in OpenFlow. Several works have shown that
the push-based flow statistics collection approaches (passive approaches) minimize the
measurement cost for utilization monitoring. This is due to the fact that performance
can be inferred based on the passive capturing and analysis of control messages between
the switches and the SDN controller [66][67].
Additionally, these works studied the tradeoff between the resources consumption
on monitoring and the granularity of the statistics collection on both the time and
address-space dimensions. To that end, we employed the windowing technique which
limits the overhead that results from the aggregated incoming requests. Also, the aggre-
gation of the requests into VNRs further reduces the effect of statistics collection since
aggregation reduces the number of messages sent from the switches to the SDN controller
[66][67][68]. Hence, the provisioning performance is not affected by the granularity of the
flow statistics collection process.
2.4 Virtual Network Provisioning Model and
Problem Formulation
To solve the problem of virtual network provisioning in a geographically distributed
cloud computing environment, this study introduces an analytical formulation in which
we model the problem as an MILP problem. This model can be used by cloud providers
to efficiently allocate computational and networking resources, with the objective of
serving the maximum number of cloud users with minimum physical cloud resources.
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We modeled the optimization problem–that is, maximizing the ratio of served cloud
connection requests and minimizing the cost of provisioning these requests–as an MILP
problem. This modification should, however, satisfy the requirements of different cloud
clients’ virtual connection requests. The problem definition and the various components
involved in this model are described in the following section.
2.4.1 The substrate network
One of the inputs to the MILP is the undirected physical network denoted by Gp(X,E),
where X represents the set of physical nodes and E is the set of physical links. A physical
node can be a datacenter C, which serves cloud connection requests as per the controller
provisioning decision, or a client node S, which generates cloud connection requests (i.e.,
X = {C, S}). Each datacenter c ∈ C has a number of servers. The total set of servers
available in all data centers is denoted as Ser, and each server ser ∈ Ser is associated
with a finite computing capacity i. Note that a server is not considered a physical node
within the network topology graph. The computing resources used in this work are CPU,
memory, and storage. T iser,c represents the total available capacity i (i=1 for CPU, i=2
for memory, and i= 3 for storage) of server ser in datacenter c ∈ C ⊆ X. Similarly, each
physical link uv ∈ E has a limited bandwidth denoted by δuv.
2.4.2 Virtual network request
Most previous studies considered virtual network requests as predefined, and these virtual
networks were generated randomly. However, in our work, the scenario is different; we
consider real-world requests in the cloud environment. Cloud users reserve or rent VMs
with different configurations for a certain period of time (duration) and request a con-
nection with their VMs. In each connection request, the client defines the source (client
node), duration, requested VM specifications (capacity units), required bandwidth, and
allowed waiting time. Data exchange between the end users and their VMs will be per-
formed through these cloud connection requests. A set of cloud connections that belong
to different cloud clients are aggregated based on a preset aggregation factor. The aggre-
gated cloud connection requests will be abstracted as a virtual network request (VNR).
The VNR is modeled as an undirected graph Gv(V,D,R,B), where V represents the set
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Table 2.1: Sets used in the model.
Sets
X Set of physical nodes
E Set of physical links
S Set of client nodes S ⊆ X
C Set of datacenter nodes C ⊆ X
Ser Set of servers in the all datacenters of cloud infrastructure
A Set of requested virtual machines
V Set of virtual nodes with V = A ∪ S
D Set of cloud connection requests
R Set of capacities such as CPU, memory, storage{1,2,3}
B
Set of required bandwidth of
the cloud connection requests
J Set of time intervals {1 ≤ j ≤ Wmax}
of virtual nodes, D denotes the set of cloud connection requests within the VN request,
which are considered as virtual links, R represents the set of requested capacities (e.g.,
CPU, memory, and storage) of the clients’ VMs, and B denotes the set of requested
bandwidths of the cloud connection requests. The virtual nodes V can be either client
source nodes or their VMs.
2.4.3 Key notations used in this work
Tables 2.1 and 2.2 present the key notations that are used in this work.
2.4.4 Decision variables:
The decision variables as follows:
Md =
1, if cloud connection request d is mapped.0, otherwise.
ydeser,c =

1, if destination node de=a ∈ A is mapped
in server ser ∈ Ser in physical datacenter
c ∈ C ⊆ X.
0, otherwise.
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Table 2.2: Parameters used in our model
Parameters
Notations Meaning Domains
s and e
Index the source and destination nodes of cloud connection
request
>0
u and v
Index the nodes in the physical topology of the substrate net-
work
>0
ser Index the servers in the cloud infrastructure >0
c Index the cloud datacenter in the cloud infrastructure >0
d Cloud connection request d ∈ D, such that d = (ds, de) >0
ds Source node of cloud connection d >0
de
Destination node of cloud connection d, which is equivalent
to a required VM (de ≡ a ∈ A)
>0
bd Requested bandwidth for cloud connection request d ∈ D >0
rid
Requested capacity {i=1,2,3} (CPU, Memory, Storage), for
cloud connection request d
>0
T iser,c
Total available computational capacity i of server ser in dat-
acenter c ∈ C ⊆ X >0
δuv Available bandwidth of physical link uv, where u, v ∈ X >0
W dj
1 if cloud connection request d is active during interval j, 0
otherwise. It is a parameter that indicates whether a cloud
connection request d is active during time window j, based
on the knowledge of the request arrival time and boundary of
the window size
>0
Wmax Total number of windows >0
L Large number >>0
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fduv: Requested bandwidth for cloud connection request d routed over physical link
uv, 0 otherwise
2.4.5 Mathematical model:
2.4.5.1 Objective function
The objective function (2.1) is a weighted sum of two main parts. The first part attempts
to maximize the ratio of served connections Md; hence, the ratio of virtual network accep-
tance is maximized. The second part aims to minimize the cost of provisioning cloud con-
nection requests, and this is represented by the summation of the bandwidth reserved for
cloud connection requests over all substrate edges. Therefore, to provision a virtual link,
the second term of the objective function will provision that link to substrate links/paths
with minimum resources; therefore, network physical resource usage/utilization is min-
imized. Further, α and β are tuning parameters for setting the weight of parts in the
objective function.
Max α
∑
d∈D
Md − β
∑
u,v∈X
∑
d∈D
(fduv + f
d
vu) (2.1)
2.4.5.2 Constraints
• Bandwidth constraint
∑
d∈D
(fduv + f
d
vu).W
d
j ≤ δ(u, v) ∀u, v ∈ X, ∀j ∈ J (2.2)
Constraint (2) deals with the bandwidth limit δ on a substrate link uv. The total
bandwidth of cloud connection requests (within window j) allocated to a physical
link should not exceed the available bandwidth of that physical link δ(u, v). Fur-
ther, W dj is a parameter that indicates whether a cloud connection request d is
active during time window j, based on the knowledge of the request arrival time
and boundary of the window size.
• Provisioning of virtual links to physical links
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Constraints (3), (4), and (5) deal with the provisioning of the virtual network’s
cloud connection requests to the substrate edges, which are revealed through flow
conservation. Using these equations, the provisioning of cloud connection requests
is determined and the provisioning of the nodes is carried out using the decision
variable ydeser,c in the link provisioning equations. Thus, node and link provisioning
are carried out in a single stage.
∑
n∈X
fddsn −
∑
n∈X
fdnds = bd.Md ∀d ∈ D (2.3)
∑
n∈X,n6=c
fdcn −
∑
n∈X,n6=c
fdnc = −bd.
∑
ser∈Ser
ydeser,c ∀d ∈ D, c ∈ C ⊆ X (2.4)
∑
m
fdnm −
∑
m
fdmn = 0 ∀d ∈ D, ∀m ∈ X, ∀n ∈ X \ {ds, c ∈ C}} (2.5)
In constraint (3), the net flow to the source node ds of the connection request,
which represents the client node, must be equal to the requested bandwidth of
cloud connection bd given that this cloud connection request is provisioned, Md
=1.
In constraint (4), if ydeser,c = 1, the destination node de of the connection request,
which is the requested virtual machine of cloud connection request d, is provisioned
to datacenter c ∈ C ⊆ X. Then, the net flow to the destination node at datacenter
c must be equal to −bd.
In constraint (5), the net flow to the intermediate nodes between the source (client
node) and destination (datacenter) must be equal to zero.
• Domain constraints
fduv ≥ 0 ∀u, v ∈ X, ∀d ∈ D (2.6)
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Md ∈ {0, 1} ∀d ∈ D (2.7)
Constraints (6) and (7) are domain constraints. They state that the flow decision
variable should be greater than 0 while the connection request mapping decision
variable should be binary.
• Node provisioning
∑
c∈C⊆X
∑
ser∈Ser
ydeser,c = 1 ∀d ∈ D (2.8)
Constraint (8) limits the provisioning of a VM to only one server in one of the
available datacenters.
• Computational resources conservation
ydeser,c.r
i
d ≤ T
i
ser,c ∀d ∈ D, ∀i ∈ R, ∀c ∈ C ⊆ X, ser ∈ Ser (2.9)
Constraint (9) deals with computational capacity during node provisioning. The
virtual nodes must be provided with the required computational resources; thus,
a VM or a destination node of a cloud connection request within the VN will be
provisioned only to one server in one of the datacenters that has sufficient resources.
• Binary constraint
1
L
∑
c∈C⊆X
∑
ser∈Ser
ydeser,c ≤Md ∀d ∈ D (2.10)
1
L
∑
u,v∈X
(fduv + f
d
vu) ≤Md ∀d ∈ D (2.11)
Constraints (10) and (11) ensure thatMd is set to 1 whenever the destination virtual
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node within a VN is provisioned in one of the servers in any of the datacenters.
Further, the virtual link is embedded into a substrate path.
2.4.6 Virtual network provisioning
This work adopts fixed and dynamic windowing techniques proposed in [36]. To the best
of our knowledge, this is the first work that studies a proposed OVNP mathematical
model that represents an actual distributed SDN-enabled cloud environment along with
a dynamic windowing technique. Furthermore, the proposed approach is compared with
the enhanced algorithm proposed in [36] as well as other methods in the literature.
2.4.6.1 OVNP algorithm input
The OVNP algorithm requires the following as input:
• The substrate network Gp(X,E), which shows the topology of the infrastructure,
characteristics, and utilization. Here, the algorithm will have complete knowledge
of the locations of the datacenters and cloud clients, available capacities of the
servers, network topology, and state of the physical links in terms of the available
bandwidth.
• The abstracted virtual network request Gv(V,D,R,B). Gv defines the aggregated
cloud connection requests (virtual links) to be provisioned simultaneously. Each
cloud connection request (virtual link) of D has the following: virtual nodes V in
terms of the source node (client node) and destination node (VM), requested com-
putational capacities R of the destination virtual node, and networking resources
B needed for the virtual link.
2.4.6.2 OVNP algorithm output
Given the OVNP formulation, the solver returns the following:
• The success of the cloud connection request (virtual link) provisions to the physical
infrastructure using variable Md.
• If a cloud connection request d of a virtual network Gv is provisioned, the solver
indicates the server within a datacenter in which the destination node (virtual
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node) has been embedded, using variable ydeser,c. Such a server must have sufficient
resources to accommodate that virtual node.
• The physical links and bandwidth required by the successful requests.
To successfully provision a virtual network, all of its virtual links and nodes must be
provisioned to the physical infrastructure.
2.4.6.3 OVNP algorithm execution process
Before the execution process of the algorithm can be delineated, it should be under-
stood, as it is in [27] and [36], that cloud connection requests received from clients are
accumulated in a fixed/dynamic time frame or window, and then processed together.
• Fixed window technique: This technique uses a predefined time window for a col-
lection of virtual network requests. The analysis of cloud connection requests is
carried out, and the requests sent by the same user are given the highest priority
to be aggregated. The aggregated requests formulate VNs, and these VNs are then
provisioned to the substrate network. The cloud clients can define maximum tar-
diness along with a connection request, and if the system is unable to serve the
connection within this period, it is considered rejected. All unprovisioned requests
are also rejected.
• Dynamic window technique: In this technique, requests are divided into a set of
windows with different sizes using the maximum independent set algorithm. The
algorithm takes the details of a predefined size set of cloud connection requests–such
as arrival time, lifetime, and maximum waiting time–as input and constructs a bi-
nary table (called the intersection table) for connections. This table represents how
these requests are overlapped over time. From this table, an interval graph is con-
structed. In this graph, each connection request is taken as a node; subsequently,
the links connected to this node represent the cloud connection requests that in-
tersect with this connection over time. At this point, the maximum independent
set (MIS) algorithm is executed for the generated interval graph. The algorithm
generates the maximum set of nodes (cloud connection requests) using the interval
graph as input; during this process, no two nodes in the set are connected by a
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link. This set of nodes is called the maximum independent set of this particular
interval graph. The boundaries of the dynamic time windows are determined using
the requested connections’ start times in each set. Note that this is done only once,
independent of the total number of cloud connection requests received over time.
In the next step, the connections expiring before the end of the window assigned to
them are set aside. The remaining connections in each window are stored according to
their arrival time. Cloud connection requests within each dynamic window are aggregated
into virtual network requests (VNRs), taking into consideration that requests sent by the
same user are given priority to be grouped together into one VNR.
Given the substrate network and the list of VNRs within a window the proposed
OVNP model is solved for each VNR in order to assign the optimal provisioning of virtual
nodes and links simultaneously to the substrate resources. Node and link provisioning is
carried out in a single stage while checking the current substrate network status. If the
solution is not feasible, the VNR will be rejected, and the procedure will continue to the
next VNR.
However, if a feasible solution is found, the central controller will provision it to
the physical resources and update the substrate network status in terms of the computa-
tional resources and link bandwidth. Moreover, the set of active VNRs will be updated
whenever a successful provisioning occurs, hence the number of served cloud connections
is incremented based on the VNR’s size. Furthermore, the algorithm checks if there are
any departing VNRs. Whenever a VNR departs, it is de-provisioned, the resources will
be released, and the network status will be updated accordingly. The algorithm will
continue until all VNRs for all windows are served. The complete process is shown in
Fig.2.2.
2.4.6.4 Proposed enhanced network cloud provisioning
The network cloud provisioning (NCP) technique was proposed in [36]. The NCP process
is divided into node and link provisioning. This work proposes an enhanced network cloud
provisioning (ENCP) approach, which is designed to facilitate the process of node and link
provisioning to enhance the coordination between the two stages. This approach increases
the load balance and ensures wide distribution of load; the result is less congestion.
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Figure 2.2: Optimized virtual network provisioning process.
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The delay and request provisioning costs can be reduced by ensuring that clients’ cloud
requests are served and provisioned in the closest datacenter.
VM provisioning in datacenter servers, which is represented by virtual nodes in
virtual networks, is based on server resource availability.
Selection of the correct datacenter/substrate nodes for provisioning is very impor-
tant for node and link provisioning.
For node provisioning, an enhanced heuristic of the NCP, known as the Region
and Load Distribution Based (RLDB) technique, was evaluated. In this technique, we
divide the substrate network topology into multiple regions; each region has its own
datacenter or set of servers. Whenever a virtual network request arrives at the central
controller for provisioning, the central controller must optimize the virtual nodes within
the physical network. It is important to note that substrate node selection is based on
multiple factors. The average distance between the physical nodes is calculated and then
arranged in descending order. Nodes with the highest average distance are preferred.
For a virtual network request, the controller will select the nodes based on the following:
highest average distance, source node region of the virtual network request (cloud client
region/location), and the remaining capacities of the physical nodes. The algorithm will
select the best of these three factors. The selected nodes must be within or close to the
client region, must be far from previously selected provisioned nodes, and must have the
maximum remaining capacities. In the link provisioning stage, the same heuristic, as
illustrated in our previous work in [27], was used.
As for this algorithm, the overall complexity can be schematized as follows:
1. Constructing the interval graph requires O(m2). This can be reduced to O(m)
for certain special connection set cases where m is a predefined small size set of
requests.
2. Finding the optimal dynamic window size by applying the maximum independent
algorithm could require O(m8). However, this process will be performed only once
for the previously defined set of connections as it is part of the pre-processing stage,
and is independent of the size of any future connection requests set. It is worth
mentioning that the complexity of the maximum independent set algorithm can
be reduced to O(m5) for some special cases of graph topology. This is a potential
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improvement that we can develop in future works. Moreover, the produced dynamic
window sizes can be used for different sets of connections regardless of their size,
because the same window sizes can be repeated over time.
3. Constructing virtual SDN networks from the connections requires O(n log n) op-
erations because it involves sorting of the requests received within each window,
where n is the total number of cloud connection requests with n >> m.
4. The node provisioning process using the RLDB technique requires O(n.NumPaths)
operations. Here, NumPaths is the number of paths between nodes (any two nodes
u and v), and Nodes is the number of nodes in the substrate graph.
5. The link provisioning process requires O(n.Nodes) operations. Looking at the sys-
tem overall, the dominant factor is the calculation of the maximum independent set,
which is of O(m8) operations. However, because this is done offline and only once,
it does not factor into the complexity calculation of the provisioning algorithm.
The provisioning process of our algorithm requires O(n.Nodes + n.NumPaths)
only. This accounts for the total complexity of our provisioning method. This is
a polynomial running time and, hence, is tractable and acceptable. Note that this
is also comparable to similar methods including [37], which requires O((|Es‘|(1 +
|Ev|))3.5L2lnLlnlnL) to serve a single virtual network. Hence, to serve all connec-
tions, time complexity becomes O(n.(|Es‘|(1 + |Ev|))3.5L2lnLlnlnL). Here, Es‘ is
the set of augmented substrate graph edges, Ev is the set of virtual links, and L is
the set of physical links.
2.5 Performance Evaluation
This section describes the simulation environment and presents the evaluation results.
A C++-based discrete event simulator was used to evaluate the proposed model. The
simulator consists of the required modules to implement the functionalities illustrated
in Fig.2.2. These include modules for pre-processing, provisioning and producing the
final results, and incorporating all the algorithms used in our experiments. To solve the
problem optimally, the open-source GNU Linear Programming Kit (GLPK) was used
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in the discrete event simulator. As GLPK supports the AMPL modeling language, the
model and its data were compatible with the AMPL language. The efficiency of the
proposed OVNP model was studied using simulation and its effectiveness was evaluated
by comparisons with ENCP, NCP in [36], and other well-known approaches in the liter-
ature, such as the greedy multi-commodity flow problem (G-MCF) [42] and ViNEYard
[37]. Different metrics were used in the evaluation process. To ensure the accuracy of
the developed simulator, we reproduced the results of widely recognized approaches that
have been applied in the literature; namely, [37] and [42]. The reproduced results using
our simulator matched the results reported in [37] and [42] and are shown in Fig.2.4.
The detailed analysis of this quantitative comparison is shown in the “Analysis of re-
sults” section. Discrete event simulation techniques were applied, as well as appropriate
simulation methodologies [69].
2.5.1 Simulation setup
The physical network topology used in this work to evaluate the proposed model along
with the heuristics is a well-known real-world network called Internet2 OS3E (Open
Science, Scholarship and Services Exchange) (http://www.internet2.edu/network/ose/),
which is representative of a medium-scale infrastructure provider topology as shown
in Fig. 2.3. OS3E was chosen because of its popularity in the research and education
community; it is frequently used to support advanced global scientific research [62][64][65].
This network consists of a 34-node SDN (physical nodes can either be a datacenter or
a client node), and 42 physical links. Internet2 is an OpenFlow enabled nationwide
backbone. The topology is divided into three regions (east, middle, west) in a similar
manner as the topology utilized by Amazon AWS, with one datacenter in each region
(Seattle, Houston, and Washington, D.C.) considered to be one physical node. The
considered regions are widely separated. Each region consists of one availability zone
because it is assumed that the datacenters do not fail and thus ensure high availability.
Each datacenter has 400 servers; thus, 1200 different servers were applied in this en-
vironment. Substrate nodes were connected with 42 physical links. Each of the remaining
31 physical nodes can either generate cloud connection requests itself or route requests
generated elsewhere. For each pair of nodes, three different paths were arranged. Further,
2000 different VMs were incorporated in the input data. The underlying assumption is
35
Region 1 Region 2 Region 3
Figure 2.3: Internet2 OS3E network topology.
that a maximum of 2000 VMs can be provisioned at any moment in time, owing to the
arrival rate and service time of the requests.
Similarly, the simulation setup matches commonly used environments in the liter-
ature [36][32][37][42][45][47]. The substrate link capacity was set to 200 bandwidth units
(in Mb/s). Clients’ cloud connection requests arrive according to a Poisson process with
a rate of 1 – 5 in increments of 0.5 per 100 time units, and each has an average lifetime
of 1000 time units following an exponential distribution. Each experiment was run using
30000 cloud connection requests, and each one had a permitted waiting time of half the
lifetime. Whenever a client requests a connection to a virtual machine, the client must
determine its location (source node number), virtual machine specifications, connection
start time, duration, requested bandwidth, and allocated waiting time. For the purpose
of this work, and for alignment with the above-mentioned references, the source nodes
are normally distributed in the range [0, 31], and the destination nodes representing
the virtual machine numbers are uniformly distributed in the interval [1, 2000]. Specifi-
cally, 2000 different VM instances were used in the simulation environment. It is worth
mentioning that the number of VMs reflects the VM specification profiles provided by
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the service providers, which gives the cloud user more flexibility in choosing the desired
profile according to his needs. Multiple VMs of the same profile can be provisioned for
different cloud users. The capacities of the requested VMs were uniformly distributed.
CPU requirements are in the range [0, 20], and memory and storage requirements are
in the range [0, 20]. A uniform distribution within the range [0, 50] is set for the re-
quested bandwidth. Following the simulation configuration used in [27], [18], and [45],
the available resources per server are CPU, memory, and storage, and their capacities
are uniformly distributed in the interval [50, 100] of their respective units.
The processor capacity represents the processing aptitude of a server in the million
instructions per second (MIPs) gauge. This processing power measurement unit has been
used in previous research (e.g., in [70] and [71]). Moreover, some cloud providers (such
as Amazon [72], Azure [73]), as well as various researchers (such as [74]) use the number
of cores offered in a machine to measure the computing power. However, in this work
we used MIPs for this purpose because this measurement is more precise and suitable
for optimization problems. It provides the ability to model tasks/requests with a higher
level of granularity, instead of simply allowing the task to request the entire processing
core. Memory (in MB), storage capacity (in GB), and bandwidth (in Mb/s) are also
considered along with the processing power (MIPs).
As for the location of the SDN controller, it is assumed that any of the previous
works can be used to determine it, depending on the desired performance metric such
as latency or fault tolerance [62][75][64][65]. Because these metrics are outside the scope
of this work, the placement of the controller was not considered. However, the model
was built in a generic manner such that the objective metrics (ratio of served connection,
computational and network resources utilization, etc.) were not significantly affected by
the controller’s placement.
2.5.2 Analysis of results
We compared and evaluated the performance of the approaches proposed in [36]– i.e.,
NCP Fixed Window–as well as other approaches in the literature (namely, ViNEYard
[37] and G-MCF [42]), against the optimal solution obtained in this study by the OVNP
model and ENCP using the dynamic window technique. This comparison was made
using different real-world performance metrics such as ratio of served connections (which
37
represents the admission rate of the proposed model), provisioning average revenue, and
the utilization of substrate resources.
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Figure 2.4: Ratio of served connections in OS3E network topology for 30000 cloud
connections.
2.5.2.1 Ratio of served connections
The first metric is the ratio of served connections. This metric represents the effectiveness
of the proposed provisioning model. Reducing the number of rejected cloud service
requests is the ultimate goal for any service provider. For different arrival rates, we
studied the ratio of served cloud connection requests, as shown in Fig. 2.4. The proposed
optimal model outperforms the other approaches at low and high arrival rates. The
optimal solution obtained by the OVNP model exhibits stable and efficient provisioning,
even with a loaded substrate network. The single-stage node and link provisioning model
provide excellent performance. With a crowded network, the OVNP model tended to have
an approximately 57% higher ratio of served connections.
As the number of served connections increases, the overall throughput is positively
influenced. In terms of the service rate and other QoS metrics, we consider only cases
where the virtual network request requirements are completely satisfied. This implies
that a request is either served with the exact requirements for the lifetime specified, or
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the request is blocked. There is no fluctuation or degradation in the service, because the
resources allocated to a request are not released until the connection lifetime is over.
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Figure 2.5: Ratio of served connections in NSFNET network topology for 3000 cloud
connections.
2.5.2.2 Scalability
To evaluate the scalability of the proposed model, all the considered algorithms were
simulated using the same setup adopted in [27], which consisted of 14 nodes, 3000 cloud
connection requests, and 200 VMs. Figs. 2.4 and 2.5 show the ratio of served connections
for the simulation setup presented in section 2.5.1 and the one considered in [27], respec-
tively. The number of cloud connection requests was increased from 3,000 to 30,000. This
number can be increased further by expanding the time frame considered. However, this
will not affect performance, owing to the online nature of the problem. This is evident
through the observation that similar trends appear at both simulation scales. Even with
the larger, more realistic scale considered in this study, the proposed OVNP algorithm
outperforms other works presented in the literature. This shows the scalability of the
simulation environment – the results remained consistent even with the larger number of
physical nodes, connection requests, and VMs.
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Figure 2.6: Average revenue per unit time for OS3E network topology.
2.5.2.3 Generated profit per unit time
The second metric – namely, generated profit per time unit – is of great importance to
cloud service providers. The revenue is defined similarly to the previous work in [36],[32]
and[42]. Serving a high number of client requests does not necessarily lead to high
revenue; rather, high revenue results from serving a higher number of requests with fewer
requested resources and a shorter duration. This can be seen in Figs. 2.4 and 2.6 when
we compare the NCP Fixed Window and G-MCF Fixed Window. The G-MCF Fixed
Window tends to serve slightly more cloud requests at low and high arrival rates than
the NCP Fixed Window; however, the generated revenue for NCP at low arrival rates is
higher than that for G-MCF (as shown for arrival rate = 1). In contrast, our optimal
OVNP model has a higher ratio of served connections and higher revenue at low and
high arrival rates. The proposed optimal algorithm outperforms the other approaches in
terms of generated profit per time unit.
2.5.2.4 Resource utilization
The third metric is resource utilization. We considered CPU, memory, and storage for
this purpose, as shown in Figs. 2.7 – 2.9. These figures compare the resource utilization
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of the proposed optimal OVNP model with that of the four methods presented above.
Note that the OVNP model has the best computational resource utilization, including
optimal CPU power, memory, and storage.
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Figure 2.7: Normalized CPU utilization.
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Figure 2.8: Normalized memory utilization.
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Figure 2.9: Normalized storage utilization.
Fig. 2.10 shows the average link utilization for the different algorithms. Several
observations can be made. First, G-MCF has high link utilization, which is not desirable
as this can lead to more rejected requests arriving in future timeframes. This is verified
by the low acceptance ratio of the G-MCF algorithm, showing that the link provisioning
process is not efficient. Second, all algorithms have an average link utilization of approx-
imately 52%. This further proves the effectiveness of the proposed OVNP model, as it
served a significantly higher ratio of connections while having similar link utilization to
other algorithms proposed in the literature. Note that the links connected to datacenters
had higher link utilization levels than other links in the network.
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Figure 2.10: Average link utilization.
2.5.2.5 Average hop count per virtual link
Fig. 2.11 shows the average hop count per virtual link for the different algorithms. The
figure shows that OVNP outperforms the other algorithms as it has the lowest average
hop count. This leads to lower latency as well as lower cost because the virtual link is
mapped on a smaller number of physical links. This is the result of the node mapping
being optimal.
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Figure 2.11: Average hop count per virtual link.
2.6 Summary of Contribution
The models described in the related work section deal with the problem of virtual net-
work provisioning; however, all of the previous approaches, available in the literature,
relaxed one or more of the challenges or environment constraints imposed on the vir-
tual network provisioning process. These flexible approaches were taken to reduce the
complexity/search space of the problem. The search space dimensions are three-fold,
namely the bandwidth, computational resources, and the time dimension. The effect of
the constraints studied falls within these three dimensions. The constraints considered
for achieving an optimal solution are node and link requirement constraints, the online
nature of request arrivals, diversity of virtual network topologies, and limited physical
computational and network resources, imposing challenges on the provisioning process.
These constraints better model real life scenarios and network characteristics.
• The node and link requirement constraints directly affect the virtualization process.
This is because joint provisioning of both the node and links simultaneously can
improve the provisioning efficiency. In contrast, performing the node and link
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provisioning in two stages can reduce the efficiency since the virtual network would
lose some of its flexibility when it is provisioned.
• The online nature of requests complicates the virtualization design as it increases
the size of the search space. Moreover, the unpredictable nature of the statistics of
incoming VNRs forces the system to solve the provisioning problem continuously.
On the other hand, if the VNRs are assumed to be known in advance (i.e. offline),
the search space is reduced since the controller knows all the VNRs that need to
be provisioned a priori and hence can more efficiently map them onto the substrate
network.
• The diversity of virtual network topology constraint provides the controller with
more options to provision the VNRs. If a specific virtual network topology is
assumed, this can reduce the utilization efficiency of the available resources since
the topology is not flexible. However, this work assumes a flow metrics-based
approach which can better “compress” the VNRs onto the substrate. This leads to
improved admission control performance.
• The limited physical computational and network resource constraints limit the num-
ber of VNRs that are provisioned onto the substrate network. If the computational
resources were infinite, more virtual nodes can be mapped onto the physical nodes.
Similarly, if the network resource (i.e. the bandwidth) is infinite, a greater number
of virtual links can be mapped to the physical link. Hence, the performance would
be exaggerated with such assumptions (infinite resources).
Each one of the previous models, which relaxed one or more of these constraints,
has been analyzed in the related work section. The relaxation was in attempt
to reduce the search space size and hence the complexity of solving the problem.
However, this study addressed all of these challenges and environment constraints,
and introduced the most complete problem configuration.
To the best of our knowledge, this is the first work that tackles all these constrains
in totality. Moreover, it is the first to address these problems via the dynamic windowing
methodology as in [36], along with mathematical modeling that accounts for one-stage
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provisioning of SDN-enabled virtual networks in geo-distributed cloud computing data-
centers.
The contributions of this chapter can be summarized as follows.
• Comprehensively formulating the problem of virtual network provisioning in SDN-
enabled geographically distributed cloud datacenters as a mixed integer linear pro-
gramming (MILP) problem. This is done with the objective of maximizing the ratio
of the served cloud client connection requests while simultaneously minimizing the
resources used during the provisioning process. In our work, SDN-enabled virtual
networks comprise aggregated cloud connection requests.
• Formulating the problem of virtual machine provisioning to cloud datacenters and
cloud connection request provisioning to substrate network in a single stage.
• Studying the time complexity of the proposed enhanced network cloud provisioning
(ENCP) heuristic and comparing it with that of previous works.
• Comparing the proposed OVNP model with well-known approaches in the litera-
ture (as well as the ENCP model) via simulation, and verifying that our approach
demonstrates the best performance capabilities by using various real-world metrics.
2.7 Conclusion
We modeled the optimization problem of maximizing the ratio of served cloud connection
requests while minimizing the cost of provisioning these requests in SDN-enabled geo-
distributed cloud computing datacenters as a mixed integer linear programming (MILP)
problem. To solve the problem optimally, the open-source GNU Linear Programming
Kit (GLPK) was employed in a discrete event simulator. Node and link provisioning was
solved in a single stage. We evaluated the proposed model against four other approaches;
numerical results showed that our OVNP model achieved a higher ratio of served con-
nections, higher profits, higher computational resource utilization, and lower average hop
count per virtual link.
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Chapter 3
Green Distributed Cloud Services
Provisioning in SDN-enabled Cloud
Environment
3.1 Introduction
As shown in the previous chapter, efficient allocation of cloud infrastructure resources
significantly improves the quality of services provided by the CSP. The development of
virtualization technologies, which forms the basis for cloud services, allow tenants to dy-
namically obtain and release the resources on the fly as per their needs. However, due to
the increased adoption of distributed data centers to meet the growing demand for cloud
services, a need for more efficient inter-data center communication and networking has
risen. This is because most of the currently adopted cloud models focused more on the
intra-data center networking with the inter-data center networking left to the applica-
tions to handle [76]. This introduces multiple limitations in terms of tenants’ control over
their distributed services’ connectivity. This in turn limits their flexibility and agility.
Hence, CSPs and tenants need robust resource allocation algorithms that improves ten-
ants’ flexibility and control over connectivity within the boundaries of their service level
agreement with the CSPs. This leads to needing a second level of virtualization to oper-
ate the distributed cloud data centers. To that end, network virtualization has become a
necessary requirement to promote the sharing of physical network infrastructure among
different virtual networks (VNs) of the various tenants. Therefore, new networking tech-
nologies such as Software Defined Networking (SDN) can be combined with the existing
cloud architecture to facilitate the provisioning and management of such virtual networks
across distributed data centers. Thus, combining SDN and network virtualization can
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improve the power consumption by overcoming the cloud environment’s rigidity while
simultaneously improving the CSPs’ return on investment (ROI) [77].
In addition to that, improving the power efficiency of the cloud infrastructure has
become a prime concern for CSPs. For example, the National Resources Defense Council
(NRDC) reported that around 91 billion kilowatt-hours was consumed by data centers in
the US in 2013 including the cloud farms operated by Amazon, Facebook, and Google [14].
This is equivalent to the power generated by 34 large coal-fired power plants. They also
reported that many of the small and medium sized data centers are less power efficient
on average with their power usage efficiency (PUE) being around 1.6 [14]. Moreover,
studies have shown that the information and communication technology (ICT) sector
contributes to around 2% of the global CO2 emissions due to the energy consumed and
wasted [78].
Several works in the literature have proposed energy-efficient provisioning of vir-
tual networks (EEVNE). The authors in [79] compare between two proposed algorithms
that consider the bandwidth cost and energy efficient embedding of virtual networks.
Furthermore, the authors introduce a heuristic model that builds on the obtained results
from EEVNE that can achieve significant energy saving. The proposed heuristic model
was shown to have comparable performance to that of the EEVNE.
The authors in [80] also explored the problem of energy efficient mapping of virtual
networks. Two algorithms were proposed that focus on migrating some virtual routers
and links to decrease the energy consumption of network devices in a traditional network
setup.
However, these works did not consider the real-life scenario of cloud-based data
centers. More specifically, data centers where considered as a whole without taking into
consideration a proper architecture in terms of the available servers and their capacities.
Also, having virtual machines with different profiles was not considered. Moreover, they
focused on the energy efficiency in traditional networking scenarios rather than in an
SDN-enabled environment with the virtualization only adopted at the device level. Fur-
thermore, the proposed architectures were not comprehensive in terms of the underlying
modules needed. Therefore, it is essential that power-efficient schemes are developed for
SDN-enabled cloud environments. This is because such schemes can contribute to the
infrastructure providers’ power consumption savings.
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To that end, this chapter proposes a novel algorithm titled Green Distributed
Cloud Services Provisioning (GDCSP) to provision Virtual Machine and Network Re-
quests (VMNRs) onto the SDN-enabled cloud environment. Additionally, it presents a
more comprehensive architecture that includes both resource allocation-aware modules
and power efficiency-aware modules. To the best of our knowledge, no previous works
highlighted the interaction between these modules in the context of SDN-enabled cloud
environments. Moreover, a brief comparison between the developed simulator and other
well-known cloud simulators is given to highlight its need. It is worth noting that the
concepts of power and energy are used interchangeably. This is because power is the
average energy consumed per time unit. Hence, they are equivalent.
This chapter is organized as follows: The problem is presented in Section 3.2 along
with its core components. The system architecture and power model considered are
introduced in Section 3.3. The details of the proposed algorithm are presented in Section
3.4. The simulation setup which includes a brief comparison between the developed
simulator and other well-known simulators, simulation environment, and the performance
evaluation are described in Section 3.5. Finally, the findings are summarized in Section
3.6.
3.2 Power-Efficient Provisioning
The problem considered in this work is generally described in this section. To that end,
the different components involved are introduced.
3.2.1 SDN-based cloud infrastructure
The two main constituents of the considered system are the cloud-based component
and the SDN-based component. The cloud-based component is mainly made up of the
cloud controller and the distributed data centers. The modules within the controller
manage the operation of the data centers. Each data center includes several clusters
of physical servers, each with a distinct set of resources (including CPU, memory, and
storage resources). This component is responsible for allocating virtual machines (VMs)
requested by the tenants to the physical servers. These requested virtual machines host
the tenants’ required applications and services.
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Similarly, the SDN-based component is also made up of the SDN controller and a
set of SDN-enabled switches. The controller handles the incoming requests and creates
the corresponding VNs. Moreover, it takes the provisioning and forwarding decisions and
disseminates this information to the underlaying switches.
3.2.2 Cloud-based tenants’ service request
The CSP is assumed to have a set of VMs instantiated on the underlaying physical
servers within the distributed data centers. The CSP offers VMs with different profiles
that satisfy a variety of tenants’ business needs in terms of CPU, memory, and stor-
age. For example, some VM instances have high CPU that can handle computationally
expensive applications while other instances have higher storage or memory resources
that hold memory intensive applications. Based on the tenants’ needs, a cloud service
request (CSR) is submitted to the CSP to acquire a suitable VM along with the nec-
essary networking requirements. This submitted request includes the specifications of
the desired VM instance, tenant’s source location, duration of the service, networking
requirement in terms of bandwidth, and the maximum allowable waiting time before
service as illustrated in Table 3.1.
Table 3.1: An example of a set of cloud service requests
Cloud service requests (CSRs) Source VM profile number CPU Memory Storage Bandwith Start time Duration of the service
CSR1 Cloud Client 2 VM2 20 7 8 26 1 1
CSR2 Cloud Client 7 VM8 2 19 8 33 1 4
CS3 Cloud Client 9 VM3 2 4 20 29 1 5
CS4 Cloud Client 11 VM10 1 6 11 50 3 50
Moreover, a VMNR is instantiated by aggregating a set of CSRs based on a prede-
termined factor. This is done in order to improve the efficiency of the network provision-
ing process instead of dealing with each CSR individually. Each VMNR can be thought
of as an undirected graph that contains virtual nodes representing the tenants and their
designated VMs and virtual links representing the corresponding connection requests.
3.2.3 Tenants services provisioning
The embedding of the VMNR is commonly referred to as the tenants services’ provisioning
process. The provisioning onto the SDN-based cloud infrastructure corresponds to the
allocation of the suitable physical resources to meet the CSRs requirements. This can be
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decomposed into two sub-processes, namely the VM instance provisioning and the VN
provisioning process.
VM instance provisioning corresponds to allocating the VM onto one of the data
center’s servers. This allocation is dependent on both the resources available at the
server and the requirements of the VM instance request. The status of the servers and
the already instantiated VMs is monitored by the cloud controller.
On the other hand, VN provisioning corresponds to the allocation of the SDN-
enabled network links’ bandwidth by creating virtual links for the various CSRs included
in the VMNR. The SDN controller handles this process as it has a holistic view of the
underlying physical network. Using this view, the SDN controller identifies the required
forwarding paths that satisfy the VMNR’s bandwidth requirements. This information is
then shared with the corresponding switches through the Southbound interface.
3.2.4 Green provisioning
The CSR described in Section 4.3.2 has a direct impact on the overall power consumption
of the environment. This is because the CSR contains both a request for computational
resources within servers as well as networking resources within the underlying the SDN-
enabled switches. Moreover, the controllers also consume power as a result of making
provisioning decisions. To that end, the power consumed can be categorized into two
main components, namely the request-dependent component and request-independent
component. The former corresponds to the power consumed by the resources utilized
based on the tenant’s incoming service request. This power varies with the variation
of the requested resources. In contrast, the request-independent component is the base
power consumed by the infrastructure hardwares when idle.
The objective of a green provisioning process is to minimize the power consumed
by the infrastructure. Several literature works have proposed different algorithms to
achieve this goal. In this work, green VMNR provisioning is accomplished through the
consolidation of a number of VMs onto a smaller number of servers and reduction of the
number of communication links. The aim is to reduce the consumed power by the cloud
data centers and switches respectively.
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Figure 3.1: System Architecture
3.3 System Model
This section briefly describes the considered architecture. In addition to that, the problem
is defined and the power consumption model considered is presented.
3.3.1 System description
Fig. 3.1 shows the considered system architecture. The system can be divided into two
layers, the control layer and infrastructure layer. A brief description of the modules
considered is presented below. Note that this work doesn’t portray all of the modules
usually found in the cloud or SDN controllers. Only the modules that are relevant to the
considered problem are shown with other modules such as the pricing, performance, and
firewall modules not portrayed here.
3.3.1.1 Cloud Controller
• VM instance Manager: Observes the status and availability of provisioned VMs
and servers. Provisions new VMs onto the physical servers depending on resources
available .
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• Energy Monitor: Observes the servers’ consumed power resulting from the provi-
sioned VMs. Communicates with VM instance manager module to aid in making
green provisioning decisions
• Cloud Service Level Manager: Ensures that the tenant’s cloud service requirements
are satisfied.
3.3.1.2 SDN Controller
• Network Manager: Observes the state of the network capacity. Receives VMNR’s
bandwidth request and provisions it onto the links. Distributes the link provisioning
decisions the SDN-enabled switches by updating their forwarding tables.
• Energy monitor: Observes the switches’ consumed power. Communicates with
Network manager to help take green link provisioning decisions.
• Network Service Level Manager: Ensures that the tenant’s network service require-
ments are satisfied.
3.3.1.3 Infrastructure Layer
This layer is composed of the physical nodes managed by the controllers’ modules.
These nodes can data centers, tenant nodes, or SDN-enabled switches. The VMs are in-
stantiated by the virtualization module within the data centers’ hypervisors. In contrast,
it is assumed that the SDN-enabled switches are passive. Hence, their forwarding rules
don’t need to be shared. The network manager module within the SDN controller sends
these rules.
3.3.2 Problem definition
The considered Green VMNR Provisioning problem can be defined as follows: Given a
set of VMNRs, the objective is to have provisioning decisions made by the controllers
such that achieve the following
(i) Meet the tenants’ service requests’ requirements and abide by the service level
agreement.
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(ii) Maximize the aggregate number of served tenants’ requests.
(iii) Minimize the total consumed power by the underlaying SDN-enabled cloud infras-
tructure.
3.3.3 Power model
To model the power consumption in an SDN-enabled cloud environment, it is divided into
two parts. The first part named data center’s servers power consumption corresponds to
the power consumed by the servers within the distributed data centers. The second part
named SDN-enabled network power consumption corresponds to the power consumed by
the SDN-enabled switches and controllers.
3.3.3.1 Data Centers’ Servers Power Consumption Model
As mentioned earlier, the data centers’ servers power consumption corresponds
to the servers’ consumed power within the distributed data centers. It is denoted as
PServer. This can be further decomposed into two main constituents: the resource-
independent power consumption and the resource-dependent power consumption. The
resource-independent component, also commonly referred to as the idle power (Pidle),
corresponds to the consumed power by the server when it is in its idle state, i.e. none of
its resources are utilized. This is assumed to be fixed as it is consumed when the server
is turned on regardless of whether it is being used or not. In contrast, The resource-
dependent component, denoted as PRD, corresponds to the power consumed based on the
resource utilization of the server. This component was shown to be linearly proportional
to the utilization ratio of the resources. Therefore, the total consumed power of a server
can be calculated as follows [81]:
Pserver = Pidle + PRD = Pidle +
(
Pmax − Pidle
)
∗
Rreq
Rtot
(3.1)
where
• Pmax: Maximum power consumed by the server when fully utilized.
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• Rreq: VM instances’ requested resources.
• Rtot: Total resources available at the server.
It is worth mentioning that the resources considered in this work can either be CPU,
storage, or memory resources.
3.3.3.2 SDN-enabled Network Power Consumption Model
In a similar fashion to the previous section, the power consumed by the SDN-
enabled switches can be decomposed into two constituents: the flow-independent com-
ponent and the flow-dependent component. The former, denoted as PFI , corresponds
to the switch’s consumed power when it is turned on and is idle. This is also assumed
to be fixed. On the other hand, the flow-dependent power (PFD) corresponds to the
switch’s consumed power when handling the flows it is processing. This component de-
pends on the amount of flows the switch is processing at any moment in time. Hence,
the SDN-enabled switch consumed power is [82]:
PSDN−Switch = PFI + PFD (3.2)
Moreover, it is assumed the controllers’ power consumption is constant as they are on at
all times.
3.4 Green Distributed Cloud Services Provisioning
(GDCSP)
The posited GDCSP algorithm tries to reduce the power consumption of the SDN-enabled
cloud environment by provisioning the VMNRs onto the distributed data centers and re-
ducing the substrate links used for VNs. The flowchart of the algorithm is show in Fig.
3.2.
Three inputs are given to the algorithm. The first input is the tenants’ set of cloud
service requests, each of which is characterized by the features described in Section 3.2.2.
The second input is available servers’ capacities. The third input is the topology and
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Algorithm 1 Green Distributed Cloud Services Provisioning
INPUTS: Cloud based virtual machine and network requests VMNRs.
OUTPUT: Provisioning of VMNRs into the underlaying SDN-enabled cloud infrastructure
VMNRs: Set of virtual machines and network requests in a dynamic window
for each VMNR within a dynamic window do
for Each VM in VMNR do
Check infrastructure availability (data center) within cloud client source region
if DataCenter available then
ChosenServerFlag for VM = Solve best fit BinPacking problem
else
Choose data center in adjacent region
ChosenServerFlag for VM =Solve best fit BinPacking problem
end if
end for
if All VMs can be provisioned then
if CheckLinksProvisioning(VMNR) then
VM Provisioning(VMNR)
Links Provisioning (VMNR)
Accepted VMNR requests++
NumCloudServiceRequests = NumCloudServiceRequests + VMNR.size
end if
else
Reject VMNR
end if
NextVMNR
end for
NextWindow
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available resources of the SDN-enabled network.
Given these inputs, the algorithm provides three main outputs. The first is the
decision of whether the VMNR is provisioned or not. This is illustrated as a binary
indicator. This in turn is used to evaluate some of the performance metrics. The second
output is the set of physical servers hosting the VMs, SDN-enabled switches, links, and
bandwidth used for each VMNR that is successfully provisioned. Lastly, the power con-
sumed by the servers and SDN-enabled switches to provision the VMNRs is determined.
As shown in Fig. 3.2, CSRs undergo some pre-processing at the beginning of the
algorithm. During this stage, an interval graph is generated that depends on the time
conflicts between incoming requests with each request being represented as a node and
each time conflict represented as a link. Moreover, the maximum independent set prob-
lem on the interval graph is solved to enable the dynamic determination of window size.
This is done by finding the largest set of requests/nodes such that no two nodes are con-
nected by a link. The end times of these nodes represent the edges of each time window
[36]. Hence, the window size varies dynamically based on the determined end times.
Moreover, requests are further analyzed to remove any that expire after the window size.
Then, prioritization and aggregation of the requests is performed to create the window’s
VMNRs.
The VMNR provisioning problem is then solved. This is done by trying to find a
feasible solution for the VM provisioning and VN provisioning sub-problems simultane-
ously for every considered VMNR. Algorithm 1 shows how a feasible solution for the VM
provisioning sub-problem is determined. The SDN-enabled network is partitioned into
different geographical regions. The algorithm starts by checking the availability of a data
center in the same region as the VMNR’s source node. If a data center is available, the
statuses of its servers are checked. The server having the minimum remaining capacity
(information available at the VM instance Manager module) to satisfy the requirements
of the VMNR is chosen using the best fit bin packing algorithm. On the other hand, if
a data center is not available in the same region, the servers of the neighboring region’s
data center are checked. This helps with the VN provisioning process because it identifies
the VMNR’s destination node. It is worth noting that two objectives are concurrently
addressed with this VM provisioning process. The first is reducing the number of active
servers by hosting the VMNR on the one with minimum remaining capacity. This in turn
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reduces the aggregate consumed power. The second objective is minimizing the distance
between the VMNR’s client and destination nodes by choosing a data center in the same
geographical region. This will help decrease the delay experienced by the VMNR and
reduce the number of SDN-enabled switches used.
To solve the VN provisioning sub-problem, the same process proposed in [83][36] is
used by taking advantage of the information available in the Network manager module.
A VMNR is rejected if a feasible solution to both sub-problems is not identified. On the
other hand, if a feasible solution is determined, the VMNR is provisioned. This is done
by allocating the physical resources identified in the provisioning decision. Furthermore,
the resources of any departing VMNR are de-provisioned. The algorithm then proceeds
to updating the set of active VMNRs and the available resources in the distributed data
centers and SDN-enabled network. Also, the power consumed is reduced by turning the
relevant servers and switches on and off depending on the provisioning decision. This is
done until there are no VMNRs remaining in any of the windows.
To determine the time complexity of the proposed GDCSP algorithm, the time
complexity of each of its sub-processes is calculated. The VM provisioning using region-
aware best fit bin packing algorithm needs O(nlogn.NumPaths) operations where n
is the maximum number of requested VM instances within the CSR and NumPaths
is the maximum number of possible paths between a cloud tenant and any given data
center. On the other hand, the VN provisioning process needs O(n.Nodes) operations
where Nodes is the total number of nodes within the SDN-enabled environment. This
includes the data centers. Therefore, the GDCSP algorithm’s overall time complexity is
O(n.Nodes+ nlogn.NumPaths). Since the algorithm has a polynomial running time, it
is tractable and acceptable.
3.5 Performance Evaluation
The simulation setup, environment, and results obtained are presented in this section.
3.5.1 Simulation setup
A C++ simulator was developed that mimics the operation of an SDN-enabled cloud
environment. This simulator is used to assess the performance of the proposed algo-
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Table 3.2: Cloud Simulators comparison
CloudSimSDN GreenCloud iCanCloud Our Simulator
SDN-Enabled
Energy efficiency
Inter-datacenter network provisioning
Storage Modeling
Load planing/ balancing
Computational resource provisioning
rithm. The functionalities of the modules presented in Fig. 3.1 are incorporated in the
simulator’s SDN and cloud controller modules. This simulator was developed to include
all of the features required for this work. Table 3.2 shows a brief comparison between the
proposed simulator and three other well known cloud simulators; namely CloudSimSDN,
GreenCloud, and iCanCloud [84][85]. The first important feature is having an SDN-
enabled simulator which is only available in CloudSimSDN. The second feature is energy
efficiency in terms of request provisioning which is integrated in GreenCloud and iCan-
Cloud, but not CloudSimSDN. A third feature is inter-datacenter network provisioning,
a feature only found in GreenCloud. This is particularly important given the distributed
nature of the considered environment. Moreover, storage modeling is also essential given
that a request needs storage space. This feature is only provided by iCanCloud. Load
planning/balancing is also an important feature, especially when considering the energy
efficiency of cloud environments. This is provided by both CloudSimSDN and Green-
Cloud. Last but not least, computational resource provisioning, which is a core compo-
nent of any cloud simulator, is supported by all of these simulators. Hence, the proposed
simulator is more advantageous as it integrates all of these functionalities and features.
To validate the effectiveness of the proposed work, its performance is compared to
the power-aware versions of the Enhanced Network Cloud Provisioning (ENCP) [83] and
Greedy Multi-Commodity Flow (G-MCF) algorithms [42]. These works were considered
because of their effectiveness as shown in previous research. The performance evalua-
tion is performed using several metrics such as admission ratio of tenant’s cloud service
requests, average power consumption, and average number of hops taken to serve the
tenants’ cloud requests.
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3.5.2 Simulation environment
The considered topology considered in this work is the NSFNET topology. This topology
forms an integral part of the current Internet’s backbone in the US. It contains 14 SDN-
enabled switches and 21 links. Moreover, 546 possible paths exist between the different
nodes. A centralized controller that has both the SDN controller and cloud controller
within it is used. The maximum capacity of each of the underlying links is 300 Mbps. Us-
ing K-means algorithm as a well known clustering algorithm (instead of a random node
grouping), the nodes are grouped into three geographical regions to mimic the region
concept adopted by various major cloud service providers such as Amazon [86]. The goal
of adopting K-means is to group geographically close nodes together to provide better
quality of service to the incoming requests. Each region contains one cloud data center.
Moreover, the location of the data center within each region is determined by referring
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to the locations rich in data centers belonging to major cloud infrastructure providers in
the US [87]. There are a total of 132 available servers divided equally between the three
data centers. The CPU, memory, and storage capacities of each server are uniformly
distributed in the range [50 100]. The CSP provides its tenants with 200 different VM
profiles. VMs of similar profile may be provisioned for different cloud tenants.
Similar to the configuration settings proposed in [36], the performance of the pro-
posed algorithm is evaluated using 3000 cloud service requests. These requests arrive
based on a Poisson process with varying arrival rates ranging between 1 and 5 with a
0.5 step size. The lifetime of each request is exponentially distributed with an average of
1000 time units. The VMs’ requested resources are all uniformly distributed in the range
of [0 20] with a bandwidth in the range of of [0 50].
Furthermore, it is assumed that all of the devices within the underlying infrastruc-
ture are initially switched off. The power consumption of the servers matches that of
the Dell Power Edge server [79]. Each server consumes 112W when it is idle and 365W
when fully utilized. On the other hand, it is assumed that the SDN-enabled switches
consume 120W when they are in idle state [82]. Moreover, the required power to forward
a connection request is 4.5W [82].
3.5.3 Results and analysis
In this section, the performance of the proposed GDCSP algorithm is compared to that
of the algorithms presented in [37][42][83], namely the ENCP and G-MCF algorithms.
Different real-world evaluation metrics were considered for this comparison. This includes
the admission ratio of tenant’s cloud service requests, average power consumption, and
average number of hops taken to serve the tenants’ cloud requests.
The admission ratio of the tenants’ submitted cloud service requests is shown in
Fig. 3.4. It can be observed that the G-MCF approach has the lowest admission ratio
while the ENCP approach has the highest. Our algorithm achieves high admission ratio
as it has a similar performance to that of the ENCP.
The average power consumption of the different algorithms at different arrival rates
is shown in Fig. 3.5. This figure shows that the GDCSP algorithm outperforms both the
ENCP and G-MCF algorithms in terms of average power consumption. This is because
the proposed algorithm is able to turn off servers and switches that are not needed at any
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Figure 3.4: Cloud service requests admission ratio.
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Figure 3.5: Average power consumption.
time instance. On the other hand, the ENCP and G-MCP algorithms keep the physical
infrastructure running after they are turned on as per the incoming requests.
The effectiveness of the proposed algorithm is further cemented in Fig. 3.6. The
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Figure 3.6: Average power consumption gain and average admission ratio loss.
figure shows both the average power gain and admission ratio loss between the GDCSP
and the ENCP algorithms. It can be seen that the GDCSP algorithm reduces the power
consumed by 35 to 57 % while only losing around 10 % in terms of admission ratio.
This emphasizes the quality of the algorithm as it achieves better power consumption
performance without sacrificing the system performance.
Lastly, the average number of hops taken to serve the tenants’ cloud requests of
the different approaches is shown in Fig. 3.7. In this set of simulations, the proposed
approach shows comparable performance to that of the ENCP algorithm and outperforms
that of the G-MCF algorithm at various arrival rates. This also shows that the GDCSP
algorithm better utilizes the bandwidth resources which can lead to more requests being
served. This further highlights the high admission ratio results obtained in Fig. 3.4.
Furthermore, the stability of the proposed GDCSP algorithm is evident. This is because
as the arrival rate increases, the average hop count didn’t increase.
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Figure 3.7: Average hop count per request.
3.6 Conclusion
With the growing demand for cloud services and the continuous evolution and adoption
of new networking architectures such as software-define networks (SDNs), the need to
deploy and interconnect more data centers has risen. Cloud infrastructure providers
are increasingly adopting green-oriented paradigms due to the increased power being
consumed within their data centers. In this chapter, a power-aware algorithm, titled
“Green Distributed Cloud Service Provisioning” (GDCSP), for the provisioning of SDN-
enabled networked cloud services was presented. Also, a brief comparison between the
developed simulator and three well-known cloud simulators was presented. Moreover, the
performance of the proposed algorithm was evaluated by comparing it to other literature
works using relevant real-world metrics.
It was observed through simulation that the proposed GDCSP algorithm signifi-
cantly reduced the power consumed while maintaining relatively high admission rates.
Moreover, the average number of hops needed for a tenant to reach its requested VM was
shown to be stable with increasing network load. Furthermore, the obtained results show
that the cloud service providers can improve their return on investment because their
operation expenditure costs will be reduced due to the reduction in power consumed.
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Chapter 4
Delay-Aware Optimized Power-Efficient
Provisioning in Distributed SDN-Enabled
Cloud Environment
4.1 Introduction
Cloud computing is a paradigm that allows users to readily access computing re-
sources for high-performance applications, web applications, and enterprise solutions over
the Internet [88]. The driving forces behind cloud computing’s popularity are scalability
and elasticity. When a user places a request to acquire computing resources from a cloud
service provider, a virtual machine is created that is custom tailored to suit that client’s
particular requirements. These requirements include bandwidth, throughput, and delay
requirements, which are often found in the service level agreement (SLA) that the client
has with the cloud service provider. It is the job of a cloud provider to allocate a physical
machine from a cluster to host the virtual machine that satisfies the service level agree-
ment (SLA).Once allocation takes place, the user is then able to utilize its resources. A
cloud service is expected to adhere to a certain level of quality, provided that the user
continues to pay and use the resources allocated by the cloud service provider. To that
end, cloud virtualization has been proposed to allow cloud service providers to allocate
as many resources as required, instantly and on-demand, to cater to users’ needs. This,
in turn, facilitates on-demand dynamic provisioning of physical machines.
Another virtualization level has become essential in order to handle the increasing
presence of distributed cloud data centers. Network virtualization is fast becoming a
mandatory requirement in order to allow several virtual networks sharing physical net-
work infrastructure to coexist and work as a cohesive unit. The provisioning of such
virtual networks poses a challenge for the management of several data centers. Software
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defined networking (SDN) has been proposed to handle this challenge as it helps make the
control of communication networks more flexible. This is done through the decoupling of
the control plane (controlling the network switches’ operation) from the data-forwarding
plane (forwarding the actual data through the physical network links and switches). The
SDN-enabled environment allows for the creation of logical partitions of the physical in-
frastructure by grouping flows together and mapping them onto these partitions using
OpenFlow. This mapping is then stored in a centralized controller that has a complete
overview of the physical infrastructure, thus creating a flow-based virtual network with
traffic isolation [89]. The virtualization of SDN networks exploits the benefits of both
network virtualization and SDN.
One of the main areas of interest is the energy consumed by data centers and
SDN-enabled networks. Recent studies conducted by Berkeley Lab have shown that
the power consumption of data centers in the United States alone was nearly 70 billion
kilowatt-hour (kWh) in 2014, with this number estimated to reach the 73 billion kWh by
2020 [90]. Moreover, energy consumption in the average data center is equal to that of
almost 25,000 households [91][92]. Amazon has reported that 42% of its total operational
budget goes to energy consumption cost, and this amount is rapidly increasing. The
high energy consumption of data centers can result in shortening the lifetime of different
devices, wasting energy, and releasing excessive amounts of CO2 (a major cause of global
warming [93]). In addition, forecasts have predicted that information and communication
technologies will contribute to approximately 51% of the electricity consumption and 23%
of the carbon footprint from human activity by the year 2030 [94]. Moreover, studies have
shown that nearly 40% of the energy consumed by data centers is due to computation
and networking tasks [81]. In particular, CPU usage consumes around 33% of the overall
computational power consumption [81]. Therefore, it is important to design inter- and
intra-data centers that are energy efficient and environmentally sustainable in order to
overcome these issues [95]. Optimizing energy use in this area has drawn considerable
attention from multiple areas of research and industry in recent years.
Most previous research in this area has focused on using consolidation and mi-
gration, and switching off unused devices to reduce energy consumed by data centers.
However, such strategies have drawbacks insofar as they can cause various performance
degradations despite improving energy consumption. Consolidation can lead to a single
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point of failure and can cause I/O and network bottlenecks; migration can increase the
network load, increase the bandwidth cost, and generate more heat during the process
of migration; while switching unused equipment off and on can increase system delays.
For efficient energy handling, all of the above solutions and issues need to be part of a
generalized power consumption model, based on the priorities of the system users.
On the other hand, several researchers have proposed techniques to achieve energy
efficiency in SDN-enabled networks [96]. The proposed techniques include the optimal
utilization of network resources, the use of proper traffic engineering/management tech-
niques, and the use of techniques to monitor traffic. Techniques that focus on optimal
utilization of network resources have been proposed to reroute traffic to active links in
conjunction with implementing sleep-awake mechanisms to achieve energy efficiency. On
the other hand, traffic engineering/management techniques focus on performing switch-
load balancing to distribute the flows along multiple paths to reduce the power. As a
result of the load being distributed among multiple controllers, the power consumption of
each controller is reduced. Traffic monitoring techniques focus on efficiently choosing the
switches to monitor traffic, reducing the power consumed by the controller by decreased
the load on it.
Another main area of focus is maintaining the clients’ SLA requirements. Indeed,
when applications are deployed or migrated to the cloud, their delays can reach tens to
hundreds of milliseconds [97]. This is not desirable for delay-sensitive applications, and
risks violating their quality of service (QoS) requirements. Therefore, the clients’ SLA
requirements should be taken into consideration whenever a cloud-based environment is
adopted.
The main motivation behind the work presented in this chapter is to define a
comprehensive model for energy-efficient virtual machines and networks in distributed
SDN-based cloud environments. To the best of our knowledge, there is no comprehensive
solution for energy efficiency in this area. Energy efficiency in cloud computing has be-
come a mandatory requirement for infrastructure service providers. Rising power costs,
coupled with the growing demand for various forms of cloud computing services, pose a
direct threat to the commercial interests of both consumers and providers of cloud com-
puting services. The current Internet network infrastructure is in need of an overhaul to
meet this challenge. Virtual network technology and SDN can help by removing much
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of cloud computing’s rigidness, lowering costs in terms of both Capital and Operational
Expenditure (CapEx and OpEx), and introducing a markedly more energy efficient out-
put. Any viable energy-efficient model needs to satisfy demands for power requirements
without sacrificing system performance. In order to be efficient, such a model needs to
tackle all the various sources of energy consumption; it can also be used when building
environment-friendly infrastructures.
Thus, the development of delay-aware (also referred to as QoS-aware or SLA-aware)
power-efficient schemes for distributed SDN-enabled cloud environments is crucial in or-
der to overcome the above-mentioned issues. Such energy-efficient models can also help
infrastructure providers expand by saving on energy consumption costs, predicting aver-
age energy consumption, and identifying the main sources of power leakage while main-
taining the SLA made with their clients. These outcomes can lead to more accurate and
beneficial actions being taken by infrastructure providers. To the best of our knowledge,
there is little evidence of any consideration of these aspects in previous research in any
comprehensive manner. Again, this work uses the concepts of power and energy inter-
changeably as the power is the average energy consumed per time unit. Therefore, they
are equivalent.
In this chapter, we introduce a delay-aware power-efficient scheme for virtualized
distributed SDN-enabled cloud environments. The considered environment is distributed
in nature where datacenters are connected via SDN-enabled wide area network infrastruc-
ture that facilitates inter-datacenter networking. Our contributions can be summarized
as follows:
• We present a system architecture that incorporates power-related modules that help
perform delay-aware power-efficient provisioning of Virtual Machine and Network
Requests (VMNRs) onto virtualized distributed SDN-enabled cloud infrastructures.
• We propose a comprehensive power consumption model for a virtualized SDN-
enabled cloud environment. This consists of power consumption models for both
the virtualized cloud infrastructure as well as that of the SDN-enabled switches
and controller.
• We formulate the aforementioned problem and model it as a mixed integer linear
programing (MILP) optimization problem.
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• We propose a novel low-complexity heuristic algorithm called Enhanced Green-
Cloud Service Request Provisioning (EG-CSRP) to solve the SDN-VMNR provi-
sioning problem.
• We evaluated the performance of the proposed heuristic algorithm in terms of power
consumption, acceptance ratio, delay, average hop count, resource utilization, and
revenue.
• We compared the performance or our proposed algorithm to that of the optimal
formulation for benchmarking purposes as well as to that of other well-known al-
gorithms from the literature.
It is worth noting that the proposed work in this chapter allows cloud service
providers to integrate SDN technology within their systems regardless of the underlay-
ing network topology adopted, resulting in better and more efficient utilization of the
available resources. Moreover, this will result in lower energy consumption which in turn
reduces the operational expenditure of the cloud service providers.
The remainder of this chapter is organized as follows. Section 4.2 discusses re-
lated work. Section 4.3 presents the problem and its basic components. Section 4.4
introduces the considered system architecture. Section 4.5 discusses the power model in
more detail. Section 4.7 describes the proposed algorithm, while Section 4.8 details our
simulation environment and the quantitative performance evaluation of the proposed ap-
proach. Finally, Section 4.9 summarizes our findings, concludes the proceeding analysis,
and discusses future work.
4.2 Related Work
Cloud computing is not without its costs. Studies have revealed that power con-
sumption is one of the most critical factors affecting cloud computing operations [98][99].
To arrive at a workable and practical solution to mitigate rising energy costs, research has
been conducted into dynamically consolidating cloud data center resources [99], virtual
machine allocation and migration [99][100][91], and even virtual machine server shutdown
and sleep modes [92].
70
The transportation of data accounts for a sizeable chunk of the total energy costs
required to keep a cloud computing system running [101]. It has been estimated that
the power consumption associated with network virtualization can be decreased by 41%
through the proposed methodology in [101]. The authors estimate that the energy re-
quired to power network systems on the cloud could double within 18 months. They
observed a trend towards building data centers either in cooler environments or where
power costs are cheaper. Such strategies, however, also increase the distance between
users and cloud data centers, resulting in increased energy requirements for data trans-
port.
In discussing the need for network virtualization, some research reveals an approach
to energy-efficient virtual network embedding (EEVNE) [79]. The authors’ work reflects
comparisons drawn between two different routes involving bandwidth cost and the pro-
posed EEVNE [79]. Drawing upon observable conclusions demonstrating the efficacy of
EEVNE, the authors proposed a heuristic model that has the potential to produce sav-
ings in energy costs comparable to those observed in the case of EEVNE. In order for an
infrastructure-as-a-service to both flourish and be commercially viable, network virtual-
ization becomes a mandatory requirement, allowing for several virtual networks sharing
the same physical network infrastructure to coexist and work as a cohesive unit. Network
virtualization is seen as a means to control energy consumption in cloud infrastructure
setups. Data centers consume a large portion of the total energy required to power a
cloud computing infrastructure [95]. In this context, the design of virtual networks has
a critical role to play in mitigating energy costs without creating unintentional hotspots.
Modern physical network infrastructures have been designed with consideration of max-
imum load conditions, though this is not without the inherent problem of high rates of
energy wastage [102]. For example, wastage in link utilizations for most ISPs have been
found to range between 30% and 40%. Network virtualization is an effective approach
to optimize cloud computing infrastructure costs [103].
Cloud computing draws inherent strengths from its ability to share resources with
multiple users at any given time. This yields tremendous advantages as a result of en-
capsulating physical hardware, infrastructure, and system and software applications, and
packaging all of these as a whole to be rented out to users. However, with the rise in
demand for the kind of utility services provided by cloud computing, power require-
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ments have registered a proportional increase. This, in turn, leads to problems with heat
emissions and greenhouse effects [95]. Virtual networking is expected to decrease power
consumption by as much as 41% through the methodology proposed in [101]. The prob-
lem of power provisioning in the context of virtual networking has been explored through
a heuristic approach. Sun et al. [95] proposed consolidating virtual networking edges
and nodes into as few servers and links as possible to minimize power consumption when
idle. The framework proposed by the authors attempts to balance power consumption
with the virtual networking blocking ratio, such that no hotspots are directly produced
as a result of lowering energy consumption.
Viewed by many as a cornerstone of the future of the Internet, virtual networking
holds the promise evident in the very essence of cloud computing. Commercially, virtual
networking enables service providers to offer various solutions that leverage the substrate
networks of infrastructure providers. Nonde et al. [79] propose a model based on mixed
integer programming that is itself based on a model proposed by Wang et al. [104] to
reduce power consumption in virtualized networks.
Research to optimize energy consumption in a cloud computing infrastructure has
led some authors to examine virtual network embedding in the context of network virtu-
alization technology [104]. The authors look at the problem of overprovisioned resources
and propose heuristic algorithms that involve both links and nodes for power-aware map-
ping. The challenge they identify has been termed the power-efficient virtual network
embedding problem. Four different parameters are monitored by a generalized power con-
sumption model, comprising both fixed and variable consumption patterns of physical
nodes and network equipment.
The authors of [105] proposed an energy-aware traffic engineering approach to
reduce the energy consumption of an SDN-enabled network by reducing the number
of active links that can satisfy the users’ traffic demands. The paper formulated the
optimization problem as an integer linear programming problem that determines the
optimal controller-switch association and the optimal paths to route the traffic. Moreover,
the authors presented a heuristic algorithm that takes into consideration the routing
requirements as well as control- and data-plane communications.
The work in [106] posited leveraging the possibility of putting inactive links to
sleep by turning off the corresponding switch ports to achieve energy efficiency. The
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authors assumed that the controller can route the traffic through the underlying network
based on two topologies available in its memory. The first topology is a real physical
topology that consists of all the physical switches and links forming the network. The
second topology is the virtual topology that consists of the active switches and awake
links. The controller decides to awaken and put links to sleep in such a manner that
reduces the overall energy consumption of the network. The authors further proposed
two greedy-based algorithms to perform the energy-efficient routing task.
However, most of the previous works were limited as they only focused on one
aspect of the provisioning process in traditional networks. Some works only considered
energy-efficient link provisioning while others focused on energy-efficient node provision-
ing. Furthermore, these works did not consider a SDN-enabled cloud environment. More-
over, to the best of our knowledge, none of the previous work considered a comprehensive
energy model that takes into account the power consumption at the different levels of
the SDN-enabled cloud environment environment used.
4.3 Power-Efficient Provisioning
This section provides a general description of the problem at hand. It presents the major
components of the system as well as a holistic view of the considered problem.
4.3.1 SDN-based cloud infrastructure
The considered system consists of two different types of infrastructure, cloud-related in-
frastructure and SDN-enabled infrastructure. The former refers to the cloud controller
and the group of data centers available. The cloud controller governs the operation of
the data centers based on the modules within it (described in more detail in the following
section). Each data center consists of a cluster of physical servers, each with a specified
set of resources (such as CPU, memory, and storage resources).
On the other hand, SDN-enabled infrastructure refers to the SDN controller as well
as the SDN-enabled switches, such as OpenFlow-enabled switches. The SDN controller
governs the creation of the virtual networks based on the incoming requests. This in-
cludes provisioning and forwarding decisions and disseminating the relevant information
to the OpenFlow switches. The controller also performs other functions that can affect
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the provisioning process (discussed in further detail in the following section).
In other words, the system can be thought of as a collaboration between two com-
ponents, namely the cloud component and the SDN component. The cloud part handles
the process of allocating virtual machines (VMs) onto the physical servers, while the
SDN part handles the allocation of bandwidth along the substrate links, and configures
the corresponding SDN-enabled switches to serve the incoming requests.
This can be modeled as an undirected graphGp(X∪CNTR,E,Cap, CCap,BW, τ),
where X is the set of physical nodes including the SDN-enabled switches, CNTR is the
set of SDN controller nodes, E is the set of physical links, Cap is the server capacity
(available CPU, memory, and storage resources), CCap is the SDN controller’s capacity
(CPU, number of handled flows,...), BW is the available bandwidth along the links, and
τ is the propagation delay/latency incurred along each link. The undirected graph Gp
represents the underlying physical infrastructure.
4.3.2 SDN-enabled cloud service request
This work assumes that clients submit cloud service requests (CSRs) to be served by
the cloud service provider. The service provider has a set of VMs hosted on the phys-
ical servers within the data centers. The available VMs have different profiles in terms
of their resources. Each CSR consists of an application to rent a VM instance with a
particular profile/specification for a defined duration, along with a connection request
for this VM. Hence, a client’s submitted request can be defined by five main attributes:
cloud request source location, requested VM specifications, duration of service, required
physical bandwidth, and maximum tolerable waiting time.
A group of CSRs are then aggregated based on a predetermined factor and ab-
stracted to form a VMNR. This VMNR is then modeled as an undirected graph in which
the client and the requested VMs are thought of as virtual nodes and the connection
requests within the VMNR are the virtual links. These VMNRs are then provisioned
onto physical resources (i.e., onto the servers and bandwidth resources).
This is can be modeled as an undirected graph Gv(V,D,R, b,WT, TL), where V is
the set of virtual nodes, D is the set of cloud service requests within the VN request, R is
the requested VM resources (CPU, memory, and storage), b is the requested bandwidth
resources, WT is the maximum tolerable waiting time of the cloud service requests for
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Table 4.1: Undirected Graphs’ Notations
Gp Undirected graph representing the underlying physical
infrastructure
X Set of physical nodes including the SDN-enabled
switches
CNTR Set of SDN controller nodes
E Set of physical links
Cap Server capacity (available CPU, memory, and storage
resources)
CCap SDN controller’s capacity (CPU, number of handled
flows,...)
BW Available bandwidth along the links
τ Propagation delay/latency incurred along each link
Gv Undirected graph representing the virtual machine and
network request
V Set of virtual nodes
D Set of cloud service requests within the VN request
R Requested VM resources (CPU, memory, and storage)
b Requested bandwidth resources
WT Maximum tolerable waiting time of the cloud service
requests for service to start
TL Maximum tolerable delay along the links
service to start. This is used as an indicator of the cloud user’s urgency to have the
service of the submitted cloud request started. Finally, TL is the maximum tolerable
delay along the links. Table 4.1 shows the undirected graphs’ notations.
4.3.3 Provisioning
The provisioning process is the process of embedding the VMNR onto the SDN-enabled
cloud infrastructure by allocating the appropriate physical resources to satisfy the re-
quests’ requirements. This process can be divided into two sub-processes: the virtual
machine provisioning process, and the virtual network provisioning process.
The virtual machine provisioning process refers to the allocation of the VMs onto
the physical servers. This is done in a one-to-one manner, such that a destination virtual
node (which is the requested VM) is hosted on one server within a data center. This
allocation is done in such a manner that the request’s resource requirement is satisfied
based on the available resources within each server. This is determined by the cloud
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controller that monitors the status of all the servers in the different data centers as well
as the status of all the VMs currently hosted by the servers.
The virtual network provisioning process refers to the allocation of available band-
width within the SDN-enabled network links to the virtual network by creating virtual
link paths for the different CSRs forming the VMNR. This is the SDN controller’s job,
because it is the entity that has a holistic view of the whole network. Based on this knowl-
edge, the SDN controller determines the appropriate forwarding paths for the VMNR that
satisfy its bandwidth requirements, and shares this information with the corresponding
OpenFlow switches via the southbound interface.
4.3.4 Power-efficient provisioning
To provision any VMNR, the different physical components of the infrastructure consume
different levels of power. This power can be divided into two main parts: utilization-
dependent power, and utilization-independent power. utilization-dependent power refers
to the power consumed based on the resources that are utilized. This power changes dy-
namically as the resource utilization changes. On the other hand, utilization-independent
power refers to the power consumed by the infrastructure without any resource utiliza-
tion.
The goal of a power-efficient VMNR provisioning scheme is to reduce the power
consumption in the SDN-enabled infrastructure. There are many techniques proposed
in the literature to perform power-efficient provisioning. In this work, power-efficient
VMNR provisioning is achieved by instantiating several VMs onto a smaller number of
physical servers (to reduce the data centers’ power consumption) as well as by reducing
the number of used communication links (to reduce the switches’ power consumption
and, hence, the overall power consumption of the substrate links).
4.4 System Model
In this section, a brief description of the architecture used in this work is presented.
Moreover, the problem is defined in a clear manner, as is the power consumption model
considered throughout this work.
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Figure 4.1: System Architecture
4.4.1 System description
Fig. 4.1 illustrates the system architecture used. It can be seen that the system consists
of two main layers, namely the control layer and the infrastructure layer. In what follows,
a succinct description of each module/component within the system is given. It is worth
noting that not all modules typically found in the cloud controller or SDN controller are
portrayed here. Several other modules are available, such as the pricing and accounting
modules, as well as the performance monitor and firewall modules. However, only the
modules that are relevant to the considered problem are presented.
Furthermore, the system architecture presented in Fig.4.1 shows the interaction
between the cloud and the SDN controllers. Despite the fact that the SDN controller can
handle both the networking functions and the deployment of the virtualized infrastructure
of the cloud controller composing the cloud services allocated to requesting users, this
work divides them into two controllers to illustrate the role of the different modules
within each. However, these two controllers can be one physical entity or two, depending
on the service provider’s architecture. Furthermore, these functions constitute a main
part of the Green Service Provisioning algorithm.
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4.4.1.1 Cloud Controller
• VM manager: This module monitors the availability and resource usage of the
provisioned VMs. It communicates with the VM provisioning module to help with
the provisioning process.
• VM provisioning: This module is responsible for provisioning new VMs onto the
physical servers based on the available resources. It coordinates with the VM
manager to ensure that the provisioning decisions are efficient.
• Energy monitor: This module monitors the power consumption of the physical
servers based on the provisioned VMs. It also communicates with the VM provi-
sioning module to help make power-efficient VM provisioning decisions.
• Quality of Service (QoS) manager: This module monitors the QoS parameters of
the VMs to ensure that the served requests’ QoS requirements are met.
4.4.1.2 SDN Controller
• Forwarding manager: This module handles the distribution of the network provi-
sioning decisions to the underlying OpenFlow switches via the southbound interface.
• Network provisioning: This module provisions new VMNRs onto the available links
based on bandwidth requirements. The status is updated via the northbound in-
terface. It communicates with the forwarding manager to distribute the relevant
information to the switches.
• Energy monitor: This module monitors the power consumption of the OpenFlow
switches based on the served requests. It communicates with the network provi-
sioning module to help make power-efficient network provisioning decisions.
• QoS manager: This module monitors the QoS parameters of the served requests to
ensure that their QoS requirements in terms of bandwidth and delay are met.
• Topology manager: This module monitors the status of the topology to check
whether any new nodes are added to the network. This helps maintain an overview
of the network topology.
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• Link stats manager: This module monitors the status of the SDN-enabled network
links and communicates with the network provisioning module to allow for proper
VMNR provisioning.
4.4.1.3 Infrastructure layer
This layer consists of the physical nodes that are managed by the previously de-
scribed modules within the controllers. This includes the multiple distributed datacenters
and the SDN-enabled network infrastructure that handles the inter-datacenter network-
ing. The virtualization module in the data center ensures that the VMs are instantiated
on the available physical servers. On the other hand, the OpenFlow switches connected
to the physical nodes of the physical substrate are passive switches that do not need
to share the routing rules, i.e. the routing rules of each switch is not exchanged with
neighboring switches. These rules are received from the routing manager module in the
SDN controller.
4.4.2 Problem definition
The problem of delay-aware power efficient VMNR provisioning considered in this work
is defined as follows.
Given a set of VMNRs and an existing SDN-enabled cloud environment, the goal is to
provision the available VMNRs by mapping them on a set of physical servers and a
substrate network such that the following obtains:
1. All cloud service requests within the VMNR are satisfied.
2. The total power consumption of the system (controller, servers, and switches) is
minimized.
3. The total number of served VMNRs is maximized.
4. The bandwidth used to provision the VMNR is minimized.
5. The delay experienced by each cloud service request within the VMNR is below its
threshold delay, in accordance with the SLA.
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4.5 Power Models
The total power consumed in an SDN-enabled cloud environment can be decomposed
into three components: server power consumption (in the data centers), network power
consumption (of the OpenFlow switches), and controller power consumption (of the SDN
controller). In what follows, the power model used for each of these components is
described. This is done by presenting the models considered in the literature as well as
the models adopted in this work.
4.5.1 Server power consumption model
Several researchers have studied power consumption within data centers and proposed
different consumption models for it. In general, the power consumption in a data cen-
ter can be categorized into two main categories: computing-dependent and computing-
independent. The computing-dependent part refers to the power consumed by the com-
puting devices, such as servers, to perform computing tasks pertaining to CPUs, memory,
and storage. The computing-independent part refers to the power consumed by the data
center when performing non-computing tasks. The latter includes the power consumed
for lighting, cooling, and power conditioning, which is outside the scope of this work.
4.5.1.1 Computing-dependent Power Consumption model
Computing-dependent power consumption, also commonly referred to as server
power consumption, refers to the power consumed by the servers within the data center
when performing computing tasks. Several models have been proposed in the literature
to mitigate this type of power consumption. Two main classes of models can be dis-
tinguished, namely linear models and non-linear models. In a linear model, the server
power consumption (Pserver) is divided into two parts: utilization-independent power
and utilization-dependent power. The utilization-independent power (denoted PUI) is
the power consumed whenever the server is turned on with no computational tasks be-
ing run. This power is fixed and is consumed as long as the server is on, regardless
of whether it is being utilized or not. On the other hand, utilization-dependent power
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(denoted PUD) is the additional power consumed by the server whenever its resources
(CPU, memory, and storage) are being utilized for computational purposes. This power
is linearly proportional to the resource utilization. Hence, the total power consumed by
a physical server can be modeled as follows:
Pserver = PUI + PUD
= PUI +
(
Pmax − PUI
)
·
Rreq
Rtot
(4.1)
where Pmax is the maximum power consumed by the server (i.e., whenever the server is
fully utilized), Rreq is the requested resources, and Rtot is the total available resources
of the server. Fan et al. have shown that this model can accurately track the utilization-
dependent component of the model [81].
Fan et al. also proposed a second power-consumption model, one that is non-linear. In
this model, the utilization-dependent component changes non-linearly with the increase
in resource utilization. This is shown in Equation 4.2 given below:
Pserver = PUI + PUD such that
PUD =
(
Pmax − PUI
)
·
(
2 ·
Rreq
Rtot
−
(
Rreq
Rtot
)r ) (4.2)
where r is a calibration parameter that is determined experimentally. Some research has
shown that the value of r can be approximated to be 1.4.
Fan et al. conducted several experiments on different servers to test the accuracy of both
models. Their experiments showed that both the linear and non-linear models—given
in Equations 4.1 and 4.2, respectively—are extremely accurate in terms of modeling the
utilization-dependent power consumption component. Indeed, they both achieved an
error below 5%. Because both models are highly accurate, we adopted the linear model
given in Equation 4.1, owing to its simplicity and accuracy.
4.5.1.2 Computing-independent Power Consumption
As mentioned above, computing-independent power consumption refers to the
power consumed by the data center when performing non-computing tasks such as cool-
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ing, lighting, and power conditioning. Cooling refers to the power consumed to effectively
maintain an appropriate operating temperature in the data center. This includes the use
of fans, pumps, chillers, and cooling towers. On the other hand, power conditioning
refers to the power consumed during the power transformation and distribution within
the data center.
Although this component constitutes a big chunk of the overall power consumption
of a data center, this power is not affected by the workload of the data center and the
number of VMs provisioned on it. Therefore, because this work focuses on serving cloud
connection requests by provisioning VMs onto the data center servers, we do not con-
sider computing-independent power consumption; as such, this component falls outside
the scope of our research.
4.5.2 Forwarding plane power consumption model
To determine the power consumption model for SDN-enabled switches, it is first impor-
tant to highlight how it differs from an ordinary switch. Due to the SDN paradigm,
part of the functions typically done by an ordinary switch is transfered up to the SDN
controller. This reduces the power of the switch due to the lower processing performed.
This in turn also affects the power model used to describe the consumed power in each
type of switch due to the different functioning mechanics of each switch.
The power consumption of an OpenFlow switch (POFS) can be divided into five
parts: the chassis power (Pch), line-cards’ power (Plcs), link speed power (Pls), control
power (Pcont), and traffic processing power (Ptp). Hence, POFS can be written as follows:
POFS = Pch + Plcs + Pls + Pcont + Ptp (4.3)
• Pch is the power consumed by the chassis of the switch that holds the multiple
line-cards forming the OpenFlow switch.
• Plcs refers to the aggregate power consumed by the multiple line-cards forming the
switch, and can be calculated as Plcs = nlcs ∗ Plc, where nlcs is the number of
line-cards and Plc is the power consumed by a single line-card.
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• Pls represents the power consumed by the active ports of the OpenFlow switch at
the configured link speeds. This power can be modeled as follows:
Pls =
LS∑
i=1
(
Pls,i ·
Ni∑
j=1
Uj
)
(4.4)
where LS is the number of different link speeds, Pls,i is the power consumed by the
port operating at link speed i, Ni is the number of ports operating at link speed i,
and Uj is the utilization percentage of port j that is operating at link speed i.
• Pcont refers to the power consumed in order to share control traffic and is dependent
on the number of PacketIn and FlowMod messages, as well as the power consumed
to send each of these messages.
• Ptp is the power consumed by the switch to process the traffic within it by per-
forming matching and action tasks.
In this work, Pch is considered constant, because it is independent of the traffic. Moreover,
it is assumed that only one line-card is used in the OpenFlow switch, and hence Plcs = Plc.
These two components are then combined to form the traffic-independent power (PTI),
which is considered constant.
Furthermore, it is assumed that all the ports operate at one link speed with varying
utilization rates. Hence, Pls reduces to
N∑
j=1
Pj , where N is the total number of ports
available in the switch, and Pj is the power consumed by each port depending on its
utilization. This means that ports are turned on and off depending on whether the link
is utilized or not. Additionally, Pcont is not considered, because we do not investigate the
control traffic exchanged between the controller and the switches, insofar as the switches
are assumed to be passive. Furthermore, Ptp is considered to be zero, as it was shown
that this processing power has a minimal effect (estimated in the range of µWs per
packet) on the overall power of the switch [82]. These last three components represent
the traffic-dependent component of the OpenFlow switch power consumption model.
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Therefore, the overall power consumed by the switch can be reduced to the following:
POFS = PTI + PTD
= PTI +
N∑
j=1
Pj
(4.5)
4.5.3 Controller power consumption model
Modeling the power consumption of SDN controllers is less straightforward, insofar as
few works in the literature have investigated this area. However, given that SDN con-
trollers are typically applications that run on a general-purpose server, it is practical
to use a similar model to that proposed for data center servers. Therefore, we assume
that the power consumption of an SDN controller can be modeled as a linear function
of CPU utilization. This is because it has been shown that the controller’s workload
has a significant impact on its power consumption [107]. Hence, the controller’s power
consumption can be modeled as follows:
Pcontroller = Pc,idle +
(
Pc,max − Pc,idle
)
· Utilcont
= Pc,idle +
(
Pc,max − Pc,idle
)
· NFact
NFmax
(4.6)
where Pc,idle is the power consumed by the controller when there are no active flows
within the underlying switches, Pc,max is the power consumed when the controller is at
full capacity, NFact is the number of new active flows in the network that need a flow
entry to be determined, and NFmax is the maximum number of new active flows that
the controller can handle. This is due to the fact that a reactive controller is considered
in this work. This means that only newly arrived flows warrant an interaction between
the switches and controller to determine the appropriate flow entry. Active flows that
already have entries determined do not contribute to the controller’s power consumption.
Note that NFmax represents the maximum controller’s capacity by considering that the
controller’s CPU requirement per flow is the same.
It is worth mentioning that since the power models considered in this work are
concave, then reducing the number of servers, links, and switches used will result in a
reduction in the power consumed.
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Table 4.2: Sets used in the model.
Sets
X Set of physical nodes (SDN-enabled switches)
E Set of physical links
S Set of client nodes S ⊆ X
C Set of data center nodes C ⊆ X
CNTR Set of SDN controller nodes
Serc Set of servers in data center c of cloud infrastructure
A Set of requested virtual machines
V Set of virtual nodes with V = A ∪ S
D Set of cloud service requests
R Set of capacities such as CPU, memory, and storage{1,2,3}
BW Set of available bandwidth along each link
b Set of requested bandwidth of each cloud request
J Set of time intervals {1 ≤ j ≤ Wmax}
4.6 OPE-CSRP: Optimized Power-Efficient Cloud
Service Requests Provisioning in SDN-enabled
Cloud Environment
This section formulates the problem of power-efficient cloud service requests provisioning
in an SDN-enabled cloud environment. The objective is to minimize the power consumed
by the different components of the environment (the data center’ server, the forwarding
plane’s switches, and the SDN controller), maximize the acceptance rate of the incoming
cloud service requests, and minimize the usage of network resources. This is modeled as
a weighted sum objective function.
What follows is a brief summary of the notations used, along with the mathematical
model for the considered optimization problem.
Tables 4.2 and 4.3 present the key notations that are used in this work.
4.6.1 Decision variables
The decision variables in this work can be categorized into three parts. The first is the
set of decision variables that governs the power consumption of the system. This consists
of the active status of the servers, switches, and ports. Moreover, this work assumes
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Table 4.3: Parameters used in our model
Parameters
Notations Meaning Domains
s and e
Index the source and destination nodes of cloud con-
nection request
>0
u and v
Index the nodes in the physical topology of the sub-
strate network
>0
ser Index the servers in the cloud infrastructure >0
c Index the cloud data center in the cloud infrastructure >0
d
Cloud connection request d ∈ D, such that d =
(ds, de)
>0
ds Source node of cloud connection d >0
de
Destination node of cloud connection d, which is equiv-
alent to a required VM (de ≡ a ∈ A)
>0
bd
Requested bandwidth for cloud connection request
d ∈ D >0
rid
Requested capacity {i=1,2,3} (CPU, memory, stor-
age) for cloud connection request d
>0
T iser,c
Total available computational capacity i of server ser
in data center c ∈ C ⊆ X >0
Capiser,c
Total computational capacity i of server ser in data
center c ∈ C ⊆ X >0
δuv
Remaining available bandwidth of physical link uv,
where u, v ∈ X >0
BWuv Total bandwidth of physical link uv, where u, v ∈ X >0
W dj
1 if cloud connection request d is active during interval
j; otherwise 0.
>0
Wmax Total number of windows >0
L Large number >>0
τd
Threshold propagation delay of each cloud service re-
quest d ∈ D. >0
τu,v
Propagation delay over a substrate link u, v in the
underlying substrate network topology.
>0
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one centralized SDN controller that is continually active. The power consumption of the
controller is determined by the workload it is handling. Hence, no decision variable is
needed.
Sser,c =

1, if status of server ser ∈ Ser in physical ; ; ;
datacenter c ∈ C ⊆ X is running.
0, otherwise.
SSv =
1, if status of the switch v is ON.0, otherwise.
PortSuv =
1, if status of the ports along the link uv is ON.0, otherwise.
The second set of decision variables refers to those that impact the delay experi-
enced by the successfully serviced client cloud requests.
Bdu,v =

1, if cloud connection d ∈ D is routed over
substrate link (u, v)
0, otherwise.
The third set of decision variables refer to those that impact the QoS of the system.
The first is related to the acceptance rate, which is dependent on the successful service of
the client cloud request. This entails the successful provisioning of the VM onto a server
(illustrated by a binary variable) and the reservation of the required bandwidth within
the links along the path from the client to the server hosting the VM.
Md =
1, if cloud connection request d is mapped.0, otherwise.
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ydeser,c =

1, if destination node de=a ∈ A is mapped
in server ser ∈ Ser in physical datacenter
c ∈ C ⊆ X.
0, otherwise.
fduv: Requested bandwidth for cloud connection request d routed over physical link
uv; otherwise 0. This decision variable is a continuous decision variable.
4.6.2 Mathematical model
The mathematical model below consists of the above-described power consumption model
of the data center, the forwarding plane’s switches, and the SDN controller. These encom-
pass the main power consumption sources in the considered environment. Additionally,
the optimization problem also considers network resource consumption and the overall
acceptance rate. This extends the model presented in [83] by adding the power con-
sumption as part of the objective function as well as considering both power-related
and delay-related constraints. This problem is formulated as a Mixed-Integer Linear
Programming (MILP) problem. In what follows, a detailed description of the different
components is given.
4.6.2.1 Data center power consumption
Similar to the model given in Equation 4.1 in Section 4.5.1, the power consumed by
a server in a data center has two components, namely the idle component denoted by
Powidle and the utilization-dependent component. The idle component is only considered
when the server is activated. On the other hand, the power consumed as a result of the
successful provisioning of the VMs is determined by the utilization of the server. Server
utilization is based on the requested computational resources of the VMs provisioned
onto it (denoted by Udeser,c for each VM).
The aggregate power consumption of the servers within the data centers can thus be
calculated as follows:
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PowComp =
∑
c∈C
∑
ser∈Ser
[Sser,c · Powidle +
∑
de∈D
Udeser,c · ydeser,c · µser,c] (4.7)
where
• Udeser,c represents the percentage of CPU utilization of a virtual machine when pro-
visioned in ser ∈ Ser in the physical data center c ∈ C. This utilization is the ratio
of the requested computational resources of the VM to the total available resources
of the server.
Udeser,c =
r1de
Cap1ser,c
· 100 (4.8)
• µser,c is the server’s power consumption per 1% CPU load.
• Powidle is the power consumption of an idle server.
• Sser,c is the status of the server ser ∈ Ser in the physical data center c ∈ C.
Although it is possible to have the server’s CPU utilization greater than 1 through the
concept of CPU overcommitting that allows oversubscription [108], this work considers
the actual utilization of the computational resources without sacrificing or reducing the
performance of other instantiated instances. Therefore, the server’s CPU utilization is
indeed given by equation 4.6.2.1.
4.6.2.2 Power consumption of the forwarding plane
Based on the model described in Equation 4.5 in Section 4.5.2, the power consumption
of a forwarding plane switch (PSv) is also divided into a traffic-independent component
(denoted by PSidle) and a traffic-dependent component that is governed by the number
of active ports within the switch. Here, PSidle is the power consumed by the switch
regardless of the number of active ports within it. The traffic-dependent component
varies based on the number of active ports (illustrated by the variable PortSuv) and the
utilization of each active port (denoted by Utilduv).
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Therefore, the total power consumption of all forwarding plane switches can be calculated
as follows:
PowForwarding =
∑
v∈X
PSv (4.9)
PSv = PSidle · SSv +
∑
u∈X,u6=v
PortSuv · PowPuv ·
[∑
d∈D
Utilduv
]
(4.10)
where
• PSv is the power consumption of an SDN switch at node v, i.e., the sum of the
consumed power of all ports along all the links connected to node v.
• PSidle represents the idle power consumed by the switch.
• PowPuv is the power consumed by the port along link uv when this link is at full
capacity.
• Utilduv is the utilization ratio that flow d uses from the total bandwidth available
along link uv.
Utilduv =
bd
BWuv
(4.11)
4.6.2.3 Power consumption of the control plane
Using the model given in Equation 4.6 described in Section 4.5.3, the power consumption
of the SDN controller is given as follows:
PowConttroller = PowCidle + (PowCmax − PowCidle) · Utilcont (4.12)
where
• PowCidle is the power consumed by the controller independent of the number of
active flows within the underlying network.
• PowCmax is the power consumed by the controller at full capacity.
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• Utilcont is the utilization factor of the controller. This is determined by calculating
the ratio of new active flows that need within the network to the maximum number
of new active flows that the controller can handle given that the controller’s CPU
requirement per flow is the same.
4.6.3 Formulating the optimization problem
Based on the aforementioned power consumption models, the optimization problem is
formulated below. The objective function aims to minimize the overall power consump-
tion of the different components within the environment, minimize network resource
consumption, and maximize the acceptance rate of the cloud service requests subject to
a set of constraints.
Min α(PowComp+ PowForwarding + PowController)
− β
∑
d∈D
Md + γ
∑
u,v∈X
∑
d∈D
(fduv + f
d
vu) (4.13)
Note that α, β, and γ can be used to reflect the importance of each objective. In
this work, they are set to one. Hence, all objectives (power consumption, acceptance
rate, and network resource consumption) are equally important.
subject to
• Power-related constraints:
Constraint (4.14) is to ensure that the port status of the ports connected to switches
u and v along link uv is ON (i.e., that the indicator is set to 1) whenever there is
flow along link uv.⌈
1
L
∑
d∈D
(fduv + f
d
vu)
⌉
= PortSuv ∀u, v ∈ X (4.14)
Constraint (4.15) ensures the symmetry between the port status of the two switches
u and v.
PortSuv = PortSvu ∀u, v ∈ X (4.15)
Constraint (4.16) ensures that the switch status is ON (i.e., that the indicator is
set to 1) whenever at least one of its ports is set to ON.
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⌈
1
L
∑
u∈X,u6=v
(PortSuv)
⌉
= SSv ∀v ∈ X (4.16)
Constraint (4.17) ensures that the server status is ON whenever at least one VM
is provisioned on the server.⌈
1
L
∑
d∈D
(ydeser,c)
⌉
= Sser,c ∀ser ∈ Ser, c ∈ C (4.17)
• Delay-related constraints:
Constraint (4.18) ensures that each server can accommodate only ω VMs per cloud
service request per server. This is to reflect the distribution of the requested VMs
among the distributed data centers’ servers.
∑
d∈D
ydeser,c ≤ ω ∀ser ∈ Ser, c ∈ C ⊆ X (4.18)
Constraint (4.19) forces the variable Bdu,v to be 1 whenever a cloud service request
d is routed over a substrate link (u, v).
⌈
1
L
(fduv + f
d
vu)
⌉
≤ Bdu,v ∀d ∈ D, u, v ∈ X : u 6= v (4.19)
Constraint (4.20) ensures that the total propagation delay along the substrate path
of a cloud connection request does not exceed its threshold delay.
∑
u∈X
∑
v∈X:u6=v
Bdu,v · τu,v ≤ τd ∀d ∈ D (4.20)
Constraint (4.21) guarantees that the flow along the selected substrate path for the
cloud service request is not split, hence facilitating the calculation of the propaga-
tion delay. ∑
v∈X:u 6=v
Bdu,v ≤ 1 ∀d ∈ D, u ∈ X (4.21)
• System-related constraints:
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Constraint (4.22) represents the bandwidth capacity constraint of the links. It
forces the system to provision the requests in such a manner that the aggregate
requested bandwidth of the requests provisioned on the link does not exceed the
available bandwidth of the link.
∑
d∈D
(fduv + f
d
vu).W
d
j ≤ δ(u, v) ∀u, v ∈ X, ∀j ∈ J (4.22)
Constraints (4.23), (4.24), and (4.25) denote the flow conservation constraints on
the source, destination, and intermediate nodes, respectively.
∑
n∈X
fddsn −
∑
n∈X
fdnds = bd.Md ∀d ∈ D (4.23)
∑
n∈X,n6=c
fdcn −
∑
n∈X,n6=c
fdnc = −bd.
∑
ser∈Ser
ydeser,c∀d ∈ D, c ∈ C (4.24)
∑
m
fdnm −
∑
m
fdmn = 0∀d ∈ D, ∀m ∈ X, ∀n ∈ X \ {ds, c ∈ C}} (4.25)
Constraint (4.26) forces the VM to be provisioned exclusively to one server, such
that it is not split among multiple servers.
∑
c∈C⊆X
∑
ser∈Ser
ydeser,c = 1 ∀d ∈ D (4.26)
Constraint (4.27) ensures that the computational resources requested by the pro-
visioned VM onto the server do not exceed the server’s capacity.
ydeser,c · rid ≤ T
i
ser,c
∀d ∈ D, ∀i ∈ R, ∀c ∈ C ⊆ X, ser ∈ Ser (4.27)
Constraint (4.28) ensures that the decision variable Md is set to 1 whenever the
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requested VM is successfully provisioned onto a server.⌈
1
L
∑
c∈C⊆X
∑
ser∈Ser
ydeser,c
⌉
= Md ∀d ∈ D (4.28)
It is worth mentioning that any ceiling function of the form y = dxe is replaced by
the two constraints y ≤ x+0.99999 and y ≥ x in the model. Hence, the ceiling operation
can be modeled as a pair of linear functions of the decision variables.
4.7 Enhanced Green-Cloud Service Request
Provisioning (EG-CSRP)
In this section, the proposed EG-CSRP algorithm is presented. Fig. 4.2 shows a flowchart
of how the provisioning process decisions are determined given the SDN-enabled cloud
environment.
The proposed algorithm is described in Algorithm 2. Three main inputs are given
to the algorithm. The first is the set of cloud service requests from the clients. Each
request is defined by the attributes given in 4.3.2. The second input is the physical re-
sources available within the cloud infrastructure, namely the available servers’ capacities.
The final input is the SDN-enabled network topology and available resources (in terms
of the links’ bandwidth).
The algorithm also produces three main outputs. The first is a binary indicator
of whether or not the VMNR is provisioned. This is used to determine several perfor-
mance metrics (presented in the next section). Moreover, for each successfully provi-
sioned VMNR, the physical server hosting the requested VMs is given, along with the
set of Openflow switches, SDN-enabled network links, and bandwidths used. Finally, the
power consumption of the servers and OpenFlow switches used to provision the VMNRs
is calculated along with the power consumed by the SDN controller.
As can be seen from Fig. 4.2, the algorithm starts by performing some pre-
processing for the cloud service requests. This includes generating an interval graph
based on time conflicts between requests. In this graph, each request is represented as
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Algorithm 2 Enhanced Green-Cloud Service Requests Provisioning
INPUTS: Cloud-based virtual machine and network requests VMNRs.
OUTPUT: Provisioning of VMNRs into the underlying SDN-enabled cloud infras-
tructure
VMNRs: Set of virtual machines and network requests in a dynamic window
for each dynamic window do
for each VMNR within a dynamic window do
for Each VM in VMNR do
Check infrastructure availability (data center) within cloud client source
region using VM manager module of cloud controller
if DataCenter available and DataCenterRejectionFlag = 0 then
ChosenServer, ChosenServerFlag for VM = Solve best fit BinPacking
problem
else
Reset DataCenterRejectionFlag
Choose data center in adjacent region
ChosenServer, ChosenServerFlag for VM = Solve best fit BinPacking
problem
end if
end for
if All VMs can be provisioned (All flags are true) then
if CheckNetworkProvisioning(VMNR) using Link stats manager mod-
ule of SDN controller then
VM Provisioning (VMNR) using VM provisioning module of cloud
controller
Network Provisioning (VMNR) using network provisioning and energy
monitor modules for the SDN controller
Accepted VMNR requests++
NumCloudServiceRequests = NumCloudServiceRequests +
VMNR.size
end if
else
Reject VMNR
end if
NextVMNR
end for
NextWindow
end for
Calculate power consumed and infrastructure utilization
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Figure 4.2: Flowchart for Green-Cloud Resource Provisioning Process
a node. Moreover, if two requests overlap in time, an edge is drawn that connects their
corresponding nodes. The maximum independent set problem is then solved to determine
the window size dynamically by identifying the window edges of the maximum indepen-
dent set nodes [36]. The requests are then analyzed based on their expiration time. To
that end, requests that expire after the window size are removed. The remaining requests
are then prioritized and aggregated to form the VMNRs within each window.
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The algorithm then proceeds to solve the VMNR provisioning problem by simul-
taneously checking for a feasible solution to the VM provisioning sub-problem and the
virtual network provisioning sub-problem for each VMNR. A feasible solution to the VM
provisioning sub-problem is determined, as shown in Algorithm 2.
The SDN-enabled network is divided into different geographical regions. The al-
gorithm checks to see whether a data center is available within the same region as the
source node of the VMNR. If a data center does exist, the algorithm checks whether there
are any previously rejected requests at this data center. This is done in an attempt to
increase the acceptance ratio of the cloud service requests. If no previous rejections exist,
the algorithm searches the available servers within the data center and chooses the one
with the minimum remaining capacity (based on the information available at the VM
manager module in the cloud controller) to satisfy the VMNR’s requirement by using the
best-fit bin-packing algorithm. If no data center exists within the same region, or if there
is a previous rejection, the algorithm searches for servers within the data center in the
adjacent region. This facilitates the virtual network provisioning process as it determines
the destination node of the VMNR. Note that the VM provisioning process addresses two
objectives simultaneously. The first is that it tries to reduce the distance between the
client node and destination node of the VMNR by choosing a data center within the same
geographical region, reducing the delay experienced and the number of used OpenFlow
switches. Moreover, by hosting the VMNR on the server with the minimum remaining
capacity, the number of active servers is reduced, similarly decreasing the overall power
consumed.
To perform the network provisioning step, the process presented in [36][83] is en-
hanced by including power-awareness to the proposed algorithm. This is done by referring
to the information available from the network provisioning and energy monitor modules
in the SDN controller. This includes choosing a path with active switches to reduce the
power while abiding by the given QoS constraints. If no feasible solution for both sub-
problems is found, the VMNR is rejected. However, when a feasible solution is found,
the algorithm proceeds to provision the VMNR by allocating the physical resources in
accordance with the provisioning decision. Moreover, the algorithm de-provisions previ-
ously used resources from any departing VMNRs. Subsequently, the set of active VMNRs
as well as the set of available physical resources within the cloud infrastructure and the
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SDN-enabled network are updated via the VM manager module, the topology manager
module, and the link stats manager module found within the controller. The algorithm
turns the relevant servers and switches on and off based on the provisioning decision
during the update process, in order to reduce power consumption. This continues until
no more VMNRs are available in any of the windows.
The time complexity of Algorithm 2 is determined hereafter. The virtual ma-
chine provisioning process using the region-aware best-fit bin-packing technique requires
O(n log n.NP ) operations. Here, NP represents the maximum number of possible paths
between a cloud client and any given data center. By contrast, n represents the maxi-
mum number of requested virtual machines among the cloud service requests. Moreover,
network resources provisioning requires O(n.N) operations, with N representing the total
number of nodes within the SDN-enabled cloud infrastructure including the data centers.
Hence, the overall time complexity of the algorithm is O(n.N + n log n.NP ). This is a
polynomial running time and, as such, it is tractable and acceptable.
4.8 Performance Evaluation
This section describes the simulation settings and presents the obtained results. A cloud-
based simulator was developed using C++ to evaluate the performance of the proposed
algorithm. The simulator contains all the modules needed to perform the described
functionalities presented in Fig.4.1. To solve the OPE-CSRP optimization model, the
open-source GNU linear programming kit (GLPK) was used as part of the simulator
as it is capable of solving MILP problems. AMPL language was used to model the
problem and its data due to GLPK supporting the AMPL modeling language. The
performance of the proposed algorithm was compared to that of power-aware versions
of the Enhanced Network Cloud Provisioning (ENCP) and Greedy Multi-Commodity
Flow (G-MCF) algorithms (discussed in our previous work [83]). Different metrics were
used to evaluate the performance, including the cloud service requests acceptance ratio,
average power consumption, and average number of hops taken to serve cloud clients’
requests.
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Figure 4.3: NSFNET network of 14 nodes.
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Figure 4.4: Internet2 OS3E network topology.
4.8.1 Simulation environment
Two different infrastructure providers’ topologies with different scales are considered in
this work. The first is a small scale topology called the NSFNET. This topology consists
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of 14 SDN-enabled nodes (containing OpenFlow switches), 21 links, and 546 different
possible paths. The distance between the SDN switches is shown in Fig. 4.3. Each
link had a maximum capacity of 300 (Mbits/s). The second topology is a medium/large
scale topology called Internet2 open science, scholarship and services exchange (OS3E)
as shown in Fig. 4.4. This topology is composed of 34 SDN-enabled nodes and 42
physical links with 3570 different paths possible paths. Each link in this topology had
a maximum capacity of 600 (Mbits/s) These topologies are known to be a significant
component of the US network backbone, and were selected due to their popularity in the
research community.
The network’s infrastructure is divided into three geographical regions using K-
means clustering algorithm. This is based on the real life considerations of distributing
data centers in different regions to improve the quality of cloud services provided. This
was inspired by the two-region model adopted by Amazon Web Services Global Infras-
tructure for the location of their datacenters in the US (mainly in the east and west
of the US) [86]. Moreover, using the locations rich in data centers belonging to major
cloud infrastructure providers in the US as shown in [87], the location of the data center
within each region is chosen in this work. K-means algorithm in particular was chosen
due to its low implementation complexity and the fact that its objective function is to
minimize the average distance between the nodes. This in turn has an impact on the
delay performance of the network which is important in this work.
For the first topology, each data center had 44 servers. Thus, 132 servers were
available. Each server had uniformly distributed capacities in terms of CPU, memory,
and storage, in the range of [50, 100]. The cloud service provider offers 200 different
virtual machine profiles for their clients to choose from. Multiple VMs of the same
profile can be provisioned for different cloud users. For the second topology, there are
1,200 different servers divided equally between the data centers. Furthermore, there are
2,000 different VMs profiles for the clients to choose from.
A centralized controller containing the cloud controller module and SDN controller
module was assumed in this work. This was done in order to evaluate the performance of
the proposed model without the intervention of other factors resulting from the adoption
of distributed controllers paradigm.
The simulation settings used for this work match those considered in [36][37][109].
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The performance was evaluated for two different scales, namely 3,000 and 10,000 cloud
service requests arriving according to a Poisson process with different arrival rates varying
between 1 and 5, with a step size of 0.5. Each request had an average lifetime of 1000
time units according to an exponential distribution. Each VM requested had uniformly
distributed capacities in terms of CPU, memory, and storage, in the range of [0, 20],
with a maximum allowed tardiness of 0.5 time units. The requested bandwidth was also
distributed uniformly, in the range of [0, 50].
For the purpose of this work, and for consistency with the above-mentioned ref-
erences, the source nodes were normally distributed in the range of [0, 13], and the
destination nodes representing the virtual machine numbers were uniformly distributed
in the interval [1, 200].
Initially, all the devices in the underlying infrastructure were switched off. As in
[79], the power consumption of the data centers’ servers matched the Dell Power Edge
server profile. The servers consumed 365 W at full load and 112 W when idle. For
full CPU utilization, the servers’ power consumption was set to 365 W. The considered
OpenFlow switches each had 48 ports available. The power consumption of the switching
devices when idle was 120 W and the power consumed by each port was set to 0.5 W/port
[82].
The delay threshold of each cloud service request was assumed to be uniformly
distributed between 7.5 and 75 ms [79]. This was based on the typical delay thresholds
of real-life applications. On the other hand, the propagation delay along each link was
calculated as follows [79]:
τu,v =
du,v
2
3C
(4.29)
where du,v is the distance along the link between SDN-switches u and v, and C is the
speed of light in a vacuum.
4.8.2 Results and analysis
In this section, we compare and evaluate the performance of the approaches proposed in
[37][83]—namely, the ViNEYard, ENCP, and G-MCF approaches—against our proposed
OPE-CSRP model and heuristic EG-CSRP algorithm. This comparison was made using
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different real-world performance metrics, such as the acceptance ratio of cloud service re-
quests (which represents the admission rate), average power consumption, average delay,
resource utilization, and average hop count needed to serve the requests.
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Figure 4.5: Cloud service requests acceptance ratio (NSFNET with 3000 Requests).
Fig. 4.5 shows the acceptance ratio of 3,000 cloud service requests submitted
to the cloud service provider. The figure shows that the OPE-CSRP and EG-CSRP
algorithms had the highest acceptance ratio. When the infrastructure was lightly loaded,
the EG-CSRP had a slightly higher acceptance ratio than that of the OPE-CSRP. This
is because the performance of the OPE-CSRP model is affected by its power efficiency
minimization objective. However, as the system became heavily loaded, the OPE-CSRP
performed better than the EG-CSRP. The proposed EG-CSRP is thus able to strike
a better balance between the acceptance ratio and power consumption objectives. In
addition, it can be seen that the proposed OPE-CSRP model and EG-CSRP algorithm
achieved a higher acceptance ratio by almost 45% and 40%, respectively, when compared
to ViNEYard and G-MCF. This further confirms that the proposed algorithms achieved
their objective of maximizing the acceptance ratio of incoming service requests.
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Figure 4.6: Cloud service requests acceptance ratio (NSFNET with 10000 Requests).
Furthermore, the scale of the incoming cloud service requests was enlarged to 10,000
requests to study the scalability and stability of the model given the NSFNET topology.
It is observed in Fig. 4.6 that the same trends are evident in terms of acceptance ratio.
Moreover, the scalability of the system in terms of the underlying topology is studied by
considering the Internet2 OS3E topology with 10,000 cloud service requests.
Again, it is shown in Fig. 4.7 that the same trend is maintained with the OPE-
CSRP algorithm having the best performance and the proposed EG-CSRP heuristic
outperforming the remaining algorithms. This emphasizes the scalability and stability
of the considered model and further highlights the merits of the proposed OPE-CSRP
model and EG-CSRP algorithm.
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Figure 4.7: Cloud service requests acceptance ratio(OS3 with 10000 Requests).
Fig. 4.8 presents the average power consumption of the different algorithms at dif-
ferent arrival rates. Several observations can be made. First, as the arrival rate increased,
the average power consumed by the system increased. This was expected, because net-
works become more congested as more requests arrive. Hence, more power is consumed
when handling these requests. Second, our OPE-CSRP model had the lowest average
power consumption, insofar as it was the optimal solution for the considered problem.
Furthermore, the proposed EG-CSRP algorithm also had low average power consump-
tion, outperforming the other considered works from the literature. This is because the
EG-CSRP is able to turn off servers and switches that are unneeded at a given time. By
contrast, the other algorithms, such as the ENCP and G-MCF algorithms, keep the phys-
ical infrastructure running after they are turned on from incoming requests. Moreover,
it can be seen that both the OPE-CSRP and EG-CSRP algorithms are power efficient.
Indeed, their rate of increase was much lower than that of other algorithms, especially
when the infrastructure was heavily loaded. This further emphasizes the efficiency of
the proposed algorithms. The proposed OPE-CSRP and EG-CSRP algorithms achieved
around 71% and 50% power savings, respectively, when compared to the other algo-
rithms. These results demonstrate the effectiveness of the proposed algorithms for cloud
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service providers.
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Figure 4.8: Average power consumption.
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Figure 4.9: Average delay per service request (ms).
Fig. 4.9 presents the average delay per service request of the different approaches.
Similar to the observations from Fig. 4.8, it can be seen that the OPE-CSRP performed
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best in terms of the average delay per service request. Further, the proposed EG-CSRP
achieved close to optimal performance; it required only around 1 ms more on average
than the OPE-CSRP. It is worth mentioning that the decrease in average delay for the
G-MCF and ViNEYard algorithms as the arrival rate increases is due to the decreasing
acceptance rate. This is because as the arrival rate increases, a smaller number of requests
with lower delay values are accepted. Finally, our proposed EG-CSRP outperformed both
G-MCF and ViNEYard, with performance comparable to that of ENCP. These results
conclusively show the efficiency of the proposed heuristic from the client’s perspective,
insofar as both delay and SLA requirements are satisfied.
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Figure 4.10: Average hop count per service request.
Fig. 4.10 shows the average hop count experienced by each service request at
different arrival rates. The proposed OPE-CSRP and EG-CSRP achieved the best per-
formance in terms of the average hop count. This was expected, because both algorithms
aim to reduce link utilization within the system. Moreover, it can be seen that the
proposed algorithms maintained a stable performance: the average hop count did not
increase as the infrastructure became more loaded. Furthermore, having a lower av-
erage hop count indirectly affects other metrics, insofar as using fewer resources and
links means less power is consumed, less delay is experienced, and more requests can be
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accepted. Indeed, having a lower average hop count results in lower operational costs
incurred by service providers. This shows that the proposed algorithm better utilizes
bandwidth resources, meaning that more requests can be served. This further highlights
the high acceptance ratio results obtained in Fig. 4.5, again confirming the efficiency of
the proposed algorithms.
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Figure 4.11: Link resource utilization.
Fig. 4.11 shows the average link utilization of the system. Several observations can
be made. First, OPE-CSRP had the best average link utilization. This was expected,
because the objective function aims to minimize link utilization. This further emphasizes
the advantages of an optimal solution with a lower average hop count. Consequently,
the proposed OPE-CSRP used fewer links, despite its high acceptance ratio. Second,
EG-CSRP achieved a better average link utilization performance compared to the other
algorithms. In particular, the proposed algorithm had relatively low link utilization,
while maintaining a high acceptance ratio, compared to that of ENCP (as shown in Fig.
4.5), along with a low hop count (as shown in Fig. 4.10). This highlights the efficiency
of the proposed heuristic algorithm. This also supports the delay results observed in Fig.
4.9 since the average hop count seems to remain stable. This results in a stable average
delay performance for the OPE-CSRP and EG-CSRP algorithms. Finally, the ViNEYard
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and G-MCF algorithms showed the highest and consequently the worst average link
utilization. This can be attributed to the fact that both allow for flows to be split.
Furthermore, these algorithms tend to have a higher average hop count, as seen in Fig.
4.10. This results in more links used and, in turn, higher average link utilization. Based
on this, it can be concluded that there is a correlation between the average hop count and
the average link utilization, with lower hop counts often resulting in lower link utilization.
As an additional metric to evaluate the efficiency of the algorithm, the average
revenue per unit time was determined using the following equations:
lim
T→∞
∑N
j=1Revenue(V NRj)
T
Revenue(V NRj) =
∑
d∈V NRj
Td
(
bd +
3∑
i=1
rid
)
This equation determines the revenue based on the used resources by the provisioned
requests. The resources consist of the bandwidth and the computational resources used
by each provisioned request with unity price assumed for each resource unit used.
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Figure 4.12: Average revenue per unit time.
Fig. 4.12 shows the average revenue per unit time. The figure shows that the
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proposed OPE-CSRP algorithm resulted in the most revenue, compared to the other al-
gorithms. Moreover, the EG-CSRP algorithm outperformed the other algorithms. These
results demonstrate the proficiency of the proposed algorithms in terms of helping cloud
service providers to achieve high average revenue by increasing the number of provisioned
request, while simultaneously reducing their operational expenditure by consuming less
power.
4.9 Conclusion & Future Work
In this work, we proposed a delay-aware power-efficient model for cloud service request
provisioning in virtualized distributed SDN-enabled cloud environments. A system ar-
chitecture that incorporates power-monitoring modules was presented. The architecture
includes other modules that govern the operations of the considered environment. More-
over, a comprehensive power consumption model was developed. This model considers
the power consumed by the virtualized distributed cloud infrastructure and SDN-enabled
switches and controller. The problem was formulated and modeled as an MILP problem
that was solved for benchmarking purposes. We then proposed a novel low-complexity
heuristic algorithm, called EG-CSRP. The performance of the proposed model and algo-
rithm was compared with other algorithms from the literature using real-world metrics.
The simulation results showed that the proposed model and algorithm achieved better
performance in terms of the average power consumed and the number of accepted cloud
service requests, while having fewer hops on average. This resulted in better utiliza-
tion of the bandwidth resources within the system. This, in turn, increased the cloud
service providers’ revenue and reduced the operational expenditure costs. Our simula-
tions thus demonstrated the efficiency of the proposed model and algorithm, along with
their desirability, especially given the increasing practical demand for such systems and
services.
This work builds on the current trends of adopting energy-efficient models for
software-based networks including the use of SDN technology. This is particularly im-
portant given the increased deployment of cloud-based services handling the growing
application requests.
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Future work will aim to study the use of multiple distributed SDN-controllers to
determine their impact on the performance of the system. To that end, the number
and location of these controllers need to be determined, and the performance of the
system must be evaluated. This is due to the impact that the number and location of
controllers can have on performance metrics such as system reliability, resilience, QoS,
and availability. Moreover, network function virtualization can be further investigated
as an extension to this work.
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Chapter 5
Betweenness Centrality-Based Hierarchal
Clustering for Controller Placements in
Distributed Software-Defined Networking
5.1 Introduction
A computer network consists of a large number of devices including switches, routers, and
other components to transfer information and control the flow of packets. The network
devices need to be configured and managed to support the networking environment. The
devices need to be configured in a way such that they enable the policies appropriate
for the number of applications, events, and service level agreements to be implemented
[110]. In large networks, the management of these numerous devices is a challenging
task. The increased deployment of data centers and cloud computing-based environ-
ments has resulted in the creation of vast networks that need to be managed efficiently.
Software-defined networks (SDNs) were introduced in 2009 to leverage the challenges of
traditional network management techniques such as rigidity and non-scalability [111].
The basic SDN architecture has three layers: the application, control, and infrastructure
layers, as illustrated in 5.1. The application layer contains the network applications to
manage the SDN. The programmable applications provide flexibility and facilitate the
implementation of new services along with policy enforcement as specified in the service
level agreements (SLAs) [19].
The main intelligence of SDN is provided via the control plane, which manages
the application as well as infrastructure layers. The controllers in the control layer
communicate with the application layer by using the northbound interface. This interface
comprises open source application programming interfaces (APIs) that allow seamless
communication between the two layers. The infrastructure layer consists of networking
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Figure 5.1: Software-defined networking framework.
devices such as routers and switches, all of which are controlled by the control layer. The
control plane uses southbound APIs to communicate rules and policies to the devices in
the infrastructure layer [112]. The most popular implemented southbound API for SDN
networks is the OpenFlow protocol [113].
An SDN differs from conventional network operating systems in that it separates
the control plane from the data plane. This simplifies network management and al-
lows the administrators the flexibility to write their own script to control the network
devices [19][114]. The fact that programmable software can be used to configure the
network means it is flexible as well as scalable [112]. The benefits of SDN have prompted
researchers to consider it the networking technology of the future [115]. Protocols for
transferring control information between the control layer and the southbound and north-
bound interfaces have been developed. In this regard, the OpenFlow protocol proposed
by McKeown et al. in 2008 is the most popular protocol for this purpose [116]. The
introduction of the OpenFlow protocol has opened the gates to the development of other
112
protocols in an effort to provide a unified standard for managing the SDN environment.
Implementation of an SDN environment can be accomplished in two possible topolo-
gies: using a centralized controller or distributed controllers. In the centralized topology,
a single controller has a complete overview of the network status and manages the dy-
namics of the network. On the other hand, the distributed controller topology divides the
network into subregions of SDN-enabled switches, each of which is controlled and man-
aged by one controller. Each of these two topologies has its merits, and each presents a
different set of challenges.
Despite the advantages provided by the SDN environment, having a single central-
ized controller has several challenges and limitations. This includes reliability, scalability,
fault tolerance, and interoperability problems. This resulted in the proposal of the use of
multiple distributed controllers to alleviate some of these limitations. However, the use
of multiple controllers raises a different set of challenges, one of which is the number and
location of the controllers required for optimal operation. This study investigates and
analyzes the effort made in this direction.
The remainder of this paper is organized as follows: Section 5.2 briefly describes
the centralized and distributed control planes in SDN. Section 5.3 describes the problems
related to controller placement in SDN and the metrics used for deciding the locations
of controllers in a distributed environment. Section 5.4 provides a comprehensive re-
view and analysis of various recent studies focusing on controller placement in SDN and
categorizes the proposed solutions based on the considered performance metrics. More-
over, the algorithms presented in these works are analyzed in terms of their strengths
and weaknesses. In addition, Section 5.5 presents the challenges facing the deployment of
multiple controllers and proposes potential methodologies to tackle this problem. Section
5.6 describes the proposed framework which combines the concepts of hierarchical clus-
tering and betweenness centrality. Also, it adopts a reactive resiliency approach to handle
controller failures. Section 5.7 evaluates the performance of the proposed framework with
respect to other works in the literature in terms of worst case switch-to-controller latency,
domain imbalance, and benefit to cost ratio for both the failure for failure and failure
free cases. Finally, Section 5.8 concludes the paper.
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5.2 SDN Control Plane
5.2.1 Centralized control plane
The control plane consists of a centralized controller that has an overall view of the
network and provides rules for managing the network devices. Thus, the SDN control
network is responsible for distributing the network control traffic between devices located
in the control plane and data plane. This centralized approach to management and
software control can introduce new innovations in network management and control [117].
However, a single controller can only control a limited number of devices, despite the
relatively large number of devices that could possibly have to be controlled. For example,
the management of as many as 10,000 machines using a single controller in an enterprise
network was demonstrated by [118]. In addition, it was shown that an efficient controller
can support up to 13 million flows per second. Yet, despite the fact that the capacity of
a centralized controller can be enhanced by using multiple parallel machines [119], which
might be adequate for small- and medium-sized networks, this may not be sufficient in all
types of network topologies such as large-scale wide-area networks that contain millions
of devices and generate hundreds of millions of flows per second.
As the size of a network increases, a single controller no longer provides the required
reliability and scalability, as any link failure between the controller and network could
jeopardize the entire system [120]. Another shortcoming of the centralized approach is
the possibility of not meeting carrier-grade QoS requirements such as end-to-end latency.
This is because if the controller is located far away from the devices it controls, the
resulting latency might violate the QoS requirement threshold. A reliable system requires
the SDN to have reliable connectivity and low latency because, if the controller was to
fail, the provided services would cease to be delivered. These challenges prompt the use
of distributed controllers in order to efficiently manage large-scale networks [121].
5.2.2 Distributed control plane
The distributed control approach involves the use of multiple controllers located at dif-
ferent physical locations and they share the network load. This type of system requires
the use of distributed system technologies to provide efficient services [122]. The use of
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multiple distributed controllers allows for the possibility of load failover from one con-
troller to another in the case of controller failure. This enhances network reliability and
resiliency. Moreover, such an approach allows for improved load balancing, which fur-
ther supports the resiliency of the system. Furthermore, the use of multiple controllers
ensures the scalability of the system as a larger number of controllers can accommodate
a larger number of flows and devices. Additionally, this approach can improve the sys-
tem performance in terms of QoS metrics such as the latency because the deployment of
additional controllers geographically closer to the network devices minimizes the latency
of the requested flow.
The multiple control plane is implemented using two methodologies: a logically
centralized controller or completely distributed controllers [122][123]. In a logically cen-
tralized controller, each controller synchronizes its own information with that of the
physically distributed controllers so that at any given point in time each controller has
a global view of the entire network. The idea of an logically centralized controller was
demonstrated in ONOS [124], Onix [125], and HyperFlow [126]. Communication with
the local controller reduces the lookup overhead and the logical centralization allows ap-
plications to take a central view of the network. However, this requires reliable physical
links between the distributed control planes and has the disadvantage that controller
intercommunication may lead to network overload. The trade-off between staleness and
consistency was pointed out by Levin et al. [127] when the distribution of state over the
entire control plane may lead an application to believe that it has an accurate view of
the network and act accordingly, which may not be appropriate. The use of a replicated
controller where each switch is connected to two controllers of which one acts as standby
has also been suggested [128]. However, this increases the overhead and bandwidth re-
quirement substantially. Another study by Nencioni et al. shows the use of triple or
quadruple controllers does not enhance availability but increases the cost substantially
[129]. To avoid a single point of failure and reduce the computational complexity, Bhole
and Puri [130] suggested the use of multiple controllers arranged in a hierarchical struc-
ture such that controllers in lower layers are controlled by those in higher layers. This
would reduce the complexity as well as balance the workload among the controllers.
Another methodology is to use a distributed control plane where each control plane
controls the network devices in its own area. This methodology is being pursued aggres-
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sively by many researchers [63][131][132][133]. The separation and distribution of the
control plane in SDN causes many reliability and other design problems as any discon-
nection between the control plane and the infrastructure or forwarding plane can degrade
network performance severely. In addition, appropriate placement of multiple controllers
is necessary to ensure optimal performance. This study considers this particular aspect
of SDN design and provides a comprehensive overview of solutions proposed for deciding
the number of controllers required and their placement.
5.3 System Model and Problem Definition
An SDN environment requires SDN-capable switches to communicate with their corre-
sponding controllers. This is achieved via Transport Layer Security (TLS) or Transmis-
sion Control Protocol (TCP). A WAN needs multiple controllers, each of which represents
one domain of the network and is responsible for controlling a subset of the switches. In
such a scenario, it is crucial for controllers to communicate among themselves to maintain
a global awareness of the network state. Existing links between the switches are used for
inter-controller communications.
The environment under consideration can be represented as an undirected graph
G(V,E), where V represents the SDN-capable switches and E represents the links that
connect the underlying network switches. This provides a practical representation of the
environment as it only considers physical nodes and links.
This research aims to solve the problem of controller placement in a multi-domain
SDN environment in which multiple controllers are needed. The objective is to minimize
the number of deployed controllers and determine their locations while achieving the
following aims:
• Ensure that carrier-grade performance metrics are met, including the goals of first,
minimizing inter-controller latency, and second, minimizing the switch-to-controller
latency
• Balance the load among different domains (balancing SDN domains)
• Improve reliability
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• Improve resilience
• Improve scalability
These considerations are essential for the successful deployment of SDN in WAN envi-
ronments. We describe each one in more detail below.
1- Carrier-grade performance metrics: End-to-end delay is one of the significant
carrier-grade metrics used to evaluate the performance of a multi-domain SDN envi-
ronment. Two latencies are of particular interest: the inter-controller latency and the
switch-to-controller latency. These latencies are dependent on the links used for each type
of communication. They represent the dominant factor in the overall network latency
calculation because they are much larger than other latencies (such as the processing
latency, queuing latency, and transmission latency). Therefore, we focus only on mini-
mizing these two latencies. In turn, this will ensure that the QoS requirements of the
system are met.
2- Balanced SDN domains: The geographical nature of WANs, which contain dis-
persed switches, implies that the network is divided into multiple domains or regions,
each of which is controlled by a single controller. Ensuring that the different domains are
balanced is important for the overall performance of the environment because overloaded
controllers will not be able to process tasks efficiently given their limited capacities.
Hence, it is essential to ensure that these capacities are respected and taken into account
when determining the number of controllers and their locations.
3- System reliability: System reliability is another important aspect that needs to
be considered in an environment with multiple SDN domains. The aim is to reduce the
probability of node and link failure. To that end, balanced domain placement increases
system reliability as it distributes the load among the controllers in such a manner that
their capacities are respected.
4- System resilience: Because nodes and links are prone to failure, the resilience of
the system is another important factor for evaluating the performance of multi-domain
SDN environments in WANs. The ability of a system to overcome and recover from such
failures is representative of its resilience. Various techniques can be used to improve the
resilience of a system, such as employing backup controllers (which may be active or
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inactive) or distributing the load of a failed controller among the remaining functioning
controllers.
5- System scalability: With the increasing traffic flows generated in WANs, the
scalability of the system becomes a crucial consideration. Moreover, given the limited
capacity of controllers, it is essential to be able to instantiate multiple controllers capable
of accommodating and sharing the network load. This can help determine the number
of controllers needed for appropriate management of the network environment.
It will be noted that some considerations favor a higher number of controllers
(system reliability, resilience, and scalability), whereas others prefer a smaller number
of controllers (inter-controller latency). Therefore, it is important to find a placement
solution that offers the best compromise among these factors. The aim of this work is to
find such a placement solution.
5.4 Controller Placement in SDN: A Survey
Designing the distributed control architecture of an SDN controller presents the problem
of finding the optimal number of controllers and their placement in the network as this
can directly impact the cost as well as the performance of the network [134]. The problem
is aggravated in WANs where long propagation delays between the controller and switch
would limit the capacity to respond to network events and would also affect the reliability.
The impact of the placement of controllers was first characterized and studied in detail
by Heller et al. [134] using controller placement in the Internet2 OS3E topology. They
observed that proper controller deployment strongly depends on the network topology.
A survey by Michel and Keller [135] indicated that the use of multiple controllers in a
WAN provides fault tolerance and improved control plane latency.
5.4.1 Metrics used for controller placement
In a previous study, controller placement was considered as a “complexity optimization
problem” [121] with placement design considering the following points during design:
• Latency: The controller communicates with devices under its control over the net-
work and provides them with rules to manage the traffic flow they are responsible
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for processing. The latency between the controller and network devices should be
within limits to monitor and control the devices in time. Latency beyond a specified
threshold may render the network unstable [132].
• Server Capacity: The server running the controller software needs sufficient re-
sources including processing capacity, memory, and bandwidth to service all the
network devices it manages. Controller overload could reduce SDN performance
[63].
• Number of controllers: In a large complex network, the number of switches to be
managed may be very large and these switches are likely to be located at physically
diverse locations. This requires a number of controllers located at different loca-
tions. Determination of the number of controllers required is a challenging task for
the administrators and would need to take into account various factors including
the cost [121].
• Fault Tolerance: Each switch in an SDN acts as a dummy switch and is controlled by
its associated controller. The switches process packet routing and delivery based on
instructions received from the controller. In case communication with the controller
is disrupted the switch would no longer know how to process the packets, which
it may drop [131]. Thus, communication between the controller and the switches
needs to be fault tolerant to increase reliability.
• Inter-controller communication: In a multi-controller scenario each switch is con-
trolled by a fixed controller. In case a controller intends sending a message to a
switch not controlled by it, it would need to communicate this to the controller
that controls the switch. This may affect end-to-end performance of the network
due to the switches at each end being controlled by different controllers [136]. The
design needs to be such that this is prevented from happening. Thus, network
communication between the controllers needs to be globally consistent.
To the best of our knowledge, previous studies have not considered the above
concerns in controller placement design. These metrics are interdependent and finding
a unique solution optimizing all metrics is considered a non-deterministic polynomial
(NP)-hard problem [115]. Most of the studies propose a solution on the basis of a few
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strategies. The key design parameters used for placement are propagation latency [134],
reliability/resilience [115], load capacity [63], and controller costs [132].
5.4.2 QoS-Based Categorization
Figure 5.2: QoS-based categorization
On the basis of reports in the literature, we have categorized the solutions according
to the QoS parameters used for finding the optimal solution and then reviewed these
solutions. Along with each category, a table is provided to briefly summarize the work
carried out by various researchers. Earlier work considered latency as the main QoS
parameter. Lately, the tendency is to use reliability and resilience as the main parameters.
Many researchers combined latency with other factors such as resilience, scalability, cost,
and load to propose new solutions.
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5.4.3 Single objective solutions
5.4.3.1 Latency minimization solutions
The importance of the appropriate placement of controllers was first highlighted by Heller
et al. [134] in 2012. They used the latency between the controller and switches as a metric
to solve the problem by using the minimum K-center (worst-case latency) and minimum
K-median (average-case latency) algorithms in a WAN environment. They applied the
algorithm to more than 100 public WAN topologies in an Internet2 OS3E deployment and
observed that controller placement is strongly influenced by the topology of the network.
The study aimed to highlight the various problems associated with controller placement
rather than finding a solution. The K-means algorithm used by Heller et al. [134] was
subsequently optimized by Wang et al. [137] to partition the SDN such that controller
placement in each partition of the network minimized the latency of network devices
under its control. The optimized K-means algorithm randomly selects the initial center
and then finds the optimized centroid by using the K-means algorithm iteratively. The
authors showed that this method reduces the latency by at least 60% compared to the
standard K-means algorithm. The authors argued that their strategy for subdividing the
network allowed other metrics to be optimized for each subnetwork rather than optimizing
the entire network. However, the solution proposed was limited to optimizing the latency
and other parameters were ignored. Another unique solution that used the latency as
metric but utilized a wireless link between the controller and the network devices was
proposed [138]. The authors used chance-constrained stochastic programming (CCSP) to
determine optimal placement of the controller in uncertain scenarios and used the average
response time as constraint. This method enables the required number of controllers to
be reduced compared to the method proposed by Cheng et al. [139], which guarantees
QoS for placement using a wired system. However, the authors used a fixed topology
and only a single algorithm to arrive at results.
Other researchers considered the latency between controllers as the main criterion
to find a solution in addition to the latency between controllers and network devices
[140][141]. Controller-to-controller delay along with controller-to-switch delay were used
as metrics by Zhang et al. [141] to determine controller placement using the single
data-ownership (SDO) model and multiple data-ownership (MDO) model to find the
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Table 5.1: Latency-aware controller placement problem
Algorithm Algorithm Test Bed, Ref papers/ Year Strength Weakness
Minimum k-center & and minimum k-median
deployments in Internet2 OS3E [134]
2012
First paper to highlight importance of controller placement in SDN using WAN Provides a guideline without a concrete framework
Optimized K-means algorithm.
Internet2 OS3E [137]
2016
60% improvement in latency over normal K-means algorithm Limited performance evaluation
Constrained stochastic programming (CCSP)
Wireless communication betwee
n controller and switches. [138]
2017
Explored use of wireless comm. Static topology with limited performance validation
Greedy controlling pattern design
Internet2 OS3E topology [142]
2016
Uses control latency Limited performance evaluation
GREEDY-SA algorithm
Network generated using Gephi software [143]
2016
Shows the effect on latency and
computational time as the number of controllers increases.
Limited simulation environment and performance evaluation
A single data-ownership (SDO)
model to find the corresponding Pareto frontier in
large WAN JOLNet, SDN network
deployed by Telecom Italia Mobile. [141]
2016
Takes into account controller-to-switch
and controller-to-controller latency
Limited performance evaluation
corresponding Pareto frontier in JOLNet, an SDN network deployed by Telecom Italia
Mobile. They observed that the role of the owner is most important in the SDO model,
whereas the MDO model requires a trade-off between controller reactivity and conver-
gence time for the controller to obtain an overall view of the network [141]. The use
of control latency instead of transmission or propagation delay was put forward by Han
et al. [142] to find the minimum number of controllers. The latency in this case was
measured by using a Kalman filter rather than using ping, which may not provide accu-
rate results in all scenarios. The network was then partitioned using a MATLAB-based
framework, after which a greedy controlling pattern design algorithm was used to find
the minimum number of controllers required.
In distributed controller placement measurement of the inter-controller traffic is
necessary to provide coordination and synchronization. Thus, inter-controller delay is
also an important factor and needs to be within required levels to maintain network per-
formance. In addition to controller and network device latency, inter-controller commu-
nication latency was taken into account by Zhang et al. [141] in their work to determine
controller placement in an SDN WAN. The authors used the EVO-PLACE algorithm to
compute optimal controller placement. This approach allowed them to find the Pareto
optimal controller placement without much complexity. A greedy SA algorithm was pro-
posed by Sahoo et al.[143] as preliminary work for determining the number of controllers
required by using a simulated network. Table 5.1 summarizes the above-mentioned stud-
ies.
5.4.3.2 Solutions maximizing the reliability
The use of reliability as criterion aims to provide reliable communication between the
controller and network devices even when the main links fail. In addition, reliable com-
munication is also needed between the controllers. Any disruption in communication can
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cause service disruption. Therefore, reliability is one of the key factor in deciding the
number of controllers required along with their location. Reliability as the main con-
sideration for controller placement was first explored in 2012 [115]. The basic objective
was to place the controller such that even in the case of main path failure the controller
has a valid alternative path to the switches under its control. Three types of place-
ment schemes were evaluated: random, l-w-greedy, and brute-force controller placement.
Random placement involved selecting the location of the controller from locations that
provide a uniform probability of hoisting. The l-w-greedy algorithm performed controller
placement iteratively in a greedy fashion whereas the brute-force method examined all
options before selecting the lowest cost option. The experimental result showed that
the l-w-greedy algorithm provides results close to the optimum. Although the brute-
force approach provided the most optimal solution, it was computationally inefficient.
The authors published another paper that included their previous work but proposed a
new algorithm named simulated annealing (SA) that reduced the search and expedited
placement [144]. This algorithm provided a near optimal solution.
The fault-tolerant controller placement (FTCP) problem was addressed by Ros and
Ruiz [145] by developing a heuristic algorithm that reduces the number of controllers
required for a given reliability. The facilities were ranked heuristically depending on
the number of nodes the facility can accommodate. The algorithm, iteratively finds the
best placement and numbers required for a given topology. This algorithm was tested
on 124 publicly available network topologies. Similar to other results, this study also
concluded that controller placement depended on the topology of the network [145]. The
authors extended their work by improving the algorithm towards achieving five nines
reliability. The analysis included the topological properties for controller placement such
as the controller loads, levels of reliability, runtimes of the proposed algorithm, and the
associated parameters. The algorithm was again tested on 124 publicly available network
topologies and provided insight into proving fault tolerant SDN with the optimal number
of controllers [146].
5.4.3.3 Resilience maximization solutions
Failure tolerance and resilience are other important aspects of a network. Many re-
searchers [64][130] [145][147][148] have taken resilience as metric for determining con-
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Table 5.2: Reliability or Resilience-Aware Controller Placement Problem
Algorithm Algorithm Test Bed, Ref papers/ Year Strength Weakness
Random placement, l-w-greedy
and brute force controller placement algorithm
Real topologies in Internet2 OS3E network. [115]
2012
Finds near optimal solution Limited performance evaluation
Random placement, l-w-greedy and
brute force controller placement algorithm,
Simulated annealing
Real topologies in Internet2 OS3E network. [144]
2013
Finds near optimal solution Limited performance evaluation
Heuristic algorithm 124 publicly available network topologies. [145] Controllers required depend on topology of the network Limited performance evaluation
Heuristic algorithm 124 publicly available network topologies [146] 2015
Provides an insight into proving fault tolerant SDN.
Optimization using reliability, controller loads,
levels of reliability& runtimes of algorithm
Lack of concrete framework.
New resilience metric No details available [149] 2013
Uses interdependence network
analysis for resilience
Limited performance evaluation.
Disjoint Control Paths (RCP-DCP)
and Different Controller Replicas
Cost266 network. [147] 2016 Improve resilience with RCP-DCR Limited simulation setup.
troller placement. The use of interdependence network analysis for controller placement
and the design of a new resilience metric was suggested by [149]. The use of resilient rout-
ing was suggested by Vizarreta et al. [147] to provide reliable controller placement. Two
approaches were proposed. In the first approach, switches are connected to the controller
using two disjoint paths and in the second, in addition to disjoint paths, the switches are
connected to two controllers that are replicas of each other. Table 5.2 summarizes the
studies that are discussed in the previous two sections.
5.4.4 Bi-objective solutions
5.4.4.1 Latency minimization and reliability maximization
Latency combined with reliability as metrics has been used by many researchers to find
the optimal controller placement solution. The general approach has been to first de-
termine optimal placement by using the least delay between the controller and network
devices and then provide various mechanisms to provide reliability by connecting each
device to more than one controller or by providing alternative paths for communication.
Liu et al. [150] used the K-means algorithm to find the shortest path between the
controller and switches. This problem was then extended to real-life scenarios with mul-
tiple paths between the controller and switches. Optimization on the basis of reliability
was used to simplify computation of the NP-hard problem. The reliability factor, which
is intended to reduce the complexity, replaces the network reliability that is normally
used. This factor was defined such that “the greater the number of paths between two
nodes, the shorter the average path length is, and the smaller the average correlation,
the larger the difference between the path lengths, hence the higher the reliability of the
connection between these two nodes” [150]. This reliability factor was employed by using
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the modified-clustering-based greedy algorithm to obtain optimal controller placement.
Latency and reliability together were taken as metrics by Zhong et al. [151] to de-
termine controller placement. Instead of the reliability factor used in [150], the reliability
was measured using two metrics. The first metric used the average number of switches
that are disconnected in the case of the failure of a single link. The second metric used
the average number of switches that are disconnected when the control network is dis-
rupted in the case of the failure of a single link. After using the minimum delay and
reliability, a minimum cover-based approach was used to determine the final locations of
controllers. This approach provides placement that satisfies both the delay and reliability
requirements and minimizes the number of controllers.
5.4.4.2 Latency minimization and resilience maximization
The latency and different aspects of resilience such as network failure tolerance, controller
failure tolerance, and controller load balance were taken into account [64]. The Pareto-
based Optimal Controller placement (POCO) was proposed using a MATLAB-based
framework [64]. An analysis of the different resilience aspects showed that tradeoff is
required as it was not possible to determine the optimal values by considering all aspects
of resilience and load balancing. The requirement of using 20% of the nodes as controller
nodes was indicated to ensure uninterrupted connection between the controller and nodes
even in the case of node failure. The suggested framework allowed the optimal solution
to be determined based on the constraint requirements of a given network.
Efficient architecture for a distributed control plane that takes into account latency
and resilience was suggested [152]. The proposed architecture divides the network such
that all area controllers obtain a single network view with one of the controllers chosen
as designated controller to maintain and propagate the global view among the other con-
trollers. The study explored the use of two heuristics for optimized controller placement.
The PartMin heuristic minimizes the probability of partitioning the network when a node
fails and the FairMax heuristic distributes the switches between the available controllers
and minimizes the area of the network during node failure. The experimental results
showed that FairMax increases the resilience of the network [152].
The use of advance planning to increase the resiliency of the network was suggested
by Killi and Rao [153]. Their approach places controllers such that, even in the case of
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failures, the latency between controllers and nodes remains within the acceptable limits.
Normally the latency increases when the controller fails and nodes are connected to other
controllers. These researchers planned a backup controller for every switch. MATLAB
was used to generate a mixed integer linear program input file, which was sent to the
CPLEX optimizer. The performance of the proposed system was found to exceed that of
normal CPP solutions [153]. The model introduced in this paper was updated with two
new mathematical models [154]. In the first model, named the failure foresight capac-
itated controller placement problem (FFCCPP), a list of reference controllers for every
switch is maintained with the objective of minimizing the latency. The second model is
a variant of the first “that minimizes the sum of worst-case latencies from switches to
their reference controllers” [154]. The results show much improved latency in the case of
failures.
The importance of network resilience in case of disaster was formulated by Savas
et al. [148], who proposed a solution for disaster-aware design using virtual network
mapping techniques. The proposed solution ensures that controller-to-node communi-
cation and that between controllers is not compromised even in the event of failure of
the physical infrastructure. The results of the study are promising but need to take into
account the network dynamics. A practical heuristic that is not resource intensive would
have to be developed. Table 5.3 briefly summarizes the work presented in the last two
sections.
5.4.4.3 Latency and controller load minimization
Yao et al. considered the latency along with the controller load as metrics to formulate
a solution for the capacitated controller placement problem (CCPP) [63]. The approach
involves reducing the load on controllers as well as minimizing the maximum latency.
The strategy provides improved radius over the normal K-means approach and avoids
overloading the controllers. Latency along with dynamic load flow management was pro-
posed [156] by using the LiDy algorithm. As compared to the CCPP approach of Yao
et al. [63], this methodology provide improved latency and the number of controllers
required is half of that used by Yao et al. [63] for a similar traffic flow. In [157], the au-
thors used K-Median to find nodes that satisfy the required delay. Then, the K-Critical
algorithm was used for network partitioning to identify the controller locations at which
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Table 5.3: Bi-objective (Latency and Reliability or Resilience) Approaches to the
Controller Placement Problem
Algorithm Algorithm Test Bed, Ref pa-
pers/ Year
Strength Weakness
Model using CPLEX 12.5 ( IBM’s
Linear Programming Solver)
Not specified [132] 2015 Proactive planning for small-scale
SDN
Limited performance
evaluation
Integer Programming model-
based algorithm
86 topologies from Internet
Topology Zoo [63] 2014
Provides smaller radius and load
balancing as compared to normal
K-center approaches
Limited performance
evaluation
Heuristic algorithm named
MOCPTLBO
Internet2 OS3E topology [140]
2016
Provides solution for optimizing
multiple metrics
Limited performance
validation
Virtual Network Mapping tech-
niques
14-node NSF physical network
[148] 2015
Provide disaster aware SDN Complex and static
solutions.
Modified clustering-based and
greedy-based algorithms
Internet2 OS3E and the Internet
Topology Zoo. [150] 2016
Uses Reliability weighting factor
instead to average reliability to
reduce complexity
Limited performance
evaluation
Min-Cover Based Controller
Placement Approach
German Backbone Network
Topology from SNDlib [151] 2016
Optimizes placement keeping re-
liability & latency requirement
Limited simulation
setup and perfor-
mance evaluation
MATLAB based Pareto-based
Optimal Controller placement
framework
Internet Topology Zoo [62] 2015 Provides benefits of using heuris-
tic approach and allows various
trade off analysis
Lack of recommended
solution
Mixed integer linear program
(MILP)
AARNET, AT&T, BTNA
GEANT, IRIS, and SURFNET
[153] 2016
Minimizes the worst-case latency
in case of failures
Limited performance
evaluation
Mathematical model for capaci-
tated controller placement that
plans ahead for failures
AARNET, AT&T, BTNA
GEANT, IRIS, and SURFNE
[154] 2016
Minimizes worst-case latency in
case of failures. Improvement
compared to earlier solution
Limited performance
evaluation
Two heuristics, PartMin and
FairMax for controller placement.
Three real network topologies
RNP Brazil, GEANT Europe,
and AT&T MPLS [152] 2016
Latency and resilience main cri-
teria. Maintenance of global view
for controller
Limited improvement
in performance
Framework based on Pareto-
based Optimal Controller place-
ment (POCO)
Internet2 OS3E topology and fur-
ther evaluated on more than 140
topologies of the Topology Zoo
[64] 2013
Takes into account latency and
resilience in terms of fault toler-
ance and load balancing between
controllers
Leaves other parame-
ters such as overhead
untouched
Network partitioning Not given [155] 2016 Taken into account latency and
survivability
Lack of performance
evolution
the load is balanced among the selected controllers to overcome failures. However, the
approach does not consider network reliability and the required delay at the same time.
The iterative approach used to subdivide the network also strongly depends on the initial
partition. The complexity of the LiDy algorithm used by Huque et al. [156] was reduced
by upgrading the algorithm to LiDy+ [158]. LiDy+ divides the network regions into
smaller subregions and then applies the algorithm to these smaller regions to reduce the
complexity. This improves the efficiency of the algorithm on larger networks.
Another methodology of partitioning a WAN was to use a network spectral cluster-
ing placement algorithm with low latency and load balancing to provide high reliability
[159]. The authors showed that the use of spectral clustering placement improved the
performance over average-latency placement as a result of partitioning. The authors
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proposed another K self-adaptive approach based on matrix perturbation theory as well
as an approach for automatically estimating the optimal number of controllers using an
eigenvector structure [160]. These approaches provide good insight into the partitioning
of SDN for controller placement and for determining the number of controllers required.
Another network partitioning approach using a multi-objective genetic algorithm followed
by the use of a minimum delay algorithm to identify optimal controller location was sug-
gested [161]. This approach enables the location with the minimum sum of distances to
other nodes in each domain to be identified. However, when changes are implemented in
the network, the process needs to be repeated. The problem of providing low latency and
good survivability in a partitioned SDN was put forward by Aoki and Shinomiya [155]
but the solution has been left for future work. A theoretical approach to dynamic CPP
using a non-zero sum game was suggested [162]. The algorithm they used was simple
and efficient but was not tested on a real network. Using cost as the main criterion while
taking into account the maximum allowable latency was the approach followed by Qi and
Li [163], who showed that their algorithm can provide load balance among the controllers
while keeping the cost and latency within the specified limits. Table 5.4 summarizes the
work discussed in this section.
5.4.5 Multi-objective solutions
The following studies considered multiple QoS parameters simultaneously within their
proposed systems. In particular, latency, reliability, resilience, and load balancing/distribution
were the considered parameters.
An approach using latency, reliability, and load distribution to provide a solution
was followed by Shinomiya et al. [164] using hierarchical clustering. They treated each
node as a cluster to start with and merged the clusters by using a proximity criterion to
reduce the latency. The performance was then compared with that of the K-means algo-
rithm. They found that the hierarchical-clustering-based algorithm provided improved
results when tested in all topologies included in the zoo-topology database.
The CPP was treated as a multi-objective combinatorial optimization problem
(MOCO) by Ahmadi et al. [140] and Jalili et al. [165]. A new algorithm named
MOCPTLBO was proposed to optimize the latency and reduce the number of network
failures [140]. The metrics considered were the latency between the controller and node,
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Table 5.4: Bi-objective (Latency and Controller Load) Approaches to the Controller
Placement Problem
Algorithm Algorithm Test
Bed, Ref papers/
Year
Strength Weakness
K-Median and K-
Critical
NSFNet topology
[157] 2014
Partition the network with the
aim to overcome failures and bal-
ance the load among the selected
controllers.
Limited simulation
setup.
LiDy algorithm Not Given [156] 2015 Latency and dynamic load bal-
ancing
Complex and Other
metrics ignored
LiDy+ algorithm Dense network. De-
tails [158] 2017
Latency and dynamic load bal-
ancing with lower complexity
Limited performance
evaluation
Spectral Clustering
placement algorithm
to partition a large
network into several
small SDN domains.
Internet2 topology
and other available
WAN topologies [159]
2014
Optimizes latency and through-
put. Throughput was intro-
duced as an additional perfor-
mance metric.
Static simulation
setup and limited per-
formance evaluation
Spectral clustering
based partition and
placement algorithms
Internet2 topology
and other available
WAN topologies.
[160] 2016
Optimizes latency and balances
controller loads. Automatically
estimates the optimal number of
controllers
Static simulation
setup and limited per-
formance evaluation
Multi-objective ge-
netic algorithm and
minimum delay algo-
rithm
Internet2 OS3E and
Internet Topology Zoo
[161] 2016
Provides optimal location with
min latency.
Static simulation
setup and limited per-
formance evaluation
Non-Zero-Sum Game
based distributed
technique
In laboratory using
MATLAB [162] 2016
Dynamic controller placement
and Simple algorithm
Limited simulation
environment in terms
of the topology.
Integer linear program
(ILP) and uses an ef-
fective approximation
algorithm
Internet2 OS3E
SINET4 [163] 2016
Cost with acceptable latency Limited performance
evaluation
inter-controller latency, and load balancing. The results showed that the proposed algo-
rithm provides a faster solution as compared to Pareto Simulated Annealing (PSA) (see
below).
On the other hand, the effectiveness of a non-dominated sorting genetic algorithm,
named NSGA-II was demonstrated [165]. Lange et al. presented the advantages of
using a heuristic approach to solve the problem of reducing the latency, both among
controllers and between nodes and controllers, for load balancing in controllers, and to
improve the resilience against node and link failure [62]. They used the POCO framework,
based on MATLAB, for Pareto-based Optimal Controller placement. This allows an
analysis of the tradeoff between the time required to provide a solution and accuracy
and enables designers to obtain an inside view of the network. The trade-off required
to optimize controller placement by using latency, resilience, and load balancing metrics
was examined [62]. They used the Pareto-based Optimal Controller framework along
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with PSA for heuristics on real-world topology to analyze the tradeoff between accuracy
and time.
Resilience before and after failure was investigated by Fu et al. [166], who used
a failover mechanism and load balancing together with the Multi-Controller Placement
Scheme (MCPS). Their results showed good controller performance after failures. The
authors implemented the MCPS in a integer linear programming model. The work con-
centrates on load balancing after failures and ignores latency. The Adaptive Bacterial
Foraging Optimization (ABFO) algorithm was used by Zhang et al. [167] to reduce the
computational complexity while optimizing the controller location for latency, reliability,
and load balancing. The reliability metrics used a percentage of the valid control paths.
The work provides insight into the tradeoff required to find the optimal solution with
the aim of considering the dynamic changes in the network at a later stage. Tanha et
al. had the objective of minimizing the cost by using the optimal number of controllers
to reduce the propagation latency [168] to provide resilient control plane design using
the MATLAB API of the GUROBI optimization software and tested it on three tier -1
networks in the U.S. However, the algorithm is computationally intensive and suitable
only for medium-sized networks.
Another unique effort to provide greater survivability by using path diversity and
capacity awareness to handle overload during controller placement was explored [169].
The proposed survivor strategy considers failover mechanisms, path diversity, and initial
capacity during placement. The findings show that connectivity loss can be reduced
by taking into account path diversity during placement, that capacity awareness avoids
overload in the case of failover, and the heuristic used for backup plays an important role
in converging the state of the network. Distributed SDN placement, a heuristic algorithm
designed to optimize network cost and performance was proposed [170]. The proposed
algorithm first partitions the network based on the network propagation time and then
addresses the load and service tariffs of the controller to find an efficient placement
solution.
A model that takes into account cost as the main factor while also taking into
account parameters such as the maximum allowable latency, the controller capabilities,
length, and bandwidth of a link, and the location of switches was proposed [132]. The
idea was to enable planning for the efficient conversion of an existing network to an SDN.
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This effort was further extended by the authors to provide efficient controller placement
in the case of network expansion by taking into account the cost, maximum tolerable
latency, the type of links to be used for expansion, and existing network topology [171].
Their method could also be used for the initial planning of an SDN. A new model that
models energy consumption as a binary integer program (BIP) to determine controller
placement was proposed [172]. The energy consumption of the controller is minimized
by using the improved genetic controller placement algorithm (IGCPA) that takes into
account load balancing and the delay in control paths. Table 5.5 summarizes the research
discussed in this section.
Table 5.5: Multi-Objective Approaches to the Controller Placement Problem
Algorithm Algorithm Test
Bed, Ref papers/
Year
Strength Weakness
Hierarchical clustering
strategy
Typical Telco Net-
work [164] 2016
Improves reliability without sig-
nificant increase in number of
controllers.
Limited simulation
setup.
MOCO, Non-
dominated Sorting
Genetic Algorithm,
named NSGA-II
Internet2 OS3E net-
work [165] 2015
Provides a solution for optimizing
multiple metrics
Limited simulation
setup in terms of the
topology.
Pareto-based Optimal
Controller framework
along with Pareto
Simulated Annealing
(PSA)
Internet Topology Zoo
[62] 2015
Provides insight into tradeoffs re-
quired while designing for con-
troller placement
Limited simulation
setup.
Multi-controller place-
ment scheme (MCPS)
Software defined op-
tical network NSFNet
[166] 2016
Handles load balance and failover
mechanism together
Limited simulation
setup and perfor-
mance evaluation.
Adaptive Bacte-
rial Foraging Opti-
mization (ABFO)
algorithm
CERNET2, CER-
NET, and GeANT2
[167] 2016
Shows tradeoff required when op-
timizing latency, reliability, and
load balance
Static simulation
setup.
GUROBI optimiza-
tion software
Three Real tier-1 U.S.
service provider net-
works [168] 2016
Resilient control plane design us-
ing latency and cost
Lack of low complex-
ity solutions.
Two heuristics ex-
plored
GEANT topology
[169] 2014
Increased survivability due to
path diversity and ability to han-
dle overload in failover state.
Limited performance
evaluation.
Efficient heuristic al-
gorithm named dis-
tributed SDN place-
ment to address con-
flicting factors.
Not specified [170]
2016
Minimizes cost and other factors. Limited simulation
setup.
Expansion model
using CPLEX 12.5
( IBM’s Linear Pro-
gramming Solver)
Not specified [171]
2017
Expansion model that can be
used for planning as well
Limited performance
evaluation
Binary integer pro-
gram (BIP) and
IGCPA
four Topologies from
SNDlib. [172] 2017
Minimizes cost with latency and
load constraints
Static simulation
setup.
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5.5 Challenges and Potential Methodologies
5.5.1 Static setup
5.5.1.1 Challenges
Most of the distributed architectures adopt a static switch-to-controller assignment pol-
icy. This means that the domain of each controller is determined initially and modifica-
tions occur only in the event of failures. This can impact the network stability, especially
when loads vary across domains. Furthermore, adding new devices to the data plane can
further exacerbate this problem because several factors need to be considered such as
network diameter, controller loads, and other performance objectives.
Elasticity or scalability is one of the main challenges of SDN controllers, even in the
distributed case. For large-scale networks, distributed controllers experience higher flow
setup latency because of the large diameter of the network. This in turn has an impact
on the QoS levels offered. Additionally, because of the static assignment of controllers
to switches, controllers may become overloaded given the fact that there is a maximum
number of flows that they can process per second. This challenge is particularly evident
in cases in which one domain is overloaded while another domain has a smaller load. The
QoS of the entire system can be degraded as a result of this imbalance. The monitoring
ability of the controllers can also be degraded as the relevant data and statistics may
not be collected effectively because the controller resources are being consumed by flow
requests.
Moreover, reliability is adversely affected by the static nature of the controller
domain setup. The reassignment of nodes to other controllers or the utilization of backup
controllers is often only initiated in the event of a controller failure—a reactive approach.
A more proactive approach is needed to overcome this challenge.
5.5.1.2 Potential methodologies
To overcome the challenges of static setup, several methodologies could be proposed. The
first would be to deploy lightweight local control modules within the data plane. This
could be used to decrease the number of requests being sent to the controller by handling
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some requests locally. This in turn would decrease the needed flow setup time and the
number of flows being sent to the controller.
A second methodology would be to adopt software-based controllers that can be
instantiated dynamically whenever the performance of the controller reaches a certain
threshold. This is a proactive approach that would make it possible to more effectively
manage and balance controller load by the instantiation of new controllers. Furthermore,
this approach could also be used to improve the reliability of the network as it would
reduce the probability of failure. Moreover, when instantiating new software-based con-
trollers, a master/slave architecture could be adopted, in which the master controller
manages the flow setup and the slave performs monitoring. This would facilitate im-
provement of both the scalability and reliability of the network.
Machine-learning techniques could be used for load prediction to add another layer
of proactivity to the controller instantiation process. Various regression models could be
deployed to predict the expected load for each controller. These predictions could then
be used to instantiate the required number of software-based controllers in a dynamic
manner such that the predicted load could be processed. In addition, classification algo-
rithms could be used to predict controller failures. These predictions could be used to
mitigate some of the extenuating factors that typically lead to failures.
5.5.2 Auto-configuration of the SDN controllers
5.5.2.1 Challenges
Another challenge the distributed SDN controller architecture would need to be overcome
is the configuration process of the controllers. In the case of distributed controllers, it is
essential that the controllers maintain a global view of the network state. Therefore, the
exchange of information and synchronization between the controllers needs to be efficient
to maintain the consistency of the network state [173]. However, this could impact
network availability negatively. This is because maintaining a high level of consistency
will use some of the network resources to exchange network state information. On the
other hand, the adoption of a weak consistency level model may lead to erratic network
behavior due to different network controllers observing the network state differently [173].
One example of this erratic behavior is a mismatch in forwarding rule decisions within
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two different controller domains because of the availability of different network state
information at each controller.
Inter-controller compatibility is another challenge that can affect the configuration
of different SDN controllers. This is because different vendors adopt different controller
technologies. Hence, when distributed SDN controllers from different vendors that are
responsible for different SDN domains need to exchange network state information, com-
munication between them is limited because of the lack of standardized inter-controller
communication protocols/languages.
5.5.2.2 Potential methodologies
One possible methodology that can be implemented is the adoption of an application-
dependent consistency model. This model allows different applications to specify the
desired consistency level model required for their correct operation to achieve a good
compromise between the consistency and availability of the network.
Supervised classification machine-learning algorithms can play a role in determining
the consistency level model adopted by the applications. For example, the application
type, the network congestion level, and other features can be used to develop a consistency
level classifier that would determine the appropriate level for any incoming applications
or requests. In this way a dynamic consistency level model could be adopted within the
control plane.
Another methodology that needs further attention is the proposal of an open stan-
dard to govern inter-controller communication. This could be achieved by developing
a unified data modeling language independent of the underlying SDN technologies of
the vendors. This can contribute significantly to the standardization of SDN-enabled
networks and allow for efficient inter-controller communication across multiple domains.
5.6 Proposed Placement Framework:
In this work we are proposing the combined use of clustering and betweenness centrality
to solve the SDN controller placement problem. In particular, these two concepts are of
interest as they are graphical concepts. Therefore, they can be easily studied in SDN-
enabled network architectures which often use graphical methods when represented.
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The distance-based methodology used for clustering often lowers the latency result-
ing from using these algorithms. Hence, they represent a candidate solution to solve the
controller placement problem. On the other hand, the concept of betweenness centrality
is dependent on the general connectivity of nodes within a network. Therefore, adopting
this concept can achieve SDN domains with a good balance between the two performance
metrics, namely the latency and the network load balance.
In addition to the above concepts used for controller placement, a reactive resiliency
approach is adopted in this work. In this case, the nodes associated with a failed con-
troller are reassigned to the nearest controller. This is done in an effort to have lower
latencies even in cases of failure. This is because latency is one of the crucial carrier-grade
requirements that need to be satisfied and hence is a primary metric to be considered
when a controller fails.
5.6.1 Hierarchical clustering
Hierarchical clustering is an unsupervised machine-learning algorithm intended to cluster
data points recursively and tree-like, a structure often referred to as a dendrogram.
Hierarchical clustering can be accomplished using two different approaches [174] [175].
The first approach is agglomerative and follows a bottom-up approach. Initially, each
data point is considered as a cluster. Then, clusters are repeatedly merged based on
a distance/dissimilarity matrix until the required number of clusters is reached. The
second approach is divisive and follows a top-down approach. In this approach, all data
points are considered as one cluster, which is then subdivided into smaller clusters until
the required number of clusters is reached.
Two main metrics are used to perform clustering. The first is the distance metric
that represents the distance separating the observations/data points. The most com-
monly used distance metric is the Euclidean distance, which is calculated as follows
[174]:
d
(
a, b
)
=
√∑
i
(
ai − bi
)2
(5.1)
However, other distance measures can be used such as the Manhattan distance and
maximum distance [174]. The second metric that is needed is the linkage type, which
determines how the distance matrix calculated using the distance metric is updated.
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Several linkage types can be considered, the most common of which is the complete-
linkage. This type updates the distance matrix between two clusters by the maximum
value separating the data points within each cluster. Mathematically, this is formulated
as [174]:
max{d(a, b) : a ∈ A, b ∈ B}, (5.2)
where A and B are two different clusters. It is worth noting that other linkage types such
as single-linkage, average linkage, and centroid linkage also exist [174]. Using these two
metrics, the algorithm groups/divides the points recursively until the desired number of
clusters is reached.
One of the main motivations of using the hierarchical clustering method is that it
provides a clear graphical representation of the clusters. These representations are easily
interpreted because each level groups the available observations into distinct sets of dis-
joint clusters. In this context, the hierarchical clustering algorithm facilitates switch-to-
controller assignment. Moreover, it contributes to improving the balance among clusters.
Hierarchical clustering achieves load balancing by avoiding merging large clusters. Fur-
thermore, the latency is reduced because of the distance-based clustering process used by
this algorithm. This results in geographically distant nodes being assigned to different
clusters. Note that this work adopts the agglomerative approach with the Euclidean
distance and complete-linkage type.
5.6.2 Betweenness centrality
The betweenness centrality (BC) of each node reflects the centrality degree of that node
as being located along the shortest paths between other nodes of the topology. This
measure helps to identify nodes that have more control over the information flow that
passes through the network and act as bridges in the network [176].
The betweenness centrality concept was selected to solve the distributed SDN con-
troller placement problem because of its ability to reduce the latency attributable to
control overhead. This latency arises because nodes with high betweenness centrality
have more links connected to them. This presents each node with multiple rerouting
options in the case of node or link failure. Moreover, these nodes have greater access to
other nodes owing to their high connectivity, which allows them to dissipate information
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faster. Moreover, the betweenness centrality score of the global view of the network can
also help improve the resiliency in cases of controller failure because the remaining active
controllers will still have many routes to the orphan nodes. Even though other centrality
measures exist such as closeness, degree, and eigenvector centrality, betweenness central-
ity offers the best measure within this context because of its representation of the ability
of nodes to control the flow of information within the network.
The following approach is used to calculate the betweenness centrality of a node
[176]:
Given a network topology in the form of an undirected graph G(V,E), where V represents
the set of nodes and E represents the set of links. The betweenness centrality (BC) of
node w in V is calculated as follows:
BC(w) =
∑
u6=w 6=v,∈V
σuv(w)
σuv
, (5.3)
where σuv(w) is the number of shortest paths between u and v that pass through w, and
σuv is the total the number of shortest paths between u and v.
However, the betweenness centrality score of each node using the above equation
(5.3) can often result in values much greater than 1, which is sometimes undesirable.
Therefore, the score can be normalized to be in the range [0 1] in several ways. One
way is to divide by the number of shortest paths between complete pairs of nodes by
excluding target nodes that are either the source or destination node of a shortest path.
Hence, only the shortest paths that contain the target node are considered. The total
number of possible paths in a network with n nodes can be calculated as follows:
Paths = n ∗ (n− 1)/2 (5.4)
Excluding the target node from being a source or destination node reduces the number
of possible paths to (n− 1) ∗ (n− 2)/2. Therefore, division of the betweenness centrality
score by the latter normalizes it to the desired range. Another way to perform this
normalization is to divide by the dynamic range of the scores by using the following
equation:
normalized BC(w) =
BC(w)−min(BC)
max(BC)−min(BC)
(5.5)
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This also normalizes the BC score to the range [0 1].
5.6.3 Reactive Resilience
As mentioned earlier, the system’s ability to deal with node or link failures and recover
from them is representative of its resiliency given the probability of failure of the different
components within the system. This is important because the system’s resiliency can have
an impact on the carrier-grade performance metrics offered by the service provider.
Different techniques have been proposed in the literature to can be used to improve
the system’s resilience, especially in cases of controller failure. These techniques can be
divided into two main classes, namely redundant-based approaches and non-redundant
based approaches [177]. The former one uses duplicate controllers that act as backup in
case of failure. Such approaches offer a fast fail-over strategy. However, their performance
is mainly dependent on the associated standby method adopted as it can result in high
overhead due to frequent state synchronization [177].
In contrast, non-redundant techniques reassign the nodes associated with a failed
controller to the remaining active controllers. Such techniques tend to have slower re-
covery times yet they result in lower signaling overhead between controllers [177]. These
techniques can be further divided into two main groups of algorithms: greedy fail-over
algorithms and pre-partitioning fail-over algorithms. The first group of algorithms react
to a controller failure by reassigning its orphan nodes to the closest neighboring con-
troller. On the other hand, the second group of algorithms allow for a more proactive
approach by having a pre-determined policy of node to controller assignment in case of
failure [177].
In this work, a reactive resiliency based on a non-redundant greedy approach is
adopted by assigning switches to the nearest neighboring active controller. This is done
in order to keep the switch to controller latency low, reduce the signaling overhead shared
between the controllers, and reduce the computational complexity of the approach.
5.6.4 Proposed HC-BC Algorithm
This section presents the proposed framework, a flowchart of which is shown in Fig. 5.3.
Algorithm3 achieves clustering based on the concept of betweenness centrality.
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Algorithm 3 Proposed HC-BC framework
INPUTS:
• SDN features[list of switches][feature set]: Set of features of SDN enabled network
topology
• SDN BC Score[list of switches]: Betweenness Centrality score of each SDN enabled
switch
• Num controllers: Desired number of controllers
OUTPUT:
• List of clustered switches {List c: c in {1,Num controller}} where List c{switch index
belongs to controller c}
• Loc c: Location of the SDN-controller within each cluster
• Latency c: Worst case latency within cluster
• Dom imbalance: Domain Imbalance:
for c = 1 : Num controller do
Switch score = SDN BC Score[List c]
Controller index= max(switch score)
State Loc c = SDN BC Score[Controller index]
Latency set c = SDN features[Loc c][distance[List c]]./speed of light
Latency c = max(Latency set c)
end for
Dom imbalance= max(List c)-min(List c)
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Figure 5.3: Flow chart of the proposed framework
The time complexity of the proposed algorithm is determined by obtaining the
complexity of its components. The time complexity of standard hierarchical agglomera-
tive clustering can be shown to be of the order of O(n3) where n is the number of points
to be clustered (in this case, the number of nodes comprising the network). On the other
hand, the complexity of determining the betweenness centrality of an undirected graph is
O(NumberofNodes×Numberoflinks) = O(n×n2) = O(n3). Therefore, the total time
complexity of the algorithm is O(n3) which is tractable. In contrast, using an exhaustive
search-based solution is computationally expensive as the complexity is of the order of
O(2n). Hence, it is intractable for large-sized networks.
140
5.6.5 Dataset description
Figure 5.4: Sample dataset
The dataset contains data entries representing each of the nodes of the considered
network. Each entry comprises multiple features. These features were selected to reflect
the different characteristics of the considered SDN-enabled network. To that end, six
different sets of features were considered with each set possibly having multiple features.
The first set represents the location of each node in terms of its latitude and longitude.
The second set of features, denoted as Top Con F#, represents the physical connectivity
of the network. The number of features needed within this set is determined by the size
of the network. When the value of any of these features is non-zero, this indicates that
a physical link exists between the two corresponding nodes with the value being the
distance separating these nodes in kilometers. The third set of features is the aggregate
bandwidth available at each node. This value is obtained by aggregating the bandwidth
available along all the links connected to the node. The fourth set of features, denoted as
Dist2Node#, is the distance along the shortest path between each pair of nodes. Similar
to the connectivity set, the number of features depends on the size of the network. The
fifth set is the flow density, which provides insight into the user density at each node.
The last set, denoted as BC Score, is the betweenness centrality score of each node.
These features were selected to reflect the geographical topology of the network
which has an impact on the delay performance of the model. Moreover, the aggregate
bandwidth and the flow density features reflect the amount of flow that can be generated
at each node. Lastly, the betweenness centrality score reflects the connectivity level of
a node, that is, the extent to which the node is a candidate for being a controller-based
node.
Fig. 5.4 provides a snapshot of a dataset corresponding to a 34-node network.
There are 73 different features divided as follows:
• 2 Location features
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• 34 Connectivity features
• 1 Bandwidth feature
• 34 Distance features
• 1 Flow density feature
• 1 Betweenness centrality score feature
5.7 Performance Evaluation
5.7.1 Simulation environment
A MATLAB simulator was developed to evaluate the performance of the proposed frame-
work. The simulator was designed such that it can process any network topology. In this
work, a subset of the Zoo-topology database, along with the Internet2 (OS3) topology,
was used to evaluate the proposed framework. The considered database includes various
real network topologies.
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Figure 5.5: Internet2 (OS3) Topology
Fig. 5.5 shows the Internet2 network topology. This topology consists of 34 SDN-
enabled switch nodes and 250 links. The same set of features defined in Section 5.6.5 are
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used to describe the above topology. This dataset was then used as input for the simulator
to obtain both the clustering output and the locations of controllers. The performance
of the proposed framework, denoted as HC-BC, was evaluated by comparing it to three
other algorithms: exhaustive search (ES), exhaustive search with betweenness centrality
(ES-BC), and hierarchical clustering (HC). The performance was assessed by varying the
number of controllers and determining the worst-case switch-to-controller latency, the
domain imbalance, and the benefit-to-cost ratio.
5.7.2 Failure Free Case: Results and analysis
Figs. 5.6 and 5.7 show the clustering result and locations of controllers for three- and
five-cluster scenarios. The solid line defines the location of each the controller of each
cluster. It can be seen that geographically close SDN-enabled switches are typically
clustered together. This is due to the adoption of hierarchical clustering within the
proposed placement framework. Moreover, the controller within each cluster is deployed
at the switch with the highest betweenness centrality score. These switches tend to be
more central within the cluster in terms of connectivity.
Figure 5.6: Internet2 topology with 3 Clusters using BC and HC
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Figure 5.7: Internet2 topology with 5 Clusters using BC and HC
Fig. 5.8 shows the worst-case switch-to-controller latency for the different algo-
rithms that were considered. Several conclusions can be drawn. The first is that the
ES algorithm achieves the best performance in terms of latency. This is expected as it
explores the entire search space to determine optimal controller placement. The second
observation is that addition of the betweenness centrality concept only slightly degrades
the performance of the ES algorithm. However, this is computationally expensive because
of considering all possible combinations of controller placements. A third observation is
that HC-BC outperforms the traditional HC algorithm, because the betweenness central-
ity selects a more central SDN-enabled switch to be the controller.
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Figure 5.8: Network Device to Controller Latency
Fig.5.9 shows the degree of imbalance between the different clusters for the con-
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Figure 5.9: Imbalance as a function of the number of controllers
sidered algorithms while varying the number of controllers. The merit of adopting be-
tweenness centrality is highlighted and is illustrated by the fact that both ES-BC and
HC-BC achieve superior imbalance compared to the ES and HC algorithms, respectively.
Moreover, it can be concluded that the proposed HC-BC framework achieves a good
compromise between the latency and the domain imbalance.
Table 5.6 illustrates the percentage improvement in the benefit-to-cost ratio when
increasing the number of controllers. The smallest improvement occurs when moving from
four to five controllers. Thus, the recommended number of controllers is four because the
average improvement in the benefit-to-cost ratio beyond that number is relatively low.
Table 5.6: Improvement in benefit-to-cost ratio when using multiple controllers
compared to using a single controller
Algorithms 1 to 2 Controllers 2 to 3 Controllers 3 to 4 Controllers 4 to 5 Controllers
ES 22.6454% 10.8623% 14.5514 % 1.9292%
ES-BC 28.8382 % 10.7786% 12.8994% 4.7608%
HC-BC 30.0100% 14.1097 % 18.0738% 4.2620%
HC 13.5070% 20.9518% 23.1174 % 11.9189%
Average 23.7501% 14.1756% 17.1605% 5.7177%
5.7.3 Failure Case: Results and analysis
As previously discussed, this work adopts a reactive resilience approach to deal with
controller failures. It is assumed that there are four active controllers initially. This
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Figure 5.11: Domains Imbalance with reactive fail-over
is based on the previous results that show that having four controllers offers the best
benefit-to-cost performance given the considered network topology. Furthermore, the
number of controller failures is assumed to range between 1 and 3.
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Figure 5.10: Switch to Controller Latency with reactive fail-over
Fig. 5.10 shows the maximum switch to controller latency for different number of
controller failures. It can be seen that the proposed HC-BC algorithm achieves the best
performance in terms of worst case latency. This is because the betweenness centrality-
based controller placement using the global topology offers high connectivity between
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the controllers and associated switches. Therefore, in case of a controller failure, the
remaining active controllers will have several paths to orphan switches and hence can
extend their domains to include them. Moreover, due to the hierarchical clustering
approach, the domains are well spaced which results in a slight degradation in latency
performance. This further emphasizes the efficiency of the proposed HC-BC approach
as it offers more failure resiliency as compared to the more latency-efficient approaches
such as ES and ES-BC. This is because such approaches focus mainly on the latency and
hence are prone to have longer paths between the remaining active controllers and the
orphan switches. In addition to that, it is shown that the HC algorithm remains having
a poor switch to controller latency performance due to the random choice of controller
location within each domain.
Fig. 5.11 shows the domain imbalance for the different failure cases. Again, it
is observed that the proposed HC-BC algorithm has the best domain imbalance perfor-
mance. This further illustrates the efficiency of the proposed algorithm in offering better
resilience in cases of controller failure. This is because having a lower domain imbalance
implies better load balancing between the active controllers. This in turn reduces the
probability of future failures and hence improves the reliability of the system.
5.8 Conclusion
This chapter discussed the problem of SDN-controller placement in a distributed SDN-
enabled environment. The problem was defined in terms of determining the number of
controllers, their location, and the switches associated with each controller. In large SDN
networks, the proper placement of controllers is important, especially if a network is dis-
tributed over large physical areas, to maintain the resilience and reliability of the network.
The number of controllers required also needs to be optimized to minimize the deploy-
ment cost. The important parameters that need to be taken into account when solving
the controller placement problem are the latency between the controller and switches,
the latency between the controllers themselves, resilience, load balancing, and reliabil-
ity. However, these parameters are interdependent and finding a unique solution that
can provide the most optimal solution is considered NP hard. Various heuristic-based
algorithms have been proposed to solve the problem of controller placement and decide
147
the number of controllers required. This research first categorized the proposed solutions
on the basis of the parameters used and this included the use of both a single param-
eter and a combination of these parameters. Moreover, the strengths and weaknesses
of these solutions were identified and summarized in several tables. Furthermore, the
challenges and potential methodologies for distributed SDN controller placement were
briefly discussed.
However, owing to the complexity of the problem, no single solution is possible
and any solution strongly depends on the network topology and the tolerable limits of
the various parameters that are required. This led us to propose a new framework that
combined the concepts of both hierarchical clustering and betweenness centrality. The
proposed framework benefited from the ability of the hierarchical clustering algorithm to
reduce the latency while simultaneously improving the load balance between the obtained
clusters by using the betweenness centrality scores of the nodes. The performance of the
proposed framework was evaluated using real networks with different topologies, namely
the Internet2 topology and Zoo-topology. The performance was then compared to that
of three other algorithms in terms of worst-case switch-to-controller latency, domain
imbalance, and benefit-to-cost ratio improvement. The simulation results showed that the
proposed HC-BC framework outperformed traditional hierarchical clustering. Moreover,
HC-BC achieved the best compromise between the latency and the domain imbalance
between different clusters while having lower computational complexity. In addition,
the results showed that the optimal number of controllers for the considered topologies
was four because percentage improvement in the benefit-to-cost ratio was relatively low
beyond that number. Furthermore, it was shown that the proposed HC-BC framework
achieved better resiliency performance, further cementing its efficiency.
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Chapter 6
Conclusion and Future Research Directions
6.1 Introduction
Cloud computing has become a business reality that impacts technology users globally.
It has become a cornerstone for emerging technologies and an enabler of future Internet
services. By using virtualization, a key cloud computing technology, SPs can offer com-
puting services in cloud environments without platform compatibility discrepancies. The
recent proliferation of cloud computing has rekindled interest in network virtualization.
Thus, NV is emerging as a polymorphic approach for the future of the Internet that will
facilitate the use of shared resources. Virtual network provisioning is considered a main
resource allocation challenge in any virtualized network environment. Coupled with this
challenge is the emerging trend of adopting a software-based network infrastructure that
has paradigms, such as SDN, gaining further attention for large-scale networks due to
the flexibility and agility it offers the network. SDNs allow for network resource shar-
ing by facilitating NV. Therefore, combining cloud computing with an SDN architecture
promises to enhance the QoSs that are delivered to clients and to reduce operational
costs for SPs. However, this combined architecture introduces several challenges to cloud
SPs, including resource management, energy efficiency, virtual network provisioning, and
controller placement.
To tackle these challenges, this thesis proposed innovative resource provisioning
techniques and developed novel frameworks to improve resource utilization, power effi-
ciency, and QoS performance. It modeled and formulated the problem of virtual com-
puting and network provisioning in geographically distributed SDN-enabled cloud data
centers. Optimal and sub-optimal heuristic solutions to this problem were proposed and
evaluated to validate their efficiency. In addition, the energy efficiency of SDN-enabled
cloud environments was investigated by presenting an innovative architecture and devel-
oping a comprehensive power consumption model that accurately described the power
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consumption behavior of such environments. Finally, this thesis addressed the challenge
of the number of SDN controllers and location by first reviewing recent literature that
investigated this challenge. Additionally, an innovative sub-optimal solution that com-
bined unsupervised hierarchical clustering and the concept of betweenness centrality was
proposed as an efficient solution.
6.2 Summary of Contributions
Chapter 2 described virtual network provisioning in SDN-enabled, geographically dis-
tributed cloud computing data centers as a MILP problem. The formulation of the
proposed OVNP model is studied by the means of simulations. The performance of the
proposed approach was measured against previous studies in literature by focusing on
the ratio of successfully provisioned requests and the efficiency of resource utilization.
The results verified the effectiveness of the proposed approach.
Chapter 3 presented a novel power-aware algorithm called green distributed cloud
services provisioning to provision tenants’ cloud services requests on an SDN-enabled
cloud environment. The role of the cloud and SDN controllers within the considered en-
vironment was illustrated to better highlight the interactions with the underlying infras-
tructure. Also, a brief review of well-known cloud simulators was given. The conducted
simulations showed that the proposed algorithm significantly reduced power consump-
tion while maintaining high admission rates when compared to previous studies from
related literature. Moreover, the average number of hops needed for a tenant to reach its
requested VM remained stable with the increased network load.
Chapter 4 proposed a novel system architecture. It incorporated power-related
modules that help provide power-efficient VM and network requests onto an SDN-enabled
cloud infrastructure while maintaining client requirements in terms of delay and band-
width. This chapter also presented a comprehensive power consumption model that con-
sidered the power consumed by the cloud infrastructure and by the SDN-enabled switches
and controller. The optimization problem was formulated and modeled for benchmark-
ing as a mixed integer linear programming problem. A novel low-complexity heuristic
algorithm called enhanced green cloud service request provisioning was proposed. Simu-
lation results showed that the proposed algorithms achieved better performance in terms
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of power consumption, acceptance ratio, delay, and hop count. The proposed work can
allow cloud SPs to integrate SDN technology within their systems regardless of the under-
lying network topology that is adopted, resulting in better and more efficient utilization
of the available resources.
Chapter 5 provided a comprehensive review of the various current research endeav-
ors that are proposed for the controller placement problem and categorized them based
on the QoS parameters. These research endeavors were analyzed in terms of the algo-
rithms used, strengths, and weaknesses. This chapter briefly described the challenges and
potential methodologies for distributed SDN controller placement. A new framework was
proposed to solve the SDN controller placement problem that combined hierarchical clus-
tering and betweenness centrality. The proposed framework benefits the distance-based
objective that is used in clustering to reduce latencies. The concept of betweenness cen-
trality was used to choose the controller placement within the cluster, which improved
the domain imbalance. The performance of the proposed framework was evaluated us-
ing different real network topologies. They were compared to other algorithms in terms
of worst-case switch-to-controller latency, domain imbalance, and benefit-to-cost ratio
improvement. The simulation results showed that the proposed hierarchical clustering
and betweenness centrality framework achieved the best compromise between latency
and domain imbalance and between different clusters while having lower computational
complexity. Additionally, the results showed that the best number of controllers was four
because the benefit-to-cost ratio improvement percentage was relatively low beyond that
number. The results also showed that the proposed hierarchical clustering and between-
ness centrality framework achieved better resiliency performance, further cementing its
efficiency.
6.3 Future Research Directions
This thesis explored the use of analytical and numerical solutions to make SDN-enabled
cloud environments more efficient. Even though this thesis presented novel methods and
algorithms to address the various challenges of such complex environments, numerous
challenges remain to be tackled. This section presents direction for future research toward
more efficient environments.
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The work proposed in this thesis can be extended in multiple directions. The first
is to study the use of multiple distributed SDN controllers to determine their impact on
system performance, including the QoS metrics that this approach affects. For example,
latency overhead induced by the use of multiple distributed SDN controllers can be
investigated. Innovative approaches that minimize the impact of such overhead need
to be developed. Also, the mechanisms and timing of inter-controller synchronization
can be further explored. Different deployment architectures of the controllers should be
considered. And, system performance can be further improved by studying the impact of
moving some decisions from the control layer to the data plane to reduce computational
power and signaling overhead.
A second direction is to investigate the concept of VM migration within the con-
sidered environment. Further study of this concept should explore its impact on the
performance metrics of the environment, such as load balancing, fault tolerance, and
energy efficiency.
A third direction is to study how machine learning techniques can be used to
improve system performance in terms of resource utilization, energy efficiency, and relia-
bility. Resource demand prediction can be implemented by using reinforcement learning
or regression algorithms to improve the resource allocation and power consumption of
the system. The historical data that is collected, including the number of users, num-
ber of VMs and their timings, and number of requests can be used as an input to the
learning model. Also, classification algorithms, such as logistic regression, can be used to
predict hardware failures, which can help improve system reliability by performing VM
migration from servers that are predicted to fail.
An additional direction is to explore how to adapt such an environment for other
applications. For example, an SDN-enabled cloud environment can be adopted for future
5G telecommunication networks or Internet of Things (IoT)-based networks. The role
of the SDN controller within such networks is amplified given the substantial number
of connected devices. Therefore, it is important to investigate the impact and cost of
adopting paradigms.
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2018 “Resilience-aware Betweenness Centrality-Based Hierarchal Clustering for Controller 
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 K.Alhazmi, A. Moubayed, and A. Shami 
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Environment” 
 K.Alhazmi, A. Moubayed, and A. Shami 
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2018                     “Green Distributed Cloud Services Provisioning in SDN-enabled Cloud Environment”  
 K. Alhazmi, A. Moubayed , and  A. Shami 
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2017                     “Optimized Provisioning of SDN-enabled Virtual Networks in Geo-distributed Cloud 
Computing Datacenters”  
K. Alhazmi, A. Shami, and A. Hussien 
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2016                     “Drawing the cloud map: Virtual network provisioning in distributed cloud computing data 
centers”  
K. Alhazmi, M. Sharkh, and A. Shami 
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2014                      “A map of the clouds: Virtual network mapping in cloud computing data centers”  
K. Alhazmi, M. Abusharkh, D. Ban, and A. Shami 
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2009  "Developing Typewritten Arabic Corpus with Multi-fonts (TRACOM)" 
 M S Khorsheed, K Alhazmi and A Asiri,  
ICDAR’09, International Workshop on Multilingual OCR (MOCR’09), ACM, New York, NY, 
USA, Article 16 , 6 pages.  
Patents: 
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M S Khorsheed, H Al-Omari, K Alfaifi and K Alhazmi 
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Sep. 2016 – Aug. 2018 
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