We propose an approximation scheme for the computation of the risk measures of Guaranteed Minimum Maturity Benefits (GMMBs) and Guaranteed Minimum Death Benefits (GMDBs), based on the evaluation of single integrals under conditional moment matching. This procedure is computationally efficient in comparison with standard analytical methods while retaining a high degree of accuracy, and it allows one to deal with the case of additional earnings and the computation of related sensitivities.
Introduction
Variable annuity benefits offered by insurance companies are usually protected via different mechanisms such as Guaranteed Minimum Maturity Benefits (GMMBs) or Guaranteed Minimum Death Benefits (GMDBs). The computation of the corresponding risk measures such as value at risk and conditional tail expectation is an important issue for the practitioners in risk management.
We work in the standard model in which the underlying equity value (S t ) t∈R + is modeled as a geometric Brownian motion S t = S 0 e µt+σBt , t ∈ R + , (1.1)
with constant drift and volatility parameters µ and σ respectively, where (B t ) t∈R + is a standard Brownian motion.
Given an insurer continuously charging annualized mortality and expense fees at the rate m from the account of variable annuities, the fund value F t of the variable annuity is defined as F t := F 0 e −mt S t S 0 = F 0 e (µ−m)t+σBt , t ∈ R + , and the margin offset income M where m x is replaced by m e in the GMMB model, and by m d in the GMDB model.
The GMMB and GMDB riders provide minimum guarantees to protect the investment account of the policyholder. Namely, denoting by τ x the future lifetime of a policyholder at the age x, the future payment made by the insurer is (G − F T ) + 1 {τx>T } at maturity T for GMMBs, and (e δτx G − F τx )
at the time of death of the insured for GMDBs, where G is the guarantee level expressed as a fraction of the initial fund value F 0 , δ is a roll-up rate according to which the guarantee increases up to the payment time.
Variable Annuities with embedded guarantees can be priced by the Monte-Carlo method or PDE discretization, however those methods are generally computationally demanding and a precise estimation of risk measures is difficult with classical
Monte Carlo simulation or grid approximation, cf. e.g. [BKR08] for a general framework. In addition, a high level of precision up the 4th of 5th significant digit can be commonly required. On the other hand, faster computational methods based on analytical expressions have recently been introduced in [FV12] , [FV14] for the computation of risk measures of GMDBs and GMMBs.
In this framework, the evaluation of quantile risk measures and conditional tail expectations of the net liabilities The marginal probability density of S t dt using HartmanWatson densities and spectral expansions on the one hand, and on numerical Laplace transform inversion in relation with Asian option pricing, cf. [CS04] , [Yor92] . It also allowed the authors to deal with the risk measures of the net liabilities
of GMDBs, also written in discrete time as
when n is large enough, where κ (n)
x := 1 n nτ x and a is the integer ceiling of a 0.
More computationally efficient expressions for those risk measures have been presented in [FV14] based on identities in law for the geometric Brownian motion with affine
where a > 0. This approach allowed the authors to replace double integrals by single integrals of Whittaker functions, which significantly reduces computation times.
These expressions are also subject to approximations by series instead of integrals, cf. Proposition 3.3 in [FV14] , and they can be simplified to closed-form solutions using Green's functions, cf. Proposition 3.4 therein, further reducing computation times.
In this paper we propose to use moment matching for the computation of the risk measures of GMMBs and GMDBs. This allows us to derive single integral approximations which are significantly faster than the double integral expressions of [FV12] , while approaching the performance of the single integral and series approximations of [FV14] . Moreover, we show that conditional moment matching can be applied to compute the risk measures of the GMDB and GMMB riders with Additional Earnings (AE), which cannot be treated via the approach of [FV14] .
Moment matching in option pricing has been introduced for Asian options in [Lev92] , [TW92] based on the lognormal approximation, and conditional moment matching has been used in [Cur94] , [DLV04] , [DDV10] for Asian and basket options. Here we apply the stratified approximation method of [PY16] to GMDBs and GMMBs, which also allows us to take into account additional earning features as it is based on conditioning with respect to the terminal value of geometric Brownian motion.
We proceed as follows. After recalling the considered model and the relevant risk measures in Sections 2 and 3, we present the conditional moment matching technique in Section 4. This technique is used for the approximations of value at risk and conditional tail expectation presented in Section 7 which presents numerical simulations that illustrate the improvement in speed of the proposed method, and an application to GMMBs and GMDBs with additional earnings. Section 6 is devoted to the computation of sensitivities of the value at risk and conditional tail expectation of GMMBs and GMDBs. The appendices Sections A and B contain the proofs of Propositions 5.1, 5.2 and 5.3, and additional computations for the sensitivities of Section 6.
GMMBs with additional earnings
In order to reduce incentives to lapse and reenter of the variable annuities, an Additional Earnings (AE) feature has been added to the basic riders, by increasing the benefit payout by a share ρ of the policyholder's variable annuities earnings, capped by the maximum additional payout C, cf. e.g. [MZ16] for details. Taking ρ = 0 recovers the plain GMMB and GMDB riders.
For a GMMB rider with AE feature, an extra payment min C, ρ(F T − G) + will be paid to the GMMB policyholder in addition to the guaranteed benefit, thus the net liability (1.3) of the GMMB rider with AE feature becomes The conditional moment matching method applies more generally to the computation of risk measures for variable annuities whose guarantees depend on the fund value at maturity or at the time of death of the insured, i.e. with liabilities of the form
where τ is the maturity time or the death time of the insured, whichever comes first, and F τ is the stochastic resource of the guarantee benefit function f (·). Such examples include the guaranteed minimum income benefits (GMIB) besides the GMMB and GMDB discussed in this paper. However, they do not include guaranteed minimum withdrawal benefits (GMWBs) whose guaranteed benefit functionals depend on the fund values until maturity.
As negative liabilities will not be considered in this paper, we restrict the risk tolerance level α to be greater than the probability ξ m of non-positive liability, which is defined for GMMBs as
where T p x is the probability that a policyholder at age x will survive T units of time,
x, T > 0, and for w 0, the key quantity P ρ (T, G, w) is defined as
In the absence of additional earnings we will use
cf. Proposition 3.3 of [FV12] .
Value at Risk for GMMBs
The Value at Risk (VaR)
with risk tolerance level α > ξ m for the net liability L 0 of GMMB is determined implicitly from the relation
Conditional Tail Expectation for GMMBs
The Conditional Tail Expectation (CTE)
at the level of risk tolerance level α > ξ m for the net liability L 0 of the GMMB with AE feature is given by
where
w, T 0, and 1 A T (w,G) is the indicator function of the event
cf. Proposition 3.4 of [FV12] .
GMDBs with additional earnings
In the case of GMDBs the extra payment is min C, ρ(F τx − Ge δτx ) + and the net liability of the GMDB rider with AE feature becomes
If the benefits of GMDBs with AE feature are payable on a discrete-time basis, their net liability is
The probability of non-positive liability for GMDB riders with AE feature is given by
where P ρ (k/n, e δk/n G, w) is defined in (2.1), and 1/n q x+(k−1)/n is the probability that a policyholder at age of x + (k − 1)/n will die in 1/n periods.
Value at Risk for GMDBs
The value at risk
with α > ξ d for the net liability of the GMDB is similarly given implicitly from the relation
cf. e.g. Proposition 3.9 of [FV12] when ρ = 0.
The computation of P ρ (T, G, w) for any T > 0 and w ∈ R is essential in order to
.
Conditional Tail Expectation for GMDBs
The conditional tail expectation
with risk tolerance level α > ξ d for the net liability L (n) 0 of the GMDB with AE feature is given by
) is defined by (2.4) for any k, n 0.
Conditional moment matching
In this section we propose a conditional moment matching approximation for the estimation of the key quantities P ρ (T, G, w) and Z ρ (T, G, w) by approaching the probability density function of the time integral
whereS t := e (µ−m−r)t+σBt , t ∈ R + , using a gamma or lognormal distribution, conditionally to the terminal valueS T = z, as in [PY16] .
The basic idea of the lognormal approximation is that, since Λ T is the time integral of lognormal random variables, it is natural to try approximating it using a lognormal distribution. The gamma approximation provides a possible alternative to the lognormal approximation which is motivated by the similarities between the gamma and lognormal densities.
Conditional gamma approximation
Under the gamma approximation we have
by matching the first and second conditional moments of Λ T givenS T = z to those of a gamma distribution, where
and
cf. Proposition 3.1 of [PY16] .
Conditional lognormal approximation
Here we approximate the conditional probability density of Λ T givenS T = z by the lognormal density function with parameters (−µ
where µ z T and σ z T are also derived by conditional moment matching by taking
The next Figure 1 , plotted with the parameters S 0 = 4%, µ − m − r = 0, and σ = 30%, compares the gamma and lognormal density approximations (4.1) and (4.2) to the integral density expression (1.4) of Λ T . It shows in particular that the lognormal conditional approximation tends to provide a better match of density than the gamma approximation, which can naturally be expected as S t itself is lognormally distributed. 
Conditional approximations of VaR and CTE

Conditional gamma approximation
Using the gamma approximation (4.1) we will evaluate the key quantities P ρ (T, G, w)
in (2.2) and Z ρ (T, G, w) in (2.3) by single numerical integrations in Propositions 5.1 and 5.2, which will significantly reduce the computation time of the VaR and CTE of GMMBs and GMDBs with and without AE features.
Proposition 5.1 Under the conditional gamma approximation, the key quantity P ρ (T, G, w)
in the calculation (2.2) of VaR can be estimated by the single integrals
is the lognormal probability density function ofS T , and
is the normalized lower incomplete gamma function.
Proposition 5.1 is proved in the Appendix Section A. Without additional earnings, we replace (5.1) with the approximation
Proposition 5.2 Under the conditional gamma approximation, the key quantity Z ρ (T, G, w)
in the CTE formula (2.3) can be estimated by the single integrals
Proposition 5.2 is proved in the Appendix Section A. In the absence of additional earnings, i.e. when ρ = 0, we replace (5.3) with the approximation
Conditional lognormal approximation
In Proposition 5.3 we use the lognormal approximation (4.2) to evaluate the key quantity P ρ (T, G, w) used in the compuation (2.2) of VaR, by single numerical integrations.
Proposition 5.3 Under the conditional lognormal approximation the key quantity P ρ (T, G, w) in the calculation (2.2) of VaR can be estimated by the single integrals
Proposition 5.3 is proved in the Appendix Section A. Without additional earnings we will use the approximation
Similarly, applying (A.10) and the approximation
to (A.7), (A.8) and (A.9), we get the following approximation result of the key quantity
Proposition 5.4 Under the conditional lognormal approximation, the key quantity Z ρ (T, G, w) in the CTE formula (2.3) can be estimated by the single integrals
Proposition 5.4 is proved in the Appendix Section A. In the absence of additional earnings we will use the approximation
Calculation of sensitivities
In this section we show that the lognormal and gamma approximations can be used for the approximation of sensitivities with respect to the parameters µ, σ, m x , and r. Such formulas provide more stable alternatives to the use of finite difference approximations.
Sensitivity analysis for GMMBs
The sensitivity of the VaR of GMMBs with respect to µ can then be estimated by
As for the sensitivity of the CTE of GMMBs with respect to µ, it can be similarly estimated as
Sensitivity analysis for GMDBs
The sensitivity of the VaR of GMDBs can be estimated by differentiating the equation
, and the sensitivity of their CTEs can be derived from (3.2) as
In order to estimate The sensitivities with respect to σ and r can be similarly computed as the sensitivity with respect to µ, while the sensitivity with respect to m x requires to differentiate the incomplete Gamma function or the Gaussian cumulative distribution function. In the absence of additional earnings, by differentiating (5.1) we find, in the conditional gamma approximation,
and, under the conditional lognormal approximation,
The derivatives 
Numerical examples
In this section we illustrate the efficiency of the stratified approximation method introduced in the previous sections. In order to compare the accuracy and computation time of the stratified approximation with that of the existing methods, we use the same model and products as in [FV12] . For GMMBs, the underlying asset of the variable annuities is assumed to follow (1.1) with r = 4%, µ = 9%, and σ = 30%. Table 1 in [FV12] . The initial account value is set to be F 0 = 100, the guarantee level G and the risk measures VaR and CTE are represented in percentages of initial account value. for GMMBs and CTE α (L (n) ) for GMDBs are computed from
In Table 2 we compare the computation times of the stratified approximations for the GMMB rider with the double integral approach of [FV12] and with the Green function method in [FV14] . The method of [FV14] is the fastest known analytical method, however it does not cover the case of additional earnings considered in this paper.
2.6226s 0.0023s 0.0119s 0.0336s CTE 90% /F 0 0.1282s 0.00016s 0.0082s 0.0064s Table 2 : Time comparison in seconds between the different methods using C.
The computation times are based on an implementation in C on an Intel Corel i5 CPU (1.7GHz) and 4GB of RAM. † Inverse Laplace method (implemented in C). ‡ Green function method (implemented in C). * This value has been computed using L * 0 := max(L 0 , 0) when L 0 yields a negative risk measure. † Inverse Laplace method (implemented in C). ‡ Green function method (implemented in C).
The computation of risk measures for the GMDB rider is presented in Table 3 . The parameters of the products and the underlying asset (1.1) are the same as for GMMBs except that here r = 7%, and the roll-up rate per annum is δ = 6%. We take n = 1, but one can also take n 2 and apply the fractional age assumption in order to consider payments more frequent than yearly payments. The lognormal approximation appears the most precise and consistent when compared with other methods, while the gamma approximation is not as accurate. Table 4 presents the computation of VaR and CTE of net liabilities for GMMBs with † Inverse Laplace method (implemented in C). ‡ Green function method (implemented in C). * This value has been computed using L
yields a negative risk measure. Table 4 : Risk measure estimates in % for the GMMB rider with AE feature and level of risk tolerance α = 90%.
The VaR V α (L (n) 0 ) and CTE of the net liabilities can be similarly calculated implicitly from (3.1) for GMDBs. Table 5 : Risk measure estimates in % for the GMDB rider with AE feature and level of risk tolerance α = 90%.
In Table 6 we present the numerical computation of the sensitivity of VaR based on the estimates of Section 6 with G/F 0 = 100%, the other model and product parameters being the same as in Table 1 , with ρ = 0.1 and C/F 0 = 100% in the case of AEs. Table 6 : Sensitivities of VaR with respect to µ for the GMMB rider with different levels of risk tolerance α.
We note that sensitivities are negative without AEs, due to the negativity of (6.3)
in the integral representations of 
Conclusion
We have derived single integral approximations for the computation of the risk measures of GMMBs and GMDBs under Black-Scholes framework using conditional moment matching. The implementation of these expressions is significantly faster than † Finite Difference Method.
the double integral and inverse Laplace transform algorithms [FV12] , and they also match the results obtained in [FV14] by single integral and series approximations using Green functions. In general the lognormal approximation yields the most precise and consistent results, in agreement with the intuition given by Figure 1 , while the gamma approximation is less precise in the case of GMDBs. Our approximations also apply to guaranteed benefits with additional earnings which have not been treated via other methods. 
A Appendix
Proof of Proposition 5.1. We have
which yields the decomposition
Finally we use the estimate
which is based on the conditional gamma approximation (4.1).
Proof of Proposition 5.2. Expressing Z ρ (T, G, w) in term ofS T and Λ T , we have
where 
