We explored the use of machine learning methods for classifying whether a particular ABO 3 chemistry forms a perovskite or non-perovskite structured solid. Starting with three sets of feature pairs (the tolerance and octahedral factors, the A and B ionic radii relative to the radius of O, and the bond valence distances between the A and B ions from the O atoms), we used machine learning to create a hyper-dimensional partial dependency structure plot using all three feature pairs or any two of them. Doing so increased the accuracy of our predictions by 2-3 percentage points over using any one pair. We also included the Mendeleev numbers of the A and B atoms to this set of feature pairs. Doing this and using the capabilities of our machine learning algorithm, the gradient tree boosting classifier, enabled us to generate a new type of structure plot that has the simplicity of one based on using just the Mendeleev numbers, but with the added advantages of having a higher accuracy and providing a measure of likelihood of the predicted structure.
Introduction
What is commonly meant by a perovskite crystal structure is one with an ABO 3 stoichiometry whose symmetries belong to one of the 15 space groups identified by Lufaso & Woodward (2001) . These crystals include the perfect cubic ('the ideal') perovskite plus 14 other structures related to the ideal by either tilting the BO 6 octahedra or atomic displacements that break the cubic symmetry and change the Bravais lattice through coupling with lattice strain (e.g. from cubic to tetragonal or rhombohedral structures). With this definition, ideal or distorted perovskite structures thus contain a threedimensional network of corner-sharing BO 6 octahedral units with large A atoms occupying the interstitial positions ( Fig. 1a ). We note that not all compounds with an ABO 3 stoichiometry (both natural and synthetic ones) have a threedimensional network of corner-sharing BO 6 octahedral units. In Figs. 1(b)-(d) , for example, we show a few other crystal structures, namely hexagonal perovskite (Fig. 1b) , ilmenite ( Fig. 1c ) and calcite ( Fig. 1d ), that also accommodate compounds with an ABO 3 stoichiometry, but with different atomic arrangements. We collectively refer to these and other such structures as non-perovskite. Our main objective is to explore the use of machine learning methods to predict whether a solid with an ABO 3 chemistry forms in a perovskite or a non-perovskite crystal structure.
Being able to predict the formability of an ABO 3 solid in a perovskite structure is a matter of long-standing interest because of the large number of possible ABO 3 chemistries, a significant number of these that form in a perovskite structure, and the wide range of phenomena and functionalities that perovskites exhibit. Perovskites are sought as novel multiferroics, superconductors, ionic conductors and substrates for thin film growth, to name a few areas of interest (Lufaso & Woodward, 2001; Galasso, 1990; Wang & Kang, 1998) . We focus on a basic task: from ABO 3 solids known to be a perovskite or not, can we construct a machine learning model that predicts with a high degree of accuracy whether a proposed solid with an A, a B or an A and B not in the known set of solids should be a perovskite or not?
Our stated task is of course one that has been studied for several years (Li et al., 2004; Zhang et al., 2007; Feng et al., 2008; Kumar et al., 2008) . These studies performed a classification into perovskite or not in the traditional way by using a structure map. A structure map (Mooser & Pearson, 1959 ) is a two-dimensional plot of the values of two features of the known solids and with lines drawn by a pencil and ruler that separate the data points into the two classes of crystal structures. The tolerance and octahedral factors are the two most widely used perovskite features in these plots (Li et al., 2004; Feng et al., 2008; Kumar et al., 2008) . We asked new questions: can we improve the predictions by using more than two features? What are the extra features that make a difference? With more than two features, classifying by drawing the standard structure plot is not possible. Making an alternative structure plot via machine learning is readily possible.
Besides the tolerance and octahedral factor feature pairs, we also considered the A and B ionic radii (relative to the ionic radius of O; Kumar et al., 2008) , the bond valence distances of A and B from O (Zhang et al., 2007) , and the Mendeleev numbers for the A and B atoms (Sutton, 2003; Pettifor, 1995) . The values of all these pairs are readily available from published tables. We then considered all possible combinations of these pairs, taken one, two, three or four at a time. The Mendeleev pair showed the weakest classification by a significant amount. The next weakest was the tolerance and octahedral factor pair. While this pair had a pleasing accuracy rate of $ 92%, we found that using two, three or four sets of feature pairs produced an accuracy consistently 2-3 percentage points higher.
The machine learning method we used is called the gradient tree boosting method. One of the advantages of this method is that besides returning a classification model, it also returns estimates of the importance of one feature relative to the others. In addition, the method also returns information on the joint influence (partial dependence) of any two or more features. This information is important because it identifies where in the parameter space does a particular feature have its greatest impact -an aspect not found in other machine learning algorithms such as support vector machines. In this paper we used this latter capability to construct a novel structure map, which uses partial dependence contours with a Mendeleev number of A and B atom pairs as abscissa and ordinate, respectively, to classify perovskites from nonperovskites. Partial dependency plots are graphical visualizations of the marginal effect of a given variable (or multiple variables) on an outcome. Note that this structure map is formed on the basis of a model that uses more features than just the Mendeleev number pair. Hence, it is more informative than a standard structure map that is based on the use of only a pair of features.
Background

Perovskite features
In contrast to the classical classification problems for AB solids that typically have used features connected to electronic structure and chemical bonding (Mooser & Pearson, 1959; John & Bloch, 1974; Chelikowsky & Phillips, 1978) , the classification problem for perovskites has traditionally used features that are more geometric, because the chemical bonding is predominantly ionic. The ionic radii r A and r B of the A and B atoms, respectively, play a central role. In our analysis, we used those tabulated by Shannon who obtained these values from fits to experiment (Shannon, 1976) . For many ideal perovskites, the sum 2ðr B þ r O Þ is uncannily close to the cube edge, that is, to the lattice constant (Jiang et al., 2006; Moreira & Dias, 2007; Verma & Jindal, 2009 ). Typically,
The tolerance factor t and octahedral factor
are generally computed from Shannon's radii. For an ideal perovskite, t ¼ 1. Most perovskites have 0:75<t<1:03 (Li et al., 2004; Kumar et al., 2008) . Below this range the ABO 3 solid tends to adopt other structure types, e.g. ilmenite, where the coordination number of the A site cation is small relative to Calcite non-perovskite with no octahedral unit (e.g. CaCO 3 ). Note that there are a few other non-perovskite structure types, such as aragonite, which we do not show here. We also include distorted perovskites (with tilted and rotated BO 6 octahedral units) in the same category as perovskites throughout this work.
that of the perovskites. Above this range, the solid then tends to be hexagonal. The octahedral factor r B =r O ¼ 0:435 corresponds to the value where hard-sphere B and O ions are touching in a close-packed arrangement. The observed structural stability range is 0:414<r B =r O <0:732 (Li et al., 2004; Kumar et al., 2008) . These geometrical constraints form the basis for the success of a ðt; r B =r O Þ structure map. Each feature has a restricted range of values in which a perovskite structure is likely. It seems more than reasonable to expect that where their allowed ranges overlap the likelihood for a perovskite structure is the greatest. The desire for even more accurate predictions have led researchers to consider other feature pairs for their structure plot. Most recently, for example, Li et al. (2004) and Kumar et al. (2008) considered structure maps using ðr A ; r B Þ, and Zhang et al. (2007) used structure maps with ðd AO ; d BO Þ. They found a slightly improved measure of success. Here ðr A ; r B Þ are a pair of Shannon radii, and ðd AO ; d BO Þ are the distances between the A and B atoms, and the nearest O atom, computed by the bond valence model. These features are particularly suited for a predictive study, because they are based on cation-anion pairs, available for the majority of elements in the periodic table and can be estimated even in the absence of structural information (e.g. space group, unit-cell parameters and fractional coordinates).
In the bond-valence model (Brown & Altermatt, 1985; Rao & Brown, 1998; Brown, 2009 Brown, , 2013 ), a valence
is assigned to an ion (cation or anion) as the sum of the bond valences
associated with its chemical bonds with neighboring ions of opposite charge. d ij is the length of the bond, and d 0 and b are parameters obtained from a table that was created from fits to experiment. The value of d 0 depends on the anion-cation pair, and b has a nearly universal value of 0.4 Å . Knowing d ij and the crystal structure enables the computation of V i and subsequently its comparison to Pauling's valence rules for chemical bonding and the stability of solids (Pauling, 1960) . On the other hand, assuming v ij equals the ideal valence of the ion (its natural valence divided by the number of neighboring oppositely charged ions) enables an estimation of d ij , which in many respects is the ideal bond length. For many solids, the value of d ij computed this way is close to the measured value. For perovskites, this ideal bond length tends to deviate from the measured values. For the ðd AO ; d BO Þ feature pair used by Zhang et al. (2007) , the bond lengths were computed from equation (3) using the ideal valence for v ij .
To these three standard feature pairs, we added a nonstandard fourth, ðM A ; M B Þ, where M A and M B are Pettifor's Mendeleev numbers for atoms A and B. The Mendeleev number M is defined in terms of a special mapping of the elements in the periodic table to the integers 1; 2; 3; 4 . . . (the Mendeleev numbers) that preserves most trends intrinsic to the periodic table and positions most pairs of elements into the correct crystal class for AB solids. This number allowed a structure plot for all AB solids. Although empirical, Pettifor's numbers, for example, separate octet AB as well as non-octet AB solids structurally and separate fourfold and sixfold coordinated octet sp-sp bonded solids almost perfectly. Octet AB compounds are defined by A N B 8ÀN , where N refers to the number of valence electrons. Although we are dealing with ABO 3 in some sense this is a type of generalized AB solid. We are asking does this simple pair of numbers help classify the perovskites? We find that it does not, but as we discuss in x3 it does allow us to propose a new type of structure plot for the perovskites that shares the simplicity of the Mendeleev structure plot for AB solids.
The features we used in our machine learning analysis originate from these four pairs, with the modification that we use ðr A =r O ; r B =r O Þ instead of ðr A ; r B Þ. We then combine the features by forming all possible combinations of one, two, three and four pairs, replacing duplicates of r B =r O with just one r B =r O to produce a total of 15 feature sets. Which one classifies the most accurately?
The data we used originates from the tables of Balachandran et al. (2011), who supplemented the tables of Zhang et al. (2007) with additional features and solids. The key entry in the data table was a label specifying whether the solid was a perovskite or not. Our dataset had 354 instances of ABO 3 solids.
Gradient tree boosting
Gradient tree boosting is a relatively new machine learning method used in binary classification problems (Flach, 2012; Ivezić et al., 2014; Hastie et al., 2008) . In binary classification, we want to learn a modelĈ CðxÞ that is as successful as possible in separating our data into two classes labeled by a AE1, where, for example, þ1 means perovskite and À1 means not. The task assumes we know a classifier CðxÞ ¼ y that gives for each instance x in our dataset its true class y ¼ AE1. This classifier is generally the given data. For each instance of data, our model returnsŷ y ¼ AE1. We construct the model by fitting it to a training set and validate it by assessing agreement of the predictedŷ y with the known y of a test set. This procedure is called cross-validation. How well do theŷ y agree with the y is the basic question to be answered.
The gradient tree boosting classifier is an example of a classifier that uses an ensemble of classifiers instead of just one. These ensemble methods seek to combine the predictions of many as a way to improve the accuracy over using just any one. They make their predictions viâ
TheĈ C m ðxÞ are the individual learned classifiers, which are assumed to be weak, that is they classify at a rate slightly better than a random guess. features describing this solid. The algorithm determines m . They weight the contribution of an individual classifier (Hastie et al., 2008) . In a boosting algorithm, the idea is to fit iteratively gener-atedĈ C m on a repeatedly modified version of the data. The data is weighted, and each step in the iteration successively increases the weights of those data instances that were misclassified and decreases the weights of those that were correctly classified. As the iteration proceeds, instances that are difficult to classify receive an ever increasing influence. In a tree boosting algorithm, the weak classifier is a decision tree of shallow depth. At each branch in the tree, a decision tree classifier splits the data available to that branch into two. Branching is made by examining the values of each feature of the data in the branch with respect to whether its use for the split reduces a loss function relative to the entire dataset. In a gradient tree boosting algorithm, the new classifierĈ C mþ1 that minimizes the loss function is updated from the old oneĈ C m by adding a gradient of the loss function. The loss function we used was the binomial deviance. The gradient tree algorithm we used was that of the open-source machine learning software package Scikit-learn (Pedregosa et al., 2011) .
The resulting model fitted to the data is specified by four numbers: (1) The number of iteration steps: We used 10 000. While a large number, the computational cost was minor and this number gave a good picture of whether our learning converged.
(2) The shrinkage factor: this is also called the learning rate. It is the fraction of the gradient used to update the classifier. We chose a slow learning rate of 0.001, which is another reason why the number of our iterations was large. (3) The tree depth: we chose 3. This depth kept the classifier weak and enabled the computation of pairs of partial dependencies between the features. We discuss partial dependencies below. (4) The subsampling fraction: we used 0.5. This is the fraction of training data randomly selected at each iteration that is used in fitting the data to the model. Proper choices of shrinkage and subsampling fractions improve the accuracy of the fitted model. In fitting the model, the gradient tree boosting algorithm returns two computations helpful in visualizing and understanding the results. The use of a decision tree enables the interpretation of the frequency that a given feature is used for the split as a measure of the apparent relative importance of that feature on the classification. Features at the top of the tree or a branch split the most data and hence contribute the most to the final predictions. Hence, the fraction of instances any feature contributes to the splits, averaged over many trees, gives an estimate of its relative importance. Usually, the most important feature is given a value of 100 to set a scale. The relative importance can change as the depth of the tree grown changes. The computation time was not significant enough to even consider measuring. The majority of our runs for this particular data set lasted a few seconds to a few minutes (maximum).
By using a decision tree classifier, the gradient tree boosting classifier also returns other information, called partial dependencies, about the influence of one or more features on the final result. If the decision tree is stopped at level L, partial dependencies can be computed for up to L À 1 variables. In our binary classification, the fit returns a function
where Pðf 1 ; f 2 ; . . . ; f N Þ is the probability of being classified a perovskite. Partial dependencies are found by integrating out (marginalizing) one or more features. For example
Because the cost of these calculations can become significant, they are not done by integrating but by replacing the values of the features to be marginalized with their average values f f i . For example
Results
We applied the gradient boosting classifier to our data set of 354 ABO 3 solids. As standard in many machine learning classification analyses, we split the data into training and testing sets. After the classifier is fitted to the training data, its accuracy is then tested on the test data. We used stratified 75/ 25% training/testing splits of the data. Stratified cross-validation splits the data into training and testing sets so each part has roughly the same fraction of perovskite or not. thus obtained 100 different estimates of the accuracy from which we calculated the average, median and standard deviation.
In Table 1 we present the mean, median and standard deviation for the 15 different feature sets we considered. We see the Mendeleev pair is significantly less accurate than the others. We also see that the tolerance and octahedral factor pair is the next less accurate pair; however, its accuracy of about 92% is quite good. Interestingly, the ðt; r A =r O Þ pair does slightly better than the customary tolerance and octahedral factor pair. The ðr A =r O ; r B =r O Þ and ðd AO ; d BO Þ pairs are similar.
In general, using more than one pair improves the results by 2 to 3 percentage points compared with using any of the single pairs. Since all these numbers are readily available, using more than one pair of features is more than a viable and advisable option.
In Fig. 2 , for one cross-validation split, we show the convergence of our accuracy and the relative importance of the maximal number of features. Different splits in general give a slightly different ranking of the features. In general, the tolerance factor is the most important feature.
In Fig. 3 , for the same cross-validation split as in Fig. 2 , we show the partial dependencies of the tolerance factor versus each of the remaining features. The partial dependences are measured as the logarithm of the odds that for a given set of feature values the instance is a perovskite. Accordingly, the value of the partial dependence changing sign is an indication of a range of values for a given feature that different crystal classes are possible. In the figure, red regions are again those that are perovskites with a high probability and blue are those that have a high probability of not being a perovskite. We note the number of cases where reddish regions are bordered on one or more sides with bluish regions. More insight about this bordering is found in the partial dependence plots for each feature, as shown in Fig. 4 . We recall that the success of the tolerance and octahedral factor pair was due to each having bounds separating perovskite and non-perovskite. We see that similar bounds are apparent for all the features we used except for M A . It is the consistency of these restrictions that gives a boost to the accuracy when more than two features are used.
In general our results in Table 1 do not change much if M A is left out. The advantage of including M A in the classification is seen in Fig. 5 where we give the partial dependence plot of the Mendeleev pair. We see that the likelihood of a given pair of atoms being in a perovskite structure is relatively independent of the choice of the B atom. As a function of the A atom, there are distinct regions where some A atoms are more likely to be found in a perovskite structure than elsewhere. It is important to note the mapping of the periodic A sequence of plots showing the partial dependencies of the tolerance factor versus each of the remaining features. Red regions are those that are perovskite with a high probability, and blue are those that are not perovskite with a high probability.
cations. For the Mendeleev numbers, our novel structure map plots partial dependence contours for any pair of A and B atoms of being perovskite or not. As a Mendeleev number maps to an atomic number, this structure map uses the identity of the A and B atoms instead of the values of some feature of these atoms. We note that it is formed on the basis of a model that uses more features than just the Mendeleev pair.
Concluding remarks
For the classification of ABO 3 chemistries into perovskite or non-perovskite crystal structures, we used machine learning methods to explore the possibility of constructing hyper-dimensional structure maps that improved the accuracy of twodimensional structure maps based on either ðt; r A =r O Þ, ðr A =r O ; r B =r O Þ, or ðd AO ; d BO Þ. We found that any combination of two or more of these pairs improved the accuracy by 2 to 3 percentage points. We also proposed adding the Mendeleev numbers ðM A ; M B Þ to the collection of feature pairs. While a structure plot using just this pair degrades the accuracy noticeably, using it in conjunction with the other pairs improves the accuracy of the predictions. Further, its use enabled the construction of a ðM A ; M B Þ structure plot of the contours of partial dependencies of the prediction accuracies that provide a design map for likely perovskite structures across the relevant portion of the periodic table. The new structure plot at a glance reveals for a given A or B which direction to vary the other in order to maintain a perovskite structure and gives an estimate of the likelihood of the prediction. We note that other binary classifiers, such as a support vector machine, might provide a more accurate core classification. We see the advantage of the gradient boosting method being the additional information it provides, in terms of partial dependencies and relative importances, that is not possible to obtain from most other methods.
It is interesting to compare the predictions of our new structure map with those from the machine learning study of perovskite formability performed by Balachandran et al. (2011) . They were interested in finding new perovskite solid solutions that had a high ferroelectric Curie temperature. Their analysis of known ferroelectrics produced several suggestions for new ones. Their proposed chemistries were BiBO 3 with B = {Lu, Tm, Ho, Er} corresponding to M A ¼ 87 and M B ¼ f20; 21; 22; 23g. The predicted high Curie temperature ferroelectrics were for PbTiO 3 -based solid solutions of BiLuO 3 and BiTmO 3 . They then created a decision tree model to classify ABO 3 chemistries into perovskite or notperovskite structures, which down-selected only BiLuO 3 and BiTmO 3 as compounds having stable perovskite structures. Our structure map, in contrast, predicts that all four of their proposed new ferroelectrics are highly likely to be perovskites (albeit one may require high-pressure conditions to synthesize them). They quote the expected accuracy of their model to be 95% based on tenfold cross-validation. However, their analysis was based on a single decision tree. It is well known that decision trees are biased and therefore are prone to overfitting. We have overcome this limitation by utilizing the Partial dependence plots for each feature. Positive partial dependences indicate feature influence in classifying the instances as perovskite.
Figure 5
Informatics enhanced Mendeleev number-based structure plot. gradient boosting algorithm, which more rigorously treats the bias-variance trade-off critical for developing a robust machine learning model. In addition, we also give an expected accuracy in terms of uncertainties and likelihood of a compound being a perovskite or non-perovskite. In future work we plan to investigate whether we can use the gradient tree boosting regression method to provide a structure map for predicting Curie temperatures.
We comment that in the initial phase of our work we used a much larger set of features that included many of those we used in a machine learning study of the crystal structure classification of AB solids (Pilania et al., 2015) . Most of these additional features were electronic in origin. In general, adding one or two of these other features to any of the standard individual pairs did not noticeably improve the accuracy of the prediction. In fact, in some cases the additions tended to degrade the accuracy of the predictions slightly. Thus, we rapidly excluded them from further consideration in this paper.
We also comment that ultimately the prediction accuracy of the present classification model is limited by the accuracy of the classifications accompanying the data. The out-of-sample prediction accuracy of the model is quantified on the basis of the trained model's predictions for a test data set that was 25% of our entire data set of 354 instances. An average accuracy of 95% thus corresponds to 4 or 5 misclassifications. The data gives the crystal structure class for ambient conditions. When we examined the misclassifications, they were more likely a perovskite strongly classified as being not or vice versa. Often, searching the literature revealed a change of temperature or pressure when the material ceased to be a perovskite or else became one. Accordingly, the misclassifications are best viewed as opportunities for sensing possible structural phase transitions than as errors.
