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Abstract
Cointegration is an important concept in the analysis of non-stationary time-series,
giving conditions under which a collection of non-stationary processes has an un-
derlying stationary (cointegration) relationship. In this paper we present the first
fully Bayesian residual-based test for cointegration, where we consider the whole
space of possible cointegration relationships when testing for the presence of coin-
tegration. We first demonstrate that such a test can be performed exactly in the
case where the residual process follows a first-order autoregressive process. We
then extend this test to include more complex residual processes, where we first
consider a suitable cointegration test-statistic and then leverage Bayesian sam-
pling techniques to perform the necessary inference. We empirically demonstrate
that our Bayesian approach attains a superior classification accuracy than exist-
ing approaches, all of which use a point estimate of the cointegration relationship
in their test. Finally, we demonstrate our approach on some real world financial
time-series data.
1 Introduction
In this section we introduce the theoretical background necessary to understand the concept of coin-
tegration, while also providing a summary of existing techniques in the cointegration literature.
Firstly, a univariate kth-order autoregressive process, Xt, is defined as
Xt = φ1Xt−1 + φ2Xt−2 + · · ·+ φkXt−k + t, (1)
where φ1:k = [φ1 φ2 · · · φk]> ∈ Rk and the process, t, is assumed to be white noise, i.e.
independent zero-mean Gaussian random variables with constant variance, σ2 ∈ R+. It is also
possible to include deterministic terms, such as an intercept or a trend term, in (1).
Introducing the lag operator, L(Xt) = Xt−1, an autoregressive process can be written in the equiv-
alent form Ψ(L)Xt = t, where Ψ(L) is a polynomial in the lag operator and this polynomial is
given by
Ψ(z) = 1− φ1z − φ2z2 − · · · − φkzk. (2)
It is well known that an autoregressive process is covariance-stationary (or trend-stationary if a trend
term is present in (1)) if the zeros of Ψ lie outside the unit circle, see e.g. [11]. When the context
is clear we shall simply refer to a covariance-stationary (or trend-stationary) process as stationary.
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The class of stationary autoregressive models is rich enough to model many time-series of interest.
They are, however, inappropriate for modelling non-stationary time-series and in such cases unit root
processes are one of the models of choice. An autoregression is said to follow a unit root process if
one of the roots of Ψ is unity and all of the remaining roots lie outside the unit circle. An alternative
expression for a unit root process is to say that it is integrated of order one, typically denoted by
Xt ∼ I(1). Extending this notation in the natural manner we use Xt ∼ I(0) to denote stationary
processes.
A set of n unit root processes, denoted in vector form by Zt, is said to be cointegrated if there
exists, β ∈ Rn, where all elements of β are non-zero, such that β>Zt ∼ I(0). If such a vector
exists then it is known as the cointegration vector, or the cointegration relationship. The condition
that all the elements of β are non-zero ensures that non-stationary series are not trivially cointe-
grated. Cointegration describes the conditions under which a collection of non-stationary processes
has an underlying stationary relationship. Cointegration is important because while the individual
processes are unpredictable, i.e. have no well-defined mean or variance, there is an underlying pro-
cess that is predictable and can be estimated in a statistically meaningful manner. Cointegration is an
important tool in any application that requires the determination of (or modelling of) a relationship
between non-stationary time-series. For instance, cointegration plays a prominent role in financial
fields, such as econometrics, where groups of stocks, bonds or economic indicators often exhibit an
underlying equilibrium relationship. An example of such a relationship is given by the economic
indicators of consumption and income. Both indicators are typically modelled as non-stationary pro-
cesses, but consumption is (on average) a given proportion of income, so that the difference between
the logarithm of these two indicators should form a stationary process. Given that this is actually
the case then regressing one indicator upon the other will result in a statistically meaningful results.
There are two fundamentally different approaches to cointegration analysis, namely residual-based
methods and error-correction methods. In residual-based methods one component of Zt is re-
gressed upon the remaining components of Zt. We use the notation Xt and Yt to respectively
denote the regressors and regressand of this regression, where we shall assume w.l.o.g. that Yt forms
the first component of Zt. Denoting the regression coefficients by β2 ∈ Rn−1 then we have that
β> =
[
1 −β>2
]
and
β>Zt = Yt − β>2 Xt = Rt, (3)
where we have used the notation, Rt, to denote the residual process. It is common in practice to
also include an intercept term in the regression in (3), which is equivalent to including a constant
term in the residual process. In this case we shall write Rt = Yt − β>2 Xt − α, where α ∈ R is
the intercept term. Cointegration analysis now amounts to determining the stationarity properties
of the residual process that results from this linear regression. We shall sometimes use the notation
Rt(β2) to denote the residual process induced from the regression coefficients, β2 ∈ Rn−1. In
error-correction methods the entire multivariate cointegrated system is modelled directly through
an error-correction model [9]. The cointegration space (i.e. the space of cointegrating vectors) is
then estimated through the reduced-rank long term matrix of the error-correction model. There are
advantages and disadvantages to both approaches, but in this paper our interest is on performing
regression analysis between non-stationary time-series and for this reason we focus on residual-
based methods.
The standard frequentist approach to residual-based cointegration testing is the Engle-Granger
method [9]. The Engle-Granger method is a two stage test, where the first stage consists of obtaining
a point estimate of the regression coefficients, βˆ2 ∈ Rn−1, while the second stage consists of testing
the stationarity of Rt(βˆ2). This point estimate can be obtained through any number of techniques,
but in practice it is typically obtained through linear regression. The stationarity of Rt(βˆ2) is tested
through a standard unit root hypothesis test, such as the augmented Dickey-Fuller test [7], where the
null hypothesis is that Rt(βˆ2) has a unit root and the alternative hypothesis is that it is stationary. If
the null hypothesis is rejected then it is concluded that the collection of time-series are cointegrated.
Bayesian approaches to cointegration analysis are almost exclusively focused on error-correction
techniques, see e.g. [12] and references therein, with the exception of the recent paper [2]. The
method of [2] is like the Engle-Granger method in the sense that a point estimate of the regression
coefficients is first constructed, again denoted by βˆ2 ∈ Rn−1, and then the stationarity of Rt(βˆ2) is
tested. The method of [2] differs from the Engle-Granger method in two ways. Firstly, an unbiased
point estimate is obtained by optimising the likelihood over the space of stationary models, where
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the EM-algorithm [6] is used to perform this optimisation. Secondly, a Bayesian unit root test [15]
is used to test the stationarity of Rt(βˆ2), where the Bayes’ factor is used to construct this test. Due
to the fact that a point estimate of the regression coefficients is used in [2] we refer to this method
as a partially Bayesian residual-based test for cointegration.
In this paper we propose a fully Bayesian residual-based test for cointegration. In particular, we
place a prior over the regression coefficients and we then marginalise out this variable when con-
structing a test for detecting cointegration. We thus consider the entire space of possible regression
coefficients when testing for cointegration, as opposed to a single point estimate as in the Engle-
Granger method or the partially Bayesian cointegration test.
2 First-Order Autoregressive Residual Processes
In this section we shall construct two Bayesian tests for cointegration. We currently assume that the
residual process follows a first-order autoregressive process, where we shall relax this constraint in
sections(3 & 4). As the residual process is assumed to follow a first-order autoregressive process we
have that
Rt = φRt−1 + t, (4)
where φ ∈ R and t is a white noise process. Combining (3) and (4) means that for all t ≥ 2 we
have
Yt = β
>
2 Xt + φ
(
Yt−1 − β>2 Xt−1
)
+ t, (5)
where the distributional form of the initial observation depends on how we model the initial ob-
servation of the residual process. The modelling of the initial observation is a non-trivial problem
and is complicated by factors such as the non-existence of a well-defined distribution for the initial
observation of a unit root process, as well as the constraints imposed on this distribution in the case
of a stationary process. We shall return to this point when we consider how to perform posterior
inference of the autoregression parameter in this model. As we are taking a Bayesian perspective
we also place priors on the regression coefficients, the autoregression parameter and the variance of
the white noise process, where we shall consider the prior p(β2, φ, σ2) ∝ σ−2.
Given a realisation of the system, which we denote by z1:T , we wish to determine whether or not the
system is cointegrated. In the residual-based framework this is equivalent to determining whether or
not the residual process in (3) is stationary for some β2 ∈ Rn−1. As each of the components of Zt
is I(1) it follows that either Rt ∼ I(0) or Rt ∼ I(1), so it is sufficient to determine whether or not
there is a unit root present in the residual process. For the autoregression (4) the form of Ψ is given
by Ψ(z) = 1 − φz, so there is a unit root in (4) if φ = 1, while it is stationary if |φ| < 1. These
are the criteria that we shall use in our Bayesian tests for cointegration, where we shall consider two
such tests. The first test we consider uses Bayes’ factors, where the Bayes’ factor is given by the
ratio of the conditional marginal likelihood under the unit root model with the conditional marginal
likelihood under the stationary model, i.e.
K =
p(Y2:T = y2:T |X1:T = x1:T , Y1 = y1, φ = 1)
1
2
∫ 1
−1 dφ p(Y2:T = y2:T |X1:T = x1:T , Y1 = y1, φ)
. (6)
The likelihood terms in (6) are obtained by integrating out the regression coefficients and the vari-
ance of the white noise process with respect to their respective priors. When K ≥ α, for some
threshold α ∈ R+, then we conclude that the system Zt is not cointegrated, otherwise we conclude
that it is cointegrated. We consider the conditional likelihood in (6) as this obviates the need to
construct a consistent prior for the initial observation of the residual process, which, as previously
mentioned, is not possible. The conditional likelihood is an approximation to the full likelihood, but
asymptotically the two will give equivalent results. The second test we consider, which is analagous
to methods used in the Bayesian unit root literature [14, 13], is to construct the marginal posterior
of φ and then to test whether the posterior probability mass of a stationary model exceeds a certain
threshold. In our test this amounts to testing whether p(|φ| < 1|Z1:T = z1:T ) ≥ 1 − α (or equiva-
lently p(φ ≥ 1|Z1:T = z1:T ) ≤ α), for some threshold, α ∈ [0, 1], and rejecting the hypothesis of
no cointegration when this condition is satisfied. We shall refer to this test as a credible interval test.
To perform either of these Bayesian cointegration tests it necessary to calculate either the condi-
tional marginal likelihood, p(Y2:T = y2:T |X1:T = x1:T , Y1 = y1, φ), or the marginal posterior,
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p(φ|Z1:T = z1:T ). As we are considering a flat prior on φ these two terms are proportional to
each other w.r.t. φ, and so we detail the calculation of the marginal likelihood. This calculation is
complicated by the fact that when there is an intercept present in the regression the model is locally
non-identifiable w.r.t. the intercept. In particular, we have in this case
Yt = β
>
2
(
Xt − φXt−1
)
+ φYt−1 + (1− φ)α+ t, (7)
which doesn’t depend on the intercept when φ = 1. This local non-identifiability will lead to
a divergent Bayes’ factor, or an ill-defined posterior, when a non-informative prior is placed on
the intercept and the conditional marginal likelihood is considered. One possible solution to this
problem would be to use an informative prior, but this requires some prior information about the
intercept and this may not be available in practice. Instead we shall tackle this problem by placing
a suitable prior over the initial observation of the residual process and considering the full marginal
likelihood, i.e. p(Y1:T = y1:T |X1:T = x1:T , φ).
In the case of the Bayes’ factor we consider the prior p(R1|φ, σ2) = N (0, σ2/(1 − φ2)) for φ ∈
(−1, 1), where this prior enforces the stationarity constraints on the residual process [11]. Under
this prior the full marginal likelihood takes the form
p(Y1:T = y1:T |X1:T = x1:T , φ) ∝
(
1− φ2
g(φ)T−n
∣∣LXX(φ)∣∣
) 1
2
. (8)
We use the proportional notation to denote that there are multiplicative factors that are independent
of φ. The notation in (8) is
g(φ) = LY Y (φ)− L>XY (φ)
(
LXX(φ)
)−1
LXY (φ),
LXX(φ) = (1− φ2)
[
1 x>1
x1 x1x
>
1
]
+
T∑
t=2
([
1
xt
]
− φ
[
1
xt−1
])([
1
xt
]
− φ
[
1
xt−1
])>
,
where the terms LXY (φ) and LY Y (φ) are defined in a similar manner. See section(7.1) of the
supplementary material for more details. This prior is not well defined for the unit root process
and so we calculate the likelihood in this case by taking the limit of the likelihood for stationary
models, i.e. p(Y1:T = y1:T |X1:T = x1:T , φ = 1) = limφ→1 p(Y1:T = y1:T |X1:T = x1:T , φ).
Details on the conditions for the existence of this limit are given in section(7.1) of the supplementary
material. In the case of the test based on credible intervals, where we necessarily consider a prior
over the whole space of autoregressive models, we consider the prior p(R1|φ, σ2) = N (0, σ2) and
the calculation of the full likelihood follows in an analagous manner. Additionally, the calculation
of the conditional likelihood in the absence of an intercept can also be performed using similar
calculations.
3 Higher-Order Autoregressive Residual Processes
In section(2) we considered the case where the residual process was modelled through a first or-
der autoregressive process. However, in many cases of interest it may happen that the correlation
structure of the residual process is too complicated to be properly captured through this model and
a higher order autoregressive process would be more appropriate. In this section we construct a
residual-based cointegration test for the case where the residual process is modelled through a kth-
order autoregressive process, for general k ∈ N. We assume that the order of the residual process is
known, where we shall relax this constraint in section(4). In the first part of this section we construct
a test-statistic that can be used to test whether or not there is a unit root present in the residual pro-
cess. The second part of this section then details how to perform marginal posterior inference of this
test-statistic. Due to the introduction of nuisance parameters exact inference is no longer possible
and so we construct a Gibbs sampler to perform the marginal posterior inference.
As the residual process is assumed to follow a kth-order autoregressive process then we have that
Rt = φ1Rt−1 + φ2Rt−2 + · · ·+ φkRt−k + t. (9)
In order to obtain a test for cointegration in this case it is necessary to construct a test-statistic that
can be used to determine whether the residual process is stationary or contains a unit root. Recall
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that the residual process will be stationary when all the roots of Ψ lie outside the unit circle, while it
will be a unit root process when one of the roots is unity and the remaining roots lie outside the unit
circle. Now to obtain a test-statistic we rewrite (9) into the form
Rt = ρRt−1 + ξ1∆Rt−1 + ξ2∆Rt−2 + · · ·+ ξk−1∆Rt−(k−1) + t, (10)
where
ρ =
k∑
i=1
φi, ξi = −
k∑
j=i+1
φj .
The notation ∆ is used to denote first differences, i.e. ∆Rt = Rt − Rt−1. The purpose of writing
the residual process in this form is that the parameter for the first lagged level, namely ρ, can be
written in terms of the reciprocals of the roots of Ψ. In particular we have that
ρ = (−1)p+1
k∏
i=1
(λi − 1) + 1, (11)
where {λi}ki=1 are the roots of the polynomial Π(z) = zk − φ1zk−1 − φ2zk−2 − · · · − φk. Note
that the roots of Ψ are the reciprocals of the roots of Π. Details of the derivations of (10) and (11)
are given in section(7.2) of the supplementary material. It can be seen from (11) that when there is
a unit root present in the residual process, i.e. λi = 1 for some i ∈ Nk, then ρ = 1. Conversely,
when the residual process is stationary, so that |λi| < 1 for each i ∈ Nk and complex roots of Π
occur in conjugate pairs, we have that ρ < 1. Hence to test whether Rt ∼ I(0) or Rt ∼ I(1) then it
is sufficient to test whether ρ < 1 or ρ = 1, and this is the test-statistic that we shall use in our tests
for cointegration.
We shall see shortly that when the residual process is modelled through a kth-order autoregres-
sive processes, for general k ∈ N, that posterior inference in our cointegration model is no longer
tractable. Instead we shall employ sampling methods to perform the inference, where, in particular,
we shall construct a Gibbs sampler. For this reason we shall no longer consider using Bayes’ factors
to test for cointegration, and shall instead consider only the second type of test. This means that in
order to test for cointegration it is necessary to calculate the marginal posterior
p(ρ|Z1:T = z1:T ) ∝
∫
dξ dσ2 dβ2 p(Yk+1:T = yk+1:T |X1:T = x1:T , ρ, ξ, σ2,β2)p(ξ, σ2,β2),
where we are considering the case where no intercept is included in the regression, and so are
considering the conditional likelihood. The methods of this section can be easily extended to the
case where an intercept is present by using analagous methods to those presented in section(2).
Given the form of the residual process (10) and the cointegration relationship (3) we have
Yt = β
>
2 Xt + ρ
(
Yt−1 − β>2 Xt−1
)
+
k−1∑
i=1
ξi
(
∆Yt−i − β>2 ∆Xt−i
)
+ t, t ≥ k + 1, (12)
where we have used the fact that ∆Rt = ∆Yt − β>2 ∆Xt. We place a flat prior over the parameters
of the autoregression. As in section(2) we consider the prior p(σ2) ∝ σ−2 for the variance of the
white noise process.
The introduction of the nuisance parameters ξ that occurs when considering a residual process of
the form (9) precludes exact posterior inference. This can be seen by the fact that the exponent of
the likelihood term (12) is not jointly quadratic in ξ and β2, which means that it is not possible to
marginalise out both of these variables in closed form. While not jointly quadratic in ξ and β2 the
exponent of (12) is quadratic in each of these variables individually, considering the other variable
as fixed. This suggests that Gibbs sampling is appropriate and this is the approach that we take here,
iteratively sampling from the following conditional distributions
p(ρ, ξ|Z1:T = z1:T , σ2,β2), p(β2|Z1:T = z1:T , ρ, ξ, σ2), p(σ2|Z1:T = z1:T , ρ, ξ,β2).
The first two distributions are Gaussian, while the third is an inverse Gamma distribution. Due to
reasons of space we give the form of these conditional distributions in section(3) of the supplemen-
tary material. As these conditional distributions are of standard form they can be sampled from
efficiently and a Gibbs sampler can be implemented in a standard manner.
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4 Autoregressive Residual Processes with Unknown Order
Until now we have considered the case where the order of the residual process is assumed to be
known. However, this is typically not the case in practice and so some form of model selection is re-
quired. One of the standard Bayesian approaches to model selection is to index the various models,
considering this index variable as a random variable, and then to obtain the posterior over this index
variable. In the case where there are a different number of variables in the various models posterior
inference is typically done through reversible jump Markov chain Monte Carlo (RJ-MCMC) meth-
ods [10]. As we are modelling the residual process through an autoregressive process performing
model selection requires the construction of a RJ-MCMC sampling algorithm that jumps between
autoregressive models of different order. RJ-MCMC sampling methods have previously been con-
sidered for autoregressive models, see e.g. [17, 8, 4], and we follow an analagous framework here.
We shall consider the case where the order of the residual process takes on the possible values,
k ∈ {0, 1, ..., kmax}, for some kmax ∈ N, where we consider a uniform prior for this variable.
In our RJ-MCMC framework there are two different types of moves in the parameter space, within-
model moves and between-model moves. In a within-model move the order of the residual process
is held fixed and the parameters of the model are sampled, where this is done through the Gibbs
sampler presented in section(3). In a between-model move the order of the residual process is
sampled, where this requires a reversible jump move as it necessarily involves a change in the
dimension of the parameter space. The first step of a between-model move is to propose a move
from order p to order p′, then given this new proposed model order a new vector of autoregressive
parameters, φ′1:k′ ∈ Rk
′
, is proposed. We hold the regression coefficients and the variance of the
white noise process fixed during between-model moves, but this is not necessary in practice. Given
the proposed k′ and φ′1:k′ the move is accepted with probability min{1, A((k, φ1:k)→ (k′, φ′1:k′))},
where A((k, φ1:k)→ (k′, φ′1:k′)) is the standard acceptance ratio for accepting the proposed move,
see e.g. [10, 17] for more details.
We propose moves in the order of the residual process by using the discretised Laplacian density,
where this is given by q(k′|k) ∝ exp (− λ|k′ − k|). The parameter, λ ∈ R+, is a ‘heat’ parameter
that determines the spread of the distribution. Given the proposed new model order, the regression
coefficients and the variance of the white noise process the conditional distribution of the autore-
gressive parameters can be obtained analytically, as shown in section(3). We use this conditional
distribution as the proposal distribution of the autoregressive parameters in the new model. Under
these proposal distributions the acceptance ratio can be calculated using the Candidate’s identity [1].
This allows the acceptance ratio to be calculated in such a manner that it is only necessary to sample
the autoregression parameters once a move has been accepted. The derivation of the acceptance
ratio is straightforward, but algebraically cumbersome, and so we give the details in section(7.3) of
the supplementary material.
Posterior inference can be performed by iteratively sampling in the standard manner, alternating be-
tween within-model moves and between-model moves. The marginal posterior of ρ can be obtained
by constructing the conditional marginal of ρ, conditioned on the order of the residual process,
and then marginalizing out the order of the residual process w.r.t. its posterior distribution. This
marginal posterior can then be used to test for cointegration in the same manner as in section(3).
Furthermore, given that the observed time-series are deemed to be cointegrated, then the sample
regression coefficients can be used to obtain the posterior of the cointegration relationship.
5 Experiments
In this section we evaluate the various methods proposed in this paper on both synthetic and real
world data. We begin by constructing the receiver operating characteristic (ROC) curves in order to
determine the classification accuracy of the methods proposed in sections(2 & 3). We then evaluate
the accuracy of the RJ-MCMC algorithm of section(4) in determining the model structure of the
unobserved residual process. Finally, we demonstrate the method on some real world financial time-
series data.
In the first experiment we considered the classification accuracy of the Bayesian residual-based
cointegration tests presented in this paper, that is the accuracy with which these tests determine
whether a collection of time-series are cointegrated or not. In this experiment we considered the
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Figure 1: Results of the residual-based cointegration classification test, where the plots show the
ROC curve for the experiment with (a) a first-order autoregressive residual process and (b) a third-
order autoregressive residual process. The plots show the true positive rate against the false positive
rate for each of the algorithms, where optimal classification is achieved with a true positive rate of
one and a false positive rate of zero.
case where the underlying model of the residual process was known a priori, so that we considered
the tests of sections(2 & 3). For comparison we also considered the Engle-Granger test and the
partially Bayesian cointegration test of [2]. The test of [2] is only applicable when the residual
process follows a first-order autoregression, so we were only able to make a comparison with this
test in this one particular case. The same applies to our Bayesian test based on the Bayes’ factor
presented in section(2). In order to assess the accuracy of the tests we considered synthetically
generated data, where the details of the procedure used to generate the data are given in section(7.4)
of the supplementary material. We considered two different experiments, where in the first the
residual process follows a first-order autoregression, while in the second it follows a third-order
autoregression. In both experiments we considered 2, 500 independently generated tests and the
results are presented in figure(1). The results are presented in the form of a receiver operating
characteristic curves, where the false positive rate of each test procedure is plotted against its true
positive rate. The optimal classification rule would result in a false positive rate of zero and a
true positive rate of one, which corresponds to the top left-hand corner of the plot. In can be seen in
figure(1) that the superior classification rate of the Bayesian tests presented in this paper is marked. It
can also be seen that the difference in performance between the two types of Bayesian test presented
in section(2) is negligible.
In the second experiment we investigated the accuracy of the RJ-MCMC algorithm of section(4)
in determining the model structure of Rt. For comparison we also considered the Engle-Granger
method, where the Bayesian information criterion (BIC) [16] was used in the unit root test to de-
termine the model of Rt. We also considered other standard frequentist model selection techniques,
but by comparison to the BIC they gave inferior results in this experiment. In order to assess the ac-
curacy of the RJ-MCMC algorithm we considered synthetically generated data, where the procedure
used to generate the data is detailed in section(7.4) of the supplementary material. In the experiment
we considered observation sequences of length T = 100, 200, 500, 750 and 1000. Given X1:T and
Y1:T , where Y1:T was regressed upon X1:T , we used the RJ-MCMC sampling algorithm presented
in section(4) to estimate the posterior of the model order of the residual process. We used the mode
of the posterior to classify the model order. We also calculated the variance of the posterior in or-
der to obtain a gauge of the dispersion of the posterior. The results of the experiment are given in
table(1), where the results were obtained from 250 independently generated tests. It can be seen
that regardless of the number of observations the classification accuracy of the RJ-MCMC approach
was superior to that of the BIC approach. Additionally, a measure of uncertainty in the prediction
is given by the RJ-MCMC approach, where it can be seen from table(1) that when there are fewer
observations the posterior is more dispersed.
In the final experiment we applied our Bayesian residual-based cointegration analysis model to two
real world financial data sets. The first data set we considered was the economic indicators for
personal disposable income and personal consumption expenditure for the United States of America
7
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Figure 2: Results from the Bayesian residual-based cointegration analysis of the economic indica-
tors for US consumption. The top left plot displays 100 times the logarithm of the real quarterly
aggregate personal disposable income (red) and personal consumption expenditures (blue) for the
United States from the first quarter of 1947 through until the third quarter of 1989. The bottom left
plot shows the daily stock price of British Petroleum (blue) and Shell (red) from the 20th of Septem-
ber 2010 until the 1st of Janurary 2012. The top right and bottom right plots show the respective
posteriors of the residual process, where this is obtained by taking the expectation of Yt − β2Xt
w.r.t. the marginal posterior of the regression coefficient. The plot shows the mean (black) and the
three times the standard deviation (blue).
from the first quarter of 1947 through until the third quarter of 1989. According to the economic
model of [5] expenditure should on average be a certain proportion of income, so that the logarithm
of these two indicators should be cointegrated. The second data set we considered was the daily
stock prices of British Petroleum (BP) and Shell from the 20th of September 2010 until the 1st of
Janurary 2012. As these two stock prices relate to companies in the same industry we expect that
the stock prices should be cointegrated, at least over a relatively short period of time where no
anomalous events occurred. These two data sets, along with the posterior of the residuals obtained
from our Bayesian model, are given in figure(2). The results from our Bayesian cointegration model
strongly indicate that both of these data sets are cointegrated, where in the first data set all of the
posterior probability mass was placed on stationary models, while 98% of the posterior mass was
placed on stationary models in the second data set.
# Observations
100 200 500 750 1000
RJ-MCMC Accuracy (mode) 83.2% 90.4% 93.2% 93.6% 94.8%Variance 0.15 0.09 0.05 0.04 0.03
Bayesian Information Criterion 68.4% 78.4% 80.0% 82.0% 81.2%
Table 1: The results of the experiment to assess the accuracy of the RJ-MCMC algorithm in de-
termining the model of the residual process. The table gives the classification accuracy of the
RJ-MCMC algorithm and the Engle-Granger algorithm, using the BIC, for varying numbers of
observations. The mode of the posterior was used as a classification rule when using the RJ-MCMC
algorithm. The variance of the posterior is also presented.
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6 Summary
In this paper we have presented the first fully Bayesian approach to residual-based cointegration
analysis, where we have presented a series of tests that are applicable to residual processes of any
given (possibly unknown) order. One of the advantages of this Bayesian approach is the ease with
which the model can be extended to incorporate more complex data, such as a non-stationary coin-
tegration relationship or intermittent cointegration, through modern Bayesian sampling techniques.
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7 Supplementary Material
7.1 First-Order Autoregressive Residual Processes
We now show that under the prior, p(R1|φ, σ2) = N (0, σ2/(1− φ2)), where φ ∈ (−1, 1), that the
full marginal likelihood, takes the form
p(Y1:T = y1:T |X1:T = x1:T , φ) ∝
(
1− φ2
g(φ)T−n
∣∣LXX(φ)∣∣
) 1
2
. (13)
The proportional notation is used to denote that there are multiplicative factors that are independent
of φ. The notation in (13) is
g(φ) = LY Y (φ)− L>XY (φ)
(
LXX(φ)
)−1
LXY (φ),
LXX(φ) = (1− φ2)
[
1 x>1
x1 x1x
>
1
]
+
T∑
t=2
([
1
xt
]
− φ
[
1
xt−1
])([
1
xt
]
− φ
[
1
xt−1
])>
,
where the terms LXY (φ) and LY Y (φ) are likewise given by
LXY (φ) = (1− φ2)y1
[
1
x1
]
+
T∑
t=2
(
yt − φyt−1
)([ 1
xt
]
− φ
[
1
xt−1
])
,
LY Y (φ) = (1− φ2)y21 +
T∑
t=2
(
yt − φyt−1
)2
.
It can be seen that for each time-point, t ≥ 2, the likelihood term (5) can be written in the form
Yt − φYt−1 = β>2
(
Xt − φXt−1
)
+ α(1− φ) + t, (14)
while the prior for the initial observation of the residual process gives
Y1 = β
>
2 X1 + α+ 1, (15)
where 1 ∼ N (0, σ2/(1− φ2)). This means that the marginal likelihood takes the form
p(Y1:T = y1:T |X1:T = x1:T , φ) =
∫
dα dβ2 dσ
2 1
σ2
N (y1|β>2 x1 + α, σ2/(1− φ2))
×
T∏
t=2
N (yt − φyt−1|β>2
(
xt − φxt−1
)
+ (1− φ)α, σ2).
By expanding the exponent this can be written in the form
p(Y1:T = y1:T |X1:T = x1:T , φ) =
√
1− φ2
∫
dα dβ2 dσ
2 1
σ2
(
1√
2piσ2
)T
× exp
(
− 1
2σ2
(
LY Y (φ)− 2
[
α
β2
]>
LXY (φ) +
[
α
β2
]>
LXX(φ)
[
α
β2
]))
.
Using standard Gaussian integral formulae we have that the integral w.r.t. α and β2 takes the form
p(Y1:T = y1:T |X1:T = x1:T , φ) ∝
√
1− φ2
|LXX(φ)|
∫
dσ2
(
1
σ2
)T−n
2 +1
exp
(
− 1
2σ2
g(φ)
)
,
where g(φ) has the form
g(φ) = LY Y (φ)− L>XY (φ)
(
LXX(φ)
)−1
LXY (φ).
The term inside the integral is proportional to a scaled Inv-χ2 distribution where the degrees of
freedom and scale, which we denote by νp and sp respectively, are given by
νp = T − n, sp(φ) =
√
g(φ)
νp
.
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This means that performing the integral over σ2 and ignoring multiplicative terms that are indepen-
dent of φ gives (13).
The calculation of the full marginal likelihood (13) uses the fact that φ ∈ (−1, 1). To calculate the
marginal likelihood for the unit root process we now calculate the following limit
p(Y1:T = y1:T |X1:T = x1:T , φ = 1) = lim
φ→1
p(Y1:T = y1:T |X1:T = x1:T , φ). (16)
To consider the limit we first observe that (13) can be written in the form
p(Y1:T = y1:T |X1:T = x1:T , φ) ∝
√
f1(φ)
f2(φ)
, (17)
where f1 ∈ Pm and f2 ∈ Pn, for some m,n ∈ N. This can be seen from the fact that the elements
of LXX(φ), LXY (φ) and LY Y (φ) are quadratic in φ, which means that |LXX(φ)| is a polynomial
in φ and L−1XX(φ), assuming it exists, is a matrix whose elements are rational in φ. This means that
g(φ) is a rational function of φ and it follows that (13) can be written in the form (17). To consider
the limit in (16) we now consider the change of variable,  = 1 − φ, and then consider the limit as
→ 0. For any  > 0 the marginal likelihood can be written in the form
p(Y1:T = y1:T |X1:T = x1:T , φ) ∝
√
h1()
h2()
, (18)
where h1 ∈ Pm and h2 ∈ Pn. We write the coefficients of h1 and h2 as {ai}mi=0 and {bi}ni=0,
respectively, where ai (or bi) is the coefficient of the ith order term in the corresponding polynomial.
The limit as  → 0 will exist provided that min{i ∈ Nn|bi 6= 0} ≤ min{i ∈ Nm|ai 6= 0}, i.e.
that the lowest order (non-zero) term in h2 has order less than or equal to the lowest order (non-
zero) term in h1. Provided that this property is satisfied then the limit can then be obtained through
the (possibly repeated) application L’Hoˆpital’s rule. In practice the polynomials h1 and h2 will be
very difficult to calculate and so instead the limit will have to be evaluated numerically, for example
through Richardson extrapolation [3].
7.2 Higher-Order Autoregressive Residual Processes
We now derive the alternative representation (10) of the autoregression (9). Starting with (10) we
have that
Rt = ρRt−1 + ξ1∆Rt−1 + ξ2∆Rt−2 + · · ·+ ξp−1∆Rt−(k−1) + t, (19)
where
ρ =
k∑
i=1
φi, ξi = −
k∑
j=i+1
φj .
Using the fact that ∆Rt−1 = Rt−1 −Rt−2 in (19) gives
Rt = (ρ+ ξ1)Rt−1 − ξ1Rt−2 + ξ2∆Rt−2 + · · ·+ ξk−1∆Rt−(k−1) + t. (20)
It can be seen that ρ+ ξ1 = φ1, so that (20) takes the form
Rt = φ1Rt−1 − ξ1Rt−2 + ξ2∆Rt−2 + · · ·+ ξk−1∆Rt−(k−1) + t. (21)
In a similar manner, using the fact that ∆Rt−2 = Rt−2−Rt−3 in (21), along the fact that ξ2− ξ1 =
φ2, gives
Rt = φ1Rt−1 + φ2Rt−2 − ξ2Rt−3 + ξ3∆Rt−3 + · · ·+ ξk−1∆Rt−(k−1) + t. (22)
This process can now be repeated until one obtains the original form of the autoregression
Rt = φ1Rt−1 + φ2Rt−2 + · · ·+ φkRt−k + t.
We now show that ρ has the form
ρ = (−1)k+1
k∏
i=1
(λi − 1) + 1, (23)
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where {λi}ki=1 are the roots of the polynomial Π(z) = zk − φ1zk−1 − φ2zk−2 − · · · − φk. Firstly,
as {λi}ki=1 are the roots of Π we have that Π can be written in the equivalent form
Π(z) =
k∏
i=1
(z − λi) =
k∑
i=0
(−1)k−iek−i(λ1, λ2, ..., λk)zi,
where {ei(λ1, λ2, ..., λk)}ki=0 are the elementary symmetric polynomials given by
e0(λ1, λ2, . . . , λk) = 1, e1(λ1, λ2, . . . , λk) =
∑
1≤i≤k λi,
e2(λ1, λ2, . . . , λk) =
∑
1≤i<j≤k λiλj ,
and so on. Equating coefficients of Π gives
φi = (−1)i+1ei(λ1, λ2, . . . , λk), i ∈ Nk.
Now ρ =
∑k
i=1 φi, so that
ρ =
k∑
i=1
(−1)i+1ei(λ1, λ2, . . . , λk) =
k∑
i=0
(−1)i+1ei(λ1, λ2, . . . , λk)1k−i + 1.
Now
k∑
i=0
(−1)i+1ei(λ1, λ2, . . . , λk)1k−i = (−1)
k∏
i=1
(1− λi) = (−1)k+1
k∏
i=1
(λi − 1),
so that ρ takes the final form
ρ = (−1)k+1
k∏
i=1
(λi − 1) + 1.
We now detail the derivation of the conditional distributions
p(ρ, ξ|Z1:T = z1:T , σ2,β2), p(β2|Z1:T = z1:T , ρ, ξ, σ2), p(σ2|Z1:T = z1:T , ρ, ξ,β2).
Firstly, the conditional distribution, p(ρ, ξ|Z1:T = z1:T , σ2,β2) is given by
p(ρ, ξ|Z1:T = z1:T , σ2,β2) ∝ p(Yk+1:T = yk+1:T |X1:T = x1:T , ρ, ξ, σ2,β).
Given (10) this conditional distribution takes the form
p(ρ, ξ|Z1:T = z1:T , σ2,β) ∝
T∏
t=k+1
N
(
Rt
∣∣∣∣ρRt−1 + k−1∑
i=1
ξi∆Rt−i, σ2
)
. (24)
Expanding the exponent of (24) and completing the square in [ρ ξ]> gives
ρ, ξ| · · · ∼ N
((
Xρ,ξX
>
ρ,ξ
)−1
Xρ,ξYρ,ξ, σ
2
(
Xρ,ξX
>
ρ,ξ
)−1)
. (25)
The terms Xρ,ξ and Yρ,ξ are a k × (T − k) matrix and a (T − k)-dimensional vector, respectively,
and are given by
Xρ,ξ =

Rk Rk+1 . . . RT−1
∆Rk ∆Rk+1 . . . ∆RT−1
...
...
. . .
...
∆R2 ∆R3 . . . ∆RT+1−k
 , Yρ,ξ =

Rk+1
Rk+2
...
RT
 .
The conditional distribution, p(β2|Z1:T = z1:T , ρ, ξ, σ2), is given by
p(β2|Z1:T = z1:T , ρ, ξ, σ2) ∝ p(Yk+1:T = yk+1:T |X1:T = x1:T , ρ, ξ, σ2,β2),
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Given (10) this conditional distribution takes the form
p(β2|Z1:T = z1:T , ρ, ξ, σ2) ∝
T∏
t=k+1
N
(
Rt
∣∣∣∣ρRt−1 + k−1∑
i=1
ξi∆Rt−i, σ2
)
. (26)
To obtain a closed form for p(β2|Z1:T = z1:T , ρ, ξ, σ2) we need to write the exponent of (26)
as a quadratic in the regression parameters, where we then complete the square in the regression
parameters to obtain a Gaussian sampling distribution. To do so we first note that, for each t ∈ NT ,
we have
Rt = Yt − β>2 Xt, ∆Rt = ∆Yt − β>2 ∆Xt.
This means that (26) can be written in the equivalent form
p(β2|Z1:T = z1:T , ρ, ξ, σ2)
∝
T∏
t=p+1
N
(
Yt −
(
ρYt−1 +
p−1∑
i=1
ξi∆Yt−i
)∣∣∣∣β>2 (Xt − (ρXt−1 + p−1∑
i=1
ξi∆Xt−i
))
, σ2
)
.
Expanding the exponent and completing the square in β2 gives
β2| · · · ∼ N
((
Xβ2X
>
β2
)−1
Xβ2Yβ2 , σ
2
(
Xβ2X
>
β2
)−1)
. (27)
The termsXβ2 and Yβ2 are a n−1× (T −k) matrix and a (T −k)-dimensional vector, respectively,
where the tth column of Xβ2 is given by ρXt+k−1 +
∑k−1
i=1 ξi∆Xt+k−i. The elements of Yβ2 are
defined in a similar manner.
The final conditional distribution, p(σ2|Z1:T = z1:T , ρ, ξ,β2), takes the form
p(σ2|Z1:T = z1:T , ρ, ξ,β) ∝ p(Yk+1:T = yk+1:T |X1:T = x1:T , ρ, ξ, σ2,β)p(σ2).
Given the prior, p(σ2) = 1σ2 , this conditional distribution takes the form
p(σ2|Z1:T = z1:T , ρ, ξ,β) ∝
(
1
σ2
)T−k
2 +1
exp
(
− 1
2σ2
T∑
t=k+1
(
Rt−
(
ρRt−1+
k−1∑
i=1
ξi∆Rt−i
))2)
,
which is an scaled-inverse-χ2 distribution with degrees of freedom, ν = T −k, and scale parameter,
τ2 =
1
T − k
( T∑
t=k+1
(
Rt −
(
ρRt−1 +
k−1∑
i=1
ξi∆Rt−i
))2)
.
The use of the notation {Rt}Tt=1 in τ2, Xρ,ξ and Yρ,ξ refers to the residual process induced by the
current sample of the regression coefficients.
7.3 Autoregressive Residual Processes with Unknown Order
In this section we derive the acceptance ratio A((k, φ1:k) → (k′, φ′1:k′)) for the proposal distribu-
tions considered in section(4). We start by noting that A((k, φ1:k) → (k′, φ′1:k′)) has the general
form
A((k, φ1:k)→ (k′, φ′1:k′)) =
p(k′, φ′1:k′ |pi)
p(k, φ1:k|pi)
q(k, φ1:k|k′, φ′1:k′ ,pi)
q(k′, φ′1:k′ |k, φ1:k,pi)
, (28)
where q is the proposal distribution for between-model moves, p(k′, φ′1:k′ |pi) is the posterior density
and pi denotes all remaining variables in the conditioning set, which in this case corresponds to the
observed collection of time-series, the regression coefficients and the variance of the white noise
process. The standard Jacobian term is absent from (28) are we are proposing moves directly in the
new parameter space.
We now consider the specific form for (28) given the proposal distributions considered in section(4).
In particular, we shall show that (28) takes the form
A((k, φ1:k)→ (k′, φ′1:k′)) =
q(k|k′)
q(k′|k)
√√√√∣∣2piσ2(Xρ,ξ(k′)X>ρ,ξ(k′))−1∣∣∣∣2piσ2(Xρ,ξ(k)X>ρ,ξ(k))−1∣∣ exp
(
1
2
(
C(k′)− C(k))),
(29)
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where
C(k) = Y >ρ,ξ(k)X
>
ρ,ξ(k)
(
Xρ,ξ(k)X
>
ρ,ξ(k)
)−1
Xρ,ξ(k)Yρ,ξ(k).
The notation Xρ,ξ(k) is used to denote the matrix from section(3) for the case where the model
is of size k and the first max(k, k′) observations are conditioned. Similar notation is used for the
other terms in (29). Note that (29) is independent of the autoregression parameters, so that it is only
necessary to sample the autoregression parameters after a move has been accepted.
We now derive the form of the acceptance ratio (29), where this derivation closely follows a sim-
ilar derivation in [17]. We shall consider the acceptance ratio of the proposed jump (k, φ1:k) →
(k′, φ′1:k′). Firstly, the candidate’s identity [1] gives
p(k|Z1:T = z1:T ,β2, σ2) = p(k, φ1:k|Z1:T = z1:T ,β2, σ
2)
p(φ1:k|Z1:T = z1:T , k,β2, σ2) . (30)
As the proposal distribution for the autoregressive parameters is given by
q(φ1:k|k, k′, φ′1:k′ ,Z1:T = z1:T ,β2, σ2) = p(φ1:k|Z1:T = z1:T , k,β2, σ2), (31)
then an application of (30) into (28) gives
A =
q(k|k′)
q(k′|k)
p(k′|Z1:T = z1:T ,β2, σ2)
p(k|Z1:T = z1:T ,β2, σ2) , (32)
where q(k′|k) denotes the proposal distribution used to propose moves in the order of the residual
process. So to calculate the acceptance ratio it is sufficient to calculate the posterior of the model
order and the proposal distribution for jumps in the model order. The later calculation is given by
the discretised Laplacian, so we detail the calculation of the posterior of the model order. Firstly, we
have that
p(k|Z1:T = z1:T ,β2, σ2) ∝ p(k)p(Yk+1:T = yk+1:T |X1:T = x1:T , k,β2, σ2),
where we have considered the conditional likelihood. As we are considering a flat prior on the
parameters of the autoregression we have that
p(k|Z1:T = z1:T ,β2, σ2) ∝ p(k)
∫
dφ1:k p(Yk+1:T = yk+1:T |X1:T = x1:T , k, φ1:k,β2, σ2).
After some standard manipulations the conditional likelihood can be written in the form
p(Yk+1:T = yk+1:T |X1:T = x1:T , k, φ1:k,β2, σ2) = N
(
Yρ,ξ
∣∣X>ρ,ξφ1:k, σ2IT−k),
which after completing the square w.r.t. the parameters of the autoregression gives
p(Yk+1:T = yk+1:T |X1:T = x1:T , k, φ1:k,β2, σ2)
= (2piσ2)−
T−k
2 exp
(
− 1
2σ2
(
Y >ρ,ξYρ,ξ − Y >ρ,ξX>ρ,ξ
(
Xρ,ξX
>
ρ,ξ
)−1
Xρ,ξYρ,ξ
))
×
√∣∣∣∣2piσ2(Xρ,ξX>ρ,ξ)−1∣∣∣∣N(φ1:k∣∣∣∣(Xρ,ξX>ρ,ξ)−1Xρ,ξYρ,ξ, σ2(Xρ,ξX>ρ,ξ)−1).
The integral over the parameters of the autoregression can now be performed to give
p(k|Z1:T = z1:T ,β2, σ2) ∝ p(k)(2piσ2)−
T−k
2
√∣∣∣∣2piσ2(Xρ,ξX>ρ,ξ)−1∣∣∣∣
× exp
(
− 1
2σ2
(
Y >ρ,ξYρ,ξ − Y >ρ,ξX>ρ,ξ
(
Xρ,ξX
>
ρ,ξ
)−1
Xρ,ξYρ,ξ
))
.
By considering the conditional likelihood, where we condition on the first max(k, k′) observations,
for both terms in (31) we obtain the acceptance ration (29), where we have used the fact that p(k) =
k−1max.
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7.4 Experiments
We now detail the procedure used to generate the synthetic data in the cointegration classification
experiment. In this experiment Rt was modelled with an autoregressive process of known order,
where in the first experiment the order was one, while in the second experiment the order was three.
The residual process was either stationary or had a unit root present, where these two possibilities
were considered with equal probability. WhenRt was stationary the autoregressive parameters were
uniformly sampled from a subspace of the space of stationary models, where we only considered
stationary models with positive parameters and with at least one root of Π greater than 0.8 in magni-
tude. This was done to ensure that the stationary process was sufficiently close to a unit root process
so that the resulting classification test was not trivial. When there was a unit root present in Rt
we first generated the parameters of ∆Rt, from the same subspace of stationary models as before,
and then obtained the autoregressive parameters for Rt from ∆Rt. Rejection sampling was used
to perform the sampling. The variance of the white noise process was set to one. We considered
the relation between two univariate time-series, Xt and Yt, where Yt was regressed upon Xt. We
included an intercept in the regression and uniformly sampled the regression parameters from the
interval [0.0, 5.0]. The regressor time-series, X1:T , was generated through a random walk, while the
regressand time-series was generated through the relation (3).
We now detail the procedure used to generate the synthetic data in the RJ-MCMC model determi-
nation experiment. In this experiment Rt was modelled with an autoregressive process, where the
order of the model was uniformly selected from models up to and including third-order models.
The residual process was either stationary or had a unit root present, where these two possibilities
were considered with equal probability. WhenRt was stationary the autoregressive parameters were
uniformly sampled from a subspace of the space of stationary models, where we only considered
stationary models with positive parameters and with at least one root of Π greater than 0.8 in mag-
nitude. When there was a unit root present in Rt we first generated the parameters of ∆Rt, from
the same subspace of stationary models as before, and then obtained the autoregressive parameters
for Rt from ∆Rt. Rejection sampling was used to perform the sampling. The variance of the white
noise process was set to one. We considered the relation between two univariate time-series, Xt
and Yt, where Yt was regressed upon Xt. We included an intercept in the regression and uniformly
sampled the regression parameters from the interval [0.0, 5.0]. The regressor time-series, X1:T ,
was generated through a random walk, while the regressand time-series was generated through the
relation (3).
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