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CONSTRUCTION OF PRODUCT ∗-PROBABILITY SPACES VIA FREE
CUMULANTS
ARUP BOSE AND SOUMENDU SUNDAR MUKHERJEE
Abstract. It is well-known that free independence is equivalent to the vanishing of mixed
free cumulants. The purpose of this short note is to build free products of ∗-probability
spaces using this as the definition of freeness and relying on free cumulants instead of
moments.
1. Introduction
A non-commutative probability space (NCP) is a pair (A, ϕ) where A is an algebra over
the complex numbers, with an identity say 1A and ϕ is a state, that is, a linear functional
on A such ϕ(1A) = 1. If A is a ∗-algebra and ϕ is positive (ϕ(a∗a) ≥ 0 for all a ∈ A) then
(A, ϕ) is called a ∗-probability space. In this case ϕ(a∗) = ϕ(a) for all a ∈ A.
We shall work with NCP and ∗-probability spaces and refer to them commonly as NCP
for convenience. Free independence is a central idea in non-commutative probability and is
usually defined as follows.
Definition 1. (Free independence) Let (A, ϕ) be an NCP and let I be a fixed index set. For
each i ∈ I, let Ai be a unital sub-algebra of A. Then (Ai, i ∈ I) are called freely independent
(or simply, free) if ϕ(a1 · · · ak) = 0 for every k ≥ 1 and for every 1 ≤ j ≤ k, whenever the
following three conditions are satisfied:
(a) aj ∈ Ai(j) where i(j) ∈ I,
(b) ϕ(aj) = 0 for every 1 ≤ j ≤ k, and
(c) neighbouring elements are from different sub-algebras: i(1) 6= i(2) 6= · · · i(k − 1) 6= i(k).
We also say that variables a1, . . . , an from A are freely independent (or simply, free) if the
sub-algebras (or the ∗-sub-algebras) generated by each of them are free.
Usually a distinction is made between algebras and ∗-algebras by saying that the elements
of a ∗-algebra are ∗-free. To keep things simple, we shall stick to saying free. It is easy to
see that constants are free of any other variables.
Of course, one has to demonstrate the existence of freely independent variables before
working with them. The classical analogue of this is the Kolmogorov construction which
shows the existence of independent random variables.
Existence of freely independent variables a1, . . . , an with given moments {ϕ(aki ), 1 ≤ i ≤
n, k ≥ 1}, more generally, of freely independent NCP (Ai, ϕi), i ∈ I, is shown as follows (see,
for example, [3]): First a free product A of (Ai, i ∈ I) is constructed which contains copies
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2 CONSTRUCTION OF PRODUCT ∗-PROBABILITY SPACES VIA FREE CUMULANTS
of these algebras as sub-algebras. Then a state (moment functional) is constructed on A,
which, when restricted to Ai matches with ϕi for all i ∈ I.
Just as classical independence translates to vanishing of mixed cumulants, there is an
equivalent, and arguably simpler, definition of freeness via vanishing of mixed free cumulants
(see Definition 3), which are free-analogues of classical cumulants. Our goal in this short
note is to construct the free product of NCP by solely relying on free cumulants and using
the above vanishing property as the definition of freeness.
2. Free cumulants and free independence
We need some background on free cumulants and moments. Let NC(n) denote the
set of all non-crossing partitions of {1, . . . , n} with the reverse refinement partial order-
ing. The symbols 0n and 1n shall respectively denote the smallest and the largest par-
titions {1}, {2}, . . . , {n} and {1, 2, . . . , n}. Note that NC(n) is a finite lattice. For any
pi, σ ∈ NC(n) let pi ∨ σ denote the smallest element of NC(n) which is larger than both
pi and σ. Being a finite lattice, it is equipped with a unique Mo¨bius function µn, say on
P2(n) = {(pi, σ) : pi < σ, pi, σ ∈ NC(n)}. This defines a function, say µ, on ∪∞n=1P2(n) in the
natural way.
Suppose {ai : i ∈ I} is a collection of variables from A. Then the collection
{ϕ (Π(ai, a∗i : i ∈ I)) : Π is a finite degree monomial}
is called their joint ∗-moments.
Let (A, ϕ) be an NCP or a ∗-probability space. We can extend ϕ to a multilinear functional
(ϕn)n∈N on An via
ϕn(a1, a2, . . . , an) := ϕ(a1a2 · · · an).(2.1)
Then the multiplicative extension of {ϕn, n ≥ 1} to {ϕpi, pi ∈ NC(n), n ≥ 1} is defined as
follows: If pi = {V1, V2, . . . , Vr} ∈ NC(n), then
ϕpi[a1, a2, . . . , an] := ϕ(V1)[a1, a2, . . . , an] · · ·ϕ(Vr)[a1, a2, . . . , an],(2.2)
where
ϕ(V )[a1, a2, . . . , an] := ϕs(ai1 , ai2 , . . . , ais) = ϕ(ai1ai2 · · · ais)
for V = (i1 < i2 < · · · < is). Note how the order of the variables have been preserved and
also the use of the two types of braces ( ) and [ ] in (2.1) and (2.2). Also, in particular,
(2.3) ϕ1n [a1, a2, . . . , an] = ϕn(a1, a2, . . . , an) = ϕ(a1a2 · · · an).
We may now define free cumulants by using the Mo¨bius function.
Definition 2. (Free cumulants) The joint free cumulant of order n of (a1, a2, . . . , an) is
(2.4) κn(a1, a2, . . . , an) =
∑
σ∈NC(n)
ϕσ[a1, a2, ..., an]µ(σ,1n),
where µ is the Mo¨bius function on NC(n).
The quantity κn(a1, a2, . . . , an) is called a mixed free cumulant if at least one pair ai, aj
are different and ai 6= a∗j .
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For any i = 1, ∗, ∀1 ≤ i ≤ n, κn(a1 , a2 , . . . , an) is called a marginal free cumulant of
order n of {a, a∗}. For a self-adjoint element a,
κn(a, a, . . . , a) = κn(a) (say)
is called the n-th free cumulant of a. Note that mixed/marginal free cumulants are all special
cases of joint free cumulants.
Clearly, the free cumulants κn are also multilinear functionals. In particular, for any
variables {ai, bi} and constant {ci},
κn(a1 + b1, . . . , an + bn) = κn(a1, . . . , an) + κn(a1, b2, a3, . . . , an) + · · ·+ κn(b1, . . . , bn),
κn(c1a, c2a, . . . , cna) = c1c2 · · · cnκn(a, a, . . . , a) = c1c2 · · · cnκn(a).
Just as in (2.2), the numbers {κn(a1, a2, . . . , an) : n ≥ 1} also have a multiplicative
extension {κpi : pi ∈ NC(n)}. Moreover, by making use of µ and its inverse, we can say that
(see Proposition 11.4 in [3]) for all a1, . . . , an,
κpi[a1, a2, ..., an] =
∑
σ∈NC(n) σ≤pi
ϕσ[a1, a2, . . . , an]µ(σ, pi), for all pi ∈ NC(n), n ≥ 1(2.5)
ϕpi[a1, a2, . . . , an] =
∑
σ∈NC(n), σ≤pi
κpi[a1, a2, . . . , an], for all pi ∈ NC(n), n ≥ 1(2.6)
ϕ(a1a2 · · · an) =
∑
σ∈NC(n), σ≤1n
κpi[a1, a2, . . . , an].(2.7)
Clearly, (2.4) and (2.7) provide a one-one correspondence between moments and free cumu-
lants. In fact, similar formulas exist for moments and classical cumulants—the lattice of
all partitions replaces NC(n) in these classical formulas. For an interesting discussion on
the history of such classical moment-cumulant formulas, see the blog article [5]. Anyway,
since the moments and free cumulants are in one-one correspondence, it is natural that free
independence may be defined via free cumulants.
Definition 3. (Free independence) Suppose (A, ϕ) is an NCP. Then sub-algebras (Ai)i∈I of
A are said to be freely independent (or simply free) if for all n ≥ 2, and all a1, a2, . . . , an
from (Ai)i∈I , κn(a1, a2, . . . , an) = 0 whenever at least two of the ai are from different Ai. In
particular any collection of variables are said to be free if the sub-algebras generated by each
of these variables are free.
The following result is well-known. See Theorem 11.16 of [3] for a proof. For a slightly
shorter proof, see Theorem 5.3.15 in [1].
Theorem 2.1. Suppose (A, ϕ) is an NCP and Ai, i ∈ I are sub-algebras of A. Then the
following are equivalent.
(a) The sub-algebras are free according to Definition 3
(b) The sub-algebras are free according to Definition 1.
3. Free product of NCP
We are now ready to state the result on free product construction and give a proof based
solely on free cumulants.
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Theorem 3.1. Let (Ai, ϕi)i∈I be a family of NCP (∗ or otherwise). Then accordingly, there
exists an NCP (A, ϕ), called the ∗-free (or free) product of (Ai, ϕi)i∈I , such that Ai, i ∈ I
may be considered as a subset of A, and they are freely independent in (A, ϕ) and ϕ|Ai = ϕi.
Proof. We demarcate the proof into a few steps:
Construction of the algebra A: This is quite standard. Let the set of centered elements
of Ai be defined as,
A◦i = {a− ϕ(i)(a)1Ai : a ∈ Ai}, i ∈ I.
Identify all the identities 1Ai as a single identity 1A = 1. Define the algebra A which is the
free product of {Ai} as:
A = C1
⊕
k≥1
⊕
i1 6=i2 6=···6=ik
ij∈I,1≤j≤k
A◦i1 ⊗A◦i2 ⊗ · · · ⊗ A◦ik .
As an example, if a1 ∈ A1 and a2 ∈ A2, then a1a2 will be defined to be the element
ϕ(1)(a1)ϕ
(2)(a2)⊕ ϕ(1)(a1)a◦2 ⊕ ϕ(2)(a◦2)a◦1 ⊕ a◦1 ⊗ a◦2
of A. Note that the algebras Ai are identified as sub-algebras of A in the obvious way and
shall be referred to as such from now on.
Multiplication on A is defined by concatenation and then reduction as follows: multiplica-
tion by scalars is defined in the obvious way. Now suppose that a◦i1⊗· · ·⊗a◦ik ∈ A◦i1⊗· · ·⊗A◦ik ,
and a◦j1 ⊗ · · · ⊗ a◦j` ∈ A◦j1 ⊗ · · · ⊗ A◦j` . Then
(a◦i1 ⊗ · · · ⊗ a◦ik)(a◦j1 ⊗ · · · ⊗ a◦j`)
:=
{
a◦i1 ⊗ · · · ⊗ a◦ik ⊗ a◦j1 ⊗ · · · ⊗ a◦j` ∈ A◦i1 ⊗ · · · ⊗ A◦ik ⊗A◦j1 ⊗ · · · ⊗ A◦j` if ik 6= j1,
a◦i1 ⊗ · · · ⊗ (aikaj1)◦ ⊗ · · · ⊗ a◦j` + ϕik(aikaj1)(a◦i1 ⊗ · · · a◦ik−1)(a◦j2 · · · ⊗ aj`) if ik = j1,
where the smaller order term (a◦i1 ⊗ · · · ⊗ a◦ik−1)(a◦j2 ⊗ · · · ⊗ a◦j`) is defined via the same rule.
If the Ai are ∗-algebras, then the ∗-operation on A is defined in the natural way. Also, note
that we always work with the obvious minimal representation of a product of variables.
Construction of the free cumulant functions κn: Let κ
(l)
n denote the free cumulant
functions corresponding to (Al, ϕ(l)), l ∈ I. We shall now define free cumulant functions
κn : An → C, n ≥ 1 making sure that κn agrees with κ(l)n on each Anl , l ∈ I. Moreover, all
mixed free cumulants must vanish. Thus, we start by defining, for every n,
κn(a1, . . . an) =
{
κ
(l)
n (a1, . . . an) if all ai ∈ Al for some l
0, if at least two ai’s are from different sub-algebras.
(3.1)
Note that these κn satisfy the obvious restricted multilinearity.
Call {ai}, 1 ≤ i ≤ n “pure”, if all of them belongs to one of the sub-algebras Aj. For
pure {ai} define κpi by the obvious multiplicative extension of κn defined above, as
(3.2) κpi[a1, . . . , an] =
∏
V={i1,...,is}∈pi
κ|V |(ai1 , . . . , ais),
where the right side is defined by (3.1).
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We shall now use (3.1) and (3.2) to define all free cumulants. Let b1, . . . , bm be monomials
in pure elements. For simplicity, Write bj = asj−1+1 · · · asj , i.e. bj is the product of sj − sj−1
pure elements, with iu 6= iu+1 for all sj−1 ≤ u ≤ sj − 1. Define
(3.3) κm(b1, . . . , bm) :=
∑
pi∈NC(sm)
pi∨σ=1sm
κpi[ais1 , . . . , ais1 , . . . , aism−1+1 , . . . , aism ],
where σ := {{1, . . . , s1}, . . . , {sm−1 + 1, . . . , sm}} ∈ NC(sm). Note that each κpi on the right
hand side of (3.3) has already been defined by (3.2). Now for arbitrary pi ∈ NC(m) we
define
(3.4) κpi[b1, . . . , bm] :=
∏
V={i1,...,is}∈pi
κ|V |(bi1 , . . . , bis)
Note that each term on the right hand side of (3.4) has already been defined in (3.3).
Remark 3.1. The motivation behind the definition in (3.3) comes from Theorem 11.12 of [3].
We note here that the earliest combinatorial description of the relations between moments
and free cumulants was given in [6], which was later fully developed in [2]. A special case of
formula (3.3) already appeared in [6].
Now, by multilinearity, we extend this definition to κpi[b1, . . . , bm] where bi are polynomials
instead of monomials. In particular, the functions κn : An → C are now completely defined
for all n and they agree with κ
(l)
n on Anl for all l ∈ I. By construction these functions are
multilinear. If the above construction is carefully followed, it is also clear that k1(a
∗) = k1(a)
for all a ∈ A.
Construction of the state ϕ on A: Having defined {κn}, define, as in (2.6),
(3.5) ϕpi[a1, a2, . . . , an] =
∑
σ∈NC(n), σ≤pi
κpi[a1, a2, . . . , an], for all pi ∈ NC(n), n ≥ 1.
In particular ϕ(a) = κ1(a). Clearly ϕ is a state since it is linear and ϕ(1) = κ1(1) = 1.
Hence (A, ϕ) is an NCP. Moreover, by construction
ϕ(a) = κ1(a) = κ
(l)
1 (a) = ϕ
(l)(a) for all a ∈ Al, l ∈ I.
Also note that κn are indeed the free cumulant functions corresponding to ϕ due to the
relation (3.5).
Now since all mixed free cumulants vanish (see (3.1)), the algebras Ai, as sub-algebras of
A, are free with respect to the state ϕ. This proves the Theorem for NCP which are not
∗-algebras.
Positivity proof : For ∗-algebras, we have to additionally show that ϕ(a∗a) ≥ 0 for all
a ∈ A. By the moment-free cumulant relation we have, for all a ∈ A, that
ϕ(a∗a) = κ2(a∗, a) + κ1(a∗)κ1(a).
But, the second term on the right side above is non-negative since κ1(a
∗) = κ1(a) as noted
above. Hence we only need to check that the “variance” κ2(a
∗, a) ≥ 0. We now prove two
lemmas which will help us accomplish this.
Lemma 3.1. For any a = a◦i1 ⊗ · · · ⊗ a◦ik ∈ A◦i1 ⊗ · · · ⊗A◦ik , we have κ2(1, a) = κ2(a,1) = 0.
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Proof. By (3.3), we have
κ2(1, a) = κ2(1, a
◦
i1
⊗ · · · ⊗ a◦ik)
=
∑
pi∈NC(k+1)
pi∨σ=1k+1
κpi[1, a
◦
i1
, . . . , a◦ik ],
where σ = {{1}, {2, . . . , k + 1}}. Note that each pi in the above sum must have 1 in a block
Vpi,1 of length ≥ 2. Suppose Vpi,1 = {1, j1, . . . , jt}. If ij1 = · · · = ijt , then
κ|Vpi,1|(1, a
◦
ij1
, . . . , a◦ijt ) = κ
(ij1 )
|Vpi,1|(1, a
◦
ij1
, . . . , a◦ijt ) = 0,
because constants are free of non-constant elements in the original sub-algebras. Otherwise,
t > 1 and there exist 1 ≤ t′ < t′′ ≤ t such that ijt′ 6= ijt′′ . Then, by definition (3.1),
κ|Vpi,1|(1, a
◦
ij1
, . . . , a◦ijt ) is zero. It follows that κpi[1, a
◦
i1
, . . . , a◦isi ] = 0 for each pi such that
pi ∨ σ = 1k+1. Thus κ2(1, a) = 0, and, by a similar argument, so is κ2(a,1). 
Lemma 3.2. Let a = a◦i1⊗· · ·⊗a◦ik ∈ A◦i1⊗· · ·⊗A◦ik and b = b◦j1⊗· · ·⊗b◦j` ∈ A◦j1⊗· · ·⊗A◦j`.
Then κ2(a
∗, b) is non-zero only if k = ` and iu = ju for all 1 ≤ u ≤ k, in which case
(3.6) κ2(a
∗, b) =
k∏
u=1
κ2((a
◦
iu)
∗, b◦ju).
In particular, κ2(a
∗, a) ≥ 0.
Proof. We have, by (3.3), that
(3.7) κ2(a
∗, b) =
∑
pi∈NC(k+`)
pi∨σ=1k+`
κpi[(a
◦
ik
)∗, . . . , (a◦i1)
∗, b◦j1 , . . . , b
◦
jk
],
where σ = {{1, . . . , k}, {k + 1, . . . , k + `}}. Suppose that κ2(a∗, b) 6= 0. Consider a partition
pi appearing in (3.7) for which the corresponding κpi 6= 0. Clearly pi cannot be 1k+`, for
otherwise κpi would be zero by centeredness. Take two indices i, j ∈ {1, . . . , k + `} that are
in the same block, with the smallest possible value for j − i > 0.
Now, by freeness, we must have that the variables corresponding to i, j come from the
same algebra in order for κpi to be non-zero. If j − i > 1, then, there cannot exist another
index i′ ∈ {i+1, . . . , j−1} which belongs to the same partition block as i and j, for then we
would violate the minimality of j − i. For the same reason, no two i′, j′ ∈ {i+ 1, . . . , j − 1}
can belong to the same block of pi. We conclude that all entries in {i + 1, . . . , j − 1} must
constitute singleton blocks. But this would force κpi to be zero by centeredness. It follows
that we must have j = i + 1. Now, since consecutive elements of both a and b come from
different algebras, in order for κpi to be non-zero, i, j cannot both correspond to elements of
a, or of b—the only possibility is that i = k and j = k + 1 and that i1 = j1.
Now, there cannot exist an i < i (resp. j > j) such that i, i (resp. j, j) are in the same
block of pi, for otherwise there would exist an i (resp. j) with i − i (resp. j − j) being the
smallest, and then by the argument of the above paragraph, i = i + 1 (resp. j = j + 1)
which would make kpi zero as i, i both correspond to elements of a (resp. j, j to elements of
b). This means that {i, j} = {k, k + 1} is a block of pi, and hence
kpi[(a
◦
ik
)∗, . . . , (a◦i1)
∗, b◦j1 , . . . , b
◦
j`
] = k2((a
◦
i1
)∗, b◦j1) kpi\{k,k+1}[(a
◦
ik
)∗, . . . , (a◦i2)
∗, b◦j2 , . . . , b
◦
j`
].
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Noting that pi \ {k, k + 1} ∈ NC(k + ` − 2), we can apply the same argument to conclude
that i2 = j2 and {k − 1, k + 2} is a partition block of pi and so on. It is therefore clear
that we must have k = ` and iu = ju for all 1 ≤ u ≤ k and that only the partition
pi2k = {{1, 2k}, {2, 2k − 1}, . . . , {k, k + 1}} has a non-zero κpi. Since pi2k does appear in the
sum in (3.7), (3.6) follows. The last assertion follows because
κ2(a
∗, a) =
k∏
u=1
κ2((a
◦
iu)
∗, a◦iu) =
k∏
u=1
κ
(iu)
2 ((a
◦
iu)
∗, a◦iu),
and the variances κ
(iu)
2 ((a
◦
iu)
∗, a◦iu) are all non-negative. 
Now we prove a lemma that handles elements a which are sums of elements of a particular
A◦i1 ⊗ · · · ⊗ A◦ik .
Lemma 3.3. Let a =
∑r
t=1 at, where at = a
◦
t,i1
⊗ · · · ⊗ a◦t,ik ∈ A◦i1 ⊗ · · · ⊗ A◦ik . Then
κ2(a
∗, a) ≥ 0.
Proof. By multilinearity and Lemma 3.2,
κ2(a
∗, a) =
∑
1≤s,t≤r
κ2(a
∗
s, at)
=
∑
1≤s,t≤r
k∏
u=1
κ2((a
◦
s,iu)
∗, a◦t,iu)
= 1>M1,
where M is an r × r matrix with entries Mst =
∏k
u=1 κ2((a
◦
s,iu)
∗, a◦t,iu). It suffices, therefore,
to show that M is positive semi-definite. To that end, note that M can be represented as
M = M1  · · · Mk,
where (Mu)st = κ2((a
◦
s,iu)
∗, a◦t,iu) and  denotes elementwise product of matrices (also known
as the Schur-Hadamard product). The Schur product theorem [4] states that the elementwise
product of positive semi-definite matrices is positive semi-definite. Therefore we will be done
if we show that Mu is positive semi-definite. This follows easily because, for any x ∈ Cr,
x∗Mux =
∑
s,t
x¯sxtκ2((a
◦
s,iu)
∗, a◦t,iu)
= κ2
((∑
s
xsa
◦
s,iu
)∗
,
∑
s
xsa
◦
s,iu
)
= κ2(w
∗, w),
where w =
∑
s xsa
◦
s,iu ∈ A◦iu , and κ2 agrees with κ(iu)2 on A◦iu . 
Now we consider a general element a ∈ A, which can be expressed, for some r ≥ 0, as
a = c1⊕
r⊕
i=1
ai,
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where c ∈ C, each ai is a sum of some elements in A◦i1 ⊗ · · · ⊗ A◦isi , i.e.
ai =
ti∑
j=1
aij, aij ∈ A◦i1 ⊗ · · · ⊗ A◦isi , 1 ≤ j ≤ ti, 1 ≤ i ≤ r,
and the hosts A◦i1 ⊗ · · · ⊗ A◦isi are all different. We expand κ2 by multilinearity as
(3.8) κ2(a
∗, a) = |c|2κ2(1,1)+ c¯
∑
i
κ2(1, ai)+c
∑
i
κ2(a
∗
i ,1)+
∑
i
κ2(a
∗
i , ai)+
∑
i 6=i′
κ2(a
∗
i , ai′).
Note that κ2(1,1) = 0, as κ2 agrees with κ
(l)
2 for l ∈ I. By Lemmas 3.1 and 3.2 we see that
all but the third sum in (3.8) are zero, and the third sum itself is non-negative by Lemma 3.3.
This completes the proof of the theorem. 
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