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Resumen
Para la presentacio´n de los resultados de plantea una estructura de una tesis compuesta
de 4 cap´ıtulos. Dichos cap´ıtulos esta´n descritos acontinuacio´n.
En el Cap´ıtulo 1 se presentan algunos preliminares necesarios para la comprensio´n de los
temas centrales en los siguientes cap´ıtulos. Se supondra´ que el lector esta´ familiarizado con
las propiedades ba´sicas de los espacios de Hilbert, y solamente se realizara´ un breve repaso
de algunas de las clases de operadores lineales que son relevantes para nuestro estudio.
Similarmente, supondremos familiaridad con la teor´ıa ba´sica de procesos estoca´sticos en
espacios de dimensio´n finita y solamente haremos un breve repaso por las propiedades ma´s
importantes de los procesos de Le´vy que son clave para nuestros argumentos posteriores. Y
por u´ltimo se presentara´ breves resultados sobre procesos estoca´sticos que toman valores
en un espacio de Hilbert, en particular se introducira´n ejemplos.
En el Cap´ıtulo 2 se realizara´ una exposicio´n de la teor´ıa de procesos cil´ındricos realizados
en trabajos actuales. Se comenzara´ con el estudio de medidas cil´ındricas sobre espacios de
Hilbert. Se presentara´ la existencia de la descomposicio´n cil´ındrica de Le´vy-Itoˆ. Nuestra
exposicio´n esta´ principalmente basada en la referencia [3].
En el Cap´ıtulo 3 se abordara´ el problema de probar la existencia de un proceso cla´sico
de Le´vy que corresponda a un proceso cil´ındrico de Le´vy que es mapeado mediante un
operador de Hilbert-Schmidt. Dicho procedimiento es conocido como regularizacio´n o ra-
donificacio´n a trave´s de un operador de tipo Hilbert-Schmidt. Es conocido que en general
a todo proceso cla´sico de Le´vy corresponde un proceso cil´ındrico de Le´vy, pero el rec´ıproco
es falso en general y por eso se necesita la regularizacio´n/radonificacio´n a trave´s de un
operador, que resulta ser de tipo Hilbert-Schmidt. Dicho procedimiento es ampliamente
conocido en la literatura para el caso de las llamadas semimartingalas cil´ındricas [6, 18]
y se supone cierto por los expertos para el caso de un proceso cil´ındrico de Le´vy, pero no
hemos podido encontrar una prueba en la literatura. De este modo, se plantea proponer
una prueba original para este resultado basa´ndose en te´cnicas que ya han sido empleadas
con e´xito para el caso de un proceso cil´ındrico de Le´vy en espacios de distribuciones (ve´ase
[11, 12]). Adema´s, se estudiara´n los casos particulares de un proceso de Wiener cil´ındrico
y los procesos compuestos de Poisson cil´ındricos y su efecto bajo esta regularizacio´n as´ı
como consecuencias relevantes gracias al mismo. El material de este cap´ıtulo constituye
un aporte original en la teor´ıa cil´ındrica.
Finalmente, en el Cap´ıtulo 4 se expone la teor´ıa de integracio´n estoca´stica para familias
de operadores aleatorios de tipo Hilbert-Schmidt con respecto a un proceso cil´ındrico de
Le´vy que posee segundos mome´ntos de´biles. Se tiene adema´s como objetivo probar unas
cuantas propiedades las cuales son las ma´s importantes. Nuestra exposicio´n se basara´
principalmente en las te´cnicas empleadas en [13]. Con las mismas se presenta los resultados
vii
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ma´s originales del trabajo. Esta integral estoca´stica ya se ha trabajado en [27] no obstante
implementaremos los resultados del cap´ıtulo 3 para obtener una presentacio´n concisa y
ma´s simple del mismo resultado adema´s que en algunos aspectos se mejora incluso el
resultado.
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Introduccio´n
En la u´ltima de´cada y motivado por la creciente demanda de modelos ma´s realistas para
diferentes feno´menos en la f´ısica, biolog´ıa, finanzas, estad´ıstica, entre otras, los procesos
estoca´sticos cil´ındricos han experimentado un creciente desarrollo como impulsores de
ecuaciones diferenciales estoca´sticas y en derivadas parciales estoca´sticas en espacios de
dimensio´n infinita. Se pueden mencionar por ejemplo los trabajos [13, 16, 26, 28, 29, 35].
En forma ana´loga a la definicio´n de proceso estoca´stico (que denominaremos de ahora en
adelante como un proceso estoca´stico cla´sico), un proceso estoca´stico cil´ındrico se define
como una coleccio´n de variables aleatorias cil´ındricas, indexadas usualmente por un sub-
conjunto de la parte positiva de la recta real. A su vez, una variable aleatoria cil´ındrica
es una generalizacio´n del concepto de variable aleatoria (cla´sica) definida en un espacio
de dimensio´n infinita y que tiene la caracter´ıstica principal que su distribucio´n de proba-
bilidad es solamente finito aditiva. Las variables aleatorias cil´ındricas han sido estudiadas
principalmente desde la de´cada de 1960, y bajo diferentes nombres dentro de los que se
encuentran los procesos estoca´sticos lineales [5], los procesos generalizados aleatorios [14],
las funciones lineales aleatorias [33], entre otros. Sin ninguna duda, la clase de procesos
estoca´sticos cil´ındricos ma´s estudiada durante la segunda mitad del siglo pasado es el
denominado movimiento Browniano cil´ındrico (ve´ase [7, 17, 20]). Sin embargo, aunque di-
cho proceso cil´ındrico posee muchas propiedades interesantes y que facilitan su uso, posee
limitaciones como modelo de ruido de ecuaciones diferenciales ya que se limita al caso
Gaussiano y con trayectorias cont´ınuas.
Precisamente buscando la posibilidad de considerar un modelo ma´s general que permitiera
trayectorias posiblemente discont´ınuas y cierta irregularidad en tiempo y en espacio, en [1]
los autores introdujeron los procesos de Le´vy cil´ındricos en espacios de Banach como una
generalizacio´n natural del movimiento Browniano cil´ındrico. Desde entonces, dicha clase
de procesos cil´ındricos ha sido estudiada intensivamente y empleada como ruido en la
definicio´n de integracio´n estoca´stica y su aplicacio´n al estudio de ecuaciones diferenciales
estoca´sticas, principalmente en el caso de un espacio de Hilbert. Ve´ase por ejemplo [19,
27, 28, 29]. En este trabajo, el objetivo principal es abordar el estudio de los procesos
cil´ındricos de Le´vy en un espacio de Hilbert y su correspondiente teor´ıa de integracio´n
estoca´stica para el caso en que se presentan segundos momentos (en forma de´bil). Se
busca en cierta manera contribuir al desarrollo del tema mediante la elaboracio´n de un
cuerpo teo´rico consistente que contenga los avances recientes en la materia y que adema´s
incluya algunos aspectos dif´ıciles de encontrar en la literatura.
Se persigue adema´s como meta hacer contribuciones con resultados nuevos que permitan ya
sea mejorar la exposicio´n, o bien permitir una mejor comprensio´n de la teor´ıa conocida.
Desarrollaremos una construccio´n de una integral estoca´stica respecto a estos procesos
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2cil´ındricos. Dicha construccio´n generalizara´ la teor´ıa cla´sica de integracio´n estoca´stica.
Esto por tanto ayudara´ a realizar estudios futuros de modelos ma´s complejos donde las
herramientas conocidas son au´n limitadas.
Actualmente se ha realizados trabajos para la construccio´n de integrales respecto a proce-
sos de Le´vy cil´ındricos los cuales son [19] y [27], el primero se realizo´ suponiendo un proceso
de Le´vy sin momentos y el segundo trabajo se hizo suponiendo segundos momentos. En
vista a la complejidad de trabajar con procesos de Le´vy sin momentos, supondremos en el
respectivo cap´ıtulo segundos momentos. Esto para realizar una construccio´n alternativa y
ma´s natural que la presentada en [27]. Tambie´n con esto se probara´ una construccio´n de
integrales ma´s generales respecto a integradores ma´s complejos, esto con el fin de realizar
un prea´mbulo a proyectos futuros para su investigacio´n.
En s´ıntesis, en el presente trabajo tenemos tres principales objetivos:
Hacer un cuerpo teo´rico consistente de la teor´ıa cil´ındrica necesaria para los objetivos
presedentes.
Establecer una relacio´n entre los procesos de Le´vy cla´sicos y Le´vy cil´ındricos. Ma´s
precisamente, demostrar una manera en que un proceso de Le´vy cil´ındrico pueda
definir un proceso cla´sico de Le´vy.
Construir una integral estoca´stica respecto a un proceso de Le´vy cil´ındrico que ge-
neralice la teor´ıa cla´sica de integracio´n estoca´stica en espacios de dimensio´n infinita
y adema´s presentar una construccio´n ma´s simple que las presentadas en trabajos
realizados hasta la fecha.
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se tiene por objetivo presentar los conceptos ba´sicos en teor´ıa de probabi-
lidad tanto en el caso finito dimensional como en dimensio´n infinita. Adema´s de conceptos
ba´sicos de ana´lisis funcional.
§ 1.1 Nociones ba´sicas de probabilidad
Para comenzar esta seccio´n es propio empezar enunciando conceptos y resultados cla´sicos
de teor´ıa de la medida que sera´n fundamentales en argumentos de futuras secciones.
Definicio´n 1.1.1. ([9], pa´g 402) Sea Ω un conjunto no vac´ıo y sea A una coleccio´n
de subconjuntos de Ω. Se dice que A es un pi -sistema si para todo A,B ∈ A se tiene
A ∩ B ∈ A. Y diremos que A es un λ-sistema si: i) Ω ∈ A, ii) Si A,B ∈ A entonces
A \ B ∈ A y iii) Si {An}n∈N ⊂ A es una sucesio´n creciente entonces l´ımn→∞An ∈ A.
Por u´ltimo denotaremos por λ(A) al menor λ-sistema que contiene a A.
Teorema 1.1.1 (Teorema de Dynkin). ([9], pa´g 402) Si A es un pi -sistema entonces
λ(A) = σ(A). En particular si C es un λ-sistema que contiene que contiene a A entonces
σ(A) ⊆ C , donde σ(A) es la σ -a´lgebra generada por A.
Proposicio´n 1.1.1. ([10], pa´g 43) Sean (E,M), (F,N ) espacios de medida tal que N
es generado por E . Entonces f : E → F es M/N -medible si y solo si f−1(A) ∈M para
todo A ∈ E .
Consideremos un espacio de probabilidad (Ω,F ,P) que supondremos que es completo.
Denotaremos mediante L0(Ω,F ,P;Rn) al espacio de variables aleatorias, es decir las fun-
ciones X : Ω → Rn que son F/B(Rn)-medibles. Cuando n = 1, simplemente escribimos
L0(Ω,F ,P).
Para una variable aleatoria X podemos definir su distribucio´n como pX(A) := P◦X−1(A),
para todo A ∈ F . Mediante la distribucio´n obtenemos una forma de integrar la variable
aleatoria X ([1], pa´g 6). Dada una funcio´n medible f : Rn −→ Rm , escribimos:
E(f(X)) :=
∫
Ω
f(X(ω))P(dω) =
∫
Rn
f(x)pX(dx).
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buidas si sus distribuciones son iguales, en tal caso escribimos X
d
= Y .
Con este sentido de integrabilidad cabe mencionar que al espacio L0(Ω,F ,P) se le puede
dotar de una me´trica: sea d : L0(Ω,F ,P)× L0(Ω,F ,P)→ R+ dada por:
d(X,Y ) = E
( |X − Y |
1 + |X − Y |
)
. (1.1)
Ma´s au´n, hay una equivalencia entre convergencia en esta me´trica y la convergencia en
probabilidad. Adema´s, L0(Ω,F ,P) es un espacio me´trico completo equipado con esta
topolog´ıa. Ver en [5], pa´g 2.
Sea X una variable aleatoria con primer momento (es decir, integrable) y sea G una
sub-σ -a´lgebra de F . Definimos la esperanza condicional de X como la variable aleatoria
Y que satisface: i) Y es G/B(Rn)-medible e integrable y ii) para todo A ∈ G cumple
E(X1A) = E(Y 1A). En caso que exista esta Y la denotamos por E(X|G). Entonces
la esperanza condicional es la variable aleatoria que satisface E(X1A) = E(1AE(X|G))
esto para todo A ∈ G . Si X es independiente de G entonces E(X|G) = E(X). Adema´s
si consideramos 1A con A ∈ G entonces se satisface que E(1AX|G) = 1AE(X|G). En
general es va´lido si en lugar de 1A consideramos una variable medible Z respecto a G
siempre y cuando la multiplicacio´n de X con Y tenga sentido.
A una familia {Xt}t∈R+ ⊂ L0(Ω,F ,P) le llamaremos un proceso estoca´stico. Para un
k ∈ N , la distribucio´n finito dimensional de taman˜o k del proceso {Xt}t∈R+ es la coleccio´n
de medidas de probabilidad pt1,...,tk que definimos como:
pt1,...,tk(B) := P((Xt1 , ..., Xtk) ∈ B),
esto para B ∈ B(Rkn).
Dado un t ≥ 0, llamaremos a una familia de sub-σ -a´lgebras {Ft}t∈R+ ⊂ F una filtracio´n
si Fs ⊆ Ft siempre que s ≤ t . Al definir una filtracio´n diremos que (Ω,F , {Ft}t∈R+ ,P) es
un espacio de probabilidad filtrado. Adema´ un proceso {Xt}t∈R+ es adaptado a {Ft}t∈R+
si para todo t ∈ R+ , Xt es Ft/B(Rn)-medible. A la filtracio´n dada por {σ(Xt)}t∈R+ se
le conoce como la filtracio´n natural, y todo proceso es adaptado a su respectiva filtracio´n
natural. Si un proceso es adaptado a {Ft}t∈R+ entonces su filtracio´n natural esta´ contenida
en dicha filtracio´n.
Diremos que una filtracio´n satisface las hipo´tesis usuales si satisface las siguientes dos
condiciones. La primera es que sea completa, o sea que F0 contiene a todos los conjuntos
de probabilidad 0. La segunda condicio´n es continuidad por la derecha, o sea que para
cada t se cumple que Ft = ∩>0Ft+ .
Diremos que un proceso {Xt}t∈R+ es una versio´n de {Yt}t∈R+ si para cada t ≥ 0 se tiene
P(Xt = Yt) = 1. De esto se sigue que ambos procesos son iguales en distribucio´n. Diremos
que {Xt}t∈R+ es indistinguible de {Yt}t∈R+ si P(Xt = Yt,∀t ∈ R+) = 1 y en tal caso
escribiremos {Xt}t∈R+ = {Yt}t∈R+ .
Para un ω ∈ Ω una trayectoria del proceso {Xt}t∈R+ se define como el mapeo t 7→
Xt(ω). Diremos que un proceso {Xt}t∈R+ es continuo si sus trayectorias son continuas
casi seguramente, y diremos que es “ca`dla`g”(continu a` droite, limite a` gauche) si sus
trayectorias son continuas por derecha y poseen l´ımites por la izquierda casi seguramente.
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Definiremos CI(R) para un intervalo I ⊆ R+ como el espacio de los procesos continuos
y con valores en R con t ∈ I . De forma ana´loga definimos el espacio DI(R) para los
procesos ca`dla`g con valores reales. En el caso particular de que I = [0, T ] para T ≥ 0,
escribiremos simplemente CT (R) y DT (R).
Defina d : CT (R)× CT (R)→ R+ (respectivamente para DT (R)) dado por:
d(X,Y ) = E
(
sup
t∈[0,T ]
|Xt − Yt|
1 + |Xt − Yt|
)
,
donde X = {Xt}t∈[0,T ] y Y = {Yt}t∈[0,T ] . La convergencia en esta me´trica equivale al
siguiente modo de convergencia: decimos que una familia {Xn}n∈N ⊂ CT (R) converge
uniformemente en probabilidad a X = {Xt}t∈[0,T ] si para todo  > 0 se satisface:
l´ım
n→∞P
(
sup
t∈[0,T ]
|Xnt −Xt| > 
)
= 0.
Note que la topolog´ıa de CT (R) y DT (R) es inducida por la de L0(Ω,F ,P) restringida
al supremo. Y ma´s au´n, los espacios de trayectorias continuas y trayectorias ca`dla`g son
espacios completos con esta me´trica. De forma ana´loga definimos CR+(R) y DR+(R) con
estas topolog´ıas son generadas por las seminormas de CTn(R) y DTn(R) respectivamente,
donde {Tn}n∈N es una sucesio´n creciente a +∞ .
Un resultado u´ltil que nos simplificara´ argumentos posteriores es el siguiente
Lema 1.1.1. Sean {Xt}t∈R+ , {Yt}t∈R+ procesos estoca´sticos con trayectorias ca`dla`g. Si
{Xt}t∈R+ es una versio´n de {Yt}t∈R+ entonces los procesos son indistinguibles.
Diremos que un proceso {Xt}t∈R+ adaptado a una filtracio´n {Ft}t∈R+ es una martingala
si para 0 ≤ s < t se cumple E(Xt|Fs) = Xs . Se satisface que E(Xt|Ft) = Xt , y si Xt
es independiente de Fs entonces E(Xt|Fs) = E(Xt). Asumiremos para este trabajo que
todas las martingalas que consideremos sera´n ca`dla`g.
Un resultado u´til sobre este tipo de procesos es el siguiente:
Teorema 1.1.2 (Desigualdad Maximal de Doob). ([1], pa´g 74) Si {Xt}t∈[0,T ] es una
martingala entonces para p > 1 se tiene:
E
(
sup
t∈[0,T ]
|Xt|p
)
≤ qpE(|XT |p)
donde 1p +
1
q = 1.
Definimos el espacio de martingalas cuadrado integrables como:
M2T (R) := {X = {Xt}t∈[0,T ] : {Xt}t∈[0,T ] martingala con ‖X‖M2T <∞},
donde:
‖X‖2M2T := supt∈[0,T ]
E|Xt|2 = sup
t∈[0,T ]
‖Xt‖L2(Ω,P) <∞.
En el caso en lugar de [0, T ] consideramos R+ entonces se denota M2 y ‖ · ‖M2 .
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Definicio´n 1.2.1. ([1], pa´g 43) Dado un proceso estoca´stico {Xt}t∈R+ decimos que es un
proceso de Le´vy si satisface:
X0 = 0 casi seguramente.
{Xt}t∈R+ tiene incrementos estacionarios, es decir; para cualquier n ∈ N con 0 ≤
t1 ≤ ... ≤ tn y j = 1, ..., n se cumple Xtj+1 −Xtj d= Xtj+1−tj −X0 .
{Xt}t∈R+ tiene incrementos independientes, es decir; para cualquier n ∈ N con
0 ≤ t1 ≤ ... ≤ tn , las variables Xtj+1 −Xtj son independientes para 0 ≤ j ≤ n− 1.
{Xt}t∈R+ es estoca´sticamente continuo, es decir; para todo  > 0 y para todo s ≥ 0
se cumple:
l´ım
t→sP(|Xt −Xs| > ) = 0.
Tres ejemplos cla´sicos de procesos de Le´vy y muy utilizados en aplicaciones son los si-
guientes:
Ejemplo 1.2.1 (Proceso de Poisson). ([1], pa´g 49) Considere un proceso {Xt}t∈R+ con
valores en N. Decimos que el proceso es de Poisson si es un proceso de Le´vy y Xt ∼ pi(tλ)
con λ > 0, es decir Xt posee distribucio´n de Poisson con para´metro tλ. A dicho λ > 0
se le suele llamar intensidad de {Xt}t∈R+ . Es posible calcular y obtener que E(Xt) = tλ
y adema´s ϕXt(u) = exp{tλ(eiu − 1)}.
Ejemplo 1.2.2 (Movimiento Browniano). ([7], pa´g 81) Un proceso {Bt}t∈R+ con
valores en Rn se dice ser un movimiento Browniano si: i) B0 = 0 ii) posee trayectorias
continuas, iii) posee incrementos independientes y iv) Bt −Bs ∼ N(0, |t− s|A), es decir,
posee distribucio´n Gaussiana con media 0 y covarianza |t− s|A, donde A es una matriz
sime´trica n × n definido positiva. Si Bt − Bs ∼ N(|t − s|m, |t − s|A), se le llama un
Movimiento Browniano con desplazamiento. En general se puede ca´lcular por definicio´n
que ϕBt(u) = exp{t(i〈m,u〉−12〈u,Au〉)}, pronto presentaremos el Corolario 1.2.1 de donde
se concluira´ que {Bt}t∈R+ es un proceso de Le´vy. Cabe mencionar que por continuidad
se tiene E(Bt) = tm donde m = E(B1). Si m = 0 y A = I se le llama movimiento
Browniano estandar.
Ejemplo 1.2.3 (Proceso Compuesto de Poisson). ([1], pa´g 49) Considere la sucesio´n
{Zn}n∈N tal que las variables son i.i.d con distribucio´n comu´n pZ (por ende todas las
funciones caracteristicas coinciden) y sea {Nt}t∈R+ un proceso de Poisson con Nt ∼ pi(tλ)
el cual es independiente de todo {Zn}n∈N . Entonces un proceso compuesto de Poisson se
define como:
Xt =

0 si Nt = 0
Z1 + · · ·+ ZNt en otro caso
La funcio´n caracter´ıstica de este proceso es ϕXt(u) = exp{tλ
∫
Rn (e
i〈u,y〉 − 1)pZ(dy)}. Se
puede entender un proceso compuesto de Poisson como una caminata aleatoria con tiempo
aleatorio.
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Teorema 1.2.1. ([1], pa´g 87) Todo proceso de Le´vy tiene una versio´n ca`dla`g que es, a
su vez, un proceso de Le´vy.
Definicio´n 1.2.2. ([1], pa´g 29) Sea ν una medida Borel sobre Rn \ {0}. Decimos que ν
es una medida de Le´vy si: ∫
Rn\{0}
(|y|2 ∧ 1)ν(dy) <∞.
Denotaremos ∆Xt = Xt−Xt− como el proceso de salto de un proceso de Le´vy {Xt}t∈R+ .
Entonces, dado A ∈ B(Rn \{0}) definimos la medida aleatoria de Poisson asociada a ∆Xt
como:
Nt(A)(ω) = #{0 ≤ s ≤ t : ∆Xs(ω) ∈ A} =
∑
0≤s≤t
1A(∆Xs(ω))
esta medida cuenta los saltos en el tiempo dentro de A .
Definimos la intensidad la cual es µ(A) = E(N1(A)) y en general E(Nt(A)) = tµ(A)
y definimos con esta una medida de Poisson aleatoria compensada como N˜t(A)(ω) =
Nt(A)(ω)− tµ(A).
Con las medidas aleatorias definimos un nuevo tipo de integral, llamada integral de Pois-
son, la cual se establece, para f : Rn → Rn medible, como:∫
A
f(x)Nt(dx) =
∑
0≤u≤t
f(∆Xu)1A(∆Xu)
mientras que la integral compensada de Poisson se define como:∫
A
f(x)N˜t(dx) =
∫
A
f(x)Nt(dx)− t
∫
A
f(x)µ(dx).
Presentamos ahora el resultado ma´s importante de los procesos de Le´vy.
Teorema 1.2.2 (Descomposicio´n de Le´vy-Itoˆ). ([1], pa´g 126) Si {Xt}t∈R+ es un
proceso de Le´vy, entonces existe b ∈ Rn , un movimiento Browniano con media nula
{Bt}t∈R+ con covarianza A y una medida aleatoria de Poisson independiente {Nt}t∈R+
sobre R+ × {Rn \ {0}} tal que para cada t ≥ 0 se cumple:
Xt = bt+Bt +
∫
|x|<1
xN˜t(dx) +
∫
|x|≥1
xNt(dx).
Algo de suma importancia, es el te´rmino de saltos pequen˜os. En uno de los te´rminos
aparece la bola unitaria centrada en el origen la cual no es un conjunto inferiormente
acotado, no obstante, hay que mencionar que es abuso de la notacio´n ya que si se analiza
la muy interesante construccio´n [1], pa´g 121 veremos que en realidad:∫
|x|<1
xN˜t(dx) = L
2 − l´ım
n→∞
∫
1
n
<|x|<1
xN˜t(dx).
Como consecuencia de este teorema, se obtiene un resultado que tambie´n caracteriza a la
transformada de Fourier de un proceso de Le´vy.
8Corolario 1.2.1 (Teorema de Le´vy-Khintchine). ([1], pa´g 29 o´ pa´g 127) Si {Xt}t∈R+
es un proceso de Le´vy entonces existe b ∈ Rn , una matriz n × n, sime´trica y definido
positiva A y una medida de Le´vy ν tal que para cada t ∈ R+ :
ϕXt(u) = exp
{
t
(
i〈b, u〉 − 1
2
〈u,Au〉+
∫
Rn\{0}
[ei〈u,y〉 − 1− i〈u, y〉1B(y)]ν(dy)
)}
,
donde B = B1(0) = {y ∈ Rn : |y| < 1}. Reciprocamente, toda funcio´n ϕ : R+ × Rn → C
dada por la expresio´n anterior para un vector b ∈ Rn y una matriz n × n, sime´trica y
definido positiva A, es la funcio´n caracteristica de un proceso {Xt}t∈R+ de Le´vy.
El rec´ıproco del anterior resultado se puede demostrar a partir del uso de medidas infini-
tamente divisibles ([1], pa´g 24), pero por la identificacio´n entre dichas medidas y procesos
de Le´vy se puede concluir el mismo para procesos. Por comodidad llamaremos a:
η(u) = i〈b, u〉 − 1
2
〈u,Au〉+
∫
Rn\{0}
[ei〈u,y〉 − 1− i〈u, y〉1B(y)]ν(dy),
como el s´ımbolo de Le´vy. Y por la caracterizacio´n explicita de la transformada de Fourier
llamaremos (b, A, ν) las caracteristicas de {Xt}t∈R+ .
§ 1.3 Operadores sobre espacios de Hilbert
Trabajaremos siempre es un espacio Hilbert separable H . Dada una familia ortonormal
maximal {hk}k∈N se cumple el siguiente desarrollo de Fourier:
h =
∞∑
k=0
〈hk, h〉hk para todo h ∈ H. (1.2)
La notacio´n 〈·, ·〉 sera´ asignada para referirnos al producto interno del espacio Hilbert.
Considere H,G dos espacios localmente convexos y un operador T : H → G lineal.
Denotaremos por L(H,G) a la clase de operadores lineales y continuos de H en G .
Si H = G escribiremos L(H). Cuando H y G son normados, definimos la norma de
T ∈ L(H,G) como ‖T‖ := sup‖x‖<1 ‖T (x)‖ . Si el espacio G es Banach, entonces L(H,G)
es un espacio de Banach.
Otra alternativa para caracterizar a los operadores lineales que sean continuos es verificar
que posee gra´fico cerrado, o sea: T tiene gra´fico cerrado si y solo si para cualquier sucesio´n
{xi}i∈I ⊂ E tal que xi → x y T (xi)→ y se tiene que y = T (x) ([24], pa´g 460).
El siguiente resultado sera´ clave para desarrollar los objetivos del presente trabajo.
Teorema 1.3.1 (Teorema del gra´fico cerrado). (caso especial de [24], pa´g 475) Sea E
espacio de Banach, F un espacio vectorial topolo´gico completo y metrizable, y un operador
lineal T : E → F . Entonces T tiene gra´fico cerrado si y solo si T ∈ L(E,F ).
Primero sean H y G espacios de Hilbert separables, entonces para T ∈ L(H,G) definimos
su adjunto como el operador T ∗ ∈ L(G,H) que satisface 〈Tx, y〉H = 〈x, T ∗y〉G y diremos
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que es sime´trico si T = T ∗ . Se puede definir la ra´ız cuadrada de un operador y con esta,
definir el valor absoluto del mismo como |T | := √T ∗T . Observese que si T es sime´trico
(o´ autoadjunto) entonces |T | = T .
Definicio´n 1.3.1. ([4], pa´g 153) Sea T ∈ L(H,G) y sea {hk}k∈N una base ortonormal
completa, definimos la traza del operador como:
Tr(T ) :=
∞∑
k=0
〈Thk, hk〉.
Definimos el espacio de operadores de traza finita como el conjunto L1(H,G) de los ope-
radores tales que Tr(|T |) <∞.
Si H = G escribimos L1(H). Adema´s denotaremos por L+1 (H) la clase de operadores
sime´tricos y de traza finita.
Definicio´n 1.3.2. ([4], pa´g 151) Sea S ∈ L(H,G). Diremos que el operador S es de
Hilbert-Schmidt si dado cualquier conjunto ortonormal completo {hk}k∈N ⊂ H se tiene
que:
‖S‖2L2(H,G) :=
∞∑
k=0
‖S(hk)‖2G <∞.
A la clase de operadores de Hilbert-Schmidt la denotaremos por L2(H,G), y si H = G
escribimos L2(H). Observese que si T ∈ L(H) y S ∈ L2(H) entonces T ◦S, S◦T ∈ L2(H).
Si H,G son espacios de Hilbert entonces L2(H,G) es un espacio de Hilbert con el producto
interno dado por 〈S, T 〉L2(H,G) =
∑∞
k=0 〈S(hk), T (hk)〉G , para una base ortonormal de H .
Y por u´ltimo tenemos que si S ∈ L2(H,G) entonces S∗ ∈ L2(G,H) y ‖S‖L2(H,G) =
‖S∗‖L2(G,H) .
§ 1.4 Procesos estoca´sticos en Espacios de Hilbert
En esta seccio´n generalizamos los conceptos de la Seccio´n 1.1 sobre espacios de Hilbert.
En su mayor´ıa las definiciones y conceptos son ana´logos. Lo que haremos es una mencio´n
breve de algunos conceptos distintos que necesitaremos.
Una funcio´n X : (Ω,F) → (H,B(H)) es variable aleatoria si es F/B(H)-medible y
L0(Ω,F ,P;H) el espacio de todas ellas equipado con la me´trica (1.1) pero usando la
norma de H . Llamamos distribucio´n de X a pX(A) := P◦X−1(A), para todo A ∈ B(H).
Definimos la integral de una funcio´n medible f : H → H , escribimos:
E(f(X)) :=
∫
Ω
f(X(ω))P(dω) =
∫
H
f(x)pX(dx).
Se define la funcio´n caracteristica como ϕ : H → C dada por:
ϕX(h) = E
(
ei〈X,h〉
)
.
Ejemplo 1.4.1 (Variable Aleatoria Gaussiana). ([25], pa´g 29) Decimos que una
variable aleatoria X con valores en H es Gaussiana si para todo h ∈ H se cumple
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〈X,h〉 ∼ N(m,A) como variable en R. Aqu´ı A es la respectiva covarianza de la variable
Gaussiana 〈X,h〉. La funcio´n caracteristica de una variable Gaussiana esta´ dada por:
ϕX(h) = e
im(h)− 1
2
A(h)
donde m es un funcional lineal y A es una forma cuadra´tica.
La definicio´n de esperanza condicional es ana´loga. Cabe mencionar que si T ∈ L(H)
(o inclusive en L(E,F ) con F espacio de Banach separable), entonces E(T (X)|G) =
T (E(X|G)) para X ∈ L0(Ω,F ,P;H) y G sub-σ -a´lgebra de F (ver [25], pa´g 25).
Los procesos de Le´vy con valores en un espacio de Hilbert se define igual que en la seccio´n
2 solo que, evidentemente consideraremos normas en lugar de valores absolutos (ver [25],
pa´g 38). Ahora mencionamos ejemplos de los mismos.
Ejemplo 1.4.2 (Movimiento Browniano en Hilbert). ([7], pa´g 81) Consideramos un
proceso {Bt}t∈R+ con valores en H , diremos que es un movimiento Browniano si:
B0 = 0
{Bt}t∈R+ posee trayectorias continuas
{Bt}t∈R+ posee incrementos independientes
Para todo t > s, Bt − Bs es variable aleatoria Gaussiana como sigue: para todo
h ∈ H se tiene 〈Bt −Bs, h〉 ∼ N(0, |t− s|A) donde A es la covarianza.
Si 〈Bt − Bs, h〉 ∼ N(|t − s|m, |t − s|A) se dice que es un Movimiento Browniano con
desplazamiento. Por el Ejemplo 1.4.1 se tiene que ϕBt(h) = exp{imt(h)− 12At(h)} donde
mt(h) = E(〈Bt, h〉) y At(h) = E((〈Bt, h〉 −mt(h))(〈Bt, h〉 −mt(h))).
Ejemplo 1.4.3 (Proceso Compuesto de Poisson en Hilbert). ([25], pa´g 45) Conside-
re la sucesio´n {Zn}n∈N tal que las variables son i.i.d con distribucio´n comu´n pZ (por ende
todas las funciones caracteristicas coinciden) y que toman valores en H y sea {Nt}t∈R+
un proceso de Poisson con Nt ∼ pi(tλ) el cual es independiente de todo {Zn}t∈N . Entonces
un proceso compuesto de Poisson con valores en H se define para todo t ≥ 0 como:
Xt =

0 si Nt = 0
Z1 + · · ·+ ZNt en otro caso
Se tiene que ϕXt(h) = exp{tλ
∫
H (e
i〈u,y〉 − 1)pZ(dy)}.
Todo proceso compuesto de Poisson definido como en el Ejemplo 1.4.3 es un proceso de
Le´vy con funcio´n caracter´ıstica:
ϕXt(h) = e
tλ
∫
H (e
i〈u,y〉−1)pZ(dy).
Rec´ıprocamente, se puede probar (ver [25], pa´g 46) que si un proceso de Le´vy tiene di-
cha funcio´n caracter´ıstica, entonces satisface la definicio´n del Ejemplo 1.4.3 para algu´n
{Nt}t∈R+ y algunos {Zn}n∈N .
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Los procesos de Le´vy que toman valores en un espacio de Hilbert separable tienen versio´n
ca`dla`g ([25], pa´g 39). Como se hizo en el Ejemplo 1.4.2, la funcio´n caracteristica del proceso
esta´ dado por un operador lineal y una forma cuadra´tica, no obstante hay una manera
para describir ma´s a estos objetos cuando se consideran procesos de Le´vy.
Teorema 1.4.1. ([25], pa´g 66) Sea {Xt}t∈R+ un proceso de Le´vy y ca`dla`g con valores en
un espacio de Hilbert. Si para cada t ≥ 0 el proceso posee segundos momentos, entonces
existe un m ∈ H y Q ∈ L+1 (H) definido no negativo tal que:
E(〈Xt, h〉) = t〈m,h〉
E(〈Xt −mt, h1〉〈Xs −ms, h2〉) = t ∧ s〈Q(h1), h2〉
E(‖Xt −mt‖2) = tT r(Q).
Si consideramos el Ejemplo 1.4.2 y Teorema anterior se tendr´ıa que:
mt(h) = E(〈Bt, h〉) = t〈m,h〉,
y adema´s se satisface que
At(h) = E((〈Bt, h〉 −mt(h))(〈Bt, h〉 −mt(h))
= E(〈Bt −mt, h〉〈Bt −mt, h〉)
= t〈Q(h), h〉,
por lo tanto usando que {Bt}t∈R+ es Gaussiano se tiene:
ϕBt(h) = e
imt(h)− 12At(h) = eit〈m,h〉−
1
2
t〈Q(h),h〉 = et(i〈m,h〉−
1
2
〈Q(h),h〉).
Esto es consistente con el caso finito-dimensional (Ejemplo 1.2.2) pues 〈m,h〉 es la media
y la covarianza Q es un operador sime´trico. Entonces diremos que Bt ∼ N(tm, tQ) y si
m = 0, o sea E(〈Bt, h〉) = 0 para todo h ∈ H , es un movimiento Browniano estandar. En
general para un proceso de Le´vy llamaremos a m su media y Q su covarianza, a dicho m
lo denotaremos por E(Xt).
Teorema 1.4.2 (Descomposicio´n de Le´vy-Itoˆ). ([2], pa´g 80) Si {Xt}t∈R+ es un
proceso de Le´vy con valores en H , entonces existe b ∈ H , un movimiento Browniano
estandar {Bt}t∈R+ con covarianza Q y una medida aleatoria de Poisson independiente
{Nt}t∈R+ sobre R+ × {H \ {0}} tal que para cada t ≥ 0 se cumple:
Xt = bt+Bt +
∫
‖x‖<1
xN˜t(dx) +
∫
‖x‖≥1
xNt(dx).
Una versio´n alternativa a esta descomposicio´n se puede encontrar en [25], pa´g 53. Nue-
vamente la integral compensada de Poisson de la descomposicio´n es en el sentido de un
l´ımite en L2 .
Cap´ıtulo 2
Teor´ıa Cil´ındrica
En este cap´ıtulo se tiene como objetivo hacer un ana´lisis de los objetos cil´ındricos y los
resultados ma´s relevantes para el desarrollo del trabajo. Adema´s que se discutira´ una breve
introduccio´n al origen de dicha teor´ıa.
§ 2.1 Medidas cil´ındricas
El origen de los hoy llamados procesos cil´ındricos se encuentra en la teor´ıa de la medida.
Defina para {y1, ..., yn} = Γ ⊂ H la proyeccio´n piy1,...,yn : H → Rn dada por piy1,...,yn(h) =
(〈y1, h〉, ..., 〈yn, h〉). Definimos para B ∈ B(Rn) y y1, ..., yn ∈ H el conjunto:
Zy1,...,yn(B) := {h ∈ H : (〈y1, h〉, ..., 〈yn, h〉) ∈ B} = pi−1y1,...,yn(B),
al cual llamaremos un conjunto cil´ındrico o simplemente un cilindro de taman˜o n y base
y1, ..., yn . Al conjunto de todos los cilindros de taman˜o n se le denotara´ por Z(H,Γ).
En el caso de que Γ = H escribimos Z(H). Denotaremos a la σ -a´lgebra cil´ındrica n-
dimensional por C(H,Γ) := σ(Z(H,Γ)) y la σ -a´lgebra cil´ındrica como C(H) := σ(Z(H)).
Es importante discutir primero unos aspectos respecto a la σ -a´lgebra cil´ındrica. Lo primero
es observar la identidad que satisfacen los cilindros y es que dados dos cilindros con bases
de diferentes taman˜os, podemos reescribirlos para que tengan base de igual taman˜o. Para
ello mencionamos la siguiente propiedad: si B1 ∈ B(Rn) y B2 ∈ B(Rm) y con esto una
base y1, ..., yn, x1, ..., xm ∈ H se tiene:
Zy1,...,yn,x1,...,xm(B1 ×B2) = Zy1,...,yn(B1) ∩ Zx1,...,xm(B2).
Con esta propiedad se nos permite siempre comparar cilindros de igual taman˜o, en efecto,
consideremos dos cil´ındros Zy1,...,yn(B1) y Zx1,...,xm(B2) donde m > n , entonces podemos
considerar w1, ..., wm−n ∈ H y con ello podemos extender a Zy1,...,yn(B1):
Zy1,...,yn(B1) ⊆ Zy1,...,yn,w1,...,wm−n(B1 × Rm−n)
= Zy1,...,yn(B1) ∩ Zw1,...,wm−n(Rm−n) ⊆ Zy1,...,yn(B1),
y por tanto:
Zy1,...,yn(B1) = Zy1,...,yn,w1,...,wm−n(B1 × Rm−n).
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de este modo siempre podemos extender un cilindro para que si estamos comparandolo
respecto a otro, estos posean el mismo taman˜o.
Con esta propiedad podemos inclusive comparar cilindros que tengan diferente base pues:
Zy1,...,yn(B1) = Zy1,...,yn,x1,...,xn(B1 × Rn) = Zy1,...,yn,x1,...,xn(B˜1)
Zx1,...,xn(B2) = Zy1,...,yn,x1,...,xn(Rn ×B2) = Zy1,...,yn,x1,...,xn(B˜2),
donde claramente B˜1 := B1 × Rn, B˜2 := Rn ×B2 ∈ B(R2n).
Con estas aclaraciones te´cnicas podemos proceder con el siguiente resultado.
Proposicio´n 2.1.1. Z(H) es un a´lgebra.
Demostracio´n. Primero, observe que H ∈ Z(H), pues H = Zy1,...,yn(Rn).
Sea B ∈ B(H) y suponga Zy1,...,yn(B) ∈ Z(H). Observe que:
(Zy1,...,yn(B))
c = Zy1,...,yn(B
c),
y como Bc ∈ B(H) entonces (Zy1,...,yn(B))c ∈ Z(H)
Por u´ltimo, consideremos 2 cilindros y veremos que Z(H) es cerrado bajo uniones finitas.
Por la discusio´n previa a este resultado, sin perdida de generalidad, se tomara´n del mismo
taman˜o y misma base. Sean B1, B2 ∈ B(H), entonces Zy1,...,yn(B1), Zy1,...,yn(B2) ∈ Z(H),
note que:
Zy1,...,yn(B1) ∪ Zy1,...,yn(B2) = pi−1y1,...,yn(B1) ∪ pi−1y1,...,yn(B2)
= pi−1y1,...,yn(B1 ∪B2)
= Zy1,...,yn(B1 ∪B2),
y como B1 ∪B2 ∈ B(H), se sigue que Zy1,...,yn(B1) ∪ Zy1,...,yn(B2) ∈ Z(H).
Proposicio´n 2.1.2. Para todo Γ = {y1, ..., yn} ⊂ H se tiene:
C(H,Γ) = Z(H,Γ) = σ(Zy1,...,yn(B) : B ∈ F)
donde F es un generador arbitrario de la σ -a´lgebra Boreliana B(Rn).
Demostracio´n. Por definicio´n tenemos que Z(H,Γ) ⊆ C(H,Γ). Por tanto para obte-
ner la primer igualdad basta mostrar que Z(H,Γ) es un λ-sistema, ya que con esto,
por el Teorema 1.1.1, C(H,Γ) que en particular es un pi -sistema se podr´ıa concluir que
σ(C(H,Γ)) = C(H,Γ) ⊆ Z(H,Γ).
Para verificar que Z(H,Γ) es un λ-sistema verificamos: Para Rn ∈ B(Rn) tenemos:
H = {h ∈ H : (〈h, y1〉, ..., 〈h, yn〉) ∈ Rn} = pi−1y1,...,yn(Rn) ∈ Z(H,Γ).
Ahora tome Zy1,...,yn(B1), Zy1,...,yn(B2), entonces note que:
Zy1, ..., yn(B1) \ Zy1,...,yn(B2) = {h ∈ H : (〈h, y1〉, ..., 〈h, yn〉) ∈ B1 \B2} ∈ Z(H,Γ).
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Y por u´ltimo, dada una sucesio´n {Zy1,...,yn(Bk)}k∈N ⊂ Z(H,Γ) entonces:
∞⋃
k=0
Zy1,...,yn(Bk) =
∞⋃
k=1
pi−1y1,...,yn(Bk) = pi
−1
y1,...,yn
( ∞⋃
k=1
Bk
)
∈ Z(H,Γ).
De este modo se tiene que Z(H,Γ) es un λ-sistema.
Por u´ltimo, para verificar la segunda igualdad, sea F un generador de la σ -a´lgebra Bo-
reliana B(Rn), note que σ(Zy1,...,yn(B) : B ∈ F) es la σ -a´lgebra ma´s pequen˜a generada
por los cil´ındros, entonces esta´ contenida en C(H,Γ). Pero de igual forma, por definicio´n
C(H,Γ) esta´ contenida en σ(Zy1,...,yn(B) : B ∈ F).
Lema 2.1.1. Sea H un espacio de Hilbert. Si es separable, entonces C(H) = B(H).
Demostracio´n. “⊆”Sabemos que piy1,...,yn es continua, entonces es B(H)/B(Rn)-medible,
por tanto tenemos para, cualquier cilindro Zy1,...,yn(B) = pi
−1
y1,...,yn(B) ∈ B(H). Como esto
es indiferente del taman˜o del cilindro que se tome y es indiferente de la base, se sigue que
Z(H) ⊆ B(H), y por definicio´n de σ -a´lgebra se sigue que C(H) ⊆ B(H).
“⊇”Primero, como H es separable entonces existe un subconjunto denso numerable
{hn}n∈N . Entonces para cualquier f : H → R continua se satisface suph∈H f(h) =
supn∈N f(hn).
Observe que para r > 0 y {hn}n∈N denso numerable, contenido en la bola unitaria cen-
trada en el origen de H , se tiene:
Br(x) = {h ∈ H : ‖h− x‖ < r}
=
{
h ∈ H : sup
y∈B1(0)
|〈y, h− x〉| < r
}
=
{
h ∈ H : sup
n∈N
|〈yn, h− x〉| < r
}
=
⋂
n∈N
{h ∈ H : |〈yn, h− x〉| < r}
=
⋂
n∈N
{h ∈ H : 〈yn, h〉 ∈ ]〈yn, x〉 − r, 〈yn, x〉+ r[ }
=
⋂
n∈N
Zyn( ]〈yn, x〉 − r, 〈yn, x〉+ r[ ).
Como C(H) es una σ -a´lgebra, entonces es cerrado bajo intersecciones contables de cilin-
dros, y Br(x) ∈ C(H). Ahora como H es separable dado un abierto U de H existen bolas
{Bnk}k∈N tal que U = ∪k∈NBnk , se sigue que la σ -a´lgebra generada por los abiertos esta´
contenida en C(H), y por definicio´n de σ -a´lgebra generada, se concluye B(H) ⊆ C(H).
Como se mostro´ en el Lema 2.1.1, se tiene una forma particular de describir la σ -a´lgebra
Boreliana, para la cual se puede definir una medida finito aditiva µ sobre Z(H). Dicha
medida se puede establecer finito aditiva ya que al fijar una cantidad finita de cilindros
no se debe tornar dif´ıcil. El Teorema de extensio´n de Caratheodory dicta que una medida
contable aditiva sobre un a´lgebra se puede extender a la σ -a´lgebra generada por dicha
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a´lgebra. No obstante, aqu´ı se presenta un problema, y es que, como el a´lgebra cil´ındrica
de H considera todos los cilindros de todos los taman˜os posibles, no siempre es posible
extender de manera natural este µ como una medida contable aditiva. Dado este problema
entonces estamos interesados en utilizar medidas solo finito aditivas para dar pie a posibles
resultados ma´s generales.
Considerando una medida µ sobre el a´lgebra cil´ındrica y en vista de la Proposicio´n 2.1.2,
dicha medida estara´ definida sobre un σ -a´lgebra para un taman˜o fijo de cilindros y al ser
de un solo taman˜o es ma´s natural establecer una contable aditividad para µ . Con estas
observaciones definimos las medidas cil´ındricas:
Definicio´n 2.1.1. ([3], pa´g 699) Una funcio´n µ : Z(H) → [0,∞] decimos que es una
medida cil´ındrica si para cualquier subconjunto finito Γ de H se tiene que µ|C(H,Γ) es una
medida. Si µ(H) = 1 decimos que es una medida cil´ındrica de probabilidad.
Entre las de´cadas de los cincuentas y setentas se estudio´ el co´mo se podr´ıa extender una
medida cil´ındrica a una medida propiamente o dicho como en la literatura, extender a una
medida de Radon. Para resolver este problema se considero´ la funcio´n caracter´ıstica de
una medida cil´ındrica la cual se define como ϕµ : H → C dada por:
ϕµ(h) =
∫
H
ei〈u,h〉µ(du)
Sazonov demostro´ que una condicio´n necesaria y suficiente para esta extensio´n es que
su funcio´n caracter´ıstica fuese continua en una topolog´ıa en espec´ıfico, la cual es ma´s
de´bil que la normada [32]. Por otro Minlos concluyo´ que esa condicio´n de continuidad
era necesaria y suficiente en el contexto de duales de espacios nucleares contablemente
Hilbertianos [23]. Esta misma observacio´n la hizo Kolmogorov [21], y a dicha topolog´ıa
estudiada por Sazonov la llamo´ la topolog´ıa de Sazonov. En general se demostro´ que para
dicha extensio´n, la topolog´ıa normada no es suficiente, vease por ejemplo el cap´ıtulo 6 de
[34]. Notando los elementos que ten´ıan en comu´n las conclusiones de los matema´ticos ya
mencionados es la implementacio´n (directa o indirecta) de operadores de Hilbert-Schmidt.
Posteriormente en espacios de Banach se desarrollo´ la teor´ıa de operadores radonificantes
los cuales generalizan a los Hilbert-Schmidt, una referencia de la misma es [34]. En s´ıntesis,
los operadores de Hilbert-Schmidt son la clave para extender una medida cil´ındrica a una
medida de Radon.
Por u´ltimo, retomando la Definicio´n 2.1.1 para una medida cil´ındrica de probabilidad,
notese que se puede pensar µ como una medida que al proyectar respecto a un Γ ⊂ H
se recupera una medida contable aditiva sobre una σ -a´lgebra. Por Teorema de extensio´n
de Kolmogorov a dichas proyecciones se les puede asociar una variable aleatoria donde
su distribucio´n es la correspondiente proyeccio´n de µ . Schwartz desmostro´ que para una
medida cil´ındrica, existe un operador el cual recupera todas las variables aleatorias que
define µ mediante sus proyecciones [33]. Y estos operadores los cuales definiremos en la
siguiente seccio´n se les llama cil´ındricos y son el centro del presente trabajo.
§ 2.2 Procesos Cil´ındricos
Con estos aspectos tratados en la seccio´n anterior, procedemos a definir las variables
aleatorias cil´ındricas y posteriormente los procesos estoca´sticos cil´ındricos.
16
Definicio´n 2.2.1. ([3], pa´g 703) Una variable aleatoria cil´ındrica X sobre un espacio
Hilbert H es un mapeo lineal:
X : H −→ L0(Ω,F ,P).
A su vez un proceso cil´ındrico sobre H es una familia {Xt}t∈R+ de variables aleatorias
cil´ındricas.
Definimos para la variable aleatoria cil´ındrica X su distribucio´n cil´ındrica como pX :
Z(H)→ [0,∞] una medida cil´ındrica dada por:
pX(Z) = pX ◦ pi−1h1,...,hn(B) := P((X(h1), ..., X(hn)) ∈ B),
esto para todo Z ∈ C(H,Γ), para toda escogencia de Γ = {h1, ..., hn} y todo B ∈ B(Rn).
Para una variable aleatoria cil´ındrica X podemos definir su funcio´n caracteristica ϕX :
H → C mediante ϕX(h) := E(exp{iX(h)}). En algunos textos se le suele llamar como el
funcional caracter´ıstico.
Cabe destacar que a lo que respecta a filtraciones, (Ω,F ,P) se sigue pidiendo como un
espacio de probabilidad filtrado con las hipo´tesis usuales. En el contexto cil´ındrico di-
remos que un proceso cil´ındrico {Xt}t∈R+ es adaptado si para cada h ∈ H se tiene que
{Xt(h)}t∈R+ es {Ft}t∈R+ -adaptado. Observese que la filtracio´n no depende del h escogido.
Para este trabajo siempre consideraremos procesos cil´ındricos adaptados.
Pese a que la definicio´n de variable y proceso cil´ındrico es ma´s general que las variables
aleatoria y procesos estoca´sticos respectivamente, en realidad en la pra´ctica siempre se
han considerado de una manera sutil como se muestra en el siguiente ejemplo:
Ejemplo 2.2.1 (Proceso Cil´ındrico Inducido). ([3], pa´g 707) Considere un proceso
estoca´stico {Yt}t∈R+ que toma valores en H . Considere el proceso estoca´stico cil´ındrico
inducido {Xt(h)}t∈R+ := {〈Yt, h〉}t∈R+ . En efecto este es un proceso cil´ındrico gracias a
la linealidad del producto interno adema´s que, para t fijo, Yt es medible y la medibilidad
se preserva bajo funciones continuas como es el caso del producto interno. Adema´s vemos
que ϕXt(h) = E(exp{iXt(h)}) = ϕYt(h).
Definicio´n 2.2.2. Definimos una variable cil´ındrica cuadrado integrable como un opera-
dor lineal X de H en L2(Ω,P). Un proceso cil´ındrico cuadrado integrable es una familia
de variables aleatorias cil´ındricas cuadrado integrables {Xt}t∈R+ .
Definicio´n 2.2.3. ([11], pa´g 890) Sea {Xt}t∈R+ un proceso cil´ındrico. Decimos que es
una martingala cil´ındrica si para todo h ∈ H se tiene que {Xt(h)}t∈R+ es una martingala
adaptada a la filtacio´n {Ft}t∈R+ .
De hecho uno podr´ıa hablar de una martingala cil´ındrica cuadrado integrable como que
para cada h ∈ H se tiene que {Xt(h)}t∈R+ ∈ M2(R) (ver definicio´n de la seccio´n 1.1).
Ahora discutiremos una vez ma´s los tipos de procesos que nos interesan:
Definicio´n 2.2.4. ([3], pa´g 705) Dado un proceso cil´ındrico {Xt}t∈R+ diremos que es un
proceso de Le´vy cil´ındrico si para todo h1, ..., hn ∈ H se tiene que {(Xt(h1), ..., Xt(hn))}t∈R+
es un proceso de Le´vy con valores en Rn .
Observese que en la definicio´n anterior se tiene que si {Xt}t∈R+ es un proceso de Le´vy
cil´ındrico entonces dada cualquier escogencia de elementos h1, ..., hn ∈ H hacen que
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{(Xt(h1), ..., Xt(hn))}t∈R+ sea un proceso de Le´vy, entonces a su vez como la escogen-
cia de un solo hi , i = 1, ..., n , hace que {Xt(hi)}t∈R+ sea un proceso de Le´vy entonces
no solo {(Xt(h1), ..., Xt(hn))}t∈R+ es Le´vy, sino que tambie´n entrada por entrada es Le´vy.
Como se presento´ en secciones anteriores, se cuentan con ejemplos de este tipo de procesos
cil´ındricos.
Ejemplo 2.2.2 (Movimiento Browniano Cil´ındrico). ([3], pa´g 705) Para un pro-
ceso cil´ındrico {Bt}t∈R+ diremos que es un movimiento Browniano cil´ındrico si para
h1, ..., hn ∈ H se tiene que {(Bt(h1), ..., Bt(hn))}t∈R+ es un movimiento Browniano con
valores en Rn . Por el Ejemplo 1.2.2 sabemos que un movimiento Browniano con valo-
res en Rn es un proceso de Le´vy. Diremos que es un movimiento Browniano cil´ındrico
estandar si adema´s {(Bt(h1), ..., Bt(hn))}t∈R+ es un movimiento Browniano estandar en
Rn .
Ejemplo 2.2.3 (Proceso Compuesto de Poisson Cil´ındrico). ([3], pa´g 706) Sea
{Zn}n∈N una sucesio´n de variables aleatorias cil´ındricas con distribucio´n cil´ındrica comu´n
pZ , adema´s para todo h ∈ H se tiene que {Zn(h)}n∈N son independientes. Si {Nt}t∈R+ es
un proceso de Poisson (como en el Ejemplo 1.2.1) tal que es independiente de {Zn(h)}n∈N
para todo h ∈ H definimos el proceso compuesto cil´ındrico de Poisson como el proceso
cil´ındrico dado por:
Xt =

0 si Nt = 0
Z1 + · · ·+ ZNt en otro caso
Note que en efecto es un proceso de Le´vy Cil´ındrico, puesto que para todo h1, ..., hn ∈ H
se tiene que {(Xt(h1), ..., Xt(hn))}t∈R+ es un proceso de Le´vy.
Notese que P(Ω) = 1 entonces si Xt es un operador de H en L2(Ω,P) tambie´n es un
operador lineal de H en L1(Ω,P), esto para cada t ≥ 0. En analog al Teorema 1.4.1,
podemos definir de manera ana´loga una media cil´ındrica y una covarianza cil´ındrica. Para
ello tomaremos un proceso de Le´vy cil´ındrico cuadrado integrable.
Definimos un operador m : H → R dado por mt(h) = E(Xt(h)), de manera ana´loga
se obtiene que dicho operador es lineal y satisface mt(h) = tm1(h), escribimos entonces
m := m1 , as´ı llamaremos media cil´ındrica al operador m : H → R tal que E(Xt(h)) =
tm(h). A diferencia del Teorema 1.4.1, aqu´ı no se puede concluir que m es un funcional
lineal, pues no se posee continuidad de las variables cil´ındricas.
Ahora definimos un operador Qt,s : H → H tal que satisface:
〈Qt,s(h1), h2〉 = E(Xt(h1)Xs(h2)).
De igual forma que el el Teorema 1.4.1 se puede mostrar que dicho operador es lineal,
sime´trico, definido positivo y satisface que Qt,s = t∧sQ1,1 , escribimos entonces Q := Q1,1 .
Definimos la covarianza cil´ındrica como el operador lineal Q : H → H tal que satisface
t∧s〈Q(h1), h2〉 = E(Xt(h1)Xs(h2)). En este caso, esta covarianza no tenemos garantizada
la continuidad.
Retomando el Ejemplo 2.2.1 cabe mencionar que uno puede definir procesos de Le´vy
cil´ındricos a partir de un proceso de Le´vy.
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Proposicio´n 2.2.1. Sea {Yt}t∈R+ un proceso de Le´vy con valores en un Hilbert H .
Entonces el proceso cil´ındrico inducido {Xt}t∈R+ dado por Xt(h) = 〈Yt, h〉 para todo
t ≥ 0, es un proceso de Le´vy Cil´ındrico.
Demostracio´n. Sea h1, ..., hn ∈ H . Vamos a demostrar que {(Xt(h1), ..., Xt(hn))}t∈R+ es
un proceso de Le´vy con valores en Rn . Para ello verificaremos los cuatro puntos que debe
satisfacer dados en la Definicio´n 1.2.1.
(X0(h1), ..., X0(hn)) = (〈Y0, h1〉, ..., 〈Y0, hn〉) = (0, ..., 0) casi seguramente.
Para ver incrementos estacionarios, debemos utilizar la relacio´n un´ıvoca entre la
funcio´n caracter´ıstica y la distribucio´n y el hecho de que {Yt}t∈R+ tiene incrementos
estacionarios, pues dado 0 ≤ t1 ≤ · · · ≤ tn se tiene:
ϕ(Xtj+1 (h1),...,Xtj+1 (hn))−(Xtj (h1),...,Xtj (hn))(u1, ..., un)
= ϕ((Xtj+1−Xtj )(h1),...,(Xtj+1−Xtj )(hn))(u1, ..., un)
= E
(
ei〈((Xtj+1−Xtj )(h1),...,(Xtj+1−Xtj )(hn)),(u1,...,un)〉
)
= E
(
ei((Xtj+1−Xtj )(h1)u1+···+(Xtj+1−Xtj )(hn)un)
)
= E
(
ei(Xtj+1−Xtj )(u1h1+···+unhn)
)
= ϕXtj+1−Xtj (u1h1 + · · ·+ unhn)
= ϕYtj+1−Ytj (u1h1 + · · ·+ unhn)
= ϕYtj+1−tj (u1h1 + · · ·+ unhn)
= ϕXtj+1−tj (u1h1 + · · ·+ unhn)
= ϕ(Xtj+1−tj (h1),...,Xtj+1−tj (hn))(u1, ..., un).
De este modo concluimos que:
((Xtj+1 −Xtj )(h1), ..., (Xtj+1 −Xtj )(hn)) d= (Xtj+1−tj (h1), ..., Xtj+1−tj (hn)).
Como {Yt}t∈R+ tiene incrementos independientes entonces se tiene que para 0 ≤
t1 ≤ · · · ≤ tk se cumple que σ((Ytj+1 − Ytj )−1(A) : A ∈ B(H)) son independientes
para j = 1, ..., k . Por el Teorema 2.1.1, se tiene que tambie´n hay independencia
sobre los cilindros de cualquier base, entonces en particular hay independencia sobre
cilindros de base h1, ..., hn , denotemos a estos por Z = Zh1,...,hn(B), entonces:
σ((Ytj+1 − Ytj )−1(Z) : Z ∈ C(H))
= σ[((Xtj+1 −Xtj )(h1), ..., (Xtj+1 −Xtj )(hn))−1(B) : B ∈ B(Rn)].
Entonces se tiene que ((Xtj+1 −Xtj )(h1), ..., (Xtj+1 −Xtj )(hn)) son independientes
para j = 1, ..., k .
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Por u´ltimo para verificar la continuidad estoca´stica es propio primero notar lo si-
guiente, para ω ∈ Ω se cumple por desigualdad de Cauchy-Schwarz:
n∑
k=1
|〈(Yt − Ys)(ω), hk〉|2 ≤
n∑
k=1
‖(Yt − Ys)(ω)‖2‖hk‖2 = C‖(Yt − Ys)(ω)‖2
donde C =
∑n
k=1 ‖hk‖2 .
De este modo tenemos que para  > 0 se cumple:
P(|(Xt(h1), ..., Xt(hn))− (Xs(h1), ..., Xs(hn))| > )
= P(|((Xt −Xs)(h1), ..., (Xt −Xs)(hn))| > )
= P(|(Xt −Xs)(h1)|2 + · · ·+ |(Xt −Xs)(hn)|2 > 2)
= P
(
n∑
k=1
|(Xt −Xs)(hk)|2 > 2
)
= P
(
n∑
k=1
|〈Yt − Ys, hk〉|2 > 2
)
≤ P
(
‖Yt − Ys‖2 > 
2
C
)
= P
(
‖Yt − Ys‖ > √
C
)
y el resultado se concluye tomando t→ s .
Como la seleccio´n de h1, ..., hn fue arbitraria se concluye que {Xt}t∈R+ es un proceso de
Le´vy cil´ındrico.
Este ejemplo de un proceso cil´ındrico inducido nos interesa pues, como se observa, si
se tiene un proceso estoca´stico con valores en H se puede definir uno cil´ındrico y por la
proposicio´n anterior, si se dota al proceso estoca´stico de la cualidad de ser Le´vy, el cil´ındrico
que se define es Le´vy cil´ındrico. Es natural pensar si se podra´ satisfacer el converso, o sea,
que si se tiene un proceso cil´ındrico este podra´ definir un proceso con valores en H y
ma´s au´n, si este cil´ındrico fuese Le´vy ¿se cumplira´ que el proceso estoca´stico que pudiese
definir sea Le´vy? Este problema sera´ el tema central del Cap´ıtulo 3.
Por u´ltimo falta mencionar, como se hizo en las Secciones 1.2 y 1.4, la correspondiente
descomposicio´n de Le´vy-Itoˆ en su versio´n cil´ındrica.
Teorema 2.2.1 (Descomposicio´n de Le´vy-Itoˆ cil´ındrica). ([3], pa´g 708) Sea un
proceso de Le´vy cil´ındrico {Xt}t∈R+ . Entonces existe un operador lineal b : H → R,
un movimiento Browniano cil´ındrico {Bt}t∈R+ con media cil´ındrica 0, una familia de
operadores {Nt}t∈R+ de H en L0(Ω,F ,P) y una familia de operadores {N˜t}t∈R+ de H
en L2(Ω,P) tales que {b(·)t + N˜t + Nt}t∈R+ es un proceso cil´ındrico; y se satisface la
siguiente descomposicio´n para t ≥ 0:
Xt = bt+Bt + N˜t +Nt.
Cap´ıtulo 3
Regularizacio´n
En los siguientes dos cap´ıtulos nos restringiremos a variables aleatorias cil´ındricas conti-
nuas de H en L0(Ω,F ,P).
El objetivo central de este cap´ıtulo es mostrar una forma en que un proceso cil´ındrico
puede definir un procesos estoca´stico en dualidad. Posterioremente a esto, estudiaremos
las extensiones de dicho resultado.
§ 3.1 Regularizacio´n de un proceso cil´ındrico
Para esta seccio´n retomaremos el espacio CT (R) definido en la seccio´n 1.1 equipado con
la topolog´ıa presentada en esa misma seccio´n. Tambie´n cabe mencionar que esta seccio´n
esta´ basada en las te´cnicas empleadas en [11] pero con las modificaciones pertinentes para
los contextos en los que se esta´n planteando en el trabajo.
Consideremos un operador X : H → CT (R) definido como X(h) = {Xt(h)}t∈[0,T ] , donde
{Xt}t∈[0,T ] es un proceso cil´ındrico para el cual X(h) ∈ CT (R) para todo h ∈ H . Usando
el hecho que Xt es un operador lineal para cada t , se garantiza que X esta´ bien definido,
puesto que si h1, h2 ∈ H son tales que h1 = h2 , entonces se tiene que
{0t}t∈[0,T ] = {Xt(0)}t∈[0,T ] = X(0) = X(h1 − h2) = {Xt(h1 − h2)}t∈[0,T ]
= {Xt(h1)}t∈[0,T ] − {Xt(h2)}t∈[0,T ] ⇐⇒ {Xt(h1)}t∈[0,T ] = {Xt(h2)}t∈[0,T ].
De esto se concluye que X(h1) = X(h2). Adema´s, como observamos X es un operador
lineal gracias a la linealidad de los procesos {Xt(h)}t∈[0,T ] , con h ∈ H . Cabe mencionar
que X no es en general sobreyetivo, no todo proceso en CT (R) es generado por la accio´n
de X sobre elementos de H . Este operador tiene una caracteristica ma´s:
Lema 3.1.1. El operador lineal X : H → CT (R) es cont´ınuo.
Demostracio´n. La estrategia para realizar la demostracio´n sera´ emplear el Teorema 1.3.1
aprovechando que X es un operador lineal. Entonces basta mostrar que X tiene gra´fico
cerrado.
Sea {hn}n∈N tal que hn → h in H tal que X(hn) = {Xt(hn)}t∈[0,T ] → {Yt}t∈[0,T ] en
CT (R), y como dijimos antes, la topolog´ıa es la de convergencia uniforme en probabilidad.
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Hay que mostrar que {Yt}t∈[0,T ] = {Xt(h)}t∈[0,T ] . Ahora note que para cada t , Xt(·) es
una variable cil´ındrica la cual es continua, entonces Xt(hn)→ Xt(h) en probabilidad. Sea
 > 0 y sea t ∈ [0, T ] luego se tiene:
P (|Xt(h)− Yt| > ) ≤ P
(
|Xt(h)−Xt(hn)| > 
2
)
+ P
(
sup
t∈[0,T ]
|Xt(hn)− Yt| > 
2
)
,
tomando n → ∞ se concluye que P(Yt = Xt(h)) = 1, ∀t ∈ [0, T ] . Concluimos que
{Yt}t∈[0,T ] es una versio´n de {Xt(h)}t∈[0,T ] , y como ambos procesos poseen trayectorias
continuas, se concluye por el Lema 1.1.1 que son indistinguibles, por tanto {Yt}t∈[0,T ] =
{Xt(h)}t∈[0,T ] = X(h).
Con este operador, podemos obtener un estimado u´til que necesitaremos luego.
Lema 3.1.2. Sea {Xt}t∈[0,T ] un proceso cil´ındrico tal que para todo h ∈ H se tiene que
{Xt(h)}t∈[0,T ] ∈ CT (R). Entonces para todo  > 0 y para todo h ∈ H , existe un ρ > 0 tal
que:
E
(
sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣) ≤ + 2‖h‖2
ρ2
. (3.1)
Demostracio´n. Sea  > 0. Por continuidad de la funcio´n eiz , existe δ > 0 tal que si |z| < δ
entonces |1− eiz| < 2 . Usando el Lema 3.1.1 nos garantizamos que dados δ,  > 0 existe
ρ > 0 se cumple:
P
(
sup
t∈[0,T ]
|Xt(h)| > δ
)
<

4
, h ∈ Bρ(0), (3.2)
donde Bρ(0) = {h ∈ H : ‖h‖ < ρ} .
Sea h ∈ Bρ(0) y tome Γ =
{
ω ∈ Ω : sup
t∈[0,T ]
|Xt(h)(ω)| < δ
}
. Note que este conjunto
cumple 1 − 4 < P(Γ) ≤ 1. Adema´s observamos que para cualquier h ∈ H siempre se
satisface sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣ ≤ 2.
Entonces, dado h ∈ Bρ(0), se tiene:
E
(
sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣) = ∫
Γ
sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣P(dω) + ∫
Γc
sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣P(dω)
<

2
P(Γ) + 2P(Γc) < .
Por otro lado, para h ∈ Bcρ(0) tenemos que ‖h‖ > ρ , entonces ‖h‖
2
ρ2
> 1 y por tanto se
cumple:
E
(
sup
t∈[0,T ]
∣∣∣1− eiXt(h)∣∣∣) ≤ 2P(Ω) = 2 < 2‖h‖2
ρ2
.
Sumando las dos cotas obtenidas se concluye el resultado.
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Como se menciono´ en la Seccio´n 2.2 entre la relacio´n de medidas cil´ındricas y operadores de
Hilbert-Schmidt para que estos radonifiquen la medida cil´ındrica, estudiaremos la relacio´n
entre estos operadores y los procesos cil´ındricos. Los siguientes resultados se puede trabajar
con L2(H,G), con H y G espacios de Hilbert separables, no obstante como todo se
trabaja de forma ana´loga, usaremos solo L2(H). Adema´s el siguiente ana´lisis es heur´ıstico,
posteriormente probaremos las siguientes afirmaciones.
Dado h ∈ H , sea X(h) = {Xt(h)}t∈[0,T ] y considerando la linealidad, la continuidad del
producto interno, la continuidad de los operadores, se observa que para ω ∈ Ω y t ∈ [0, T ]
se cumple:
Xt ◦ S(h)(ω) = Xt ◦ S
( ∞∑
k=0
〈hk, h〉hk
)
(ω)
= l´ım
n→∞Xt ◦ S
(
n∑
k=0
〈hk, h〉hk
)
(ω)
= l´ım
n→∞
n∑
k=0
〈hk, h〉Xt ◦ S(hk)(ω)
= l´ım
n→∞
〈
n∑
k=0
hkXt ◦ S(hk)(ω), h
〉
=
〈 ∞∑
k=0
hkXt ◦ S(hk)(ω), h
〉
:= 〈Yt(ω), h〉.
Primero para que este ca´lculo tenga sentido debemos justificar la convergencia de la serie∑n
k=0 〈hk, h〉Xt ◦ S(hk)(ω). Para ello bastar´ıa probar que {Xt ◦S(hk)(ω)}k∈N es cuadrado
sumable. Esto pues usando la desigualdad de Cauchy-Schwarz y la identidad de Parseval
se satisface:∣∣∣∣∣
∞∑
k=0
〈hk, h〉Xt ◦ S(hk)(ω)
∣∣∣∣∣ ≤
∞∑
k=0
|〈hk, h〉Xt ◦ S(hk)(ω)|
≤
( ∞∑
k=0
|〈hk, h〉|2
) 1
2
( ∞∑
k=0
|Xt ◦ S(hk)(ω)|2
) 1
2
= ‖h‖
( ∞∑
k=0
|Xt ◦ S(hk)(ω)|2
) 1
2
<∞.
Si logramos verificar que Yt =
∑∞
k=0 hkXt ◦ S(hk) es una variable aleatoria de Ω en H ,
tendremos una forma para pasar de un proceso cil´ındrico a un proceso estoca´stico usual con
valores en H . Note que adema´s la cuadrado sumabilidad de {Xt ◦S(hk)(ω)}k∈N garantiza
que este Yt es bien definido pues para  > 0 existe N ∈ N tal que para todo m > n ≥ N
y ω ∈ Ω: ∣∣∣∣∣
m∑
k=n
|Xt ◦ S(hk)(ω)|2
∣∣∣∣∣ < ,
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entonces por la identidad de Parseval y la ortogonalidad de {hk}k∈N se tiene que:∥∥∥∥∥
m∑
k=n
hkXt ◦ S(hk)(ω)
∥∥∥∥∥
2
=
∞∑
j=0
∣∣∣∣∣
〈
hj ,
m∑
k=n
hkXt ◦ S(hk)(ω)
〉∣∣∣∣∣
2
=
m∑
k=n
|Xt ◦ S(hk)(ω)|2 < .
De lo que se tiene que {∑nk=0 hkXt ◦ S(hk)(ω)}n∈N es una sucesio´n de Cauchy y por tanto
convergente. As´ı concluimos un Yt bien definido. De estas observaciones podemos enunciar
el siguiente teorema.
Teorema 3.1.1 (Regularizacio´n). Sea {Xt}t∈[0,T ] un proceso cil´ındrico tal que para
todo h ∈ H se tiene {Xt(h)}t∈[0,T ] ∈ CT (R) y sea S ∈ L2(H). Entonces el proceso
cil´ındrico {Xt ◦ S}t∈[0,T ] define un proceso estoca´stico {Yt}t∈[0,T ] ∈ CT (H) tal que para
todo h ∈ H se satisface {Xt ◦ S(h)}t∈[0,T ] = {〈Yt, h〉}t∈[0,T ] casi seguramente.
Demostracio´n. Notese que para C ∈ R \ {0} se tiene:{
ω ∈ Ω : 1
C2
sup
t∈[0,T ]
∞∑
k=0
|Xt ◦ S(hk)(ω)|2 > 1
}
=
∞⋃
n=0
{
ω ∈ Ω : 1
C2
sup
t∈[0,T ]
n∑
k=0
|Xt ◦ S(hk)(ω)|2 > 1
}
.
Como esta unio´n es creciente se tiene:
P
(
1
C2
sup
t∈[0,T ]
∞∑
k=0
|Xt ◦ S(hk)|2 > 1
)
= l´ım
n→∞P
(
1
C2
sup
t∈[0,T ]
n∑
k=0
|Xt ◦ S(hk)|2 > 1
)
.
Considerando g(y) = 1 − e− y2 sobre [1,∞[ tenemos que el mı´nimo se alcanza en y = 1.
Entonces por desigualdad de Chebyshev se tiene:
√
e− 1√
e
l´ım
n→∞P
(
1
C2
sup
t∈[0,T ]
n∑
k=0
|Xt ◦ S(hk)|2 > 1
)
≤ l´ım
n→∞E
(
1− e− 12C2 supt∈[0,T ]
∑n
k=0 |Xt◦S(hk)|2
)
≤ l´ım
n→∞E
(
sup
t∈[0,T ]
(
1− e− 12C2
∑n
k=0 |Xt◦S(hk)|2
))
.
Para continuar es preciso observar lo siguiente: denotamos por h(n) = (h1, ..., hn) y con
esto denotamos Xt◦S(h(n))(ω) como (Xt◦S(h1)(ω), ..., Xt◦S(hn)(ω)), por el Ejemplo 1.1.1
y por teorema de existencia de Kolmogorov, existe un espacio de probabilidad (Ω˜, F˜ , P˜)
y una variable aleatoria Z tal que Z ∼ N(0, C2I), con estas observaciones tenemos:
e−
1
2C2
∑n
k=0 |Xt◦S(hk)(ω)|2 = e−
1
2C2
〈Xt◦S(h(n))(ω),Xt◦S(h(n))(ω)〉 = ϕZ
(
Xt ◦ S(h(n))(ω)
)
.
Dicho esto proseguimos con las siguientes cotas: usando el hecho de que estamos con
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medidas finitas y por Teorema Fubini se tiene:
l´ım
n→∞E
(
sup
t∈[0,T ]
1− e− 12C2
∑n
k=0 |Xt◦S(hk)|2
)
= l´ım
n→∞E
(
sup
t∈[0,T ]
1− ϕZ(Xt ◦ S(h(n)))
)
= l´ım
n→∞E
(
sup
t∈[0,T ]
1− E˜
(
ei〈Xt◦S(h
(n)),Z〉
))
,
donde E˜ es la esperanza respecto al espacio de probabilidad (Ω˜, F˜ , P˜), de la desigualdad
de Jensen se sigue:
l´ım
n→∞E
(
sup
t∈[0,T ]
(
1− E˜
(
ei〈Xt◦S(h
(n)),Z〉
)))
= l´ım
n→∞E
(
sup
t∈[0,T ]
(
1−
∫
Rn
ei
∑n
k=0 zkXt◦S(hk)pZ(dz)
))
= l´ım
n→∞E
(
sup
t∈[0,T ]
(∫
Rn
1− ei
∑n
k=0 zkXt◦S(hk)pZ(dz)
))
≤ l´ım
n→∞E
(
sup
t∈[0,T ]
(∫
Rn
|1− ei
∑n
k=0 zkXt◦S(hk)|pZ(dz)
))
≤ l´ım
n→∞E
(∫
Rn
sup
t∈[0,T ]
|1− ei
∑n
k=0 zkXt◦S(hk)|pZ(dz)
)
= l´ım
n→∞
∫
Rn
E
(
sup
t∈[0,T ]
|1− ei
∑n
k=0 zkXt◦S(hk)|
)
pZ(dz).
Por la linealidad de Xt podemos hacer
∑n
k=0 zkXt ◦ S(hk) = Xt (
∑n
k=0 zkS(hk)) y usando
el hecho de que estamos tratando con el mapeo h 7→ {Xt(h)}t∈[0,T ] del Lema 3.1.1 entonces
podemos usar el Lema 3.1.2 y desigualdad de Cauchy-Schwartz para obtener:
l´ım
n→∞
∫
Rn
E
(
sup
t∈[0,T ]
|1− eiXt(
∑n
k=0 zkS(hk))|
)
pZ(dz)
≤ l´ım
n→∞
∫
Rn
+ 2
ρ2
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
zkS(hk)
∣∣∣∣∣
∣∣∣∣∣
2
pZ(dz)
≤ l´ım
n→∞ +
2
ρ2
∫
Rn
(
n∑
k=0
|zk|‖S(hk)‖
)2
pZ(dz)
≤ l´ım
n→∞ +
2
ρ2
∫
Rn
(
n∑
k=0
|zk|2
)(
n∑
k=0
‖S(hk)‖2
)
pZ(dz)
= l´ım
n→∞ +
2
ρ2
(
n∑
k=0
‖S(hk)‖2
)∫
Rn
(
n∑
k=0
|zk|2
)
pZ(dz)
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= l´ım
n→∞ +
2
ρ2C2
(
n∑
k=0
‖S(hk)‖2
)
= +
2‖S‖2L2(H)
ρ2C2
.
Como  es arbitrario se sigue:
P
(
1
C2
sup
t∈[0,T ]
∞∑
k=0
|Xt ◦ S(hk)|2 > 1
)
≤ 2
√
e√
e− 1
‖S‖2L2(H)
ρ2C2
. Finalmente observe que si C2 →∞ se concluye que:
P
(
sup
t∈[0,T ]
∞∑
k=0
|Xt ◦ S(hk)|2 =∞
)
= 0.
Sea Γ :=
{
ω ∈ Ω : sup
t∈[0,T ]
∞∑
k=0
|Xt ◦ S(hk)|2 <∞
}
.
Entonces defina Yt : Ω −→ H como
Yt(ω) =

∞∑
k=0
hkXt ◦ S(hk)(ω) si ω ∈ Γ
0 si ω ∈ Γc
Este proceso es bien definido y satisface que para t ∈ [0, T ] y ω ∈ Γ se cumple X ◦
S(h)(ω) = 〈Yt(ω), h〉 . Una vez definido es preciso verificar su medibilidad. Sea t ∈ [0, T ]
fijo, hay que mostrar que dado A ∈ B(H) se tiene que Y −1t (A) ∈ F , pero como H
es separable por Lema 2.1.1 y la Proposicio´n 1.1.1 basta mostrar que se cumple en los
cilindros.
Como ya tuvimos antes, dado ω ∈ Γ se tiene 〈Yt(ω), h〉 = Xt ◦ S(h)(ω) para h ∈ H . Sea
Zh(B) un cilindro, entonces Y
−1
t (Zh(B)) = (Xt ◦S(h))−1(B). Gracias a que Xt ◦S(h) es
F/B(R)-medible, entonces (Xt ◦ S(h))−1(B) ∈ F , pues B ∈ B(R).
Por u´ltimo solo nos falta verificar que {Yt}t∈[0,T ] ∈ CT (H). Para ello sea  > 0 entonces
note que:
P
(
1

sup
t∈[0,T ]
∥∥∥∥∥Yt −
n∑
k=0
hkXt ◦ S(hk)
∥∥∥∥∥ > 1
)
= P
(
1

sup
t∈[0,T ]
∥∥∥∥∥
∞∑
k=n
hkXt ◦ S(hk)
∥∥∥∥∥ > 1
)
= P
 1
2
sup
t∈[0,T ]
∥∥∥∥∥
∞∑
k=n
hkXt ◦ S(hk)
∥∥∥∥∥
2
> 1
 = P( 1
2
sup
t∈[0,T ]
∞∑
k=n
|Xt ◦ S(hk)|2 > 1
)
.
y esta u´ltima igualdad es va´lida pues ya vimos que la serie es convergente como elemento
en H , por tanto la identidad de Parseval aplica. Y siguiendo los mismos estimados de
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antes (solo sustituyendo el contador k = 0 por k = n), entonces se tendra´:
P
(
1
2
sup
t∈[0,T ]
∞∑
k=n
|Xt ◦ S(hk)|2 > 1
)
= l´ım
m→∞P
(
1
2
sup
t∈[0,T ]
m∑
k=n
|Xt ◦ S(hk)|2 > 1
)
≤
√
e√
e− 1 l´ımm→∞
∫
Rm−n
E
(
sup
t∈[0,T ]
|1− ei
∑m
k=n zkXt◦S(hk)|
)
pZ(dz)
=
√
e√
e− 1 l´ımm→∞
∫
Rm−n
E
(
sup
t∈[0,T ]
|1− eiXt(
∑m
k=n zkS(hk))|
)
pZ(dz)
≤
√
e√
e− 1 l´ımm→∞
∫
Rm−n
δ + 2
ρ2
∣∣∣∣∣
∣∣∣∣∣
m∑
k=n
zkS(hk)
∣∣∣∣∣
∣∣∣∣∣
2
pZ(dz)
≤
√
e√
e− 1 l´ımm→∞
(
δ +
2
ρ2
(
m∑
k=n
‖S(hk)‖2
)∫
Rm−n
m∑
k=n
|zk|2pZ(dz)
)
=
√
e√
e− 1 l´ımm→∞
(
δ +
2
ρ22
m∑
k=n
‖S(hk)‖2
)
=
√
e√
e− 1
(
δ +
2
ρ22
∞∑
k=n
‖S(hk)‖2
)
.
y por definicio´n de S , sabemos que
∑∞
k=0 ‖S(hk)‖2 < ∞ entonces esto implica que
l´ımn→∞
∑∞
k=n ‖S(hk)‖2 = 0 y por tanto:
l´ım
n→∞P
(
sup
t∈[0,T ]
∥∥∥∥∥Yt −
n∑
k=0
hkXt ◦ S(hk)
∥∥∥∥∥ > 
)
≤ l´ım
n→∞
√
e√
e− 1
(
δ +
2
ρ22
∞∑
k=n
‖S(hk)‖2
)
=
√
e√
e− 1δ.
Como el δ > 0 es arbitrario se concluye que:
l´ım
n→∞P
(
sup
t∈[0,T ]
∥∥∥∥∥Yt −
n∑
k=0
hkXt ◦ S(hk)
∥∥∥∥∥ > 
)
= 0.
Como {∑nk=0 hkXt ◦ S(hk)}n∈N es una sucesio´n en CT (H) se sigue por completitud de
CT (H) que {Yt}t∈[0,T ] ∈ CT (H).
Por u´ltimo, por construccio´n tenemos que {Xt ◦ S(h)}t∈[0,T ] es una versio´n del proceso
{〈Yt, h〉}t∈[0,T ] y al tener ambos trayectorias continuas se sigue por el Lema 1.1.1 que son
indistinguibles para todo h ∈ H .
Observacio´n 1. En esta seccio´n se trabajo´ en el espacio CT (R) no obstante desde su
inicio se pudo considerar el espacio DT (R) y los argumentos se preservan.
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Por u´ltimo, en pos de tener un resultado “rec´ıproco”para el Ejemplo 2.2.1 entonces tenemos
lo siguiente.
Corolario 3.1.1. Sea {Xt}t∈[0,T ] un proceso cil´ındrico y sea S ∈ L2(H). Entonces {Xt ◦
S}t∈[0,T ] define un proceso estoca´stico {Yt}t∈[0,T ] tal que para todo h ∈ H y para cada
t ∈ [0, T ] se cumple Xt ◦ S(h) = 〈Yt, h〉 casi seguramente.
Demostracio´n. La prueba de este resultado se desprende directamente de la prueba del
Teorema 3.1.1, salvo que este caso se realiza la prueba para una de las variables cil´ındricas
del proceso cil´ındrico {Xt}t∈[0,T ] , en tal caso no se consideran supremos en los ca´lculos.
Adema´s el Lema 3.1.1 no es necesario, se puede utilizar una versio´n del Lema 3.1.2, con un
mismo estimado salvo que no se considera un supremo, sino un t ∈ [0, T ] . De este modo
para cada t ∈ [0, T ] se construye una variable aleatoria con valores en H , digamos Yt ,
entonces consideramos el proceso estoca´stico {Yt}t∈[0,T ] , y por el mismo ana´lisis realizado
antes del Teorema 3.1.1 se tiene que Xt ◦ S(h) = 〈Yt, h〉 para cada h ∈ H .
Observacio´n 2. Este proceso {Yt}t∈[0,T ] del Teorema 3.1.1 es u´nico hasta versiones in-
distinguibles. En efecto si {Xt ◦ S(h)}t∈[0,T ] define otro proceso {Zt}t∈[0,T ] con valores
en H tal que {Xt ◦ S(h)}t∈[0,T ] = {〈Zt, h〉}t∈[0,T ] entonces por la linealidad del producto
interno se sigue:
{〈Zt, h〉}t∈[0,T ] = {〈Yt, h〉}t∈[0,T ] ⇔ {〈Zt − Yt, h〉}t∈[0,T ] = {0t}t∈[0,T ]
entonces como esto es para todo h ∈ H se sigue que Zt = Yt para todo t ∈ [0, T ], por
tanto {Yt}t∈[0,T ] es una versio´n de {Zt}t∈[0,T ] . Como ambos procesos tienen trayectorias
continuas o bien ca`dla`g del Lema 1.1.1 se concluye que son indistinguibles. El proceso que
se define en el Corolario 3.1.1 es u´nico hasta versiones.
Observacio´n 3. Observese que el Teorema 3.1.1 se demuestra para t ∈ [0, T ]. Si uno
quisiera extenderlo para t ∈ R+ , se usa el siguiente argumento: Dado el proceso cil´ındrico
{Xt ◦ S}t∈R+ , sabemos por Teorema 3.1.1 que sobre cada [0, T ] tenemos la existencia de
{Yt}t∈[0,T ] la cual es u´nica hasta versiones indistinguibles. Sea Tn → ∞ crecientemente,
entonces {Yt}t∈[0,Tn] = {Yt}t∈[0,Tn+1] sobre [0, Tn]. De este modo para {Xt ◦ S}t∈R+ basta
tomar {Yt}t∈R+ definido como {Yt}t∈[0,Tn] para todo t ∈ [0, Tn] y para todo n ∈ N.
Observacio´n 4. Para establecer la relacio´n entre el proceso dado por la regularizacio´n y
la teor´ıa cla´sica de procesos consideramos: en la relacio´n {Xt ◦ S}t∈R+ = {〈Yt, ·〉}t∈R+ , si
el proceso {Xt}t∈R+ fuese un proceso estoca´stico con valores en H , o sea, un proceso en
el sentido cla´sico y no cil´ındrico, la accio´n que realiza S se entiende como {Xt ◦S}t∈R+ =
{〈S∗(Xt), ·〉}t∈R+ de este modo {〈Yt, ·〉}t∈R+ = {〈S∗(Xt), ·〉}t∈R+ .
Dado este resultado, para un proceso cil´ındrico {Xt}t∈R+ tal que para todo h ∈ H se tiene
que {Xt(h)}t∈R+ ∈ CR+(R) (respectivamente DR+(R)) y un operador S ∈ L2(H) diremos
que S regulariza a {Xt}t∈R+ en un proceso {Yt}t∈R+ si {Xt◦S}t∈R+ define un proceso
estoca´stico u´nico hasta versiones indistinguibles {Yt}t∈R+ con valores en H tal que para
todo h ∈ H satisface {Xt ◦ S(h)}t∈R+ = {〈Yt, h〉}t∈R+ y adema´s {Yt}t∈R+ ∈ CR+(H)
(respectivamente {Yt}t∈R+ ∈ DR+(H)).
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§ 3.2 Regularizacio´n de un proceso Le´vy cil´ındrico
Consideraremos el caso que {Xt}t∈R+ sea un proceso Le´vy y verificaremos si el proceso
regularizado resulta ser un proceso Le´vy. Hasta donde tenemos conocimiento no hay re-
ferencia de una regularizacio´n de un proceso de Le´vy, pese a que los expertos afirman la
veracidad de este hecho.
La siguiente definicio´n extiende la idea de versiones y versiones indistinguibles a procesos
cil´ındricos.
Definicio´n 3.2.1. Sean {Xt}t∈R+ , {Yt}t∈R+ dos procesos cil´ındricos. Dada una base
ortonormal {hk}k∈N de H , diremos que {Xt}t∈R+ es una versio´n cil´ındrica de {Yt}t∈R+ si
para cada t ∈ R+ se cumple que P (Xt(hk) = Yt(hk), ∀k ∈ N) = 1. Y por otro lado diremos
que {Xt}t∈R+ es indistinguible cil´ındricamente de {Yt}t∈R+ si se tiene que P(Xt(hk) =
Yt(hk), ∀k ∈ N, ∀t ∈ R+) = 1, y en dado caso escribimos {Xt}t∈R+ = {Yt}t∈R+ .
Note que en la definicio´n anterior basta considerarla sobre una base ortonormal ya que
por continuidad de variables aleatorias se puede extender a todo h , y en efecto, dado un
h ∈ H :
Xt(h) = Yt(h)⇔
∞∑
k=0
〈hk, h〉Xt(hk) =
∞∑
k=0
〈hk, h〉Yt(hk)⇔ Xt(hk) = Yt(hk)
El siguiente resultado es el ana´logo al Teorema 1.2.1 pero en el contexto cil´ındrico.
Proposicio´n 3.2.1. Sea {Xt}t∈R+ un proceso de Le´vy cil´ındrico. Entonces existe una
versio´n cil´ındrica que es a su vez un proceso de Le´vy cil´ındrico {X˜t}t∈R+ tal que para
todo h ∈ H se tiene que {X˜t(h)}t∈R+ ∈ DR+(R).
Demostracio´n. Sea {Xt}t∈R+ un proceso de Le´vy cil´ındrico. Entonces se tiene que para
todo h ∈ H , {Xt(h)}t∈R+ es Le´vy y por Teorema 1.2.1 tiene una versio´n ca`dla`g dada
por {X˜t(h)}t∈R+ . Sea {X˜t}t∈R+ operadores dados por estas versiones ca`dla`g. Cada X˜t es
lineal, pues al ser {Xt}t∈R+ lineal se satisface:
X˜t(h1 + h2) = Xt(h1 + h2) = Xt(h1) +Xt(h2) = X˜t(h1) + X˜t(h2) casi seguramente .
De este modo X˜t es lineal, por tanto {X˜t}t∈R+ es un proceso cil´ındrico. Adema´s es de
Le´vy cil´ındrico pues dados h1, ..., hn ∈ H se tiene que {(X˜t(h1), ..., X˜t(hn))}t∈R+ es la ver-
sio´n ca`dla`g del proceso de Le´vy {(Xt(h1), ..., Xt(hn))}t∈R+ , entonces el proceso dado por
{(X˜t(h1), ..., X˜t(hn))}t∈R+ es proceso de Le´vy. As´ı {X˜t}t∈R+ es proceso de Le´vy cil´ındrico.
Sea {hk}k∈N una base ortonormal de H y dado t ∈ R+ defina Ak := {ω ∈ Ω : Xt(hk) =
X˜t(hk)} entonces P(Ak) = 1. Por u´ltimo observamos que se tiene a su vez
P
( ∞⋂
k=0
Ak
)
= 1−
∞∑
k=0
P(Ack) = 1,
y as´ı concluimos que P(Xt(hk) = X˜t(hk),∀k ∈ N) = 1.
Observacio´n 5. El resultado de la Proposicio´n 3.2.1 no requiere que los procesos cil´ındri-
cos sean continuos de H en L0(Ω,F ,P).
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Teorema 3.2.1. Sea {Xt}t∈R+ un proceso de Le´vy cil´ındrico tal que {Xt(h)}t∈R+ ∈
DR+(R) para todo h ∈ H y sea S ∈ L2(H). Entonces S regulariza a {Xt}t∈R+ en un
proceso de Le´vy {Yt}t∈R+ .
Demostracio´n. Por el Teorema 3.1.1 sabemos que existe el proceso {Yt}t∈R+ tal que {Xt ◦
S(h)}t∈R+ = {〈Yt, h〉}t∈R+ para todo h ∈ H , adema´s {Yt}t∈R+ ∈ DR+(H). Debemos
verificar que {Yt}t∈R+ cumple las condiciones para ser un proceso de Le´vy.
Note que para todo h ∈ H por linealidad se cumple que 0 = X0 ◦ S(h)(ω) =
〈Y0(ω), h〉 . Por tanto Y0(ω) = 0 para todo ω ∈ Ω.
Vamos ahora a probar incrementos estacionarios. Sea 0 ≤ t1 ≤ · · · ≤ tn , como
{Xt}t∈R+ es Le´vy cil´ındrico entonces posee incrementos estacionarios para cualquier
seleccio´n finita de elementos de H . Entonces:
Xtj+1 ◦ S(h)−Xtj ◦ S(h) = (Xtj+1 −Xtj ) ◦ S(h) d= Xtj+1−tj ◦ S(h),
para j = 1, ..., n . Por la relacio´n un´ıvoca entre distribuciones y funcio´n caracter´ıstica,
esto equivale a ϕXtj+1◦S−Xtj ◦S(h) = ϕXtj+1−tj ◦S(h). Con esta equivalencia entre
funcio´n caracter´ıstica y distribuciones vemos que:
ϕYtj+1−Ytj (h) = E
(
ei〈Ytj+1−Ytj ,h〉
)
= E
(
ei(Xtj+1◦S−Xtj ◦S)(h)
)
= ϕXtj+1◦S−Xtj ◦S(h)
= ϕXtj+1−tj ◦S(h)
= E
(
eiXtj+1−tj ◦S(h)
)
= E
(
ei〈Ytj+1−tj ,h〉
)
= ϕYtj+1−tj (h).
Entonces se tiene Ytj+1 − Ytj d= Ytj+1−tj = Ytj+1−tj .
Nos encargaremos ahora de incrementos independientes. Para esto tome 0 ≤ t1 ≤
· · · ≤ tn y j,m ∈ {1, ..., n} con j > m , debemos mostrar que Ytj+1 − Ytj es
independiente de Ytm+1 − Ytm , o sea que σ((Ytj+1 − Ytj )−1(A) : A ∈ B(H)) es
independiente de σ((Ytm+1 − Ytm)−1(A) : A ∈ B(H)).
Trabajaremos primero con cilindros. Tomaremos unidimensionales para no complicar
el siguiente ca´lculo, pero el mismo argumento se aplica para el caso de cualquier
dimensio´n o bien basta con convencerse que si se desean de una cierta dimensio´n
basta extender los cilindros que se usara´n a continuacio´n: llamemoslos Zy(B1) y
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Zy(B2), los denotaremos por Z1 y Z2 respectivamente por comodidad. Entonces:
P((Ytj+1 − Ytj )−1(Z1) ∩ (Ytm+1 − Ytm)−1(Z2))
= P({〈Ytj+1 − Ytj (ω), y〉 ∈ B1} ∩ {〈Ytm+1 − Ytm(ω), y〉 ∈ B2})
= P({(Xtj+1 −Xtj ) ◦ S(y) ∈ B1} ∩ {(Xtm+1 −Xtm) ◦ S(y) ∈ B2})
= P((Xtj+1 −Xtj ) ◦ S(y) ∈ B1)P((Xtm+1 −Xtm) ◦ S(y) ∈ B2)
= P((Ytj+1 − Ytj )−1(Z1))P((Ytm+1 − Ytm)−1(Z2)).
Entonces Ytj+1 − Ytj es independiente de Ytm+1 − Ytm pero sobre el a´lgebra Z(H).
Sean A1 := {(Ytj+1 − Ytj )−1(Z) : Z ∈ Z(H)} y A2 := {(Ytm+1 − Ytm)−1(Z) : Z ∈
Z(H)} . Aqu´ı A1,A2 ⊂ F , y como Z(H) es un a´lgebra, se sigue que A1,A2 son
pi -sistemas, entonces σ(A1) y σ(A2) son independientes. Se concluye recordando
que σ(Z(H)) = C(H) = B(H).
Para finalizar debemos verificar la continuidad estoca´stica. Por los incrementos es-
tacionarios notamos que para t ≥ s ≥ 0 se tiene:
P(‖Yt − Ys‖ > ) = P(‖Yt−s‖ > ),
y llamemos a l = t− s . En todo caso si t→ s implica que l→ 0 y claramente este
l´ımite es por la derecha, entonces como {Yt}t∈R+ ∈ DR+(H) se sigue que l´ıml→0 Yl =
Y0 = 0 y por tanto:
l´ım
t→s+
P(‖Yt − Ys‖ > ) = l´ım
t→s+
P(‖Yt−s‖ > ) = 0.
Para verificar el l´ımite por la izquierda, o sea s ≥ t > 0 basta observar que:
l´ım
t→s−
P(‖Yt − Ys‖ > ) = l´ım
t→s−
P(‖Ys − Yt‖ > ) = l´ım
t→s−
P(‖Ys−t‖ > ) = 0,
con lo cual se concluye que {Yt}t∈R+ es un proceso de Le´vy.
Corolario 3.2.1. Sea {Xt}t∈R+ un proceso de Le´vy cil´ındrico y sea S ∈ L2(H). Entonces
{Xt ◦ S}t∈R+ define un proceso de Le´vy {Yt}t∈R+ ∈ DR+(H) tal que {〈Yt, ·〉}t∈R+ es una
versio´n cil´ındrica de {Xt ◦ S(·)}t∈R+ .
Demostracio´n. Por la Proposicio´n 3.2.1 sabemos que {Xt}t∈R+ posee una versio´n cil´ındri-
ca ca`dla`g {X˜t}t∈R+ , entonces por el Teorema 3.2.1, S ∈ L2(H) regulariza a {X˜t}t∈R+ en
el proceso de Le´vy {Yt}t∈R+ .
Sea {hk}k∈N una base ortonormal de H , entonces:
P(Xt ◦ S(hk) = 〈Yt, hk〉, ∀k ∈ N) = P(Xt ◦ S(hk) = X˜t ◦ S(hk),∀k ∈ N) = 1.
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§ 3.3 Consecuencias de la regularizacio´n
En esta seccio´n pretendemos ver implicaciones y aplicaciones del regularizar procesos
cil´ındricos y de Le´vy cil´ındricos. Primero trataremos unos resultados respecto a la regula-
rizacio´n de un proceso cil´ındrico.
Proposicio´n 3.3.1. Sea T ∈ L(H), {Xt}t∈R+ un proceso cil´ındrico y sea S ∈ L2(H).
Entonces {Xt ◦S ◦T}t∈R+ define un proceso dado por {T ∗(Yt)}t∈R+ con valores en H tal
que {Xt ◦ S ◦ T (·)}t∈R+ es una versio´n cil´ındrica de {〈T ∗(Yt), ·〉}t∈R+ .
Demostracio´n. Observese que S◦T ∈ L2(H). Entonces, por Corolario 3.1.1, existe {Y Tt }t∈R+
tal que {Xt ◦ S ◦ T (·)}t∈R+ es una versio´n cil´ındrica de {〈Y Tt , ·〉}t∈R+ , donde {Y Tt }t∈R+
es el proceso obtenido por regularizar {Xt}t∈R+ con S ◦ T . Por otro lado:
Xt ◦ S ◦ T (h) = 〈Yt, T (h)〉 = 〈T ∗(Yt), h〉
de este modo se concluye el resultado, y ma´s au´n, se tiene que {Y Tt }t∈R+ es una versio´n
de {T ∗(Yt)}t∈R+ .
Proposicio´n 3.3.2. Sea {Xt}t∈R+ un proceso cil´ındrico cuadrado integrable y sea S ∈
L2(H). Entonces {Xt ◦ S}t∈R+ define un proceso cuadrado integrable {Yt}t∈R+ con va-
lores en un espacio de Hilbert H tal que {Xt ◦ S(·)}t∈R+ es una versio´n cil´ındrica de
{〈Yt, ·〉}t∈R+ .
Demostracio´n. Por el Corolario 3.1.1 existe {Yt}t∈R+ . Ahora por definicio´n de variable
aleatoria cil´ındrica Xt ∈ L(H,L2(Ω,P)), entonces para S ∈ L2(H), se tiene que Xt ◦ S ∈
L2(H,L2(Ω,P)) entonces por identidad de Parseval se sigue:
E(‖Yt‖2) = E
( ∞∑
k=0
|〈Yt, hk〉|2
)
= E
( ∞∑
k=0
|Xt ◦ S(hk)|2
)
=
∞∑
k=0
E|Xt ◦ S(hk)|2
=
∞∑
k=0
‖Xt ◦ S(hk)‖2L2(Ω,P) = ‖Xt ◦ S‖2L2(H,L2(Ω,P)) <∞.
Por tanto para cada t ∈ R+ se cumple Yt ∈ L2(Ω,P;H).
A partir de este resultado podemos extender a ma´s concluciones si consideramos ma´s
cualidades para nuestro proceso cil´ındrico. Por ejemplo ser martingala.
Proposicio´n 3.3.3. Sea {Xt}t∈[0,T ] martingala cil´ındrica cuadrado integrable tal que para
todo h ∈ H se tiene {Xt(h)}t∈[0,T ] ∈ DT (R) y sea S ∈ L2(H). Entonces S regulariza a
{Xt}t∈[0,T ] en una martingala {Yt}t∈[0,T ] ∈M2T (H).
Demostracio´n. Por Proposicio´n 3.3.2, sabemos que E(‖Yt‖2) = ‖Xt ◦ S‖2L2(H,L2(Ω,P)) . Por
otro lado para todo h ∈ H se tiene que {Xt(h)}t∈[0,T ] ∈ M2T (R), entonces se tiene
que supt∈[0,T ] ‖Xt(h)‖L2(Ω,P) < ∞ . Por el Teorema de Banach-Steinhauss se tiene que
supt∈[0,T ] ‖Xt‖L(H,L2(Ω,P)) <∞ y de esto se sigue:
sup
t∈[0,T ]
E‖Yt‖2 = sup
t∈[0,T ]
‖Xt ◦ S‖2L2(H,L2(Ω,P)) ≤ sup
t∈[0,T ]
‖Xt‖2L(H,L2(Ω,P))‖S‖2L2(H),
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por tanto ‖Y ‖M2T <∞ donde Y = {Yt}t∈[0,T ] .
Al ser {Xt}t∈[0,T ] una martingala cil´ındrica, se tiene que, para 0 ≤ s < t , E(Xt◦S(h)|Fs) =
Xs ◦ S(h). Adema´s:∥∥∥∥∥
n∑
k=0
hkXt ◦ S(hk)
∥∥∥∥∥ =
√√√√ n∑
k=0
|Xt ◦ S(hk)|2 ≤
√√√√ ∞∑
k=0
|Xt ◦ S(hk)|2 <∞,
donde esto nos dice que ‖∑nk=0 hkXt ◦ S(hk)‖ < C . Luego por la definicio´n de Y y el
Teorema de convergencia dominada condicional concluimos:
E(Yt|Fs) =
∞∑
k=0
hkE(Xt ◦ S(hk)|Fs) =
∞∑
k=0
hkXs ◦ S(hk) = Ys
y con esto tenemos que {Yt}t∈[0,T ] ∈M2T (H).
De la misma manera que se hizo en la Observacio´n 3, se puede realizar una regularizacio´n
de una martingala cuadrado integrable sobre R+ haciendo la misma extensio´n realizada.
Entonces S ∈ L2(H) regulariza una martingala cil´ındrica cuadrado integrable {Xt}t∈R+
en {Yt}t∈R+ ∈M2(H).
Corolario 3.3.1. Sea {Bt}t∈R+ un movimiento Browniano cil´ındrico y sea S ∈ L2(H).
Entonces S regulariza a {Bt}t∈R+ en un movimiento Browniano con valores en un espacio
de Hilbert {Yt}t∈R+ .
Demostracio´n. Por Teorema 3.2.1 sabemos que el proceso {Yt}t∈R+ es Le´vy. Segun la
definicio´n del Ejemplo 1.4.2 de un movimiento Browniano con valores en H , se satisface
que Y0 = 0, con trayectorias continuas y sus incrementos independientes. Basta verificar
entonces que para t > s se tiene que Yt−Ys es una variable Gaussiana, pero sabemos que
〈Yt − Ys, h〉 = Bt(S(h)) − Bs(S(h)). Por definicio´n de movimiento Browniano cil´ındrico
como se presento´ en el Ejemplo 2.2.2, para todo h ∈ H se tiene que {Bt(S(h))}t∈R+
es un movimiento Browniano con valores en R , por tanto para todo t > s se cumple
Bt(S(h))−Bs(S(h)) ∼ N(0, |t− s|A) con A la covarianza.
Corolario 3.3.2. Sea {Xt}t∈R+ un proceso compuesto de Poisson cil´ındrico tal que
X(h) = {Xt(h)}t∈R+ ∈ DR+(R) y sea S ∈ L2(H). Entonces S regulariza a {Xt}t∈R+
en un proceso compuesto de Poisson {Yt}t∈R+ .
Demostracio´n. Consideremos un proceso compuesto de Poisson cil´ındrico {Xt}t∈R+ , en-
tonces existen variables aleatorias cil´ındricas {Zn}n∈N con misma distribucio´n cil´ındrica y
que para todo h ∈ H se tiene {Zn(h)}n∈N son independientes, adema´s existe un proceso
de Poisson {Nt}t∈R+ independiente de todo {Zn(h)}n∈N para cada h ∈ H tal que vale la
siguiente descomposicio´n:
Xt =

0 si Nt = 0
Z1 + · · ·+ ZNt en otro caso.
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Entonces al componer con el operador S se tiene:
Xt ◦ S(h) =

0 si Nt = 0
Z1 ◦ S(h) + · · ·+ ZNt ◦ S(h) en otro caso.
Por Teorema 3.2.1:
〈Yt, h〉 =

0 si Nt = 0
〈M1, h〉+ · · ·+ 〈MNt , h〉 en otro caso.
Entonces el proceso regularizado tiene la siguiente forma:
Yt =

0 si Nt = 0
M1 + · · ·+MNt en otro caso
donde {Mn}n∈R+ y {Yt}t∈R+ son los procesos con valores en H dados por el Teorema
3.1.1. Observese que {Mn}n∈R+ son independientes, basta considerar el mismo ana´lisis de
independencia realizado en la prueba del Teorema 3.2.1, salvo que en vez de usar incre-
mentos se usa directamente el proceso y se emplea que {Zn ◦ S}n∈N son independientes.
Para verificar que poseen misma distribucio´n que considerando un cilindro Ah1,...,hn(B)
con B ∈ B(H):
pZi◦S(Ah1,...,hn(B)) = P((Zi ◦ S(h1), ..., Zi ◦ S(hn)) ∈ B)
= P((〈Mi, h1〉, ..., 〈Mi, hn〉) ∈ B) = P(Mi ∈ Ah1,...,hn(B)).
Entonces al tomar la σ -a´lgebra C(H), por Lema 2.1.1 se sigue que pMi coinciden en B(H).
As´ı ya tenemos garantizado que {Mn}n∈N son i.i.d.
Por u´ltimo necesitamos que {Nt}t∈R+ sea independiente de {Mn}n∈N . Dados 0 ≤ t1 ≤
· · · ≤ tm ≤ T seleccio´n de tiempos dada, entonces sea j ∈ {1, ...,m} , {An}n∈N =
{Ah(Bn)}n∈N cilindros y k ∈ N . Por independencia de {Nt}t∈R+ con {Zn ◦ S(h)}n∈N
para todo h ∈ H se cumple:
P
(
{Ntj = k} ∩
(⋂
n∈N
M−1n (An)
))
= P
(
{Ntj = k} ∩
(⋂
n∈N
{〈Mn, h〉 ∈ Bn}
))
= P
(
{Ntj = k} ∩
(⋂
n∈N
{Zn ◦ S(h) ∈ Bn}
))
= P
(
{Ntj = k} ∩
(⋂
n∈N
(Zn ◦ S(h))−1(Bn)
))
= P(Ntj = k)
∏
n∈N
P((Zn ◦ S(h))−1(Bn))
= P(Ntj = k)
∏
n∈N
P(M−1n (An)).
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Observese que, as´ı como se discutio´ en la prueba del Teorema 3.2.1, basta tomar cilindros
unidimensionales de misma base. Para una cantidad arbitraria de tiempos del proceso
de Poisson, el ca´lculo es ana´logo. De este modo {Nt}t∈R+ es independiente de {Mn}n∈N
sobre Z(H) y como se realizo´ en la misma prueba del teorema de regularizacio´n de Le´vy,
se extiende a C(H) = B(H).
De este modo encontramos una descomposicio´n con las condiciones requeridas, por tanto
{Yt}t∈R+ es un proceso compuesto de Poisson.
Antes de proseguir, vale la pena mencionar la siguiente observacio´n para efectos de uso en
pro´ximas secciones:
Observacio´n 6. Observese que dado un proceso de Le´vy cil´ındrico cuadrado integrable
{Xt}t∈R+ , gracias al Teorema 3.2.1 existe una relacio´n entre los primeros momentos del
proceso cil´ındrico y el regularizado, basta observar que:
E(Xt ◦ S(h)) = E(〈Yt, h〉) = t〈mY , h〉,
donde mY es la media de {Yt}t∈R+ . Si tuviesemos que {Xt}t∈R+ posee media cil´ındrica 0
entonces de la igualdad anteriore tendriamos que para todo h ∈ H \ {0} mY = E(Yt) = 0.
Por tanto si el proceso cil´ındrico tiene media cil´ındrica 0 el proceso regularizado posee
media 0.
Si retomamos el Teorema 2.2.1 junto con el Teorema 3.2.1 resulta que se puede mejorar
la conclusio´n y dar una mayor descripcio´n de las componentes de la descomposicio´n.
Cabe recordar que nosotros estamos suponiendo las variables cil´ındricas son operadores
continuos de H en L0(Ω,F ,P) a diferencia en el Teorema 2.2.1 que no se requiere esta
hipo´tesis.
Proposicio´n 3.3.4. Sea {Xt}t∈R+ un proceso de Le´vy cil´ındrico tal que {Xt(h)}t∈R+ ∈
DR+(R) para todo h ∈ H . Entonces en el Teorema 2.2.1, se tiene que b ◦ S ∈ H∗ y
{(N˜t +Nt) ◦ S}t∈R+ es un proceso cil´ındrico para S ∈ L2(H).
Demostracio´n. Sea S ∈ L2(H), entonces S regulariza a {Xt}t∈R+ en un proceso de Le´vy
{Yt}t∈R+ tal que {Xt ◦ S(h)}t∈R+ = {〈Yt, h〉}t∈R+ para cada h ∈ H . Ahora usando la
descomposicio´n Le´vy-Itoˆ en espacios de Hilbert se tiene que:
Yt = b
Y t+BYt +
∫
‖x‖≤1
xN˜Yt (dx) +
∫
‖x‖>1
xNYt (dx),
para algu´n bY ∈ H , {BYt }t∈R+ un movimiento Browniano con media 0 y con valores
en H , una medida aleatoria de Poisson {NYt }t∈R+ y su respectiva medida compensada
{N˜Yt }t∈R+ .
Por otro lado al considerar la descomposicio´n de Le´vy-Itoˆ cil´ındrica se tiene:
b ◦ S(h)t+Bt ◦ S(h) + N˜t ◦ S(h) +Nt ◦ S(h)
= 〈bY , h〉t+ 〈BYt , h〉+
〈∫
‖x‖≤1
xN˜Yt (dx) +
∫
‖x‖>1
xNYt (dx), h
〉
.
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De esta igualdad se tiene que b◦S(h) = 〈bY , h〉 con lo cual b◦S es continuo. Ahora observe-
se que {Bt◦S}t∈R+ es un movimiento Browniano cil´ındrico, entonces {Bt◦S(h)}t∈R+ es un
movimiento Browniano usual con valores en R . Por otro lado {BYt }t∈R+ es un movimien-
to Browniano, o sea un proceso de Le´vy, entonces {〈BYt , h〉}t∈[0,T ] es un proceso de Le´vy
con trayectorias continuas adema´s 〈BYt , h〉 es Gaussiano, de este modo {〈BYt , h〉}t∈R+ es
un movimiento Browniano. Con esto se tiene que las componentes continuas en ambas
descomposiciones deben coincidir, por tanto Bt ◦ S(h) = 〈BYt , h〉 . Entonces se tiene:
N˜t ◦ S(h) +Nt ◦ S(h) =
〈∫
‖x‖≤1
xN˜Yt (dx) +
∫
‖x‖>1
xNYt (dx), h
〉
de lo que se sigue la continuidad de {N˜t ◦ S + Nt ◦ S}t∈R+ , y como ya sabemos que
{b◦S(·)t+N˜t◦S+Nt◦S}t∈R+ es cil´ındrico, o sea es lineal, se tiene que {N˜t◦S+Nt◦S}t∈R+
es lineal y por tanto cil´ındrico.
Cap´ıtulo 4
Integral Regularizada
En este cap´ıtulo estamos interesados en definir una integral estoca´stica que, en lugar de
hacerlo respecto a un proceso estoca´stico cla´sico, sea respecto a un proceso cil´ındrico. En
nuestro caso nos restringiremos a un proceso de Le´vy cil´ındrico cuadrado integrable con
media cil´ındrica 0 y con esto daremos sentido a la expresio´n:∫ t
0
ΦsdLs con t ≥ 0.
Para definir dicha integral realizaremos una construccio´n en diferentes pasos. Primero
que todo debemos definir la clase de integrandos sobre los cuales la integral va a actuar,
posteriormente encontraremos una clase ma´s simple de los mismos donde definiremos la
integral de la manera ma´s elemental posible. Finalmente nos encargaremos de extender
esta definicio´n.
Es importante aclarar que hasta donde alcanza nuestro conocimiento, la u´nica otra cons-
truccio´n para Le´vy cil´ındrico con segundos momentos es la realizada por Riedle en [27].
Una construccio´n para Le´vy cil´ındricos sin momentos fue hecha por Jakubowski y Riedle
en [19], sin embargo la clase de integrandos es au´n restrictiva. El trabajo en este cap´ıtulo
se realizo´ con un me´too original y que podr´ıa ser empleado en el futuro para procesos
cil´ındricos ma´s generales.
Recordamos que (Ω,F ,P) es un espacio de probabilidad con una filtracio´n {Ft}t∈R+ y H
un espacio de Hilbert separable.
Para este cap´ıtulo, siempre que consideremos un proceso de Le´vy {Xt}t∈R+ con valores
reales y adaptado a {Ft}t∈R+ , supondremos que es ca`dla`g y adema´s supondremos que
dado s < t se tendra´ Xt − Xs es independiente de Fs , donde Fs es un miembro de la
filtracio´n del espacio de probabilidad filtrado. Esta suposicio´n asegura que todo proceso
de Le´vy con media 0 es una martingala. Y en efecto esto se tiene gracias a los incrementos
estacionarios:
E(Xt|Fs) = E(Xt −Xs|Fs) + E(Xs|Fs) = E(Xt −Xs) +Xs = Xs.
Esta hipo´tesis fue tambie´n utilizada en [1], pag 76. Observe que con esta misma suposicio´n
pero para un proceso de Le´vy cil´ındrico con media cil´ındrica 0 se obtendra´ una martingala
cil´ındrica (solo que esta suposicio´n de independencia se pide para todo h ∈ H ). Esta
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hipo´tesis se preserva bajo regularizaciones, o sea, si un proceso cil´ındrico la satisface,
entonces el proceso regularizado tambie´n. Esto es posible mostrarlo sobre los cilindros
como se realizo´ en la prueba del Teorema 3.2.1.
Adema´s es propio mencionar que, como ya se dijo al inicio del cap´ıtulo 3, nosotros estamos
utilizando variables cil´ındricas continuas de H en L0(Ω,F ,P), entonces con esta suposi-
cio´n uno puede mostrar de manera ana´loga, como en el Teorema 1.4.1, que la covarianza
cil´ındrica aparte de ser lineal, definido positiva y sime´trica, adema´s es continua. Es decir
Q ∈ L(H), con esto tambie´n podemos afirmar entonces que Q 12 ∈ L(H).
Antes de comenzar es propio destacar que este cap´ıtulo esta´ basado en los trabajos reali-
zados en [13] y en [22].
§ 4.1 Integrandos de Hilbert-Schmidt
Primero que todo definiremos los objetos que estudiaremos
Definicio´n 4.1.1. A una funcio´n Φ : Ω → L2(H) que sea F/B(L2(H))-medible le lla-
maremos una variable aleatoria Hilbert-Schmidt. Y denominaremos como un proceso de
Hilbert-Schmidt a la familia de operadores aleatorios Hilbert-Schmidt {Φt}t∈R+ .
En integracio´n estoca´stica es usual encontrar la siguiente definicio´n de procesos:
Definicio´n 4.1.2. ([1], pa´g 216) Sea T ≥ 0. A la σ -a´lgebra dada por:
σ(PT ) := σ({A×]s, t] ⊂ Ω× [0, T ] : A ∈ Fs} ∪ {A× {0} ⊂ Ω× [0, T ] : A ∈ F0}),
le llamaremos la σ -a´lgebra predecible. Un proceso con valores en H , {Xt}t∈[0,T ] , es pre-
decible si es σ(PT )/B(H)-medible.
Escribimos ahora Φ = {Φt}t∈[0,T ] . Ahora definimos la funcio´n p definida sobre los procesos
de Hilbert-Schmidt dada por:
p(Φ)2 = E
(∫ T
0
‖Φs ◦Q 12 ‖2L2(H)ds
)
.
Como sabemos, L2(H) es un espacio de Hilbert, entonces podemos considerar procesos de
Hilbert-Schmidt predecibles. Definimos entonces la clase de operadores Hilbert-Schmidt
{Φt}t∈[0,T ] los cuales son de nuestro intere´s:
HST :=
{{Φt}t∈[0,T ] : es predecible y p(Φ) <∞} .
Lema 4.1.1. p define una seminorma para HST .
Demostracio´n. Sean {Φt}t∈[0,T ], {Ψt}t∈[0,T ] procesos de Hilbert-Schmidt y sea c ∈ R .
Observese que usando la linealidad de las integrales y usando el hecho de que ‖ · ‖L2(H)
es norma, se verifica facilmente que p(cΦ) = |c|p(Φ). Adema´s note que p ≥ 0. Por u´ltimo
verificamos la desigualdad tria´ngular. Para ello basta observar que:
p(Φ) = ‖‖Φ ◦Q 12 ‖L2(H)‖L2(Ω×[0,T ],P⊗ds).
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por tanto si consideramos p(Φ + Ψ) solo se debe aplicar la desigualdad tria´ngular de cada
una de las normas.
Observese que HST es un espacio vectorial. Como es propio debemos verificar que esta
clase que se propone no es una clase vac´ıa entonces procedemos considerando los siguientes
procesos.
Consideremos para t ∈ [0, T ] el operador aleatorio Φt : Ω→ L2(H) como:
Φt(ω) =
n∑
i=0
1Ai(ω)1]ti,ti+1](t)Si (4.1)
donde 0 ≤ ti < ti+1 ≤ T con i = 1, ..., n (aqu´ı pediremos que t0 = 0, tn+1 = T ), Ai ∈ Fti
y {Si}ni=0 ⊂ L2(H). Observese que Φt es Ft/B(L2(H))-medible para todo t ∈ [0, T ] .
Lema 4.1.2. En la expresio´n (4.1) podemos asignarle una nueva representacio´n donde se
tenga que ]ti, ti+1]∩]tj , tj+1] = ∅ y Ai ∩Aj = ∅ para i 6= j .
Demostracio´n. Sin pe´rdida de generalidad suponga i < j y adema´s ]ti, ti+1]∩]tj , tj+1] =
]tj , ti+1] , entonces defina la particio´n como ]tr, tr+1] =]ti, ti+1] y adema´s ]tr+1, tr+2] =
]tj , tj+1]\]tr, tr+1] ,por otro lado tome Ar = Ai, Ar+1 = Aj \ Ar, Ar+2 = Ai+1 \ Ar+1 .
Entonces:
1Ai1]ti,ti+1]Si + 1Aj1]tj ,tj+1]Sj
= 1Ar1]tr,tr+1]Si + 1Ar+11]tr+1,tr+2](Si + Sk) + 1Ar+21]tr+2,tr+3]Sk
observe que por ser filtracio´n se tiene Fti ⊆ Ftj ⊆ Fti+1 ⊆ Ftj+1 se preserva la condicio´n
necesaria de los nuevos conjuntos a considerar entonces:
n∑
i=0
1Ai1]ti,ti+1](t)Si =
m∑
r=0
1Ar1]tr,tr+1](t)Sr
A los procesos de Hilbert-Schmidt dados por (4.1) les llamaremos procesos simples de
Hilbert-Schmidt. Al conjunto de los procesos {Φt}t∈[0,T ] de Hilbert-Schmidt que son sim-
ples lo denotaremos como:
HSST :=
{{Φt}t∈[0,T ] : {Φt}t∈[0,T ] es proceso simple }
Lema 4.1.3. HSST es un sub-espacio vectorial lineal de HST .
Demostracio´n. Primero probaremos que HSST ⊂ HST . Sea Φ = {Φt}t∈[0,T ] dado por
(4.1). Notese que el proceso es predecible. Adema´s note que p(Φ) < ∞ , en efecto, basta
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notar que si se toma ]0, T ] =
⋃n
i=0 ]ti, ti+1] y como cada intervalo es disjunto entonces:
E

∫
T
0
∥∥∥∥∥
(
n∑
i=0
1Ai1]ti,ti+1](s)Si
)
◦Q 12
∥∥∥∥∥
2
L2(H)
ds

= E
 n∑
i=0
∫
ti+1
ti
∥∥∥∥∥
n∑
i=0
1Ai1]ti,ti+1](s)Si ◦Q
1
2
∥∥∥∥∥
2
L2(H)
ds

= E
(
n∑
i=0
∫ ti+1
ti
∥∥∥1AiSi ◦Q 12∥∥∥2L2(H)ds
)
=
n∑
i=0
(ti+1 − ti)E
(
1Ai‖Si ◦Q
1
2 ‖2L2(H)
)
=
n∑
i=0
(ti+1 − ti)P(Ai)‖Si ◦Q 12 ‖2L2(H) <∞
Concluimos que HSST ⊂ HST . Ahora sean {Φt}t∈[0,T ], {Ψt}t∈[0,T ] ∈ HSST y c ∈ R .
Claramente HSST es cerrado en el producto escalar, entonces verificaremos que es cerrado
en la adicio´n, . Aqu´ı escribimos para t ≥ 0:
Φt =
n∑
i=0
1Ai1]ti,ti+1](t)Si y Ψt =
m∑
k=0
1Bk1]rk,rk+1](t)S
′
k
donde {ti}ni=0, {rk}mk=0 son particiones de [0, T ] , Ai ∈ Fti , Bk ∈ Frk , {Si}ni=0, {S′k}mk=0 ⊂
L2(H). Ahora basta considerar todos los puntos generados por las particiones y conjuntos
medibles en una nueva indexio´n (gracias al Lema 4.1.2 todas las componentes se pueden
pedir disjuntas unas de otras):
Φt + Ψt =
n+m∑
j=0
1Cj1]uj ,uj+1](t)S
′′
j ∈ HSST
donde Cj ∈ {A1, ..., An, B1, ..., Bm} y uj ∈ {t1, ..., tn, r1, ..., rm} .
Ahora observese que:
p(Φ) = 0⇐⇒ Φt(ω) ◦Q 12 = 0 ∀h ∈ H y P⊗ dt casi seguramente
entonces obtenermos que p(Φ) = 0 si y solo si Φ = 0 sobre Q
1
2 (H). Como queremos
utilizar una norma, debemos considerar clases de equivalencia con la cual entonces en lugar
de p escribiremos ‖Φ‖2HST = E
(∫ T
0 ‖Φs ◦Q
1
2 ‖2L2(H)ds
)
. Para simplificar, mantendremos
la misma notacio´n de la clase de integrandos, solo que ahora consideraremos la siguiente
observacio´n.
Observacio´n 7. Note que las relaciones de equivalencia respecto a p no implica que los
procesos son iguales P⊗ dt casi seguramente, sino ma´s bien deben corresponder Q 12P⊗ dt
casi seguramente.
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Teorema 4.1.1. El espacio (HST , ‖ · ‖HST ) es un espacio de Banach.
Demostracio´n. Sea {Φnt }n∈N sucesio´n de Cauchy en HST . Por desigualdad de Chebyshev
aplicado a la medida P⊗ dt existe una subsucesio´n {nk} tal que:
P⊗ dt(Ak) ≤ 22k
∫
Ω×[0,T ]
‖Φnk+1t ◦Q
1
2 − Φnkt ◦Q
1
2 ‖2L2(H)dP⊗ dt
= 22k‖Φnk+1 − Φnk‖HS[0,T ] <
1
2k
,
donde Ak =
{
(ω, t) ∈ Ω× [0, T ] : ‖Φnk+1t ◦Q
1
2 − Φnkt ◦Q
1
2 ‖L2(H) > 12k
}
. Luego sumando
sobre k se tiene: ∞∑
k=0
P⊗ dt(Ak) <
∞∑
k=0
1
2k
= 2
Entonces por Lema de Borel-Cantelli se concluye que:
P⊗ dt
(
l´ım sup
k→∞
Ak
)
= 0
Entonces para (ω, t) 6∈ l´ım supk→∞Ak se tiene que:
‖Φnk+1t (ω) ◦Q
1
2 − Φnkt (ω) ◦Q
1
2 ‖L2(H) <
1
2k
−→ 0,
cuando k →∞ . Por tanto para (ω, t) fijo se tiene {Φnkt (ω)◦Q
1
2 }n∈N es sucesio´n de Cauchy
en L2(H), entonces existe Ψt(ω) a la cual la sucesio´n converge. De este modo defina:
Ψt(ω) =

0 si (ω, t) ∈ l´ım supk→∞Ak
l´ımk→∞Φ
nk
t (ω) ◦Q
1
2 si (ω, t) 6∈ l´ım supk→∞Ak
De hecho como {Φnkt (ω) ◦Q
1
2 (h)}k∈N es de Cauchy en H entonces {Φnkt (ω)(q)}k∈N es de
Cauchy con q = Q
1
2 (h), de este modo Φnkt (ω)(q) → Φt(ω)(q) cuando k → ∞ , entonces
por unicidad de l´ımite necesariamente Ψt(ω)(h) = Φt(ω)(q) = Φt(ω) ◦Q 12 (h). Concluimos
entonces que Ψt = Φt ◦Q 12 .
De este modo encontramos un proceso de Hilbert-Schmidt {Φt}t∈[0,T ] . Finalmente por el
Lema de Fatou:
‖Φn − Φ‖2HST = E
(∫ T
0
‖Φns ◦Q
1
2 − Φs ◦Q 12 ‖
2
L2(H)ds
)
= E
(∫ T
0
l´ım
k→∞
‖Φns ◦Q
1
2 − Φnks ◦Q
1
2 ‖2
L2(H)
ds
)
≤ l´ım inf
k→∞
‖Φn − Φnk‖2HST .
De este modo se concluye que l´ımn→∞ ‖Φn − Φ‖HST = 0 y este proceso l´ımite cual es
predecible pues es l´ımite de procesos predecibles. Por tanto {Φt}t∈[0,T ] ∈ HST .
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Ahora definiremos 〈·, ·〉HST : HST ×HST → R dado por:
〈Φ,Ψ〉HST = E
(∫ T
0
〈Φs ◦Q 12 ,Ψs ◦Q 12 〉L2(H)ds
)
.
Teorema 4.1.2. El espacio (HST , 〈·, ·〉HST ) es un espacio de Hilbert.
Demostracio´n. Notese que 〈·, ·〉HST es bilineal gracias a la linealidad del producto interno
de L2(H) y a la de las integrales. Adema´s es una forma sime´trica ya que 〈·, ·〉L2(H) tome
valores reales. Por u´ltimo observe que 〈Φ,Φ〉HST = ‖Φ‖2HST , de este modo 〈Φ,Φ〉HST = 0
si y solo si {Φt}t∈[0,T ] = 0.
Teorema 4.1.3. HSST es denso en HST .
Demostracio´n. Como HS [0,T ] es un espacio de Hilbert entonces vamos a demostrar que
HSS⊥T = {0} para obtener densidad. Sea {Φt}t∈[0,T ] ∈ HSS⊥T . Debemos mostrar que si
〈Φ,Ψ〉HST = 0 para todo {Ψt}t∈[0,T ] ∈ HSST entonces se tendra´ que {Φt}t∈[0,T ] = 0.
Para ello es suficiente considerar {Ψt}t∈[0,T ] ∈ HSST de la forma Ψt = 1A1]s,t]S donde
S ∈ L2(H), A ∈ Fs y 0 ≤ s < t ≤ T . Entonces:
〈Φ,Ψ〉HST = 0⇐⇒
∫
A
∫ t
s
〈Φs ◦Q 12 , S ◦Q 12 〉L2(H)dsP(ω) = 0
Defina:
P :=
{
A×]s, t] ⊂ Ω× [0, T ] :
∫
A
∫ t
s
〈Φs ◦Q 12 , S ◦Q 12 〉L2(H)dsP(ω) = 0
}
∪ {∅,Ω× [0, T ]}.
Procedemos a mostrar que P es un pi -sistema. Note para empezar que P no es vac´ıo
puesto que al pedir {Φt}t∈[0,T ] ∈ HSS⊥T garantizamos que todo conjunto A×]s, t] satisface
estar en P . Luego si A×]s1, t1], B×]s2, t2] ∈ P , observese que su interseccio´n es A ∩
B×]s1, t1]∩]s2, t2] , si alguna de estas intersecciones es vac´ıa entonces nos dar´ıa ∅ el cual
pertenece a P , si las intersecciones no son vac´ıas y nuevamente como {Φt}t∈[0,T ] ∈ HSS⊥T
se satisface que la interseccio´n tambie´n pertenece a P .
Ahora note que naturalmente la σ -a´lgebra de la Definicio´n 4.1.2 σ(PT ) es la ma´s pequen˜a
que contiene a dichas “cajas”de la forma A×]s, t] , por tanto esta´ contenida en σ(P). Por
otro lado como σ(PT ) es un λ-sistema que contiene a P entonces por Teorema de Dynkin
se concluye que σ(P) = σ(PT ).
De este modo se tiene que la integral es nula sobre todo σ(PT )-medible entonces 〈Φt ◦
Q
1
2 , S◦Q 12 〉L2(H) = 0 para todo S ∈ L2(H) no cero entonces Φt(ω)◦Q
1
2 ∈ L2(H)⊥ = {0} y
como los elementos de HST esta´n dados por clase de equivalencia se sigue que Φ = 0.
Observacio´n 8. De hecho, es posible realizar una completa construccio´n y definicio´n del
espacio (HS [a,b], ‖ ·‖HS[a,b]) con [a, b] ⊂ R+ , donde entendemos a la norma ‖Φ‖2HS[a,b] por
E
(∫ b
a ‖Φr ◦Q
1
2 ‖2L2(H)dr
)
. Basta seguir los pasos de la seccio´n 4.1, no obstante por ser
ana´loga a la presentada para HST la omitiremos.
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§ 4.2 Construccio´n de la integral regularizada
Para esta seccio´n tomaremos la siguiente notacio´n: para un proceso (estoca´stico o´ cil´ındri-
co) {Xt}t∈[0,T ] denotaremos por ∆Xti∧t = Xti+1∧t −Xti∧t .
En nuestro afa´n de definir para t ≥ 0: ∫ t
0
ΦsdLs
iniciaremos definiendola sobre HSST . Una manera natural (y lo´gica) de definirla ser´ıa
que si:
Φt =
n∑
i=0
1Ai1]ti,ti+1]Si
entonces tomamos: ∫ t
0
ΦsdLs :=
n∑
i=0
1Ai∆Lti∧t ◦ S∗i .
No obstante, note que esta integral estar´ıa definiendo simplemente procesos cil´ındricos
compuestos con operadores Hilbert-Schmidt, esta integral se puede entender como una
integral cil´ındrica pues lo que se obtiene es un proceso cil´ındrico y no uno con el sentido
cla´sico con valores en H .
Sin embargo, observe que gracias al Teorema 3.2.1 podemos afirmar que para t ≥ 0:∫ t
0
ΦsdLs(h) =
〈
n∑
i=0
1Ai∆Y
i
ti∧t, h
〉
,
donde {Y it }t∈R+ son los procesos de Le´vy con valores en H dado por las Regularizaciones
de los procesos de Le´vy cil´ındricos {Lt ◦ S∗i }t∈R+ .
Note que por las suposiciones hechas al inicio del cap´ıtulo, cada {Lti∧t}t∈[0,T ] es proceso
de Le´vy cil´ındrico cuadrado integrable con media cil´ındrica 0, entonces es una martingala
cil´ındrica cuadrado integrable con media cil´ındrica 0. Por Teorema 3.3.3 y la Observacio´n
6 tenemos que cada {Y iti∧t}t∈[0,T ] pertenece a M2T (H) con media 0.
Observacio´n 9. Tambie´n cabe mencionar que {Y it }t∈[0,T ] tambie´n es un proceso de Le´vy.
Entonces sus incrementos son independientes y como la funcio´n mı´nimo es continua, se
sigue que {∆Y iti∧t}t∈R+ es un proceso independiente de {∆Y itj∧t}t∈R+ para i 6= j . Adema´s
al tener incrementos estacionarios tenemos que ∆Y iti∧t
d
= Y i(ti+1−ti)∧t .
De este modo la integral que realmente queremos tiene sentido que la tomemos para
cada t ≥ 0 como: ∫ t
0
ΦsdLs :=
n∑
i=0
1Ai∆Y
i
ti∧t,
y a esta integral es a lo que le llamaremos como integral regularizada . La relacio´n que
sostendr´ıa la integral cil´ındrica con la integral regularizada ser´ıa:∫ t
0
ΦsdLs(h) =
〈∫ t
0
ΦsdLs, h
〉
.
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Con estas ideas en mente, procedemos a estudiar propiedades para esta integral regulari-
zada.
Definicio´n 4.2.1. Defina J : HSST →M2T (H) dado por J(Φ) = {Jt(Φ)}t∈[0,T ] definido
para cada t ≥ 0 como:
Jt(Φ) :=
n∑
i=0
1Ai∆Y
i
ti∧t.
Aqu´ı {Y it }t∈[0,T ] es la martingala cuadrado integrable con media 0 dada por la regula-
rizacio´n de {S∗i }ni=0 aplicado a la martingala cil´ındrica cuadrado integrable con media
cil´ındrica nula {Lt}t∈[0,T ] . A dicho operador J le llamaremos la integral regularizada sim-
ple.
Gracias a que los procesos que se obtienen mediante la regularizacio´n son u´nicos hasta
indistinguibilidades, nos garantizamos que J es un operador bien definido.
Teorema 4.2.1. El operador J satisface para cada t ≥ 0 que:
‖Jt(Φ)‖L2(Ω,P;H) = ‖Φ‖HSt .
Demostracio´n. Sea Φ = {Φs}s∈[0,T ] ∈ HSST , entonces:
‖Jt(Φ)‖2L2(Ω,P;H) = E
∥∥∥∥∥
n∑
i=0
1Ai∆Y
i
ti∧t
∥∥∥∥∥
2
 = ∑
0≤i,j≤n
E(〈1Ai∆Y iti∧t,1Aj∆Y jtj∧t〉).
Como Ai ∩ Aj = ∅ para i 6= j entonces E(〈1Ai∆Y iti∧t,1Aj∆Y jtj∧t〉) = 0. En efecto, basta
observar que, al menos una de las indicadoras siempre valdra´ 0, entonces solo quedan los
te´rminos donde Ai = Aj .
Adema´s utilizando propiedades de esperanza condicional y que el incremento es indepen-
diente de la σ -a´lgebra menor, entonces:
E(1Ai‖∆Y iti∧t‖2) = E(E(1Ai‖∆Y iti∧t‖2|Fti)) = P(Ai)E(‖∆Y iti∧t‖2).
As´ı se sigue que:
‖Jt(Φ)‖2L2(Ω,P) =
n∑
i=0
P(Ai)E‖∆Y iti∧t‖2
=
n∑
i=0
P(Ai)‖∆Lti∧t ◦ S∗i ‖2L2(H,L2(Ω,P))
=
n∑
i=0
P(Ai)
∞∑
l=0
E|∆Lti∧t ◦ S∗i (hl)|2.
Y utilizando el hecho de que {Lt(h)}t∈[0,T ] posee incrementos estacionarios y usando la
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definicio´n de covarianza cil´ındrica se sigue:
n∑
i=0
P(Ai)
∞∑
l=0
E|∆Lti∧t ◦ S∗i (hl)|2
=
n∑
i=0
P(Ai)
∞∑
l=0
E|L(ti+1−ti)∧t ◦ S∗i (hl)|2
=
n∑
i=0
P(Ai)
∞∑
l=0
(ti+1 − ti) ∧ t〈Q(S∗i (hl)), S∗i (hl)〉
=
n∑
i=0
P(Ai)(ti+1 − ti) ∧ t‖Q 12 ◦ S∗i ‖2L2(H)
=
n∑
i=0
P(Ai)(ti+1 − ti) ∧ t‖Si ◦Q 12 ‖2L2(H)
= E
(∫ t
0
n∑
i=0
1Ai1]ti,ti+1](s)‖Si ◦Q
1
2 ‖2L2(H)ds
)
.
As´ı concluimos que:
‖Jt(Φ)‖2L2(Ω,P;H) = E
(∫ t
0
n∑
i=0
1Ai1]ti,ti+1](s)‖Si ◦Q
1
2 ‖2L2(H)ds
)
= E

∫
t
0
∥∥∥∥∥
(
n∑
i=0
1Ai1]ti,ti+1](s)Si
)
◦Q 12
∥∥∥∥∥
2
L2(H)
ds

= E
(∫ t
0
‖Φs ◦Q 12 ‖2L2(H)ds
)
= ‖Φ‖2HSt .
Observacio´n 10. Del Teorema 4.2.1 se sigue que para cada t ∈ [0, T ], Jt es un operador
continuo.
Corolario 4.2.1. El operador J : HSST →M2T (H) es un operador lineal y continuo.
Demostracio´n. Sean Φ = {Φs}s∈[0,T ],Ψ = {Ψs}s∈[0,T ] ∈ HSST y c ∈ R . Probaremos que
J respeta la suma. Supondremos sin pe´rdida de generalidad que:
Φs = 1A1]t0,t1](s)S y Ψs = 1B1]r0,r1](s)R,
entonces:
Φs + Ψs = 1A1]t0,t1](s)S + 1B1]r0,r1](s)R ∈ HSST ,
por el Lema 4.1.2, podemos pedir los intervalos y conjuntos son disjuntos, pero para
efectos de la verificacio´n haremos el ca´lculo en el caso de que A ∩B 6= ∅ y sin pe´rdida de
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generalidad ]t0, t1]∩]r0, r1] =]r0, t1] . Entonces pata t ≥ 0:
Jt(Φ + Ψ) = Jt(1A\B1]t0,r0]S + 1A∩B1]r0,t1](S +R) + 1B\A1]t1,r1]R)
= 1A\B(Y Sr0∧t − Y St0∧t) + 1A∩B(Y S+Rt1∧t − Y S+Rr0∧t ) + 1B\A(Y Rr1∧t − Y Rt1∧t)
= 1A∆Y
S
t0∧t + 1B∆Y
R
r0∧t
= Jt(Φ) + J(Ψ),
donde estos super ı´ndices indica el operador Hilbert-Schmidt utilizado en la regularizacio´n
para generar el proceso estoca´stico respectivo.
El producto escalar es un ca´lculo elemental aplicando la linealidad entonces la omitiremos.
De este modo se concluye que cada Jt es un operador lineal y en consecuencia J es un
operador lineal.
Para la continuidad denotaremos por J(Φ) = {Jt(Φ)}t∈[0,T ] ∈ M2T (H), ahora note que
por el Teorema 4.2.1 y usando el Teorema 1.1.2 obtenemos que:
‖J(Φ)‖2M2T ≤ E
(
sup
t∈[0,T ]
‖Jt(Φ)‖2
)
≤ 4 ‖JT (Φ)‖2L2(Ω,P;H)
= 4‖Φ‖2HST .
As´ı concluimos que J ∈ L(HSST ,M2T (H)).
Ahora en adelante denotaremos:∫ t
0
ΦsdLs := Jt(Φ), t ≥ 0.
Para extender esta integral a todo HST basta notar que por el Teorema 4.1.3, un proceso
Φ = {Φs}s∈[0,T ] ∈ HST es l´ımite de procesos simples {Φn}n∈N = {Φns }n∈N ⊂ HSST .
Gracias al Teorema 4.2.1 tenemos que {Φn}n∈N al ser de Cauchy:
‖J(Φn)− J(Φm)‖M2T ≤ ‖J‖L‖Φ
n − Φm‖HST
entonces {J(Φn)}n∈N es de Cauchy en M2T . Y por completitud se sigue que existe una
martingala l´ımite.
Definicio´n 4.2.2. Definimos la integral regularizada como el operador J de HST en
M2T (H) dado por J(Φ) = {Jt(Φ)}t∈[0,T ] donde:∫ t
0
ΦsdLs = Jt(Φ) := l´ım
n→∞
∫ t
0
Φns dLs = l´ımn→∞ Jt(Φ
n) para t ≥ 0
Teorema 4.2.2. La integral regularizada satisface para {Φt}t∈[0,T ] ∈ HST que:∥∥∥∥∫ t
0
ΦsdLs
∥∥∥∥
L2(Ω,P;H)
= ‖Φ‖HSt para t ≥ 0.
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Demostracio´n. Utilizando el Teorema 4.2.1 y la definicio´n de la integral se tiene que:∥∥∥∥∫ t
0
ΦsdLs
∥∥∥∥
L2(Ω,P;H)
= l´ım
n→∞
∥∥∥∥∫ t
0
Φns dLs
∥∥∥∥
L2(Ω,P;H)
= l´ım
n→∞ ‖Φ
n‖HSt = ‖Φ‖HSt
Observacio´n 11. Del Teorema 4.2.2 observamos que para cada t ≥ 0, el operador Jt es
un operador continuo. Adema´s por las hipo´tesis pedidas sobre el integrador, tenemos que
E(Jt(Φ)) = 0 para todo t ≥ 0.
Corolario 4.2.2. La integral regularizada es un operador lineal y continuo de HST en
M2T (H).
Demostracio´n. Aqu´ı implementaremos el Corolario 4.2.1, sean {Φt}t∈[0,T ], {Ψt}t∈[0,T ] ∈
HST , sean {Φn}n∈N, {Ψn}n∈N ⊂ HSST las respectivas sucesiones que convergen a estos
procesos (esto por el Teorema 4.1.3) y sea c ∈ R entonces:∫ t
0
(cΦs + Ψs)dLs = l´ım
n→∞
∫ t
0
(cΦns + Ψ
n
s )dLs
= l´ım
n→∞ c
∫ t
0
Φns dLs +
∫ t
0
Ψns dLs
= c
∫ t
0
ΦsdLs +
∫ t
0
ΨsdLs.
De esto se sigue que cada Jt es un operador lineal y de lo cual se sigue que J es lineal.
Para la continuidad usamos la nuevamente el Teorema 4.2.2 y la desigualdad de Doob
(Teorema 1.1.2):
‖J(Φ)‖2M2T ≤ E
(
sup
t∈[0,T ]
‖Jt(Φ)‖2
)
≤ 4 ‖JT (Φ)‖2L2(Ω,P)
= 4‖Φ‖2HST ,
as´ı concluimos que J ∈ L(HST ,M2T (H)).
Observacio´n 12. Es posible realizar la misma construccio´n para considerar una integral
como
∫ t
s ΦrdLr , basta seguir la construccio´n presentada en la seccio´n 4.2, pero conside-
rando:
J[s,t](Φ) = 1Aj (Ytj+1∧t − Ys) +
n∑
i=j+1
1Ai∆Yti∧t, (4.2)
donde s ∈]tj , tj+1] para algu´n j = 0, ..., n y gracias al Lema 4.1.2 podemos asumir que t
no esta´ contenido en el mismo intervalo (se puede tomar una particio´n ma´s fina de [0, T ]
si es necesario). Y si observamos es consistente con lo deseado para la integral, pues solo
considera los incrementos a partir del tiempo s. Se puede concluir que J[s,t] es lineal y
continuo, adema´s que ‖J[s,t](Φ)‖L2(Ω,P;H) = ‖Φ‖HS[s,t] . Inclusive, es posible construir y
definir la integral regularizada sobre HS [a,b] .
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Observacio´n 13. Como se menciono´ en la Observacio´n 4, si el integrador fuese un pro-
ceso de Le´vy en el sentido cla´sico, entonces las integrales estoca´sticas cla´sicas se recuperan
con esta misma construccio´n. En efecto, puesto que si {Lt}t∈[0,T ] fuese un proceso cla´sico
de Le´vy entonces la Definicio´n 4.2.1 lucir´ıa:
Jt(Φ) =
n∑
i=0
1AiS(∆Lti∧t).
§ 4.3 Algunas propiedades
La construccio´n, desarrollada en la Seccio´n 4.2, muestra que la regularizada {∫ t0 ΦsdLs}t∈[0,T ]
satisface lo siguiente:
La propiedad de linealidad.
‖ ∫ t0 ΦsdLs‖L2(Ω,P;H) = ‖Φ‖HSt .
Es continua sobre la clase HST .
Para finalizar analizaremos brevemente unas propiedades ma´s de la integral regularizada.
Para ello continuaremos con las notaciones establecidad en la Seccio´n 4.2.
Proposicio´n 4.3.1. Sea {Φr}r∈[0,T ] ∈ HST entonces para 0 ≤ s < t ≤ T se cumple:∫ t
s
ΦrdLr =
∫ t
0
ΦrdLr −
∫ s
0
ΦrdLr.
Demostracio´n. La demostracio´n de este hecho se sigue empezando sobre la clase HSST
comparando la resta de las integrales con (4.2) el cual es un ca´lculo directo y posteriormente
se extiende por densidad y la definicio´n de las integrales sobre la clase HST .
Proposicio´n 4.3.2. Sea U ∈ L(H) y sea {Φt}t∈[0,T ] ∈ HST entonces:∫ t
0
U ◦ ΦsdLs = U
(∫ t
0
ΦsdLs
)
.
Demostracio´n. Primero, observese que por continuidad de U se preserva la medibilidades,
por tanto {U◦Φt}t∈[0,T ] es un proceso predecible de Hilbert-Schmidt. Adema´s es fa´cil notar
que ‖U ◦Φ‖HST ≤ ‖U‖L(H)‖Φ‖HST . De este modo concluimos que {U ◦Φt}t∈[0,T ] ∈ HST .
Primero asumiremos que {Φt}t∈[0,T ] ∈ HSST con Φt = 1A1]t0,t1]S0 . Por Proposicio´n
3.3.1 sabemos que (U ◦ S0)∗ = S∗0 ◦ U∗ regulariza {Lt}t∈[0,T ] en la martingala cuadrado
integrable con media cero {U(Yt)}t∈[0,T ] . De este modo:∫ t
0
U ◦ ΦsdLs = 1A∆U(Yt0∧t) = U(1A∆Yt0∧t).
El resultado se extiende por linealidad y posteriormente por continuidad.
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Lema 4.3.1. Sea 0 ≤ l < r ≤ T y sea A ∈ Fl y sea entonces:∫ t
0
1A1]l,r]ΦsdLs = 1A
∫ r∧t
l∧t
ΦsdLs.
Demostracio´n. Suponga {Φt}t∈[0,T ] ∈ HSST con Φt = 1B1]t0,t1]S0 entonces:
1A1]l,r]Φt = 1A∩B1]t0,t1]∩]l,r]S0,
observese que A ∩B ∈ Fl ∧ Ft0 .
Ahora se deben analizar los casos ]l, r]∩]t0, t1] =]t0, r], ]l, r]∩]t0, t1] =]l, t1], ]l, r]∩]t0, t1] =
]t0, t1], ]l, r]∩]t0, t1] =]l, r] y ]l, r]∩]t0, t1] = ∅.
Verificaremos solo el primer caso puesto que los dema´s son ana´logos. Si ]t0, t1]∩]l, r] =
]t0, r] , entonces: ∫ t
0
1A1]l,r]ΦsdLs = 1A∩B(Yr∧t − Yt0∧t)
= 1A(1B∆Yt0∧r∧t − 1B∆Yt0∧l∧t)
= 1A
(∫ r∧t
0
ΦsdLs −
∫ l∧t
0
ΦsdLs
)
= 1A
∫ r∧t
l∧t
ΦsdLs,
posterioremente se extiende por linealidad y continuidad.
Para el siguiente resultado recordamos la definicio´n de un tiempo de parada.
Definicio´n 4.3.1. Sea τ : Ω → [0, T ] funcio´n medible. Decimos que τ es un tiempo de
parada si {τ ≤ t} ∈ Ft para cada t ∈ [0, T ].
Proposicio´n 4.3.3. Sea τ un tiempo de parada tal que P(τ ≤ T ) = 1. Entonces:∫ t
0
1]0,τ ]ΦsdLs =
∫ τ∧t
0
ΦsdLs.
Demostracio´n. Suponga {Φt}t∈[0,T ] ∈ HST . Primero note que {1]0,τ ]Φt}t∈[0,T ] ∈ HST .
Suponga que τ es una funcio´n simple, o sea:
τ =
m∑
j=0
1Bjaj ,
donde {aj}mj=0 ⊂ [0, T ] y Bj = {τ = aj} ∈ Faj . Entonces por linealidad de la integral:∫ t
0
1]0,τ ]ΦsdLs =
m∑
j=0
∫ t
0
1Bj1]0,aj ]ΦsdLs.
Ahora supondremos que {Φt}t∈[0,T ] ∈ HSST dado por Φt = 1A1]t0,t1]S . Entonces como
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A ∩Bj ∈ Ft0 ∧ Faj :
m∑
j=0
∫ t
0
1Bj1]0,aj ]ΦsdLs =
m∑
j=0
∫ t
0
1A∩Bj1]0,aj ]∩]t0,t1](s)SdLs
=
m∑
j=0
∫ t
0
1A∩Bj1]t0∧aj ,t1∧aj ](s)SdLs
=
m∑
j=0
1A∩Bj∆Yt0∧aj∧t
=
m∑
j=0
1Bj
∫ aj∧t
0
ΦsdLs
=
∫ τ∧t
0
ΦsdLs.
Luego para Φ = {Φt}t∈[0,T ] arbitrario, existe {Φn}n∈N en HSST tal que converge a Φ en
HST . Entonces {1]0,τ ]Φn}n∈N converge a 1]0,τ ]Φ en HST . Entonces por continuidad de
la integral regularizada:∫ t
0
1]0,τ ]ΦsdLs = l´ım
n→∞
∫ t
0
1]0,τ ]Φ
n
s dLs = l´ımn→∞
∫ τ∧t
0
Φns dLs =
∫ τ∧t
0
ΦsdLs.
Ahora para τ en general, se puede aproximar con una sucesio´n decreciente de tiempos de
parada {τn}n∈N dados por:
τn(ω) =
2n−1∑
k=0
(k + 1)T
2n
1] kT
2n
,
(k+1)T
2n
](τ(ω)) para ω ∈ Ω.
Por Teorema de convergencia acotada tenemos cuando n→∞ que:
E
(∫ T
0
(1]0,τn]Φs − 1]0,τ ]Φs)ds
)
= E
(∫ T
0
1]τ,τn]Φsds
)
−→ 0,
de este modo observamos que {1]0,τn]Φt}n∈N converge a {1]0,τ ]Φt}t∈[0,T ] en HST y por
continuidad de la integral se sique que:∫ t
0
1]0,τ ]ΦsdLs = l´ım
n→∞
∫ τn∧t
0
ΦsdLs =
∫ τ∧t
0
ΦsdLs.
Por u´ltimo en el cap´ıtulo queremos extender la clase de integrandos. Sea {Φt}t∈[0,T ] un
proceso de Hilbert-Schmidt defina la clase dada por:
HSLocT =
{
{Φt}t∈[0,T ] : predecible y P
(∫ T
0
‖Φs ◦Q 12 ‖2L2(H)ds <∞
)
= 1
}
.
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Como primera observacio´n es notar que HST ⊆ HSLocT . En efecto, sea {Φt}t∈[0,T ] ∈ HST ,
escriba entonces por desigualdad de Chebyshev para n ∈ N :
P
(∫ T
0
‖Φs(ω) ◦Q 12 ‖2L2(H)ds > n
)
≤ 1
n
‖Φ‖HST ,
de este modo cuando n→∞ concluimos que P
(∫ T
0 ‖Φs ◦Q1/2‖L2(H)ds <∞
)
= 1.
Sea {Φt}t∈[0,T ] ∈ HSLocT . Considere τ : Ω→ [0, T ] dado por:
τ = ı´nf
t∈[0,T ]
{∫ t
0
‖Φs ◦Q 12 ‖2L2(H)ds > n
}
∧ T := t∗ ∧ T.
Observe que si t∗ no es finito entonces τ = T por tanto es bien definido, entonces en todo
caso se cumple P(τ ≤ T ) = 1.
Si t∗ no es finito entonces {τ ≤ t} = {τ = T} ∈ FT entonces en tal caso τ es un tiempo
de parada. Si t∗ es finito entonces hay dos casos, si τ = T ya fue analizado y en tal caso
es tiempo de parada, pero si τ = t∗ realizamos lo siguiente:
{τ ≤ t} =
∞⋂
m=1
{
τ < t+
1
m
}
=
∞⋂
m=1
∞⋃
k=0
{∫ qk
0
‖Φs ◦Q 12 ‖2L2(H)ds > n
}
donde {qk}k∈N ⊂ Q es sucesio´n decreciente y convergente a t∗ tal que qk < t + 1m +  ,
para todo  > 0 a partir de un k suficientemente grande.
Entonces note que
{∫ qk
0 ‖Φs ◦Q
1
2 ‖2L2(H)ds > n
}
∈ Fqk lo que implica, gracias a las con-
diciones sobre la sucesio´n, que
⋃∞
k=0
{∫ qk
0 ‖Φs ◦Q
1
2 ‖2L2(H)ds > n
}
∈ Ft+ 1
m
+ .
Posteriormente tenemos que {τ ≤ t} ∈ Ft+ con lo cual nos lleva a concluir, gracias a las
hipo´tesis usuales de la filtracio´n, que {τ ≤ t} ∈ ⋂>0Ft+ = Ft . Por tanto τ es un tiempo
de parada.
Observese que 1]0,τ ] es continua por izquierda, por tanto {1]0,τ ]Φt}t∈[0,T ] es un proceso
predecible y adema´s ‖1]0,τ ]Φ‖HST = ‖Φ‖HSτ ≤ n .
De este modo aseguramos que {1]0,τ ]Φt}t∈[0,T ] ∈ HST entonces podemos definir la integral
regularizada (siguiendo la notacio´n utilizada en la Definicio´n 4.2.2) como el operador
J : HSLocT →M2,LocT (H) dado por J(Φ) = {
∫ t
0 ΦsdLs}t∈[0,T ] , donde en este caso∫ t
0
ΦsdLs =
∫ t
0
1]0,τ ]ΦsdLs sobre {τ ≥ t}.
Observe que esta definicio´n es independiente de la escogencia de τ , pues si escogemos para
m > n :
τ ′ = ı´nf
t∈[0,T ]
{∫ t
0
‖Φs ◦Q 12 ‖2L2(H)ds > m
}
∧ T,
entonces τ ′ ≤ τ , de este modo {τ ′ ≥ t} ⊂ {τ ≥ t} .
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Utilizando la Proposicio´n 4.3.3 tenemos que:∫ t
0
1]0,τ ]ΦsdLs =
∫ τ ′∧t
0
1]0,τ ]ΦsdLs
=
∫ τ∧t
0
1]0,τ ′]ΦsdLs
=
∫ t
0
1]0,τ ′]ΦsdLs.
Conclusiones
A lo largo del presente trabajo observamos que la teor´ıa cil´ındrica es un campo que esta´ en
pleno desarrollo y es de mucha utilidad para seguir desarrollando herramientas para el a´rea
de ecuaciones estoca´sticas en derivadas parciales. A su vez la teor´ıa de regularizacio´n nos
permite desarrollar de una manera ma´s eficiente y que implementa te´cnicas ma´s simples
para la comprensio´n de estas a´reas de estudio en comparacio´n a los me´todos ya utilizados
(por ejemplo la teor´ıa desarrollada en [22]).
A lo que respecta al presente trabajo y sus objetivos respectivos podemos concluir:
Nuestro primer objetivo era hacer un cuerpo teo´rico consistente de la teor´ıa cil´ındrica
necesaria para los objetivos presedentes. El cap´ıtulo 2 hace una presentacio´n breve y
concisa de el origen, ejemplos y resultados relevantes para el proyecto de los objetos
cil´ındricos realizados hasta la actualidad.
El segundo objetivo era demostrar o bien refutar la posibilidad de que un proceso
de Le´vy cil´ındrico podr´ıa inducir la existencia de un proceso estoca´stico de Le´vy. En
el cap´ıtulo 3, se desarrollo´ el concepto de regularizacio´n de un proceso cil´ındrico v´ıa
operadores de Hilbert-Schmidt. Esta idea ha sido utilizada en contextos mucho ma´s
generales que un espacio de Hilbert, por lo cual se debio´ realizar todos los aspectos
te´cnicos de estos resultados de regularizacio´n. Una vez obtenido el Teorema 3.1.1,
se da pie a analizar el caso de procesos de Le´vy cil´ındricos. La culminacio´n para
este objetivo fue la demostracio´n del Teorema 3.2.1. Ma´s au´n logramos presentar
casos particulares de procesos de Le´vy cil´ındricos sometidos a este Teorema como lo
fue el caso del movimiento Browniano cil´ındrico y un proceso compuesto de Poisson
cil´ındrico. Estas conclusiones de regularizacio´n para el caso de Le´vy cil´ındricos, as´ı
como la presentacio´n del cap´ıtulo constituye un aporte original para la comprensio´n
de la materia.
Para finalizar, nuestro u´ltimo objetivo de construir una integral estoca´stica respecto
a un proceso de Le´vy cil´ındrico se logro´ satisfactoriamente. El cap´ıtulo 4 contiene
una construccio´n detallada de la integral propiamente. La construccio´n presentada
es original y generaliza las construcciones ya realizadas para integrales respecto a un
movimiento Browniano cil´ındrico.
No obstante, aunque se haya cumplido con los objetivos del proyecto, estas son a´reas au´n
en desarrollo, y da pie a varias nuevas preguntas y potenciales proyectos de investigacio´n
futuros. Estos pueden ser:
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Como se trato´ en la seccio´n 2.1, la teor´ıa cil´ındrica tiene un inicio en la teor´ıa de me-
didas cil´ındricas. Es bien conocida la relacio´n de los procesos estoca´sticos de Le´vy con
las medidas infinitamente divisibles. Esta relacio´n es la que permite en muchos libros
mostrar el Teorema de Le´vy-Kintchin. Una primera pregunta es si dicha relacio´n se
preserva con las llamadas medidas cil´ındricas infinitamente divisibles. Adema´s si hay
posibilidad de establecer un Teorema de Le´vy-Kintchin para procesos cil´ındricos.
Como se presento´ en el cap´ıtulo 2, los procesos de Le´vy cil´ındricos tienen su des-
composicio´n de Le´vy-Itoˆ, en la cual cada componente de su descomposicio´n no es
necesariamente un proceso cil´ındrico. Esto da pie analizar ma´s a fondo esta descom-
posicio´n para tal vez obtener un posible Teorema de Le´vy-Kintchin. Adema´s cabe
preguntarse si la prueba y construccio´n del Teorema de descomposicio´n de Le´vy-Itoˆ
es la ma´s o´ptima, o sea, si existira´ una descomposicio´n donde se pueda dar una mejor
descripcio´n de los te´rminos que la conforman.
En vista a las consecuencias obtenidas en la seccio´n 3.3, es natural esperar que varias
de las propiedades que posea el proceso cil´ındrico las obtenga el proceso estoca´sti-
co que induce. Un estudio interesante ser´ıa sobre procesos de Markov y el posible
desarrollo de la teor´ıa de estos en el a´mbito cil´ındrico.
Como se presento´ en la seccio´n 4.3, al obtener una integral estoca´stica con propieda-
des tan deseadas como si una integral de Itoˆ se tratase, lo natural es preguntarse que´
otras propiedades logra satisfacer la integral regularizada. Una clara extensio´n es
verificar si se puede extender la clase de integrandos a unos ma´s generales que HST .
Y por su puesto implementar esta integral regularizada a una ecuacio´n estoca´stica
en derivadas parciales para verificar su utilidad.
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