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Finite Dimensional Statistical Inference
Øyvind Ryan, Member, IEEE, Antonia Masucci, Sheng Yang, Member, IEEE, and Me´rouane Debbah, Senior
Member, IEEE
Abstract—In this paper, we derive the explicit series expansion
of the eigenvalue distribution of various models, namely the case
of non-central Wishart distributions, as well as correlated zero
mean Wishart distributions. The tools used extend those of the
free probability framework, which have been quite successful
for high dimensional statistical inference (when the size of the
matrices tends to infinity), also known as free deconvolution. This
contribution focuses on the finite Gaussian case and proposes
algorithmic methods to compute the moments. Cases where
asymptotic results fail to apply are also discussed.
Index Terms—Gaussian matrices, Random Matrices, convolu-
tion, limiting eigenvalue distribution.
I. INTRODUCTION
Random matrix and free probability theory have fruitful
applications in many fields of research, such as digital commu-
nication [1], mathematical finance [2] and nuclear physics [3].
In particular, the free probability framework [4], [5], [6], [7],
[8] can be used for high dimensional statistical inference (or
free deconvolution), i.e., to retrieve the eigenvalue distributions
of involved functionals of random matrices. The general idea
of deconvolution is related to the following problem [9]:
Given A, B two n × n independent square Hermitian (or
symmetric) random matrices:
1) Can one derive the eigenvalue distribution of A from the
ones of A + B and B? If feasible in the large n-limit, this
operation is named additive free deconvolution,
2) Can one derive the eigenvalue distribution of A from the
ones of AB and B? If feasible in the large n-limit, this
operation is named multiplicative free deconvolution.
In the literature, deconvolution for the large n-limit has
been studied, and the methods generally used to compute it
are the method of moments [4], and the Stieltjes transform
method [10]. The expressions turn out to be quite simple if
some kind of asymptotic freeness [8] of the matrices involved
is assumed. However, freeness usually does not hold for finite
matrices. Quite remarkably, the method of moments can still
be used to propose an algorithmic method to compute these
operations. The goal of this contribution is exactly to propose
a general finite dimensional statistical inference framework
This work was supported by Alcatel-Lucent within the Alcatel-Lucent Chair
on flexible radio at SUPELEC
This paper was presented in part at the International Conference on Ultra
Modern Telecommunications, 2009, St. Petersburg, Russia
Antonia Masucci is with SUPELEC, Gif-sur-Yvette, France, anto-
nia.masucci@supelec.fr
Øyvind Ryan is with the Centre of Mathematics for Applications, Uni-
versity of Oslo, P.O. Box 1053 Blindern, NO-0316 Oslo, Norway, and with
SUPELEC, Gif-sur-Yvette, France, oyvindry@ifi.uio.no
Sheng Yang is with SUPELEC, Gif-sur-Yvette, France,
sheng.yang@supelec.fr
Me´rouane Debbah is with SUPELEC, Gif-sur-Yvette, France, mer-
ouane.debbah@supelec.fr
based on the method of moments, which is implemented in
software. As the calculations are quite tedious, and for sake
of clarity, we focus in this contribution on Gaussian matrices1.
The method of moments [9] is based on the relations
between the moments of the different matrices involved. It
provides a series expansion of the eigenvalue distribution of
the involved matrices. For a given n × n random matrix A,
the p-th moment of A is defined as
t
n,p
A
= E [tr(Ap)] =
∫
λpdρn(λ) (1)
where E is the expectation, tr the normalized trace, and dρn
the associated empirical mean measure defined by dρn(λ) =
E
(
1
n
∑n
i=1 δ(λ− λi)
)
, where λi are the eigenvalues of A.
Quite remarkably, when n→∞, tn,p
A
converges in many cases
almost surely to an analytical expression tp
A
that depends only
on some specific parameters of A (such as the distribution
of its entries)2. This enables to reduce the dimensionality of
the problem and simplifies the computation of convolution of
measures. In recent works deconvolution has been analyzed
when n→∞ for some particular matrices A and B, such as
when A and B are free [13], or A random Vandermonde and
B diagonal [11], [12].
The inference framework described in this contribution is
based on the method of moments in the finite case: it takes a
set of moments as input, and produces a set of moments as
output, with the dimensions of the matrices considered finite.
The framework is flexible enough to allow for repeated combi-
nations of the random matrices we consider, and the patterns
in such combinations are reflected nicely in the algorithms.
The framework also lends itself naturally to combinations with
other types of random matrices, for which support has already
been implemented in the framework [12]. This flexibility,
exploited with the method of moments, is somewhat in contrast
to methods such as the Stieltjes transform method [10], where
combining patterns of matrices naturally leads to more com-
plex equations for the Stieltjes transforms (when possible) and
can only be performed in the large n-limit. While the simplest
patterns we consider are sums and products, we also consider
products of many independent matrices. The algorithms are
based on iterations through partitions and permutations as
in [14], where the case of a Wishart matrix was considered.
Our methods build heavily on the simple form which the
moments of complex Gaussian random variables have, as
exploited in [14]. We remark that, in certain cases, it is possible
to implement the method of moments in a different way
1Cases such as Vandermonde matrices can also be implemented in the same
vein [11], [12]. The general case is, however, more difficult.
2Note that in the following, when speaking of moments of matrices, we
refer to the moments of the associated measure.
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also [15], [16]. However, we are not aware of any attempts to
make an inference framework as general as the one presented
here. The case presented in [16], for instance, handles only
certain zero-mean, one-sided correlated Wishart matrices.
The paper is organized as follows. Section II provides
background essentials on random matrix theory and combi-
natorics needed to state the main results. Parts of Section II
is rather technical, but it is not necessary to understand all
details therein to understand the statement of the main results.
These are summarized in Section III. First, algorithms for
the simplest patterns (sums and products of random matrices)
in the finite dimensional statistical inference framework are
presented. Then, recursive algorithms for products of many
Wishart matrices and a deterministic matrix are included, as
well with some general remarks on how the general situa-
tion can be attacked from these basic algorithms. We then
explain how algorithms for deconvolution can be obtained
within the same framework, and formalize the corresponding
moment estimators. Section IV presents details on the software
implementation of the finite dimensional statistical inference
framework. Section V presents some simulations and useful
applications showing the implications of the presented results
in various applied fields.
II. RANDOM MATRIX BACKGROUND ESSENTIALS
In the following, upper boldface symbols will be used for
matrices, whereas lower symbols will represent scalar values.
(.)T will denote the transpose operator, (.)⋆ conjugation, and
(.)H =
(
(.)T
)⋆ hermitian transpose. In will represent the n×n
identity matrix. We let Tr be the (non-normalized) trace for
square matrices, defined by,
Tr(A) =
n∑
i=1
aii,
where aii are the diagonal elements of the n × n matrix A.
We also let tr be the normalized trace, defined by tr(A) =
1
nTr(A). When A is non-random, there is of course no need
to take the expectation in (1). D will in general be used to
denote such non-random matrices, and if D1, . . . ,Dr are such
matrices, we will write
Di1,...,is = tr (Di1 · · ·Dis) , (2)
whenever 1 ≤ i1, . . . , is ≤ r. (2) are also called mixed
moments.
To state the results of this paper, random matrix concepts
will be combined with concepts from partition theory. P(n)
will denote the partitions of {1, . . . , n}. For a partition ρ =
{W1, . . . ,Wr} ∈ P(n), W1, . . . ,Wr denote its blocks, while
|ρ| = r denotes the number of blocks. We will write k ∼ρ l
when k and l belong to the same block of ρ. Partition notation
is adapted to mixed moments in the following way:
Definition 1: For ρ = {W1, . . . ,Wk}, with Wi =
{wi1, . . . , wi|Wi|}, we define
DWi = Diwi1 ,...,iwi|Wi|
(3)
Dρ =
k∏
i=1
DWi . (4)
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Fig. 1. Diagrams demonstrating how the second moment of a Wishart matrix
can be computed. In all possible ways, even-labeled edges are identified with
odd-labeled edges. There are two possibilities, shown in (a) and (b). The
resulting graphs after identifications are shown in (c) and (d). The second
moment is constructed by summing contributions from all such possible
identifications (here there are only 2). The contribution for any identification
depends only on n,N , and the number of even-labeled and odd-labeled
vertices in the resulting graphs (c) and (d). We will write down these
contributions later. The labels D and E are included since we later on will
generalize to compute the moments of doubly correlated Wishart matrices,
where the correlation matrices are denoted D and E.
With the empirical eigenvalue distribution of a hermitian
random matrix A, we mean the (random) function
FA(λ) =
#{i|λi ≤ λ}
n
, (5)
where λi are the (random) eigenvalues of A. In many cases,
the moments determine the distribution of the eigenvalues [18].
Due to the expectation in (1), the results in this paper thus
apply to the mean eigenvalue distribution of certain random
matrices.
In the following, we will denote a standard complex Gaus-
sian matrix by X. Standard complex means that the matrix
has i.i.d. complex Gaussian entries, with zero mean and unit
variance (in particular, the real and imaginary parts of the
entries are independent, each with mean 0, variance 12 ). X
will sometimes also be used to denote a standard selfadjoint
Gaussian matrix, standard selfadjoint meaning that it has i.i.d.
entries only above or on the main diagonal, with the real and
imaginary parts independent with variance 12 [8]. The matrix
sizes in the following will be denoted n×N for rectangular
matrices, n × n for square matrices. All random matrices
we consider will be using selfadjoint or complex Gaussian
matrices as building blocks.
A. The diagrammatic method
Some schools of science learn methods for computing
the moments of Gaussian matrices from diagrams. As an
example of what we mean by this, we have in Figure 1
demonstrated how the second moment of a Wishart matrix
1
NXX
H can be found in this way. In Figure 2 we have
similarly demonstrated how the second moment of a matrix
on the form (D+X)(E+X)H can be found, where D and
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Fig. 2. Diagrams demonstrating how the second moment of (D+X)(E+
X)H can be computed. As in Figure 1, even-labeled and odd-labeled edges are
identified in all possible ways, but this time we also perform identifications of
subsets of edges (edges not being identified correspond to choices from D and
EH ). In addition to the identifications in Figure 1, we thus also have the ones
in (a)-(d), where only half of the edges are identified. We also have the case
where there are no identifications at all. The second moment is constructed
by summing contributions from all such possible ”partial” identifications, and
the contribution for any identification is computed similarly as with Figure 1.
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Fig. 3. Diagrams demonstrating how the second order moment of R+ X
can be found, with X a selfadjoint, Gaussian matrix. As in Figures 1 and 2,
all possible identifications of edges are considered, but irrespective of whether
they are even-odd pairings. In particular, all identifications from these figures
are considered, with the arrows allowed to go any way. In addition, we also
get identifications like in (a) and (b), where odd-labeled edges are identified,
or even-labeled edges are identified.
E are independent from X. This matrix form is much used
when combining many observations of a random vector. While
these two figures assume a complex Gaussian matrix, Figure 3
explains how the diagrammatic method can be modified to
compute the second moment of R+X, where X is selfadjoint,
Gaussian, and R is independent from it. The diagrammatic
method is easily generalized to higher moments, and to other
random matrix models where Gaussian matrices are building
blocks.
The simple ingredient behind the diagrammatic method
is the fact that one only needs consider conjugate pairings
of complex Gaussian elements [14], which simplifies the
computation of moments to simple identification of edges in
graphs in all possible ways, as illustrated. This simple fact
will be formalized in the following combinatorial definitions,
which will be needed for the main results. The stated formulas
are not new, since it has been known for quite some time that
the diagrammatic method can be used to obtain them. The
value in this paper therefore does not lie in these formulas,
but rather in making the general results possible to write down
within a framework, and available for computation in terms of
an accompanying software implementation.
Without going in all the details, there are similarities with
the sketched diagrammatic approach, and other approaches
based on diagrammatics. In particular in physics, and espe-
cially the field of statistical mechanics (see e.g. [19], [20]).
It has been used recently in the field of wireless communica-
tions, related to the analysis of the mean and the variance
of the Signal to Noise Ratio at the output of the MMSE
receiver in MIMO and OFDM-CDMA systems [21]. Instead
of calculating all the moments individually, one can represent
these operations diagrammatically by solid lines and dashed
lines. The idea is to draw them using Feynman rules derived
from a generating function, and perform a resummation of all
relevant graphs where averaging over matrices corresponds to
connecting in all possible ways the different lines seperately. In
many cases, in the large N -limit, only terms with non-crossing
lines survive, A general description is proposed in [22], [23],
[24]. The nomenclature we use for stating our results deviate
some from that found in the literature.
To explain better how the diagrammatic method is con-
nected to random matrices, write the trace of a product of
matrices as
E [tr(A1A2 · · ·Ap)]
=
1
n
∑
i1,i2,...,
a(1)(i1, i2)a
(2)(i2, i3) · · · a(p)(ip, i1), (6)
where the entries of Ak are a(k)(i, j). We will visualize
the matrix indices i1, ...ip as points (in the following also
called vertices) 1¯, ..., p¯ on a circle, and the matrix entries
a(1)(i1, i2), ..., a
(p)(ip, i1) as edges labeled 1, ..., p, with the
points k¯, k + 1 being the end points of the edge labeled k.
We will call this the circular representation of (6). If X is
n×N standard, complex, Gaussian, the circular representation
of E
(
tr((XXH)4)
)
, before any Gaussian pairings have taken
place, is thus shown in Figure 4.
More general than (6), we can have a product of k traces,
E
[
tr (A1 · · ·Ap1) · · · tr
(
Ap1+···+pk−1+1 · · ·Ap1+···+pk
)]
.
(7)
This will also be given an interpretation in terms of k circles,
with p1, ..., pk points/edges on each, respectively. Conjugate
pairings of complex Gaussian elements in (7) in all possible
ways are performed as in the case of one circle, and is
illustrated in Figure 5 for k = 2 and p1 = p2 = 3, with
the first edge on the first cirle paired with the last edge on
the second circle. In (7), this corresponds to a(1)(i1, i2) and
a(12)(i12, i7) being conjugate of each other (there are twelve
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Fig. 4. Ordering of points and edges on a circle for the trace
E
(
tr((XXH )4)
)
for X complex, standard, Gaussian, when it is written out
as in (6). The odd edges 1, 3, 5, 7 correspond to terms of the form X; the
even edges 2, 4, 6, 8 correspond to terms of the form XH ; the odd vertices
1, 3, 5, 7 correspond to a choice among 1, . . . , n (i.e. among row indices in
X) ; the even vertices 2, 4, 6, 8 correspond to a choice among 1, . . . , N (i.e.
among column indices in X). The bars, used to differ between edges and
vertices, are only used in the figures.
matrices present here,since Ai = XiXHi ). This can only be
the case if i1 = i7 and i2 = i12.
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Fig. 5. Identification of edges across two circles. Such identifications arise
in the computations of (7).
B. Formalizing the diagrammatic method
The following definition, which is a generalization
from [14], formalizes identifications of edges, as we have
illustrated:
Definition 2: Let p be a positive integer. By a partial
permutation we mean a one-to-one mapping pi between two
subsets ρ1, ρ2 of {1, . . . , p}. We denote by SPp the set of
partial permutations of p elements. When pi ∈ SPp, we define
pˆi ∈ SP2p by
pˆi(2j − 1) = 2pi−1(j), j ∈ ρ2
pˆi(2j) = 2pi(j)− 1, j ∈ ρ1.
Note that in this definition, subtraction is performed in such
a way that the result stays within the same circle. In terms of
Figure 5, this means that 1 − 1 = 6, 6 − 1 = 5 and 7 − 1 =
12, 12 − 1 = 11. Addition is assumed to be performed in
the same way, so that 1 + 1 = 2, 6 + 1 = 1, and 7 + 1 =
8, 12 + 1 = 7. In the following, this convention for addition
and subtraction will be used, and the number of edges on the
circles will be implicitly assumed, and only mentioned when
strictly needed.
When we compute tr(((D+X)(E+X)H)p), we multiply
out to obtain a sum of terms of length 2p on the form
(6), where the terms are one of X,XH ,D, or EH , with ·-
and ·H -terms appearing in alternating order. ρ1 corresponds
to the indices of XH in such a term (after their order of
appearance), ρ2 to the indices of X, and pi to the Gaussian
conjugate pairings. Computing tr(((D+X)(E+X)H)p) thus
boils down to iterating through SPp. In Figure 2, this was
examplified with p = 2, with the sizes of the subsets equal
to 1. ρ1 was indicated by the starting edges of the arrows, ρ2
by the ending edges. (a) to (d) represents the only possible
pairings in the terms XEHDXH , DEHXXH , XXHDEH ,
and DXHXEH , respectively. The case for a Wishart matrix
is simpler, since there is no need to multiply out terms, and
we need only consider pi ∈ SPp where |ρ1| = |ρ2| = p, as
shown in Figure 1. Such pi are in one-to-one correspondence
with Sp, the set of permutations of p elements.
It is clear that pˆi maps (2ρ1) onto ∪(2ρ2−1), and has period
two (i.e. pˆi(pˆi(ρ)) = ρ for all ρ), where 2ρ2−1 = {2k−1|k ∈
ρ2}. In particular, pˆi maps even numbers to odd numbers, and
vice versa. When edges are identified as dictated by a partial
permutation, vertices are identified as dictated by the partition
ρ(pi) defined as follows:
Definition 3: Let pi be a partial permutation, and let pˆi be
determined by ρ1, ρ2 and a pairing between them. We associate
to pi an equivalence relation ρ = ρ(pi) on {1, ..., 2p} generated
by
j ∼ρ pˆi(j) + 1, j + 1 ∼ρ pˆi(j), for j ∈ ρ1. (8)
We let k(ρ) and l(ρ) denote the number of blocks of ρ
consisting of only even or odd numbers, respectively.
Any block in ρ consists either of even numbers, or odd
numbers, since pˆi maps between even and odd numbers, so
that the definitions of k(ρ) and l(ρ) above make sense. In
the following, we will let k1, . . . , kk(ρ) be the cardinalities of
the blocks consisting of even numbers only, and l1, . . . , ll(ρ)
the cardinalities of the blocks consisting of odd numbers only.
The restriction of ρ to the odd numbers thus defines another
partition, which we will denote ρ|odd. Similarly, the restriction
of ρ to the even numbers yields another partition, which we
will denote ρ|even. ρ|odd and ρ|even will appear in the main
results later on.
ρ should be interpreted as an equivalence relation on matrix
indices occuring in X,XH . The following definition similarly
keeps track of how conjugate pairings group matrix indices
occuring in D,EH into traces:
Definition 4: Let D ⊂ {1, .., 2p} be the set of deterministic
edges (i.e. edges corresponding to ocurrences of D,EH ), and
let pi ∈ SPp be determined by ρ1, ρ2. σ = σ(pi) is defined as
the equivalence relation on D generated by the relations
k ∼σ k + 1 if k, k + 1 ∈ D (9)
k ∼σ l if k, l ∈ D, k + 1 ∼ρ l. (10)
Let also kd(ρ) be the number of blocks of ρ contained within
the even numbers which intersect D∪(D+1), and let ld(ρ) be
the number of blocks of ρ contained within the odd numbers
which intersect D ∪ (D+ 1).
Two edges from D belong to the same block of σ if, after
identifying edges, they are connected with a path of edges
from D. A block of ρ which contains a vertex from D ∪
(D + 1) corresponds to a matrix index which occurs in a
deterministic element. As an example, in Figure 2 all four
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partial permutations are seen to give rise to a σ with one
block only. They are seen to be σ = {2, 3} for (a), σ = {1, 2}
for (b), σ = {3, 4} for (c), and σ = {1, 4} for (d).
C. Formalizing the diagrammatic method for selfadjoint ma-
trices
A standard, selfadjoint, Gaussian n × n random matrix X
can be written on the form X = 1√
2
(Y+YH), where Y is an
n×n standard complex Gaussian matrix. We can thus compute
the moments of RX and R+X (with X selfadjoint Gaussian,
and R selfadjoint and independent from X) by substituting
this, and summing over all possible combinations of Y and
YH . This rewriting in terms of complex Gaussian matrices
means that we need to slightly change the definitions of the
partitions ρ and σ to the following:
Definition 5: Let pi ∈ SPp be determined by disjoint subsets
ρ1, ρ2 of {1, . . . , p} with |ρ1| = |ρ2| (in particular, 2|ρ1| ≤ p).
We associate to pi an equivalence relation ρsa = ρsa(pi) on
{1, ..., 2p} generated by
i ∼ρsa pi(i) + 1 for i ∈ ρ1,
pi−1(i) + 1 ∼ρsa i for i ∈ ρ2.
As before, ρ1 corresponds to choices from XH , ρ2 to
choices from X, when the selfadjoint Gaussian matrix is
expressed as a sum of complex Gaussian matrices. Definition 4
is modified as follows:
Definition 6: With pi, ρ1, ρ2 as in Definition 5, σsa =
σsa(pi) is defined as the equivalence relation on D =
(ρ1 ∪ ρ2)c generated by the relations
k ∼σsa k + 1 if k, k + 1 ∈ D (11)
k ∼σsa l if k, l ∈ D, k + 1 ∼ρsa l
or k ∼ρsa l + 1. (12)
Define also d(ρsa) as the number of blocks of σρsa which
intersect D ∪ (D+ 1).
As an example, In Figure 3(c) we have that ρsa =
{{1, 2}, {3, 4}}, σsa = {{1}, {3}}, in Figure 3(d) we have
that ρsa = {{1, 2, 3, 4}}, σsa is the empty partition.
In the following, we will state our results in terms of
normalized traces. We remark that some of these have been
stated previously in terms of non-normalized traces [14]. In
some results, we have substituted c = nN , which makes the
results compatible with the asymptotic case often used in the
literature, where n and N grow to infinity at the same rate,
the rate being c = limn→∞ nN . In the following, equivalence
relations will interchangeably also be refered to as partitions.
III. STATEMENT OF MAIN RESULTS
The main results of the paper are split into three sections.
In the first, basic sums and products are considered, basic
meaning that there is only one random matrix involved. In
the second section we expand to the case where independent
random matrices are involved, in which case expectations
of products of traces are brought into the picture. In these
two sections, all Gaussian matrices are assumed complex and
rectangular, for which the results relate to the moments of
the singular law of the matrices. In the third section we state
similar results for the case where the Gaussian matrices instead
are assumed square and selfadjoint.
A. Basic sums and products
Our first and simplest result concerns the moments of a
doubly correlated Wishart matrix. These matrices are the
most general known form we have found which have been
considered in the literature [25], which can be addressed by
our results:
Theorem 1: Let n,N be positive integers, X be n × N
standard, complex, Gaussian, and D a (deterministic) n × n
matrix, E a (deterministic) N × N matrix. For any positive
integer p,
E
[
tr
((
1
N
DXEXH
)p)]
=
∑
π∈Sp
Nk(ρ)−pnl(ρ)−1Dρ|oddEρ|even.
Theorem 1 is proved in Appendix A. The next results will be
proved using the same techniques, and will therefore be given
shorter proofs. The special case of a product of a Wishart
matrix and a deterministic matrix, and a Wishart matrix itself,
can be considered as a special case. It is seen that, for the
latter, the contribution for the identification of edges refered to
in Figure 1 is equal to Nk(ρ)−pnl(ρ)−1, which indeed depends
only on n,N , and the number of even-labeled and odd-labeled
vertices in the resulting graphs. As an example, the contribu-
tions from the two possible identifications of edges giving the
second moment of a Wishart matrix is N1−2n2−1 = nN = c
(Figure 1(a)) and N2−2n1−1 = 1 (Figure 1(b)). The second
moment is thus 1+c, which also can be infered from the more
general formuals in Section IV.
We remark also that other closed forms of (13) can be
found in the literature. When the Wishart matrices are one-
sided correlated (i.e. E = I), [16] gives us the means to find
the first order moments (i.e. one circle only is involved) in
certain cases, also if the p’th moment is replaced with more
general functionals of X. It seems, however, that this result
and the techniques used to prove it are hard to generalize.
We now turn to the moments of (D + X)(E + X)H . In
the large n,N -limit, the case where D = E is related to the
concept of rectangular free convolution [26], which admits a
nice implementation in terms of moments [27]. When n and
N are finite, the following will be proved in Appendix B.
Theorem 2: Let X be an n×N standard, complex, Gaussian
matrix, D,E deterministic n × N matrices, and set Dp =
tr
((
1
NDE
H
)p)
. We have that
E
[
tr
((
1
N
(D+X)(E+X)H
)p)]
=
∑
pi∈SPp
pi=pi(ρ1,ρ2,q)
1
nN |ρ1|
Nk(ρ(π))−kd(ρ(π))
×nl(ρ(π))−ld(ρ(π))
×n|σ(π)|
∏
i
D|σ(π)i|/2. (13)
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Note that in Theorem 2, n- and N -terms have not been
grouped together. This has been done to make clear in the
proof the origin of the different terms.
B. Expectations of products of traces
Theorems 1 and 2 can be recursively applied, once one
replaces D and E with random matrices. In this process, we
will see that expectations of products of traces are also needed,
not only the first order moments as in theorems 1 and 2. The
recursive version of Theorem 1 looks as follows.
Theorem 3: Assume that the n× n random matrix R and
the N × N random matrix S are both independent from the
n×N standard, complex, Gaussian matrix X, and define
Rl1,...,lr,m1,...,ms = E
[
tr
(
Rl1
)
tr
(
Rl2
) · · · tr (Rlr)
×tr (Sm1) tr (Sm2) · · · tr (Sms)]
Mp1,...,pk = E
[
tr
((
1
N
RXSXH
)p1)
× tr
((
1
N
RXSXH
)p2)
· · ·
×tr
((
1
N
RXSXH
)pk)]
.
Set p = p1 + · · · + pk, and let as before l1, . . . , lr be
the cardinalities of the blocks of odd numbers only of ρ,
m1, . . . ,ms be the cardinalities of the blocks of even numbers
only of ρ, with k(ρ), l(ρ) the number of blocks consisting of
even and odd numbers only, respectively. We have that
Mp1,...,pk
=
∑
π∈Sp
Nk(ρ(π))−pnl(ρ(π))−kRl1,...,lr,m1,...,ms . (14)
Proof: There are only two differences from Theorem 1.
First, n−1 is replaced with n−k, since we now are taking k
traces instead of 1 (we modify with additional trace normal-
ization factors). Second, we replace the trace of a deterministic
matrix with the expectation of a random matrix. It is clear that
the only additional thing needed for the proof to be replicated
is that the random matrices X and R are independent.
In some cases, for instance when S = I , Theorem 3
also allows for deconvolution. By this we mean that we can
write down unbiased estimators for Rp1,...,pk , (which is the
simplified notation for the mixed moments for the case where
S = I) from an observation Y of 1NRXXH . This is achieved
by stating all possible equations in (14) (i.e. for all possible
p1, . . . , pk), and noting that these express a linear relationship
between all {Rp1,...,pk}p1,...,pk , and all {Mp1,...,pk}p1,...,pk ,
where there are as many equations are unknowns. The im-
plementation presented in Section IV thus performs deconvo-
lution by constructing the matrix corresponding to (14), and
applying the inverse of this to the aggregate vector of all mixed
moments of the observation. We remark that the inverse may
not exist if N < n, as will also be seen from expressions for
these matrices in Section IV.
It is also clear that the theorem can be recursively applied to
compute the moments of any product of independent Wishart
matrices
D
1
N1
X1X
H
1
1
N2
X2X
H
2 · · ·
1
Nk
XkX
H
k , (15)
where D is deterministic and Xi is an n×Ni standard complex
Gaussian matrix. The R’s during these recursions will simply
be
R1 = D
1
N1
X1X
H
1
1
N2
X2X
H
2 · · ·
1
Nk−1
Xk−1XHk−1
R2 = D
1
N1
X1X
H
1
1
N2
X2X
H
2 · · ·
1
Nk−2
Xk−2XHk−2
.
.
.
.
.
.
Rk = D.
Unbiased estimators for the moments of D from observations
of the form (15) can also be written down. Such deconvolution
is a multistage process, where each stage corresponds to
multiplication with an inverse matrix, as in the case where
only one Wishart matrix is involved.
The recursive version of Theorem 2 looks as follows.
Theorem 4: Let X be an n×N standard, complex, Gaussian
matrix and let R,S be n×N and independent from X. Set
Rp1,...,pk = E
[
tr
((
1
N
RSH
)p1)
× tr
((
1
N
RSH
)p2)
· · ·
×tr
((
1
N
RSH
)pk)]
Mp1,...,pk = E
[
tr
((
1
N
(R +X)(S+X)H
)p1)
× tr
((
1
N
(R +X)(S+X)H
)p2)
· · ·
×tr
((
1
N
(R+X)(S +X)H
)pk)]
.
We have that
Mp1,...,pk =
∑
pi∈SPp
pi=pi(ρ1,ρ2,q)
1
nkN |ρ1|
×Nk(ρ(π))−kd(ρ(π))
× nl(ρ(π))−ld(ρ(π))n|σ|
×Rl1,...,lr , (16)
where l1, . . . , lr are the cardinalities of the blocks of σ, divided
by 2.
The proof is omitted, since it follows in the same way The-
orem 1 was generalized to Theorem 3 above. Deconvolution
is also possible here. It is in fact simpler than for Theorem 3,
in that there is no need to form the inverse of a matrix [17].
This is explained further in the implementation presented in
Section IV.
C. Selfadjoint Gaussian matrices
The analogues of Theorem 1 and Theorem 2 when the Gaus-
sian matrices instead are selfadjoint look as follows. Since
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Theorem 1 and Theorem 2 had straightforward generalizations
to the case where all matrices are random, we will here assume
from the start that all matrices are random:
Theorem 5: Assume that the n × n random matrix R is
independent from the n × n standard selfadjoint Gaussian
matrix X, and define
Rp1,...,pk = E [tr (R
p1) tr (Rp2) · · · tr (Rpk)]
Mp1,...,pk = E
[
tr
((
R
1√
n
X
)p1)
× tr
((
R
1√
n
X
)p2)
· · ·
×tr
((
R
1√
n
X
)pk)]
.
Set p = p1+ · · ·+ pk, and let l1, . . . , lr be the cardinalities of
the blocks of ρsa. We have that
Mp1,...,pk =
∑
pi=pi(ρ1,ρ2,q)∈SPp
|ρ1|=|ρ2|=p/2
ρ1,ρ2 disjoint
2−p/2nr−p/2−kRl1,...,lr . (17)
Proof: The proof follows in the same way as the proofs
in Appendix A and B. We therefore only give the following
quick description on how the terms in (17) can be identified:
• 2−p/2 comes from the p normalizing factors 1√
2
in
1√
2
(Y +YH),
• nr comes from replacing the non-normalized traces with
the normalized traces to obtain Rl1,...,lr ,
• n−p/2 comes from the p normalizing factors 1√
n
in
R 1√
n
X,
• n−k comes from the k traces taken in Mp1,...,pk .
Similarly, the result for sums involving selfadjoint matrices
takes the following form:
Theorem 6: Let X be an n×n standard selfadjoint Gaussian
matrix, and let R be n× n and independent from X. Set
Rp1,...,pk = E
[
tr
((
1√
n
R
)p1)
× tr
((
1√
n
R
)p2)
· · ·
×tr
((
1√
n
R
)pk)]
Mp1,...,pk = E
[
tr
((
1√
n
(R +X)
)p1)
× tr
((
1√
n
(R +X)
)p2)
· · ·
×tr
((
1√
n
(R+X)
)pk)]
.
Set p = p1+ · · ·+ pk, and let l1, . . . , lr be the cardinalities of
the blocks of σsa from Definition 6. We have that
Mp1,...,pk =
∑
pi=pi(ρ1,ρ2,q)∈SPp
|ρ1|=|ρ2|≤p/2
ρ1,ρ2 disjoint
2−|ρ1|n−|ρ1|+|ρ(π)sa|
× n−d(ρ(π)sa)−k+|σsa|
×Rl1,...,lr . (18)
Proof: The items in (18) are identified as follows:
• 2−|ρ1| comes from the normalizing factors 1√
2
in the 2|ρ1|
choices of 1√
2
(Y +YH),
• n−|ρ1| comes from the normalizing factors 1√
n
in the
2|ρ1| choices of 1√nX,
• n|ρ(π)sa|−d(ρ(π)sa) comes from counting the vertices
which do not come from applications of (12),
• n−k comes from the k traces taken in Mp1,...,pk ,
• n|σsa| comes from replacing the non-normalized traces
with the normalized traces to obtain Rl1,...,lr .
Recursive application of theorems 3, 4, 5, and 6, allows
us to compute moments of most combinations of independent
(selfadjoint or complex) Gaussian random matrices and deter-
ministic matrices, in any order, and allows for deconvolution
in the way explained. This type of flexibility makes the method
of moments somewhat different from that of the Stieltjes trans-
form, where expressions grow more complex, when the model
grows more complex. Moreover, contrary to methods based
on the Stieltjes transform, the results scale in terms of the
number of moments: from a given number of moments, they
enable us to compute the same number of output moments.
The theorems also enable us to compute second order moments
(i.e., covariances of traces) for many types of matrices, using
the same type of results. Asymptotic properties of such second
order moments have previously been studied [28], [29], [30].
While previous papers allow us to compute such moments and
second order moments asymptotically, in many cases the exact
result is needed.
IV. SOFTWARE IMPLEMENTATION
Theorems 3, 4, 5, and 6 present rather complex for-
mulas. However, it is also clear that they are imple-
mentable: all that is required is traversing subsets (ρ1, ρ2),
permutations (pi, q), and implement the equivalence relations
ρ(pi), σ(pi), ρ(pi)sa , σ(pi)sa from pi. Code in Matlab for doing
so has been implemented for this paper [31], as well as the
equivalence relations we have defined. Also, the implementa-
tion stores results from traversing all partitions in matrices,
and this traversal is performed only once. Our formulas
are thus implemented by multiplying the vectors of mixed
moments with a precomputed matrix. These operations are also
vectorized, so that they can be applied to many observations
simultaneously (each vector of mixed moments is stored as
a column in a matrix, and one larger matrix multiplication is
performed). Representing the operations through matrices also
addresses more complex models, since many steps of matrix
multiplication are easily combined. In [32], documentation
of all public functions in this library can be found, as well
as how our methods for Gaussian matrices can be combined
with other types of matrices. The software can also generate
formulas directly in LATEX, in addition to performing the
convolution or deconvolution numerically in terms of a set of
input moments. All formulas in this section have in fact been
automatically generated by this implementation. For products,
we have written down the matrices needed for convolution
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and deconvolution, as described previously. For sums, we have
only generated the expressions for the first moments. Due to
the complexity of the expressions, it is not recommended to
compute these by hand.
A. Automatically generated formulas for theorems 3 and 2
We obtain the following expression for the first three
moments in Theorem 3, where Rp1,...,pk (we consider only
one-sided correlated Wishart matrices) and Mp1,...,pk are as in
that theorem:
M1 = R1(
M2
M1,1
)
=
(
1 c
1
cN2 1
)(
R2
R1,1
)

 M3M2,1
M1,1,1

 =

 1 + 1N2 3c c22
cN2 1 +
2
N2 c
2
c2N4
3
cN2 1



 R3R2,1
R1,1,1

 .
More generally, in order to compute the moments of products
of Wishart matrices, we need to compute matrices as above
for the different sizes of the different Wishart matrices, and
multiply these. In Section V, we will see an example where
two Gaussian matrices are multiplied. Note that the matrices
from above are not invertible when N = 1.
Defining
Dp = tr
((
1
N
DDH
)p)
Mp = E
[
tr
((
1
N
(D+X)(D+X)H
)p)]
,
in accordance with Theorem 2, the implementation generates
the following formulas:
M1 = D1 + 1
M2 = D2 + (2 + 2c)D1 + (1 + c)
M3 = D3 + (3 + 3c)D2
+3cD21 +
(
3 + 9c+ 3c2 +
3
N2
)
D1
+
(
1 + 3c+ c2 +
1
N2
)
M4 = D4 + (4 + 4c)D3 + 8cD2D1
+
(
6 + 16c+ 6c2 +
16
N2
)
D2
+
(
14c+ 14c2
)
D21
+
(
4 + 24c+ 24c2 + 4c3 +
20 + 20c
N2
)
D1
+
(
1 + 6c+ 6c2 + c3 +
5 + 5c
N2
)
B. Automatically generated formulas for theorems 5 and 6
We obtain the following expression for the first four mo-
ments in Theorem 5, where Rp1,...,pk and Mp1,...,pk are as in
that theorem:(
M2
M1,1
)
=
(
0 1
1
n2 0
)(
R2
R1,1
)


M4
M2,2
M3,1
M2,1,1
M1,1,1,1

 =


1
n2 0 0 2 0
0 1n2 0 0 1
0 0 3n2 0 0
1
n4 0 0
1
n2 0
0 3n4 0 0 0




R4
R2,2
R3,1
R2,1,1
R1,1,1,1


(since M1 = M3 = M2,1 =M1,1,1 = 0). The implementation
is also able to generate the expected moments of the product
of any number deterministic matrices, independent, selfadjoint
(or complex) Gaussian matrices, in any order [32]. This is
achieved by constructing the matrices for the selfadjoint and
complex cases as above, and multiplying the corresponding
matrices together in the right order.
Defining
Dp = tr
((
1√
n
D
)p)
Mp = E
[
tr
((
1√
n
(D+X)
)p)]
,
in accordance with Theorem 6, the implementation generates
the following formulas:
M1 = D1
M2 = D2 + 1
M3 = D3 + 3D1
M4 = D4 + 4D2 + 2D
2
1 +
(
2 + n−2
)
.
V. APPLICATIONS
In this section, we consider some wireless communications
examples where the presented inference framework is used.
A. MIMO rate estimation
In many MIMO (Multiple Input Multiple Output) antenna
based sounding and MIMO channel modelling applications,
one is interested in obtaining an estimator of the rate in a
noisy and mobile environment. In this setting, one has M noisy
observations of the channel Yi = D + σNi, where D is an
n×N deterministic channel matrix, Ni is an n×N standard,
complex, Gaussian matrix representing the noise, and σ is the
noise variance. The channel D is supposed to stay constant
during M symbols. The rate estimator is given by
C =
1
n
log2 det
(
In +
ρ
N
DDH
)
=
1
n
log2
(
n∏
i=1
(1 + ρλi)
)
, (19)
where ρ = 1σ2 is the SNR, and λi are the eigenvalues of
1
NDD
H
. This problem falls within the framework we are
proposing. The extra parameter σ did not appear in any of
the main theorems. In [31], it is explained how this is handled
by the implementation using our results.
We would like to infer on the capacity using our moment-
based framework. We are not able to find an unbiased estima-
tor for the capacity from the moments due to the logarithm in
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(19), but we will however explain how we can obtain an unbi-
ased estimator for the expression
∏n
i=1(1+ρλi) used in (19).
This is simplest when a limitation on the rank, rank(DDH) ≤
k, is known 3. On the assumption of such a limitation, we can
write
∏n
i=1(1 + ρλi) = 1 +
∑n
r=1 ρ
rΠr(λ1, · · · , λn), where
Π1(λ1, · · · , λn) = λ1 + · · ·+ λn
Π2(λ1, · · · , λn) =
∑
1≤i<j≤n
λiλj
.
.
.
Πn(λ1, · · · , λn) = λ1 · · ·λn
are the elementary symmetric polynomials. With Dn the
moments of 1NDD
H
, and Dρ as in Definition 1, The Newton-
Girard formulas [34] (slightly rewritten) say that we can find
coefficients aρ so that
Πk(λ1, · · · , λn) =
∑
ρ∈P(k)
aρDρ.
In Section III we explained how we can obtain unbiased
estimators for the Dρ on the right hand side from the noisy
observations Yi. We can thus also obtain unbiased estimators
for the Πk(λ1, · · · , λn). Due to the rank restriction, only k of
the λi are nonzero, so that only Π1,Π2, ...,Πk can be nonzero.
We thus obtain an unbiased estimator for
∏n
i=1(1 + ρλi),
since this can be written as a linear combination of the Πi.
In the following, all rate estimations will follow this strategy
by first computing an unbiased estimate for
∏n
i=1(1 + ρλi),
and substituting this in (19). As with Theorems 3 and 4, such
an estimator thus scales in terms of the moments: it depends
on the first k moments of the observations only, once the
restriction rank(DDH) ≤ k is known.
The inference methods in Section III are formulated for the
case of one observation only. When we have many observa-
tions, we have some freedom in how they are combined into
new estimators:
1) we can form the average 1L
∑L
i=1(D + σNi) of the
observations, and use that this has the same statistical
properties as D + σ√
L
N, with N again standard, com-
plex, Gaussian,
2) we can stack the observations into a compund observa-
tion matrix. In [17] it was shown how such matrices can
be included in the same inference framework, so that our
methods also apply to them,
3) we can take the average of the moments we obtain from
applying the framework to each observation separately.
In [17], the variances of the estimators for the moments are
analyzed, and it is shown that the two first strategies above
provide lower variance than the third strategy, and that the first
two strategies have comparable variances. We will therefore
in the following apply the framework with the first strategy.
We have tested two cases. First a 2× 2-matrix
D =
(
1 0
0 0.5
)
(20)
3In [33], the rate was also estimated, but without actually using unbiased
estimators for products of traces, as formulated in Section III
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Fig. 6. Estimation of the channel capacity using the method of moments for
the 2× 2-matrix (20) for various number of observations. ρ = 5.
was used with ρ = 5 and different number of observations.
The corresponding simulation is shown in Figure 6. The fact
that the channel matrix is diagonal is irrelevant for the rate
estimation. In the second case a 4× 4-matrix
D =


1 0 0 0
0 0.5 0 0
0 0 2 0
0 0 0 1

 (21)
was used, with ρ = 10 and different number of observations.
The corresponding simulation is shown in Figure 7. In the
second case, the number of variables to be estimated is higher
than in the 2 × 2-matrix case (4 eigenvalues instead of 2).
In general one should then expect that more symbols are
needed in order to obtain the same accuracy in the estimation.
Although the figures partially confirm this, the different matrix
sizes in the two cases makes the situation somewhat more
involved (the moments converge faster for matrices of larger
size).
B. Understanding the network in a finite time
In cognitive MIMO Networks, one must learn and control
the “black box” (wireless channel for example) with multiple
inputs and multiple outputs (Figure 8) within a fraction of time
and with finite energy. The fraction of time constraint is due
to the fact that the channel (black box) changes over time.
Of particular interest is the estimation of the rate within the
window of observation.
Let y be the output vector, x and n respectively the input
signal and the noise vector, so that
y = x+ σn. (22)
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Fig. 7. Estimation of the channel capacity using the moment method for the
4× 4-matrix (21) for various number of observations. ρ = 10.
FEEDBACK
Fig. 8. Cognitive MIMO Networks
In the Gaussian case, the rate is given by
C = H(y) −H(y|x)
= log2 det(pieRY )− log2 det(pieRN)
= log2
(
det(RY )
det(RN )
)
where RY is the covariance of the output signal and RN is
the covariance of the noise. Therefore, one can fully describe
the information transfer in the system knowing only the
eigenvalues of RY and RN . Unfortunately, the receiver has
only access to a limited number of L observations of y, and
not the covariance of RY . However, in the case where x and n
are Gaussian vectors, y can be written as y = R
1
2
Y u where u is
an i.i.d standard Gaussian vector. The problems falls therefore
in the realm of inference with a correlated Wishart model
( 1L
∑L
i=1 yiy
H
i = R
1
2
Y
1
L
∑L
i=1 uiu
H
i R
1
2
Y ) .
In the simulation we have taken n as an i.i.d. standard
Gaussian vector of dimension 2, and
RX =
(
1 0
0 0.52
)
, (23)
and have used Theorem 4 to take care of the additive part,
following up with Theorem 3 to take care of the Gaussian
part of x. Considering L observations of (22), we unfortu-
nately can’t use the same procedure as in Section V-A (i.e.
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Fig. 9. Estimation of the capacity for the model (22) up to L = 500
observations, with σ = 0.5.
averaging the observation vectors first), since the matrices
corresponding to (14) are not invertible for N = 1. Instead
we have stacked the observations as columns in a compound
matrix, and applied the framework to this in order to get an
unbiased estimate of the moments of RX . In Figure 9, we have
followed the same procedure as explained in Section V-A for
estimating the capacity from these moments. To demonstrate
the convergence to the true rate, we have also increased
the number of observations. In order to also estimate the
eigenvalues of RX , we can first get unbiased estimates for the
elementary symmetric polynomials as in section V-A, hence
also for the characteristic equation of RX , and solve this.
Similarly to the case for the capacity, is is only the estimate for
the characteristic equation which is unbiased, not the estimates
for the eigenvalues themselves. In Figure 10 we have shown
the estimates for the eigenvalues of RX obtained in this way.
C. Power estimation
Under the assumption of a large number of observations,
our finite dimensional inference framework was not strictly
needed in the two previous examples: the observations could
instead be stacked into a larger matrix, where asymptotic
results are more applicable. When the asymptotic result can
be used, inference in terms of the moments becomes simpler,
due to the almost sure convergence of the empirical eigenvalue
distributions of the matrices [8]. In the asymptotic regime,
Theorems 1, 2, and 6 can in fact all be implemented by
direct application of additive free- and multiplicative free con-
volution, and the moment-cumulant formula [35], for which
efficient implementations exists [13], without the need for
iterating through all partitions. Theorem 5 can be implemented
in terms of the S-transform [5], which has an implementation
in terms of power series [36], also without the need for
iterating through all partitions.
This section describes a third model, where it is unclear how
to apply such a stacking strategy, making the finite dimensional
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Fig. 10. Estimation of the eigenvalues for the 2× 2-matrix RX of (23) for
various number of observations.
results more useful. In many multi-user MIMO applications,
one needs to determine the power with which the users send
information. We consider the system given by
yi = WP
1
2 si + σni (24)
where W, P, si, and ni are respectively the N ×K channel
gain matrix, the K × K diagonal power matrix due to the
different distances from which the users emit, the K×1 matrix
of signals and the N × 1 matrix representing the noise with
variance σ. In particular, W, si,ni are independent standard,
complex, Gaussian matrices and vectors. We suppose that we
have M observations of the received signal yi, during which
the channel gain matrix stays constant. Considering the 2× 2-
matrix
P
1
2 =
(
1 0
0 0.5
)
, (25)
applying Theorem 4 first, and then Theorem 3 twice (each
application takes care of one Gaussian matrix), we can es-
timate the moments of the matrix P from the moments of
the matrix YYH , where Y = [y1, . . . ,yM ] is the compound
observation matrix. We assume that we have an increasing
number of observations (L) of the matrix Y, and take an
average of the estimated moments (we average across several
block fading channels). From the estimated moments of P we
can then estimate its eigenvalues as in Section V-A. When
L increases, we get a prediction of the eigenvalues which is
closer to the true eigenvalues of P. Figure 11 illustrates the
estimation of eigenvalues up to L = 1200 observations.
It is possible to compute the variance of the moment
estimators for the model (24). We do not write down expres-
sions for these, but remark that the framework is capable of
performing this tedious task. These expressions turn out to
involve combinations of K , M , and N in the denominators,
so that in order for the variance to be low, large values for
K,M,N are required. In Figures 12 and 13, we note that the
variance decreases much faster when we increase K,M,N
jointly, than when we increase the number of observations.
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Fig. 11. Estimation of the powers for the model (24), where the number L
of observations is increased, the sizes of the matrices are K = N = M = 2
and σ = 0.1. The actual powers are 0.25 and 1.
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Fig. 12. Estimation of the powers for the model (24), where the size K =
N = M of the matrices is increased, the number of observations is fixed
L = 15 and σ = 0.1. The actual powers are 0.25 and 1.
VI. CONCLUSION AND FURTHER WORK
In this paper, we have introduced a framework which
enables us to compute the moments of many types of combina-
tions of independent Gaussian- and Wishart random matrices,
without any assumptions on the matrix dimensions. We also
explained an accompanying software implementation, and also
some useful applications where the framework has been used
for simulations.
Future work will focus on applying and extending the
framework to other types of matrix models. It may also
be possible to extend the framework to obtain not only the
moments we consider, but also the negative moments [37].
While the formulas presented here have been generated by
traversing sets of partitions, there may exist expressions for
the same formulas which are more efficient to compute, as
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Fig. 13. Estimation of the powers for the model (24), where the size K =
N = M of the matrices is increased, the number of observations is fixed
L = 50 and σ = 0.1. The actual powers are 0.25 and 1.
has been found at least in one case [16]. Future work will
also attempt to find such simpler expressions. This is a must
if the method of moments needs to compute moments of order
much higher than used here.
Since the method of moments only encodes information
about the lower order moments, it lacks much information
which is encoded naturally into Stieltjes transform, so that
spectrum estimation based on the Stieltjes transform has much
better performance when few moments are considered. Once
one can find simpler expressions for higher order moments,
an interesting project would be to find how many moments
are typically needed in order for the method of moments to
perform close to the Stieltjes transform method. methods.
APPENDIX A
THE PROOF OF THEOREM 1
In order to prove Theorem 1, we will expand the moments
E
[
tr
(
DXEXH
)p] (26)
following in the footsteps of [14], and in the process generalize
results therein, since no deterministic part was involved in
that paper. We will thus in the following rewrite some of
the important parts in the proofs in [14], since these are
needed in our generalizations. First, we will need the following
proposition.
Proposition 1: Let X be n×N standard, complex, Gaus-
sian, and D a deterministic n× n matrix. Let p be a positive
integer, then
E
[
tr
(
DXEXH
)p]
=
∑
π∈Sp
E
[
tr
(
DX1EX
H
π(1) · · ·DXpEXHπ(p)
)]
where X1, . . . ,Xp are independent n×N standard, complex,
Gaussian matrices.
Proof: Let (Xi)i∈N be a sequence of independent n×N
standard, complex, Gaussian matrices with entries x(u, v, i),
1 ≤ u ≤ n, 1 ≤ v ≤ N . For any s ∈ N, the matrix
s−1/2 (X1 + · · ·+Xs) is again n × N standard, complex,
Gaussian. Hence, we can write
E
[
tr
(
DXEXH
)p]
= E
{
tr
[
D
(
s−1/2(X1 + · · ·+Xs)
)
E(
s−1/2(X1 + · · ·+Xs)
)H]p}
= s−p
∑
1≤i1,j1,...,ip,jp≤s
E
[
tr
(
DXi1EX
H
j1 · · ·DXipEXHjp
)]
.
Denoting by d(i, j) the elements of D, e(i, j) the elements of
E, we have that
E
[
tr
(
DXi1EX
H
j1 · · ·DXipEXHjp
)]
= n−1×∑
1≤u1,u2,...,up≤n
1≤v1,v2,...,vp≤n
1≤w1,w2,...,wp≤N
1≤y1,y2,...,yp≤N
d(up, v1) · · · d(up−1, vp)×
e(w1, y1) · · · e(wp, yp)×
E[x(v1, w1, i1)× x(u2, y1, j1)× · · ·
x(vp, wp, ip)x(u1, yp, jp)], (27)
and we need only sum over conjugate pairings of the Gaussian
variables, i.e. for a pi ∈ Sp we have
jh = iπ(h)
uh = vπ(h)
yh = wπ(h) (28)
for all h. Hence, we only have to sum over those 2-tuples
(i1, j1, . . . , ip, jp) that are in
M(pi, s) =
{
(i1, j1, . . . , ip, jp) ∈ {1, 2, . . . , s}2p |
j1 = iπ(1), . . . , jp = iπ(p)
}
.
for some pi ∈ Sp, i.e.
E
[
tr
(
DXEXH
)p]
= s−p×∑
(i1,j1,...,ip,jp)∈
⋃
pi∈Sp
M(π,s)
E
[
tr
(
DXi1EX
H
j1 · · ·DXipEXHjp
)]
.
We observe that the sets M(pi, s) are not disjoint, but if we
put
D(s) = {(i1, j1, . . . , ip, jp) ∈ {1, 2, . . . , s}2p |
i1, i2, . . . ip are distinct}
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the sets M(pi, s) ∩ D(s), pi ∈ Sp, are disjoint. Thus, we can
write
E
[
tr
(
DXEXH
)p]
=
s−p
∑
pi∈Sp
(i1,j1,...,ip,jp)∈M(pi,s)∩D(s)
E
[
tr
(
DXi1EX
H
j1 · · ·DXipEXHjp
)]
+
s−p
∑
pi∈Sp
(i1,j1,...,ip,jp)∈M(pi,s)\D(s)
E
[
tr
(
DXi1EX
H
j1 · · ·DXipEXHjp
)]
.
(29)
All (i1, j1, . . . , ip, jp) ∈ M(pi, s) ∩ D(s) give the same
contribution in the above sum, so that we can write the first
term of (29) as
s−p
∑
π∈Sp
card(M(pi, s) ∩D(s))×
E
[
tr
(
DX1EX
H
π(1) · · ·DXpEXHπ(p)
)]
.
Since the cardinality of M(pi, s) ∩ D(s) is equal to s(s −
1) · · · (s− p+ 1), we have
lim
s→∞
s−pcard(M(pi, s) ∩D(s)) = 1,
so that the first term of (29) tends to∑
π∈Sp
E
[
tr
(
DX1EX
H
π(1) · · ·DXpEXHπ(p)
)]
as s→∞. Observing that
s−pcard(M(pi, s) \D(s))
=
[
s−pcard(M(pi, s))− s−pcard (M(pi, s) ∩D(s))]
=
[
1− s−pcard (M(pi, s) ∩D(s))] −→ 0,
as s→∞, and summing over pi ∈ Sp, we see that the second
term in (29) tends to 0, and (27) follows.
Theorem 1 will follow from Proposition 1, the following
proposition, and insertion of the additional N−p-factor in (13):
Proposition 2: For any positive integers n,N , any pi ∈ Sp
and any D deterministic n× n matrix, we have
E
[
tr
(
DX1EX
H
π(1) · · ·DXpXHπ(p)
)]
= Nk(ρ)nl(ρ)−1Dρ|oddEρ|even (30)
with ρ, k(ρ), l(ρ) as in Definition 3.
Proof: Inserting (28) into (27) we obtain
E
[
tr
((
DXEXH
)p)]
= n−1×∑
π∈Sp
∑
1≤v1,v2,...,vp≤n
1≤y1,y2,...,yp≤N
d(vπ(p), v1) · · · d(vπ(p−1), vp)×
e(wπ−1(1), y1) · · · e(wπ−1(p), yp)
= n−1
∑
π∈Sp

 ∑
1≤v1,v2,...,vp≤n
d(vπ(p), v1) · · · d(vπ(p−1), vp)


×

 ∑
1≤y1,y2,...,yp≤N
e(yπ−1(1), y1) · · · e(yπ−1(p), yp)

 .
The result will follow from analyzing the terms in this expres-
sion.
ρ restricted to the even numbers is generated by the relations
2j ∼ 2pi(j), j ∈ {1, . . . , p}.
Mapping even numbers ≤ 2p onto {1, . . . , p}, this is equiv-
alent to j ∼ pi(j), j ∈ {1, . . . , p}, i.e., the blocks consisting
of even numbers are in one-to-one correspondence with the
cycles of pi. From this it follows that∑
1≤y1,y2,...,yp≤N
e(yπ−1(1), y1) · · · e(yπ−1(p), yp) = Nk(ρ)Eρ|even,
(31)
since the matrix indices follow the cycle structure of pi. Here
Nk(ρ) comes from the fact that the summand is a product of
k(ρ) non-normalized traces of N ×N -matrices.
ρ restricted to the odd numbers is generated by the relations
2j − 1 ∼ 2pi−1(j) + 1.
Mapping odd numbers ≤ 2p onto {1, . . . , p}, this is equivalent
to j ∼ pi−1(j) + 1, j ∈ {1, . . . , p}. From this it follows that∑
1≤v1,v2,...,vp≤n
d(vπ(p), v1) · · · d(vπ(p−1), vp) = nl(ρ)Dρ|odd
(32)
The result now follows by inserting (31) and (32).
APPENDIX B
THE PROOF OF THEOREM 2
Since only conjugate pairings of Gaussian variables con-
tribute, we need only consider partial permutations. The con-
tribution from the partial permutation pi = pi(ρ1, ρ2, q) can be
written
n−1 ×
∑
1≤v1,v2,...,vp≤n
1≤w1,w2,...,wp≤N
∏
i∈ρc2
d(vi, wi)
∏
i∈ρc1
e(vi+1, wi)×
E
[
x(vρ(1), wρ(1), ρ(1))x(vρ(1)+1, wρ(1), ρ2(q(1)))× · · ·
x(vρ1(|ρ1|), wρ1(|ρ1|), ρ1(|ρ1|))x(vρ1(|ρ1|), wρ1(|ρ1|), ρ2(q(|ρ1|)))
]
.
Note that if 2k−1, 2k ∈ D (i.e. the first relation (9) generating
σ), so that k ∈ ρc1 ∩ ρc2, we find d(vk, wk)e(vk+1, wk) as a
part in the matrix product above, which is a part of the matrix
product DEH . Similarly, if 2k, 2k+1 ∈ D, we find a part of
the matrix product EHD.
On the other hand, if 2k − 1, 2l ∈ D with (2k − 1) +
1 = 2k ∼ρ 2l (i.e. the second relation (10) generating σ),
we find that wk = wl as in Appendix A, so that we find
d(vk, wk)e(vl+1, wk) as a part in the matrix product, which
again is a part of the matrix product DEH . We can reason
similarly when k and l swap roles, to find a part of the matrix
product EHD.
In conclusion, the relations (9) and (10) reflect a cyclic
product of the deterministic elements, the length of the product
equaling the number of elements in the corresponding block
of σ. Moreover, it is clear that the D and EH appear in
alternating order in the corresponding matrix product. In
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particular, all blocks of σ have even cardinality. The matrix
product constitutes a non-normalized trace. Thus, if σi is the
i’th block in σ, |σi| is even, and the matrix product of the
deterministic elements is∏
i
Tr((DEH)|σi|/2) = n|σ|
∏
i
tr((DEH)|σi|/2)). (33)
(33), which is seen to be the last term in (13), thus contributes
in tr(((D + X)(E + X)H)p). The other terms in (13) are
identified as follows:
• the first n in the first term 1
nN |ρ1|
comes from taking
the trace, while N |ρ1| comes from the normalizing factor
for the Gaussian terms (the normalizing factors for the
deterministic terms were absorbed in their definition).
• Nk(ρ)−kd(ρ) corresponds to the number of all the choices
of blocks of ρ with even numbers only, which do not
intersect D ∪ (D+ 1),
• nl(ρ)−ld(ρ) corresponds to the number of all the choices
of blocks of ρ with odd numbers only, which do not
intersect D ∪ (D+ 1),
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