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The Coulomb log (log Λ) approximation is widely used to approximate electron transport coeffi-
cients in dense plasmas. It is a classical approximation to the momentum transport cross section.
The accuracy of this approximation for electrical conductivity in dense plasmas is assessed by com-
paring to fully quantum mechanical calculations for realistic scattering potentials. It is found that
the classical approximation is accurate to ±10% when log Λ > 3, irrespective of the plasma species.
The thermodynamic regime (density and temperature) for which log Λ > 3 corresponds to does,
however, strongly depend on the material. For increasing Z, log Λ is greater than 3 for increasingly
high temperatures and lower densities.
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I. INTRODUCTION
The Coulomb Log is a widely used concept in low den-
sity plasma physics that allows rapid calculation of the
electron-ion momentum transport cross section [1]. It is
used to calculate electron and ion transport coefficients.
The core approximation is that Rutherford’s classical
cross section is assumed, but with physically motivated
impact parameter cut-offs to guarantee finite results. It
is also used for modeling dense plasmas that are found in
neutron and white dwarf stars [2, 3], for modeling Inertial
Confinement Fusion [4, 5], and for studying temperature
equilibration [6–9] and stopping power [10, 11].
The dense plasma environment raises questions about
the validity of the core approximation: the classical
Rutherford cross section. This neglects electron screen-
ing (polarization), core-valence orthogonality, and ion
correlations; effects that are known to be important when
modeling dense plasmas. Authors typically use the im-
pact parameter cut-offs to account for plasma effects
such as degeneracy, ion-correlations and electron screen-
ing [12–14]. However, such ad hoc corrections must be
tested. The accuracy of the Coulomb Log relative to
quantum calculations that assume a Debye screening po-
tential has been tested [6], as has the effect of ion-ion
correlations again assuming a Debye interaction [14].
In this work the accuracy of the Coulomb Log ap-
proach in dense plasmas is assessed through compari-
son with fully quantum mechanical calculations for a
scattering potential that realisitically accounts for all
the above mentioned physics. This potential is the so-
called potential of mean force [15]. It is based on density
functional theory (DFT) [16] and the quantum Ornstien
Zernike equations [17]. Recently it was shown that calcu-
lations of the electrical conductivity using this potential
agreed well with existing experiments and with multi-
center DFT MD (molecular dynamics) calculations based
on the Kubo-Greenwood formula [15]. Hence, through a
∗Electronic address: starrett@lanl.gov
comparison of electrical conductivity resulting from the
mean force and Coulomb Log approaches the accuracy of
the latter is assessed.
In this work, the accuracy of the Coulomb log ap-
proach is assessed as a function of plasma conditions
and make-up (temperature, density and nuclear charge).
Plasmas of pure hydrogen, beryllium, aluminum, copper,
silver and lutetium are considered, and plasma conditions
from 10 eV through 1 keV are covered. The relation-
ship between the value of the Coulomb log and its accu-
racy is also tested for these plasmas. Since the Classical
Coulomb log method relies on an input of the average
ionization, a simple and widely used model for estimat-
ing the average ionization (the Thomas-Fermi Cell model
[18]) is also tested.
II. THEORY
A. The Coulomb Log approximation
The non-relativistic quantum mechanical expression
for the momentum transport cross section is
σTR() =
4pi
p2
∞∑
l=0
(l + 1) (sin (ηl+1 − ηl))2 (1)
where the ηl = ηl() are the scattering phase shifts, 
is the electron energy and p its momentum. The sum
over orbital angular momentum quantum number l, while
formally to ∞ does converge for finite , since the phase
shifts approach zero for large l. For classical electrons
the momentum transport cross section is [11]
σTR() =
4piZ¯2e2
p4
log Λ (2)
where the average ionization of the plasma is Z¯ = n¯0e/n
0
i
(n¯0e is the average ionized electron number density, n
0
i the
number density of nuclei). log Λ is the so-called coulomb
log [12, 19, 20]
log Λ =
1
2
log(1 + b2max/b
2
min) (3)
ar
X
iv
:1
80
8.
07
15
3v
1 
 [p
hy
sic
s.p
las
m-
ph
]  
21
 A
ug
 20
18
2This arises from consideration of Coulomb collisions, as-
suming Rutherford cross section and small angle scatter-
ing, with bmin and bmax being the assumed minimum and
maximum impact parameters.
bmax is be assumed to be [12]
bmax = max(λDH , R) (4)
where R is the ion sphere radius and λDH is the degen-
eracy corrected Debye-Hu¨ckel screening length
λ−2DH =
4pin¯0ee
2
k(T 2 + T 2F )
1
2
+
4piZ¯2n0i e
2
kT
(5)
where T is the temperature and TF is the Fermi temper-
ature. bmin is assumed to be [12]
bmin = max(λdB, b⊥) (6)
where λdB is the radian de Broglie wave length
λdB =
h¯
2mv¯
(7)
and b⊥ is the classical closest distance of approach
b⊥ =
Z¯e2
mv¯2
(8)
Here v¯ is taken to be
v¯ = max(vrms, vF ) (9)
where vrms =
√
3kT/m, where T is the temperature,
is the root mean squared velocity and vF is the Fermi
velocity.
It is also possible to evaluate the momentum trans-
port cross section in Born approximation, which is quan-
tum mechanical, but is only correct in the high electron-
energy limit
σBornTR () =
pi
p2
2p∫
0
dq q3
∣∣∣∣V (q)2pi
∣∣∣∣ (10)
where V (q) is the scattering potential. If V (r) is assumed
to be a Debye potential then the Born result becomes
σBTR() =
4piZ¯2e2
p4
log ΛB (11)
where
log ΛB =
1
2
(
log
(
1 + b2max/b
2
min
)
− (bmax/bmin)
2
1 + (bmax/bmin)
2
) (12)
where bmax = λDH and bmin = λdB. For the Born ap-
proximation the form of bmax and bmin are not assumed,
as they are in the classical case, but derived. However,
one can view equation (12) as a quantum correction to
the classical formula (3), and use equations (6) and (4)
for bmin and bmax.
In the results section calculations using equations (1),
(2) and (11) are compared using equations (6) and (4) in
the classical and Born approximations.
B. Conductivity Model
In the relaxation time approximation, or Krook model
[21, 22], the dc conductivity is given by
σDC =
1
3pi2
∫ ∞
0
(
−df(, µ)
d
)
v3τd (13)
where f(, µ) is the Fermi-Dirac occupation factor,  the
electron energy  = mv2/2, µ is the electron chemical
potential and τ is the relaxation time. This last is re-
lated to the electron-ion momentum transport cross sec-
tion σTR()
τ =
1
n0i v σTR()
(14)
The model, equation (13), ignores the effect of electron-
electron collisions. These can be taken into account, for
example using the method of reference [23]. Since our
aim here is to assess the accuracy of the Coulomb loga-
rithm approach that approximates the electron-ion cross
section, it is safe to ignore electron-electron collisions,
with the understanding that if the actual conductivity is
required, for example, to compare with experiment, then
this effect must be accounted for.
C. Potential of Mean Force Model
The potential of mean force V MF (r) for conductivity
calculations was introduced in reference [15] in analogy
with the well known classical potential of mean force. It
is given by
V MF (r) = Vie(r) + n
0
i
∫
d3r′
Cie(|r − r′|)
−β hii(r
′)
+n¯0e
∫
d3r′
Cee(|r − r′|)
−β hie(r
′)
(15)
where Vie(r) is the electron-ion interaction potential,
including a nuclear Coulomb term and the Coulombic
and exchange electron interaction terms, Cie(r) (Cee(r))
is the electron-ion (electron-electron) direct correlation
function, and β = 1/kT , where T is the temperature.
The accuracy of conductivity calculations based on this
potential was assessed in reference [15]. It was found
to be in generally good agreement with available exper-
iments, as well as with DFT-MD and Quantum Lenard
Balescu calculations [24]. It was shown to be less reliable
in the metal to insulator transition region at low temper-
ature. In this work, the focus is on regimes far from this
region, i.e. at higher temperatures.
The potential is calculated using a DFT based aver-
age atom model coupled to the quantum ornstein-Zernike
equations [25, 26]. This model is well tested and accurate
in the dense plasma regime [27–29]. Note that this model
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FIG. 1: (Color online) Momentum transport cross sections
for beryllium at 0.185 g/cm3.
also provides the average ionization Z¯ = n¯0e/n
0
i , from
which µ is known. The temperature dependent exchange
and correlation potential of reference [30] has been used
in all our calculations.
An important modelling assumption is that the con-
ductivity can be calculated assuming that the plasma is
made up of an ensemble of identical pseudo-atoms, each
with an ionization equal to the average ionization of the
plasma (Z¯). This latter is determined within the model
[26]. In reality the plasma is composed of a distribution
of ions with different electronic structures. This single-
average-ionization assumption is not tested here, but it
is noted that this assumption is also used in the classical
coulomb log approach, so a comparison is meaningful.
III. RESULTS
The classical model for σTR described in section II A is
identical to widely used Lee-More model (LM) [12]. LM
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FIG. 2: (Color online) Scattering potentials for beryllium at
0.185 g/cm3.
also introduce a minimum allowed value for log Λ of 2.0 1.
Desjarlais [31] built on and improved upon the LM model
to make it more accurate for metal-insulator transitions,
a regime not considered here.
In figure 1 the momentum transport cross section for
beryllium at 1/10th of solid density for 10, 100 and 1000
eV is shown. The fully quantum mechanical calculation
(labeled “Phase Shifts”) is compared to the classical re-
sult (labeled “log Λ”). The range of velocities shown for
each temperature is restricted to the region where σTR
contributed appreciably to the integral in equation (13).
At 1000 eV the quantum and classical transport cross
sections are close due to the high energies of the elec-
trons. For small electron velocities the results diverge
as the quantum result is finite, while the classical cross
section scales as ∼ v−3. For kT = 100 eV, the results
are again similar. But for kT = 10 eV, there is a very
significant difference. Clearly this is due to the enhanced
importance of low energy electrons relative to the higher
temperature cases.
1 LM also used a separate model for for solids, a region of phase
space not encountered in this work.
410-1
100
101
102
103
σ
dc
 
[1
06
 
(Ω
 
m
)-1
] Phase ShiftslogΛ
logΛ−Β
Born
10-3 10-2 10-1 100
density [g/cm3]
10-1
100
101
σ
dc
 
[1
06
 
(Ω
 
m
)-1
]
1000 eV
100 eV
10 eV
Hydrogen
Beryllium1000 eV
100 eV
10 eV
FIG. 3: (Color online) Electron-ion electrical conductivity of
hydrogen and beryllium.
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FIG. 4: (Color online) Electron-ion electrical conductivity of
aluminum and copper.
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FIG. 5: (Color online) Electron-ion electrical conductivity of
silver and lutetium.
For the same plasmas as in figure 1, in figure 2 the
scattering potentials are shown. In the classical case,
the Rutherford Cross section is for a purely Coulombic
potential −Z¯/r. For the quantum case, where V MF (r)
is used, the potential is screened (i.e. short ranged) and
V MF (r)→ −Z/r as r → 0, where Z is the nuclear charge.
Also shown in the figure are bmin and bmax for each case.
Clearly the proximity of the transport cross sections in
figure 1 is not due to the similarity of the scattering po-
tentials, but rather the nearly free electron character of
the high energy electrons.
In figures 3 to 5 the electrical conductivity of hydro-
gen, beryllium, aluminum, copper, silver and lutetium
plasmas is shown. The range of densities considered is
1/1000th of normal (i.e solid) to normal density. For
hydrogen 0.001 to 1 g/cm3 is used. The results shown
in these plots include fully quantum (“Phase Shifts”),
classical (“log Λ”), classical but with the Born correc-
tion (“log Λ−B”) and quantum Born (“Born”) that uses
equation (10).
The trends are clear; for “Born”, agreement with the
quantum calculation is reasonable for low Z (H and Be),
but becomes poor for mid Z (Al and Cu). For high Z (Ag
and Lu) the Born result is not shown as it is in so poor
agreement that the figure becomes hard to read. The
Born approximation assumes that the scattered electron
wave function is a plane wave, i.e. a free state. Clearly
the stronger the scatterer, the worse the Born approxi-
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FIG. 6: (Color online) The ratio of the full quantum calcula-
tion to the classical log Λ approach.
mation will be, as borne out by the results. Generally
speaking, the Born cross section overestimates the cross
section. Here that translates to a larger transport cross
section, a shorter relaxation time and therefore a reduced
conductivity.
For “log Λ” and “log Λ−B” generally excellent agree-
ment with the quantum calculation is seen at kT = 1000
eV. The Born correction sometime makes agreement bet-
ter, and sometimes worse, though the effect is small. At
kT = 100 eV, for low Z agreement with the quantum cal-
culation is good, but becomes poorer as Z is increased.
The Born correction mostly improves the results, but not
universally. At kT = 10 eV, agreement of both the log Λ
approachs with the fully quantum results is generally rel-
atively poor.
That the Born correction typically (but not univer-
sally) improves agreement with the quantum results is
prima facie surprising, given how poor the quantum
Born approximation does, in contrast to the classical
“log Λ”. However, the classical cross section without the
ad hoc impact parameter cut off’s would yeild an infinite
cross section and therefore zero conductivity everywhere.
Hence it is reasonable that the Born correction could im-
prove agreement.
The value of the Coulomb Log is sometimes used as a
metric for the validity of the approximation itself. For
example, LM allow a minimum value of log Λ = 2.0. In
figure 6 the value of log Λ is plotted against the ratio
of the quantum result to the classical result (without the
Born correction). The results correspond to all cases con-
sidered in figures 3 to 5, for the full range of densities and
temperatures. An interesting behavior is observed; for all
materials considered a similar trend in accuracy is seen.
This semi-universal behavior suggests the inaccuracy of
the classical method is caused by the same physics, irre-
spective of the material, and perhaps that the classical
0 1 2 3 4 5 6 7 8 9
logΛ
0
1
2
3
[ P
h a
s e
 S h
i f t
s ]  
/  [
T F
 l o
g Λ
]
Lu
H
Al
Cu
Be
Ag
+10%
-10%
FIG. 7: (Color online) As in figure 6 but with the ionization
for the classical log Λ method determined using the Thomas-
Fermi cell model [18].
approximation could be further improved, though this is
not attempted here.
For log Λ > 3 the classical method is accurate to±10%.
This confirms the use of log Λ as a indicator of accuracy.
For log Λ ≈ 2 the error is ∼ 50%. For smaller values of
log Λ there first appears a crossing point, then the clas-
sical method grossly underestimates the quantum result.
The classical log Λ approach depends on knowledge of
the average ionization Z¯. For figures 3 to 6 this was
determined using the same model as was used to gener-
ate the potential V MF . This is a quantum mechanical
DFT based model that takes a few minutes per density
and temperature point to run. A much faster and more
widely used model is the Thomas-Fermi cell (TFC) model
[18]. This model is used extensively to give a quick esti-
mate of the plasma equation of state and ionization. It is
very computationally stable and efficient, taking only a
fraction of a second to return a result. The price of this
speed is physical accuracy.
In figure 7 the full quantum results are compared with
the classical log Λ method using the TFC model for Z¯.
Different options are available for the ionization defini-
tion using the TFC model [32]. We have used the elec-
tron density at the edge of the cell, which is equal to
the electron density in zero potential with a chemical po-
tential determined by the model. Somewhat surprisingly,
the comparison in figure 7 shows that the TFC ionization
gives similar agreement to using Z¯ from the full quantum
calculation as seen in figure 6. This can be explained by
the relatively high temperatures considered here (10, 100
and 1000 eV), where the TFC model is more accurate.
This is a useful result. It means that for log Λ >3 the
TFC model can be used to rapidly estimate the DC con-
ductivity of dense plasmas to ± 10% accuracy.
What region of phase space does log Λ > 3 correspond
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FIG. 8: Contour plot of log Λ for (a) hydrogen, (b) aluminum
and (c) copper.
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FIG. 9: (Color online) Electrical conductivity of solid den-
sity aluminum. The full quantum mechanical calculation
(Phase Shifts) and the classical method (log Λ) are compared
to Kubo-Greenwood DFT-MD calculations of Witte et al [33].
The inset compares the fully quantum mechanical calculations
to log Λ results that do not use degeneracy corrections (see
text).
to? Of course this depends on the material. In figure 8
contour plots of log Λ versus temperature and density for
hydrogen, aluminum and copper are shown. Clearly, as Z
increases the region where log Λ > 3 shrinks, leaving only
the high temperature, low density region. This region
corresponds to the least degenerate plasma. Assuming
an accuracy better than ±10% is required for the DC
conductivity, it is clear that the classical log Λ results
cover only a limited region of phase space, and the more
accurate quantum approach must be used elsewhere.
As a final example to highlight this result, in figure 9
these models are compared to recent Kubo-Greenwood,
DFT-MD simulation results [33] for solid density alu-
minum in the relatively low temperature regime. There
are two sets of DFT-MD results corresponding to two dif-
ferent exchange and correlation potentials (PBE [34] and
HSE [35]). The full quantum model agrees well with both
sets of DFT-MD results. The agreement is not perfect
but given the very different models it is very encourag-
ing. In contrast the classical log Λ result is qualitatively
and quantitatively different. The change in behavior at
∼ 8 eV is due to the degeneracy corrections to the im-
pact parameters. In the inset the result without these
degeneracy corrections is shown, i.e. replacing equations
(5) and (9)
λ−2DH =
4pin¯0ee
2
kT
+
4piZ¯2n0i e
2
kT
(16)
and
v¯ = vrms (17)
Clearly, the degeneracy corrections do not yield accurate
7conductivities and they provide a only a marginal im-
provement over the uncorrected impact parameters.
IV. CONCLUSIONS
A comparison of a quantum mechanical calculation for
a realistic scattering potential to the classical log Λ ap-
proach has revealed that the classical method is accuracy
to ±10% when log Λ > 3. The classical method requires
an ionization model and it was found that the widely
used and inexpensive Thomas-Fermi-Cell (TFC) model
[18] provides a sufficiently accurate ionization estimate
where the log Λ method is also accurate (i.e. log Λ > 3).
The thermodynamic regime which corresponds to
log Λ > 3 depends strongly on the material. For in-
creasing Z this regime moves to higher temperatures and
lower densities. This implies that, if accuracies in elec-
trical conductivity better than ±10% are required, then
the log Λ method can only be used if log Λ > 3 and in
general one must generate tables on data that can later
be interpolated.
It is noted that other transport coefficients such as
thermal conductivity, electron-ion temperature relax-
ation and stopping power also rely on the electron mo-
mentum transport cross section. Hence, while this work
is limited to electrical conductivity, the conclusions are
expected to translate to these other processes, though
perhaps in a non-trivial way.
This study is limited in a number of ways; only
electron-ion collisions have been considered, the effect of
electron-electron collisions on the conductivity has not
been studied here; the plasma has been assumed to be
made up of an ensemble of identical pseudo-atoms that all
have the same average ionization; and only pure plasmas
have been considered, i.e. mixtures are not considered.
However, none of these limitations affect the conclusions
since they are common to both the classical and quantum
approaches. They do, however, point to future directions
for improvement and testing.
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