Summary. A systematic treatment of Markov processes with Euclidean state-spaces has recently been presented by Doob [l], the restriction on the nature of the state-space being associated with the very illuminating probabilistic method which he uses throughout.
1. Measurability in the state-space. Let x be a general point in a nonvacuous set X; in the probabilistic applications x is a possible state of a system and so X will be called the state-space. We shall need the concept "measurable subset of X" and we suppose these subsets to constitute a Borel field J; let J2 be the smallest Borel field of subsets of X2(=XXX) with regard to which the two "coordinate-functions" on X2 are measurable (2) . Let D denote the "diagonal" in X2 (i.e., the graph of the identical map from X to itself). We shall throughout this paper adopt Assumption A. DGJ2.
As an immediate consequence of A (because all "sections" of ^-sets are 7-sets) we have: Theorem 1.1. All one-point sets belong to J.
In Feller [2] the truth of Theorem 1.1 is a requirement (the only one) imposed on J, but we need the stronger assumption A in the proof of Theorem
3.4.
It is a little unsatisfactory that A should refer to (X2, J2) rather than to (X, J), and so it is of interest that the following is sufficient for the truth of A:
Assumption Ao. There is a countable class £ ofj-sets, the elements of which separate the points of X.
(We say that "the elements of £ separate the points of X" when, x and y being arbitrary distinct points of X, there exist disjoint £-sets E^ and A® containing x and y respectively.)
The proof that Ao implies A consists in noting that when A0 is true then the complement of D can be expressed as a countable union of sets of the form E(l)XEm where £">££ and £(2)££. Ao (and so also A) is satisfied in all the usual applications. This is most easily seen by observing that Ao is equivalent to: Assumption Ai. The Borel field J contains all the open sets of a Hausdorff topology for X satisfying the second axiom of countability.
(In practice J will usually be the smallest Borel field containing all the open sets of such a topology.)
Proof that A0=Ai. If Ao is true we take £ as the sub-basis of a topology. If Ai is true we take any countable basis of the topology as the class £.
It is to be noted that if we were to adopt Ao(=Ai) in preference to A then we should be committed to the assumption that the state-space X is at most of the power of the continuum. 
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The function A referred to in P4 is defined as follows:
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If the sign of inequality in (1) were replaced by the sign of equality, the assumptions Pi to Ps would define a set of stationary Markov transition functions of the "jumping" type (the "jumping" behaviour is implied by P*).
Even in the probabilistic applications, however, it is of interest that none of the theorems to be proved here requires the sign of equality in (1) . If X were the real line, if J were the class of Borel sets, and if equality were required in (1), then we could set up a probability-measure on functionspace and employ the probabilistic arguments used by Doob in Chapter VI of his book [l] , but such methods are not available in the general situation considered here. Our present point of view is more nearly that of Feller [2 ] , although Feller imposed on the P-functions a set of conditions much stronger than Pi to P6.
3. Some immediate consequences of the axioms. Proof.
and the right-hand side is positive for all sufficiently large n (in virtue of P6). Thus, taking the second term on the right-hand side,
and taking the first term on the right-hand side,
The last clause of Theorem 3.3 (which now follows at once) answers a question raised by Doob [l, p. 257]. is J-measurable.
(It is here that we need Assumption A.) If EQX2 and x£A, we shall write £*= {y:(x,y)EE}.
Then if EEJ1 we shall have EXEJ, and so for each tET we can define a function h over X by h(x) = Pt(x, Ei).
We shall prove that h is J-measurable; the required result will then follow on putting E=D.
Suppose first that E = A XB, where A EJ and BEJ-Then
and each factor is J-measurable. Let (j be the class of 72-sets E such that h is ^-measurable.
Then if <R_ is the field of finite disjoint unions of measurable rectangles A XB, we have 'R.CZ^'Ciy2. But Q is a monotone class(3) and J2 is the smallest Borel field covering <R., so Q=J2.
The function q.
Theorem 4.1. The limit
exists for all x£A (but may be equal to + °°). The function q is J-measurable, and for all tET and xEX we have
It will be noted that (3) and (4) together give
The 7-measurability of q (once it is shown to exist) is an immediate consequence of Theorem 3.4. The fact that q(x) can actually assume the value + oo (even when X is countable and the sign of equality holds in (1)) is shown by an example given by Kolmogorov [4] . The existence of the limit for Euclidean (X, J) was proved by Doob (assuming the sign of equality to hold in (1)) [l, p. 258], but his methods are not available here. We shall show that the existence of the limit follows from a simple lemma about sub-additive functions (for this, see Hille [3, p. 143] ). For a fixed xGX let/(<) = -log Pt(x, {x}). Then
and so f(t)/t has a limit as t-»0*and
Write q(x) for the common value of the limit and the supremum. Then f(t)^q(x)t (t^O) (this gives (4)), and so when q(x)=0 it will follow that Pt(x, {x})=l for all t, the existence of the limit then being trivial. When q(x)>0 then/(J) will be positive for all sufficiently small nonzero values of t and we can then write
This completes the proof of Theorem 4.1. It is usual to call xan absorbing state when q(x)=0, and Levy [5; 6] calls x an instantaneous state when q(x) = oo.
5. The behaviour of Pt(x, A)/t when t->0. We assumed in P6 that (6) lim Pt(x, [x}) = 1 !-H>+ for each xGX; for some sets A GJ (e.g., for all finite sets) it will be true that the limit in (6) exists uniformly for all xGA. We shall denote the class of such ^-sets by f^u, and we then have: Theorem 5.1. fR.u is a ring of J-sets, and each J-measurable subset of an (RM-set is also in <R.".
Only exceptionally
will the whole state-space XG%m (for example, this happens if X is finite) and so %,u will not in general be a field of sets.
Following Feller [2] and Doob [l] we shall say that a set A is q-bounded if AGJ and if {q(x): xGA } is an empty or bounded set of real numbers. This result is more general than one of Doob [l, p. 261 ] in that we do not require q(x) to be finite. It is a generalisation of a theorem of Kolmogorov [4] in which (i) X is countable, (ii) A is a one-point set, and (iii) equality is supposed to hold in (1). The proof is based on Kolmogorov's proof of his theorem; he begins by proving an interesting preliminary result of which the following is the appropriate generalisation. provided that 0<i>^r, and on letting v->0 we get (14) (1 -4e) limsupPt(x,A)/t g lim inf Pt(x, A)/t.
«->0+ 1-0+ Equation (13) then shows that the limit superior is finite and (14) shows that it is equal to the limit inferior. This completes the proof of Theorem 5.3, but we can also prove the following additional result. Proof. Choose € = 1/8, and then take t=t(R, e) and A = 2/t after letting m->0 in (8).
It is useful to extend the domain of definition of q(x, ■) to the whole of <K_" by writing
for an arbitrary element A of <r\". Once this is done we have Theorem 5.6. For each xEX and AE'Ku, q(x, {x})=0 and q(x, A)^q(x).
We also have Theorem 5.7. For each xEX, q(x, ■) is a finite measure on (X, %u), and for each A E'Ru, q(-, A) is J-measurable.
Proof. It is clear that q(x, ■) is a finite weakly-additive measure on (X, %i). Let then {An} be a decreasing sequence of <r\u-sets having a void intersection;
we must show that q(x, An)-^0 as «->«>. then Xr G2l« and XT T X.
Theorems for the proof of which B is required will be designated thus *.
The first of these is (In this connexion it is of interest to note that Kolmogorov [4] has constructed an example in which X is countable, equality holds in (1), and 5(x0, X)<q(xi)< oo.)
Proof of Theorem 6.3.* (This is essentially Doob's own proof.) Let e>0
and R = Xn-{x0} E'R.u where ra is to be chosen so large that
It is enough to prove the required result when x0EA (the general case can then be dealt with very easily). Now if A EJ and xoEA, | Pt(xo, A)/t -q(x0, A) | ^ | P,(x0, A n R)/t -q(xa, AHR)] + Pt(x0, A -R)/t + q(xo, A -R).
Of the three terms on the right-hand side the first will be less than e for all sufficiently small values of / because j4Hi?G^", and the third is at the most equal to 5(x0, X -R) = q(x0) -q(x0, R) < «. Pt(x, A) is differentiable for t>0.
7. The "dishonesty" function. We now abandon Assumption B and return to the general situation. The extent Dt(x) m 1 -Pt(x, X) to which Pt(x, ■) falls short of being a probability measure may conveniently be called the dishonesty function, and for certain purposes the behaviour of the ratio Dt(x)/t when t-*0 is of interest. With the aid of Theorem 5.3 we can prove Theorem 7.1. The limit ,.
Dt(x) lim -«->o+ t exists and is finite for all xEX. 
