A new technique for measuring local blood flow and distribution volume is proposed. The technique uses short-lived isotopes but is different from the equilibrium method in that no constant input is necessary, and no as sumption about distribution volume is needed. The theoretical basis of the technique is developed, and the results of a computer-simulation study are pre sented to show the potential of the technique. The technique is expected to be easier to perform and to give more accurate flow values than the equilibrium method.
The blood flow measurement technique using constant infusion of short-lived isotopes originally developed by Jones et aI. (1976) has been studied extensively (Jones et aI., 1976; Fazio et aI., 1977; Subramanyam et aI., 1978; Huang et aI., 1979a; Jones et aI., 1979; Lammertsma et aI., 1981a,b) and has been used along with positron computed tomog raphy (PCT) to give quantitative local flow values in vivo (Frackowiak et aI., 1980) . The technique em ploys (1) the fast physical decay of short-lived iso topes and (2) the equilibrium condition between the physical decay of isotopes in tissue and the net bio logical accumulation of tracer, which is related to arterial tracer concentration and blood flow. This equilibrium technique requires the isotope be de livered at a constant rate to the subject during the experiment. After an equilibrium is reached, the radioactivity concentration in tissue is measured tomographically-e.g., with PCT (Phelps, 1977) and the radioactivity concentration in blood is ob tained from arterial blood samples. From these measurements, blood flow to local tissues can be calculated, assuming the distribution volume of the isotope-labeled tracer is known.
There are two practical difficulties in the use of this equilibrium method. Keeping the delivery of the short-lived isotope radioactivity at a constant rate is not simple. Typically, a direct and continuous delivery between the patient and the cyclotron must be employed. Also, discrepancies between the actual and the assumed values of distribution volume of tracer in tissue would introduce a significant error in the calculated blood flow values.
In this paper, a modified technique is proposed, one in which a short-lived isotope is delivered to a subject through a single-breath inhalation or intra venous bolus injection. Following the introduction of the tracer, radioactivity concentrations in tissue and in arterial blood are measured (with PCT and blood sampling) as functions of time. From these measurements, both the tracer's distribution vol ume and the blood flow in local tissues can be cal culated. This modified technique does not require a constant infusion of isotopes, and it can provide, at the same time, the distribution volume of tracer in tissue. Thus, the experimental procedure is simpli fied, and the calculation of blood flow does not re quire the assumption of the distribution volume value. In this paper, the theoretical basis of the modified technique is developed, starting with the single-compartmental model originally used by Kety (1951) . Computer-simulation studies are also performed to show the correctness and accuracy of the technique. Human studies using this technique will be reported separately.
THEORETICAL BASIS OF THE MODIFIED TECHNIQUE
Figure 1 illustrates a small volume element of local tissue with a steady-state blood flow of F (mllmin/g). Blood perfusion in this tissue volume element is considered to be uniform. A diffusible tracer labeled with short-lived radioisotope (with physical decay rate constant A) is transported to this tissue volume. The tracer concentration in this vol ume is also assumed to be uniform. In other words, the tracer is assumed to be ideally diffusible. Thus, the tracer kinetics in this small volume element of tissue can be modeled mathematically as a single compartment, identical to the one originally used by Kety (1951) . The distribution volume, or equiva lently the partition coefficient (Kety, 1951) , of tracer-which is defined as the ratio of tissue con centration (/Lei/g) to blood concentration (/Lei/ml) of the tracer at steady state-is denoted as V (mllg). The radioactivity concentrations (/Lei/ml) at time t in tissue and in arterial blood are respectively C(t) and C;(t). Also, let Q(t) denote the amount of radioactivity in this small volume element of tissue [i.e., Q(t) = C(t)V ). These radioactivities, after being decay-corrected to time 0, are denoted with a superscript * [i.e., C*(t) = C(t)e A 1,C;*(t) = C;(t)e A 1 and Q*(t) = Q(t)e At ).
According to the single-compartment model of Fig. 1 , the rate of change of radioactivity in tissue at time t is related to F, C;, and C as Q(t) = FC;(t) -FC(t) -AQ(t).
(1)
The last term accounts for the physical decay of radioisotope in tissue. In terms of the decay corrected quantities, Eq. 1 is Q*(t) = FC;*(t) -FC*(t).
(2)
By integrating from time 0 to time T, and by as suming zero initial conditions, Eqs. 1 and 2 become
where the integration limits are 0 to T. In Eqs. 3 and 4, the relations C(t) = Q(t)IV and C*(t) = Q*(t)IV J Cereb Blood Flow Metabol, Vol, 2, No, I, 1982 have been used. For Q(T) = Q*(T) = 0, Eqs. 3 and 4 can be reduced and solved for F and V as and AI Q dt F--I Ci dt -V-l I Q dt V=I Q*dtII C�dt.
Equation 5 is similar to the equation used in the constant-infusion technique for the calculation of flow (Jones et aI., 1976; Huang et aI., 1979a) , except the equilibrium values are now replaced by integrals of the corresponding quantities, and the value of V can be obtained from Eq. 6. Substituting Eq. 6 into 5, F can be calculated as A I Q dt I Q* dt F = I C i dt I Q* dt -I C � dt I Q dt ' (7)
In the above derivation, Q and Q* are assumed zero at time T after the introduction of tracer. Be cause of the fast physical decay of short-lived isotopes, the assumption for Q can be satisfied for reasonably short time T. However, the decay corrected quantity Q* does not necessarily decrease to zero very fast. For example, if the tracer is labeled water, tracer will recirculate in blood, and Q* cannot be neglected even at times long after the radioactivity Q has decayed to a negligible level. In such cases, the equation for calculating the dis tribution volume (Eq. 6) has to be reexamined. After the tracer has completely equilibrated in the body, concentrations of Cj * and Q* should stay rather constant. Thus, after equilibrium, the first term in the denominator of Eq. 8 will increase linearly with time T, whereas the second term re mains constant. For T large enough, the second term can become negligible as compared to the first terms, and Eq. 8 is reduced to Eq. 6. In other words, Eq. 6 is valid for large time T, regardless of whether Q*(T) is zero or not. However, there is a practical limitation to the length of time T. Because of the physical decay of the short-lived isotope, radioactivity at a long time T cannot be measured with reasonable accuracy. Thus, T cannot be too long, and the second term in the denominator may not be negligible as compared to the first term. In these cases, the values of F and V can be obtained 
If Q(T) is small as compared to A I Q dt, Eqs. 9 and 10 can be simplified to the following forms:
A I Q* dt I Q dt -Q*(T) I Q dt F = I e dt I Q* dt -I Q dt I c*; dt' (11) A I Q* dt -Q*(T) V = AI C*;dt -Q*(DI CjdtlI Qdt' (12)
DATA MEASUREMENT AND PROCESSING PROCEDURE
According to the equations derived above (Eqs. 5-12), the local blood flow and distribution volume can be calculated in terms of Cj(t), Cj*(t), Q(t), and Q*(t). The curves Cj and Cj* are respectively the non-decay-corrected and the decay-corrected radioactivities in blood as functions of time. These two curves can be obtained from arterial blood samples withdrawn from the subject at various times following tracer introduction. The curves Q(t) and Q*(t) are radioactivities in -local tissues, and they need to be measured tomographically with peT (assuming the specific gravity of tissue is known). Because of the relatively long scan times (usually � 1 min) of peT scanners (Phelps, 1977) the time resolution in the measurement of Q(t) and Q*(t) will be quite coarse. Also, it will take a rather long computational time to reconstruct all the im ages at all times. Fortunately, all quantities involv ing Q and Q* in the equations [except Q*(D and Q(D] are in terms of their integral values between time 0 and time T. These integral values can be obtained by integrating the tomographic projection measurements first and then reconstructing the to mographic distribution by regular peT reconstruc tion as has been shown by Tsui and Budinger (1978) . The basis of this computational simplifica tion is that the integration (in time) and the peT reconstruction (in space) are both linear operations and that their order of operation can be inter changed without affecting the final results. Thus, the data collection and processing procedure for the modified technique can be performed as illustrated in Fig. 2 . After tracer introduction, arterial blood samples are withdrawn from the subject and their radioactivities are measured in a well counter. Meanwhile, peT scanning is started immediately after tracer introduction to collect the non-decay corrected and the decay-corrected projection mea surements m(r,e,t) and m*(r,e,t) [ =m(r,e,t) eM].
These projection measurements are summed in time and reconstructed tomographically to give the inte grated values of I Q dt and I Q* dt. The values of Q*(T) and Q(D can be reconstructed from the pro jection measurements at time T [i.e., from m*(r,e,D and m(r,e,T)]. Usually, m(r,e,T) and m*(r,e,T) can be approximated as the average values over a finite time interval around time T. The length of this time interval will depend on how slow m*(r,e,t) is changing at time T. From these reconstructed im ages and the integrals of the blood radioactivity curves, images of distribution volume and blood flow in local tissue can be obtained by applying the equations derived above.
This data-processing procedure not only reduces data-processing time, but more importantly, it eliminates the stationarity requirement of peT scanners for doing fast dynamic studies. This is be cause in the calculation of the time integrals, the PCT SCANNER BLOOD SAMPLING Ic; sampling times for different projection mea surements do not have to be the same, as long as the time function of each projection measurement is well represented by the sampled values. For exam ple, the redundant sampling scheme of nonstation ary PCT scanners of polygon configuration such as ECAT (Phelps et ai., 1978) and NeuroECAT (Hoffman et aI., 198 1) can be employed to collect projection measurements with a time resolution of less than 10 s, thus allowing fast-changing tomo graphic data to be recorded accurately in dynamic studies like the one proposed in this work.
SIMULATION STUDIES
The data-collection and processing procedure was studied using computer simulations. The simu lated object configuration contains three separate compartments as shown in Fig. 3 , which also shows the different flows and distribution volumes in the compartments. These values of flow and distribu tion volume were chosen to simulate approximately the condition of using labeled water as the flow tracer in gray and white matter of human brain. The PCT projection data were simulated at 80 equally 1982 spaced angles. At each angle, 50 measurements separated by 0.5-cm transverse distance were cal culated. The full width at half maximum (FWHM) of each measurement was 1.5 cm. The technique for
FIG. 3. A configuration of flows and distribution volumes
used in the computer-simulation study to examine the data processing procedure. The configuration was designed to simulate approximately water tracer in gray and white matter of human brain. Diameter of circle was 20 cm; lengths of the axes of the two inner ellipses were 7 and 10 cm; distance between the centers of the ellipse and the circle was 5 cm. The units of F and V are ml/min/g and ml/g, respectively.
simulating the projection measurements of station ary distributions has been described previously (Huang et ai., 1979b) . To simulate the case of dis tributions varying over time, the projection mea surements mer, (},t) were calculated every 12 s over -.
the time period of 0-8 min. The time function of the radioactivity distribution at location (x,y) was as sumed to have the following form f (x,y,t) = [Cj*(t) ® Fe-k t] r At where F and k = FiV are the flow and the biological clearance rate constant at location (x,Y), respec tively, and A is the physical decay rate constant of the radioactive tracer and 0 denotes the operation of convolution. This time function accounts for both the biological clearance (e-kt) and physical decay (e-At) and is consistent with the model of Fig. 1 
. The
A value was chosen to be 0.338 min-1 to simulate the case of 0-15 (t 1 /2 = 2.05 min). The input function Cj*(t), which represented the radioactivity concen tration (decay-corrected) in arterial blood, was as sumed to have the functional form of either a(t) (ideal bolus) or ae -a t (exponential decrease). In some cases, a constant value was added to the ex ponential decrease input [i.e., Cj*(t) = A + ae--at] to examine the condition of nonzero recirculation. The effect of noise on the technique was also investi gated by adding pseudo-random noise correspond ing to photon-counting statistics (Poisson distrib-
"-, ....
• uted) to each projection measurement m(r,(},t) (Huang et ai., 1979b) . The decay-corrected projec tion measurements m*(r,(},t) were obtained from m(r,(},t) as m*(r,(},t)= m(r,(},t)eAt• Figure 4 shows the time functions of a simulated projection mea surement. The values of m*(r,(},T) were calculated as the averages of the values between T -dT to T + dT with dT equal to 1 min. This is equivalent to a regular PCT scan of length 2dT at time T. The val ues of m(r, (}, T) were then obtained from m*(r,(},T) by multiplying it with the factor r A T.
The simulated projection measurements were then integrated (over time), reconstructed (in space), and converted to images of flow and dis tribution volume, according to the procedure shown in Fig. 2 . The filtered backprojection algorithm with the Shepp filter (Shepp et al., 1974) was used for PCT reconstruction. Images were reconstructed to a 100 x 100 array size with pixel-to-pixel dis tance of 0.25 cm. The data simulation and the processing procedure were facilitated by the use of two software packages-BLD, a software system for handling physiological data and model analysis (Carson et aI., 198 1) , and PROCF, an image processing system (Plummer, 1980) . Figure 5 shows some flow and distribution volume images under both the noise-added and noise-free conditions. The average values of flow and distribution volume in various regions of interest (2.5-cm-diameter circles) in the images were obtained and were compared to the true values simulated. Table 1 shows a summary of these results. It is seen that Eqs. 5 and 6, which ignore Q*( D and Q( T), introduce significant errors, whereas Eqs. 11 and 12, which ignore Q(T) only, are quite adequate for input functions that drop down fast. However, for input functions that stay at high levels (e.g., due to recirculation) near the end of the measurement, ignoring Q(D can also introduce sig nificant errors and Eqs. 9 and 10 should be used. Table 1 also shows that the effect of noise on the calculated values of flow and distribution volume is small. For the simulations with noise added (corre sponding to about 5 million counts), the percent noise level in Q*(D is quite large, mainly due to the large factor of decay correction (see Fig. 4 ). How ever, in the resultant flow and distribu ti on volume images, the percent standard deviation of the pixel values in a circular region of interest of 2.5 cm in diameter is only about 10-15%. Although the boundaries between adjacent regions in the noise added image of distribution volume (Fig. 5) are blurry, the values calculated from regions of inter est in regions A, B, and C clearly show the small differences in distribution volume among these re gions, as shown in Table 1 . In other words, even under noisy condition the technique is expected to give adequate results.
The above results show that the technique works well in regions of uniform flow and distribution vol ume. However, on the boundaries between adjacent regions, the values of distribution volume were found to be slightly lower than the values on either side of the boundary, as shown in the noise-free image of Fig. 5 . This indicates that the present technique would underestimate the distribution volume value Top number of each group is for region A in configuration of Fig. 3 ; middle number, region B; bottom number, region C. Numbers in parentheses are percent deviations from the true values shown in Fig. 3 . Noise statistics correspond to a total number of 5 million counts collected between 0 and 8 min by a PCT scanner.
when a tissue element contains both gray and white matter. This is not a surprise, because the basic assumption of uniform perfusion and uniform dis tribution volume is violated for these tissue ele ments. To investigate the severity of this problem, the following simulation studies were performed. In the configuration of Fig. 3, region B was assumed to contain 50% of region A tissue (F = 0.605 mllmin/g and V = 1.1 mllg) and 50% of original region B tissue (F = 0.20 mllmin/g and V = 1.0 mllg), with an average flow of 0.4025 mllmin/g and distribution volume of 1.05 mllg. Similarly, region C was as sumed to contain 50% of region A tissue and 50% of the original region C tissue, with an average flow of 0.4525 mllmin/g and distribution volume of 1.15 mllg. The same kinds of input functions were used. The resultant flow and volume values as obtained by the present technique are shown in Table 2 . Underestimates of about 5-6% are seen for both flow and distribution volume. These small amounts of underestimation become even less significant in the presence of a noise level of about 10-15% (corresponding to about 5 million counts), as seen in the noise-added simulation of Table 2 .
DISCUSSION AND SUMMARY
The technique proposed in this paper does not require a constant infusion of short-lived radioac tive tracers; instead, a short bolus of the tracer (by intravenous injection or by single-breath inhalation) can be used. In fact, the technique does not require the input function to be a short bolus. As validated by the computer-simulation studies, the technique works well even with continuous tracer recircula tion. A bolus injection or inhalation is proposed be cause of its convenience in tracer administration. The technique is applicable even for an arbitrary input function.
All the basic assumptions about tracer and tissue characteristics used by the present technique are identical to those for the equilibrium technique (ex cept constant infusion) (Huang et aI., 1979a) . Even the equation for the calculation of flow (Eq. 5) is similar to the one used for the equilibrium method. In other words, they both have the same nonlinear relationship between flow and tissue radioactivity (Huang et aI., 1979a) . Therefore, the error sen sitivities of the two techniques to tomographic mea surements are expected to be similar. The present technique, however, can measure the distribution volume directly, eliminating the uncertainty and possible errors in the assumption of a fixed dis tribution volume value that is required by the equi librium method (Huang et aI., 1979a; Lammertsma et aI., 1981a) . Thus, the flow values obtained by the present technique are expected to be more accurate. However, it requires more studies (both theoretical and experimental) to assess the amount of im provement quantitatively.
Like the equilibrium method, the tracer needed for the present technique has to be inert (i.e., not trapped or metabolized) and diffusible (no blood tissue barrier). If the tracer is less than 100% freely diffusible between blood and tissue (Raichle et aI., 1976) , the single-compartment assumption will be a coarse approximation and the calculated values of flow and distribution volume will have to be ad justed (Huang et aI., 1979a; Lammertsma et aI., 1981a) .
As shown by the simulation study, when the tis sue element is not uniform (i.e., contains a mixture J Cereb Blood Flow Metabol, Vol. 2, No. 1, 1982 of two different kinds of tissues), the values of F and V obtained by the present technique will be underestimated (by about 5% for a 50:50 mixture). Lammertsma et ai. (1981b) have found that the equilibrium method would also underestimate the flow value when tissue contains a mixture of gray and white matter. This nonuniform tissue problem is difficult to avoid completely in real situations. However, as shown by the simulation results, the error by the present technique is quite small. Also, it is anticipated that some correction schemes can be devised such that if the amount of admixture can be estimated, appropriate corrections can be made.
The advantages of the present technique as com pared to the equilibrium method are summarized in Table 3 . In addition to the flexibility in the input function and the capability of directly measuring the distribution volume, the present technique gives lower radiation dosage to the subject. This is be cause the tomographic measurements in the equilib rium method cannot be taken until the tissue radioactivity has reached a steady state, which for 150 water in cerebral tissue, for example, will take about 10 min (after the beginning of infusion) to achieve (Jones et aI., 1976; Frackowiak et aI., 1980) , whereas the present technique starts taking tomo graphic measurements immediately after the intro duction of tracer. In other words, the present tech nique utilizes the isotope radiation at all times, whereas the constant-infusion technique uses only a fraction of the infused radiation. Therefore, for an equal number of collected photon counts, the pres ent technique is expected to require a lower radia tion dose given to the subject than the equilibrium method does.
One disadvantage of the present technique is that it requires multiple blood samples from the subject to determine the time function of the arterial tracer concentration. For peT scanners that have multiple slice capability (Phelps, 1977; Hoffman et aI., 1981) , this is not expected to cause much inconvenience, be cause the patient study time using the present tech nique is short (e.g., less than 10 min for ISO water in cerebral tissues). However, for single-slice peT scanners, the problem could be more serious, be cause the whole procedure needs to be repeated for each cross-sectional slice to be studied. In this situ ation, the equilibrium method has the advantage of requiring fewer blood samples, and the peT scan ner can scan multiple slices consecutively, once the tracer distribution has reached an equilibrium. The disadvantage of requiring the tomographic radioac- Needs multiple blood samples Needs to measure radioactivity as a function of time tivity distribution to be measured as a function of time for the present technique can be overcome easily by the special data-collection and processing procedure described in this paper. The blood flow measured by both the present technique and the equilibrium method is the amount of blood passing through a unit volume of tissue per unit time. For a tissue volume that contains large blood vessels, the amount of blood passing through the volume is higher than the nutrient blood flow through capillaries. In other words, the blood flow values measured by these techniques include both the tissue perfusion and the blood flow in large blood vessels. As a comparison, for example, the microsphere technique (Heymann et aI., 1977) mea sures only the capillary blood flow. Therefore, comparison of flow values obtained by different techniques should be interpreted with care, espe cially in local regions that contain large blood ves sels.
Based on the same assumptions and the same differential equations (Eqs. 3 and 4), many other forms of operational equations for the calculation of flow and distribution volume can be derived. For example, V and F can also be calculated in terms of the first moments of the time-activity curves of Q*, Q, C;, C� (Huang et aI., 1981) . In other words, the set of operational equations shown in this paper is not unique. However, different sets of operational equations are expected to have different character istics in error and noise propagation. Also, in each set of operational equations, there are many param eters (e.g., T, 11., and C;) that can be adjusted to change these characteristics. A study to charac terize various forms of equations and to optimize the performance of each set of equations is cur rently under way and the results will be reported later.
The simulation results shown in this paper, al- though limited in scope, have revealed some char acteristics of the present method in practical situa tions. The present technique is being tested in human studies for the measurement of local cere bral blood flows with 150-labeled water. Initial re sults (Huang et aI., 1981) are very promising and will be reported separately. The present technique can also be extended for the measurement of sub strate metabolism (e.g., local cerebral metabolic rate of oxygen), and this potential is being investi gated.
