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МЕТОД РЕАЛІЗАЦІЇ ОПТИМАЛЬНИХ ЗМІ-
ШАНИХ СТРАТЕГІЙ У МАТРИЧНІЙ ГРІ З 
ПОРОЖНЬОЮ МНОЖИНОЮ СІДЛОВИХ 
ТОЧОК У ЧИСТИХ СТРАТЕГІЯХ З ВІДО-
МОЮ КІЛЬКІСТЮ ПАРТІЙ ГРИ 
Вступ 
Теорія антагоністичних ігор, яка є осно-
вою ігрового математичного моделювання, дає 
можливість відносно просто досліджувати і про-
гнозувати техніко-економічні і соціальні кон-
фліктно-керовані процеси [1]. Прийняття оп-
тимальних рішень в умовах конфліктних си-
туацій пов’язано насамперед з розв’язуванням 
матричних ігор. Відомі методи розв’язування 
матричної гри з порожньою множиною сідло-
вих точок у чистих стратегіях дають змогу зна-
ходити її розв’язки у змішаних стратегіях, де 
довільна пара оптимальних змішаних стратегій 
гравців становить ситуацію рівноваги і, таким 
чином, задовольняє відомий принцип опти-
мальності [1, 2]. Практична реалізація принци-
пу оптимальності, тобто практична реалізація 
кожним гравцем його оптимальних змішаних 
стратегій у реальних процесах, досліджена і 
висвітлена у працях [2—6]. Зокрема, у [4] пока-
зано, як реалізувати оптимальні змішані стра-
тегії в довільній матричній ×2 2 -грі із скінчен-
ною кількістю партій гри, де за основу взято 
розігрування гравцями в кожній партії двох 
незалежних рівномірно розподілених на напів-
сегменті [0; 1)  випадкових величин та визна-
чення за певними співвідношеннями тих чис-
тих стратегій гравців, які в даній партії гри не-
обхідно вибирати. 
Постановка задачі 
Розроблений у статті [4] метод реалізації 
оптимальних змішаних стратегій можна легко 
узагальнити для довільної матричної ×M N -
гри, де ∈N \{1 }M , ∈N \N {1 }. Проте тут пе-
редбачається, що кількість партій гри наперед 
невідома, тому завданням даної статті є побу-
дова методу реалізації оптимальних змішаних 
стратегій у довільній матричній грі з відомою 
кількістю партій гри < ∞G . 
Реалізація оптимальних змішаних стратегій 
при відомій кількості партій гри 
Розглядатимемо довільну матричну ×M N-гру 
з порожньою множиною сідлових точок у чис-
тих стратегіях, де перший гравець володіє 
множиною == 1{ }
M
i iX x  чистих стратегій, а дру-
гий — множиною 1{ }
N
j jY y ==  чистих стратегій. 
Нехай оптимальною змішаною стратегією пер-
шого гравця буде вектор 
 −=
) ) ) ) )
K1 2 1[ ]M Mp p p pX ,  (1) 
а оптимальною змішаною стратегією другого 
гравця є вектор 
 −=
( ( ( ( (
K1 2 1[ ]N Nq q q qY .  (2) 
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За спектром 
 == ∈ > =
) )
1supp { : 0 } { }k
K
i i i kx X p xX   (5) 
оптимальної стратегії (1) першого гравця сфор-








K Ki i i i
p p p pX   (6) 
де ≤K M ; +< 1k ki i  ∀ = −1, 1;k K  =∈ 1{ }
M
k ii i  ∀ =k  
= 1, K . Аналогічно за спектром 
 == ∈ > =
( (
1supp { : 0} { }l
L
j j j ly Y q yY   (7) 
оптимальної стратегії (2) другого гравця сфор-








L Lj j j j
q q q qY ,  (8) 
де ≤L N ; +< 1l lj j  ∀ = −1, 1;l L  =∈ 1{ }
N
l jj j  ∀ =l  
= 1, L . 
Якщо кількість партій гри невідома, то на 
основі узагальнення результатів статті [4] метод 
реалізації оптимальних змішаних стратегій по-
лягатиме в тому, що в матричній M N× -грі з 
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порожньою множиною сідлових точок у чистих 
стратегіях, де гравці мають спектри (5) і (7) 
своїх оптимальних змішаних стратегій, перший 
гравець буде розігрувати 1K −  рівномірно роз-











=θ , а дру-
гий — розігруватиме 1L −  рівномірно розподі-











=ξ . Очевидно, 
що в кожній парі 1 11 1{{ , } }
K L
k l k l
− −
= =Θ Ξ  ці випадкові 
величини мають бути незалежними. Перший 
гравець розігрує випадкову величину kΘ  зав-
жди перед випадковою величиною 1k +Θ  



















  (9) 
випадкової величини uΘ , то перший гравець ви-
бирає чисту стратегію 
ui




















,  (10) 
то перший гравець має розігрувати випадкову 
величину 1u+Θ  1, 2u K∀ = −  та вибирати чисту 
стратегію 
Ki
x  при 1u K= − . Другий гравець 
розігрує випадкову величину lΞ  завжди перед 
випадковою величиною 1l +Ξ  1, 2l L∀ = − , при-



















  (11) 
випадкової величини vΞ , то другий гравець ви-
бирає чисту стратегію 
vj




















,  (12) 
то другий гравець має розігрувати випадкову 
величину 1v+Ξ  1, 2v L∀ = −  і вибирати чисту 
стратегію 
Lj
y  при 1v L= − . При цьому кожен 
із гравців вибирає чисті стратегії із спектрів (5) 
і (7) з відповідними імовірностями (6) і (8), 
реалізуючи в такий спосіб оптимальні змішані 
стратегії (1) і (2). 
Отже, розігрування відповідних випадко-










=Ξ  забезпечує реалі-
зацію лише векторів імовірностей (1) і (2). 
Проте ймовірність у даному розумінні матема-
тично і практично реалізується при нескінчен-
ній кількості випробувань, тобто при нескін-
ченній кількості партій гри. Коли ця кількість 
невідома, то можна керуватися викладеним вище 
методом. Але при відомій кількості партій гри 
G  гравець намагатиметься розробити власну 
тактику перебору чистих стратегій [6] для за-




w ×=W  матрицю M N× -гри 
з порожньою множиною сідлових точок у чис-
тих стратегіях. Припускатимемо, що обидва 
гравці будуть дотримуватися принципу опти-
мальності, тобто вибирати свої чисті стратегії з 
імовірностями у векторах (6) і (8), використо-
вуючи описаний вище метод реалізації опти-
мальних змішаних стратегій з виразами (9)—
(12). Нехай перший гравець у першій партії гри 
вибирає чисту стратегію ,
ri
x  1{ } .
K
kr k =∈  Тоді його 




r r l l
L
i i j j
l
V x w q
=
= ∑ (%   (13) 
має бути не меншим за деяке наперед вказане 
число. Очевидно, що це число не завжди може 








V w p q
= =
= = ∑∑XW Y
) ( ) (
. (14) 
Крім того, очікуваний виграш (13) формально 
може виявитись і меншим за значення гри 
(14). Тому в першій партії гри першому гравцю 
при виборі чистої стратегії 
ri
x  необхідно керу-








V x w q V
=
= ≥ − δ∑ (% , (15) 
де число 1(1) 0δ >  є своєрідним допуском втра-
ти першого гравця в першій партії гри. Отже, 
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якщо при виборі деякої чистої стратегії 
ti




= < − δ∑ (% opt 1
1
( ,1) (1),
t t l l
L
i i j j
l
V x w q V  (16) 
де 1{ }
K
kt k =∈ , то перший гравець розігрує випад-











до того моменту, доки для деякої чистої стра-
тегії 
ri
x  не буде виконана нерівність (15). По-
ки що не визначатимемо саме число 1(1)δ , але 
з очевидної вимоги 
 opt 1 low
1, 1,
(1) max min ij
i M j N
V V w
= =
− δ ≥ =  (17) 
перший гравець буде керуватися верхнім зна-
ченням можливої втрати 
 1 opt low opt
1, 1,
(1) max min ij
i M j N
V V V w
= =
δ ≤ − = −  (18) 
у першій партії гри.  
Реальний виграш першого гравця у g -й 
партії гри позначатимемо ( )V g , де 1,g G= . 
Тоді, отримавши виграш (1)V , перший гравець 
може по елементах із значенням (1)V  матриці 
W  визначити, якою саме із спектра (7) чистою 
стратегією користувався другий гравець. Нехай 
це була стратегія 
sj
y , де =∈ 1{ }
L
ls l . Зрозуміло, 
що у другій партії гри імовірність вибору цієї 
стратегії буде меншою, і перший гравець му-
сить це враховувати. Якщо на початку гри кож-
ну імовірність у векторі (8) подати у вигляді 
дробу із знаменником, що дорівнює кількості 
G  майбутніх партій гри, то, віднімаючи оди-





повідає щойно використаній другим гравцем 
чистій стратегії 
sj
y , перший гравець отримає 
нову імовірність вибору другим гравцем страте-
гії 
sj
y . Отже, якщо 
−
= =
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c Gq ∀ = 1,l L , то на початку другої 












при <(1) 1sc  необхідно покладати =(2) 0sjq . 
При цьому на початку другої партії гри має 
зберігатися одинична сума всіх імовірностей 
=1{ (2)}l
L
j lq . Тому, визначивши імовірність 
 









= = ,  (20) 
де вже враховано, що при <(1) 1sc  буде 
=(2) 0
sj
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q q   (22) 
для другої партії гри. Нехай = α(2) (1)
l lj j
q q  
∀ = 1,l L  і ≠l s , де α  — деякий коефіцієнт. 
Тоді з рівнянь (21) і (22) при врахуванні того, 
що 
 














= − = α = α −∑ ∑
1 1
(2) 1 (2) (1) [1 (1)]
l s l s
L L
j j j j
l l
l s l s
q q q q .  (24) 
Звідси шуканий коефіцієнт перерахунку 

































.  (25) 
Тепер, обчисливши імовірність (23) та імо-
вірності 




























 {1, } \ { }l L s∀ ∈ ,   (26) 
перший гравець перед вибором у другій партії 
гри своєї чистої стратегії 
ri
x , =∈ 1{ }
K
kr k , пере-
віряє, чи його середній виграш буде не мен-
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V   (27) 
де число δ >1(2) 0  є допуском втрати першого 
гравця у другій партії гри. При цьому цілком 
очевидно, що має бути справедливою строга 
нерівність δ <1(2) 1(1)δ . Якщо (27) не вико-
нується для стратегії 
ri
x , то перший гравець 









k k  до того моменту, доки для 
деякої чистої стратегії не буде виконана ця не-
рівність.  
Взагалі, у g -й партії гри, де = 2,g G , пер-
ший гравець після вибору другим гравцем у 
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а також імовірності 
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l lj j
q g q g  























 {1, }\{ }l L s∀ ∈ .  (29) 
Якщо при виборі деякої чистої стратегії 
ti
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kt k =∈ , то перший гравець розігрує випад-










=θ    
до того моменту, доки для деякої чистої стра-
тегії 
ri



































де =∈ 1{ }
K
kr k  і < δ < δ −1 10 ( ) ( 1)g g  ∀ = 2,g G . 
Аналогічно має діяти і другий гравець. 
Йому в першій партії гри при виборі чистої 
стратегії 
sj
y , =∈ 1{ }
L





s k s k
K
j i j i
k
V y w p V
=
= ≤ + δ∑ )% , (32) 
де число δ >2(1) 0  є своєрідним допуском втра-
ти другого гравця в першій партії гри. Отже, 
якщо при виборі деякої чистої стратегії 
hj




= > + δ∑ )% opt 2
1
( ,1) (1),
h k h k
K
j i j i
k
V y w p V   (33) 
де =∈ 1{ }
L











l l  до 
того моменту, доки для деякої чистої стратегії 
sj
y  не буде виконано нерівність (32). Поки що 




+ δ ≤ =opt 2 up
1, 1,
(1) min max ij
j N i M
V V w   (34) 
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другий гравець буде керуватися верхнім зна-
ченням можливої втрати 
 
= =
δ ≤ − = −2 up opt opt
1, 1,
(1) min max ij
j N i M
V V w V   (35) 
у першій партії гри. 
Отримавши програш −( 1)V g  у −( 1)g -й 
партії гри, другий гравець перед g -ю партією, 
де = 2,g G , може по елементах із значенням 
−( 1)V g  матриці W  визначити, якою саме із 
спектра (5) чистою стратегією користувався 
перший гравець. Нехай це була стратегія 
ri
x , 
де =∈ 1{ }
K
kr k . Зрозуміло, що у g -й партії гри 
імовірність вибору цієї стратегії буде меншою, і 
другий гравець повинен це враховувати за до-
помогою початкового зображення кожної імо-
вірності у векторі (6) у вигляді дробу із зна-
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d G p  ∀ = 1,k K . Тоді другий гравець 
після вибору першим гравцем у попередній, 
−( 1)g -й, партії гри чистої стратегії 
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x , ∈r  
=∈ 1{ }
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для ( 1)g − -ї партії гри та рівняння 
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для поточної, g-ї, партії другий гравець обчис-
лює інші 1K −  імовірності 
( ) ( 1)
k ki i
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Якщо при виборі деякої чистої стратегії 
hj
y  має місце нерівність 
1
1
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де 1{ }
L
lh l =∈ , то другий гравець розігрує випад-










=ξ  до 
того моменту, доки для деякої чистої стратегії 
sj
y  не буде виконана нерівність 
1
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= ≤ + δ
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,  (42) 
де 1{ }
L
ls l =∈  і 2 20 ( ) ( 1)g g< δ < δ −  2,g G∀ = . 
Взагалі кажучи, вимога того, щоб функції 
допусків втрат 1( )gδ  і 2( )gδ  були спадними для 
всіх 1,g G= , може бути порушена. Причиною 
цього є те, що, наприклад, у першого гравця 
перед 0g -ю партією гри нерівність (30), де 
0g g= , 0 {2, }g G∈ , може виконуватись для всіх 
чистих стратегій 1{ }t
K
i tx =  із спектра (5). І оскіль-
ки нерівність (31) неможливо виконати, то 
першому гравцю необхідно скоригувати в точці 
0g  функцію 1( )gδ  так, щоб нерівність (31) ви-
конувалась хоча б для однієї чистої стратегії 
ri
x  із спектра (5). Звісно, до 0g -ї партії гри 
монотонність функції 1( )gδ  не порушується, і 
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для зіграних 0 1g −  партій залишиться 1( 1)gδ + <  
1( )g< δ  01, 2g g∀ = − . Зазначимо, що подібне 
коригування можна назвати м’яким, оскільки 
можна поставити вимогу до 1 0( )gδ , таку, щоб 
нерівність (31) виконувалась для всіх чистих 
стратегій 1{ }r
K
i rx =  із спектра (5). І тоді це вже 
буде жорстке коригування функції 1( )gδ  у точ-
ці 0g . Функція допуску втрат 2( )gδ  другого 
гравця аналогічно може бути скоригована у 
процесі повторення гри. Прикладом необхідно-
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.  (46) 
Перед початком гри 
 1 opt low(1) V Vδ ≤ − =    
 opt
1, 2 1, 2
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Але елемент 12 1000w = −  матриці (43) все 
ж може бути вибраний як виграш першого грав-
ця в деякій 0g -й партії гри, хоча і з досить не-
значною імовірністю. Цілком очевидно, що 
тоді нерівність (31) не буде виконана для кож-
ної з двох стратегій 1x  і 2x , тому перший гра-
вець буде змушений коригувати свою функцію 
1( )gδ  у точці 0g . 
Зауважимо, що вид функції допусків втрат 
( )n gδ  n-й гравець повинен визначати самостій-
но, але очевидною вимогою є прямування цієї 
функції до нуля при зростанні кількості g . 
Одним із варіантів виду функції ( )n gδ  між кож-











,  (49) 
де 0nβ >  визначається в точці 1g =  або в точ-
ках коригування, а степеневий показник 0na >  
n-й гравець визначає індивідуально, де {1, 2}n ∈ . 
При цьому, використовуючи правило Лопіталя 
щодо змінної g , неважко показати, що функ-
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Питання про оптимальний вибір значення 
na  поки що залишимо відкритим. А ось нижня 
границя значення 1β  визначається за допомо-
гою (18) при підстановці в (49) початкового 
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Аналогічно нижня границя значення 2β  
визначається за допомогою (35) при підстанов-
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.  (52) 
Степеневий показник na  фактично визна-
чає швидкість спадання функції (49), але з ри-
сунка видно, що його на початку гри можна 
покладати рівним одиниці: 1na = , {1, 2}n ∈ . 
При коригуваннях функції (49) це значення 
можна і не змінювати. 
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Висновки 
При наперед відомій кількості партій гри в 
матричній ×M N -грі з порожньою множиною 
сідлових точок у чистих стратегіях кожен із 
гравців має використовувати відомий принцип 
оптимальної поведінки, розігруючи при цьому 
рівномірно розподілені на напівсегменті [0; 1)  
випадкові величини і визначаючи за певними 
співвідношеннями ту чисту стратегію, яку в 
даній партії гри необхідно вибирати. Перший 
гравець визначає свою функцію допусків втрат 
1( )gδ  і перед кожною g-ю партією гри за ре-
зультатами вибору другого гравця у ( 1)g − -й 
партії перераховує за формулами (28) і (29) 
імовірності вибору другим гравцем його чистих 
стратегій у поточній, g-й, партії гри. Перший 
гравець стежить за тим, щоб вибрана чиста 
стратегія 
ri
x  задовольняла нерівність (31). Ана-
логічно цьому, другий гравець визначає свою 
функцію допусків втрат 2( )gδ  і перед кожною 
g-ю партією гри за результатами вибору першо-
го гравця у ( 1)g − -й партії перераховує за фор-
мулами (37) і (40) імовірності вибору першим 
гравцем його чистих стратегій у поточній, g-й, 
партії гри. Другий гравець стежить за тим, щоб 
вибрана чиста стратегія 
sj
y  задовольняла нерів-
ність (42). Проте основною проблемою розроб-
















































 для матричної гри з матрицею (43) при 2 0,5a =  (а), 2 1a =  (б ), 2 10a = (в ), 
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стратегій у довільній матричній грі з відомою 
кількістю партій гри є випадки своєрідного мас-
кування вибору гравцями своїх чистих страте-
гій. Це може мати місце тоді, коли, скажімо, у 
( 1)g − -й партії гри перший гравець вибрав 
стратегію 
ri
x  та отримав виграш 
r si j
w . Але як-
що в ri -му рядку матриці гри W  є принаймні 
два елементи із значеннями 
r si j
w , що стоять у 
стовпчиках, які відповідають спектру (7), при- 
чому імовірності вибору відповідних чистих 
стратегій другого гравця на даний момент не є 
нульовими, то перший гравець може і помили-
тися, віддавши перевагу одній із цих двох стра-
тегій. Це питання потребує глибшого дослід-
ження, як і перехід до нескінченних антагоніс-
тичних ігор без сідлових точок у чистих страте-
гіях та застосування там розробленого методу 
реалізації оптимальних змішаних стратегій для 




МЕТОД РЕАЛИЗАЦИИ ОПТИМАЛЬНЫХ СМЕ-
ШАННЫХ СТРАТЕГИЙ В МАТРИЧНОЙ ИГРЕ 
С ПУСТЫМ МНОЖЕСТВОМ СЕДЛОВЫХ ТОЧЕК 
В ЧИСТЫХ СТРАТЕГИЯХ С ИЗВЕСТНЫМ КО-
ЛИЧЕСТВОМ ПАРТИЙ ИГРЫ 
Представлены основы метода реализации 
оптимальных смешанных стратегий в произ-
вольной матричной игре с пустым множест-
вом седловых точек в чистых стратегиях с 
наперед известным количеством партий иг-
ры. Разработанный метод базируется на 
определении игроком тех чистых стратегий, 
которые он избирает, с помощью разыгры-
вания равномерно распределенных на еди-
ничном полусегменте случайных величин, а 
также вычисления текущих вероятностей вы-
бора чистых стратегий другим игроком. 
V.V. Romanyuk 
THE METHOD OF APPLYING THE OPTIMAL 
MIXED STRATEGIES IN THE MATRIX GAME  
WITH THE EMPTY SET OF SADDLE POINTS IN 
PURE STRATEGIES WITH THE KNOWN NUM-
BER OF THE GAME PLAYS 
This paper highlights the foundations of the method 
of applying the optimal mixed strategies in the ran-
dom matrix game with an empty set of saddle 
points in the pure strategies with the previously 
known quantity of the game plays. This method is 
based on the player’s choice of the pure strategies. 
The player chooses the pure strategies by raffling 
the uniformly distributed random variates on the in-
dividual semisegment, as well as by calculating the 
current probabilities of selecting the pure strategies 
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