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Generation of uniform synthetic magnetic fields by split driving of an optical lattice
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We describe a method to generate a synthetic gauge potential for ultracold atoms held in an
optical lattice. Our approach uses a time-periodic driving potential based on quickly alternating two
Hamiltonians to engineer the appropriate Aharonov-Bohm phases, and permits the simulation of a
uniform tunable magnetic field. We explicitly demonstrate that our split-driving scheme reproduces
the behavior of a charged quantum particle in a magnetic field over the complete range of field
strengths, and obtain the Hofstadter butterfly band-structure for the Floquet quasienergies.
PACS numbers: 67.85.-d, 03.65.Vf, 03.75.Lm
Introduction – Systems of ultracold atoms held in op-
tical lattice potentials have an exceptionally high degree
of controllability and excellent coherence properties. As
such they have proven to be excellent systems for simu-
lating [1] Hamiltonians arising in diverse areas of physics,
such as graphene [2, 3], Majorana fermions [4], and mod-
els of high-temperature superconductivity [5]. A topic of
intense current activity is how to reproduce the effects
of gauge fields in these systems. This would not only
extend the use of cold-atom simulators to new domains,
but is also of considerable interest to applications such as
quantum computation. A particularly important exam-
ple is the U(1) gauge of electromagnetism. The ability to
simulate magnetic fields would give exciting new ways to
explore quantum Hall physics and related effects such as
topological insulators and anyon physics, together with
the realization of phenomena such as the Hofstadter but-
terfly [6], a fractal energy spectrum seen in lattice sys-
tems exposed to high magnetic fluxes.
Many efforts to simulate an applied magnetic field with
cold atoms have used laser-driven transitions between in-
ternal atomic states to generate phases [7–9] which mimic
the Aharonov-Bohm phases that would be experienced by
charged particles moving in a uniform magnetic field. An
attractive alternative to these schemes is to use inertial
forces, which do not require a specific internal state struc-
ture, and so are applicable to a wider range of atomic
species. First efforts of this kind [10] used rotation to
generate a Coriolis force, which has an analogous form to
the Lorentz force of electromagnetism. Only weak fields,
however, were accessible by this method.
An alternative inertial approach is to periodically ac-
celerate (or “shake”) the lattice to produce the effect
known as coherent destruction of tunneling, a quantum
coherent effect in which the driving renormalizes the tun-
neling amplitude [11]. This effect has been directly ob-
served in the expansion dynamics of atomic clouds [12–
14]. More recently, it has also been noted that the driving
can be used to render the tunneling complex [15–17], giv-
ing the prospect of generating synthetic magnetic fields.
This possibility has been explored experimentally first in
one-dimensional lattices [18], and later in a triangular
lattice where this effect was used to create a staggered
field [19].
Generating a uniform field on a square lattice, however,
is not straightforward, and an initial proposal [20] was
later found to contain a problem that limited it to only
inhomogeneous fields [21]. Very recently experimental
progress has been made [22, 23] by introducing additional
lattice potentials and a strong magnetic field gradient. In
this work we address the problem in a different way by
borrowing the well-known split-operator technique from
quantum simulation to develop an alternative method
that we term “split driving”. This consists of dividing
the time-dependent Hamiltonian into two parts, namely
tunneling in the x and y directions, and applying the
parts sequentially. We show that this avoids the prob-
lems encountered previously [20], and indeed makes it
possible to simulate a practically uniform synthetic field
of arbitrary strength using only the manipulation of the
time-dependent driving potential, without requiring the
complication of external magnetic fields. Furthermore,
as our scheme can work with small driving amplitudes,
heating effects can be minimal [22], enhancing the chance
to observe the Hofstadter butterfly [24].
Method – To illustrate the main ideas we schematically
show a possible arrangement in Fig.1a. We consider a
two-dimensional optical lattice, formed by the superposi-
tion of two orthogonal standing waves. When the optical
lattice is sufficiently deep, a system of cold atoms can be
described well by a tight-binding (hopping) Hamiltonian
H(t) = −J
∑
i
(
a†iai+xˆ + a
†
iai+yˆ +H.c.
)
+HI(t) (1)
where J is the hopping between nearest-neighbors and
ai /a
†
i are the standard particle annihilation/creation op-
erators for lattice site i. Acceleration of the lattice in the
x-direction can be viewed in the rest frame of the lattice
as arising from an inertial force, described as a scalar
potential depending linearly on x, HI(t) = V (t)
∑
j xjnj
where xj is the x-coordinate of lattice-site j and nj is
the number operator. We take the specific form for the
driving
V (t) = V0 +K cos (ωt+ α) , (2)
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FIG. 1: (a) Schematic representation of the method. The
optical lattice is formed as a two-dimensional standing wave
between incoming laser beams, and is periodically acceler-
ated in the x direction, producing an inertial force in the
lattice rest-frame. Two additional running-wave beams, with
a frequency difference ω and crossing at an angle of 2θ, add
a spatially-dependent phase to the driving. In the Landau
gauge the tunneling phases χ appear only on the horizontal
hopping processes (marked with arrows). A linear variation of
the phase with y, χ(m) = mΦ, would produce a uniform flux
Φ threading each plaquette. (b) The split-driving scheme. In
the first half-period, an acceleration consisting of a constant
and oscillating component is applied in the x-direction (upper
figure) to induce the Aharonov-Bohm tunneling phases, while
the tunneling in the y direction (Jy) is suppressed (lower fig-
ure). In the second half-period the x-coordinate is uniformly
accelerated back to its original position, suppressing the x-
tunneling (Jx) via the Wannier-Stark effect, while tunneling
in the y direction is restored. This pattern of driving is peri-
odically repeated.
consisting of a constant and an oscillation, parameterized
by V0 and K respectively. The frequency of the oscil-
lation is ω, and α is the driving phase-shift which will
play an important role. The driving starts at t = 0. We
assume that the resulting discontinuity at V (t = 0) is ex-
perimentally feasible, due to the relatively slow dynamics
of cold atoms.
We begin by considering the simplest case of constant
α, and throughout this work we shall work with resonant
driving, V0 = nω where n is an integer, and we take
h¯ = 1. In the limit of high frequencies, ω ≫ J , the
system can be described by an effective static hopping
Hamiltonian, with an effective x-hopping given by [16]
Jeff = J e
i(K/ω) sinα ein(α+pi) Jn (K/ω) , (3)
for right-to-left hopping, and J∗eff for left-to-right move-
ment. Note that for α = 0 this reduces to the
well-known Bessel function renormalization [25], Jeff =
(−1)nJJn (K/ω). From Eq. (3) we can clearly see that
the driving in general produces a tunneling-phase [16],
χ = (K/ω) sinα+n(α+π). For one-dimensional systems
this has been proposed as a means to induce transport
[15, 16], and the effects of χ have been experimentally
observed in experiments on driven “super-Bloch oscilla-
tions” [26, 27].
The magnetic flux passing through a plaquette is eval-
uated by summing the complex phases acquired on each
tunneling process as the plaquette is traversed anti-
clockwise. Clearly when χ is constant the flux is zero [28],
and so to produce a synthetic flux χ must vary in space.
The specific case of the Landau gauge χ(m) = mΦ, where
m indexes the y-coordinate, is shown in Fig.1a, which re-
sults in every plaquette being threaded by a net flux Φ.
To mimic this gauge we therefore make the phase-shift
similarly spatially-dependent, α → α(m) = mφ. From
Eq. (3) this gives an effective flux per plaquette of
Φ(m) = nφ+ (K/ω) [sin ((m+ 1)φ) − sin (mφ)] . (4)
The first term of this expression indeed reproduces the
Landau gauge of a uniform synthetic flux, while the sec-
ond corresponds to a flux that varies with y. Its value,
however, is bounded, |Φvar| ≤ 2 |(K/ω) sin (φ/2)|, and so
can be controlled by setting K/ω sufficiently small. Be-
sides generating an essentially uniform Φ, making K/ω
small has the additional advantage of limiting lattice
heating effects, although as this reduces the amplitude
of Jeff this also has the effect of slowing the system’s
dynamics.
In an experimental realization, we thus need to intro-
duce two vital ingredients; a time-dependent driving po-
tential to produce photon-assisted tunneling in the x di-
rection, and a y-dependence of the phase, α(m), that is
imprinted on this tunneling. This can be done in a num-
ber of different ways, and in the particular scheme shown
in Fig. 1a it is produced by a pair of far-detuned running
wave beams with wavevector k and a frequency difference
of ω between them. This produces a time-dependent op-
tical potential VRW(x) cos
2 (ωt/2 + ky sin θ), where 2θ is
the angle between the beams and VRW(x) is the envelope
function of the light intensity. If this varies weakly with
x then to first order we can write [20]
VRW(x) ≃ VRW(0) + x
∂VRW
∂x
, (5)
where the first term is an unimportant constant, and the
second produces the oscillatory component of the driving
3potential. In combination with a uniform acceleration
of the optical lattice, this gives a potential which is a
generalization of Eq.2 in which the phase, α, varies with
position
V (m, t) = V0 +K cos (ωt+ α(m)) , (6)
where α(m) = 2kdLm sin θ and dL is the optical lattice
spacing (henceforth we take dL = 1), and K = V
′
RW/2.
In practice the gradient V ′RW does not have to be strictly
constant over the entire cloud, as long as its variation
is sufficiently weak that Eq. 5 is valid. Interference be-
tween the optical lattice and the running-wave beams can
be avoided by using acoustic-optic modulators to pro-
duce frequency offsets, as described in Ref.[22]. Unfor-
tunately, when α(m) varies in this way, the potential (6)
has the undesired effect of also driving tunneling in the
y-direction since the potential difference between a site
and its neighbors in the y-direction, V (m±1, t)−V (m, t),
is in general a time-dependent quantity, oscillating with
frequency ω [21].
To eliminate this unwanted renormalization of the y-
tunneling, we apply the split-operator technique [29] fa-
miliar from numerical studies of quantum systems, and
divide the time-evolution operator over a short time-
interval into two parts, as shown in Fig. 1b. In the first
interval the lattice is driven by the potential (6), while
the y-hopping is suppressed (for example, by increasing
the depth of the optical lattice in the y-direction). In
this interval H(t) can thus be replaced by an effective
static Hamiltonian, Heffx , which contains only x-hopping
terms in which the tunneling has been renormalized. In
the second interval we restore the y-hopping, and instead
suppress the x-hopping, so that the system evolves under
Hy, a time-independent Hamiltonian containing only the
y-hopping operators. A convenient way to do this is to
flip the sign of the acceleration of the lattice (V0 → −V0
while setting K = 0) so that the intersite tunneling in
the x-direction is destroyed by Wannier-Stark localiza-
tion. This has the additional practical benefit of keeping
the average displacement of the lattice zero [30], other-
wise the constant acceleration would quickly move the
lattice out of the experimental area.
This division amounts to a Suzuki-Trotter decomposi-
tion of H(t)
e−i(H
eff
x
+Hy)∆t ≃ e−iH
eff
x
∆te−iHy∆t . (7)
As Heffx and Hy do not commute, the leading error in this
decomposition is given by the Baker-Campbell-Hausdorff
formula ∆t
2
2
[
Heffx , Hy
]
∼ JJeff∆t
2. More complicated
decompositions can be used in which the error term de-
cays more rapidly [31], but for simplicity we limit our-
selves to the most primitive form. Henceforth we set the
tunneling in the y direction Jy = Jeff , so that the er-
ror terms arising in the two time intervals, (J∆t) and
(Jeff∆t) are equal. If Jeff 6= J the same effect can be
produced by taking the two time intervals to be of dif-
ferent lengths. For good accuracy we must take ∆t to be
as small as possible, but to obtain the effective renormal-
ization of the tunneling (3) ∆t must be larger than the
driving period T = 2π/ω. Numerically we have found
the minimum period to be ∆t = 3T ; below this value the
renormalization effect is abruptly lost. All the results we
show below are obtained for a time-interval of ∆t = 8T .
Results – At low values of Φ, we can understand the
behavior of the system semiclassically. We consider a
15 × 15 lattice with open boundary conditions, initial-
ize the system as a narrow Gaussian wavepacket, and
propagate it in time using the time-dependent Hamilto-
nian (1) and the split-driving protocol with n = 1 and
K/ω small enough for the variation in Φ to be negligi-
ble, implying Φ = φ. In Fig. 2a we show the effect
of giving the initial state a kick in the +y direction at
t = 0 for various values of φ. We can clearly see that
in each case the center of mass follows a circular trajec-
tory, analogous to the Larmor orbit of a classical parti-
cle under the Lorentz force. As the synthetic magnetic
flux is increased, the radius of the orbit decreases pro-
portionately, as expected. Since the wavepacket contains
a number of different quasimomenta, it spreads during
the time-evolution, however, and eventually contacts the
edge of the lattice, distorting the circular motion of the
center of mass.
In Fig. 2b we show the time evolution of a Gaussian
wavepacket in the presence of a parabolic trap potential
[32], for a small Φ = 0.02. At t = 0 the trap potential
is abruptly shifted 4 lattice spacings to the left, thereby
exciting the wavepacket into motion. In the absence of
the magnetic flux, the wavepacket would simply slosh
from one side of the trap to the other [33]. However, with
the flux present the wavepacket experiences a Lorentz
force perpendicular to its direction of motion, causing
its center of mass to trace out the characteristic rosette
pattern seen in Fig. 2b. This is precisely analogous to the
path traced by a Foucault pendulum under the influence
of the Coriolis force; in a reversal of the procedure used
in Ref. 10 we can thus use the synthetic gauge field
to mimic the effects of rotation. Due to the confining
harmonic potential, the wave packet stays away from the
lattice edges, thus displaying close to ideal behavior even
for long times.
For larger values of flux, when the magnetic length
is comparable or less than the lattice spacing, the sys-
tem’s behavior shows a complicated quantum interfer-
ence pattern and it is no longer possible to use semiclas-
sical intuition to understand it. As the Hamiltonian of
the system is time-periodic, its dynamics is governed by
its quasienergies ǫj [34]. These are a generalization of the
energy eigenvalues familiar from static systems, related
to the eigenvalues of the time-evolution operator for one
period U(t + T, t) via λj = exp [−iT ǫj]. In Fig. 3a we
show the quasienergy spectrum of the driven Hamilto-
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FIG. 2: Weak field results. (a) The system was initialized
as a Gaussian wavepacket of width σ2 = 5, and kicked in
the +y direction at t = 0 by applying a phase imprinting
exp (iy). The center of mass of the wavepacket describes a
circular orbit, the radius of which is inversely proportional
to the effective flux, in analogy to the cyclotron orbit of a
charged particle in a uniform magnetic field. (b) Here the
system is initialized in the ground state of a parabolic trap
potential V = κr2/2, with curvature κ = 0.1J , which is then
shifted 4 lattice spacings to the left. The center of mass traces
out a rosette pattern, precisely analogous to the path of a
Foucault pendulum subjected to the Coriolis force. Physical
parameters: driving frequency ω = 50J , driving amplitude
K = 0.05ω, and n = 1.
nian for an 8 × 8 lattice as Φ is varied from 0 to 2π. In
the upper figure the system is driven at a very high fre-
quency ω = 1000J . The quasienergies clearly have the
form of the Hofstadter butterfly, and indeed this spec-
trum is indistinguishable from the energy spectrum of the
true (static) Harper-Hofstadter Hamiltonian [6]. We can
distinguish two kinds of states. If more than 50% of the
wavefunction density is located on sites on the perime-
ter of the lattice we term the state an “edge state”, and
otherwise it is termed a “bulk state”. The bulk states
contain a self-similar series of gaps, which become frac-
tal in the limit of large system size. The edge states,
which would be absent in an infinite system or a system
with periodic boundary conditions, lie within these gaps,
and are chiral transporting states. It can be clearly seen
that for a given value of flux the edge states occur in
pairs with opposite slope, corresponding to propagation
in either the clockwise or anti-clockwise sense around the
boundary of the lattice.
In Fig. 3b we take the lower, and more experimen-
tally realistic, value of ω = 10J to demonstrate that our
simulation procedure is robust. Reducing the value of
ω affects the results in two ways; firstly the perturba-
tion theory yielding Eq. (3) becomes increasingly less
accurate, and secondly the error term arising from the
Suzuki-Trotter decomposition (7) becomes more signif-
icant. These two sources of inaccuracy are responsible
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FIG. 3: Quasienergy spectrum for high and low frequencies;
black (solid) circles denote the bulk states, red (hollow) cir-
cles are states with more than 50% of their density localized
on the edge. Driving parameters are n = 1 and K = 0.1ω.
(a) ω = 1000J , for this high frequency, the spectrum is
indistinguishable from the “butterfly” spectrum of the true
Hofstader-Harper Hamiltonian. (b) ω = 10J , some differ-
ences appear between the quasienergy spectrum and the Hof-
stadter butterfly; fewer edge states are visible, and a subset
of edge states shows only a weak dependence on the magnetic
flux.
for the differences which Fig. 3b shows with respect to
the ideal behavior of Fig. 3a. The butterfly structure is
still clearly evident in the results, although some differ-
ences with the Harper-Hofstadter spectrum now appear.
In particular we can observe that a subset of the edge
states show an almost flat dependence on the flux, in-
dicating that they have zero group velocity, and so are
no longer transporting. Although these differences be-
come more significant as ω is reduced further, we have
checked that the broad structure of the Hofstadter but-
terfly is still reproduced even for driving frequencies as
low as ω = 2J .
Conclusions – In summary, we have described a
method of using a periodic driving potential to produce
a synthetic gauge field of arbitrary strength. To achieve
this we have developed a split-driving approach, in which
5the desired time-evolution operator is constructed from
a sequence of unitary operations that separate the x and
y degrees of freedom. Our method is robust and sim-
ple, avoids the need for any additional fields and, unlike
schemes based on hyperfine transitions, it does not re-
quire a specific internal structure for the atoms. It is
also well within the reach of current techniques. For ex-
ample, a typical optical lattice with dL ≃ 500nm and
bare tunneling J/h ≃ 100Hz can be driven at ω/2π ∼1
kHz [13, 22, 23], giving ∆t ∼10 ms.
This method opens the prospect of using the single-site
addressability and fine experimental control of cold atom
systems to study the quantum Hall effect and topological
insulator systems in a novel way. A particularly appeal-
ing application is to ladder systems [35], which provide
a convenient bridge between one-dimensional topologi-
cal insulators and the full two-dimensional case. Excit-
ing future developments would be the generalization of
these results to non-Abelian gauge theories, and to the
rapidly developing field of Floquet topological insulators,
in which the Floquet quasienergy spectrum itself has a
non-trivial topology [36].
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