A new method to solve Lindblad equations with double commutators is presented. Starting from the Bloch decomposition of the density operator, it consists of several steps amounting to performing simple algebraic manipulations and a gaussian stochastic multivariate expectation value.
Introduction
In 1976 two independent papers by Lindblad [1] and Gorini, Kossakowski and Sudarshan [2] were published which soon turned into one of the main landmarks in the study of open quantum systems [3, 4] (cf. also [5] for this theory): Lindblad's theorem. This result showed that the most general dynamical map ‡ compatible with Markovianity, complete positivity and trace-preservation necessarily has the form Λ(t) = exp(tL), where L is a so-called Lindblad generator and is given by:
The operators L k are known as Lindblad operators; they are completely arbitrary and H is the (Lamb-shifted [4] ) Hamiltonian of the open quantum system. Though in the cited works this result was obtained from an axiomatic standpoint, other constructive approaches have also arrived at master equations with this structure [6, 7] . In particular, the case when the Lindblad operators are Hermitian plays a prominent role in Quantum Measurement Theory [4] . In these circumstances, equation (1.1a) can be rewritten as
This equation has a clear-cut physical meaning: the system on one hand follows the unitary dynamics imposed by the Hamiltonian H whereas on the other hand it also obeys the non-unitary dynamics represented by the double commutators, which tend to project the system onto the eigenspaces of L k . When [H, L k ] = 0, the preceding equation represents a typical situation of quantum non-demolition measurement. Here we will show a novel method to solve this sort of equations by jointly resorting to stochastic calculus and algebra. The method rests on the result, which we also prove, that any Lindblad evolution with Hermitian Lindblad operators can be understood as a stochasticly averaged random unitary evolution. As a consequence we will see how to find the solutions to these master equations without solving the equations. Instead, at most, we will only have to solve certain Schrödinger equations, which in general is much easier to do. The methods presented herein also allow us to straighforwardly implement the solutions in a computer. In section 2 we state and prove the motivating result: any Lindblad-type (nonnecessarily Markovian) evolution with Hermitian Lindblad operators can be viewed as an averaged random unitary evolution. In section 3 it is shown how the solution of the phasedamping master equation can be found just by solving the Schrödinger equation and computing a stochastic gaussian expectaction value. This is illustrated with a relevant case in Quantum Optics, namely the multiphoton resonant Jaynes-Cummings model. In section 4 this result is extended to the case of commuting Lindblad operators, i.e. when ‡ Up to mathematical details about convergence, etc. See original references for details.
The general case of noncommuting Lindblad operators, which makes use of the generalized Bloch decomposition of the density operator, is also proven in section 5, though only for finite systems. Finally conclusions and future prospects are included.
Lindblad evolution with Hermitian Lindblad operators as averaged random unitary evolution
In this section we wil prove the general result giving rise to the forthcoming methods to solve master equations with Lindblad generator (1.1b): any evolution with generator given by (1.1b) can be obtained as the stochastic expectation value of a random unitary evolution. This result is stated in the following
where Λ t denotes the random unitary dynamical map given by
To proof this result we will make use of Feynman's operational calculus, firstly suggested by Feynman himself in [9] and later developed on a mathematically rigorous basis in [10] (see also references therein). In particular, the following three Feynman's heuristic rules to deal with functions of noncommuting operators will be thoroughly used (see original references for details):
(i) Attach time indices to the operators to specify the order of operators in products.
(ii) With time indices attached, form functions of these operators by treating them as though they were commuting.
(iii) Finally, "disentangle" the resulting expressions; that is, restore the conventional ordering of the operators.
As an illustrating example, we will apply them to the (super)operator
, where Z 1 and Z 2 are Hermitian noncommuting operators: Example 2.1. a) By applying rule (i) to Z i we get
Then, by rule (ii) the exponential can be broken in two parts, as if the operators were commuting:
Note that this relation has been written between quotation marks since it has only a preliminary meaning. We can now expand in power series the second factor:
c) And finally we disentangle last formula:
Notice that this is a reformulation of Dyson's series for the density operator [11] (cf. also [10] , page 387). Note also that the quotation marks have dropped out, since this is a strictly rigorous formula.
Proof. (of Theor. 2.1) We begin by noting that the random unitary evolution denoted by Λ t can be rewritten by means of the Baker-Campbell-Haussdorf formula [12] :
We calculate the stochastic expectaction value of Λ t with respect to the probability measure introduced by B t . To do that, we apply Feynman's rules as in the previous example, except for the fact that we do not perform the power series expansion. This yields:
But this expectation value can be easily found (cf. appendix), so that we can write
Applying now Feynman's third operational formula we get:
which is the desired result. The unitarity is clear.
Note that a more general result can be obtained by dropping out the semigroup condition:
Proof. It is an elementary generalization of the preceding result.
The phase-damping master equation
The phase-damping master equation (PDME hereafter) is an evolution equation for a system without energy loss or gain, but whose phase does change as a consequence of collisions with its environment [12] (cf. e.g. [13, 14] for alternative interpretations). Despite the lack of energy change, this phase modification strongly affects the use of this sort of systems in different fields such as quantum information processing. The generalized nonMarkovian PDME reads
where the function γ 2 (t) denotes a generalized phase-damping rate §. Here we will show how the solutions of (3.1) can be found just by solving the Schrödinger equation with Hamiltonian H and computing a stochastic expectaction value after an elementary substitution. Theorem 3.1. Let ρ H (t) be the density operator corresponding to the solution of the Schrödinger equation with Hamiltonian H. Then the solution of (3.1) is given by
Proof. The proof of this theorem was given in [15] and can be fastly attained with the following commutative diagram:
There is no loss of generality for writing γ 2 , since the important point is that this rate be always positive.
Note that we make explicit reference to the Schrödinger equation, instead of to the Liouville equation. This is intended to underline that we only need to solve the former, which is easier. Example 3.1. A relevant example appears when considering the situation of a single atom interactig with a mode of the electromagnetic field in such a way that only two atomic energy levels are relevant and the resonant interaction takes place by emitting/absorbing m photons (see [16] for a review on the Jaynes-Cummings model). This situation is analytically described by the resonant multiphoton Jaynes-Cummings Hamiltonian, i.e. by
where ω denotes the frequency of the field mode, ω 0 is the atomic transition frequency, λ is the atom-field coupling constant, a † and a are the mode creation and annihilation operators respectively, S z is the atomic-inversion operator and S ± are the atomic "raising" and "lowering" operators. An exact multiphoton resonance is assumed, thus ω 0 = mω. We will show how physically relevant quantities can be directly found by applying the preceding theorem. We will write the analytical expressions for the atomic inversion W (t) = Tr[ρ(t)S z ] and the photon number distribution P n (t) = n|T r A ρ(t)|n at time t when initially the atom is in the excited state and the field mode in the coherent state |α = n Q n |n . The solution to the Schrödinger equation with the previous Hamiltonian (3.3) is easy to find [17] and theorem 3.1 yields:
Since W H and P n;H are given by
The desired quantities corresponding to the PDME are:
To compute these expectations value, the power expansion formulas for cos and sin and the following elementary formula [18] have been used:
This method should be compared to others appearing in the literature [19, 20] in which longer and more involved computations are required.
General case with commuting Lindblad operators
Here we treat the situation of equation (1.1b) in which H and L k commute with each other, i.e.
[H,
This situation is indeed rather academic and we include it only for completeness reasons. Since all physical information is equivalently contained in the density operator in Heisenberg picture ρ H (t) = e itH ρ(t)e −itH [17] , we will focus hereafter upon it. The master equation (1.1b), with (4.1), then reads dρ
whose solution can be obtained by applying the following result.
Theorem 4.1. Let ρ H(λ) (t) be the density operator corresponding to the Schrödinger equation with Hamiltonian H(λ) ≡ λ · L, with λ an arbitrary N-vector. Then the solution of (4.2) is given by
where B t denotes standard N-dimensional Brownian motion.
Proof. The formal solution to the Schrödinger equation with Hamiltonian H(λ) is given by |ψ(t) = e −itH(λ) |ψ(0) , or equivalently by the following density operator
where the Baker-Campbell-Hausdorff formula has been used. Now the stochastic expectation value with respect to the standard N-dimensional Brownian motion B t of exp (−i[B t · L, ·]) can be calculated using Appendix A:
Notice how again we only need to solve the Schrödinger equation now with Hamiltonian H(λ), perform the substitution λ → Bt t on the density operator and calculate the expectation value. Notice also that this result generalizes the preceding method applied to the PDME.
General case for finite systems
When the system is finite-dimensional, i.e. ρ ∈ C n , all restrictions upon H and L k can be dropped out and still a method to find the solutions of (1.1b) can be given without solving the differential equation. Firstly notice [21, 22] that any density operator of dimension N can be decomposed using the orthogonal generators of the Lie group SU(N) as
where I N denotes the N-dimensional unit matrix and α · σ ≡ N 2 −1 n=1 α n σ n , σ n denoting the orthogonal generators of SU(N). By dropping out the condition of unit trace and positivity, this decomposition can also be applied to any Hermitian operator, say L:
where σ 0 ≡ I N . Note that l 0 necessarily satisfies l 0 = trL N and l ∈ R N 2 −1 is arbitrary (up to the specific details of the operator L). The generators σ k are related through the structure constants of the Lie algebra su(N) [22] :
where f ijk denotes the structure constants of su(N).
For future purposes we define a multiplication rule between elements of R N given by
Those elements satistying (i) σ k = σ † k , (ii) Trσ k = 0 and (iii) Trσ k σ n = 2δ kn . See [22] and references therein for details. To convince oneself that this operation is well-defined, one must notice that 6) where C = sup ijk |c ijk |, implies that the series (5.5) is convergent.
Once again we will focus on the Heisenberg representation of the density operator ρ H (t). We will first give the result for the case of a single Lindblad operator. Equation (1.1b) then reads dρ
where L H (t) = e itH Le −itH denotes the Lindblad operator in Heisenberg picture. Note that following the preceding decompositions we can write:
