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Abstract
In this project we study the numerical resolution of the Shallow Water equa-
tions (also known as Saint-Venant equations). The starting point is the con-
struction of this partial differential equations system. From the most basic
laws of physics and by establishing some assumptions to simplify these equa-
tions, we end up with a scheme which will allow us to describe the ocean
behavior in domains with relatively low depth.
In the second chapter we will describe the Finite Element Method which will
serve us to approximate the system of equations that we obtained in the previ-
ous chapter.
As we are working with non-linear hyperbolic partial differential equations,
the numerical resolution of these equations are not easy and we may observe
some spurious oscillations in the results. In the third chapter we highlight these
errors and at the same time we give some indications on how to avoid these
non-desired results.
By going through our original problem, to solve the system of equations of
Shallow Water using the Finite Element Method, the first step is to write the
Variational Formulation of the problem. This is included in the fourth chapter.
Finally, in the fifth chapter, we show a series of results obtained applying the
Finite Element Method with the software FreeFem++, and mentioning the res-
ults by using the chapter three conclusions.
As final conclusions we point out how we could obtain better models modify-
ing some factors such us the bottom of the sea (make it non-constant) and at
the same time, how to use other tools to make this a more direct application to
the real world (use a real area of the Earth as domine).

Resumen
En este proyecto se estudia la resolucio´n nume´rica de las ecuaciones de Sha-
llow Water (tambie´n conocidas como ecuaciones de aguas poco profundas o
ecuaciones de Saint-Venant).
El punto de partida consiste en la construccio´n de este sistema de ecuaciones
en derivadas parciales. A partir de leyes ba´sicas de la fı´sica y estableciendo
una serie de asunciones para simplificar las ecuaciones, llegamos al esquema
que nos servira´ para describir el comportamiento del oce´ano en dominios cuya
profundidad sea pequen˜a (en te´rminos relativos).
En el segundo capı´tulo describimos el Me´todo de los Elementos Finitos que
nos servira´ para aproximar el sistema de ecuaciones que obtuvimos en el
capı´tulo anterior.
Al tratarse de ecuaciones en derivadas parciales hiperbo´licas y no lineales, la
resolucio´n nume´rica de e´stas no es sencilla y se pueden observar oscilaciones
espurias (no fı´sicas) en los resultados. En el tercer capı´tulo resaltamos estos
errores y a su vez damos algunas indicaciones para poder evitar estos resulta-
dos no deseados.
Entrando en el problema que proponemos, resolver el sistema de ecuaciones de
Shallow Water mediante el Me´todo de los Elementos Finitos, el primer paso es
redactar la formulacio´n variacional de nuestro problema. Dicha construccio´n
se incluye en el capı´tulo 4.
Finalmente, en el capı´tulo 5, mostramos una serie de resultados obtenidos em-
pleando el Me´todo de los Elementos finitos con el software FreeFem++, co-
mentando los resultados y haciendo uso de las conclusiones a las que llegamos
en el capı´tulo 3.
Como lı´neas de trabajo (abordables a corto plazo) hacemos hincapie´ en co´mo
se podrı´an obtener modelos ma´s fieles a la realidad modificando ciertos te´rmi-
nos (por ejemplo haciendo no constante el fondo ocea´nico) y a su vez co´mo el
utilizar otra serie de herramientas podrı´an facilitar la aplicacio´n ma´s directa a
casos reales (que el dominio sea una zona del planeta).
A mi abuela, A´frica Lo´pez Dorado.
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Introduccio´n
Las ecuaciones que modelan la dina´mica de fluidos describen el comportamiento de la
atmo´sfera y del oce´ano. Estas ecuaciones se pueden derivar de las leyes de conservacio´n
fı´sica (conservacio´n de masa, momento, energı´a) y a su vez an˜adiendo factores que pueden
influir, como la salinidad para el caso del oce´ano o humedad y componentes contaminantes
en el caso de la atmo´sfera.
Las ecuaciones ba´sicas de conservacio´n de masa y momentos, esto es, las ecuaciones de
Navier-Stokes en 3D , contienen demasiada informacio´n y no podemos esperar resolverlas
nume´ricamente en dominios realistas y con la potencia del ca´lculo actual. Adema´s, como
muestra la complejidad de este problema, la existencia y unicidad de solucio´n para estas
ecuaciones (ecuaciones Navier-Stokes 3D) constituye uno de los problemas del milenio.
Debido a las diferencias entre las dimensiones horizontales y verticales tanto en el
oce´ano como en la atmo´sfera (por ejemplo de 10 a 20 kms frente a miles de kilo´metros), la
simplificacio´n ma´s natural nos lleva a las Ecuaciones Primitivas.
Por lo que conocemos, estas ecuaciones fueron introducidas por L. F. Richardson (1922);
cuando todavı´a se veı´an como ecuaciones complejas, fueron dejadas de lado, y toda la
atencio´n se enfoco´ en modelos ma´s simples: el Modelos Geostro´fico y Quasi-Geostro´fico,
considerado a finales de 1940 por J. von Neumann y sus colaboradores, en especial J. G.
Charney.
Con el incremento del uso y poder de la computacio´n, el intere´s acabo´ volviendo ha-
cia las ecuaciones Primitivas, las cuales constituyen la base de numerosos modelos como:
Global Circulation Models (GCM) u Ocean Global Circulation Models (OGCM). La inves-
tigacio´n sobre modelos no-hidrosta´ticos continu´a y en este punto no hay un acuerdo sobre
un modelo especı´fico en la comunidad fı´sica.
A la hora de aproximar la soluciones de nuestro problema, utilizaremos el Me´todo de
los Elementos Finitos. Este algoritmo fue desarrollado para resolver problemas de inge-
nierı´a y fı´sica matema´tica (ana´lisis estructural, transferencia de calor, transporte de masa,
electromagnetismo,...)
En concreto, fue en principio desarrollado en 1943 por Richard Courant, quien uti-
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lizo´ el me´todo de Ritz de ana´lisis nume´rico y minimizacio´n de las variables de ca´lculo para
obtener soluciones aproximadas a un sistema de vibracio´n. Poco despue´s, un documento
publicado en 1956 por M. J. Turner, R. W. Clough, H. C. Martin, y L. J. Topp establecio´ una
definicio´n ma´s amplia del ana´lisis nume´rico. En la actualidad tiene aplicacio´n en campos
como la biomeca´nica, la geologı´a y en lo que a este proyecto concierne, en la oceanografı´a.
2
Objetivos
La idea de este proyecto es abordar los distintos pasos necesarios para la resolucio´n
nume´rica de un problema realista, formulado en te´rminos de ecuaciones en derivadas par-
ciales. Estos pasos comprenden la formulacio´n matema´tica del problema (en este caso ex-
traı´do del a´mbito de oceanografı´a), el desarrollo de algoritmos nume´ricos junto una teorı´a
matema´tica que garantice la aproximacio´n de la solucio´n exacta y la programacio´n en el or-
denador estos algoritmos para la extraccio´n de conclusiones y el respaldo de los resultados
teo´ricos.
Adema´s, en este proyecto se trata de resaltar las complicaciones que aparecen cuando
tratamos de resolver ecuaciones hiperbo´licas y en particular, dar un enfoque fı´sico a e´stas
partiendo de modelos oceanogra´ficos.
En este caso, nos centramos en el modelo de Shallow Waters y entendemos los resulta-
dos y la resolucio´n de los sistemas que obtenemos desde un punto de vista fı´sico-ocea´nico
y en concreto, con la posibilidad de ampliar el punto de vista pra´ctico a la modelizacio´n
de Tsunamis. El modelo quedara´ simplificado para facilitar la comprensio´n y la posterior
resolucio´n del problema aunque sera´n abordadas las dificultades esenciales (cara´cter hi-
perbo´lico y no linealidad).
Ası´ mismo, otra de las ideas de este texto era realizar una construccio´n no rigurosa del
modelo fı´sico nombrando y describiendo brevemente los pasos que nos llevan al sistema
de ecuaciones en derivadas parciales con el que finalmente trabajamos. Aunque no deta-
llemos de forma extensa cada uno de los pasos y resultados que obtendremos, esta seccio´n
facilitara´ la comprensio´n de cada uno de los te´rminos de las ecuaciones desde un punto de
vista fı´sico y las asunciones que hemos tomado en cada uno de los pasos para continuar la
construccio´n.
En general, pretendemos unir las perspectivas fı´sica, matema´tica y aplicaciones a modo
de simulaciones para tratar el tema de los modelos matema´ticos de la fı´sica ocea´nica.
En numerosas ocasiones, los requerimientos de espacio y las caracterı´sticas de un tra-
bajo tan ambicioso como el actual han hecho imposible el plantearse como objetivo un
desarrollo ma´s detallado de aspectos teo´ricos. En estos casos, se ha optado por referenciar
bibliografı´a adecuada.
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CAPITULO
1
Ecuaciones de Shallow Water
1.1 Introduccio´n
La idea principal de esta primera seccio´n es realizar una construccio´n no rigurosa, a partir
de las leyes de la Fı´sica, de las ecuaciones con las que vamos a trabajar. La deduccio´n
detallada de dichas ecuaciones desde el punto de vista de la Fı´sica oceanogra´fica puede
encontrarse en [1, 2].
Debido a la complejidad de estas leyes fı´sicas y para llegar a modelos que sean sencillos
y puedan ser tratados con los recursos computacionales actuales, es necesario introducir
numerosas hipo´tesis que las simplifiquen, y que ira´n siendo detalladas.
1.2 Ecuaciones de momentos
Comenzando con la Segunda Ley de Newton, dado un sistema que se encuentra en movi-
miento al que le aplicamos una fuerza, e´sta modificara´ el estado de movimiento. La ace-
leracio´n que se produce es directamente proporcional a la fuerza neta aplicada. De forma
muy simple, esto es:
F = m · a,
donde m representa la masa del sistema afectado por la fuerza neta F y a es la aceleracio´n
que adquiere dicho sistema.
Veamos co´mo la expresio´n anterior puede ser desglosada y de que´ forma ira´n apare-
ciendo finalmente las ecuaciones.
En primer lugar, en las ecuaciones de Shallow Water, la masa viene dada en funcio´n de
una nueva variable ρ, la densidad. Concretamente,
m =
∫
V
ρ,
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donde, como en toda esta seccio´n, no se precisa formalmente el sentido (por ejemplo Le-
besgue) de la integral.
La primera hipo´tesis que estableceremos sera´ que ρ sea constante. En este caso es
sencillo ver que queda
m = ρ|V |,
donde |V | = ∫V 1 denota a la medida de V , o equivalentemente,
ρ =
m
|V | .
En las fo´rmulas anteriores V ⊂ Rn representa el volumen y m la masa del fluido.
Pasemos al te´rmino de la aceleracio´n. Entendemos la aceleracio´n como variacio´n de
la velocidad en un intervalo de tiempo. Aquı´ aparecera´ expresada como derivada total del
vector velocidad ~u.
El vector ~u sera´ considerado como un campo vectorial tridimensional que depende,
adema´s del tiempo t, de las variables x(t), y(t) y z(t), correspondientes a la posicio´n de
una partı´cula en el instante de tiempo t. Si (u,v,w) son las componentes de ~u, entonces,
~u =
 u(x(t), y(t), z(t), t)v(x(t), y(t), z(t), t)
w(x(t), y(t), z(t), t)
 ,
y su derivada tiene la siguiente expresio´n:
Dt~u(t) =
 x′(t)∂xu+ y′(t)∂yu+ z′(t)∂zu+ ∂tux′(t)∂xv + y′(t)∂yv + z′(t)∂zv + ∂tv
x′(t)∂xw + y′(t)∂yw + z′(t)∂zw + ∂tw

=
 u∂xu+ v∂yu+ w∂zu+ ∂tuu∂xv + v∂yv + w∂zv + ∂tv
u∂xw + v∂yw + w∂zw + ∂tw
 .
Donde la u´ltima igualdad se ha obtenido teniendo en cuenta que x′(t) = u, y′(t) = v y
z′(t) = w. En lo anterior y siempre que no haya ambigu¨edad, denotamos ∂x, ∂y y ∂z a las
respectivas derivadas parciales.
Utilizando lo anterior podemos escribir la Segunda Ley de Newton como:
F = m · a =
 ρ(u∂xu+ v∂yu+ w∂zu) + ρ∂tuρ(u∂xv + v∂yv + w∂zw) + ρ∂tv
ρ(u∂xw + v∂yw + w∂zw) + ρ∂tw
 .
Con ρ densidad constante y F la suma de fuerzas que actu´an sobre el sistema (sobre el
fluido en nuestro caso). Nos centraremos en dos tipos:
• Fuerzas provenientes de la variacio´n de presio´n. La expresio´n correspondiente serı´a
el gradiente del campo escalar p:
−∇p =
 −∂xp−∂yp
−∂zp
 ,
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donde el signo negativo se debe a las variaciones de altas a bajas presiones.
• Fuerzas derivadas de la viscosidad consecuencia del rozamiento entre partı´culas, que
pueden escribirse ası´:
µ · 4u =
 µ(∂2xu+ ∂2yu+ ∂2zu)µ(∂2xv + ∂2yv + ∂2zv)
µ(∂2xw + ∂
2
yw + ∂
2
zw)
 ,
donde µ es el coeficiente de viscosidad dina´mica [1, 2].
En este punto estamos ignorando la rotacio´n de la Tierra y por tanto la Fuerza de Co-
riolis que tambie´n actuarı´a sobre el fluido. Esta fuerza so´lo afecta en los ejes vertical y
horizontal del sistema de referencia que estamos considerando, por lo que so´lo se vera´n
involucradas las componentes u y v de la velocidad. Esta restriccio´n no es fundamental y
en caso de querer incluirla en algu´n punto simplemente an˜adirı´amos los factores−fu y fv
en la primera y segunda ecuacio´n respectivamente, donde f es una constante que depende
de la latitud [1, 2].
Las ecuaciones nos quedan finalmente expresadas de forma vectorial:
− 1
ρ
∇p+ µ
ρ
4~u = (~u∇)~u+ ∂t~u, (1.1)
donde (~u∇) denota al operador u∂x + v∂y + w∂z .
Estas son las llamadas ecuaciones de momentos. En este punto so´lo estamos a un paso
de llegar a las famosas ecuaciones de Navier-Stokes 3D.
1.3 Ecuaciones de Navier-Stokes 3D
Con las ecuaciones de momentos contamos con 4 inco´gnitas (u,v,w,p) y 3 ecuaciones
( 1.1). Necesitamos una ecuacio´n ma´s para cerrar el sistema.
El siguiente paso consiste en tener en cuenta la conservacio´n de masa en el curso del
tiempo:
d
dt
∫
CV
ρdV = 0.
Por el Teorema del Transporte de Reynolds y aplicando el Teorema de la Divergencia
(ver Teoremas 2 y 3) se tiene:∫
CV
∂tρdV +
∫
CV
∇ · (ρ~u)dV = 0,
o equivalentemente, ∫
CV
(∂tρ+∇ · (ρ~u)) dV = 0.
Y por tanto,
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∂tρ+∇ · (ρ~u) = 0.
Como en nuestro caso ρ es constante, ∂tρ = 0 y adema´s ∇ · ρ~u = ρ∇ · ~u. Queda, de
esta forma,
0 + ρ∇ · ~u = 0⇔ ∇ · ~u = 0.
Y esta es la llamada Ecuacio´n de Incompresibilidad:
∇ · ~u = 0.
Usando esta u´ltima ecuacio´n junto a (1.1) llegamos las ecuaciones de Navier Stokes
3D.
− 1
ρ
∇p+ µ
ρ
4~u = (~u∇)~u+ ∂t~u, (1.2)
∇ · ~u = 0. (1.3)
1.4 Ecuaciones de Navier-Stokes Hidrosta´ticas
En la siguiente transformacio´n de las anteriores ecuaciones, llegaremos a las ecuaciones
Primitivas del oce´ano o ecuaciones de Navier-Stokes Hidrosta´ticas.
Para esto utilizamos la Hipo´tesis Hidrosta´tica, segu´n la cual la ecuacio´n de momentos
vertical se reduce a
∂zp = −ρg.
La interpretacio´n fı´sica de la expresio´n anterior afirmarı´a que la presio´n en direccio´n
vertical en un punto depende de la columna de agua existente sobre dicho punto.
Integrando esto en z queda
p = −ρgz + C,
que es la expresio´n de la presio´n, donde g es la constante gravitatoria y C la constante de
integracio´n (por determinar).
A continuacio´n utilizaremos la notacio´n que aparece en [1] para describir la superficie
del oce´ano con la funcio´n h. La siguiente imagen puede servir para familiarizarnos con
dicha notacio´n:
8
1.4 Ecuaciones de Navier-Stokes Hidrosta´ticas
Vamos a suponer que p es constante en la superficie z = h(x, y), es decir, p(x, y, h) =
p0, de donde p0 = −ρgh+ C y por tanto C = p0 + ρgh. Queda entonces:
p = p0 + ρg(h− z).
Teniendo en cuenta todo lo anterior, las Ecuaciones de Navier-Stokes (1.2),(1.3) se
transforman en:
∂tu+ u∂xu+ v∂yu+ w∂zu =
1
ρ
∂xp+
µ
ρ
4u,
∂tv + u∂xv + v∂yv + w∂zv =
1
ρ
∂yp+
µ
ρ
4u,
−ρg = ∂zp,
∇ · u = 0,
conocidas como ecuaciones Primitivas del Oce´ano o ecuaciones de Navier-Stokes Hi-
drosta´ticas. En este punto es usual, en la literatura sobre oceanografı´a ([1, 2]), considerar
fluidos con viscosidad despreciable. Adema´s:
∂xp = ∂x(p0 + ρg(h− z)) = ρg∂xh, (1.4)
∂yp = ρg∂yh. (1.5)
Quedando:
∂tu+ u∂xu+ v∂yu+ w∂zu = g∂xh,
∂tv + u∂xv + v∂yv + w∂zv = g∂yh,
−ρg = ∂zp,
∇ · u = 0.
9
1. ECUACIONES DE SHALLOWWATER
1.5 Ecuaciones de Shallow Water
En esta seccio´n, introduciremos el modelo Shallow Water descrito en [1, 2]. Existen mo-
delos ma´s generales y complejos en los que u y v son integrados en profundidad ver [3, 4].
De (1.4) y (1.5) podemos concluir que las aceleraciones horizontales (debidas a la pre-
sio´n) no dependen de z. Por tanto, tiene sentido (fı´sicamente) asumir la hipo´tesis de que las
componentes horizontales de la velocidad tampoco dependen de z. Ası´, integrando en z la
ecuacio´n∇ · u = 0 queda:
∫
(∇ · u)dz =
∫
(∂xu+ ∂yv + ∂zw)dz = z(∂xu+ ∂yv) + w − C = 0,
donde C = w˜(x, y, t) es independiente de z.
Por tanto
w(x, y, z, t) = −z(∂xu+ ∂yv) + w˜(x, y, t).
La condicio´n de que no hay corriente normal en la superficie z = hb supone:
w(x, y, hb, t) = u∂xhb + v∂yhb.
Por lo tanto,
w˜(x, y, t) = u∂xhb + v∂yhb + hb(∂xu+ ∂yv),
tal que:
w(x, y, z, t) = (hb − z)(∂xu+ ∂yv) + u∂xhb + v∂yhb, (1.6)
La condicio´n cinema´tica en en la superficie z = h es,
w(x, y, z, t) = ∂th+ u∂xh+ v∂yh,
que junto a (1.6) resulta:
∂th+ ∂x((h− hb)u) + ∂y((h− hb)v) = 0.
Definimos la profundidad total como
H = h− hb,
la ecuacio´n de conservacio´n de masa queda:
∂tH + ∂x(uH) + ∂y(vH) = 0.
Finalmente las ecuaciones de Shallow Water son:
∂tu+ u∂xu+ v∂yu− fv = −g∂x(H + hb), (1.7)
∂tv + u∂xv + v∂yv + fu = −g∂y(H + hb), (1.8)
∂tH + ∂x(uH) + ∂y(vH) = 0. (1.9)
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Donde H = h− hb o equivalentemente h = H + hb, y en (1.7) y (1.8) se ha aplicado
que w∂zu = 0 y w∂zv = 0, ya que u y v no dependen de z.
Hemos conseguido 3 ecuaciones con 3 nuevas inco´gnitasH ,u y v, reduciendo el nu´me-
ro de variables dependientes e independientes. Para que el problema anterior este´ bien plan-
teado en el sentido de la existencia y unicidad de la solucio´n, es necesario introducir unas
determinadas condiciones iniciales junto a condiciones de contorno adecuadas. Reserva-
mos la definicio´n precisa de dichas condiciones para el capı´tulo 5.
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CAPITULO
2
El Me´todo de los Elementos Finitos
2.1 Introduccio´n
En esta seccio´n describiremos brevemente el me´todo que utilizaremos para aproximar en el
espacio la solucio´n de nuestro sistema de ecuaciones, el Me´todo de los Elementos Finitos.
Puede encontrarse un estudio detallado en [5]. Como introduccio´n son interesantes los
manuales [6, 7].
La idea general de dicho me´todo es dividir el dominio en regiones ma´s pequen˜as y
solucionar el problema en estas subdivisiones con ecuaciones ma´s sencillas. Uniendo los
resultados locales obtendremos un sistema de ecuaciones cuya solucio´n es la aproximacio´n
buscada del problema inicial.
2.2 Elementos matema´ticos del Me´todo de los Elementos Finitos
En primer lugar describiremos algunos elementos matema´ticos que intervienen en la for-
mulacio´n del Me´todo de los Elementos Finitos.
Espacios Lp
Comenzaremos presentando los espacios Lp. Sea Ω ⊆ Rn abierto (en la pra´ctica n =
1, 2, 3), el espacio de funciones p-integrables en Ω se define para cada p ≥ 1 como:
Lp(Ω) =
{
f : Ω→ R medible :
∫
Ω
|f |pdx < +∞
}
,
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donde la integral anterior debe entenderse en el sentido de Lebesgue. Se puede demostrar
[8] que Lp(Ω) es un espacio vectorial y, ma´s au´n, es un espacio normado para la norma
||f ||Lp(Ω) :=
[∫
Ω
|f |pdx
] 1
p
.
Para p = +∞, definimos
L+∞(Ω) = {f : Ω→ R : f es medible y ∃c > 0, |f(x)| ≤ c casi por doquier, x ∈ Ω} .
Adema´s,
L+∞(Ω) es un espacio normado para ||f ||L+∞(Ω) = inf {c : |f(x)| ≤ c casi por doquier, x ∈ Ω} .
Derivada de´bil
Para ilustrar este concepto vamos a partir del siguiente ejemplo:
Sea Ω = (0, 1). Se define el problema:{
[u′(x)]2 = 1 ∀x ∈ Ω,
u(0) = u(1) = 0.
Con solucio´n:
u(x) =
{
x si x ∈ (0, 12),
1− x si x ∈ (12 , 1),
que es derivable en todo Ω menos en x =
{
1
2
}
. Sabemos que
{
1
2
}
es un conjunto de
medida nula en Ω y a la vez podemos decir que u(x) no es derivable en el sentido cla´sico.
En este caso, aunque no podamos decir que sea derivable, hablamos de derivada de´bil y de
ser derivable en sentido de´bil.
Para desarrollar y entender este concepto es necesario contar con el concepto de las
funciones test. Definimos el conjunto:
D(Ω) = {v ∈ C∞(Ω) : sop(v) es compacto contenido en Ω}.
Decimos que g es la derivada de´bil de f cuando:∫
Ω
gv = −
∫
Ω
f · v′dx ∀v ∈ D(Ω). (2.1)
Ve´ase que si f es derivable y g = f ′ es su derivada en sentido cla´sico, entonces g
tambie´n es su derivada en sentido de´bil. En efecto, partiendo de la suposicio´n de que f
sea derivable y habiendo definido g = f ′, por la fo´rmula de integracio´n por partes se tiene
∀v ∈ D(Ω): ∫
Ω
gv′ = fv|∂Ω −
∫
Ω
fv′ = −
∫
Ω
fv′,
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teniendo en cuenta que en la u´ltima igualdad se ha utilizado v = 0 en ∂Ω (por ser v ∈
D(Ω)). Adema´s tiene sentido plantear (2.1), es decir, el concepto de derivada de´bil, aunque
f no sea continua. Basta que tengan sentido las integrales en (2.1).
Podemos extender este concepto a cualquier nu´mero de variables. Es decir, decimos
que una funcio´n f : Ω ⊂ Rn → R es derivable en sentido de´bil cuando:∫
Ω
f∂αv = −
∫
Ω
∂αfv,
con α = (α1, ..., αn) αi ∈ i = 1, ..., n. Donde se define ∂αf = ∂|α|f∂α1x1·...·∂αnxn y |α| =
α1 + ...+ αn.
Espacios de Sobolev
Continuamos con los llamados Espacios de Sobolev, de los que realizaremos so´lo una bre-
ve introduccio´n no rigurosa. Su estudio detallada queda fuera de las pretensiones de este
trabajo, ve´ase por ejemplo [8]. Se trata de una extensio´n de los anteriormente mencionados
espacios Lp(Ω):
Wm,p(Ω) = {v ∈ Lp(Ω) : ∂αv ∈ Lp(Ω)},
∀α = (α1, ..., αn) con |α| < m.
Los espacios Lp(Ω) yWm,p son espacios normados. En el caso de que p = 2 ym = 1,
denotamos H1(Ω) = W 1,2(Ω). En particular H1(Ω) es un Espacio de Hilbert, lo que
significa que:
• Esta´ dotado de un producto escalar. En concreto,
(u, v)H1(Ω) =
∫
Ω
uv +
n∑
i=1
∫
Ω
du
dxi
dv
dxi
.
• Es un Espacio de Banach completo para la norma que induce el producto escalar [9].
Otra herramienta que utilizaremos sera´ el Teorema de Green (Fo´rmula de integracio´n
por partes) en sentido de´bil. Esto es (suponiendo u y v suficientemente regulares):∫
Ω
(∇ u)(∇v) =
∫
∂Ω
du
dn
v −
∫
Ω
∆uv,
donde ∂nu = ∇ · n y ∆u =
∑
i
d2u
dxi .
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2.2.1 Formulaciones Variacionales
El uso del concepto ”derivada de´bil” hace que ecuaciones en derivadas parciales puedan
reescribirse de una forma particular a la que llamaremos Formulacio´n Variacional. A con-
tinuacio´n mostramos un ejemplo simple a modo de ilustracio´n.
Problema de Poisson con condiciones Dirichlet Homoge´neas:{
4u = f en Ω,
u = 0 en ∂Ω,
considerando v todo lo regular que queramos y que cumpla v = 0 en ∂Ω, por ejemplo
v ∈ D(Ω) e integrando queda:∫
Ω
(∇u)(∇v)−
∫
∂Ω
du
dn
v = −
∫
Ω
(4u)v =
∫
Ω
fv,
y como v = 0 en ∂Ω,
∫
∂Ω
du
dnv = 0 y la formulacio´n de´bil quedarı´a:∫
Ω
(∇u)(∇v) = −
∫
Ω
fv ∀v ∈ D(Ω).
Por tanto, llamando a(u, v) =
∫
Ω(∇u)(∇v) y L(v) = −
∫
Ω fv, el problema se reduce
a hallar u ∈ V tal que:
a(u, v) = L(v) ∀v ∈ H10 (Ω). (2.2)
Sin embargo, para que la expresio´n anterior tenga sentido, no es necesario que u y v
sean derivables en el sentido cla´sico. Bastara´ pedir que u, v ∈ H10 (Ω) y f ∈ L2(Ω), donde
H10 (Ω) =
{
f ∈ H1(Ω)|f |∂Ω = 0
}
(el sentido de u|∂Ω habrı´a que definirlo con rigor; ver [8]).
Con estas formulaciones permitimos a funciones que cumplen menos exigencias ser
solucio´n de nuestros problemas. No obstante, se puede demostrar que si la solucio´n del
problema variacional tiene la regularidad esperada para la ecuacio´n original, se trata de la
solucio´n cla´sica del mismo.
Pasaremos a presentar algunos resultados en los que se fundamenta la teorı´a matema´tica
que sera´n utilizados en el algoritmo en cuestio´n, el Me´todo de los Elementos Finitos.
2.2.2 Teorema de Lax-Milgram
Sea V un espacio de Hilbert, a : V × V → R una forma bilineal y L : V → R una forma
lineal. Decimos que
a es continua si |a(u, v)| ≤ β||u||V ||v||V ∀u, v ∈ V (para algu´n β ∈ R).
a es coerciva si a(u, v) ≥ α||u||V ∀u ∈ V , con α ∈ R.
a es sime´trica si a(u, v) = a(v, u) ∀u, v ∈ V.
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L es continua si |L(v)| ≤ γ||v||V ∀v ∈ V , con γ ∈ R.
Teorema 1 (Teorema de Lax-Milgram). Dado un espacio de Hilbert V , una funcio´n conti-
nua y coerciva bilinear a(·, ·) y una forma F lineal y continua, existe un u´nico u ∈ V tal
que
a(u, v) = F (v) ∀v ∈ V.
Para la demostracio´n ver [[5], Teorema 2.7.7]. Por ejemplo, aunque no entraremos en
detalles, se puede demostrar que para V = H10 (Ω) el problema (2.2) cumple las hipo´tesis
del Teorema de Lax-Milgram y por ello, existe un u´nico u ∈ H10 (Ω), que es solucio´n de´bil
del problema de Poisson.
2.2.3 El Me´todo de Rizt-Garlekin
La idea general del me´todo es construir espacios vectoriales de dimensio´n finita Vh ⊆ V y
restringir el Problema Variacional (PV) al marco discreto.
Como Vh tiene dimensio´n finita podemos asegurar que existe una base de funciones
{φi}Ni dondeN = dim(Vh). Adema´s, como uh ∈ Vh, existen coordenadas αiNi=1 tales que
u =
∑N
i=1 αiφi. El problema se traduce a hallar u ∈ Vh tal que
a(u, v) = L(v) ∀v ∈ Vh.
Buscamos entonces u tal que
a
(
N∑
i=1
αiφi, φj
)
= L(φj) ∀j = 1, ...N,
y por linealidad,
N∑
i=1
αia(φi, φj) = L(φj) ∀j = 1, ...N,
Matricialmente serı´a hallar X = (αi, ..., αn)T tal que
KX = G,
donde K = (a(φi, φj))Ni,j=1 y G = (L(φj))
N
j=1.
La solucio´n del anterior sistema depende de la base utilizada. Escogie´ndola de forma
adecuada obtendremos un sistema ma´s sencillo. Y esto u´ltimo es el fundamento del Me´todo
de los Elementos Finitos.
17
2. EL ME´TODO DE LOS ELEMENTOS FINITOS
2.3 El Me´todo de los Elementos Finitos
Con el Me´todo de Elementos Finitos estamos aplicando el Me´todo de Ritz-Garlekin usando
como base de los espacios Vh funciones continuas, polinomiales a trozos y con soporte
pequen˜o.
Sin entrar en detalles (puede consultarse cualquier referencia sobre el asunto, por ejem-
plo [5, 10]), para definir el espacio Vh, se siguen los siguientes pasos:
Paso 1.
Realizamos un mallado del dominio Ω considerando una triangulacio´n τh = {Tj}j en di-
cho dominio tal que ∪jTj = Ω. Es decir, hemos construido una divisio´n de Ω en polı´gonos
en el caso 2D o poliedros en el caso 3D (por ejemplo tria´ngulos o tetraedros), llamados
elementos.
Paso 2.
Consideramos para k ≥ 1 el espacio de funciones polino´micas a trozos
Xh = {v ∈ C0(Ω) : v|T i ∈ Pk}. (2.3)
DondePk son los polinomios de grado k en n variables. Se puede demostrar queXh ⊂
H1(Ω).
Paso 3.
Para definir una base para Xh escogemos nodos Ni que permiten la unisolvencia, es decir,
que las funciones de la base φi este´n unı´vocamente determinadas en los nodos. Por ejemplo,
para k = 1 (polinomios de grado 1)Ni puede coincidir con los ve´rtices de la triangulacio´n.
Ası´, se define el nu´mero de grados de libertad del elemento finito como el nu´mero de
datos a suministrar para definir de forma u´nica las funciones base sobre un elemento. Y se
define la base φi ∈ Xh tales que φi(Nj) = δij con:
φi(Nj) =
{
1 si i = j,
0 si i 6= j.
Para estas funciones la matriz K tiene muchos 0 porque los φi se anulan en todo nodo
sin contacto con Ni (soporte pequen˜o).
Para muchos problemas escritos en te´rminos de EDPs (por ejemplo para (2.1)) se puede
demostrar que cuando el nu´mero de grados de libertad tiende a ∞, o equivalentemente,
cuando h → 0, siendo h el ma´ximo dia´metro de la triangulacio´n, la solucio´n aproximada
obtenida mediante el Me´todo de los Elementos Finitos converge a la solucio´n exacta del
problema variacional. Ver [5] para detalles sobre este asunto.
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3
Aproximacio´n nume´rica de
ecuaciones de conveccio´n-difusio´n
3.1 Introduccio´n
Antes de abordar el disen˜o de esquemas discretos (capı´tulo 4) y de su implementacio´n en
el ordenador en capı´tulo 5, nos ocuparemos de prever los problemas que, previsiblemente,
aparecera´n al aplicar el Me´todo de los Elementos Finitos a las ecuaciones de Shallow Water.
Para ello, nos sera´ u´til estudiar en este capı´tulo unas ecuaciones ma´s sencillas (las ecua-
ciones de conveccio´n-difusio´n) en las que cuando desaparece el te´rmino difusivo, compar-
ten con las ecuaciones de Shallow Water la problema´tica asociado a su cara´cter hiperbo´lico
(ver [11] para la clasificacio´n de EDPs).
3.2 Planteamiento del problema
Si recordamos co´mo quedaron finalmente las ecuaciones de Shallow Water ( 1.6)-( 1.8),
puede advertirse el caso en el que nos encontramos. Se trata de un sistema de ecuaciones
no lineales (en el capı´tulo 4 se introducira´n me´todos nume´ricos para la no-linealidad) y de
primer orden, pues no aparecen te´rminos con derivada segunda (te´rminos difusivos).
Estudiamos a continuacio´n la aproximacio´n nume´rica de unas ecuaciones ma´s senci-
llas: las ecuaciones de conveccio´n-difusio´n. El motivo de tomarlas como modelo es que,
cuando 'desaparecen ' los te´rminos difusivos, son de tipo hiperbo´lico [11] y comparten
algunas caracterı´sticas de las ecuaciones de Shallow Water.
En general, para definir las ecuaciones en derivadas parciales de conveccio´n-difusio´n,
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podrı´amos considerar el operador lineal:
Lu := −
d∑
i,j=1
Di(aijDju) +
d∑
i,j=1
Di(aijDju) +
d∑
i=1
Di(biu) + aou.
Pero por simplicidad tomaremos,
aij =
{
A si i = j,
0 si i 6= j.
Para A ∈ R. De esta forma queda:
Lu := −A∆u+B∇u+ a0u, (3.1)
con B = (b1, ..., bn) ∈ Rn.
Si consideramos la condicio´n de contorno u = 0 en ∂Ω, es fa´cil (procediendo como en
la seccio´n 2.2.1) obtener la formulacio´n variacional del problema{
Lu = 0 en Ω,
u = 0 en ∂Ω.
Concretamente, multiplicando por v ∈ V := H10 (Ω) e integrando en Ω tenemos:
a(u, v) :=
∫
Ω
(Lu)v = −A
∫
Ω
∆uv +
∫
Ω
B(∇u)v + a0
∫
Ω
uv ∀u, v ∈ V.
Ahora, integrando por partes,
A
∫
Ω
∇u∇v −
∫
Ω
(B∇v)u+ a0
∫
Ω
uv −A
∫
δΩ
(∇ · un)v +A
n∑
i=1
∫
δΩ
biuv,
y como
∫
δΩ(∇ · un)v = 0 y
∫
δΩ uv = 0 (porque v = 0 en δΩ), queda finalmente:
a(u, v) = A
∫
Ω
∇u∇v −
∫
Ω
(B∇v)u+ a0
∫
Ω
uv.
A esta u´ltima expresio´n la llamamos forma bilineal asociada a (3.1). Esta forma es
continua y coerciva (ver [12], seccio´n 6.1.2), por lo que segu´n el Teorema de Lax Milgram
el siguiente problema:
Hallar u ∈ V tal que
a(u, v) = F (v)
∀v ∈ V,
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esta´ bien planteado y por lo tanto existe una solucio´n u´nica.
Ahora bien, a la hora de aproximar la solucio´n u, el Me´todo de Galerkin puede presen-
tar un comportamiento no deseado en su solucio´n cuando, en (3.1) |A|||B|| << 1, es decir,
el te´rmino de primer orden (te´rmino de adveccio´n o de conveccio´n) es relativamente al-
to respecto al te´rmino de segundo orden (conocido como de viscosidad o difusivo). Estos
inconvenientes se vera´n cuando apliquemos el Me´todo de los Elementos Finitos para re-
solver las ecuaciones de Shallow Water, pero es conveniente anticipar en este punto do´nde
van a presentarse estos problemas y los posibles intentos que podemos llevar a cabo para
solucionarlos.
3.3 Ejemplo en 1 dimensio´n
Para ilustrar lo anterior, consideremos el problema modelo en Ω = (0, 1) ⊂ R:{
−D2u+ bDu = 0 si 0 < x < 1,
u(0) = 0 y u(1) = 1,
con  > 0 y b > 0.
Es fa´cil comprobar, mediante derivacio´n directa que la solucio´n de este problema es
u(x) = ((e
b
 − 1)−1)(e bx − 1).
Para aproximar dicha solucio´n, como ya sabemos, utilizaremos el Me´todo los Elemen-
tos Finitos con funciones P1 sobre un mallado uniforme del dominio Ω = (0, 1). Comen-
zamos por elegir un valor M positivo y entero y definimos h = 1M , xj = jh, j = 0, ...,M .
En el siguiente paso aproximamos el problema no-homoge´neo de Dirichlet anterior toman-
do Vh = Xh ∩H10 (0, 1) y V ∗h = {vh ∈ Xh|vh(0) = 0, vh(1) = 1} con Xh, el espacio de
funciones polinomiales a trozos definido en (2.3) (para k = 1). Ası´, el Me´todo de los Ele-
mentos Finitos (Me´todo de Galerkin) nos lleva a un sistema de la forma (ver [[12], seccio´n
8.2.1]):
A · χ = F
Donde
A := tridiag(
−
h
− b
2
,
2
h
,
−
h
+
b
2
)
F := (0, ..., 0,

h
− b
2
)
χ := {uh(xj)}j=1,...,M−1
Asumiendo 2 6= bh, la solucio´n del sistema anterior queda:
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χj = uh(xj) =
(1+Pe1−Pe )
j − 1
(1+Pe1−Pe )
M − 1
Con j = 1, ...,M − 1 y Pe := bh2 que es conocido como el nu´mero de Pe´clet. Estu-
diando dicho valor podemos decir que si Pe > 1 entonces 1+Pe1−Pe < 0 y por tanto la solucio´n
uh presentara´ un comportamiento oscilatorio. Fijando  y b en principio es posible siempre
elegir el taman˜o de h suficientemente pequen˜o de forma que Pe < 1 y por tanto evitando
las oscilaciones. Sin embargo, no es pra´ctico tomar un valor de h muy pequen˜o ya que
obtendrı´amos sistemas lineales con demasiadas inco´gnitas.
En los casos en los que  sea muy pequen˜o respecto a b (es decir, casos en los que
'desaparecen los te´rminos difusivos 'no sera´ posible en la pra´ctica tomar h suficientemente
pequen˜as y aparecera´n oscilaciones empı´ricas (no fı´sicas) en la solucio´n obtenida mediante
el Me´todo de los Elementos Finitos.
En la siguiente figura observamos la solucio´n exacta del ejemplo anterior, ası´ como dos
aproximaciones con distintos valores para M , h y Pe. Se observa claramente la existencia
de una capa lı´mite ('boundary layer' ) en x = 1, es decir, a medida que  tiende a 0 (en este
caso  tiene un valor relativamente bajo), la pendiente de la funcio´n tiende a∞.[El co´digo
empleado queda recogido en el Ape´ndice].
En este punto podemos conjeturar que las ecuaciones de Shallow Water podrı´an pre-
sentar oscilaciones si tratamos de resolverlas nume´ricamente, salvo si tomamos una talla
de discretizacio´n pequen˜a o si aplicamos me´todos nume´ricos especı´ficos llamados me´todos
de estabilizacio´n, para evitarlo. Estos me´todos que programaremos (capı´tulo 5) pueden ser
entendidos como una forma de incrementar el coeficiente de difusio´n  (para hacer Pe < 1
y que desaparezcan las oscilaciones). Este factor actuara´ de forma consistente, en el sentido
de que la difusio´n artificial introducida desaparece cuando h→ 0.
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4
Discretizacio´n del problema
En esta seccio´n discretizaremos el problema (1.7)- (1.9) mediante esquemas de Euler
y el Me´todo de los Elementos Finitos que ya presentamos en el capı´tulo 2.
4.1 Las ecuaciones en el marco continuo
Consideramos un dominio Ω ⊂ R2. Planteamos las ecuaciones, que ya fueron introducidas
desde el punto de vista de la fı´sica oceanogra´fica en el capı´tulo 1: hallar el campo horizontal
de velocidades (u, v) : Ω× (0, T )→ R2 y la elevacio´n del agua, H : Ω× (0, T )→ R de
forma que:
∂tu+ u∂xu+ v∂yu+ g∂xH = −g∂xhB en Ω, (4.1)
∂tv + u∂xv + v∂yv + g∂yH = −g∂xhB en Ω, (4.2)
∂tH + ∂x(uH) + ∂y(vH) = 0 en Ω, (4.3)
donde g representa a la fuerza de la gravedad y hB : Ω→ R es una funcio´n que representa
al fondo. Por simplicidad, supondremos hB ∈ C1(Ω). Como todo sistema de EDP, estas
ecuaciones deben ser completadas con condiciones iniciales y condiciones de contorno
adecuadas.
Se trata de un sistema de tres EDP (evolutivas, no lineales y tipo hiperbo´lico) cuyo
estudio teo´rico no es sencillo, pues requiere amplios conocimientos de espacios de Sobolev
vectoriales y en general de teorı´a de ana´lisis funcional, y excede las pretensiones del trabajo
actual. De hecho, el ana´lisis teo´rico y nume´rico de modelos relacionados con las ecuaciones
de tipo Shallow Water constituye un campo de investigacio´n de gran actualidad [13],[14].
Por tanto, asumiremos la existencia y unicidad de solucio´n del sistema (4.1)–(4.3), en
un sentido de´bil que no precisaremos. En lugar de ello, para fijar ideas, supondremos la
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siguiente regularidad para la solucio´n:
u, v,H ∈ C0(H1(Ω)), (4.4)
donde, para cualquier espacio de Hilbert H (por ejemplo, H = H1(Ω) o H = L2(Ω))
denotamos C l(H) = C l([0, T ];V ) al conjunto de las funciones φ : [0, T ] → H que son l
veces derivables con continuidad1.
Dedicaremos las siguientes secciones a explorar distintas posibilidades para la discreti-
zacio´n de las ecuaciones, es decir para el planteamiento de problemas finito-dimensionales
(problemas discretos) que nos permitan crear programas de ordenador para aproximar la
solucio´n de las ecuaciones (4.1)–(4.3), mediante el Me´todo de los Elementos Finitos. Aun-
que el ana´lisis de existencia y unicidad de estos problemas discretos tampoco es sencillo,
intentaremos esbozar las lı´neas para el buen planteamiento de los esquemas resultantes.
En sistemas EDP de tipo evolutivo se suelen realizan dos etapas diferentes en la discre-
tizacio´n del problema, distinguiendo entre las variables temporales y las espaciales. Ası´,
en una primera etapa procederemos a la semi-discretizacio´n en tiempo de las ecuaciones, o
sea plantearemos esquemas nume´ricos que afectan solamente a la variable temporal. Poste-
riormente, se procedera´ a la discretizacio´n de las variables espaciales (mediante el Me´todo
de los Elementos Finitos).
4.2 Semidiscretizacio´n en tiempo
A partir de ahora, denotaremos
V = H1(Ω).
Dado N ∈ N, consideremos una particio´n uniforme el intervalo temporal [0, T ] en N
subintervalos de taman˜o k = T/N . Para cada m = 0, ..., N denotaremos tm = k ·m al
instante de tiempo correspondiente a la etapa m. Debido a la asuncio´n (4.4), para cada m
tiene sentido considerar los valores
u(tm), v(tm), H(tm),
y e´stos que son funciones de V .
Supongamos dada una condicio´n inicial para (4.1)–(4.3),
u(t0) = u0, v(t
0) = v0 H(t
0) = H0,
donde u0, v0, H0 ∈ V son funciones dadas.
1El concepto de derivacio´n sobre espacios normados puede consultarse en cualquier referencia de ana´lisis
funcional, por ejemplo [8]
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4.2.1 Me´todos de Euler
Recordemos que, dado un problema de valor inicial para una ecuacio´n diferencial,
du
dt
+ f(t, u) = 0, u(0) = u0, (4.5)
el me´todo de Euler implı´cito puede definirse a trave´s una aproximacio´n de du/dt dada,
en la etapa m + 1, por el cociente incremental (um+1 − um)/k, conduciendo al siguiente
esquema nume´rico: Dado u0 = u0, para cada m = 0, ..., N − 1 hallar um+1 tal que
um+1 − um
k
+ f(tm+1, um+1) = 0. (4.6)
El me´todo de Euler explı´cito se obtiene sustituyendo el segundo sumando de (4.5) por una
evaluacio´n de f en la etapa de tiempo anterior:
um+1 − um
k
+ f(tm, um) = 0. (4.7)
Es bien conocido que se trata de me´todos de orden 1.
Aunque los esquemas explı´citos para sistemas de EDPs suelen ser ma´s fa´ciles de apli-
car y suelen requerir un menor coste computacional, e´stos tienen un inconveniente (ver
[12], seccio´n 5.6.2): so´lo son condicionalmente estables, lo que en la pra´ctica significa que
requieren un paso de tiempo k que sea suficientemente pequen˜o con respecto al resto de los
datos de la discretizacio´n (tı´picamente k ≤ C · hr donde h es la talla de la discretizacio´n
en espacio y C > 0, r ≥ 1 son constantes). En el marco de ecuaciones hiperbo´licas, a este
tipo de restricciones se le suele llamar condiciones CFL (Courant-Friedrichs-Lewy).
Por el contrario, en los esquemas implı´citos que pueden llegar a ser incondicionalmente
estables, las restricciones para el paso de tiempo k son menos acusadas. Aunque estos
me´todos no suelen ser directamente aplicables para ecuaciones no lineales.
4.2.2 Esquema de tipo Euler implı´cito
Por ejemplo, la semi-discretizacio´n en tiempo mediante un esquema de tipo Euler implı´cito
de las ecuaciones (4.1)–(4.3) se escribirı´a como: Dados u0, v0, H0 ∈ V , hallar, para cada
m = 0, ..., N − 1, um+1, vm+1, Hm+1 ∈ V tales que
1
k
(
um+1 − um)+ um+1∂xum+1 + vm+1∂yum+1 + g∂xHm+1 = −g∂xhB, (4.8)
1
k
(
vm+1 − vm)+ um+1∂xvm+1 + vm+1∂yvm+1 + g∂yHm+1 = −g∂yhB, (4.9)
1
k
(
Hm+1 −Hm)+ ∂x (um+1Hm+1)+ ∂y (um+1Hm+1) = 0. (4.10)
Estas ecuaciones constituyen un sistema de EDP estacionario (es decir, no evolutivo) y
no lineal. El ana´lisis de existencia y unicidad, ası´ como su convergencia a la (posible) so-
lucio´n exacta de de (4.1)–(4.3) sigue siendo un problema demasiado difı´cil para estudiarlo
aquı´. Adema´s, su no linealidad imposibilita el usar directamente un me´todo nume´rico co-
mo el de los Elementos Finitos para, mediante un programa de ordenador, aproximar su
solucio´n.
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4.2.3 Esquema de tipo Euler semi-implı´cito
Con el fin de linealizar el sistema de EDP anterior, optaremos por escribir algunos de
los factores de forma explı´cita (es decir, en la etapa m, donde han sido calculados ante-
riormente). Ası´, por ejemplo, planteamos el siguiente sistema semi-implı´cito (para cada
m = 0, ..., N − 1): hallar um+1, vm+1, Hm+1 ∈ V tales que
1
k
(
um+1 − um)+ um∂xum+1 + vm∂yvm+1 + g∂xHm+1 = −g∂xhB, (4.11)
1
k
(
vm+1 − vm)+ um∂xvm+1 + vm∂yvm+1 + g∂yHm+1 = −g∂yhB, (4.12)
1
k
(
Hm+1 −Hm)+ ∂x (umHm+1)+ ∂y (vmHm+1) = 0. (4.13)
Este sistema de EDPs, ma´s sencillo que (4.7)–(4.9), sera´ uno de los que utilicemos pa-
ra aproximar la solucio´n de las ecuaciones Shallow Water. Como veremos en la siguiente
seccio´n, su linealidad posibilita la aplicacio´n del Me´todo de los Elementos Finitos. No
abordaremos cuestiones teo´ricas como la existencia de solucio´n y su convergencia a la
solucio´n exacta. Pero, debido a los factores explı´citos que hemos introducido en (4.11)–
(4.13), podemos esperar que un ana´lisis nume´rico refleje restricciones al paso de tiempo
k (condiciones CFL) para su estabilidad y convergencia. Esto se contrastara´ en los experi-
mentos nume´ricos que realizaremos en el capı´tulo 5, donde veremos co´mo afecta el paso
de tiempo elegido en algunos experimentos nume´ricos desarrollados en este trabajo.
4.2.4 Un esquema semi-implı´cito y desacoplado
Se podrı´an explorar diversas variantes de (4.11) y (4.13) para las que el sistema resultante
sigue siendo lineal. Entre ellas, resulta interesante el siguiente esquema en el que cada
iteracio´n en tiempo se divide en dos pasos, desacoplando el ca´lculo de la velocidad respecto
a las ecuaciones de elevacio´n del agua:
Paso 1.
Hallar um+1, vm+1 ∈ V tales que:
1
k
(
um+1 − um)+ um∂xum+1 + vm∂yvm+1 + g∂xHm = −g∂xhB, (4.14)
1
k
(
vm+1 − vm)+ um∂xvm+1 + vm∂yvm+1 + g∂yHm = −g∂yhB. (4.15)
Paso 2.
Conocidos um+1, vm+1 hallar Hm+1 ∈ V tales que:
1
k
(
Hm+1 −Hm)+ ∂x (um+1Hm+1)+ ∂y (vm+1Hm+1) = 0. (4.16)
El desacoplar las ecuaciones tiene la ventaja de que, a la hora de su discretizacio´n en
espacio, los sistemas de ecuaciones a resolver tendra´n menor taman˜o. El precio pagado es
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la necesidad de hacer explı´cita a la elevacio´n del agua en las ecuaciones (4.14) y (4.15),
aunque en (4.16) podemos introducir las variables um+1 y vm+1 que han sido calculadas en
el Paso 1. Como en los casos anteriores, omitimos un ana´lisis de la existencia de solucio´n y
de su convergencia y nos remitimos a los resultados de las experiencias nume´ricas (capı´tulo
5).
4.3 Formulacio´n variacional y discretizacio´n en espacio
En esta seccio´n, utilizaremos el Me´todo de los Elementos Finitos, introducido en el capı´tulo
2 , para desarrollar la discretizacio´n en espacio del problema semi-implı´cito relativo a las
ecuaciones (4.14)–(4.16), que se tomara´ como modelo.
4.3.1 Condiciones de contorno
Antes de esto, debemos estudiar las condiciones de contorno adecuadas para el buen plan-
teamiento de estas ecuaciones, las cuales se pueden escribir de forma vectorial como:
Paso 1.
Dado wm = (um, vm) y Hm, hallar wm+1 = (um+1, vm+1) ∈ V 2 tal que
αwm+1 +wm∇um+1 = Fmw , (4.17)
donde
α = 1/k y Fmw = (1/k)w
m − g∇(Hm + hb). (4.18)
Paso 2.
Dados wm+1 y Hm, hallar Hm+1 ∈ V tal que
βmHm+1 +wm+1∇Hm+1 = FmH , (4.19)
donde
βm = 1/k −∇ ·wm+1 y FmH = (1/k)Hm. (4.20)
Por lo tanto, ambas ecuaciones se ajustan al siguiente modelo de EDP (de tipo hi-
perbo´lico), conocido como ecuacio´n de conveccio´n:
a0φ+ a · ∇φ = f en Ω, (4.21)
donde a : Ω → R2 (de cuya regularidad se hablara´ ma´s adelante) y ao ∈ R. Como se
puede ver, la ecuacion de conveccio´n 4.21 se ajusta (en el caso a constante) a la ecuacio´n
de conveccio´n-difusio´n (3.1) para  = 0 (el caso ma´s desfavorable). Es bien conocido
(ve´ase por ejemplo [12], seccio´n 5.1, ejemplo 3) que las condicio´n de contorno, de tipo
Dirichlet, adecuada para que la ecuacio´n (4.21) este´ bien planteada es:
φ = g en ∂Ω−,
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donde g es una funcio´n dada y Ω− es la frontera de entrada para el flujo a,
Ω− = {x ∈ ∂Ω / a · n < 0},
y n es el vector normal unitario que apunta al exterior de Ω.
En nuestro modelo (4.17)–(4.19), el flujo a viene dado por wm (o wm+1), por lo tanto
la frontera de entrada, en cada etapa m = 0, . . . , N es:
Ωm,− = {x ∈ ∂Ω / wm · n < 0}.
Ahora realizaremos la siguiente hipo´tesis, que fı´sicamente significa que, a lo largo del
tiempo, no hay entrada de agua en el dominio a trave´s de su frontera:
Ωm,− = ∅ ∀m = 0, ..., N. (4.22)
En conclusio´n: no tiene sentido aplicar condiciones de contorno de tipo Dirichlet a nuestras
ecuaciones.
Formulacio´n variacional
Para la formulacio´n variacional (o formulacio´n de´bil, ve´ase el capı´tulo 2), tomaremos de
nuevo como modelo la ecuacio´n de conveccio´n (4.21), sin condiciones de contorno adicio-
nales. Multiplicando por φ ∈ V e integrando en Ω llegamos a la siguiente formulacio´n:
hallar φ ∈ V tal que
a(φ, φ) = b(φ) ∀φ ∈ V, (4.23)
donde la forma bilineal, a, y la forma lineal, b, vienen dadas por
a(φ, φ) = a0
∫
Ω
φ φ+
∫
Ω
a · (∇φ) φ, (4.24)
b(φ) =
∫
Ω
f φ.
El estudio detallado de (4.23) no es sencillo y no sera´ abordado aquı´. Baste decir que,
aunque para que la primera integral de (4.24) tenga sentido es suficiente que φ, φ ∈ H1(Ω),
esta condicio´n no es suficiente para la segunda de las integrales, salvo si suponemos, por
ejemplo, a ∈ [L∞(Ω)]2. Ma´s au´n, se puede demostrar que la forma bilineal a no es coerciva
en V = H1(Ω), para ello ve´ase [15],(por lo que no se puede aplicar el Teorema de Lax-
Milgram) y adema´s para que el problema (4.23) este´ bien planteado es necesario introducir
la siguiente hipo´tesis sobre los datos: existe µ > 0 tal que
a0 − 1
2
∇ · a ≥ µ > 0 casi por doquier en Ω. (4.25)
Pueden encontrarse los detalles en [12] o en la seccio´n 2.1 de [15].
Volviendo a nuestro modelo de Shallow Water, cada una de las dos componentes del
problema (4.19), se ajusta a (4.21) para a0 = 1/k y a = wm = (um, vm). Aunque no
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tenemos garantizadas las hipo´tesis anteriores, al menos podemos esperar que se verifique
la condicio´n (4.25) si k es suficientemente pequen˜o. Algo similar podemos decir de (4.19).
En definitiva, con el objetivo de abordar su validacio´n nume´rica en el ordenador (en el
capı´tulo 5), introducimos el siguiente esquema como generalizacio´n de (4.21):
Paso 1.
Hallar wm+1 = (um+1, vm+1) tal que, para todo w ∈ V 2:
α
∫
Ω
um+1w +
∫
Ω
(∇wm+1)wmw =
∫
Ω
Fmww, (4.26)
con α y Fmw como en (4.18).
Paso 2.
Hallar Hm+1 tal que, para todo H ∈ V :
βm
∫
Ω
Hm+1 H +
∫
Ω
wm+1 · (∇Hm+1) H =
∫
Ω
FmH H, (4.27)
donde βm y FmH fueron definidos en (4.20).
4.3.2 Discretizacio´n mediante Elementos Finitos
A partir de la formulacio´n variacional anterior, la discretizacio´n mediante Elementos Fi-
nitos es inmediata. Siguiendo lo estudiado en el capı´tulo 2, basta considerar, sobre una
triangulacio´n con talla h, el espacio Vh ∈ V formado por funciones continuas que son
(localmente) polinomios de grado n y, para cada etapa de tiempo m, buscar funciones
wm+1h = (u
m+1
h , v
m+1
h ) ∈ V 2h y Hm+1h ∈ Vh tales que se verifican (4.26), (4.27) con
wm+1 = wm+1h y H
m+1 = Hm+1h , para todo w ∈ V 2h y para todo H ∈ Vh.
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CAPITULO
5
Resolucio´n del Problema
5.1 Introduccio´n
En esta seccio´n nos dedicaremos a resolver nume´ricamente el problema y en general a rea-
lizar una serie de tests que respalden los resultados presentados en los anteriores capı´tulos.
Para esto utilizaremos el programa FreeFem++ que se encarga de la resolucio´n de sistemas
de ecuaciones en derivadas parciales por medio del me´todo de elementos finitos.
Algunos de los datos utilizados directamente o como valores de referencia han sido
tomados de [14].
5.2 Modelo acoplado frente a modelo desacoplado
En el capı´tulo 4 presentamos un modelo desacoplado (4.18)- (4.20) como opcio´n ma´s
eficiente a nivel computacional. En la siguiente gra´fica comparamos el tiempo de proceso
para ambos modelos modificando el nu´mero de iteraciones que empleamos.
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Como es de esperar, a medida que aumentamos el nu´mero de iteraciones, el tiempo de
proceso sera´ mayor, pero la diferencia de tiempo con el cambio de modelo (del acoplado al
desacoplado) es notable.
A continuacio´n, volvemos a realizar el test, pero en este caso fijaremos los siguientes
para´metros: k = 0,03 y nu´mero de iteraciones n = 100. Lo que variara´ sera´ el nu´mero de
puntos de particio´n del dominio (N ). Este valor aparece en la dimensio´n de las matrices de
los sistemas que se van construyendo por lo que el aumento de estos valores supondra´ un
notable incremento en el tiempo de proceso.
Claramente podemos observar la ventaja en cuanto tiempo computacional del esquema
desacoplado frente al acoplado.
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5.3 Modelo no estabilizado frente a modelo con difusio´n artificial
Viendo las ventajas que supone la implementacio´n de un modelo desacoplado, usamos este
esquema para el siguiente test, al que an˜adiremos un te´rmino de viscosidad con coeficiente
ν ≥ 0, con el objetivo de estabilizar posibles oscilaciones. Ya en el capı´tulo 3 conjetu-
ramos el comportamiento oscilatorio que presentarı´a la solucio´n de nuestro problema. En
las siguientes capturas, observamos estas oscilaciones en la gra´fica que muestra la altura H
en distintas etapas de tiempo. Los valores considerados para los para´metros son k = 0,01,
ν = 0 (la viscosidad) y realizamos 400 iteraciones.
Para evitar estas oscilaciones, introduciremos el te´rmino de estabilizacio´n basado en la
idea de incrementar de forma constante la difusio´n, tal y como se introdujo en el capı´tu-
lo 3. Con los mismos datos utilizados en el experimento anterior exceptuando ν,al que le
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daremos el valor h (taman˜o del mallado). Este procedimiento nume´rico es muy comu´n y
es utilizado en [12], seccio´n 8.3.1. El motivo por el cual es usado el llamado Me´todo de
Difusio´n Artificial es que teniendo en cuenta que cuando h tienda a cero, nuestro proble-
ma discreto se acercara´ a la solucio´n continua. Ası´, tomando un coeficiente de viscosidad
igual a este valor, tendremos la garantı´a de que cuanto ma´s pequen˜o lo hagamos, ma´s nos
acercaremos a nuestro modelo inicial sin te´rmino difusivo.
Vemos aquı´ los resultados al introducir este te´rmino difusivo da´ndole a ν el valor de h.
Es fa´cil observar la ausencia de oscilaciones tras incluir el te´rmino difusivo, que son los
resultados esperados respaldados por la teorı´a que hemos tratado a lo largo del proyecto.
El co´digo empleado para la implementacio´n del modelo, tanto el esquema acoplado
como el desacoplado, puede verse en el Ape´ndice.
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CAPITULO
6
Conclusiones
En este proyecto hemos recorrido (en la medida de lo posible) las distintas etapas en la
resolucio´n nume´rica de un problema realista, en el a´mbito de la Oceanografı´a. En primer
lugar se ha introducido la formulacio´n, en te´rminos de ecuaciones en derivadas parciales,
de las ecuaciones de Shallow Water. Posteriormente, se ha utilizado el Me´todo de los Ele-
mentos Finitos para la discretizacio´n en espacio de ecuaciones y se han discutido distintas
fo´rmulas para su discretizacio´n temporal. Finalmente, se han programado algunos ejemplos
para validar en el ordenador los algoritmos anteriores, prestando atencio´n a las dificultades
relacionadas con el cara´cter hiperbo´lico (y no lineal) de las ecuaciones. En concreto, con
la seccio´n final hemos comprobado como los resultados obtenidos a partir de los modelos
desarrollados en la teorı´a, son los que conjeturamos y por lo tanto eran de esperar.
Hemos observado co´mo el modelo estudiado en cuestio´n, el de Shallow Water, en su
forma ma´s simple presenta oscilaciones cuando resolvemos el sistema. A la vez hemos
comprobado co´mo gracias a un procedimiento nume´rico (con el que an˜adimos un te´rmino
que representa las fuerzas debidas a la viscosidad), estas oscilaciones desaparecen.
Una posible ampliacio´n podrı´a ser considerar un fondo ocea´nico no plano. En nuestros
programas de ordenador (por simplicidad en la programacio´n), en sus diferentes esquemas,
este fondo se presenta como una funcio´n constante hb. El tratar el fondo como una funcio´n
haciendo que varı´e serı´a una asuncio´n ma´s realista que so´lo complicarı´a lo ca´lculos sin
causar mayores modificaciones en el modelo y desde el punto de vista teo´rico no presenta
grandes problemas adicionales.
Adema´s, en la resolucio´n de estas ecuaciones y en particular en la implementacio´n del
modelo, hemos considerado un dominio Ω circular. Con el fin de que este estudio pudie-
ra ser de mayor utilidad pra´ctica, serı´a interesante considerar un dominio real terrestre.
Existen entornos como QGis que podrı´an ser u´tiles para este propo´sito.
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Finalmente, a medio y largo plazo, serı´a interesante estudiar discretizaciones en tiempo
de mayor orden y discretizaciones en espacio distintas al me´todo cla´sico de los elementos
finitos, que pudieran ser ma´s adecuadas para ecuaciones hiperbo´licas
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APPENDIX
A
Ape´ndice
Teoremas
Teorema 2 (Transporte de Reynolds). Sea CV un volumen de control, ~n el vector normal a
la frontera y ρ una funcio´n suficientemente regular que representa (por ejemplo) la densidad
del fluido (con velocidad ur) que constituye el volumen, se tiene:
d
dt
∫
CV
ρdV =
∫
CV
∂tρdV +
∫
CS
( ~ur~n)dA,
Para una versio´n ma´s rigurosa y su correspondiente demostracio´n ver [[16], Teorema
2.11].
Teorema 3 (Teorema de la Divergencia). Sea F (X) un campo vectorial continuo y dife-
renciable en un dominio D ⊂ Rn. Sea R ⊂ D una regio´n cerrada y acotada cuyo borde
es una superficie regular, Σ ⊂ D. Para cada x ∈ Σ, sea ν(x) el vector normal a Σ con
respecto a R. Entonces, con dX ≡ (dx1, dx2, ..., dxn) y con dσ indicando la integracio´n
respecto a la superficie Σ,∫
R
(∇ · F )dX =
∫
Σ
(F (X) · ν(x))dσ.
Para una versio´n ma´s rigurosa y su correspondiente demostracio´n ver Teorema 5-5 de
[17].
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Co´digo fuente
Co´digo empleado para contruccio´n de Gra´ficas en el capı´tulo 3 (Python)
from pylab import *
a, b = 0, 1 # Dominio (0,1).
eps=1./30
# Dibujar solucio´n exacta
xex=linspace(a,b,200)
def u_exact(x): # La funcio´n solucio´n exacta.
return (1.0/(exp(1.0/eps)-1)*(exp(1.0*x/eps)-1))
plot(xex,u_exact(xex),"--",linewidth=3, color="blue",label=u"Solucio´n
exacta (epsilon=%.2f)" % eps)
# Dibujar soluciones aproximadas
def uh(n):
"""
La funcio´n aproximacio´n que queremos dibujar para n puntos de la
particio´n.
n=nu´mero de puntos sobre los que dibujar la gra´fica
"""
lista_j = range(n)
M = len(lista_j)-1 # Ası´ lista_j = [0,1,...,M]
h = 1.0/M
Pe = 1.0*h/eps
return ((((1+Pe)/(1-Pe))**array(lista_j)-1)/(((1+Pe)/(1-Pe))**M
-1))
def plot_solucion_aprox(M, estilo="-", col="black"):
"Dibuja la gra´fica de la solucio´n aproximada sobre M subintervalos
en [a,b]"
h = 1.0/M
Pe = 1.0*h/eps
plot(linspace(a,b,M+1), uh(M+1), estilo, linewidth=3, color=col,
label=u"Sol. aprox, M=%2i, h=%.3f, Pe=%.2f" % (M, h, Pe))
plot_solucion_aprox(10, "-*", "red")
plot_solucion_aprox(40, "-", "green")
legend(loc="upper left")
show()
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Co´digo empleado para implementar modelo acoplado (FreeFem++)
// Shallow water equations 2d
// Alicia Sa´nchez Rodrı´guez, Rafa Rodrı´guez Galva´n
load "iovtk";
real R=10.0;
border circle(t=0,2*pi){ x=5+R*cos(t); y=5+R*sin(t);};
mesh Th = buildmesh(circle(100));
plot(Th, wait=true);
fespace Xh(Th,P1); // Espacio de Elementos Finitos
/// Sacar valor de h ///
fespace Vh(Th,P1);
Vh h ;
real[int] count(Th.nv);
varf vmeshsizen(u,v)=intalledges(Th,qfnbpE=1)(v);
varf vedgecount(u,v)=intalledges(Th,qfnbpE=1)(v/lenEdge);
count=vedgecount(0,Vh);
h[]=vmeshsizen(0,Vh);
h[]=h[]./count;
real hmax=h[].max;
cout<<h[]<<endl;
cout<<"tamano malla h="<<hmax<<endl;
/////////////////////
Xh un1,vn1,Hn1,ut,vt,Ht; // Inco´gnitas y funciones test
Xh un, vn, Hn; // Valores de las inco´gnitas en la etapa anterior
real k=0.03;
// real f=0; // En principio, no tenemos en cuenta la aceleracio´n de
Coriolis;
un=0.0; // Dato inicial para u (partimos del reposo)
vn=0.0; // Dato inicial para v (partimos del reposo)
// Altura inicial del agua constante.
// Suponiendo fondo constante z=-1, si la superficie del agua esta´ en
z=0, entoces la altura es 1
// Hn=1.0;
// Definicio´n de una altura a trave´s de una campana de Gauss,
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real cteAltura=0.2;
func elevacionInicial = 1.0+cteAltura*exp(-(x-5.0)ˆ2-(y-5.0)ˆ2);
Hn=elevacionInicial;
real g=9.8;
real nu=0; // Coeficiente de viscosidad (difusio´n)
//
// Defino un problema llamado "ShallowWater" donde:
// - Las inco´gnitas se definen como (el vector) [un1,vn1,Hn1]
// - Las funciones tests son (el vector) [ut, vt, Ht]
//
// Observaciones:
// - En esta versio´n, escribimos las ecuaciones para FONDO PLANO (
Cushman Roisin, ecuaciones 7.17)
// - El esquema nu´merio en tiempo usado es: Euler, en concreto Euler
semi-implı´cito.
// Es decir, para conseguir que el problema sea lineal, algunas
inco´gnitas se dejan
// implı´citas (se escriben en la etapa n+1) y otras se hacen
explı´citas (en la etapa n)
// - En la versio´n actual, no se tiene en cuenta la aceleracio´n de
Coriolis.
//
problem ShallowWater([un1,vn1,Hn1], [ut,vt,Ht])=
// Forma bilineal: a(U,V) donde U=[un1,vn1,Hn1] y V=[ut,vt,Ht]
// Aquı´ aparecen todos los te´rminos de la forma (inco´gnita)*(
funcion_test)
int2d(Th)(
// (1) Ecuacio´n para u
(1/k)*un1*ut // Derivada en t
+ un*dx(un1)*ut + vn*dy(un1)*ut //Conveccio´n
+ nu*(dx(un1)*dx(ut) + dy(un1)*dy(ut)) // Difusio´n
// -int2d(Th)f*vn1*ut //Coriolis
// (2) Ecuacio´n para v
+ (1/k)*vn1*vt // Derivada en t
+ vn*dx(vn1)*vt + vn*dy(vn1)*vt //Conveccio´n
+ nu*(dx(vn1)*dx(vt) + dy(vn1)*dy(vt)) // Difusio´n
// -int2d(Th)f*un1*vt //Coriolis
// (3) Ecuacio´n para H
+ (1/k)*Hn1*Ht
- un*Hn1*dx(Ht) - vn*Hn1*dy(Ht) // Para evitar derivada del
producto, integramos por partes
)
// Forma lineal, F(V) donde V=[ut,vt,Ht]
// Aquı´ aparecen todos los te´rminos de la forma (valor_conocido)*(
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funcion_test)
+ int2d(Th)(
// (1) Ecuacio´n para u
- (1.0/k)*un*ut // Derivada en t
+ g*dx(Hn)*ut
// (2) Ecuacio´n para v
- (1.0/k)*vn*vt // Derivada en t
+ g*dy(Hn)*vt
// (3) Ecuacio´n para H
- (1.0/k)*Hn*Ht
)
// Condiciones de contorno Dirichlet en los cuatro lados del
cuadrado
+ on(1,2,3,4, un1=0, vn1=0, Hn1=elevacionInicial);
// Ya memos definido el problema variacional. Ahora vamos a hacer un
bucle en tiempo (me´todo de Euler)
// Definimos el nu´mero de iteraciones que queramos (el instante final
de tiempo sera´ T = k*numIter)
int numIter=100;
for (int iter=0; iter<numIter; iter++)
{
real t = k*iter;
cout << "Solving iteration " << iter << " (time " << t << ")" <<
endl;
// Ahora, simplemente escribiendo el nombre del problema definido
// con "problem(...)", se calcula la solucio´n (se resuelve el
// sistema de ecuaciones subyacente al me´todo de elementos
// finitos)
ShallowWater;
// Si todo ha ido bien, ya tenemos la solucio´n [un1,vn1,Hn1]. Por
ejemplo, dibujamos
// el campo de velocidades (wait=1 es para que espere a pulsar una
tecla)
plot([un1,vn1], wait=0);
// Y tambie´n dibujamos H:
plot(Hn1, wait=0);
// Por u´ltimo: es muy importante no olvidar preparar la siguiente
iteracio´n.
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un = un1; // La velocidad actual sera´ la de la etapa anterior
vn = vn1;
Hn = Hn1; // Y tambie´n la altura
//
// Algunos indicadores
//
// Energı´a cı´ne´tica (norma L2 de la velocidad)
real energiaCinetica = sqrt( int2d(Th)(un1[]’*un1[] + vn1[]’*vn1
[]) );
cout << "Kinetic energy: " << energiaCinetica << endl;
// Mo´dulo (norma L2) de la altura en Omega
real normal2H = sqrt(int2d(Th)(Hn1[]’*Hn1[]));
cout << "Hn1 (L2 ntorm): " << normal2H << endl;
savevtk("testacopvisch" + iter + ".vtk", Th, [un1,vn1,0], Hn1,
dataname="Velocidad Elevacion");
}
Co´digo empleado para implementar modelo desacoplado (FreeFem++)
// Shallow water equations 2d
// Alicia Sa´nchez Rodrı´guez, Rafa Rodrı´guez Galva´n
load "iovtk";
real clock1=clock();
real R=10.0;
border circle(t=0,2*pi){ x=5+R*cos(t); y=5+R*sin(t);};
mesh Th = buildmesh(circle(100));
plot(Th, wait=true);
fespace Xh(Th,P1); // Espacio de Elementos Finitos
Xh un1,vn1,Hn1,ut,vt,Ht; // Inco´gnitas y funciones test
Xh un, vn, Hn; // Valores de las inco´gnitas en la etapa anterior
/// Ca´lculo de h ///
fespace Vh(Th,P1);
Vh h ;
real[int] count(Th.nv);
varf vmeshsizen(u,v)=intalledges(Th,qfnbpE=1)(v);
varf vedgecount(u,v)=intalledges(Th,qfnbpE=1)(v/lenEdge);
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count=vedgecount(0,Vh);
h[]=vmeshsizen(0,Vh);
h[]=h[]./count;
real hmax=h[].max;
////////////////////
real k=0.031;
// real f=0; // En principio, no tenemos en cuenta la aceleracio´n de
Coriolis;
un=0.0; // Dato inicial para u (partimos del reposo)
vn=0.0; // Dato inicial para v (partimos del reposo)
// Definicio´n de una altura inicial del agua constante
// Suponiendo fondo constante z=-1, si la superficie del agua esta´ en
z=0, entoces la altura es 1
// Hn=1.0;
// Definicio´n de una altura a trave´s de una campana de Gauss,
real cteAltura=0.2;
func elevacionInicial = 1.0+cteAltura*exp(-(x-5.0)ˆ2-(y-5.0)ˆ2);
Hn=elevacionInicial;
real g=9.8;
real nu=h; // Coeficiente de viscosidad (difusio´n)
// macro grad(u) [dx(u),dy(u)] // Definimos una macro para el operador
gradiente
// macro div(u,v) dx(u)+dy(v) // Definimos una macro para el operador
divergencia
//
// Defino un problema llamado "ShallowWater" donde:
// - Las inco´gnitas se definen como (el vector) [un1,vn1,Hn1]
// - Las funciones tests son (el vector) [ut, vt, Ht]
//
// Observaciones:
// - En esta versio´n, escribimos las ecuaciones para FONDO PLANO (
Cushman Roisin, ecuaciones 7.17)
// - El esquema nu´merio en tiempo usado es: Euler, en concreto Euler
semi-implı´cito.
// Es decir, para conseguir que el problema sea lineal, algunas
inco´gnitas se dejan
// implı´citas (se escriben en la etapa n+1) y otras se hacen
explı´citas (en la etapa n)
// - En la versio´n actual, no se tiene en cuenta la aceleracio´n de
Coriolis.
//
problem ShallowWaterVelocity([un1,vn1], [ut,vt])=
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// Forma bilineal: a(U,V) donde U=[un1,vn1,Hn1] y V=[ut,vt,Ht]
// Aquı´ aparecen todos los te´rminos de la forma (inco´gnita)*(
funcion_test)
int2d(Th)(
// (1) Ecuacio´n para u
(1/k)*un1*ut // Derivada en t
+ un*dx(un1)*ut + vn*dy(un1)*ut //Conveccio´n
+ nu*(dx(un1)*dx(ut) + dy(un1)*dy(ut)) // Difusio´n
// -int2d(Th)f*vn1*ut //Coriolis
// (2) Ecuacio´n para v
+ (1/k)*vn1*vt // Derivada en t
+ vn*dx(vn1)*vt + vn*dy(vn1)*vt //Conveccio´n
+ nu*(dx(vn1)*dx(vt) + dy(vn1)*dy(vt)) // Difusio´n
// -int2d(Th)f*un1*vt //Coriolis
)
// Forma lineal, F(V) donde V=[ut,vt,Ht]
// Aquı´ aparecen todos los te´rminos de la forma (valor_conocido)*(
funcion_test)
+ int2d(Th)(
// (1) Ecuacio´n para u
- (1.0/k)*un*ut // Derivada en t
+ g*dx(Hn)*ut
// (2) Ecuacio´n para v
- (1.0/k)*vn*vt // Derivada en t
+ g*dy(Hn)*vt);
// Condiciones de contorno Dirichlet en los cuatro lados del cuadrado
//+on(1,2,3,4, un1=0, vn1=0, Hn1=elevacionInicial);
problem ShallowWaterElevation(Hn1, Ht)=
// Forma bilineal:
// Aquı´ aparecen todos los te´rminos de la forma (inco´gnita)*(
funcion_test)
int2d(Th)(
// Ecuacio´n para H
+ (1/k)*Hn1*Ht
- un*Hn1*dx(Ht) - vn*Hn1*dy(Ht) // Para evitar derivada del
producto, integramos por partes
// + (Hn1*Ht)(dx(un)+dy(vn)) + un*dx(Hn1)*Ht + vn*dy(Hn1)*Ht //
Lo elimino (fondo plano)
)
// Forma lineal.
// Aquı´ aparecen todos los te´rminos de la forma (valor_conocido)*(
funcion_test)
+ int2d(Th)(
// (3) Ecuacio´n para H
- (1.0/k)*Hn*Ht
)
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;// Ya memos definido el problema variacional. Ahora vamos a hacer un
bucle en tiempo (me´todo de Euler)
// Definimos el nu´mero de iteraciones que queramos (el instante final
de tiempo sera´ T = k*numIter)
int numIter=100;
for (int iter=0; iter<numIter; iter++)
{
real t = k*iter;
cout << "Solving iteration " << iter << " (time " << t << ")" <<
endl;
// Ahora, simplemente escribiendo el nombre del problema definido
// con "problem(...)", se calcula la solucio´n (se resuelve el
// sistema de ecuaciones subyacente al me´todo de elementos
// finitos)
ShallowWaterVelocity; // Calcular un1, vn1
ShallowWaterElevation; // Calcular Hn1
plot([un1,vn1], wait=0);
plot(Hn1, wait=0);
// Por u´ltimo: es muy importante no olvidar preparar la siguiente
iteracio´n.
un = un1; // La velocidad actual sera´ la de la etapa anterior
vn = vn1;
Hn = Hn1; // Y tambie´n la altura
//
// Algunos indicadores
//
// Energı´a cı´ne´tica (norma L2 de la velocidad)
real energiaCinetica = sqrt( int2d(Th)(un1[]’*un1[] + vn1[]’*vn1
[]) );
cout << "Kinetic energy: " << energiaCinetica << endl;
// Mo´dulo (norma L2) de la altura en Omega
real normal2H = sqrt(int2d(Th)(Hn1[]’*Hn1[]));
cout << "Hn1 (L2 ntorm): " << normal2H << endl;
savevtk("testconviscosidad" + iter + ".vtk", Th, [un1,vn1,0], Hn1,
dataname="Velocity Elevation");
}
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