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Abstract
The Compositional Integral is defined, formally constructed, and dis-
cussed. A direct generalization of Riemann’s construction of the integral;
it is intended as an alternative way of looking at First Order Differential
Equations. This brief notice aims to: familiarize the reader with a different
approach to integration, fabricate a notation for a modified integral, and ex-
press a startling use for infinitely nested compositions. Taking inspiration
from Euler’s Method for approximating First Order Differential Equations,
we affiliate the method with Riemann Sums; and look at it from a different,
modern angle.
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1 Introduction
As an undergraduate student in mathematics weve all encountered (or will en-
counter) a theorem by Picard and Lindelo¨f. Though this theorem is named for
E´mile Picard and Ernst Lindelo¨f, its history traces from Augustin-Louis Cauchy, to
Leonhard Euler, to Isaac Newton–and through much of 17th to 19th century math-
ematics. But as ingenious Picard and Lindelo¨fs theorem is, it is non-productive;
insofar as it does not produce the function in any feasible manner. For a more
detailed look at the history and development of differential equations, refer to
[1, 2, 4, 7]; where arguably the climax of classical contributions to the theory of
differential equations is Picard and Lindelo¨f’s eponymous theorem. This paper
aims to look at First Order Differential Equations from a different perspective;
like the Necker cube, differential equations can be viewed in more ways than one.
The brute can summarize Picard and Lindelo¨f’s theorem in a few key words.
For |x − x0| < δ with δ > 0 small enough, and for f(x, t) a Lipschitz continuous
function, the mapping:
Φu = y0 +
∫ x
x0
f(s, u(s)) ds
1
is a contraction. Therefore, by The Banach Fixed Point Theorem1 it has a
unique fixed point y, which inherently satisfies y(x0) = y0 and Φy = y, which
reduces to y′(x) = f(x, y(x)).
This provides us with a local solution to the differential equation y′ = f(x, y)
subject to the constraint y(x0) = y0. It also ensures this solution is unique,
thanks to our use of The Banach Fixed Point Theorem; and that it is continuously
differentiable. A more in depth look at The Picard-Lindelo¨f Theorem can be found
in [3].
The author would like to expand this theorem. This theorem does not nec-
essarily help us produce the solution yit only informs us it exists and is unique.
Even though Picard and Lindelo¨f’s theorem is considered constructive–the author
feels it isn’t productive. The result is restricted to tiny intervals about x0, mak-
ing us unsure of where the iteration of Φ actually converges–simply that it must
somewhere. Numerical calculations of y using iterations of Φ is also unfeasible in
practice.
In no different a manner than how the Riemann Integral is productive, we should
have something similar for y. There is a Riemann Sum of g which converges to
an object G and that object satisfies G′(x) = g(x). What if there was the same
thing for the equation y′ = f(x, y(x))? A kind of “Picard-Lindelo¨f Integral.” We
should have some thing and this thing converges to y everywhere; and in a useful
productive sense.
This thing should also behave in a manner similar to our usual notion of an
integral. This thing should be accessible and intuitive like the Riemann Sum. And
above all, this thing should look and feel like an integral. The author will argue
that Euler had already met these criteria in the 18th century. He simply worded
it in a language of infinitesimals.
We are going to start with a formal calculus and prove some less than obvious
facts about it. The author will then propose a way of actually constructing this
formal calculus. In order to do this, the author will be brash and introduce a new
notation known as the differential bullet product. This will take some persuasion.
He maintains though, that the summation of this paper is the introduction of a
formal calculus, The Compositional Integral, and an argument for a notation which
describes said idea.
The methodology of our proposed, new kind of integral, is vastly similar to
Euler’s Method for approximating First Order Differential Equations. The idea is
to make this approximation notion more precise, and re-approach it as a modified
Riemann Sum–and describe some properties which, as the author would put it,
have been overlooked. We are also going to steal Leibniz’s notation for the integral,
and twist it a bit.
However, and this is a strong however, the integral was originally a formal
idea. It took much work to make it anything less than formal. A Riemann Sum,
as beautiful and practical as it is, still couldnt accomplish a victory over the formal
meaning. The integral is a mysterious thing. The author cannot fully construct
The Compositional Integral to the extent mathematicians have constructed mod-
ern integration. He simply wishes to discuss the formal object, and give a concrete
1This theorem will most likely be the first non-trivial case where a student encounters a use
for The Banach Fixed Point Theorem.
2
instance where it works. Therein, the majority of this paper will be formal ar-
guments. He hopes more knowledgeable mathematicians of measure theory and
Lesbesgue’s theory of integration will have something more interesting to say.
2 So, what is The Compositional Integral?
Lets borrow Leibniz’s notation for the integral. The Compositional Integral can
be introduced modestly in a less than avant-garde fashion. The notation may look
a little clunky, but the pieces fit together rather tightly.
Let b ≥ a, supposing f(s, t) is a nice function2, write:
Yba(t) =
∫ b
a
f(s, t) ds • t (2.1)
To get what this expression means will be the point of this paper. And if the
reader can absorb what this expression means, they can absorb the thesis of this
paper. The authors goal is to acclimatize the reader slowly with this notation.
But the author will simply start with the denotion Yba(t).
Definition 2.1 (The Compositional Integral). The Compositional Integral:
y(x) = Yxa(t) =
∫ x
a
f(s, t) ds • t
is the unique3 function y such that y′(x) = f(x, y(x)) and y(a) = t.
This is a bit of a mouthful, and imprecise on domains, but the imprecision of
this definition is warranted. This definition is made the way it is to introduce more
simply what the author calls the formal semi-group laws; where a ≤ b ≤ c:
1. Yaa(t) = t
2. Ycb(Yba(t)) = Yca(t)
These laws comprise a modified additivity condition of the usual integral
∫ c
b
+
∫ b
a
=∫ c
a
and
∫ a
a
= 0. Where now addition is replaced with composition–and we have a
semi-group-structure rather than a group-structure (at least for now).
As a brief digression, to gather some intuition; if we were to let f(s, t) = f(s)
be constant in t, then the differential equation would reduce to y′(x) = f(x) and
y(a) = t. The Compositional Integral becomes the integral. That is to mean
y(x) = t+
∫ x
a
f(s) ds, and Yba(t) = t+
∫ b
a
f(s) ds. The composition law (2) across t
becomes the usual additivity condition of the integral–albeit written a bit strangely.
Of which, the constant of integration plays a more prominent role as an argument
of a function.
There is not much more than a trick to proving (1) and (2). We will restrict
ourselves to a formal proof that breaks down the mechanism of it purely from
Definition 2.1. The following argument really only works for well behaved f ,
2Bear with the author, as what we mean by nice will have to be filled in as we progress.
3Although one would usually have to show y is unique, by The Picard-Lindelo¨f Theorem it
certainly is if, for instance, f is globally Lipschitz on its domain. We include uniqueness in the
definition for convenience.
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which we avoid describing as it may muddy the initial intuition. But the reader
may guess that it is something like a nice global Lipschitz condition.
Theorem 2.2. Let Yba(t) be The Compositional Integral of f(s, t); then the fol-
lowing group laws are satisfied:
1. Yaa(t) = t
2. Ycb(Yba(t)) = Yca(t)
for all a ≤ b ≤ c.
Proof. Using the definition of Y we can play a few tricks to get our result. When
y(x) = Yxa(t) then y(a) = t by definition and so (1) is satisfied by first principles.
Proving (2) is more wordplay then anything. Firstly u = Yxb(Yba(t)) is the unique
function such that u(b) = Ybb(Yba(t)) = Yba(t) (by (1)) and u
′(x) = f(x, u(x)).
Similarly though, the function w = Yxa(t) is the unique function such that w(b) =
Yba(t) and w
′(x) = f(x,w(x)). Therefore they must equal, w = u. Plugging in
x = c gives the result.
The majority of this theorem relied on the uniqueness of a solution to a First
Order Differential Equation; where again f is nice. This allowed for an identity
principle, which was used as the cornerstone of this theorem. It isn’t very hard to
imagine the cases where f is suitable and this argument works–again, something
like a nice global Lipschitz condition.
Now, this identity alone does not justify considering this object an integral.
Luckily, there’s more hidden to the proposed notation. Considering the usual
integral, there is an iconic ability to substitute variables using Leibniz’s differential
calculus. If u = γ(s), du = γ′(s)ds and u(α) = a and u(β) = b then,
∫ b
a
f(s) ds =
∫ β
α
f(u) du =
∫ β
α
f(γ(s))γ′(s) ds
This leads us to the next nice fact about The Compositional Integral, and
hints more aggressively as to the usefulness of the proposed notation. The same
substitution of variables is still perfectly valid.
∫ b
a
f(s, t) ds • t =
∫ β
α
f(u, t) du • t =
∫ β
α
f(γ(s), t)γ′(s) ds • t
Remembering the definition of The Compositional Integral, this can be shown
using the less than startling identity:
d
dx
y(γ(x)) = f(γ(x), y(γ(x)))γ′(x)
More thoroughly, the function w(x) = y(γ(x)) is the unique function such
that w′(x) = f(γ(x), w(x))γ′(x) and w(α) = y(γ(α)) = y(a) = t. Therefore
w(x) =
∫ x
α
f(γ(s), t)γ′(s) ds • t. Similarly w(β) = y(b). Since y(b) = Yba(t), we
must have:
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Yba(t) =
∫ β
α
f(γ(s), t)γ′(s) ds • t
This also explicitly constructs the inverse for each element of the semi-group.
Meaning, The Compositional Integral forms a group under composition. The func-
tion Yab(t) = Y
−1
ba (t) which allows Yab(Yba) = Yaa = t. Theorem 2.2 hypothetically
shows this, but it may be unclear what Yab means when a ≤ b. Using Leibniz’s
rule of substitution where u(s) = b+a−s with u(a) = b and u(b) = a, the meaning
of Yab can be clarified by the identity:
Yab(t) =
∫ a
b
f(s, t) ds • t =
∫ b
a
f(u, t) du • t =
∫ b
a
−f(b+ a− s, t) ds • t
Therefore:
Yab(t) = Y
−1
ba (t) =
∫ b
a
−f(b+ a− s, t) ds • t
This leaves us with the conception that not only does Yba(t) have a semi-group-
structure for a ≤ b, it has a group-structure when we remove the restriction a ≤ b;
the inverse of Yba is Yab, which can be described using a substitution of variables.
The last facet of The Compositional Integral is perhaps the most important.
The Compositional Integral can be constructed using something looking like a
Riemann Sum. We will devote the majority of this brief paper justifying this.
The group structure of Yba can be used to construct Yba. It is beneficial to
think accurately about Euler’s Method in the following argument. If throwing in
one’s hat as to whom truly deserves priority over all the ideas in this paper; the
author feels the entirety of this paper could probably be attributed to Euler, it’s
simply that he said it differently.
Let P = {si}
n
i=0 be a partition of [a, b] written in descending order (this can
cause a bit of a trip up). That is to say b = s0 > s1 > s2 > ... > sn = a. Let’s
also write Y∆si = Ysisi+1 then by the group law Yca = Ycb(Yba):
Yba = Ybs1(Ys1s2(Ys2s3(...Ysn−1a))) =
∏
i
Y∆si
Where the product is taken to mean composition. As ∆si = si − si+1 tends
to zero these Y∆si → t, which follows because Yaa(t) = t. We know something
stronger though, we know as si, si+1 → s
∗
i that
Y∆si − t
∆si
→ f(s∗i , t) which is
just the differential equation used to define Y . This implies each Y∆si looks like
t+ f(s∗i , t)∆si, up to an error of order O(∆s
2
i ). To make an educated guess then:
shouldn’t the O(∆s2i ) part be negligible as the partition gets finer? It should be
safe to write:
Yba = lim
∆si→0
∏
i
t+ f(s∗i , t)∆si
We may write this in a form that would be familiar to more Classical Analysts.
Let ∆si → ds and write:
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Yba =
∏
t+ f(s, t) ds (2.2)
Although this may seem unusual; this is no more than the combination of
Euler’s Method and Riemann Sums with their language of partitions. For context,
Euler would usually fix ∆si small and approximate Yba as we let b grow. We are
fixing b, but letting ∆si → ds and thinking of this as a Riemann Sum. But then
again, Classical Analysts never saw the need for a Riemann Sum, it was just how
infinitesimals worked.
3 But where does the • come from?
If the reader leaves this paper with one thing, it is hopefully an understanding of
the differential bullet product ds • t. And what it means when combined with the
integral. The expression
∫
ds•t behaves similarly to the expression
∫
ds (they both
satisfy: a group structure, substitution of variables, and a First Order Differential
Equation).
But, what does the differential bullet product mean? Thats a tough question
to answer without sufficient context. The author will boil it down into one thing.
We cannot use the notation
∏
to represent nested compositions. Notation must
represent clearly and precisely. Well need a notation for iterated compositions,
and well have to be clear. The author chooses the symbol Ω.
If hj is a sequence of functions taking some interval to itself. The expression
Ωnj=0 hj(t) can be understood to mean:
n
Ω
j=0
hj(t) = h0(h1(h2(...hn(t))))
No different than Eulers notation for products and sums, except, well need
some additional notation in the spirit of Leibniz. When our function hj depends
on another variable which is not being composed across, our notation becomes
unclear. Insofar, when we write:
n
Ω
j=0
hj(s, t)
Does this mean we compose across t?
h0(s, h1(s, ...hn(s, t)))
Or does this mean we compose across s?
h0(h1(...hn(s, t)..., t), t)
This is no different a problem than when an undergraduate writes
∫
est and the
professor is expected to guess whether the integration is across s or t. It becomes
unclear whether one means
∫
est ds or
∫
est dt. To reconcile the situation were
going to use a bullet. Therein, the above expressions can be written more clearly:
n
Ω
j=0
hj(s, t) • t = h0(s, h1(s, ...hn(s, t)))
n
Ω
j=0
hj(s, t) • s = h0(h1(...hn(s, t)..., t), t)
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So when the author uses a bullet (•) followed by a variable, it is to mean that
the operation is bound to the variable. Specifically compositions are across this
variable.
Returning to our discussion from above, we arrive at a more playful denotion
of The Compositional Integral. Let P = {si}
n
i=0 be a partition of [a, b] (written in
descending order) with si+1 ≤ s
∗
i ≤ si, then we can write, and aim to justify:
∏
i
t+ f(s∗i , t)∆si =
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t ≈ Yba(t)
This is essentially the statement of Euler’s Method as it’s stated today, and it’s
still used by numerical approximation algorithms. Traditionally one would write
this calculation a bit more sequentially:
t0 = t
t1 = t0 + f(s
∗
n−1, t0)∆sn−1
t2 = t1 + f(s
∗
n−2, t1)∆sn−2
...
tn = tn−1 + f(s
∗
0, tn−1)∆s0 ≈ Yba(t)
The benefit of this notation is that tn+1 ≈ Y(b+∆)a and tn+2 ≈ Y(b+2∆)a, and
we can think of this as a sequence, or a process, which continues to approximate.
The main proposition of our altered form, is this becomes equality as ∆si → 0
(and n→∞), but b is fixed, and isn’t allowed to vary. This isn’t much of a leap of
faith considering the vast amount of numerical evidence which supports this claim;
and lays at the foundation of numerical approximation algorithms.
At this point, the notation can be rephrased; the notation of Section 2 can be
better motivated. Let ∆si → ds, the summatory part Ω t+ becomes an
∫
. This is
a continuous, infinitesimal, composition; similar to a continuous sum. It becomes
a sweep of f(s, t) for s ∈ [a, b] across t; which we write as ds • t. Again, this is
something like a Riemann Sum... but it’s an infinitely nested composition. The
bounds on the integral can be made explicit, and it leaves us with the expression:
lim
∆si→ds
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t =
∫ b
a
f(s, t) ds • t
Which is what the author means by the differential bullet product. We specif-
ically call it a product as our group law Ycb(Yba(t)) = Yca can be written as the
product of integrals:
∫ c
a
f(s, t) ds • t =
∫ c
b
f(s, t) ds •
∫ b
a
f(s, t) ds • t
The bullet is composition. We choose a bullet for this product of integrals,
rather than the traditional symbol ◦, as to specify the composition is across t; and
to emphasize the group-structure.
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It is helpful to note when f(s, t) = f(s) is constant in t, then t + f(s) is
a translation and the compositions above revert to addition. Illustrated by the
formal manipulations,
∫ b
a
f(s)ds • t = lim
∆si→0
n−1
Ω
i=0
t+ f(s∗i )∆si • t
= lim
∆si→0
(
t+
n−1∑
i=0
f(s∗i )∆si
)
= t+
∫ b
a
f(s) ds
We are reduced to the usual Riemann Sum definition of an integral. Further-
more we can explicitly see t as the constant of integration. The additivity of
integrals is again the composition law
Ycb(Yba(t)) = t+
∫ c
b
f(s) ds+
∫ b
a
f(s) ds = t+
∫ c
a
f(s) ds = Yca(t)
4 Approaching from the other side of the equation
Continuing with the same idea, we are going to approach from the other side of
the equation. We will start with our (or Euler’s?) proposed definition of Y and
argue that it is Y . To separate the objects as two different things we will call the
proposed definition Y˜ . The aim is to formally argue and motivate Y = Y˜ , but we
will not attempt to prove it yet. The benefit of this side, is to construct Y˜ first,
and provide a constructive/productive form of Picard and Lindelo¨f’s Theorem.
Recalling the proposed definition: if P = {si}
n
i=0 is a partition of [a, b] in
descending order, and si+1 ≤ s
∗
i ≤ si:
Y˜ba(t) = lim
∆si→0
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t
We are going to take a leap of faith momentarily and assume this expression
converges uniformly. Some things about Y˜ are simple to prove off hand, but Y˜ may
seem so foreign to navigate, the reader may not know where to look. So to start
slow, the semi-group laws from before hold. Firstly, Y˜aa(t) = t as this becomes the
null composition which is the identity value Id = t. It is helpful to think about
how the null sum is 0, and the null product is 1. More importantly, Y˜cb(Y˜ba) = Y˜ca
which is worth while to the reader for the author to write out.
A proof-sketch that Y˜cb(Y˜ba) = Y˜ca: Let P = {si}
n
i=0 be a partition of [a, b] in
descending order, with si+1 ≤ s
∗
i ≤ si; and let R = {rj}
m
j=0 be a partition of [b, c]
in descending order, with rj+1 ≤ r
∗
j ≤ rj . Then,
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Y˜cb(Y˜ba) = lim
∆rj→0
m−1
Ω
j=0
t+ f(r∗j , t)∆rj • lim
∆si→0
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t
= lim
∆rj→0
lim
∆si→0
m−1
Ω
j=0
t+ f(r∗j , t)∆rj •
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t
= lim
∆qk→0
n+m−1
Ω
k=0
t+ f(q∗k, t)∆qk • t
= Y˜ca
Where Q = P ∪R = {qk}
n+m
k=0 is a partition of [a, c] written in descending order,
consisting of qj = rj for 0 ≤ j ≤ m and qi+m = si for 0 ≤ i ≤ n and similarly for q
∗
k.
This is purely a formal manipulation, but the reader may care to see how a
rigorous proof would evolve if these objects converge uniformly in t, or in some
nice way.
Reparametrizing the composition from [a, b] to [α, β] with a continuously differ-
entiable function γ; Leibniz’s substitution of variables appears. Taking γ(p∗i ) = s
∗
i
and γi = γi(pi) = si, where β = p0 > p1 > ... > pn−1 > pn = α and
pi+1 ≤ p
∗
i ≤ pi, then by an approximate mean value theorem:
f(s∗i , t)(si − si+1) = f(γ(p
∗
i ), t)(γi − γi+1) ≈ f(γ(p
∗
i ), t)γ
′(p∗i )(pi − pi+1)
So that,
Y˜ba(t) = lim
∆pi→0
n−1
Ω
i=0
t+ f(γ(p∗i ), t)γ
′(p∗i )∆pi • t
So, our proposed definition also admits substitution of variables. It’s also nice
to see that the composition behaves little differently than how Riemann Sums
behave, in this instance at least.4
To extend our group-structure, if we invert Y˜ba to Y˜
−1
ba , then componentwise
t + f(s∗i , t)∆si gets mapped to ≈ t − f(s
∗
i , t)∆si. Since composition is non-
commutative, the partition is now in ascending order, and our inverse becomes
precisely Ω
n−1
i=0 t − f(b + a − s
∗
i , t)∆si • t. This agrees with our earlier inversion
formula.
A more difficult idea to intuit is that Y˜xa, using this definition, satisfies the
differential equation that Y satisfies: d
dx
Y˜xa = f(x, Y˜xa). And that this expression
actually satisfies a First Order Differential Equation and we can come full circle.
The author will only use intuition to morally justify this statement, for the moment.
This logical sequence is a formal use of infinitesimals. Starting with the following
identity:
Y˜(x+dx)x(t) = t+ f(x, t)dx
Which can be sussed out as “composing an infinitesimal amount,” or “com-
posing over the interval [x, x + dx].” If one can accept this malignant use of
4This hints aggressively to the idea of adding measure theory to the discussion.
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infinitesimals5, it can be expanded using our semi-group laws Y˜cb(Y˜ba(t)) = Y˜ca(t),
so that:
Y˜(x+dx)a = Y˜(x+dx)x(Y˜xa) = Y˜xa + f(x, Y˜xa)dx
dY˜xa
dx
=
Y˜(x+dx)a − Y˜xa
dx
= f(x, Y˜xa)
This kind of tells us this idea should work. If the objects converge in the best
manner possible, all of this seems like a Leibnizian argument using infinitesimals.
The above arguments work out formally as we’ve written, but proving it does
generally and rigorously is difficult. For that reason, we will work through a
specific case. It can be illuminating to use an example, and may clear cut some of
the block-ways which heed intuition on the matter. This will also give a glimpse
of the difficulty of the problem in a rigorous setting.
5 The nit and gritty
Now that were caught up with the sweeping motions, well work through a case
in which we can do everything we just did above but with a bit more rigor. To
do such, well work with the function f(x, t) = e−xt for x ∈ [0, 1] and t ∈ R+.
And we’ll try to construct The Compositional Integral of f . Although we’ve just
deliberated on The Compositional Integral as a formal thing; the author has yet to
construct it, or even prove its existence. We aim to prove the following theorem:
Theorem 5.1. The following two claims hold:
1. For 0 ≤ a ≤ b ≤ 1 and t ∈ R+, there is a unique Compositional Integral of
e−xt, denoted
Yba(t) =
∫ b
a
e−st ds • t
Where Yba(t) : R
+ → R+.
2. Let P = {si}
n
i=0 be a partition of [a, b] written in descending order, with
si+1 ≤ s
∗
i ≤ si; as ∆si = si − si+1 → 0 the expression
n−1
Ω
i=0
t+ e−s
∗
i t∆si • t
converges to The Compositional Integral Yba(t) of e
−xt.
5As the author would argue Classical Analysts took it as fact, though they definitely wrote
it differently.
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In our proof, it will be shown in one motion that Y˜ = Y . It will then be
evident the function Y˜xa(t) is the unique function y(x) such that y(a) = t and
y′(x) = e−xy(x).
This provides us with the quick and justifiable statement that The Composi-
tional Integral is a meaningful thing and looks something like a Riemann Sum,
if only a Riemann Sum involved compositions... A Riemann composition, if you
will. For convenience, the author will call it The Riemann Composition of The
Compositional Integral.
The proof we will provide will require some hand waving, as to write out all
the steps produces a mess of equations. For this reason we will try to be short but
convincing nonetheless. We will try to argue classically, but will admit much more
rigor than a Classical Analyst would.
Proof. To begin, we’ll prove (1). For all t ∈ R+ and 0 ≤ a ≤ b ≤ 1 there is a
function Yba(t) : R
+ → R+–The Compositional Integral of f(x, t) = e−xt.
To show this is an exercise in soft-analysis. For all t0, t1 ∈ R
+ and x ∈ [0, 1] we
have |e−xt0 − e−xt1 | ≤ |t0 − t1|. Therefore by The Picard-Lindelo¨f Theorem, for
every x0 ∈ [0, 1] there is a neighborhood |x−x0| < δ (δ can be chosen to work for all
x0), where for each t ∈ R
+, we have a function yt,x0 in which y
′
t,x0(x) = e
−xyt,x0 (x)
and yt,x0(x0) = t. These neighborhoods |x − x0| < δ, and hence functions yt,x0 ,
can be glued together. We can extend yt,x0(x) from |x−x0| < δ to |x−x0| < 3δ/2
by noticing
yt,x0(x± δ/2) = yyt,x0 (x0±δ/2),x0(x)
Continuing this process, yt,x0 can be extended from |x − x0| < δ to x ∈ [0, 1]
using a monodromy principle. The presiding identity principle is not that y is
analytic, though. Instead yt,x0 satisfies the same First Order Differential Equation
for each x0.
To elaborate: consider two intervals I and J where I ∩ J 6= ∅. Let u : I → R
and w : J → R. Assume u
∣∣∣
I∩J
= w
∣∣∣
I∩J
, and they satisfy the same First Order
Differential Equation, y′ = e−xy(x). By the uniqueness property of First Order
Differential Equations, u = w on I ∪ J . This monodromy principle forms Yba(t) =
yt,a(b) for all t ∈ R
+ and 0 ≤ a ≤ b ≤ 1.
Lastly, Yba(t) : R
+ → R+ because Yaa(t) = t ∈ R
+ and Yxa(t) is increasing in
x because it’s derivative is greater than 0. Theorem 2.2 can now be thought of
rigorously, and shows that Y satisfies a group structure.
For our proof of (2), that The Riemann Composition converges to Yba(t); by
Taylor’s theorem:
Yss′(t) = t+ f(s
∗, t)(s− s′) +R∆
Where here R∆
∆
→ 0 as ∆ → 0, and ∆ is an upper bound on (s − s′) where
0 ≤ s′ ≤ s∗ ≤ s ≤ 1. Now R∆ depends on s
∗, s′, s and t, but we are going to
throw its dependence away, as it can clutter the proof. Since we will be letting
∆ → 0 its dependence on t (and s∗, s′, s) becomes irrelevant (especially because
the convergence is uniform for t ∈ R+, and 0 ≤ s′ ≤ s∗ ≤ s ≤ 1). Let P =
{si}
n
i=0 be a partition of [a, b] in descending order, and let si+1 ≤ s
∗
i ≤ si. Let
maxi=0,1,...,n−1∆si = ∆. The following identities should illustrate the method of
the proof:
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Yba(t) = Ybs1(Ys1s2(...Ysn−1a(t)))
=
n−1
Ω
i=0
Ysisi+1(t) • t
=
n−1
Ω
i=0
t+ f(s∗i , t)∆si +R
i
∆ • t
=
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t+
n−1∑
i=0
Qi∆
Where here each
Qi∆
∆
→ 0 as ∆ → 0 for all 0 ≤ i ≤ n − 1. Ignoring Ri∆’s
dependence on t, the justification of this identity follows from an inductive use of
the rule g(t+O(∆2)) = g(t) +O(∆2)–where we must be sure to count how many
error terms we are adding together. This crude formalism is justified, again due
to the uniform convergence of Ri∆ → 0.
Now since ∆ = O(1/n) we must have Qi∆ = O(1/n
2). We are taking the sum∑n−1
i=0 Q
i
∆, so we can see that
n−1∑
i=0
Qi∆ =
n−1∑
i=0
O(1/n2) = nO(1/n2) = O(1/n)
This allows us to write that:
Yba(t)−
n−1
Ω
i=0
t+ f(s∗i , t)∆si • t = O(1/n) = O(∆)
And so in letting ∆→ 0 (and n→∞), the LHS tends to zero and our Riemann
Composition converges to The Compositional Integral of e−xt.
To summarize what was especially needed from f in this argument, in our exact
choice of f(x, t) = e−xt; the mapping f(x, t) : [0, 1] × R+ → R+ and therefore the
nested compositions are meaningful. Secondly, it was required that the function
f(x, t) = e−xt is globally Lipschitz continuous in t on R+ for all x ∈ [0, 1] as this
allowed for the simple argument proving the function Yba(t) even exists and is
unique. The global Lipschitz condition also ensured the uniform convergence of
the error term Ri∆ → 0, which allowed for the error term to be pulled through the
composition so easily.
Supposing we chose another function f where t was restricted to some interval
[c, d], then this causes innumerable problems. We would need that compositions
of t + f(s∗i , t)∆si are meaningful things, but this is difficult as [c, d] is bounded
and the composing functions may grow to a value greater than d, or less than
c, and our composition may no longer make sense. Especially because of the
dangling translation by t. We would need t + f(s∗i , t)∆si : [c, d] → [c, d] for all
0 ≤ i ≤ n− 1 and as ∆si → 0, which is unnatural and quite restrictive. Avoiding
this would require more clever topological arguments; they would surely not fit in
the confines of this notice.
Therein, our choice of e−xt was very intentional, and a very special function
for this argument to work. Constructing The Compositional Integral for arbitrary
functions proves to be a much more difficult task, especially if the only condition
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we demand is that f is Lipschitz. But if one takes Euler’s word for it, it isn’t much
of a leap.
The author imagines it very plausible that The Riemann Composition converges
to The Compositional Integral if all that is asked is that f is Lipschitz. A proof of
this would simply take longer than the space we have in this paper. And probably
more expertise than the author has.
6 In Conclusion
The Compositional Integral can be made into a meaningful thing. It is a stark re-
definition of the Riemann Integral, and provides a productive form of The Picard-
Lindelo¨f Theorem, in which we have some thing and this thing converges to the
solution of a First Order Differential Equation. It also looks like the integral in
more ways than one. The author has remained as curt as possible, but hopes to
excise a curiousity in the reader and leave the subject open ended. What else can
be done with this strange new integral? Can we add measure theory by looking
at µ(∆si) rather than ∆si for some measure µ? Can we add contour integrals by
parameterizing contours C in the complex plane using some differentiable arc γ?
How do we take limits at infinity? Are there dominated or monotone convergence
theorems? The author can only imagine.
And as to what we’ve really done in this paper, it may be fun to hint at
expansions of common functions using these methods. We can express ex in a
somewhat new way, or at least provide a new way of justifying the expansion. For
x, t ∈ R+:
tex =
∫ x
0
t ds • t
because y = tex satisfies y(0) = t and y′(x) = y(x). Interestingly, now the
group structure of The Compositional Integral become the multiplicative property
of ex. In this special case, The Riemann Composition reduces to an identity exactly
of the form limn→∞(1 +
x
n
)n = ex–the author thinks it’s one of the many ways
Euler probably derived the expression. Namely if P = {si}
n
i=0 is a partition of
[0, x], then:
tex = lim
∆si→0
n−1
Ω
i=0
t+ t∆si • t
= lim
∆si→0
n−1
Ω
i=0
t(1 + ∆si) • t
= lim
∆si→0
t
n−1∏
i=0
(1 + ∆si)
Where here ∆si looks like
x
n
; so,
∏n−1
i=0 (1 + ∆si) looks like (1 +
x
n
)n. Using
the same reasoning, we can generalize. The following identities written as though
they are Riemann Sums, are derived in the same manner and are interesting–but
are not unknown:
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ex
2
= lim
∆si→0
n−1∏
i=0
(1 + 2s∗i∆si) = lim
n→∞
n−1∏
i=0
(
1 + 2i
(x
n
)2)
ex
3
= lim
∆si→0
n−1∏
i=0
(1 + 3(s∗i )
2∆si) = lim
n→∞
n−1∏
i=0
(
1 + 3i2
(x
n
)3)
...
ex
k
= lim
∆si→0
n−1∏
i=0
(1 + k(s∗i )
k−1∆si) = lim
n→∞
n−1∏
i=0
(
1 + kik−1
(x
n
)k)
The following derivation is left to the reader:
te
∫
x
0
p(s) ds =
∫ x
0
p(s)t ds • t = lim
∆si→0
t
n−1∏
i=0
(1 + p(s∗i )∆si)
Therefore The Compositional Integral of f reduces to the Volterra integral of
p when f(s, t) = p(s)t [8]. If I haven’t convinced the reader–these identities can
be proven by taking logarithms, and using the estimate log(1 + x) ∼ x, which is
the driving point of Volterra’s construction.
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