Here we present a new empirically validated computational paradigm that generates on demand stimuli with user-defined levels of salience for use in visual search tasks. Combining a Genetic Algorithm with a biologically motivated model for image saliency we are able to breed a range of customised texture elements for use in psychophysical experiments. We review these psychophysical studies, showing for the first time that an explicit and predictable continuum of search efficiency exists in human visual search.
Introduction
Julesz introduced the concept of textons (Julesz, 1981) as basic elements in pre-attentive visual perception, and this concept is frequently utilised to explain the phenomenon of spatial pop-out in images (Bergen & Julesz, 1983; Nothdurft, 1992) . The visual search paradigm has been extensively used to psychophysically test bottom-up saliency and visual search models (Itti & Koch, 2000; Treisman & Gelade, 1980; Treisman, 1985 Treisman, , 1988 Wolfe, 1994 Wolfe, , 1999 Zhaoping & Snowden, 2006) . In a visual search task a target item may be defined either by a unique distinguishing feature (feature search), or by a combination of features (conjunctive search). In a conjunctive search task the distracter typically shares at least one feature with the target, and as a result, the target item is less easy to spot against the background of distracters and this usually results in a serial search for the target. Conversely, in a feature search task the target-distracter disparity enables the target to 'pop-out' against the suppressed background (Beck, 1967; Foster & Ward, 1991; Nothdurft, 1991 Nothdurft, , 1992 Treisman & Gormican, 1988) . In this case, the search slope of the task has a gradient of zero as additional distracters are added, implying that additional distracter items have no effect on the search time. This is taken to support the viewpoint that rapid pre-attentive processes can operate in parallel across the entire visual field (Treisman & Gelade, 1980) .
A number of researchers have opposed this parallel/serial dichotomy of visual search. Instead they suggest there exists a continuum of search efficiency (Desimone & Duncan, 1995; Duncan & Humphreys, 1989; Wolfe, 1998) . This claim supports the idea of the primacy of visual saliency, the extent to which part of a scene contrasts from its surround (Duncan & Humphreys, 1989; Moraglia, 1989; Nothdurft, 1991 Nothdurft, , 1992 , and this is a first principle in directing visual attention (Titchener, 1908) . If the difference between target and distracter items is sufficiently large, the target pops out and if the ratio is small the search task degenerates to inefficient search, linearly increasing the search time as new distracters are added.
Despite the theory of a parallel/search dichotomy being dismissed in several publications (notably Wolfe, 1998) , there does not exist strong psychophysical evidence ruling it out once and for all. In this paper we address this important research question using an improved computational model for visual saliency detection and applying techniques from artificial intelligence to generate experimental stimuli. The methodology allows generation of synthetic textons pairs using a line drawing algorithm, in which spatial pop-out occurs with preselected, user-defined, levels of salience. This facilitates a new probe with which to examine the serial vs. parallel distinction. A Genetic Algorithm is used to optimise the search for texton pair images using the saliency model as the fitness function. Subsequent psychophysical tests verify the effectiveness of this process.
The remainder of the paper is structured as follows. Section 2 outlines our saliency model, including details of the selection and combination of features. Section 3 describes the Genetic Algorithm and the process of building a stimuli set. Section 4 presents the psychophysical validation of the approach and finally, in Section 5 we discuss the results and reflect on their impact. 2. Producing the saliency map Fig. 1 illustrates the framework for the saliency model to be used. The focus of this section is to describe the procedure for computing the salience of a given image, with the details of the Genetic Algorithm to follow in the next section. In overview, for the given input image, colour, luminance and orientation features are computed across various scales and then integrated to form feature maps, which are combined to form the topographic saliency map (Koch & Ullman, 1985) . The level of salience throughout the output image is represented through the pixel intensities, where in the example shown in Fig. 1 the tower and boat regions are calculated to carry high salience values. Much of this framework is analogous to the saliency model presented by Itti and Koch (2000) , however in this section we detail our modifications to its operation: logarithmic feature combination and assignment of coefficients depending on similarity across scales; simple normalisation, rather than computationally intensive approaches, such as iterative normalisation (Itti & Koch, 2001 ); quantification of saliency using a global measure based on similarities across scales; performance enhancements by extracting orientation features in the Fourier domain.
Results of tests against the Itti and Koch (2000) model will be presented to assess the performance of the modified model. Although the saliency model could be used for natural scenes or low-level images, we restrict its usage to the latter for this paper.
Feature extraction
Feature pyramids are generated for colour, luminance and orientation features to enable computations on various resolution scales. Scale is simulated by using a Gaussian Pyramid (Burt & Adelson, 1983) for colour and luminance features and by varying the wavelength for orientation features. For a given input image I, the extracted salience S I is defined as where C, L and O are the feature maps for colour, luminance and orientation, respectively, which are produced by combining their corresponding pyramids. C has sub-feature pyramids for red-green (RG) and blue-yellow (BY) colour opponencies, L has no sub-features, and O has four sub-feature pyramids, one each for 0°, 45°, 90°and 135°. The combination of these features will be covered in the next subsection. Here we detail how each of these features are acquired, starting with the luminance pyramid. First, using I the mean image is obtained
The mean image is then convolved with a 6 Â 6 linearly separable Gaussian kernel and repetitively Gaussian subsampled by a factor of two to produce a pyramid with L scales L ¼ blog e minðW; HÞ þ 1c ð 2:3Þ
W and H are the respective width and height of input image I. At the finest scale (l = 0), the image has a resolution equivalent to the input image and at the coarsest scale (l = L À 1), the linear resolution of the image is 1 2 l th of the input image. Following the findings of Hurvich and Jameson (1957) there are two colour pyramids that are computed, one for red-green opponency and another for blue-yellow. Using the separated r, g, b channels of I, an RG image is produced RG ¼ ðr À gÞ maxðr; g; bÞ ð2:4Þ
The RG image is then convolved and Gaussian subsampled in order to create a corresponding pyramid. The BY pyramid is computed in a similar manner, however the yellow component is formulated by obtaining the minimum value of the r and g values (Walther, 2006) BY ¼ ðb À minðr; gÞÞ maxðr; g; bÞ ð2:5Þ
Simple cells in the primary visual cortex were shown by (Hubel & Wiesel, 1962) to have receptive fields (RF) with antagonistic on and off regions. Due to their similar spatial response profiles these simple cells have been modelled as Gabor filters with relative success (Field & Tolhurst, 1986; Jones & Palmer, 1987) . However, there are some drawbacks in their use. Firstly, they are not optimal if a reasonably broad and uniform coverage of the entire frequency spectrum is desired, since many Gabor filters will be needed. Secondly, measurements on mammalian visual systems indicate that there are simple cell responses that are symmetric on the log frequency scale (Anderson & Burr, 1985) but a Gabor filter has a Gaussian profile only on the linear frequency scale. Furthermore, the spatial frequency bandwidth of these simple cells range from about 0.5 octaves up to about 3 octaves (Daugman, 1985) however Gabor functions have a maximum of 1 octave (Adelson & Bergen, Fig. 1 . The proposed framework for saliency detection. The feature maps for colour, luminance and orientation are combined to form the saliency map, which represents region salience using intensity values. Light pixels are associated with high saliency and dark pixels have low saliency. The saliency algorithm is utilised by the fitness function of a Genetic Algorithm to breed texton pair pop-out stimuli to order. 1985). These problems are alleviated by using Log-Gabor filters, which not only have Gaussian (symmetric) transfer functions when viewed in the logarithmic frequency scale but they also have extended tails at high frequencies enabling them to better encode natural images (Field, 1987) .
The parameters of the Log-Gabor filters were set according to physiological findings (Daugman, 1985; Geisler & Albrecht, 1997; Webster & De Valois, 1985) . The spatial frequency bandwidth is set to 1.5 octaves which has been considered the average bandwidth (De Valois, Albrecht, & Thorell, 1982) . Also, De Valois et al. found that there are cells tuned to a variety of scales, greater than 4 octaves and containing at least 3 scales for each orientation. This supports our multi-scale design in which the radial axis is divided into six equal octave bands labelled [0, . . . , 5], and four orientations of 0°, 45°, 90°and 135°with respect to the vertical. The wavelength in each orientation is progressively halved from d at scale 0 through to d/2 5 at scale 5 (see Eq. (2.3), given the size of the stimuli tested in this paper are 400 Â 400 pixels), with the default initial wavelength set at 19.2 (see Section 4 for a justification). The orientation maps are computed by convolving each of the oriented LogGabor filters with the mean image for each d wavelength.
We have found that as compared with the approach used for producing the colour and luminance pyramids, varying d whilst maintaining the original image without subsampling is a more effective, though computationally intensive, approach for obtaining multi-scale results. Though formally equivalent to direct spatial convolution, to improve processing speed, which will prove critical in the synthesis methodology that follows, the convolution of these filters is performed in the Fourier domain using the Fast-Fourier Transform. The radial F r and the angular component F a are defined as 
ð2:7Þ
Therefore, the polar coordinates in the frequency domain of F r and F a given in Eqs. (2.6) and (2.7) can be defined by F(r, a) = F r Â F a . The center frequency is represented as r 0 , h 0 is the filter orientation, r r and r a are the standard deviations of the respective radial and angular bandwidths in octaves, which are set to 2 octaves and p 4 , respectively.
Feature combination strategies
It is now necessary to combine these raw processed features across sub-features at various scales to construct a saliency map. Ultimately there are two goals of the combination process, the first is to extract as much useful information as we can from the set of items to be combined and the second is to combine this information in a manner which represents their importance. These two issues are presented in detail before a common solution is proposed.
Psychophysical studies (Allman, Miezin, & McGuinness, 1985; Knierim & Van Essen, 1992; Nothdurft, Gallant, & Van Essen, 1999; Sillito, Grieve, Jones, Cudeiro, & Davis, 1995) suggest that a stimulus image feature can excite a neuron in the primary visual cortex (V1) if its receptive field response is unique against a homogeneous background. Computationally, the behaviour of a centersurround receptive field can be modelled by inter-scale subtraction between coarse and fine scales (Itti, Niebur, & Koch, 1998) , assuming that the center (c) scales will tune to the foreground/target and the surround (s) scales will tune to the background/distractors of the stimulus image. The scales utilised for this operation are c 2 L and s = c + d where d 2 {3, 4}. In practice this is trivial when computing colour and luminance differences, however for orientation features the emphasis on the selection of the correct center and surround scales is greater. For orientation, tuning filter parameters for detecting the foreground and background is a challenging task since the content of the stimuli may be rich in detail and contain a variety of image features. Unfortunately, shortfalls in the discrimination of the foreground and background will lead to an inaccurate center-surround subtraction. To remove this dependency on the selection of scales and circumvent this problem our solution follows the assertion that regions of interest in certain stimuli will occur as strong localised peaks in feature maps (Hu, Xie, Ma, Chia, & Deepu, 2004) .
Saliency algorithms tend to detect a plethora of features, which require a selection process to combine those that are useful. A number of earlier models have used ad hoc weighted linear combination strategies, some using learning or optimisation to tune the weights of feature maps. Others have employed competition strategies (i.e. Winner-Takes-All: Itti et al., 1998; Koch & Ullman, 1985; Koene & Zhaoping, 2007) despite this potentially leading to features being completely disregarded. In their model Hu et al. (2004) propose a dynamic weighting strategy in which the density of salient points in relation to the rest of the image determines the overall saliency. For each salient point they use a convex hull, join together neighbouring salient points and calculate the area of the resultant polygon. Polygons for each salient point are computed and summed to determine the overall 'spatial compactness' of the image. The density of each polygon is then considered, following the assumption that a region is highly salient if the salient points within that region are close together in relation to the rest of the image. The weighting coefficients are approximated according to the spatial compactness and the saliency density. There is a high dependence on obtaining the correct convex hull, since an incorrect region estimation (such as approximating a region which should actually be two or more regions) leads to a poor weighting score. Along with other such region-based approaches (Li, Ma, & Zhang, 2003) , the parameters must be tuned to obtain reasonable results. To overcome these problems, in the following section we propose a dynamic weighting strategy to score a given feature map by evaluating the global spatial relationships of the features.
Assigning weights through the Hurst exponent
Identifying peaks rather than using inter-scale subtraction enable us to replicate the behaviour of center-surround receptive fields far more effectively for multi-scale orientation features. Furthermore, the same approach can be used to infer weighting coefficients for the maps to be combined. In our model this functionality has been achieved by employing the Hurst Exponent (Blok, 2000) . This operation measures the cross-correlation of signal data, analysing the spatial correspondence of filter responses at various scales (see Reichardt (1961) for a biological justification).
Through this operation a value can be recovered allowing quantitative comparison between the filter responses so providing a score that can be used to obtain weights for the maps across scales and sub-features to generate feature maps.
Given a map f the signal variance in two orthogonal directions (x and y) is evaluated. Decomposing these variance values into sub groups of extent s, membership of which is based on similarities in neighbouring averages, generates new associated variance values at increasingly reduced scales. These values are generated so they have the property that they successively halve the two characteristic standard deviations of the original map. This decomposition continues until a pre-defined level of resolution is reached, which is set above the Nyquist frequency at 4 pixels to avoid aliasing. We then further calculate the variance r s of the values at each level and evaluate the quotient H ¼ log 2 ðs Á r s Þ=log 2 s ð2:8Þ This is mathematically equivalent to a linear regression analysis on a log-log plot of r s against s to estimate the Hurst exponent H as the best fit slope, where 0 < H < 1. If H ? 1 this implies there is a strong dependence across the scales indicating that the feature map contains strong localised signal responses. If the Hurst Exponent estimation function is denoted as n(x), the map score is
where m is the feature map to be scored. The total number of maps considered for combination, M, is feature dependent. For example, when combining features across scales M = L (Eq. (2.3)), when combining colour sub-features M = 2, when combining orientation subfeatures M = 4 and when combining overall feature maps M = 3. Having scored the maps from 0 to M À 1, the maps are then selected in descending order based on overall score and are weighted according to the following coefficient:
where b is the position of the given map in the sorted scores list. This weighted combination of maps makes use of processes that can be envisaged to take place on biological substrates, such as nearest neighbour comparisons, multi resolution topographic maps, logarithmic responses and ratio evaluation. Maps are normalised (see Fig. 1 ) using standard normalisation techniques and the feature maps are fused together to form the saliency map.
Comparative study
Although its usage is not constrained to basic image features, for this paper we use the saliency model to evaluate only low-level images. To test its effectiveness, we compared the regions of interest defined by the Itti and Koch (2000) model implementation which is part of the iLab Neuromorphic Vision (iNVT) C++ toolkit (http://ilab.usc.edu/toolkit/), with our modified version of the model. We used 500 synthesised images similar to those in Fig. 4 and therefore the ground truth of the target patch was known for each image. Details of image construction are given in Section 3. Images were computed using a 1.7 GHz Intel Ò Pentium Ò M Laptop. Using the iNVT implementation, each 400 Â 400 image took on Fig. 3 . Examples of Biomorphs created. We have intentionally limited the recursive depth of the drawing algorithm so that the shapes are kept as simple as possible. average 20.3 s to complete, compared with 18.2 s using our model. To score the detected regions of interest, the Euclidean distance (Eq. (2.12)) was calculated from the midpoint of the ground truth (g x , g y ) to the midpoints of each detected region(i = 1,. . . , N). We reward larger ellipses near the ground truth by factoring in their mass and account for false-positives by taking the average of distances from the ground truth
given that d is the Euclidean distance defined as
and e i,w and e i,h are the respective width and height values of the ellipse e i . Table 1 shows the overall detection performance. We can observe that despite having marginally more variability in predictions, the average distance from the ground truth is much smaller for our model. The iNVT implementation can be more precise, however also falsely detects the target further away than our model. In fact, a qualitative evaluation of the results revealed that the iNVT implementation would frequently falsely detect the target. This was offset by strong detections of weak pop-out stimuli as compared with our model. Overall, we suspect that despite these drawbacks, due to the nature of its center-surround multiscale compuations the iNVT implementation may strongly detect a wider range of stimuli. However, we propose that the strengths and weaknesses of our model to detect strong and weak pop-out stimuli could make it a better estimator of human performance. Furthermore, since our model is able to strongly identify the textons that constitute the block of targets, it could be a more accurate precursor to an object recognition algorithm. Fig. 2 presents some detection results from the two algorithms.
The Genetic Algorithm
A saliency model could be tested using stimuli that have been manually chosen, however since the choice would be premeditated potentially useful stimuli could be absent from any human designed test set. A Genetic Algorithm (GA) provides an automated optimisation mechanism of searching the diverse range of textons and accurately returning a texton pairing with an inherent chosen level of salience. Even when collecting a range of stimuli, as we will show below, organising salience values into bins enable a uniform spread of results. Our modified saliency model is biologically plausible, however any visual attention model which can quantify a global measure of salience could be adopted for synthesising psychophysical stimuli using our approach.
A Genetic Algorithm is a computer program which mimics the evolutionary processes of natural selection and genetics (Holland, 1975) . It serves as a meta heuristic optimised search technique where candidate solutions to the problem are represented as a population of chromosomes. The fitness of the candidate population is calculated, and the best solutions progress to the subsequent populations via the application of genetic operators, such as mutation and crossover. Over time the populations will evolve to comprise the fittest individuals, which are the problem solutions with the highest fitness values. In our framework, population fitness is quantified through the saliency computation detailed earlier (the colour channel is not used to generate the stimuli in this study). If the model is valid, high values of model saliency should then correspond to high-levels of visual saliency when observed.
The experimental stimuli we seek to evolve here comprise of a series of black and white Biomorph textons as shown in Fig. 3 . Biomorphs not only have simple production rules but they also provide a rich diversity of instantiations. We develop these Biomorphs on a 4 Â 4 lattice of cells, where each 4 Â 4 set of cells contain either target or distracter textons (see Fig. 4 for examples). Each 400 Â 400 pixel image has two Biomorph patterns, with each Biomorph chromosome having two 39-bit parts defining their left and right halves. Each Biomorph half is encoded with an initial 8-bits defining magnitude in eight possible directions and the last 31-bits defining the directions chosen during each recursive step of the drawing algorithm. The initial population is set at 12 chromosomes, elitism is set at 0.2 and the mutation rate at 0.04. Each subsequent generation evolves with the elite chromosomes along with randomly chosen chromosomes at random one-point cross-over positions. Fig. 4 shows examples of the synthesised stimuli at various generations corresponding to changing levels of target-distracter saliency as measured by our saliency model (Section 2).
To obtain a collection of stimuli covering a similar range of saliency levels, we divided the search space into a series of m bins where m 2 {0, . . . , M À 1} and M ¼ Þ. Using our chromosome representation, a bit switch could potentially translate to a drastic change in appearance. This, along with each half of the Biomorph having its own 78-bit representa- tion, means that even without mutation or crossover, we can obtain a reasonably variant set of Biomorphs across generations. The impact of a bit switch could be reduced, which would make the GA more efficient but would reduce the variety of textons produced.
Experiments
Two psychophysical visual search experiments were conducted to investigate the search performance of the framework for a variety of synthesised stimuli. While it could be argued that any saliency model could be applied to the following experimental approach, our pilot studies showed that our modified model provides excellent target detection results for low-level stimuli. In Experiment 1 we psychophysically evaluate observer search performance on images that have been generated to pre-defined target-distracter salience levels. In Experiment 2, we examine the search performance for custom generated target-distracter pairings as a function of distracter density.
Experiment 1: block pop-out test

Participants and apparatus
Twenty observers participated in the experiment of which 9 were female and 11 were male. The ages of the participants ranged from 19 to 25 (m = 21.3, s.d. = 9.5). Half of the participants were naive about the issues being investigated. All subjects had normal or corrected-to-normal visual acuity.
The experiment was conducted using a Dell Dimension Ò 8300 PC with an ATI Radeon Ò 9700 PRO graphics adapter. Stimulus images were presented on a 19-inch standard CRT monitor (Sony GDM-F500) with a spatial resolution of 1280 Â 1024 pixels and a temporal resolution of 160 Hz. The participants viewed the presented stimuli at a viewing distance of 57 cm. The dimensions of the active display area were 33.9 Â 27.1 cm and assuming 96 DPI, the size of each stimulus image was 10.6 Â 10.6 cm (400 Â 400 pixels), so each image subtended 10.6°of visual angle. The parameters of the saliency model were matched to those in the experimental set up. For colour and luminance features no changes were necessary but for orientation features we set the wavelength appropriately. Assuming 16 cycles/degree, the optimal wavelength would be 2.4 pixels (200/5.3°/16), however since we are considering multiple scales this was set as the median with the maximum wavelength being 19.2 pixels. A chin rest was used to constrain head movements. Subjects responded to stimuli using a Cambridge Research Systems (CRS) response box (CB6) and eye movements were monitored using a CRS 50 Hz video eye tracker coupled with the Matlab Video Eyetracker Ò Toolbox.
Procedure
Before beginning each trial, the camera was calibrated by having the viewer fixate on various known locations across the screen. Each trial began with a central bull's eye fixation circle (0.26°wide) being shown on the screen for 2000 ms. This was followed by a 300 ms blank interval, after which a stimulus image was presented for 1000 ms randomly consisting of either a target-present or target-absent visual search array. The presentation of the fixation circle and the blank screen was repeated between each trial.
The stimuli consisted of a block of textons (the target) amongst a background of distracters. Observers were instructed that they would see a series of texture items of which a target 4 Â 4 patch varied in appearance from its background. They were told that this image would be displayed for 2 s or until they responded to acknowledge the existence or absence of the patch by pressing one of the two valid buttons. One button was used to indicate the target was present and the other to indicate it was absent and the time between the stimulus display and the subject response was recorded as the response time. The subjects were not told where the target would appear (one of the four possible inner quadrants, see Fig. 4 ) however they were informed that not all images would have a target. Each trial lasted a maximum of 3300 ms.
The stimuli presented to each observer were a randomisation of the ranked list of 400 saliency values generated by our GA, along with an equal number of null trails consisting of randomly produced Biomorphs.
Results
Null and incorrect trials were removed from the analysis. Eye tracker data was used to regulate the experiment; images where at least one subject was not focusing within a 5 mm radius of the initial fixation circle were excluded from the analysis (3.5% or 14 images). the target-distracter pair values as selected from the saliency model range. The figure shows that response times have strong negative correlation to levels of salience. To test this interpretation, a Spearman's rho was conducted, which confirmed this as a main effect, r = À0.72, n = 386, p < 0.01, with high-levels of salience associated with lower response times.
Of the 386 target-present images, 72 contained at least one error in detecting the target. The false-negative error rate, the percentage of observers missing the target for a given target-present image, revealed a negative correlation with saliency values, r = À0.56, n = 72, p < 0.01. The same effect was found for false-positive error rates (for 10.1% or 39 images) for images that were erroneously reported to contain a target, r = À0.28, n = 39, p < 0.01. These effects reaffirm that a target is more difficult to search for when salience is low and easier when salience is high. For single target visual search, the same experimental setup was used as with Experiment 1, except for the changes mentioned here. The stimuli consisted of a 6 Â 6 lattice of Biomorphs textons with a single target amongst a series of distracters. The location of the target was in one of four possible positions: (2, 2), (2, 5), (5, 2) or (5, 5). Once the target item was assigned to one of the four candidate cells, the remaining distracter textons were randomly allocated to the vacant cells in the lattice. The target plus distracter set-sizes were either 1, 3, 5, 10, 15 or 36. Each target-distracter pairing was chosen using a ranked list of fitness (saliency) values for the constituent texton images. The full saliency range generated from our model was first divided into six equal sub ranges from which target-distracter pairs were then randomly selected. This allows target-distracter pairs to coverage a broad range of saliency differentials. The use of six sub ranges here is arbitrary, but serves as a convenient quantisation of the saliency range, though finer levels of differential discrimination are possible with this method. In total there were 288 trials per experimental participant; for each of the six target-distracter pairings there were 24 trials for each of the target-present and target-absent conditions. For the target-present condition, the six target-distracter set-sizes were repeated for each of the four possible locations of the single target. For the target-absent condition, depending on the targetdistracter pairing, all the textons were of the corresponding distracter type. Each stimulus image was presented in a random order and the subjects were instructed to acknowledge the presence or absence of a target using the response box.
As with Experiment 1, the eye tracker was used to filter the results, leading to the exclusion of 1.4% of trials from the experiment along with response latencies exceeding ± 2 s.d. from the mean for each subject (1.5%). Participants were not told where the targets could possibly appear and so the post-experiment interviews and the eye-tracking results revealed that the entire lattice was scanned throughout the experiment. Fig. 5b presents target-present and target-absent mean response times for the experiment as a function of the set-size. Table 2 presents the corresponding false-negative (target-absent) and the false-positive (target-absent) error rates averaged across participants.
Search for amongst was very efficient (2.20 ms/item), followed by amongst (34.89 ms/item), amongst (48.27 ms/item), amongst (80.29 ms/item), amongst (113.9 ms/item), with the most inefficient search being amongst (237.4 ms/item). Mean response were analysed with a 6 Â 2 Â 6 repeated measures analysis of variance (ANOVA) with target-distracter pairing, target presence and set-size as within-subject factors. Greenhouse-Geisser corrections of the p values are reported in cases where the assumption of sphericity was violated. As expected, there was a main effect of target presence, F(1, 19) = 545.183, p < 0.001; response times were higher in target-absent trails than in target-present trials F(2, 36) = 151.38, p < 0.001. There were also significant main effects of the target-distracter pairing, F(1, 45) = 305.28, p < 0.001, and set-size, F(2, 29) = 772.43, p < 0.001. The analysis showed a significant display set-size Â target-distracter pairing interaction, F(25, 475) = 527.92, p < 0.001; the effect of the pairings was greater with a larger set-size. There was also a target presence Â target-distracter pairing interaction, F(3, 48) = 370.2, p < 0.001; the target being present or not had an influence on the effect of target-distracter pairing. Finally, the three-way interaction between target presence, target-distracter pairing, and set-size was significant, F(25,475) = 62.56, p < 0.001. Other effects in the ANOVA were nonsignificant.
Discussion and conclusions
The methodology we have presented here allows the generation of target-distracter texton stimuli with pre-set levels of saliency. Experiments 1 and 2 indicate that the methodology is psychophysically valid, in that our model can generate experimental stimuli to create a prescribed ranking of observer validated visual saliency. The experiments presented not only validate the mathematical model but provide useful evidence to inform the debate over the mechanisms supporting low-level visual search. The response times from the experiments present a wide ranging, and using our stimuli predictable, continuum of search efficiency, some target-distracter pairs are more efficient to search for than others. Indeed, the graph in Fig. 5b indicates the possibility that arbitrary set-size vs. response time curves could possibly be generated by the creation and selection of suitable texton target-distracter pairs. These results provide strong new evidence against a simple serial vs. parallel dichotomy in visual search. Table 2 Error data (%) for Experiment 2, showing that errors are proportional to the inherent level of salience of the target-distracter (T-D) pairing as well as the set-size.
T-D
Set-size Target-present  Target-absent   1  3  5  10  15  36  1  3  5  10  15  36 vs. Furthermore, the characteristics of the slopes from Experiment 2 concur with the findings of Wolfe (1998) , that target-present slopes are roughly half of target-absent slopes, following the selfterminating search theory. The interaction effect observed between target-distracter pairing and set-sizes, reveal an interesting finding consistent with related research. The pairings are more influential for high set-sizes, suggesting that search becomes more efficient as more features distinguish the target from the non-targets (Duncan & Humphreys, 1989) . Post-experimental interviews and quantitative analysis of response times reveal that 'difficulty' of searching tends to be related to the complexity and density of the stimuli, effectively limited by the amount of visual information that can be processed simultaneously. This idea of limited capacity processing is at some level incorporated in most contemporary theories (Duncan & Humphreys, 1989; Huang & Pashler, 2005; Treisman & Gelade, 1980) .
There are a number of areas which have not been addressed in this paper and are proposed for future work. Though our modified saliency model works well with a single target, we have yet to fully examine the performance of our methodology with multiple targets in the scene. Also, as can be observed from Fig. 5b , for low-saliency pairings search performance is varied for set-sizes 10 and 15. A possible explanation for this could be the effect of gaps (vacant cells) between textons in the lattice (Reddy & VanRullen, 2007) , the modelling of which could provide more accurate results. A natural extension to the work presented in this paper would be to investigate the role of additional features, particularly colour, in a visual search task. Other approaches could be adopted for obtaining image features, such as the DKL colour model (Derrington, Krauskopf, & Lennie, 1984) and additional attributes to model could include spatial distribution, density, size and eccentricity. Furthermore, the modified saliency model reported in this paper has only been systematically tested on low-level stimuli we have generated. The emphasis of future work could be to validate the changes made to the Itti and Koch (2000) model for a wider range of low-level stimuli and images of natural scenes.
In this paper we present a new methodology for texton stimulus generation. The textons previously presented in research papers to date have typically been manually created using letters of the alphabet or other simple geometric figures. This methodological constraint could potentially hamper the explanatory scope for work in this field or could introduce confounding high-level elements such as letter or shape recognition. Even statistical meta analysis work, for example by Wolfe (1998) , have had to make use of these constrained texton type data sets. Here we argue that the continuum of complexity that Biomorph based texton generation affords allows a range of abstract and previously unknown forms, which are generated by the computer rather than by the researcher.
Our process, employing artificial intelligence techniques to assist in the generation of novel experimental stimuli could be applied in a range of fields. For example, the methodology can provide a useful test bed for the empirical validation of mathematical models of psychological processes. To test whether a putative mathematical model is in fact an accurate predictor of subject performance, search optimisation techniques (where the mathematical model is utilised as the fitness function), can be used to create a novel set of experimental stimuli with well defined expectations of subject performance. This synthetic stimulus set can then be experimentally measured, and the fit of empirical results to predicted results evaluated.
