This paper gives a technical solution to improve the efficiency in multi-sensor wireless network based estimation for distributed parameter systems. A complex structure based on some estimation algorithms, with regression and autoregression, implemented using linear estimators, neural estimators and ANFIS estimators, is developed for this purpose. The three kinds of estimators are working with precision on different parts of the phenomenon characteristic. A comparative study of three methods -linear and nonlinear based on neural networks and adaptive neuro-fuzzy inference system -to implement these algorithms is made. The intelligent wireless sensor networks are taken in consideration as an efficient tool for measurement, data acquisition and communication. They are seen as a "distributed sensor", placed in the desired positions in the measuring field. The algorithms are based on regression using values from adjacent and also on auto-regression using past values from the same sensor. A modelling and simulation for a case study is presented. The quality of estimation is validated using a quadratic criterion. A practical implementation is made using virtual instrumentation. Applications of this complex estimation system are in fault detection and diagnosis of distributed parameter systems and discovery of malicious nodes in wireless sensor networks.
Introduction
The paper presents some theoretical and practical aspects of signal processing in the new and emerging technology of wireless sensor networks. The application is directed to the practicing engineers and also to the academic researchers. The problem covered in this paper is in the area of algorithms of multivariable estimation, architecture of system dedicated to process monitoring based on smart sensor and system implementation. The practical applications of this paper could be processes seen as distributed parameter systems. Advances in hardware and wireless network technologies have created smart, lowcost, low-power, multifunctional miniature sensor devices.
The sensor number in a network is over hundreds or thousands of ad hoc tiny sensor nodes spread across different areas. Thus, the network actively participates in creating a smart environment. They are low cost and low energy devices, realized in nanotechnology. With them we may develop low cost wireless platforms, including integrated radio and microprocessors. These devices make up hundreds or thousands of ad hoc tiny sensor nodes spread across a geographical area. These sensor nodes collaborate among themselves to establish a smart sensing network. A sensor network can provide access to information anytime, anywhere by collecting, processing, analyzing and disseminating data. Wireless sensor networks are extremely distributed systems having a large number of independent and interconnected sensor nodes, with limited computational and communicative potential. The sensors are deployed for data acquisition purposes in a wide range of locations, sometimes in resource-limited and hostile environments such as disaster areas, seismic zones, ecological contamination sites and other different zones. This structure has the following characteristics: data processing is at the sensor level, data transmission is wireless, the sensing mechanism does not need more power supply. Sensor network applications include: environmental monitoring, civil infrastructure monitoring, shared resource utilization, tracking, perimeter protection and surveillance. Applications are in micro-climates, air quality, soil moisture, animal tracking, energy usage, office comfort, wireless thermostats, wireless light switches. In techniques they have applications such as data acquisition of physical and chemical properties, at various spatial and temporal scales, distributed parameter systems, for automatic identification, measurements over a long period of time. The modern sensors are smart, small, lightweight and portable devices, with a communication infrastructure intended to monitor and record specific parameters like temperature, humidity, pressure, wind direction and speed, illumination intensity, vibration intensity, sound intensity, power-line voltage, chemical concentrations and pollutant levels in diverse locations. The sensor networks are deployed for data acquisition purposes in a wide range of locations, in resource-limited and hostile environments such as disaster areas, seismic zones, contaminated ecological sites and so on. All these applications are distributed parameter systems. The nature of wireless sensor networks as smart and small distributed sensors could be of interest in a large class of smart and autonomous applications, capable to be implemented in multiple processes seen as largely distributed parameter processes. Also, the identification and malicious node detection in a distributed parameter system depends on sensor network interfacing with the real world. The sensors are adequate for autonomous operation in highly dynamic environments as distributed parameter systems. We may add sensors when they fail. They require distributed computation and communication protocols. They assure scalability, where the quality can be traded for system lifetime. They assure Internet connections via satellite. Based on the above consideration we may say: the intelligent sensor networks may be seen as a "distributed sensor" placed in the field of a distributed parameter system. The paper presents the results of applied research and application of sensor networks as a new emerging type of "distributed sensor" for physical variables in engineering problems. These kinds of applications are adequate for estimation, monitoring, fault detection and diagnosis in distributed parameter systems. This application is framed in the field of industrial processes or environment systems which may be seen as distributed parameter systems. A distributed sensor network may be seen in this case as a "distributed" sensor placed into the field of a distributed parameter system. Examples of distributed parameter systems with large application in practice are: the process of heat conduction, applications related to the field of electricity, motion of fluids, the processes of cooling and drying, the phenomenon of diffusion and other applications are presented. The variables of these processes are: temperature, pressure, humidity, acceleration and so on. All of them may be measured with wireless sensor networks. The estimation made using sensor networks is useful for applications ranging from control systems, fault detection and diagnosis, signal processing to time-series analysis. In theory there are methods to estimate linear black box models and models of artificial intelligence for non-linear systems. Also, an important application may be the malicious node detection in wireless sensors, based on such estimation techniques. The data are input from sensors into automate systems using virtual instrumentation and adequate drivers.
The novelty value of this paper consists in applying some concepts such as sensor networks as a "distributed sensor", estimation techniques and virtual instrumentation to distributed parameter systems, with many applications in practice, such as system monitoring for fault detection and diagnosis, as it is illustrated in Figure 1 . Some simplifying methods for modelling these systems, that are trying to capture the distributed system dynamics through lumped parameter models, are used. The estimation equations were developed for estimator based on regression and auto-regression, with linear and non-linear models based on neural networks and adaptive neuro-fuzzy inference systems (ANFIS). A case study for the heat transfer, based on auto-regression estimator equation, is presented. Some modelling and simulation results are presented. The estimation results were compared based on the quadratic error criterion. For practical purposes a virtual instrument was built and tested for monitoring sensor networks, including the estimation. Based on the estimates, errors and faults in sensor network and of course in the field of distributed parameter systems, may be detected. A technical contribution based on multivariable estimation techniques, distributed parameter system theory and virtual instrumentation is presented with consistency. Starting from three standard methods to implement the novel estimation algorithms based on sensor networks for distributed parameter systems, in the discretized version of them, we are showing what is the better method to increase the quality of estimation, related to the complexity of implementation. The role of the sensor network is a major one, because it is seen as a distributed sensor placed in the field. All the critical aspects which are arising in identification of distributed parameter systems from large data are taken into consideration: the structure of the estimator is determined, an adequate variable selection is made and last but not least the distributed computation is solved using the distributed intelligent sensor placed into a network with a collecting base station. There is a substantial and structured overview of references in the chapter of related work, focused on the problem. The paper starts from the classical model of the parabolic distributed parameter systems, which are presented in an implicit form, then in an explicit form.
The main contribution of this paper is a complex estimation structure, resulted using combined two estimation algorithms, with regression and auto-regression, developed in other papers, implemented using three efficient estimation methods: one linear and two non-linear -with neural networks and ANFIS. This complex system is used to estimate the value of the sensor at the moment t+1, based on the past values of the same sensor and also based on the current values of the adjacent sensors. One of the estimation algorithms is using the values of the adjacent sensors and the other algorithm is using the antecedent values of the same sensor. A discrete approximation of parabolic models and the two estimation algorithms presented in the paper have already tested on different case studies, and the results were been published by the authors in references [1, 2, 3, 4] . A short consideration is made on this knowledge, with simple equations, offered to understand how the complex estimator works. From the explicit form of the equation, which is a more general form of the distributed parameter system, the possible order of the estimator is determined, the variables are selected, and two computation algorithms are presented. Following these considerations the model structure imposed by the distributed parameter system dynamics is modelled into the estimation algorithms. The meshes in the distributed system are a good indication how to place the sensors in the field. The neural estimator was previously tested on some case studies, and the results were presented in [5] . The ANFIS estimator was tested on some case studies, and the results were presented in [3] . The ANFIS estimator with the estimation algorithms were tested on a practical application in environmental monitoring and the results were presented in [4] .
The intelligent sensor network with its base station, the PC drivers and the virtual instrumentation solved the problem of the associated constrains -communication, computation and so on. The practical contribution of this paper is that it presents how to improve the estimation quality in the case of an estimation using sensor networks, in a real time application, for fault detection and diagnosis.
Related work
Since for distributed parameter systems it is impossible to observe their states over the entire spatial domain, a possible solution is to locate discrete sensors to estimate the unknown system parameters as accurately as possible. There is recent original work on optimal sensor placement strategies for parameter identification in dynamic distributed systems modeled by partial differential equations. The development of new techniques and algorithms or adopting methods, which have been successful in the field of optimal control and optimum experimental design, is reported in different papers. Advances in scientific computation and developments in spatial sensor technology have enhanced the ability to develop modelling strategies and experimental techniques for the study of the space-temporal response of distributed non-linear systems. Robust implementations of distributed system identification algorithms based on detailed space and time experimental data have an important role in practical applications. Wireless automation is today an emerging topic.
In many sensor networks applications, sensors collect correlated measurements of a physical field, in a building or in a data center [6] [7] [8] [9] [10] . However, the locations of the sensors are usually inconsistent with the application requirements. In the papers [11, 12] the problem of estimating the field at arbitrary positions of interest, where there are possibly no sensors, from the irregularly placed sensors is considered. The sensor network on a graph is mapped, and by introducing the concepts of interconnection matrices, system digraphs, and cut point sets, real-time field estimation algorithms are derived. Simulations and real world experiments on temperature estimation are conducted.
A strategy by which sensor nodes detect and estimate non-localized phenomena such as boundaries and edges (e.g., temperature gradients, variations in illumination or contamination levels) can be found in study [13] . A general class of boundaries, with mild regularity assumptions, is considered, and a theory on the achievable performance of sensor network based boundary estimation is established. A hierarchical boundary estimation algorithm is proposed that achieves a near-optimal balance between mean-squared error and energy consumption.
In the paper [14] the state of the art algorithms for consensus-based distributed estimation using ad hoc wireless sensor networks, where sensors communicate over single-hop noisy links, are presented. Basic estimation criteria such as least-squares, maximum-likelihood and others are reformulated in a novel framework, amenable to distributed solutions. The framework encompasses adaptive filtering and smoothing of non-stationary signals through distributed LMS and Kalman filtering.
The functions of different wireless technologies are described in [15, 16] . In the survey paper for system identification [17] it is shown that the sensor networks represent "an open area in system identification, being a rapidly evolving technology to collect information with many spatial distributed, autonomous devices. They have an interesting potential for industrial monitoring purposes and add to the richness of information for model development." The development of wireless sensor allows the application of many methods and algorithms for identification of systems, with a high efficiency in the particular case of the distributed parameter systems. The main principles consist in the fact that in this kind of identification the sensor network may be seen as a "distributed sensor" placed into a field, which is a distributed parameter system, allowing measurement in well-chosen points of an infinite variable system. In the emerging area of research in wireless sensor network the applications paper [18] presents the design of a wireless network sensor, based on a database, which archives the data reported by distributed sensors, as well as the implemented support for queries and data presentation. In the paper [19] an architecture of a set of mobile sensors is developed were the sensors collaborate with the stationary sensors in order to detect an event, for an accurate view of the state of the environment. The special issue [20] brings together contributions from signal processing, communications and new algorithm design methodologies of cooperative localization systems. An application of wireless sensor networks for RF-based indoor localization is presented in [21] . In the special issue [22] the state of the art and emerging distributed signal processing techniques in wireless sensor networks, are presented, estimation being one of them. In the special issue [23] the recent interest in developing sensor networks for different sensible applications, for area monitoring, including detecting, identifying, locating and tracking the emission signals of interest is emphasized. The special issue [24] deals with various signal processing aspects of sensor networking, which are significant for providing measurements of the physical phenomenon around, for understanding and using this information in a wide range of potential applications including environmental monitoring, health care monitoring, harsh field surveillance and reconnaissance, modern manufacturing, condition based maintenance of complex systems, and so forth.
For sensor network monitoring there are different technical solutions. In the paper [25] a software environment for monitoring and controlling sensor network via a web interface is presented.
Some recent applications of sensor networks in which distributed parameter process monitoring is of interest are presented as follows. Thus, a possible application of sensor networks, in a field with distributed points, is the tracking problem of a dynamic object movement between these distributed points on the field. The paper [26] presents a technical solution based on acoustic and visual sensors. Another solution for real time tracking in wireless sensor networks is presented in the paper [27] . The usage of estimation for monitoring service attacks in sensor networks is an important application. A technical solution for solving this problem using algorithms for filtering bogus signals from different sensors from the field is presented in the paper [28] . An example of industrial process application in manufacturing plasma treatment for polymers is presented in the paper [29] .
Some papers in which the sensor networks are used for estimation purposes are [30] , where a graph approach is presented, and [31] , where for estimation reduced order physical models are used.
Paper [32] is focused on distributed state estimation using a sensor network for monitoring a linear system. A moving horizon approach is proposed, where each sensor has to solve a quadratic programming problem at each instant. Paper [12] deals with the problem of estimating the state of a discrete-time linear stochastic dynamic system on the basis of the data collected from multiple sensors. In the paper [33] each node of a sensor network is collecting noisy linear measurements of some unknown parameter. A consensual diffusion scheme is studied on bi-directional neighbour nodes. Each node is computing a convergent estimate of the unknown parameter. The theoretical study considers networks with dynamically changing communication topology. In the paper [13] an algorithm for the identification of distributed systems by large-scale collaborative sensor networks is initiated, based on the distributed KarhunenLoève transformation. The reduction of the distortions at the nodes and the low computational complexity of the fusion algorithm at the fusion centre are taken into consideration. The algorithm is applied on a system described by a partial differential equation in 2-D domain. A state estimation problem is considered in the paper [34] , based on a Kalman filter, in which two communication schemes are producing estimates at the fusion centre. Some simulations are provided, under various circumstances. The paper [35] presents an application of sensor networks for distributed H ∞ consensus filtering with multiple missing measurements. The identification of non-linear systems continues to be a contemporary problem, trying to be solved using different methods, for example in [36] for unknown nonlinear system, given the distribution knowledge of the system inputs. Artificial neural networks have seen significant applications over the last decades in the area of system identification, as a flexible way to give hypersurfaces for regression, being very effective for solving a large number of non-linear estimation problems [17] . The paper [37] treats an application of partial differential equations, considering that neural networks can approximate a large set of continuous functions defined on a compact set to an arbitrary accuracy. The paper [9] presents an application of unsupervised regression at non-linear system identification. An approximation algorithm for optimising a cost function is developed, as manifold learning using low dimensional coordinates. ANFIS is a well-known method for development self-organizing neuro-fuzzy systems with many applications in practice. After years of trying to find new algorithms, ANFIS is still in use, and recent applications were reported such as [38] or an application of ANFIS at sensor data processing [39] or [11] . The paper [26] presents some aspects related to the estimation of average air temperature in the built environment by using integer neural networks, ANFIS and inferential sensor models. The paper compares the results of these models, presenting their advantages and disadvantages. Time series predictions based on ANFIS are presented in the literature, for example [40] . Applications of fault detection and diagnosis in distributed parameter systems are presented as follows. In the paper [14] the problem of fault detection in distributed parameter systems is formulated as maximizing the power of a parameter hypothesis testing whether the system parameters have nominal values or not. The sensor locations are given a priori. A gradient projection algorithm is proposed to perform the search for the optimal solution. The approach is illustrated by a numerical example for a two-dimensional diffusion process. The paper [41] considers the problem of designing fault diagnosis algorithms for dynamic systems using sensor networks. A network of distributed estimation agents is designed, with local Kalman filter embedded into each sensor. The diagnosis decision is performed by a distributed hypothesis testing method that relies on a belief consensus algorithm. Simulation results are provided to demonstrate the effectiveness of the proposed architecture and algorithm.
3. General mathematical model of the parabolic distributed parameter system with application at the heat transfer
The distributed parameter systems have general mathematical models in continuous time and space as partial differential equation, of parabolic form, as:
where the variables θ(ζ, t) depend on time t≥0 and on space ζ∈V, where ζ is x for one axis and (x, y) for two axis, c 1 , c 2 and c 3 are coefficients, which could be also time variant and Q(ζ, t) is an exterior excitation, variable on time and space. So, in the general case, an implicit equation may be written:
For the partial differential equation (1) some boundary conditions may be imposed to establish a solution. So, when the variable value of the boundary is specified there are Dirichlet conditions:
and, when the variable flux and transfer coefficient are specified there are Neumann conditions:
In the practical application case studies limits and initial conditions of the equation (1) are imposed:
A system with finite differences may be associated with the equation (1) . For this purpose the space S is divided into small pieces of dimension l p :
In each small piece S pi , i=1,. . .,n of the space S the variable θ could be measured at each moment t k , using an intelligent sensor from the sensor network, in a characteristic point P i (ζ i ), of the coordinate ζ i . Let it be θ i k the variable value in the point P i (ζ i ) at the moment t k . It is a well known method to approximate the derivatives of a variable with small variations. In the equation with partial derivatives there are derivatives of first order, in time, and derivatives of first and second order in space. So, theoretically, we may approximate the variable derivatives in time with small variations in time, with the following relation:
The first and the second derivatives in space may be approximated with small variations in space to obtain the following relations. For the x-axis we may write the following equations:
The same equations may be written also for the y axis. Of course, an equation with variables written in vectors could be written. We may consider the variable is measured as sample θ i k = θ(ζ i , t k ), ζ i ∈V, at equal time intervals with the value:
called sample period, in a sampling procedure, with a digital equipment, at the sample time moments t k =kh.
For the parabolic equation a linear approximate system of derivative equations of first degree may be used:
where, this time, ψ is a vector containing the values of the variable θ(ζ, t) in different points of the space and at different moments in time.
Combining the equations (7, 8) in the equation (1) a system of equations with differences results for the parabolic equation [1, 3, 4] :
Several estimation algorithms may be developed as follows, based on the discrete models of the partial derivative equations, taking account of the equations (11).
Multisensor network based estimation algorithms and monitoring method

Estimation algorithms
Analysing the form of the equation (11) we may see a number n=4 of variables involved: θ i k , θ i−1 k , θ i k+1 , θ i+1 k , which are the measured variables from the sensors placed in 3 adjacent points P i-1 (ζ i-1 ), P i (ζ i ) and P i+1 (ζ i ), i=1,. . .,n of the space S, at two moments: t k and t k+1 . Based on the structure of the equation (11) we may develop estimation algorithms using the values measured at 3 adjacent sensors: θ i−1 k , θ i+1 k , θ i k or using the antecedent values of the same sensor:
These novel estimation algorithms, which are developed for multisensor networks are presented as follows [1, 3, 4] .
This is a multivariable estimation algorithm, based on adjacent points in space (nodes or sensors).
Estimation algorithm 2. It estimates the value of the variable θ i k+1 at the moment t k+1 , measuring the values of the same variable θ i k , θ i k−1 , θ i k−2 , θ i k−3 , but at four anterior moments t k , t k-1, t k-2 and t k-3 .
The estimator could be a linear or a non-linear one, described by the function y=f(u 1 , u 2 , . . ., u n ), using different estimator implementation methods. In this paper three estimator implementation methods are used and compared: a linear estimator, an estimator based on a feedforward neural network with continuous values and an estimator based on an ANFIS. The number of inputs depends on the estimation algorithm, on the specific position in space of the measuring points, and on the conditions of determination.
Monitoring method
The defined distributed system in the practical application is the process of heat distribution, in the real world. The following method is according to the objectives of monitoring of this real process. These systems have known mathematical model as a parabolic partial differential equation as a primary model from physics, with well-defined boundary and initial conditions for the system in practice. These represent the basic knowledge for a reference model from real data observation. The primary physical model must be discretized, to obtain a mathematical model as a MIMO state-space model. The unstructured meshes may be generated.
In the field of the distributed parameter system several sensors are placed, as it is presented in Figure 2 .
For each point P A there is a sensor S A and around it there are other 4 adjacent points P adj1 , P adj2 , P adj3 and P adj4 in which there are placed 4 sensors S adj1 , S adj2 , S adj3 and S adj4 , like in Figure 3 .
The sensors must be placed in the field according to the meshes structured under the form of nodes and triangles. The constructive and functional representation of a sensor network used in practice is presented in Figure 4 .
The sensor network, made by hundreds of ad-hoc tiny sensor nodes is spread across the space. Sensor nodes collaborate among themselves, and the sensor network provides information anytime, by collecting, processing, analyzing and disseminating temperature measured data. New nodes are automatically detected and incorporated. The number and the place point of the de sensor nodes may be discussed according to the desired accuracy of estimation. A scenario for practical applications could be chosen and simulated. The simulation and the practical measurements are producing transient regime characteristics. Those transient characteristics are due to the system dynamics in a training process. In a steady state we cannot obtain an estimator model. On these transient characteristics, seen as times series, the estimation algorithms may be applied. Some estimators may be used to implement the estimation algorithms. With these algorithms future states of the process may be estimated. Possible faults in the system are chosen and strategies for detection may be developed, to identify and to diagnose them, based on the state estimation. In practice applying the method presumes the following steps: -placing a sensor network in the field of the distributed parameter system; -acquiring data, in time, from the sensor nodes, for the system variables; -using measured data to determine an estimation model; -using measured data to estimate the future values of the system variables; -imposing an error threshold for the system variables; -comparing the measured data with the estimated values; -if the determined error is greater, then a threshold default occurs; -diagnosing the default, based on estimated data, determining its place in the sensor network and in the distributed parameter system field.
Based on this placement of sensors some estimation algorithms may be developed. For only one sensor S A an estimation algorithm based on auto-regression of the values acquired from this sensor at several antecedent moments may be used. Using the 4 adjacent sensors an estimation algorithm with regression of the values from these sensors at the same moment may be used. To implement these two types of algorithms several estimation functions may be used. One of them may be a linear one. Other two may be non-linear, for example a neural one and an ANFIS one. According to these assumptions, a combination of six algorithms results. The comparison of the algorithms and their results is made by using a quadratic quality criterion. For each algorithm a quality criterion is calculated at each estimation. The decision related to the estimation efficiency is taken into a decision block, using several decision obtained by reasoning. And the best estimate is provided at the output of this strategy for efficiency improvement.
The estimators are tuned or trained using some study cases adequately chosen for the distributed parameter system. The structures of the estimators for a study case will be presented in the following part of the paper.
Several quadratic error criteria may be used.
The complex estimation structure
To increase the efficiency of estimation in a multisensor monitoring system dedicated to a distributed parameter system the structure from Figure 5 is proposed. The reason for using three types of estimators is as follows. The process to be estimated has characteristics which are linear, non-linear of a low degree and high non-linear in some parts. The estimators are chosen for each of these three types of characteristics to give the best estimate, with the smallest error: linear estimator, to estimate the linear parts, neural estimator, to estimate parts with a low non-linearity level and ANFIS estimator, to estimate the high level non-linear parts.
Methods to implement the estimation algorithms
Linear estimator
When a linear estimation method is used for implementation the estimator has the following general equation:
where y is the estimate, obtained by using four input variables u 1 , u 2 , u 3 and u 4 and a i are constant coefficients, obtained by using a least square method. To design the estimators of the i sensor, for i=1,. . .,m sensors and points in space, a set of N measured variables, from the sensor networks are required:
An error is imposed:
And a quadratic quality criterion, too:
The estimator equation is:
The estimator coefficients are obtained using the least square method:
Some examples of the linear estimator coefficients obtained for the case study are presented in the paper.
Neural estimator
The neural network used for estimation is a feedforward neural network, with continuous values [2] . It has 4 inputs, which may be, for the auto-regression algorithm the sensor values at 4 antecedent moments u 1 =x A (t-1), u 2 =x A (t-2), u 3 =x A (t-3) and u 4 =x A (t-4), or for the regression algorithm four values of adjacent sensors at the same time moment u 1 =x adj1 (t), u 2 =x adj2 (t), u 3 =x adj3 (t) and u 4 =x adj4 (t). Its structure is presented in Figure 6 .
According to Kolmogorov's theorem two hidden layers of neurons with biases are used, to obtain a reduced error of approximation of the estimate f. The input layer 
ANFIS estimator
The ANFIS estimator is a non-linear one, described by a function y=f(u 1 , u 2 , u 3 , u 4 ) , using the adaptive-networkbased fuzzy inference [3, 4] . Its general structure is presented in Figure 7 .
A short description of the ANFIS and its function approximation property is provided as follows. For the estimation algorithms there are 4 inputs, because of the first order derivation in time of the parabolic model. The ANFIS procedure may use a hybrid-learning algorithm to identify the membership function parameters of single-output, the Sugeno type fuzzy inference system. A combination of least-squares and backpropagation gradient descent methods may be used for training membership function parameters, modelling a given set of input/output data. In the inference method and may be implemented with product or minimum, or may be implemented with maximum or summation, implication may be implemented with product or minimum and aggregation may be implemented with maximum or arithmetic media. The first layer is the input layer. The second layer represents the input membership or fuzzification layer. The neurons represent Figure 7 The ANFIS structure. 
Methodology validation for the estimation algorithms in application
Estimation and detection structure
The estimation model describes the evolution of a variable measured over the same sample period as a function of past evolutions. This kind of system evolves due to its "memory", generating internal dynamics. The estimation model definition is:
where u(t) is a vector of the series under investigation.
In our case, it is the series of values measured by the sensors from the network:
and f is the estimation function of regression, 4 is the order of the regression. By convention all the components u 1 (t),. . .,u 4 (t) of the multivariable time series u(t) are assumed to be zero mean. The function f may be estimated in case the time series x i (t), x i (t-1),. . ., x i (t-n) is known (recursive parameter estimation), or may predict future value in case the function f and past values x i (t-1),. . ., x i (t-n) are known (auto-regression prediction). The method uses the time series of measured data provided by each sensor and relies on an auto-regressive multivariable predictor placed in base stations as it is presented in Figure 8 . The principle of the estimation is the following: the sensor nodes will be identified by comparing their output values θ(t) with the values y(t) predicted using past/present values provided by the same sensors. After this initialization, at every instant moment t the estimated values are computed relying only on past values θ A (t-1), . . ., θ A (0) and both parameter estimation and prediction are used. The parameters of the function f are estimated for each of three estimator methods: linear, neural and ANFIS, using a set of N measured values. After that, the present values θ A (t) measured by the sensor nodes may be compared with their estimated values y(t) by computing the errors (A=i):
If these errors are higher than the thresholds ε A at the sensor measuring point a fault occurs. Here, based on a database containing the known models, on a knowledge-based system we may see the case as a multi-agent system, which can provide criticism, learning and changes, taking decision based on node analysis from network topology. Two parameters can influence the decision: the type of the distributed parameter system, which is offering the data measured by sensors and the computing limitations. Because both of them are known a priori an off-line methodology is proposed. A realistic value of the recursive order was chosen to be 4, according to the number of inputs from the estimation equations.
Case study
A basic case study consisting in a heat distribution flux through a plane square surface of dimensions l=1, with Dirichlet boundary conditions at constant temperature on three margins is presented:
with r=0, and a Neumann boundary condition as a flux temperature from a source
where q is the heat transfer coefficient q=0, g=0, hθ=1.
The heat equation, of a parabolic type, is
where ρ is the density of the medium, C is the thermal (heat) capacity, k is the thermal conductivity, coefficient of heat conduction, Q is the heat source, hθ is the convective heat transfer coefficient, θ ext is the external temperature. Relative values are chosen for the equation parameters: ρC=1, Q=10, k=1. The positions of the meshes and nodes, the temperature variation as isotherms and variation in 3D are presented in Figures 9, 10 and 11 , for three analysis cases.
An analysis is done related to the number and position of the sensors in the space to obtain more accurate measurements. An optimised solution of over 150 meshes and nodes to place sensors in space is presented in Figure 12 . But in the case in which we have only a reduced number of sensors, for example only 13 sensors, the placement of these sensors in plane is presented in Figure 13 .
In the case study a small sensor network with only 13 nodes was used in laboratory tests. The number of sensors is equivalent to a reduced number of nodes and meshes, like in the position scheme from Figure 13 . In the case study we are choosing the nodes 8, 13, 12, 5 and 11 to apply the estimation method. These nodes are marked with bold characters in Figure 13 . The transient characteristics of the temperature (in relative values) are presented in Figure 14 , for 101 samples. The transient characteristics of the 12 th and 13 th nodes are the same, so they are plotted one over the other, and in Figure 14 there are only four characteristics instead of five.
An example of estimation for the 5 th node, based on auto-regression is presented as follows. The 5 th node is the node of the estimated variable, based on the autorecursive algorithm (13) :
For the linear estimator an example of the coefficient values of a sensor in equation (14) is: a 0 = 1,2174; a 1 = −0,2396; a2=0,1478; a 3 =−0,1261.
An example of training error for the neural estimator with the neural structure from Figure 6 is presented in Figure 15 .
The error is decreasing after 300 training epoch using the Levenberg-Marquardt method.
The comparison transient characteristics for training and testing output data for the estimator based on ANFIS are presented in Figure 16 .
The characteristics are plotted two on the same graph, to show that there is no significant difference. The characteristic of the training data is plotted with°. The characteristic of the FIS output is plotted with *. The difference between the training case and the testing case is very small. The plotting signs°and * are on the same points for both characteristics. The average testing error is 2,017.10 -5 . The number of training epochs was 3.
If a fault appears in sensor 5, for example at the time moment of the 50th sample, an error occurs in estimation, like in Figure 17 .
Detection of this error is equivalent to a default in sensor 5, from another point of view, in the place of sensor 5, in the space of the distributed parameter systems, and in the heat flow around sensor 5. 
Comparison results
After the comparison of the results of estimation obtained using these three methods the values of the quality criterion are synthesised in the following table.
In Table 1 e m is the average error, e m % is the error in percentage terms related to the measured values and J is the quadratic criterion value obtained for the estimates. We may notice that the quality of estimation increases in Table 1 from top to bottom.
Implementation
A Crossbow sensor network was used in practice ( Figure 18) .
The basic components of the sensor network used in practice are a base station and sensor nodes. The base station is wireless, with computing energy and communication resources, which is acting like an access gate between the sensor nodes and the end user. The base station is an IRIS module, a gateway MIB250, which is connected at the USB. The senor nodes have a processor/radio module IRIS, which are activating the measuring system of small power. They are working at the frequency of 2,4 GHz. The sensor circuit MTS400 includes a temperature sensor. The sensor network has also the software MoteView, for data acquisition, which is reading data from a database PostrgreSQL ( Figure 19 ).
Virtual instrumentation, based on National Instruments technology, was used for sensor network monitoring. A virtual instrument was built on a personal computer, which includes: data acquisition and processing, estimator, data base, results table and an Excel data base. The monitoring system is working in real time. The sampling period is 9 s. The control panel graphs for the measured and estimated temperature are presented in Figure 20a ). The control panel graph for the estimation error is presented in Figure 20b ).
The block diagram of the virtual instruments for sensor network monitoring is presented in Figure 21 .
The block diagram is built on five levels of sub-VIs, including input-output virtual instruments and estimation sub-VIs. The coefficients of the virtual instrument are those obtained by off-line estimation. The driver assures data manipulation with a very small delay. The values obtained at long distance through the Internet are presented in Figure 22 .
The data are sent at long distance, on the Internet, through an ethernet connection, being visualised by a browser. 
Conclusions
The paper has a technical contribution by implementing the scientific theory of distributed parameter systems with the linear and non-linear estimation techniques for a practical application using intelligent wireless sensor networks. This approach may be seen as a new technology based on specific estimation algorithms, using the sensor network as a "distributed" sensor place in the field of the distributed parameter systems, with application in the development of methods for monitoring, fault detection and diagnosis, and sensor malfunction detection. The main contribution of this paper is a complex estimation structure, combining the two estimation algorithms, with regression and auto-regression, tested separately on other case studies, implemented using three efficient estimation methods: one linear and two non-linear -with neural networks and ANFIS. This complex system is used to estimate the value of the sensor at the moment t+1, based on the past values of the same sensor and also based on the current values of the adjacent sensors. The paper presents an implementation on a real sensor network of the complex estimator, using three existing fault detection and diagnosis algorithms. The complex estimator uses the efficiency of the linear and non-linear implementation methods.
The identification algorithms are in accord with the distributed parameter systems. The step between the considered mathematical models and the estimation Figure 18 The sensor network. Figure 19 The user interface.
algorithms is obvious analyzing the form of the estimation algorithm and the general equation of a distributed parameter system.
The aspects arising in the identification of distributed parameter systems are analysed. The structure determination, variable selection and distributed computation are solved in practice.
The specific model structure imposed by the distributed parameter system dynamics is integrated into the estimation algorithms. The algorithms are designed based on knowledge obtained from the process seen as a distributed parameter system. The number of inputs is in accord with the process dynamics. The data acquired using sensor networks are filtered from the associated constraints of communication, computation and others specific to the technology of wireless sensor networks.
The sensor network has a major role in this approach, the development being done according to the modern facilities and capabilities of such an intelligent concept.
The main points of the paper may be summarised as follows. Some estimation algorithms, based on regression and auto-regression, for parabolic distributed parameters systems, are developed. They may be implemented using different linear or non-linear estimation methods -such as neural networks or ANFIS. A monitoring method based on a sensor network and these estimation algorithms is presented. A case study for the heat transfer in plane is presented. The results of a comparison study for these three methods, based on a quadratic quality criterion, are presented. Good approximations were obtained for all three methods. To improve the quality of the estimation one of these methods could be chosen, related to the desired error and the complexity of the implementation.
A virtual instrument was developed for the sensor network monitoring, including an estimator, based on the estimator coefficients obtained in an off-line estimator design.
A long distance monitoring over the Internet is developed.
The importance of the work consists in developing new estimator methods and implementation in distributed parameter systems. The main attention is given to the way in which to choose the number and the positions of the sensor nodes according to the desired accuracy in the identification process. Some examples of generated meshes and temperature estimates for different numbers of sensor are presented. A comparative study of how to place the sensor nodes in the field is made. A solution to know the right number of needed sensor nodes is offered. The users could know the right points in space to place the sensor nodes to obtain a good approximation by identification. The placing points are more important than the number of sensors.
A monitoring method based on a sensor network and ANFIS as estimation method for non-linear systems is presented.
The complex estimation system, based on the above estimation methods and algorithms, was developed to be implemented using virtual instrumentation.
Using this complex system the quality of estimation was improved, fact demonstrated by the good values obtained for the quadratic quality criteria.
The following applications and extensions are suggested: applications in fault detection and diagnosis of distributed parameter systems based on sensor networks and virtual instrumentation, allowing the treatment of large and complex systems with many variables, and also on learning and extrapolation. The monitoring method may also be applied in the case of discovery of malicious nodes in wireless sensor networks. New applications may be developed in the future, considering all the capabilities of the sensor nodes to measure physical variables. 
