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Abstract We derive exponential finite-sample nonasymptotic deviation in-
equalities for the sample average approximation (SAA) estimator’s near-optimal
solution set and optimal value. In that respect, we give three contributions.
First, our bounds do not require sub-Gaussian assumptions as in previous
literature of stochastic optimization (SO). Instead, we just assume random
Ho¨lder continuity and a heavy-tailed distribution with finite 2nd moments, a
framework more suited for risk-averse portfolio optimization. Second, we de-
rive new deviation inequalities for SO problems with expected-valued stochastic
constraints which guarantee joint near feasibility and optimality in terms of
the original problem. Unlike previous works, we do not assume a metric regular
(MR) solution set, strong growth conditions on the objective nor an indirect
problem reformulation (such as penalization or first order conditions, both of
which are often necessary but not sufficient conditions). Instead, we just as-
sume a MR feasible set, making our analysis general enough for many classes
of problems. A finite-sample near feasibility and optimality deviation is estab-
lished for MR sets which are nonconvex or which are convex and non-strictly
feasible. For strictly feasible convex sets, we obtain finite-sample exact feasi-
bility and near optimality guarantees. The feasible set’s MR constant is an
additional condition number. For convex sets, we present localized feasibility
guarantees in terms of smaller metric entropies. Third, we obtain a general
uniform concentration inequality for heavy-tailed Ho¨lder continuous functions
using empirical process theory. This is the main tool in our analysis but it is
also a result of independent interest.
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1 Introduction
Consider the following set-up.
Set-up 1 (The exact problem) We are given the optimization problem
f∗ := min
x∈Y
f0(x)
s.t. fi(x) ≤ 0, ∀i ∈ I, (1)
with a compact Y ⊂ Rd, a nonempty feasible set
X := {x ∈ Y : fi(x) ≤ 0, ∀i ∈ I} , (2)
a solution set X∗ and, for ǫ > 0, a ǫ-near solution set
X∗ǫ := {x ∈ X : f(x) ≤ f∗ + ǫ} . (3)
In above, either I = ∅ or I := {1, . . . ,m} is a finite set of indexes (possibly
very large) and fi : Y → R is a continuous function, for all i ∈ I0 := {0}∪ I.
We shall also set f := f0 for future convenience.
The central question of this work is:
Problem 1 (The approximate problem) With respect to the Set-up 1,
suppose that {fi}i∈I0 is directly inaccessible, but we do have access to “ran-
domly perturbed” real-valued continuous versions {F̂i}i∈I0 of {fi}i∈I0 . Pre-
cisely, let P be a distribution over a sample space Ξ and suppose that the
functions {fi}i∈I0 in Set-up 1 are given by
fi(x) = PFi(x, ·) :=
∫
Ξ
Fi(x, ξ) dP(ξ), (i ∈ I0, x ∈ Y ),
where Fi : Y ×Ξ → R is an integrable function. We assume the decision maker
can evaluate {Fi}i∈I0 over an independent identically distributed (i.i.d.) size-
N sample ξN := {ξj}Nj=1 of P. Within this framework, we assume
F̂i(x) := P̂Fi(x, ·) = 1
N
N∑
j=1
Fi(x, ξj), (i ∈ I0, x ∈ Y ),
where P̂ := 1N
∑N
j=1 δξj denotes the empirical distribution and δξ is the Dirac
measure at ξ ∈ Ξ.
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Based on this information, we consider ǫˆ ∈ R and the problem
F̂ ∗ := min
x∈Y
F̂0(x)
s.t. F̂i(x) ≤ ǫˆ, ∀i ∈ I, (4)
with feasible set
X̂ :=
{
x ∈ Y : F̂i(x) ≤ ǫˆ, ∀i ∈ I
}
, (5)
a solution set X̂∗ and, for ǫ > 0, a ǫ-near solution set
X̂∗ǫ :=
{
x ∈ X̂ : F̂ (x) ≤ F̂ ∗ + ǫ
}
. (6)
We shall also use the notation F̂ := F̂0.
In the above framework, a typical question in Stochastic Optimization [37,
41] is:
(i) For some constant C > 1, how do we ensure that near-optimal solutions in
X̂∗ǫ of the accessible problem (4) belongs to the near-optimal solution set
X∗Cǫ of the inaccessible problem (1)?
(ii) Can we also bound f∗ in terms of F̂ ∗?
In above, we distinguish the hard constraint Y from the soft constraint X
which is allowed to be relaxed due to model perturbation. In this sense, ǫˆ
is an inevitable constraint relaxation allowed by the user.1 It will depend on
problem parameters and should tend to zero as N grows.
In the rest of the paper, (Ω,F ,P) is a probability space and ξ : Ω → Ξ is
a random variable with distribution P, i.e., P(A) = P(ξ ∈ A) for any A in the
σ-algebra of Ξ and Pg = E[g(ξ)] for any measurable g : Ξ → R.
In stochastic optimization (SO), Problem 1 is named the Sample Average
Approximation (SAA) methodology. We should mention that there exists a
competing methodology in SO called Stochastic Approximation. In this case, a
specific algorithm is chosen and samples are used in an online interior fashion
to approximate the objective function along the iterations of the algorithm.
The quality of such methods are given in terms of optimization and statistical
estimation errors simultaneously [16,17,18]. Differently, the SAA methodol-
ogy is analyzed by the statistical estimation error uniformly over the class
of algorithms chosen to solve (4). The SAA methodology is adopted in many
decision-making problems in SO [25] but also inM -estimation in Mathematical
Statistics and Statistical Machine Learning [27]. In the first setting, knowledge
of data is limited, but one can resort to samples using Monte Carlo simulation.
In the second, a limited number of samples is acquired from measurements and
an empirical contrast estimator is built to fit the data to a certain risk cri-
teria. In the latter context, the SAA problem is often termed Empirical Risk
1 For simplicity, we do not consider different relaxations ǫˆi for each constraint i ∈ I. Our
results can be translated to this setting replacing ǫˆ by sup
i∈I ǫˆi.
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Minimization. However, randomly perturbed constraints are not typical in this
setting.
Referring to Problem 1, central questions in the SAA methodology are to
give conditions and guarantees on the estimation error such that computable
near-optimal solutions of (4) are near-optimal solutions of (1). This can be cast
in different forms. One is an asymptotic analysis under different convergence
modes as N → ∞, e.g., almost everywhere (a.e.) convergence or convergence
in distribution. It should be remarked that a key aspect in the analysis of the
SAA estimator is the need of an uniform Strong Law of Large Numbers or
Central Limit Theorem since we are dealing with random functions instead
of random variables. Asymptotic analysis have been carried out in numerous
works, e.g., [1,8,22,23,31,32,33,38,39,40,41]. See [41,13,21] for an extensive
review.
A preferred mode of analysis, which will be the one analyzed in this work,
is exponentially non-asymptotic in nature. By this we mean the construction of
deviation inequalities giving explicit non-asymptotic rates in N which guaran-
tee that with exponential high probability2 the optimal value and near-optimal
solutions of (4) are close enough to the optimal value and near-optimal solu-
tions of (1) given a prescribed tolerance ǫ > 0 and confidence level p ∈ (0, 1).
In such inequalities, ǫ typically depends on N and on structural parameters3.
For example, supposeX is compact with diameter D(X) and no constraints
are perturbed (I = ∅). Suppose F0(·, ξ) in Problem 1 is, for almost every-
where ξ ∈ Ξ, Lipschitz continuous with constant L. Then the following non-
asymptotic deviation for optimal value can be obtained: there exists C > 0,
such that, for all N ∈ N, all ǫ > 0 and p ∈ (0, 1), with probability at least
1− p,
|F̂ ∗ − f∗| ≤ C
√
dD(X)L√
N
√
ln p.
For near-optimal solution sets, different metrics are used, e.g., the Hausdorff
distance or bounds on P(X̂∗ǫ * X
∗
2ǫ) [41]. The strong advantage of such inequal-
ities in comparison to asymptotic results is that the exponential tail decay is
not just valid in the limit but also valid uniformly for any N . It is thus true
in the regime of a small finite number of samples. This kind of results are a
manifestation of the concentration of measure phenomenon.
1.1 Contributions
We next resume our main contributions.
2 Meaning that the deviation depends polynomially on
√
ln p for a chosen probability level
p ∈ (0, 1). This is also termed exponential convergence in contrast to polynomial convergence
obtained by mere use of Markov-type inequalities.
3 These are associated to intrinsic “conditional numbers” of the problem, such as the
feasible set’s diameter and dimension as well as parameters associated to growth, curvature
or regularity properties of the data. These may include, e.g., Lipschitz and strong-convexity
moduli.
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(i) Heavy-tailed Ho¨lder continuous objective and constraints. In asymptotic
convergence analysis, the mild assumption of P having finite second moments
is usually sufficient. Moreover, smoothness is usually required to obtain conver-
gence in distribution. To derive stronger non-asymptotic results more demand-
ing assumptions on P are assumed in the existing SO literature. The typical
assumption is the following uniform sub-Gaussian (USG) property: that for
all i ∈ I0, there exists σi > 0 such that for all x ∈ Y , δi(x) := Fi(x, ·)− fi(x)
is sub-Gaussian with parameter σ2i , i.e., P {exp(tδi(x))} ≤ exp(σ2i t2/2), for
all t ∈ R. While this is satisfied by many problems (for instance, bounded or
sub-Gaussian data), it is desirable to consider weaker assumptions since in-
formation on the distribution is typically limited. One example is risk-averse
decision-making (such as CV@R [35]). In this framework, the assumption of
a sub-Gaussian data may be too optimistic since often risk measures are used
to hedge against the tail behavior of the random variable modeling the uncer-
tainty.
From now on we will assume the following standard condition [41].
Assumption 1 (Heavy-tailed Ho¨lder continuity) Let ‖ · ‖ be a norm on
Rd. For all i ∈ I0, there exist random variable Li : Ξ → R+ with PLi(·)2 <∞
and αi ∈ (0, 1], such that a.e. ξ ∈ Ξ and for all x, y ∈ Y , |Fi(x, ξ)− Fi(y, ξ)| ≤
Li(ξ)‖x− y‖αi .
In SO, typically it is assumed both USG and Assumption 1. In that case,
one requires Li(·) to be sub-Gaussian. We improve on that by establishing
non-asymptotic exponential deviation inequalities with rate N−1/2 for F̂ ∗ and
the near-optimal solution set under just Assumption 1 or under the condition
that PLi(·)2q <∞ for some q > 1. In this setting, even for a compact Y , the
multiplicative noise Li(·) may result in much heavier fluctuations of Fi when
compared to the sub-Gaussian case. The price to pay for our assumptions is
that the deviation bounds typically depend on empirical quantities such as the
Ho¨lder modulus of the empirical losses.
(ii) Stochastic optimization with expected-valued stochastic constraints. A
remarkable difficulty in Problem 1 is that constraints are randomly perturbed.
In this setting, the feasible set’s geometry plays an additional role for ensuring
simultaneous feasibility and optimality. Already in the deterministic case, X
must be sufficiently regular to ensure stability of solutions. Usual conditions are
Slater or Mangasarian-Fromovitz constraint qualifications (CQ). We remark
that most of the current work in SAA hasn’t properly considered stochastic
constraints. We refer the reader to the recent review [14] advocating this gap
in the literature.
Another contribution of this work is to obtain exponential nonasymptotic
deviations for heavy-tailed SO problems with expected valued stochastic con-
straints. Importantly, we state joint feasibility and optimality guarantees. Our
approach is to avoid penalization or Lagrangian reformulations of the original
problem. While these have the advantage of coping with the constraints in
the objective, they implicitly require determining the associated penalization
parameters or multipliers. Their computation is another hard problem by it-
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self and, in the stochastic case, they are data dependent random variables.
Also, these reformulations may express necessary but not sufficient conditions
of the original problem. Our adopted framework is to establish guarantees
for the SAA estimator in terms of the original optimization problem itself.
For the mentioned purposes, we assume metric regularity of the feasible set
(MRF) as a sufficient condition [30]. In Assumption 2, for a given a ∈ R,
[a]+ := max{a, 0} and d(·, X) := inf{‖ · −x‖ : x ∈ X}, where ‖ · ‖ is the norm
in Assumption 1.
Assumption 2 (Metric regular feasible set) There exists c > 0 such that,
for all x ∈ Y ,
d(x,X) ≤ c sup
i∈I
[fi(x)]+ .
MRF is a fairly general property of sets used in the analysis of perturbation
and algorithms for problems in Optimization and Variational Analysis [30,4,
16]. This makes our analysis general enough for problems with random con-
straint perturbation. MRF is related to standard constraint qualifications, e.g.
the Slater constraint qualification (SCQ) which ensures that X has a strictly
feasible point.
Assumption 3 (Slater constraint qualification) {F̂i}i∈I∪{fi}i∈I are con-
tinuous and convex on the closed and convex set Y and, for some x¯ ∈ Y ,
ǫ˚(x¯) := inf
i∈I
{−fi(x¯)} > 0.
We shall also consider Assumption 3 as a particular case of Assumption 2.
Indeed, SCQ implies MRF under compactness of the set:
Theorem 1 (Robinson [34]) Suppose Assumption 3 holds and X is a com-
pact set with diameter D(X). Then Assumption 2 holds with c := D(X)ǫ˚(x¯) .
It should be noted, however, that MRF is still true for a larger class of
sets which are not strictly feasible nor convex and may not satisfy standard
CQs. One fundamental instance is of a polyhedron which is a convex metric
regular set even without a strict feasibility assumption, as implied by the
celebrated Hoffmann’s Lemma [12]. We remark here that, in Assumption 2,
we restrict our analysis for the case of “Lipschitzian” bounds. Our results
can be easily extended to the case of “Ho¨lderian” bounds: for some β > 0,
d(·, X) ≤ c supi∈I [fi(x)]β+ (see Section 4.2 in [30]). In that case, MRF holds
true for any compact nonconvex X whose constraints are polynomial or real-
analytic functions, a deep result implied by Lojasiewicz’s inequality [26]. We
refer to Section 4.2 in [30] and references therein.
In our results, we do explore the benefits of convexity and strict feasibility
in the SCQ: in this case we show that finite-sample near optimality and exact
feasibility are jointly satisfied with high probability for ǫ > 0 smaller than a
feasibility threshold of order ǫ˚(x¯) (see Assumption 3 and Theorem 4 in Section
4.1). Nevertheless, our bounds also guarantee simultaneous near optimality
and near feasibility assuming just MRF for a (possibly nonconvex) set not
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satisfying SCQ and valid for any ǫ > 0 (see Section 4.1, Theorem 3). In the
case SCQ holds, Theorem 3(iv) and Theorem 4(i) describe a finite-sample
“transition regime” for the feasibility property with respect to the threshold
ǫ˚(x¯) (we refer to the comments following Theorem 4 in Section 4.1). To the
best of our knowledge, these are new types of results.
We emphasize that, in all the above results, we do not impose metric
regularity on the solution set map. This restricts significantly the problem in
consideration, typically imposing strong growth conditions on the objective or
uniqueness of solutions [37,32]. To the best of our knowledge, this is also a
new type of result, i.e., metric regularity of the solution set has been assumed
in order to obtain nonasymptotic guarantees for feasibility and optimality
simultaneously.
(iii) An uniform concentration inequality for heavy-tailed Ho¨lder contin-
uous random functions. As mentioned, an uniform deviation inequality is
needed in SO. In the quest of items (i)-(ii) above, we use techniques from
Empirical Process Theory and chaining arguments to obtain a general con-
centration inequality for the uniform empirical deviation of random Ho¨lder
continuous functions (See Section 4.2, Theorem 5). Under heavier-tails, we
incorporate self-normalization techniques [29,6].
Before comparing our results in Section 4.1 with previous works, we make
some final remarks regarding the parameters appearing in our deviation in-
equalities. Typically, our deviations in feasibility and optimality depend on
the metric entropy of Y or X , a metric of their “complexity” (see Sections 3
and 4.2). As an example, if Y is the Euclidean ball in Rd, its metric entropy is
of order d. We now focus on the case of stochastic constraints (I 6= ∅). For a
finite (but possibly very large) number of constraints, our deviations depend
only on ln |I|. We also exploit the convexity of X as an useful localization
property for using concentration of measure in feasibility estimation. We show
that exact or near feasibility bounds hold with a stochastic error depending
on “smaller” sets than X or Y . Precisely, if X is convex then our feasibility
deviation bounds depend on the diameter and metric entropy of γ-active level
sets of the form
Xi,γ :=
{
x ∈ Y : fi(x) = γ,
fj(x) ≤ γ, ∀j ∈ I − {i}
}
.
We believe this is a new type of result (see Section 4.1, Theorem 3(iv) and
Theorem 4(i)). Finally, our deviation bounds depend on the constant c in
Assumption 2 as a condition number and on deterministic errors associated to
set approximation due to the inevitable constraint relaxation in the stochastic
setting.4 These approximation errors depend on the problem and vanish as
ǫ → 0 in a prescribed rate. A very conservative upper bound of these rates
is [PL0(·)]ǫα0 . We refer to (11)-(12) and Proposition 1 in Section 4.1. To the
best of our knowledge these kind of exponential finite-sample error bounds are
also new. To conclude, we remark that we do not consider chance constrained
4 We thus provide deviation bounds of the form “variance error + approximation error”.
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problems. These problems fit the framework of Problem 1 but are of very
distinct nature: the associated constraints are bounded, highly discontinuous
(not satisfying Assumption 1) and typically not convex (even if the underlying
random constraint is convex).
1.2 Related work
Related to our work we mention [32,37,33,2,24,42,43,50,40,41,47,48,49,15,
36,9,7,20,19,10,3]. Except [36,19,20], all other papers assume light-tailed
data. However, their analysis is asymptotic so that assuming only finite sec-
ond moments is expected. Moreover, in [36], asymptotic consistency is given
for a necessary stationary reformulation based on optimality functions while
in [19,20] the analysis is restricted to the optimal value with no report on
consistency for optimal solutions. In these two papers, their asymptotic rate
in terms of convergence in probability is of order N−β with β > 0 strictly
smaller than the optimal exponent 1/2. Our results assume heavy-tails, are
nonasymptotic, do not use reformulations and achieve the optimal rate N−
1
2
with joint guarantees of feasibility and optimality.
Expected-valued stochastic constraints were analyzed in [36,7,15,50,47,
37,2,48,49,20,19,10]. As mentioned, an asymptotic analysis is given in [36] in
terms of a necessary stationary reformulation based on optimality functions.
In [7,15,50,47], exponential nonasymptotic convergence is obtained only for
the feasibility requirement, with no report on simultaneous feasibility and op-
timality guarantees. Moreover, they assume light-tails. In [37,2,48,49], besides
assuming light-tails, their nonasymptotic guarantees for solutions assume met-
ric regularity of the solution set. We, on the other hand, obtain nonasymptotic
guarantees for near-optimal solutions for heavier tails assuming only metric
regularity of the feasible set. In [20,19,10], analysis is only given for optimal
values. Moreover, in [20,19] it is provided asymptotic suboptimal rates while
light-tails are assumed in [10].
Finally, we compare our approach with respect to concentration of mea-
sure methods. Instead of using Large Deviations Theory as in [2,24,42,43,
50,40,41,15,7,3], we use methods from Empirical Process Theory. Ready to
use inequalities from this theory were invoked in [32,37,33,47,48,49,9]. One
essential point on all of these works is the assumption of light-tails which we
avoid. In order to achieve this, we do not postulate boundedness and directly
invoke Talagrand’s inequality for bounded empirical processes as in [32,37,33,
47,48,49]. Instead, we work with the basic Assumption 1 and derive a suit-
able concentration inequality on this class of random functions. The work in
[9] also chooses this line of analysis. Using techniques based on Rademacher
averages and the McDiarmid’s inequality [28], they require Ho¨lder continuous
random functions with a constant Ho¨lder modulus and, as a consequence, re-
quire bounded data. Moreover, they do not consider stochastic constraints and
their rate of convergence is of order N
−a√
1−2a for a ∈ (0, 12 ). This is severely sub-
optimal since N−a(1 − 2a)− 12 ≫ N− 12 as a approaches the optimal exponent
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1
2 . We achieve the optimal rate N
− 1
2 for heavy-tails and include expected-
valued stochastic constraints. To obtain these sharper results, we use different
techniques based on chaining arguments and self-normalization theory [29,6].
2 Motivating applications
Among many stochastic optimization problems [41], we present two specific
set of problems that motivate our framework.
Example 1 (Risk averse portfolio optimization) Let ξ1, . . . , ξd be random re-
turn rates of assets 1, . . . , d. The objective of portfolio optimization is to
invest some initial capital in these assets subject to a desirable feature of
the total return rate on the investment. If x1, . . . , xd are the fractions of
the initial capital invested in assets 1, . . . , d, then the total return rate is
R(x, ξ) := ξTx, where T denotes the transpose operation, ξT := [ξ1, . . . , ξd]
and xT := [x1, . . . , xd]. An obvious hard constraint for the capital is the sim-
plex Y := {x ≥ 0 :∑di=1 xi = 1}.
An option to hedge against uncertain risks, is to solve the problem
min
x∈Y
P [−R(x, ·)]
s.t. CV@Rp [−R(x, ·)] ≤ β, (7)
where, given random variable G : Ξ → R, the Conditional Value-at-Risk of
level p ∈ (0, 1] correspondent to distribution P is defined as CV@Rp[G] :=
mint∈R{t+ 1pP[G− t]+}.
Problem (7) minimizes the expected risk in losses subjected to a CV@R
constraint hedging against more aggressive tail losses. As mentioned in [35],
the above problem can be equivalently solved via the problem of minimiz-
ing P [−R(x, ·)] over (x, t) ∈ Y × R with the expected-valued constraint
t+ p−1P[−R(x, ·)− t]+ ≤ β.
Example 2 (The Lasso estimator) In Least-Squares-type problems, the loss
function to be minimized is F (x, ξ) := [y(ξ)− 〈x(ξ), x〉]2 with y(ξ) ∈ R and
the vector x(ξ) = (x(ξ)[i])di=1 in R
d. Given an i.i.d. sample of P, the usual
ordinary least squares method minimizes F̂ (x) := P̂F (x, ·) over Rd. When
N ≫ d, this method typically produces a good approximation of the minimizer
of f(x) := PF (x, ·). This is not true when N ≪ d, where the least-squares
estimator is not consistent. For this setting, Tibshirani [46] proposed the Lasso
estimator given by the problem minx∈Y F̂ (x), with Y := {x ∈ Rd : ‖x‖1 ≤ R},
where R > 0 is a tuning parameter and ‖ · ‖1 denotes the ℓ1-norm. Bickel,
Ritov and Tsybakov [5] analyze the penalized estimator given by the problem
minx∈Rd{F̂ (x) +λ‖D̂2x‖1}, where D̂2 is a data driven diagonal matrix whose
i-th entry is [P̂|x(·)[i]|2]1/2. Up to a penalization parameter, the above problem
is equivalent, for some R > 0, to minimize F̂ (x) subjected to ‖D̂2x‖1 ≤ R.
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3 Notation and definitions
For future reference, we shall concentrate most of the needed notation in this
section. These will be needed to formalize our results presented in Section 4.
Some additional notation needed for the proofs is postponed to Subsection 5.1
in (30)-(35). We first recall some notation used in our assumptions. Unless
otherwise stated, ‖ ·‖ will always denote the norm in Assumption 1. Moreover,
c > 0, x¯ ∈ Y and ǫ˚(x¯) > 0 will be always fixed as stated in Assumptions 2-3.
Given a set Z ⊂ Rd, intZ and ∂Z will denote, respectively, its topological
interior and frontier. In accordance to Assumptions 1-2 and Theorem 1, D(Z)
will denote the diameter of Z with respect to ‖ · ‖. Unless stated otherwise,
d(·, Z) := infz∈Z ‖ · −z‖.
We next recall definitions of {fi}i∈I0 , {Fi}i∈I0 , {F̂i}i∈I0 , f∗, F̂ ∗, X∗, X̂∗,
X∗ǫ and X̂
∗
ǫ in Set-up 1 and Problem 1. Given Z ⊂ Y , ǫ ≥ 0 and γ ∈ R, it will
be convenient to define the following sets:
Z∗ǫ :=
{
x ∈ Z : f(x) ≤ min
z∈Z
f(z) + ǫ
}
, (8)
Xγ := {x ∈ Y : fj(x) ≤ γ, ∀j ∈ I} , (9)
Xi,γ := {x ∈ Xγ : fi(x) = γ} (i ∈ I). (10)
We also set Z∗ := Z∗0 .
For γ > 0, X−γ may be seen as an “interior approximation” of the feasible
set X . Correspondingly, we will consider the following optimality error:
gap(γ) := min
X−γ
f − f∗ ≥ 0. (11)
For γ ≥ 0, we will also define the optimality error
Gap(γ) := f∗ −min
Xγ
f ≥ 0, (12)
corresponding to an “exterior approximation” of X . It will also be useful to
define the set
Xγ := (X + γB) ∩ Y, (13)
where + denotes the Minkowski’s sum and B is the unit ball with respect to
‖ · ‖. One may see Xγ as an “exterior approximation” of the feasible set X
with respect to ‖ · ‖.
The deviation bounds presented in Section 4.1 will need the definitions of
some “variance-type” quantities associated to a specific “location in space”.
Given a point x ∈ Y and i ∈ I0, we define
σ2i (x) := P [Fi(x, ·) − fi(x)]2 , (14)
σ̂2i (x) := P̂ [Fi(x, ·) − fi(x)]2 , (15)
v20(x) := σ̂
2
0(x) + σ
2
0(x), (16)
v2I(x) := sup
i∈I
{
σ̂2i (x) + σ
2
i (x)
}
. (17)
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In order to state analogous quantities for sets we shall need the following
definition which quantifies, in some sense, the “complexity” of a metric space.
Definition 1 (Metric entropy) Let (M, d) be a totally bounded metric
space with metric d. Given θ > 0, a θ-net for M is a finite set Mθ ⊂ M of
maximal cardinality N(θ,M) such that for all s, t ∈ Mθ with s 6= t, one has
d(s, t) > θ. The θ-entropy number is H(θ,M) := lnN(θ,M). The function
H(·,M) is called the metric entropy of M.
It will be useful to define a quantity which “integrates” H(·,M) over a chain
of finer nets of M. Let’s denote by D(M) the diameter of M with respect to
metric d. For every i ∈ N, let
Bi(M) :=
[
H
(D(M)
2i
,M
)
+ H
(D(M)
2i−1
,M
)
+ ln[i(i+ 1)]
] 1
2
.
For every α > 0, we define the quantity
Aα(M) :=
∞∑
i=1
3αD(M)α
2iα
[Bi(M) + 1] . (18)
Related to Definition 1 and (18), we refer to Theorem 5 in Section 4.2 which
is valid for general metric spaces. See also Remark 3. We will apply the results
of Theorem 5 in the set-up M := Z for some Z ⊂ Y and d(x, y) := ‖x− y‖.
Recall definitions of {Li}i∈I0 and {αi}i∈I0 in Assumption 1. We define the
following Lipschitz moduli:
L2i := PL
2
i (·), L̂2i := P̂L2i (·), (i ∈ I0). (19)
Given Z ⊂ Y and γ ∈ R, we also define
σ̂0(Z) := Aα0(Z)
√
L̂20 + L
2
0, (20)
σ̂I(Z) := sup
i∈I
{
Aαi(Z)
√
L̂2i + L
2
i
}
, (21)
σ̂I(γ) := sup
i∈I
{
Aαi(Xi,γ)
√
L̂2i + L
2
i
}
. (22)
We emphasize that, with respect to the quantities (14)-(17) and (20)-(22), the
index 0 refers to the objective while I refers to the constraints.
Finally, we shall denote by B[x, r] the closed ball of radius r > 0 and
center x with respect to ‖ · ‖. Given a set S, we denote its cardinality by |S|
and its complement by Sc. For x, y ∈ R, we write y = O(x) if there exists
constant C > 0 such that |y| ≤ C|x|. The maximum number between numbers
x1, . . . , xm will be denote by x1 ∨ . . . ∨ xm. In particular, we set x+ := x ∨ 0.
For m ∈ N, we denote [m] := {1, . . . ,m}. Given random variables {ηj}nj=1,
σ(η1, . . . , ηn) denotes the σ-algebra generated by {ηj}nj=1. Given σ-algebra F
of subsets of Ω, E[·|F ] is the conditional expectation with respect to F .
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4 Statement and discussion of main results
In this section we state formally our main results. In Subsection 4.1, we present
exponential nonasymptotic deviation inequalities for the SAA estimator. In
Subsection 4.2, we present an uniform concentration inequality for heavy-tailed
random Ho¨lder continuous functions used to derive the results of Subsection
4.1. The proofs are given in the subsequent Section 5.
4.1 Nonasymptotic deviation inequalities for joint optimality and feasibility
guarantees
We will need definitions of Section 3 in order to state the results of Theorems 2-
4. We pay particular attention to definitions (8)-(13) regarding approximation
sets and the “variance-type” quantities in (14)-(17) and (20)-(22).
We start with the case there is no constraint perturbation (I = ∅).
Theorem 2 (SAA with fixed feasible set) Recall the Set-up 1, Problem
1 and definitions of Section 3. Suppose I = ∅ and Assumption 1 holds. Let
x∗ ∈ X∗ and z ∈ Y . Then
(i) (Optimality) Given ρ ∈ (0, 1], suppose
P
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(C/ρ)
}
≥ 1− ρ
C
, (23)
with σˆ := σ̂0(X) and C := 3. Then, with probability ≥ 1− ρ:
X̂∗ǫˆ ⊂ X∗2ǫˆ.
(ii) (Optimal value) Given ρ ∈ (0, 1], suppose (23) holds with σˆ := σ̂0(X)∨v0(z)
and C := 5. Then, with probability ≥ 1− ρ:
f∗ − 2ǫˆ ≤ F̂ ∗.
Similarly, if (23) holds with σˆ := v0(x
∗) and C := 3, then, with probability
≥ 1− ρ:
F̂ ∗ ≤ f∗ + ǫˆ.
The numerical constants in Theorem 2 are chosen just for simplicity. Similar
observations hold true for the next theorems.5
Remark 1 (Probability guarantee in (23)) A discussion regarding sufficient
conditions which ensure (23) is in order. For simplicity, we just consider The-
orem 2(i) with σˆ := σ̂0(X) = Aα0(X){L̂20 + L20}1/2 as defined in (18)-(20). A
similar discussion, presented in the following, is valid for item (ii) and Theo-
rems 3-4.
5 Up to different constants multiplying p and ǫˆ and imposing N ≥ N0 for an explicit
N0 ∈ N, the results are unchanged if we replace 2 by another constant in (23).
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Given q ≥ 1, |H|q := {PHq}1/q will denote the qth moment of a random
variable H : Ξ → R. In the following, we suppose a slightly stronger version
of Assumption 1: there exists q > 1, such that
∣∣L20∣∣q <∞. We now claim that,
given ρ ∈ (0, 1] and tolerance ǫ > 0, condition (23) holds with σˆ := σ̂0(X), if
we choose ǫˆ := ǫ and
N ≥ max
{(
3ρ−1
) 1
q−1 ,
4Cq
[
1 + ln
(
3ρ−1
)]
ǫ2
}
, (24)
where Cq :=
[
L20 + cq
∣∣L20 − L20∣∣q]Aα0(X)2 and cq is a constant depending only
on q.
Before showing the above claim is true, we make some observations regard-
ing (24). Condition (24) is not a sub-Gaussian type condition of the form
N ≥ O(1)L
2
0Aα0(X)
2 ln(ρ−1)
ǫ2
, (25)
which ensures, with probability ≥ 1− ρ, an error tolerance ǫ > 0 in case L0 is
sub-Gaussian. Indeed, it is required in (24) that N ≥ (3ρ−1) 1q−1 , a condition
which is not logarithmic in ρ−1. Nevertheless, the first term in (24) is indepen-
dent of ǫ, |L0|q and X . As a consequence, even when L0 hasn’t an exponential
tail, a condition of the form (25) may still be sufficient to achieve an error
tolerance ǫ over a prescribed range for ρ. Precisely, by this we mean:
(i) With respect to ǫ, (24) has the Central Limit rate N−1/2.
(ii) For a chosen confidence level 1 − ρ0 and error tolerance ǫ, if either L0
has qth moment big enough or Cq/ǫ
2 is large, then the second term in
(24) dominates (3/ρ0)
1
q−1 . In that case, (3/ρ0)
1
q−1 is essentially a small
“constant” for all ρ ∈ (ρ0, 1].
As an example, if L20 has finite 10th moment then, for all ρ ∈ (10−10, 1],
condition (24) reads as: N ≥ 3 ∨ 4C10[1+ln(3/ρ)]ǫ2 .
The claim that (24) with ǫˆ := ǫ implies (23) is a simple consequence
of Markov’s inequality. For completeness, we present the arguments. From
L̂20 :=
∑N
j=1 L
2
0(ξj)/N and Burkholder-Davis-Gundy’s inequality [], there ex-
ists explicit constant cq > 0 (depending only on q), such that
E
[
L̂20 − L20
]
≤ cqq
N∑
j=1
∣∣L20 − L20∣∣qq
N q
=
cqq
∣∣L20 − L20∣∣qq
N q−1
.
The above relation and Markov’s inequality imply, for any t ≥ 0,
P
{
L̂20 − L20 ≥
cq
∣∣L20 − L20∣∣q
N1−1/q
t
}
≤ t−q. (26)
In particular, if (24) holds, we have that, with probability ≥ 1− ρ/3,
L̂20 ≤ L20 +
cq
∣∣L20 − L20∣∣q
N1−1/q
(3/ρ)1/q ≤ L20 + cq
∣∣L20 − L20∣∣q.
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The above property and the additional condition N ≥ 4Cq [1+ln(3ρ−1)]ǫ2 prove
the claim.
We now consider the case the soft constraints are perturbed (I 6= ∅).
Our optimality bounds are affected by feasibility deviation in terms of the
approximation errors (11) and (12). This is due to the fact that concentration
of measure is only guaranteed over a confidence band.
Under Assumption 2, we can obtain deviation guarantees using the exterior
approximation of X defined in (13). In this case, we need to consider the
optimality error defined in (12).
Theorem 3 (SAA with exterior approximation of a metric regular
feasible set) Recall the Set-up 1, Problem 1 and definitions of Section 3.
Suppose X satisfies Assumptions 1 and 2, I = [m] for some m ∈ N and let
y ∈ X, z ∈ Y and x∗ ∈ X∗. Then
(i) (Feasibility) Given ρ ∈ (0, 1], suppose
P
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(Cm/ρ)
}
≥ 1− ρ
C
, (27)
with σˆ := σ̂I(Y ) ∨ vI(z) and C := 3. Then, with probability ≥ 1− ρ:
X̂ ⊂ X3ǫˆ ⊂ X + 3cǫˆB,
(ii) (Optimality and feasibility) Given ρ ∈ (0, 1], suppose (27) holds with σˆ :=
σ̂I(Y )∨vI(z)∨vI(x∗)∨σ̂0(X3cǫˆ) and C := 9. Then, with probability ≥ 1−ρ:{
X̂ ⊂ X + 3cǫˆB,
∀x̂ ∈ X̂∗ǫˆ , f(x̂) ≤ f∗ + 2ǫˆ.
(iii) (Optimal value) Given ρ ∈ (0, 1], suppose (27) holds with σˆ := σ̂I(Y ) ∨
vI(z) ∨ vI(x∗) ∨ σ̂0(X3cǫˆ) ∨ v0(x∗) and C := 13. Then, with probability
≥ 1− ρ:
F̂ ∗ − ǫˆ ≤ f∗ ≤ F̂ ∗ + 2ǫˆ+Gap(3ǫˆ).
(iv) (Localized feasibility for convex constraints) Suppose, additionally, that a.e.
{Fi(·, ξ)}i∈I is a family of convex functions and Y is convex. Then the
statements in items (i)-(iii) remain true with probability ≥ 1− ρ if in (27)
we replace σ̂I(Y )∨vI(z) by σ̂I(8ǫˆ)∨vI(y)∨vI(z) and change C accordingly
with an explicit numerical constant.
In item (iv), by “localized feasibility” we mean that the finite-sample fea-
sibility guarantee depends on variances at the points y and z and the variance
σ̂I(8ǫˆ) associated to the approximate active-level sets {Xi,8ǫˆ}i∈I of the con-
straints (see (10) and (22)).
For a convex feasible set X satisfying the Slater constraint qualification,
we can obtain deviations using the interior approximation of X defined in (9)
with γ < 0. In this case we need to consider the optimality error defined in
(11).
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Theorem 4 (SAA with interior approximation of a strictly feasible
convex set) Recall the Set-up 1, Problem 1 and definitions of Section 3.
Suppose I = [m] for some m ∈ N and X satisfies Assumptions 1 and 3 such
that int(X−2ǫ)∗ 6= ∅ for all ǫ ∈ (0, ǫ˚(x¯)/2]. Let z ∈ Y . Then
(i) (Localized exact feasibility) Given ρ ∈ (0, 1], ǫ ∈ (0, ǫ˚(x¯)/2] and y ∈ int(X−2ǫ),
suppose that
P
{
4
σˆ√
N
√
1 + ln(Cm/ρ) ≤ −ǫˆ ≤ ǫ
}
≥ 1− ρ
C
, (28)
with σˆ := σ̂I(0)∨ vI(y)∨ vI(z) and C := 7. Then, with probability ≥ 1−ρ:
X̂ ⊂ X.
(ii) (Optimality and feasibility) Given ρ ∈ (0, 1], ǫ ∈ (0, ǫ˚(x¯)/2], y ∈ int(X−2ǫ)
and y∗ ∈ int(X−2ǫ)∗, suppose (28) holds with σˆ := σ̂I(0) ∨ vI(y) ∨ vI(z) ∨
vI(y∗) ∨ σ̂0(X) and C := 11. Then, with probability ≥ 1− ρ:
X̂ ⊂ X and X̂∗ǫ ⊂ X∗2ǫ+gap(2ǫ).
(iii) (Optimal value) Given ρ ∈ (0, 1], ǫ ∈ (0, ǫ˚(x¯)/2], y ∈ int(X−2ǫ) and y∗ ∈
int(X−2ǫ)∗, suppose (28) holds with σˆ := σ̂I(0) ∨ vI(y) ∨ vI(z) ∨ vI(y∗) ∨
σ̂0(X) ∨ v0(y∗) and C := 15. Then, with probability ≥ 1− ρ:
f∗ − 2ǫ ≤ F̂ ∗ ≤ f∗ + ǫ+ gap(2ǫ).
In item (i), by “localized feasibility” we mean that the finite-sample feasi-
bility guarantee depends on the variances vI(y) and vI(z) at the points y, z and
the variance σ̂I(0) associated to the exact active-level sets {Xi,0}i∈I of the con-
straints (see (10) and (22)). In the case ofX satisfying the SCQ, Theorem 3(iv)
and Theorem 4(i) describes a finite-sample “transition regime” with respect
to feasibility: up to variance associated to points, if for all N ≥ σ̂I(2ǫˆ)O(ǫˆ−2)
with enough probability, then O(cǫˆ)-near-feasibility is guaranteed in terms of
the Hausdorff metric with high-probability. On the other hand, for (possi-
bly larger) sample sizes satisfying N ≥ σ̂I(0)O(ǫ−2) ≥ σ̂I(0)O(˚ǫ(x¯)−2) with
enough probability, then exact feasibility is guaranteed with high probability.
See Theorem 1.
To complete the picture regarding the deviation inequalities in Theorems
3-4 in case of perturbed constraints, we present the next proposition. We recall
definitions (8), (9), (11) and (12).
Proposition 1 (Optimality errors) Suppose Assumption 1 holds. If, addi-
tionally, Assumption 2 holds then, for all γ > 0, there exists Lγ,c > 0 depend-
ing only on γ and c such that
0 ≤ Gap(γ) ≤ Lγ,c(cγ)α0 .
Moreover, Gap(γ) = 0 if (Xγ)
∗ ∩X 6= ∅.
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If, additionally, Assumption 3 holds then, for all γ ∈ (0, ǫ˚(x¯)2 ], there exists
L−γ,c > 0 depending only on γ and c :=
2D(X)
ǫ˚(x¯) such that
0 ≤ gap(γ) ≤ L−γ,c(cγ)α0 .
Moreover, gap(γ) = 0 if X∗ ∩X−γ 6= ∅.
Remark 2 The constant mentioned in Proposition 1 is given as follows. Given
γ ∈ R with γ+ := max{0, γ} and c > 0,
Lγ,c := min
z∈(Xγ+ )∗
sup
{ |f(x)− f(y)|
‖x− y‖α0 : x 6= y and x, y ∈ B[z, c|γ|] ∩ Y
}
.
Clearly, the above quantity is upper bounded by L0 given in (19).
Proposition 1 explicit states that, under Assumption 2, Gap(γ) → 0 with
rate at most Lγ,c(cγ)
α0 . This rate only depends on the local Ho¨lder modulus
Lγ,c of f around “solutions near the border” (in the sense stated in Proposition
1). Note that, in many instances, Lγ,c ≪ L0. An analogous result holds for
gap(γ) under Assumption 3 for all sufficiently small γ. A more drastic mani-
festation of this local behavior is that these errors are exactly zero if “interior
solutions near the border” exist in the sense stated in Proposition 1. See the
Appendix for a proof.
4.2 An uniform concentration inequality for heavy-tailed Ho¨lder continuous
functions
One contribution of this work is Theorem 5. This is the main tool used in the
analysis of the SAA estimator under Assumption 1 without sub-Gaussianity.
Its derivation will rely on branch of mathematical statistics called Empirical
Process Theory. Given an i.i.d. sample {ξj}Nj=1 of P and a compact Z ⊂
Y , we consider the empirical process Z ∋ x 7→ ∑Nj=1 F (x, ξj). Actually, our
result is valid for general totally bounded metric spaces. In controlling the
supremum S := supx∈Z
∑N
j=1 F (x, ξj), the “complexity” of Z is important.
This is formalized in Definition 1 given in Section 3.
Theorem 5 (sub-Gaussian uniform concentration inequality for heavy-
tailed Ho¨lder continuous functions) Suppose that
(i) (M, d) is a totally bounded metric space with diameter D(M) and metric
d.
(ii) {ξj}Nj=1 is an i.i.d. sample of a distribution P over Ξ and P̂ denotes the
correspondent empirical distribution.
(iii) G : M× Ξ → R is a measurable function such that PG2(x0, ·) < ∞ for
some x0 ∈ M. Moreover, there exist α ∈ (0, 1] and non-negative random
variable L : Ξ → R with PL2(·) <∞ such that a.e. for all x, y ∈ M,
|G(x, ξ) −G(y, ξ)| ≤ L(ξ) d(x, y)α.
Sample average approximation with heavier tails I 17
Recall definition of Aα(M) in (18). We define L̂ := {P̂L2(·)}1/2 and
∆G(x, y) := G(x, ·) −G(y, ·), (x, y ∈ M).
Then, for any y ∈ M and t > 0,
P
{
sup
x∈M
(P̂−P)∆G(x, y) ≥ 2Aα(M)
√
(1 + t)
N
[
L̂2 +PL2(·)
]}
≤ 2e−t,
P
{
sup
x∈M
(P− P̂)∆G(x, y) ≥ 2Aα(M)
√
(1 + t)
N
[
L̂2 +PL2(·)
]}
≤ 2e−t.(29)
Remark 3 (Bounding the Ho¨lder modulus) The main content of Theorem 5 is
as follows. Theorem 5 gives an upper and lower tail inequality of the sup over
x ∈M of
δ̂G(x, y) := (P̂−P)[G(x, ·) −G(y, ·)],
i.e., the centralized empirical increment of G around the point y ∈ M. In order
to control the “complex” quantity supx∈M |δ̂G(x, y)|, it is sufficient to give an
upper bound on the random quantity V̂ := Aα(M)[L̂2 + PL2(·)]1/2. This is
“simpler” in the following sense: all the randomness is encoded in L̂ which
is not an empirical process, i.e., it is independent of any x ∈ M. We note,
however, that one still needs a priori knowledge of parameters to estimate V̂.
For instance, Aα(M) is a nonrandom quantity which can be estimated if one
knows the smoothness parameter α and can upper bound the diameter and
metric entropy of M. We give some examples in the following.
Even though Theorem 5 is valid for general heavy-tailed functions satisfy-
ing just (iii), it also implies useful bounds for more specialized classes. All the
tail assumptions needed are imposed to the random variable L2(·). An example
is presented in Theorem 2(i) and Remark 1. In this application of Theorem 5,
an optimality deviation bound in high probability is obtained in two stages.
First, the use of Theorem 5 implies that it is sufficient to ensure (23) with
σˆ := Aα0(X){L̂20 + L20}1/2 as defined in (18)-(20). Second, in many instances,
it may be sufficient to obtain a rough tail control of L̂0 as in (26) in order to
ensure that (23) holds. A similar discussion is valid for all Theorems 2-4.
We conclude with a fairly general class of heavy-tailed functions. If, besides
(iii), we suppose that L(·) satisfies a “kurtosis” property, say,
{PL4(·)}1/4 ≤ κ{PL2(·)}1/2,
for some κ > 0, then it is possible to show that6, with probability at least
1− e− N4κ2 ,
PL2(·) ≤ 4
3
L̂2.
6 This follows from a sub-Gaussian lower tail inequality for nonnegative random variables.
See e.g. [?].
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If N ≫ κ2, the above relation and (29) provide a way to construct a confidence
interval for supx∈M |δ̂G(x, y)| as long as we can estimate Aα(M)L̂. Note that
L̂ = {P̂L2(·)}1/2 can be computed by the acquired samples without knowledge
of the population distribution.
5 Proofs
5.1 Feasibility and optimality perturbation of optimization problems
The proofs of the results of Section 4.1 will be based on deterministic perturba-
tion conditions presented in this section with the following content: feasibility
and optimality deviations are guaranteed in terms of the control of the per-
turbations {±[fi(·) − F̂i(·)]}i∈I0 over prescribed sets. This will require some
additional definitions given in the following. We remark that, when using ex-
terior set approximation, we implicitly require Assumption 2 so that Xγ in (9)
is not arbitrarily larger than X in the sense that Xγ ⊂ X + cγB.
Recall the Set-up 1, Problem 1 and definitions given Section 3. Given x, z ∈
Y , i ∈ I0 and γ ∈ R, we define:
δˆi(x) := 0 ∨
[
F̂i(x)− fi(x)
]
, (30)
∆ˆi(x) := 0 ∨
[
fi(x) − F̂i(x)
]
, (31)
∆ˆi(x, z) := 0 ∨
{
fi(x) − fi(z)−
[
F̂i(x)− F̂i(z)
]}
, (32)
∆ˆi(Y ) := 0 ∨ sup
{
fi(y)− F̂i(y) : y ∈ Y
}
, (33)
∆ˆi,γ := 0 ∨ sup
{
γ − F̂i(y) : y ∈ Xγ , fi(y) = γ
}
, (34)
∆ˆ0(z|γ) := 0 ∨ sup
{
f(y)− f(z)−
[
F̂ (y)− F̂ (z)
]
: y ∈ Xγ
}
. (35)
We first consider results which guarantee a feasibility deviation.
Proposition 2 (Feasibility deviation for general sets) Recall the Set-up
1, Problem 1 and definitions of Section 3 and (30)-(35). Let γ ≥ 0 and suppose
that the following condition hold:
(F) ∀i ∈ I, ∆ˆi(Y ) ≤ γ − ǫˆ.
Then X̂ ⊂ Xγ .
Proof Recall definition (9). We have X̂ ⊂ Xγ since, for every x ∈ X̂ and i ∈ I,
fi(x) ≤ ∆ˆi(Y ) + F̂i(x) ≤ ∆ˆi(Y ) + ǫˆ ≤ γ,
where in first inequality we used the definition of ∆ˆi(Y ) and x ∈ Y , in second
inequality we used that x ∈ X̂ and in third inequality we used condition (F).
⊓⊔
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The price to be paid in Proposition 2 for the generality of X is that one must
globally control the perturbations ±[fi(·) − F̂i(·)] over Y . Next, we exploit
convexity of X to obtain localized feasibility bounds: for i ∈ I, it is sufficient
to control the perturbations over the “smaller” set Xi,γ defined in (10), i.e.,
the active level set of the i-th constraint over Xγ .
Theorem 6 (Localized feasibility deviation for convex feasible sets)
Recall the Set-up 1, Problem 1 and definitions of Section 3 and (30)-(35).
Suppose that
(i) (Convex constraints) F̂i and fi are continuous and convex on Y for all
i ∈ I. Moreover, Y is convex. In particular, X is convex.
(ii) (Interior point of the relaxed set) For some y ∈ Y and ǫ, γ ∈ R, fi(y) <
ǫ < γ for all i ∈ I.
Suppose further that the following conditions hold:
(C1) ∀i ∈ I, ∆ˆi,γ + δˆi(y) ≤ γ − ǫ.
(C2) ∀i ∈ I, ∆ˆi,γ ≤ γ − ǫˆ.
Then X̂ ⊂ Xγ .
Proof (of Theorem 6) We prove the statement by contradiction. Suppose there
exists x ∈ X̂/Xγ . By definition ofXγ in (9) and convexity of {fi}i∈I , we obtain
from item (ii) and Proposition 1.3.3 in Chapter VI of [11] that y ∈ int(Xγ).
This fact and x ∈ X̂/Xγ imply there exists x˜ ∈ ∂Xγ and u ∈ (0, 1) such that
x˜ = uy + (1 − u)x lies in the open segment (y, x). Again, definition of Xγ ,
convexity of {fi}i∈I and x˜ ∈ ∂Xγ imply, by Proposition 1.3.3 in Chapter VI
of [11], that there exists i ∈ I such that fi(x˜) = γ, i.e., x˜ ∈ Xi,γ . We thus
have:
(by definition of ∆ˆi,γ and x˜ ∈ Xi,γ) F̂i(x˜)− F̂i(y) ≥ γ − ∆ˆi,γ − F̂i(y)
(by definition of δˆi(y)) ≥ γ − ∆ˆi,γ − δˆi(y)− fi(y)
(by fi(y) < ǫ) > γ − ∆ˆi,γ − δˆi(y)− ǫ
(by condition (C1)) ≥ 0,
that is, F̂i(x˜) > F̂i(y). This fact, the convexity of F̂i on Y and x˜ ∈ (y, x) imply
that F̂i(x) > F̂i(x˜), which further implies that
F̂i(x) > F̂i(x˜)
(by definition of ∆̂i(γ) and x˜ ∈ Xi,γ) ≥ γ − ∆ˆi,γ
(by condition (C2)) ≥ ǫˆ.
Hence, F̂i(x) > ǫˆ which contradicts x ∈ X̂. The theorem is proved. ⊓⊔
We now state results regarding joint feasibility and optimality deviations.
We first treat the case the feasible set is fixed.
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Proposition 3 (Optimality deviation with fixed set) Recall the Set-up
1, Problem 1 and definitions of Section 3 and (30)-(35). Suppose there are no
perturbed constraints (I = ∅). Suppose further that there exists x∗ ∈ X∗ and,
for given t, t1 ≥ 0, the following condition holds:
(M0) ∆ˆ0(x
∗|0) ≤ t− t1.
Then X̂∗t1 ⊂ X∗t .
Proof We shall prove by contradiction. Suppose there exists x ∈ X̂∗t1\X∗t . Since
x ∈ X , f(x) > f∗ + t. Since x∗ ∈ X̂ = X , we also have F̂ (x) ≤ F̂ (x∗) + t1.
Hence,
∆ˆ0(x
∗|0) ≥ f(x)− f(x∗)− [F̂ (x) − F̂ (x∗)] > t− [F̂ (x)− F̂ (x∗)] ≥ t− t1,
where in the first inequality we used definition of ∆ˆ0(x
∗|0) and x ∈ X . We
conclude that ∆ˆ0(x
∗|0) > t− t1, which contradicts (M0). ⊓⊔
We now consider the case the feasible set is perturbed. The next two results
considers an exterior approximation (γ > 0).
Proposition 4 (Optimality deviation with exterior approximation)
Recall the Set-up 1, Problem 1 and definitions of Section 3 and (30)-(35).
Suppose that there exists x∗ ∈ X∗ and, for given t, t1, γ ≥ 0, the following
condition holds:
(F) ∀i ∈ I, ∆ˆi(Y ) ≤ γ − ǫˆ.
Then X̂ ⊂ Xγ . If, additionally,
(P) ∀i ∈ I, δˆi(x∗) ≤ ǫˆ.
(M) ∆ˆ0(x
∗|γ) ≤ t− t1.
then f(x̂) ≤ f∗ + t for all x̂ ∈ X̂∗t1 . In other words: X̂∗t1 ⊂ (Xγ)∗t+Gap(γ).
Proof Condition (F) implies that X̂ ⊂ Xγ by Proposition 2. We shall prove
the rest of the statement by contradiction.
Suppose there exists x ∈ X̂∗t1 such that f(x) > f∗ + t. Condition (P), the
definition of δˆi(x
∗) and x∗ ∈ X imply that, for all i ∈ I,
F̂i(x
∗) ≤ δˆi(x∗) + fi(x∗) ≤ ǫˆ.
Hence, x∗ ∈ X̂. This fact and x ∈ X̂∗t1 imply that F̂ (x) ≤ F̂ (x∗)+t1. Moreover,
x ∈ Xγ since X̂ ⊂ Xγ . Hence
(by definition of ∆ˆ0(x
∗|γ) and x ∈ Xγ) ∆ˆ0(x∗|γ) ≥ f(x)− f(x∗)− [F̂ (x) − F̂ (x∗)]
(by f(x) > f(x∗) + t) > t− [F̂ (x) − F̂ (x∗)]
(by F̂ (x) ≤ F̂ (x∗) + t1) ≥ t− t1.
Thus, ∆ˆ0(x
∗|γ) > t− t1 which contradicts (M). The proposition is proved. ⊓⊔
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The next result establishes joint feasibility and optimality guarantees us-
ing an exterior approximation when X is convex. In that case, the feasibility
deviation can be localized. The SCQ is not required but we implicitly require
Assumption 2.
Proposition 5 (Optimality deviation with exterior approximation of
convex set) Recall the Set-up 1, Problem 1 and definitions of Section 3 and
(30)-(35). Suppose that
(i) (Convex constraints) {F̂i}i∈I ∪ {fi}i∈I are continuous and convex on Y .
Moreover, Y is convex. In particular, X is convex.
(ii) Let γ > 0 and suppose there exists y ∈ int(X γ
2
) and x∗ ∈ X∗.
Let t, t1 ≥ 0 and suppose further that the following conditions hold:
(C1+) ∀i ∈ I, ∆ˆi,γ + δˆi(y) ≤ γ2 .
(C2) ∀i ∈ I, ∆ˆi,γ ≤ γ − ǫˆ.
Then X̂ ⊂ Xγ . If, additionally,
(P) ∀i ∈ I, δˆi(x∗) ≤ ǫˆ.
(M) ∆ˆ0(x
∗|γ) ≤ t− t1.
then f(x̂) ≤ f∗ + t for all x̂ ∈ X̂∗t1 . In other words: X̂∗t1 ⊂ (Xγ)∗t+Gap(γ).
Proof From conditions (C1+) and (C2), we have that X̂ ⊂ Xγ by Theorem
6 applied with γ > 0, ǫ := γ2 and y ∈ int(X γ2 ). We prove the rest of the
statement by contradiction.
Suppose there exists x ∈ X̂∗t1 such that f(x) > f∗ + t. By the exact same
argument in Proposition 4, condition (P) implies that x∗ ∈ X̂. This and
x ∈ X̂∗t1 implies that F̂ (x) ≤ F̂ (x∗) + t1. We thus conclude that
(by definition of ∆ˆ0(x
∗|γ) and x ∈ Xγ) ∆ˆ0(x∗|γ) ≥ f(x)− f(x∗)− [F̂ (x) − F̂ (x∗)]
(by f(x) > f(y∗) + t) > t− [F̂ (x) − F̂ (x∗)]
(by F̂ (x) ≤ F̂ (x∗) + t1) ≥ t− t1.
This implies ∆ˆ0(x
∗|γ) > t− t1, which contradicts condition (M). ⊓⊔
We finish this section with the next proposition that establishes joint feasi-
bility and optimality deviations for a convex feasible set satisfying Assumption
3. The main difference of Proposition 6 with Proposition 5 is that a localized
exact feasibility is guaranteed for tolerances smaller than ǫ˚(x¯).
Proposition 6 (Optimality deviation with interior approximation of
strictly feasible convex set) Recall the Set-up 1, Problem 1 and definitions
of Section 3 and (30)-(35). Suppose that
(i) (Slater condition) Assumption 3 holds.
(ii) Let γ ∈ (0, ǫ˚(x¯)] and suppose there exist y ∈ int(X−γ) and y∗ ∈ (X−γ)∗.
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Let t, t1 ≥ 0 and suppose further that the following conditions hold:
(C1 ) ∀i ∈ I, ∆ˆi,0 + δˆi(y) ≤ γ.
(C2 ) ∀i ∈ I, ∆ˆi,0 ≤ −ǫˆ.
Then X̂ ⊂ X. If, additionally,
(P ) ∀i ∈ I, δˆi(y∗) ≤ γ + ǫˆ.
(M ) ∆ˆ0(y
∗|0) ≤ t− t1.
then we also have X̂∗t1 ⊂ X∗t+gap(γ).
Proof Note that, by Proposition 1.3.3 in Chapter VI of [11] and Assumption 3,
there exists y ∈ int(X−γ) = {x ∈ Y : fi(x) < −γ, ∀i ∈ I} for all γ ∈ (0, ǫ˚(x¯)].
From conditions (C1 ) and (C2 ), we have X̂ ⊂ X by Theorem 6 applied
with γ := 0, ǫ := −γ ∈ (0, ǫ˚(x¯)] and y ∈ int(X−γ). We shall proof the rest of
the statement by contradiction.
Suppose there exists x ∈ X̂∗t1 \ X∗t+gap(γ). Since X̂ ⊂ X , we have that
x ∈ X \X∗t+gap(γ), i.e., f(x) > f∗ + gap(γ) + t = f(y∗) + t.
Condition (P ), the definition of δˆi(y
∗) and y∗ ∈ X−γ imply that, for all
i ∈ I,
F̂i(y
∗) ≤ δˆi(y∗) + fi(y∗) ≤ γ + ǫˆ − γ = ǫˆ.
Hence, y∗ ∈ X̂. This and x ∈ X̂∗t1 implies that F̂ (x) ≤ F̂ (y∗) + t1. We thus
conclude that
(by definition of ∆ˆ0(y
∗|0) and x ∈ X) ∆ˆ0(y∗|0) ≥ f(x)− f(y∗)− [F̂ (x)− F̂ (y∗)]
(by f(x) > f(y∗) + t) > t− [F̂ (x) − F̂ (y∗)]
(by F̂ (x) ≤ F̂ (y∗) + t1) ≥ t− t1.
Thus ∆ˆ0(y
∗|0) > t− t1, which contradicts condition (M ). ⊓⊔
Remark 4 The results of Propositions 2, 4, 5 and 6 and Theorem 6 remain
true if we replace ǫˆ by ǫˆi for each i ∈ I.
5.2 Proof of uniform concentration inequality
To obtain Theorem 5, we will use the following inequality due to Panchenko
(see Theorem 1 in [29] or Theorem 12.3 in [6]). It establishes a sub-Gaussian
tail for the deviation of an empirical process around its mean after a proper
normalization with respect to a random quantity V̂ .
Theorem 7 (Panchenko’s inequality) Let F be a finite family of mea-
surable functions g : Ξ → R such that Pg2(·) < ∞. Let also {ξj}Nj=1 and
{ηj}Nj=1 be both i.i.d. samples drawn from a distribution P over Ξ which are
independent of each other. Define
S := sup
g∈F
N∑
j=1
g(ξj), and V̂ := E
supg∈F
N∑
j=1
[g(ξj)− g(ηj)]2
∣∣∣∣∣σ(ξ1, . . . , ξN )
 .
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Then, for all t > 0,
P
{
S− E[S] ≥
√
2(1 + t)
N
V̂
}∨
P
{
E[S]− S ≥
√
2(1 + t)
N
V̂
}
≤ 2e−t.
Finally, we will use the following corollary of Theorem 7 applied to F := {g}.
Lemma 1 (sub-Gaussian concentration inequality for heavy-tailed
random variables) Suppose {ξj}Nj=1 is i.i.d. sample of a distribution P over
Ξ and denote by P̂ the correspondent empirical distribution.
Then, for any measurable function g : Ξ → R satisfying Pg(·)2 < ∞ and,
for any t > 0,
P
{
P̂g(·)−Pg(·) ≥
√
2(1 + t)
N
(
P̂+P
)
[g(·)−Pg(·)]2
}
≤ 2e−t,
P
{
Pg(·)− P̂g(·) ≥
√
2(1 + t)
N
(
P̂+P
)
[g(·)−Pg(·)]2
}
≤ 2e−t.
Proof (of Theorem 5) Let y ∈M. We shall define for any x, z ∈M, δ(x, ξ) :=
G(x, ξ) −PG(x, ·) and
∆(x, z) :=
1
N
N∑
j=1
δ(x, ξj)− δ(z, ξj).
With this notation, we need to show that for any v ∈ {−1, 1} and t > 0,
P
{
sup
x∈Z
v∆(x, y) ≥ 2Aα(Z)
√
(1 + t)
N
[
L̂2 +PL2(·)
]}
≤ 2e−t. (36)
We proceed with the proof of (36). We only prove the bound for v = 1 since
the argument is analogous for v = −1 (using that Theorem 7 gives symmetric
lower and upper tail bounds). Set t > 0. Define V0 := {y} and, for any integer
i ≥ 1, let Vi be any D(Z)2i -net for Z. Denote by Πi : Z → Vi the projection
operator onto Vi, that is, Πi(x) ∈ argminz∈Vi d(z, x) for any x ∈ Z. Since Vi is
a D(Z)2i -net for Z, clearly d(x,Πi(x)) ≤ D(Z)2i for any x ∈ Z and i ≥ 1. Hence,
for any x ∈ Z and i ≥ 1,
d(Πi(x), Πi−1(x)) ≤ D(Z)
(
1
2i
+
1
2i−1
)
=
3D(Z)
2i
.
Since Π0(x) = y and limi→∞Πi(x) = x, we have that for any x ∈ Z,
1
N
N∑
j=1
δ(x, ξj)− δ(y, ξj) = 1
N
N∑
j=1
∞∑
i=1
δ(Πi(x), ξj)− δ(Πi−1(x), ξj)
≤
∞∑
i=1
max
(a,b)∈Ai
1
N
N∑
j=1
δ(a, ξj)− δ(b, ξj), (37)
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where Ai := {(a, b) ∈ Vi × Vi−1 : d(a, b) ≤ 3D(Z)/2i} for any i ≥ 1.
We shall need concentration bounds of ∆(a, b) for (a, b) ∈ Ai. From Theo-
rem 7,
P
{
∆(a, b) ≥
√
2V̂ (a, b)(1 + t)
}
≤ 2e−t. (38)
In above, V̂ (a, b) is defined by
V̂ (a, b) := E
 N∑
j=1
(
δ(a, ξj)− δ(b, ξj)− δ(a, ηj) + δ(b, ηj)
N
)2 ∣∣∣∣∣FN
 ,
where FN := σ(ξj : j ∈ [N ]) and {ηj}Nj=1 is an i.i.d. sample of ξ independent
of {ξj}Nj=1. From the Ho¨lder-continuity of G(·, ξ), we get
V̂ (a, b) ≤ E
 N∑
j=1
2
[
L(ξi)
2 + L(ηi)
2
]
d(a, b)2α
N2
∣∣∣∣∣FN

≤ 2
N
(
L̂2 +PL(·)2
)
d(a, b)2α, (39)
where we used that {ηj}Nj=1 is an i.i.d. sample of ξ independent of FN . Rela-
tions (38)-(39) imply
P
∆(a, b) ≥ 2
√
L̂2 +PL(·)2√
N
d(a, b)α
√
1 + t
 ≤ 2e−t. (40)
From (40), if we set for i ≥ 1,
Ti := ln[|Vi||Vi−1|] + ln[i(i+ 1)],
we obtain
P
 max(a,b)∈Ai∆(a, b) ≥ 2 · 3α
√
L̂2 +PL(·)2√
N
· D(Z)
α
2iα
√
1 + Ti + t

≤ |Vi||Vi−1| max
(a,b)∈Ai
P
∆(a, b) ≥ 2
√
L̂2 +PL(·)2√
N
d(a, b)α
√
1 + Ti + t

≤ |Vi||Vi−1|2e−(Ti+t) ≤ 2e
−t
i(i+ 1)
, (41)
where, in the first inequality, we used union bound and that D(Z)2i ≥ d(a,b)3 for
(a, b) ∈ Ai and, in the second inequality, we used (40). By the union bound
Sample average approximation with heavier tails I 25
over i ≥ 1 and ∑∞i=1 1i(i+1) ≤ 1, relation (41) implies that with probability
greater than 1− 2e−t, for all i ≥ 1 we have
max
(a,b)∈Ai
∆(a, b) ≤ 2 · 3α
√
L̂2 +PL(·)2√
N
D(Z)α
2iα
√
1 + Ti + t. (42)
Summing over i ≥ 1 in (42), using the obtained bound in (37) and than
taking sup over x ∈ Z, we obtain that with probability greater than 1− 2e−t:
sup
x∈Z
1
N
N∑
j=1
δ(x, ξj)− δ(y, ξj) ≤ 2 · 3α
√
L̂2 +PL(·)2√
N
∞∑
i=1
D(Z)α
2iα
√
1 + Ti + t
≤ 2
√
L̂2 +PL(·)2√
N
∞∑
i=1
3αD(Z)α(√Ti + 1)
2iα
√
1 + t
= 2
√
L̂2 +PL(·)2√
N
Aα(Z)
√
1 + t,
where, in the second inequality, we used
√
1 + Ti + t ≤
√
Ti+
√
1 + t ≤ (√Ti+
1)
√
1 + t and, in the equality, we used Definition 1 and the definition of Aα(Z)
in (18) (see the previous definition of Ti). The above inequality proves the
required claim in (36). ⊓⊔
5.3 Proof of exponential nonasymptotic deviation inequalities
For simplicity of notation, we will make the change of variables p := ρC , during
all proofs of this section. Here, ρ and C are quantities stated in Theorems 2-4
accordingly.
We start with Theorem 2.
Proof (of Theorem 2) We first define the event
E :=
{
ǫˆ ≥ 2 σ̂0(X)√
N
√
1 + ln(1/p)
}
.
Proposition 3 with t := 2ǫˆ and t1 := ǫˆ implies
∆ˆ0(x
∗|0) ≤ ǫˆ =⇒ X̂∗ǫˆ ⊆ X∗2ǫˆ.
From this fact, we get
P
{
X̂∗ǫˆ * X
∗
2ǫˆ
}
≤ P
{
∆ˆ0(x
∗|0) > ǫˆ
}
≤ P{Ec}+ P{[∆ˆ0(x∗|0) > ǫˆ] ∩E}
≤ p+ P
∆ˆ0(x∗|0) ≥ 2Aα0(X)
√
(1 + ln(1/p))(L̂20 + L
2
0)
N

≤ p+ 2p = 3p,
26 Roberto I. Oliveira, Philip Thompson
where, in third inequality we used that P{E} ≥ 1− p and definitions of E and
σ̂0(X) in (20) and, in last inequality, we used Theorem 5 to bound ∆ˆ0(x
∗|0)
defined in (35).
We now prove item (ii). Define the event
E1 :=
{
ǫˆ ≥ 2 σ̂0(X) ∨ v0(z)√
N
√
1 + ln(1/p)
}
.
Let x̂ ∈ X̂∗ ⊂ X = X0. By definitions of ∆ˆ0(z) and ∆ˆ0(z|0) in (31) and (35),
we know
f∗ − F̂ ∗ = f∗ − f(x̂) +
{
f(x̂)− f(z)− F̂ (x̂) + F̂ (z)
}
+ ∆ˆ0(z)
≤ f∗ − f(x̂) + ∆ˆ0(z|0) + ∆ˆ0(z).
Hence,
∆ˆ0(z|0) ≤ ǫˆ, ∆ˆ0(z) ≤ ǫˆ =⇒ f∗ − F̂ ∗ ≤ f∗ − f(x̂) + 2ǫˆ ≤ 2ǫˆ,
where we used that f∗ − f(x̂) ≤ 0 since x̂ ∈ X . From this fact, we get
P
{
f∗ > F̂ ∗ + 2ǫˆ
}
≤ P{Ec1}+ P{[∆ˆ0(z|0) > ǫˆ] ∩ E1}+ P{[∆ˆ0(z) > ǫˆ] ∩ E1}
≤ p+ P
∆ˆ0(z|0) ≥ 2Aα0(X)
√
(1 + ln(1/p))(L̂20 + L
2
0)
N

+ P
{
∆ˆ0(z) ≥ 2
√
(1 + ln(1/p))(σ̂20(z) + σ
2
0(z))
N
}
≤ p+ 2p+ 2p = 5p, (43)
where, in second inequality we used P{E1} ≥ 1 − p and definitions of E1,
σ̂0(X) and v0(z) in (20) and (16) and, in last inequality, we used Theorem
5 to bound ∆ˆ0(z|0) defined in (35) and Lemma 1 to bound ∆ˆ0(z) defined in
(31).
We proceed similarly for the second statement of (ii). We define the event
E2 :=
{
ǫˆ ≥ 2v0(x
∗)√
N
√
1 + ln(1/p)
}
.
Since x∗ ∈ X̂ = X and F̂ ∗ − F̂ (x∗) ≤ 0,
δˆ0(x
∗) ≤ ǫˆ =⇒ F̂ ∗ − f∗ ≤ F̂ ∗ − F̂ (x∗) + δˆ0(x∗) ≤ ǫˆ.
From this fact,
P
{
F̂ ∗ > f∗ + ǫˆ
}
≤ P{Ec2}+ P
{
[δˆ0(x
∗) > ǫˆ] ∩ E2
}
≤ p+ P
{
δˆ0(x
∗) ≥ 2
√
(1 + ln(1/p))(σ̂0(x∗)2 + σ0(x∗)2)
N
}
≤ 3p, (44)
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where, in second inequality we used P{E2} ≥ 1− p and definitions of E2 and
v0(x
∗) in (16) and, in last inequality, we used Lemma 1 to bound δˆ0(x∗) defined
in (30). ⊓⊔
We now consider the case of perturbed constraints.
Proof (of Theorem 3)
PART 1 (Feasibility): We define the event
E1 :=
{
ǫˆ ≥ 2 σ̂I(Y ) ∨ vI(z)√
N
√
1 + ln(m/p)
}
.
Recall definitions (30)-(35). Condition (F) of Proposition 4 with γ := 3ǫˆ
implies
X̂ * X3ǫˆ ⇒ ∃i ∈ I, ∆ˆi(Y ) > 2ǫˆ⇒ ∃i ∈ I, sup
y∈Y
∆ˆi(y, z) > ǫˆ or ∆ˆi(z) > ǫˆ.
(45)
Hence
P
{
X̂ * X3ǫˆ
}
≤ P{Ec1}+
m∑
i=1
P
{[
sup
y∈Y
∆ˆi(y, z) > ǫˆ
]
∩ E1
}
+
m∑
i=1
P
{[
∆ˆi(z) > ǫˆ
]
∩ E1
}
≤ p+
m∑
i=1
P
supy∈Y ∆ˆi(y, z) > 2Aαi(Y )
√
(1 + ln(m/p))(L̂2i + L
2
i )
N

+
m∑
i=1
P
{
∆ˆi(z) > 2
√
(1 + ln(m/p))(σ̂i(z)2 + σi(z)2)
N
}
≤ p+m · 2 p
m
+m · 2 p
m
= 5p, (46)
where, in second inequality we used P{E1} ≥ 1 − p and definitions of E1,
σ̂I(Y ) and vI(z) in (21) and (17) and, in last inequality, we used Theorem 5
to bound supy∈Y ∆ˆi(y, z) and Lemma 1 to bound ∆ˆi(z). The relation above
and P[X̂ * X3cǫˆ] ≤ P[X̂ * X3ǫˆ] (which follows from Assumption 2) implies
(i).
PART 2 (Optimality and feasibility): We next define the events
E2 :=
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(m/p)
}
,
E3 :=
{
X̂ ⊂ X3cǫˆ
}
∩
{
∀x̂ ∈ X̂∗ǫˆ , f(x̂) ≤ f∗ + 2ǫˆ
}
.
with σˆ := σ̂I(Y ) ∨ vI(z) ∨ vI(x∗) ∨ σ̂0(X3cǫˆ).
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Implication (45), X3ǫˆ ⊂ X3cǫˆ (by Assumption 2) and conditions (F), (P)
and (M) of Proposition 4 with γ := 3ǫˆ, t := 2ǫˆ and t1 := ǫˆ imply
E3 does not occur ⇒
{
∃i ∈ I, supy∈Y ∆ˆi(y, z) > ǫˆ or ∆ˆi(z) > ǫˆ or δˆi(x∗) > ǫˆ,
or ∆ˆ0(x
∗|3ǫˆ) > ǫˆ.
From this fact, ∆ˆ0(x
∗|3ǫˆ) ≤ supx∈X3cǫˆ ∆ˆ0(x, x∗) and the union bound, we
obtain
P {Ec3} ≤ P {Ec2}+
m∑
i=1
P
{[
sup
y∈Y
∆ˆi(y, z) > ǫˆ
]
∩ E2
}
+
m∑
i=1
P
{[
∆ˆi(z) > ǫˆ
]
∩ E2
}
+
m∑
i=1
P
{[
δˆi(x
∗) > ǫˆ
]
∩E2
}
+ P
{[
sup
x∈X3cǫˆ
∆ˆ0(x, x
∗) > ǫˆ
]
∩ E2
}
≤ p+
(
m
2p
m
+m
2p
m
)
+
m∑
i=1
P
{
δˆi(x
∗) > 2
√
(1 + ln(m/p))(σ̂i(x∗)2 + σi(x∗)2)
N
}
+ P
 supx∈X3cǫˆ ∆ˆ0(x, x∗) > 2Aα0(X3cǫˆ)
√
(1 + ln(1/p))(L̂20 + L
2
0)
N

≤ 5p+
(
m
2p
m
+ 2p
)
= 9p. (47)
In the second inequality above, we used P{E2} ≥ 1−p, a similar bound already
established in (46) (since E2 ⊂ E1), definitions of E2, σ̂I(X3cǫˆ) and vI(x∗)
given in (21) and (17) and also ln(m/p) ≥ ln(1/p). In the last inequality, we
used Theorem 5 to bound supx∈X3cǫˆ ∆ˆ0(x, x
∗) and Lemma 1 to bound δˆi(x∗).
PART 3 (Optimal value): We next define the events
E4 :=
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(m/p)
}
,
E5 :=
{
F̂ ∗ − ǫˆ ≤ f∗ ≤ F̂ ∗ + 2ǫˆ+Gap(3ǫˆ)
}
.
with σˆ := σ̂I(Y )∨vI(z)∨vI(x∗)∨σ̂0(X3cǫˆ)∨v0(x∗). We also define the following
condition (A):
(A): (F) and (M) in Prop. 4 hold with γ := 3ǫˆ, t := 2ǫˆ and t1 := ǫˆ.
Suppose (A) holds. Let x̂ ∈ X̂∗. By definitions of ∆ˆ0(x∗) and ∆ˆ0(x∗|3ǫˆ) in
(31) and (35) and definition of Gap(·) in (12), we know
f∗ − F̂ ∗ = f∗ − f(x̂) +
{
f(x̂)− f(x∗)− F̂ (x̂) + F̂ (x∗)
}
+ ∆ˆ0(x
∗)
≤ f∗ − f(x̂) + ∆ˆ0(x∗|3ǫˆ) + ∆ˆ0(x∗)
≤ Gap(2ǫˆ) + ǫˆ+ ∆ˆ0(x∗),
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where we used that, since (A) holds, x̂ ∈ X3ǫˆ, ∆ˆ0(x∗|3ǫˆ) ≤ ǫˆ and f∗− f(x̂) =
Gap(3ǫˆ) + minX3ǫˆ f − f(x̂) ≤ Gap(3ǫˆ). We thus conclude that
(A) and ∆ˆ0(x
∗) ≤ ǫˆ =⇒ f∗ − F̂ ∗ ≤ Gap(3ǫˆ) + 2ǫˆ. (48)
Recall Prop. 4 and definition (30). We also note that
(P) and δˆ0(x
∗) ≤ ǫˆ =⇒ F̂ ∗ − f∗ ≤ F̂ ∗ − F̂ (x∗) + δˆ0(x∗) ≤ ǫˆ, (49)
where we used that, under (P), x∗ ∈ X̂ so that F̂ ∗−F̂ (x∗) ≤ 0. From (48)-(49),
Prop. 4 and definition of (A) and (45), we conclude that
E5 does not occur ⇒
{
∃i ∈ I, supy∈Y ∆ˆi(y, z) > ǫˆ or ∆ˆi(z) > ǫˆ or δˆi(x∗) > ǫˆ,
or ∆ˆ0(x
∗|3ǫˆ) > ǫˆ or ∆ˆ0(x∗) > ǫˆ or δˆ0(x∗) > ǫˆ.
From this fact, ∆ˆ0(x
∗|3ǫˆ) ≤ supx∈X3cǫˆ ∆ˆ0(x, x∗) and the union bound, we
obtain
P {Ec5} ≤ P {Ec4}+
m∑
i=1
P
{[
sup
y∈Y
∆ˆi(y, z) > ǫˆ
]
∩ E4
}
+
m∑
i=1
P
{[
∆ˆi(z) > ǫˆ
]
∩ E4
}
+
m∑
i=1
P
{[
δˆi(x
∗) > ǫˆ
]
∩E4
}
+ P
{[
sup
x∈X3cǫˆ
∆ˆ0(x, x
∗) > ǫˆ
]
∩ E4
}
+ P
{[
∆ˆ0(x
∗) > ǫˆ
]
∩E4
}
+ P
{[
δˆ0(x
∗) > ǫˆ
]
∩ E4
}
≤ p+
(
m
2p
m
+m
2p
m
+m
2p
m
+ 2p
)
+ P
{
∆ˆ0(x
∗) > 2
√
(1 + ln(1/p))(σ̂0(x∗)2 + σ0(x∗)2)
N
}
+ P
{
δˆ0(x
∗) > 2
√
(1 + ln(1/p))(σ̂0(x∗)2 + σ0(x∗)2)
N
}
≤ 9p+ (2p+ 2p) = 13p.
In the second inequality above, we used P{E4} ≥ 1−p, similar bounds already
established in (46) (since E4 ⊂ E1) and in (47) (since E4 ⊂ E2), definitions of
E4 and v0(x
∗) given in (16) and also ln(m/p) ≥ ln(1/p). In the last inequality,
Lemma 1 to bound ∆ˆ0(x
∗) and δˆ0(x∗).
PART 4 (Convex constraints): The proof of item (iv) is analogous of the
items (i)-(iii). For brevity, we skip the proof and just give some observations.
The main difference will be to invoke Proposition 5 instead of Proposition 4,
i.e., replace the feasibility condition (F) by conditions (C1+)-(C2).
We make also the following remarks. Recall definitions (10), (14)-(17), (22)
and (30)-(34). Note that, if we choose, say, γ := 8ǫˆ, then, given z ∈ Y ,
(C1+) does not hold ⇒ ∃i ∈ I, ∆ˆi,γ + δˆi(y) > 4ǫˆ
⇒ ∃i ∈ I, sup
x∈Xi,γ
∆ˆi(x, z) > ǫˆ or ∆ˆi(z) > ǫˆ or δˆi(y) > 2ǫˆ > ǫˆ.
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Moreover, if (C2) does not hold with γ := 8ǫˆ then there also must exist
i ∈ I such that supx∈Xi,γ ∆ˆi(x, z) > 7ǫˆ/2 > ǫˆ or ∆ˆi(z) > 7ǫˆ/2 > ǫˆ. Using
these implications and following similar arguments as in the proofs of items
(i)-(iii), we obtain the statement of item (iv) with σ̂I(Y ) ∨ vI(z) replaced by
σ̂I(8ǫˆ) ∨ vI(y) ∨ vI(z). We omit the details. ⊓⊔
Proof (of Theorem 4)
PART 1 (Feasibility): Let y ∈ int(X−2ǫ) and z ∈ Y with ǫ ∈ (0, ǫ˚(x¯)/2]. We
define the event
E1 :=
{
4
σˆ√
N
√
1 + ln(m/p) ≤ −ǫˆ ≤ ǫ
}
,
with σˆ := σ̂I(0) ∨ vI(y) ∨ vI(z).
Recall definitions (10) and (30)-(34). Conditions (C1 )-(C2 ) in Proposi-
tion 6 with γ := 2ǫ imply{
X̂ * X
ǫ ≥ −ǫˆ ⇒ ∃i ∈ I, ∆ˆi,0 + δˆi(y) > 2ǫ or ∆ˆi,0 > −ǫˆ
⇒ ∃i ∈ I, ∆ˆi,0 > ǫ or δˆi(y) > ǫ or ∆ˆi,0 > −ǫˆ
⇒ ∃i ∈ I, sup
x∈Xi,0
∆ˆi(x, z) > − ǫˆ
2
or ∆ˆi(z) > − ǫˆ
2
or δˆi(y) > ǫ.
(50)
From this fact and the union bound, we obtain
P
{
X̂ * X
}
≤ P {Ec1}+
m∑
i=1
P
{[
sup
x∈Xi,0
∆ˆi(x, z) > − ǫˆ
2
]
∩ E1
}
+
m∑
i=1
P
{[
∆ˆi(z) > − ǫˆ
2
]
∩ E1
}
+
m∑
i=1
P
{[
δˆi(y) > ǫ
]
∩ E1
}
≤ p+
m∑
i=1
P
 supx∈Xi,0 ∆ˆi(x, z) > 2Aαi(Xi,0)
√
(1 + ln(m/p))(L̂2i + L
2
i )
N

+
m∑
i=1
P
{
∆ˆi(z) > 2
√
(1 + ln(m/p))(σ̂i(z)2 + σi(z)2)
N
}
+
m∑
i=1
P
{
δˆi(y) > 4
√
(1 + ln(m/p))(σ̂i(y)2 + σi(y)2)
N
}
≤ p+m2 p
m
+m2
p
m
+m2
p
m
= 7p, (51)
where, in second inequality we used P{E1} ≥ 1−p and definitions of E1, σ̂I(0),
vI(z) and vI(y) in (22) and (17) and, in last inequality, we used Theorem 5 to
bound supx∈Xi,0 ∆ˆi(x, z) and Lemma 1 to bound ∆ˆi(z) and δˆi(y). This proves
item (i).
Sample average approximation with heavier tails I 31
PART 2 (Optimality and feasibility): Let y ∈ int(X−2ǫ), z ∈ Y and y∗ ∈
(X−2ǫ)∗ with ǫ ∈ (0, ǫ˚(x¯)/2]. We define the events
E2 :=
{
4
σˆ√
N
√
1 + ln(m/p) ≤ −ǫˆ ≤ ǫ
}
,
E3 :=
{
X̂ ⊂ X
}
∩
{
X̂∗ǫ ⊂ X∗2ǫ+gap(2ǫ)
}
,
with σˆ := σ̂I(0) ∨ vI(y) ∨ vI(z) ∨ vI(y∗) ∨ σ̂0(X).
Conditions (C1 )-(C2 ), (P ) and (M ) from Proposition 6 with γ := t :=
2ǫ, t1 := ǫ, y ∈ int(X−2ǫ) and y∗ ∈ (X−2ǫ)∗ together with implication (50)
imply{
E3 does not occur
ǫ ≥ −ǫˆ ⇒

∃i ∈ I, supx∈Xi,0 ∆ˆi(x, z) > − ǫˆ2 or ∆ˆi(z) > − ǫˆ2 or
∃i ∈ I, δˆi(y) > ǫ or δˆi(y∗) > 2ǫ+ ǫˆ ≥ ǫ or
∆ˆ0(y
∗|0) > ǫ.
From this fact and the union bound, we get
P {Ec3} ≤ P {Ec2}+
m∑
i=1
P
{[
sup
x∈Xi,0
∆ˆi(x, z) > − ǫˆ
2
]
∩E2
}
+
m∑
i=1
P
{[
∆ˆi(z) > − ǫˆ
2
]
∩ E2
}
+
m∑
i=1
P
{[
δˆi(y) > ǫ
]
∩ E2
}
+
m∑
i=1
P
{[
δˆi(y
∗) > ǫ
]
∩ E2
}
+ P
{[
∆ˆ0(y
∗|0) > ǫ
]
∩ E2
}
≤ p+
(
m2
p
m
+m2
p
m
+m2
p
m
)
+
m∑
i=1
P
{
δˆi(y
∗) > 4
√
(1 + ln(m/p))(σ̂i(y∗)2 + σi(y∗)2)
N
}
+ P
supx∈X ∆ˆ0(x, y∗) > 4Aα0(X)
√
(1 + ln(1/p))(L̂20 + L
2
0)
N

≤ 7p+
(
m2
p
m
+ 2p
)
= 11p. (52)
In the second inequality above, we used P{E2} ≥ 1−p, a similar bound already
established in (51) (sinceE2 ⊂ E1), the fact that ∆ˆ0(y∗|0) = supx∈X ∆ˆ0(x, y∗),
definitions of E2, vI(y∗) and σ̂0(X) given in (17) and (20) and also ln(m/p) ≥
ln(1/p). In the last inequality, we used Theorem 5 to bound supx∈X ∆ˆ0(x, y
∗)
and Lemma 1 to bound δˆi(y
∗). This proves item (ii).
PART 3 (Optimal value): Let y ∈ int(X−2ǫ), z ∈ Y and y∗ ∈ (X−2ǫ)∗ with
ǫ ∈ (0, ǫ˚(x¯)/2]. We define the events
E4 :=
{
4
σˆ√
N
√
1 + ln(m/p) ≤ −ǫˆ ≤ ǫ
}
,
E5 :=
{
f∗ − 2ǫ ≤ F̂ ∗ ≤ ǫ+ gap(2ǫ)
}
,
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with σˆ := σ̂I(0) ∨ vI(y) ∨ vI(z) ∨ vI(y∗) ∨ σ̂0(X) ∨ v0(y∗). We also define the
condition (A ) as follows:
(A ): (C1 )-(C2 ) and (M ) in Prop. 6 hold with γ := t := 2ǫ and t1 := ǫ.
Suppose (A ) holds. Let x̂ ∈ X̂∗. By definitions of ∆ˆ0(y∗) and ∆ˆ0(y∗|0) in
(31) and (35), we have that
f∗ − F̂ ∗ = f∗ − f(x̂) +
{
f(x̂)− f(y∗)− F̂ (x̂) + F̂ (y∗)
}
+ ∆ˆ0(y
∗)
≤ f∗ − f(x̂) + ∆ˆ0(y∗|0) + ∆ˆ0(y∗)
≤ ǫ+ ∆ˆ0(y∗),
where we used that, since (A ) holds, x̂ ∈ X , ∆ˆ0(y∗|0) ≤ ǫ and f∗− f(x̂) ≤ 0.
Hence,
(A ) and ∆ˆ0(y
∗) ≤ ǫ =⇒ f∗ − F̂ ∗ ≤ 2ǫ. (53)
Recall Prop. 6 and definition (30). Note that, if (P ) holds with γ := 2ǫ
then y∗ ∈ X̂ . Indeed, since y∗ ∈ X−2ǫ, for all i ∈ I, F̂i(y∗) = δˆi(y∗)+ fi(y∗) ≤
2ǫ+ ǫˆ− 2ǫ = ǫˆ. Hence,
{
(P ) holds with γ := 2ǫ
δˆ0(y
∗) ≤ ǫ =⇒ F̂
∗ − f∗ = F̂ ∗ − f(y∗) + gap(2ǫ)
≤ F̂ ∗ − F̂ (y∗) + δˆ0(y∗) + gap(2ǫ)
≤ ǫ+ gap(2ǫ), (54)
where in the equality we used that y∗ ∈ (X−2ǫ)∗, in the first inequality we
used definition of δˆ0(y
∗) and, in last inequality, we used that under (P ) with
γ := 2ǫ, y∗ ∈ X̂ so that F̂ ∗ − F̂ (y∗) ≤ 0.
From Proposition 6, (53)-(54), the definition of (A ) and (50), we conclude
that
{
E5 does not occur
ǫ ≥ −ǫˆ ⇒

∃i ∈ I, supx∈Xi,0 ∆ˆi(x, z) > − ǫˆ2 or ∆ˆi(z) > − ǫˆ2 or
∃i ∈ I, δˆi(y) > ǫ or δˆi(y∗) > 2ǫ+ ǫˆ ≥ ǫ or
∆ˆ0(y
∗|0) > ǫ or ∆ˆ0(y∗) > ǫ or δˆ0(y∗) > ǫ.
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From this fact and the union bound, we get
P {Ec5} ≤ P {Ec4}+
m∑
i=1
P
{[
sup
x∈Xi,0
∆ˆi(x, z) > − ǫˆ
2
]
∩ E4
}
+
m∑
i=1
P
{[
∆ˆi(z) > − ǫˆ
2
]
∩ E4
}
+
m∑
i=1
P
{[
δˆi(y) > ǫ
]
∩E4
}
+
m∑
i=1
P
{[
δˆi(y
∗) > ǫ
]
∩ E4
}
+ P
{[
∆ˆ0(y
∗|0) > ǫ
]
∩ E4
}
+ P
{[
∆ˆ0(y
∗) > ǫ
]
∩ E4
}
+ P
{[
δˆ0(y
∗) > ǫ
]
∩ E4
}
≤ p+
(
m2
p
m
+m2
p
m
+m2
p
m
+m2
p
m
+ 2p
)
+ P
{
∆ˆ0(y
∗) > 4
√
(1 + ln(1/p))(σ̂0(y∗)2 + σ0(y∗)2)
N
}
+ P
{
δˆ0(y
∗) > 4
√
(1 + ln(1/p))(σ̂0(y∗)2 + σ0(y∗)2)
N
}
≤ 11p+ (2p+ 2p) = 15p. (55)
In the second inequality above, we used P{E4} ≥ 1−p, a similar bound already
established in (52) (since E4 ⊂ E2), definitions of E4 and v0(y∗) given in (16)
and also ln(m/p) ≥ ln(1/p). In the last inequality, we used Lemma 1 to bound
∆ˆ0(y
∗) and δˆ0(y∗). This proves item (iii). ⊓⊔
Appendix
Proof (of Proposition 1) Let γ > 0. If there exists x ∈ (Xγ)∗ ∩X then clearly
Gap(γ) = 0 since 0 ≤ Gap(γ) = f∗ − f(x) ≤ 0. Otherwise, we can choose
x ∈ (Xγ)∗ for which the minimum in the definition of Lγ,c is attained. Let
x¯ ∈ X such that ‖x− x¯‖ = d(x,X) ≤ cγ, where we have used Assumption 2.
This and Ho¨lder continuity imply
0 ≤ Gap(γ) = f∗ − f(x) ≤ f(x¯)− f(x) ≤ Lγ,c‖x− x¯‖α0 ≤ Lγ,c(cγ)α0 . (56)
Suppose now Assumption 3 and set c := 2D(X)ǫ˚(x¯) . If there exists x ∈ X∗∩X−γ
then gap(γ) = 0 since 0 ≤ gap(γ) = f(x) − f∗ ≤ 0. Otherwise, for γ ∈
(0, ǫ˚(x¯)/2], we can choose x ∈ X∗ = X∗(−γ)+ for which the minimum in the
definition of L−γ,c is attained. Since γ ∈ (0, ǫ˚(x¯)/2] and Assumption 3 hold,
we have that supi∈I [fi(x¯) + γ]+ ≤ − ǫ˚(x¯)2 < 0. This and Theorem 1 imply
that X−γ is metric regular with constant
2D(X−γ)
ǫ˚(x¯) ≤ 2D(X)ǫ˚(x¯) =: c. This and the
fact that supi∈I fi(x) ≤ 0 imply that d(x,X−γ) ≤ c supi∈I [fi(x¯) + γ]+ ≤ cγ.
This relation and a similar argument used to derive (56) imply the bound for
gap(γ). ⊓⊔
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