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Abstract
A non-Euclidean generalization of conditional expectation is introduced and character-
ized as the minimizer of expected intrinsic squared-distance from a manifold-valued target.
The computational tractable formulation expresses the non-convex optimization problem as
transformations of Euclidean conditional expectation. This gives computationally tractable
filtering equations for the dynamics of the intrinsic conditional expectation of a manifold-
valued signal and is used to obtain accurate numerical forecasts of efficient portfolios by
incorporating their geometric structure into the estimates.
Keywords: Conditional Expectation, Non-Euclidean Conditional Expectation, Portfolio The-
ory, Non-Linear Conditional Expectation, Non-Euclidean Geometry, Stochastic Filtering, Non-
Euclidean Filtering Equations, Gamma-Convergence.
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1 Introduction
Non-Euclidean geometry occurs naturally in problems in finance. Short-rate models consistent
with finite-dimensional Heath-Jarrow-Morton (HJM) models are characterized using Lie group
methods, in [8]. In [29, 30], highly accurate stochastic volatility model estimation methods
are derived using Riemannian heat-kernel expansions. In [20], the equivalent local martingale
measures (ELMMs) of finite-dimensional term-structure models for zero-coupon bonds are char-
acterized using the smooth manifold structure associated with factor models for the forward-rate
curve. In [11], information-geometric techniques for yield-curve modeling which consider finite-
dimensional manifolds of probability densities are developed. In [26, 25], Riemannian geometric
approaches to stochastic volatility models and covariance matrix prediction are employed to
successfully predicts stock prices. In [37], it is shown that considering a relevant geometric
structures on a mathematical finance problem leads to more accurate out-of-sample forecasts.
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The superior forecasting power of non-Euclidean methods is interpreted as encoding informa-
tion present in mathematical finance problems which is otherwise overlooked by the classical
Euclidean methods. Each of these methodologies approach distinct problems in mathematical
finance using differential geometry.
Conditional expectation and stochastic filtering are some of the most fundamental tools used
in applied probability and finance. Geometric formulations of conditional expectation, such as
those used in [47, 44] are solutions to non-convex optimization problems. The non-convexity of
the problem makes computation of these formulations of non-Euclidean conditional expectations
difficult or intractable.
Non-Euclidean filtering formulations such as those of [16], [41], or [18] assume that the signal
and/or noise processes are non-Euclidean and estimate functionals of the noisy signal using
the classical Euclidean conditional expectation. In [44] dynamics for the intrinsic conditional
expectation of a manifold-valued signal was found, using the Le Jan-Watanabe connection. This
connection reduced the intrinsic non-Euclidean filtering problem to a Euclidean filtering problem.
However, the authors of [44] remark that implementing their results may be intractable due to
the added complexity introduced by the Le Jan-Watanabe connection.
This paper presents an alternative computationally tractable characterization of intrinsic
conditional expectation, called geodesic conditional expectation, and uses it to produce a com-
putable solution to a non-Euclidean filtering problem similar to that of [44]. The implementation
is similar to [47] for a non-Euclidean particle filter. However, in [47] the convergence of the algo-
rithm to the non-Euclidean conditional expectation is left unjustified. The geodesic conditional
expectation expresses the intrinsic conditional expectation as a limit of certain transformations
of Euclidean conditional expectations associated to the non-Euclidean signal process. Analo-
gous to [44], these transformations reduce the computation of the non-Euclidean problem to
the computation of a Euclidean problem, with the central difference being that the required
transformations are available in closed form. The infinitesimal linearization transformations
considered here are similar to those empirically postulated in the engineering, computer-vision,
and control literature in [23, 22, 26, 28, 1, 47].
The paper is organized as follows. Section 2 introduces the necessary notation and the
general terminology through the paper. In Section 3, the relationship between portfolio se-
lection and non-Euclidean geometry is introduced, and elements of Riemannian geometry are
reviewed through the lens of the space of efficient portfolios. Section 4 introduces two natural
generalizations of conditional expectation to the non-Euclidean setting. Both formulations are
shown to be equivalent in Theorem 4.6. Corollary 4.7 provides non-Euclidean filtering equations
which describe the dynamics of the non-Euclidean expectations. Using Corollary 4.7, Section
5 returns to the space of efficient portfolios and numerically illustrates how efficient portfolios,
on historical stock data, can be more precisely forecasted by incorporating geometric features
into the estimation procedure. Our filtering procedure is benchmarked against other intrinsic
filtering algorithms from the engineering and computer vision literature. Section 6 reviews the
contributions of this paper.
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2 Preliminaries and Notation
In this paper (Ω,F ,F•,P) denotes a complete stochastic base on which independent Brownian
motions, denoted by Wt and Bt are defined. Furthermore, G• will denote a sub-filtration of F•.
The vector-valued conditional expectation will be denoted by EP[Xt|G ].
The measure m will denote the Lebesgue measure, Lpm(F ;RD) will denote the Bochner-
Lebesgue spaces for F -measurable RD-valued functions with respect to the D-tuples of Lebesgue
measure m. If D = 1, the Bochner-Lebesgue spaces will be abbreviated by Lpm(F ). For a
Riemannian manifold (M , g), the intrinsic measure is denoted by µg and the induced distance
function is denoted by dg. The disjoint union, or coproduct, of topological spaces will be denoted
by
∐
. The set of ca`dla`g paths from R into the metric space induced by (M , g), is defined by
D(R;M , dg).
The next section motivates the geometries studied in this paper by introducing and discussing
the geometry of efficient portfolios.
3 The Geometry of Efficient Portfolios
A fundamental problems in mathematical finance is choosing an optimal portfolio. Typically, in
modern portfolio theory, a portfolio is comprised of D predetermined risky assets and a riskless
asset. Efficient portfolios are portfolios having the greatest return but not exceeding a fixed
level of risk. Classically, the return level is measured by the portfolio’s expected (log)-returns.
The portfolio’s risk is quantified as the portfolio’s variance. The optimization problem defining
efficient portfolios may be defined in a number of ways, the one considered in this paper is the
following Sharpe-type ratio
wˆ(γ, µ,Σ) , argmin
w∈RD
1¯⋆w=1
(
−γµ⋆w +
w⋆Σw
2
)
. (3.1)
Here w is the vector of portfolio weights expressed as the proportion of wealth invested in each
risky asset, µ ∈ R is the vector of the expected log-returns of the risky assets, Σ is the covariance
matrix of those log-returns, γ is a parameter balancing the objectives of maximizing the portfolio
return versus minimizing the portfolio variance, 1¯ is the vector with all its components equal
to 1, and ⋆ indicates matrix transpose operation. If Σ is not degenerate, the unique optimal
solution to equation (3.1) is
wˆ(γ, µ,Σ) =
Σ−11¯
1¯⋆Σ1¯
+ γ
(
Σ−1µ−
1¯⋆Σ−1µ
1¯⋆Σ−11¯
Σ−11¯
)
. (3.2)
The particular case where t is set to 0 is the minimum variance portfolio of [38]. The minimum-
variance portfolio wˆ(0, µ,Σ) may also be derived by minimizing the portfolio variance subject
to the budget constraint 1¯⋆w = 1. By adding a risk-free asset to the portfolio, one can derive
similar expressions for the market portfolio and the capital market line (for more details on this
approach to portfolio theory see [5]).
Unlike the returns vector µ, a portfolio’s covariance matrix is not meaningfully represented
in Euclidean space. That is, a covariance matrix does not scale linearly and the difference of
3
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covariance matrices need not be a covariance matrix. Therefore, forecasting a future covariance
matrix, even through a simple technique such as linear regression directly to the components of
Σ, can lead to meaningless forecasts. Using the intrinsic geometry of the set of positive-definite
matrices, denoted by P+D , avoids these issues.
The space P+D , has a well studied and rich geometry lying at the junction of Cartan-
Hadamard geometry and Lie theory. Empirical exploitation of this geometry has found many
applications in mathematical imaging (see [39]), computer vision (see [42]), and signal process-
ing (see [3]). Moreover, connections between this geometry and information theory have been
explored in [46], linking it to the Cramer-Rao lower bound.
The set P+D is smooth and comes equipped with a natural infinitesimal notion of distance
called Riemannian metric. Denoted by g, the Riemannian metric on P+D quantifies the differ-
ence in making infinitesimal movements in Euclidean space along P+D to making infinitesimal
movements with respect to the geometry of P+D . The description of Riemannian manifolds as
subsets of Euclidean space is made rigorous by Nash in the embedding theorem in [40]. Distance
between two points on P+D is quantified by the length of the shortest path connecting the two
points, called a geodesic. On P+D , any two points can always be joined by geodesic. The distance
function taking two points to the length of the unique most efficient curve joining them can be
expressed as
d2g (Σ1,Σ2) ,
∥∥∥∥log
(
Σ
1
2
2Σ1Σ
1
2
2
)∥∥∥∥
2
F
=
d∑
i=1
λ2i
(
log
(
Σ
− 1
2
2 Σ1Σ
− 1
2
2
))
. (3.3)
The function dg makes P
+
D into a complete metric space, where the distance between two points
corresponds exactly to the length of the unique distance minimizing geodesic connecting them.
Where, ‖ · ‖F is the Frobenius norm, which first treats a matrix as a vector and subsequently
computes its Euclidean norm, Σ
1
2 is the matrix square-root operator, log is the matrix logarithm,
and λi(Σ) denotes i
th eigenvalue of Σ. Both the log and Σ
1
2 operators are well-defined on P+D .
The disparity between the distance measurements is explained by the intrinsic curvature of
P
+
D . Sectional curvature is a formalism for describing curvature intrinsically to a space, such as
P
+
D . It is measured by sliding a plane tangentially to geodesic paths and measuring the twisting
and turning undergone by that tangential plane. A detailed measurement of P+D shows that
its sectional curvature is everywhere non-positive. This means that locally the space P+D is
locally curved somewhat between a pseudo-sphere and Euclidean space. Alternatively this can
be described by stating that P+D nowhere bulges out like a circle but is instead puckered in or
flat.
A smooth subspace of Euclidean space having everywhere non-positive curvature when
equipped with a Riemannian metric, and for which every pair of points can be joined by a unique
distance minimizing geodesic is called a Cartan-Hadamard manifold. These spaces posses many
well-behaved properties, as studied in [2], but for this discussion the most relevant property
of Cartan-Hadamard manifolds to this paper is the existence of a smooth map Logg () from
P
+
D × P
+
D onto R
d. Here Rd is the Euclidean space of equal dimension to P+D . For every
fixed input, this map is infinitely differentiable, has an infinitely differentiable inverse and there-
fore puts P+D in smooth correspondence with R
d. The map Logg () is called the Riemannian
4
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Logarithm. It is related to the distance between two covariance matrices through
dg (Σ1,Σ2) =‖Log
g
Σ1
(Σ2)‖2,
LogΣ1(Σ2) ,Σ
1
2
1 log
(
Σ
− 1
2
1 Σ2Σ
− 1
2
1
)
Σ
1
2
1 . (3.4)
The Riemannian Exponential map, denoted by Expg (), is the inverse of Logg (). The Riemannian
Exponential map takes a covariance matrix Σ1 and a tangential velocity vector v to Σ1, and
maps it to the covariance matrix Σ2, found by traveling along P
+
D at the most efficient path
beginning at Σ1 with initial velocity v and stopping the movement after one time unit. Geodesics
on P+D are obtained by scaling the initial velocity vector in the Exp
g () map, which is expressed
as
ExpgΣ1 (v) ,Σ
1
2
1 exp
(
Σ
− 1
2
1 Sym(v)Σ
− 1
2
1
)
Σ
1
2
1 (3.5)
Sym(v) ,


v1 v2 . . . vD
v2 vD+1 . . . v2D−1
...
. . .
...
vD . . . vD(D+1)
2
.

 ,
where exp is the matrix exponential.
Returning to portfolio theory, any efficient portfolio in the sense of equation (3.2), is entirely
characterized by the log-returns, the non-degenerate covariance structure between the risky
assets, and the risk-aversion level. The space parameterizing all the efficient portfolios, which
will be called the Markowitz space after [38], has a natural geometric structure.
Definition 3.1 (Markowitz Space) Let g1E , g
D
E , and g be the Euclidean Riemannian metrics on
R, RD, and the Riemannian metric on P+D. The Riemannian manifold(
M
Mrk
D , g
Mrk
D
)
,
(
R×Rd ×P+D , g
1
E ⊕ g
2
E ⊕ g
)
is called the (D-dimensional) Markowitz space.
Proposition 3.2 (Select Properties of the Markowitz Space). The Markowitz space is con-
nected, of non-positive curvature, and its associated metric space is complete. The distance
function is
d
2
Mrk ((γ1, µ1,Σ1), (γ2, µ2,Σ2)) ,‖γ2 − γ1‖
2
2 + ‖µ2 − µ1‖
2
2 +
(
d∑
i=1
λ
2
i
(
log
(
Σ
−
1
2
2 Σ1Σ
−
1
2
2
)))2
. (3.6)
The Riemannian Logg () and Expg () maps on MMrk are of the form
Expg(γ1,µ1,Σ1) ((v1, v2, v3)) ,
(
γ1 + v1, µ1 + v2,Σ
1
2
1 exp
(
Σ
− 1
2
1 Sym(v3)Σ
− 1
2
1
)
Σ
1
2
1
)
Logg(γ1,µ1,Σ1) ((γ2, µ2,Σ2)) ,
(
γ2 − γ1, µ2 − µ1,Σ
1
2
1 log
(
Σ
− 1
2
1 Σ2Σ
− 1
2
1
)
Σ
1
2
1
)
. (3.7)
Note that the Riemannian exponential and logarithm maps are defined everywhere and put
MMrk in a smooth 1 to 1 correspondence with R1+D+
D(D+1)
2 .
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Proof. The proof is deferred to the appendix.
The Markowitz space serves as the prototypical example of the geometric spaces considered
in the rest of this paper, these are Riemannian manifolds, of non-positive curvature, for which
every two points can be joined by a unique distance minimizing geodesic. In the remainder of
this paper, all Riemannian manifolds will be Cartan-Hadamard manifolds. Cartan-Hadamard
manifolds appear in many places in mathematical finance, for example in [30] the natural geom-
etry associated with stochastic volatility models with two driving factors are Cartan-Hadamard
manifolds.
On Cartan-Hadamard manifolds, such as the Markowitz space, there is no rigorously defined
notion of conditional expectation. Therefore rigorous estimation intrinsic to these spaces’ ge-
ometries is still a generally unsolved problem. We motivate this problem by discussing a few
formulations of intrinsic conditional expectation and related empirical techniques present in the
mathematical imaging literature.
The least-squares formulation of conditional expectation is
EP[Xt|G ] , argminZ∈L2
P
(G ;Rd) EP
[
‖Xt − Z‖
2
2
]
.
Replacing the expected Euclidean distance by the expected intrinsic distance gives the typical
formulation of a non-Euclidean conditional expectation. This formulation will be referred to as
intrinsic conditional expectation.
Alternatively, estimates in a Riemannian manifold are made by locally linearizing the data
using the Riemannian log map, performing the estimate in Euclidean space, and returning the
data back onto the manifold. This type of methodology has been used extensively in the com-
puter vision and mathematical imaging literature by [23, 26, 28, 1], and [47]. In [47], the authors
empirically support estimating the intrinsic conditional expectation a following procedure which
first linearizes the observation using the Riemannian Log transform, subsequently computes the
conditional expectation in Euclidean space, and lastly returns the prediction onto the Rieman-
nian manifold using the Riemannian Exp map.
This paper provides a rigorous framework for the two methods described above, proves the
existence of their optimum, and shows that both formulations agree. The rigorous formulation of
the non-Euclidean filtering algorithm of [47] is used to derive non-Euclidean filtering equations.
The non-Euclidean filtering problem is implemented and used to accurately forecast efficient
portfolios by exploiting the geometry of the Markowitz space.
Empirical evidence for the importance of considering non-Euclidean geometry will be ex-
amined in the next section before developing a general theory of non-Euclidean conditional
expectation in Section 4.
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4 Non-Euclidean Conditional Expectations and Intrinsic Fore-
casting
Let EP[Xt|Gt] denote the vector-valued conditional expectation in R
d. Let 0 < ∆ < t and
consider
EP[Xt|Gt] = lim
∆↓0
EP[Xt|Gt]
=
(
lim
∆↓0
EP[Xt−∆|Gt−∆] + EP[(Xt − EP[Xt−∆|Gt−∆])|Gt]
)
= lim
∆↓0
Expg
EP[Xt−∆|Gt−∆]
(
EP
[
Logg
EP[Xt−∆|Gt−∆]
(Xt)
∣∣∣Gt]). (4.1)
The first equality is obtained by taking the limit of a constant sequence and the second line
it achieved using the Gt-measurability of EP[Xt−∆|Gt−∆] and the linearity of conditional ex-
pectation. The last line of equation (4.1) is obtained by using the fact that the Riemannian
Exponential and Logarithm maps in Euclidean space respectively correspond to addition and
subtraction.
Equation (4.1) expresses the conditional expectation at time t as moving from the conditional
expectation at an arbitrarily close past time along a straight line with initial velocity given
determined by the position of Xt and the last computed conditional expectation. The past
time-period is made arbitrarily small by taking the limit ∆→ 0.
Equation (4.1) may be generalized and taken to be the definition of conditional expectation
in the general Cartan-Hadamard manifold setting. In general, this definition will rely on a
particular non-anticipative pathwise extension of a process. The definition of this pathwise
extension is similar to the horizontal path extensions introduced in [17]. The extension Xe:tt
of a process Xt holds the initial realized value X0 constant back to −∞ and the time t value
constant all the way to ∞. Formally, Xe:tt is defined pathwise by
Xe:ts (ω) ,


Xt(ω) t ≤ s
Xs(ω) 0 ≤ s ≤ t
X0(ω) s ≤ 0
.
Figure 1: Extension of the process Xt.
The next assumption will be made to ensure that the initial conditional probability laws
exist on M .
Assumption 4.1 Suppose that X0 is G0-measurable and is absolutely continuous with respect
to the intrinsic measure µg on (M , g). Denote its density by f0, and assume that there exists
at-least one point x0 in M such that the integral
∫
y∈M d
2
g (x0, y) f0(y)µg(dy) is finite.
Definition 4.2 (Geodesic Conditional Expectation) Let Xt be an (M , g)-valued ca`dla`g process
and Gt be a sub-filtration of Ft. The geodesic conditional expectation of Xt given Gt, denoted by
7
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X
g
t is defined to be the solution to the recursive system
X
g
t ,


lim
n 7→∞
Expg
X
g
t− 1n
(
EP
[
Logg
X
g
t− 1n
(
Xe:tt
)∣∣∣∣∣Gt
]o)
ift > 0
argmin
x∈M
∫
y∈M d
2
g (x, y) f0(y)µg(dy) if t ≤ 0,
(4.2)
where Y o is the Gt-optional projection.
The geometric intuition behind equation (4.2) is that the current geodesic conditional expec-
tation at time t is computed by first predicting the infinitesimal velocity describing the current
state on (M , g) from the previous estimate at time t− 1
n
, and then moving across the infinitesimal
geodesic along (M , g) in that direction. The computational implication of equation (4.2) is that
all the classical tools for computing the classical Euclidean conditional expectation may be used
to compute the geodesic conditional expectation, once the Riemannian Exp and Riemannian
Log maps are computed.
Lemma 4.3 (Existence of Initial Condition). Under Assumption 4.1, Xg0 exists and is P-a.s
unique.
Proof. Under Assumption 4.1, [2, Exercise 5.11] guarantees the existence of X0.
Geodesic conditional expectation is an atypical formulation of non-Euclidean conditional ex-
pectation. Typically, non-Euclidean conditional expectation is defined as the M -valued random
element minimizing the expected intrinsic distance to Xt.
Following [34], by first isometrically embedding (M , g) into a large Euclidean space RD,
the space Lp
P
(F ;M ) is subsequently defined as the subset of the Bochner-Lebesgue space
L
p
P
(
F ;RD
)
consisting of the equivalence classes of measurable maps which are P-a.s. supported
on M , and for which there exists some Xˆ ∈ M for which
(∫
ω∈M
dpg
(
X(ω), Xˆ
)
P (dω)
) 1
p
<∞. (4.3)
The set Lp
P
(F ;M ) is a Banach manifold (see [43] for more general results).
Definition 4.4 (Intrinsic Conditional Expectation) The intrinsic conditional expectation with
respect to the σ-subalgebra Gt of F of an M -valued stochastic process Xt is defined as the optimal
Bayesian action
E
g,p
P
[Xt|Gt] , arginf
Zt∈L
p
P
(Gt;M )
EP
[
dpg(Zt,Xt)
]
.
When p = 2, we will simply write Eg
P
[Xt|Gt].
Intuition about intrinsic conditional expectation is gained by turning to the Markowitz space.
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Example 4.5. Let γ ≥ 0 be fixed and constant. Let Xt , (γ, µt,Σt) be a process taking values
in the Markowitz space, equation (3.6). Then the intrinsic conditional expectation of Xt given
Gt is
E
g
P
[(γ, µt,Σt)|Gt] = argmin
(µ˜t,Σ˜t)∈L
p
P
(Gt;M )
EP
[
‖µt − µ˜t‖
2
2
]
+ EP


(
d∑
i=1
λ2i
(
log
(√
Σ˜t
−1
Σt
√
Σ˜t
−1
)))2. (4.4)
The conditional expectation intrinsic to the Markowitz space seeks portfolio weights which give
the most likely log-returns given the information in Gt, while penalizing for the variance taken
on by following that path.
In the case where Σt is independent of µt and Σt is Gt-measurable, equation (4.4) simplifies.
Since µt does not depend on Σt and the latter is in L
2
P
(Gt;M ), Σt may be substituted into
the second term, which sets it to zero. Therefore, in this simplified scenario the least-squares
property of Euclidean conditional expectation (see [32, Page 80]) that
E
g
P
[(γ, µt,Σt)|Gt] = argmin
(µ˜t,Σ˜t)∈L
p
P
(Gt;M )
EP
[
‖µt − µ˜t‖
2
2
]
= EP[µt|Gt]. (4.5)
There is a natural topology defined on Lp
P
(Gt;M ) which is characterized as being the weakest
topology on which sequences of ca´dl’ag process process
{
Xt− 1
n
}
n∈N
in Lp
P
(Gt;M ) converge to
Xt in L
p
P
(Gt;M ) (see A.2 for a rigorous discussion). For any two elements X and Y of L
p
P
(Gt;M )
with this topology, we will write
X ≡ Y,
if X and Y are indistinguishable in this topology. Intuitively, this means that they cannot be
further separated in the topology. For example in RD two points are indistinguishable if and
only if they are equal, the same is true for example in metric spaces. Whereas in the space
of measurable functions from R to itself which are square integrable equipped with its usual
topology, two functions are inst indistinguishable if and only if they are equal on almost all
points (see [33] for details on topological indistinguishability.)
Under mild assumptions, the geodesic conditional expectation and intrinsic conditional ex-
pectation agree on Cartan-Hadamard spaces as shown in the following theorem.
Theorem 4.6 (Unified Conditional Expectations). Let Xt be an M -valued process with ca`dla`g
paths which is in L2(Gt;M ) for m-a.e. t ≥ 0 and is such that Assumptions 4.1 and A.7 hold.
For 1 ≤ p <∞, the intrinsic conditional expectation Eg
P
[Xt|Gt] exists. Moreover, if p = 2, then
E
g
P
[
Xe:tt
∣∣Gt]e:t ≡ Xgt e:t, (4.6)
where the left-hand side of equation (4.6) is the intrinsic conditional expectation and its right-
hand side is the geodesic conditional expectation.
Theorem 4.6 justifies the particle filtering algorithm of [47]. Before proving Theorem 4.6 and
developing the required theory, a few implications and examples will be explored.
9
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4.1 Filtering Equations
Theorem 4.6 has computational implications in terms of forecasting the optimal intrinsic con-
ditional expectation using the geodesic conditional expectation. These implications are in the
computable solution to the certain filtering problems.
Instead of discussing the dynamics of a coupled pair of M -valued signal process Xt and
observation processes Yt intrinsically to (M , g), Theorem 4.6 justifies locally linearizing Xt and
Yt, then subsequently describing their Euclidean dynamics before finally returning them onto
M . More, specifically assume that
X˜it =
∫ t
0
f i(X˜iu)du+
∫ t
0
βi(u, X˜iu)dB
i
u,
Y˜ it =
∫ u
0
ci(X˜iu, Y˜
i
u)du+
∫ t
0
αi(u, Y˜ iu)dW
i
u,
X˜it ,〈Log
g
X
g
t− 1n
(Xt), ei〉Rd
Y˜ it ,〈Log
g
X
g
t− 1n
(Yt), ei〉Rd
Bi ⊥ W j, Bi ⊥ Bj, W i ⊥ W j; i 6= j
(4.7)
where Bt and Wt are independent Brownian motions and X˜
i
t , Y˜
i
t satisfy the usual existence and
uniqueness conditions (see [12, Chapter 22.1] for example). This implies that Xit depends on
only itself and that Y˜ it depends only one X
i
t and itself. In particular, this implies that
EP
[
X˜it
∣∣∣Gt] = EP[X˜it ∣∣∣Gti], (4.8)
where G it is the filtration generated only by Y˜
i
t . Using these dynamics, asymptotic local filtering
equations for the dynamics of the geodesic conditional expectation Xgt , E
g
P
[
X
ext
t
∣∣∣Gt] in terms
of ηextt can be deduced and are summarized in the following Corollary of Theorem 4.6.
Corollary 4.7 (Asymptotic Non-Euclidean Filter). Let M = Rd, denote the ith coordinate of
X
g
t by X
g,i
t , and suppose Assumptions 4.1 and A.7 as well as the assumptions on Xt and Yt
made in [12, Chapter 22.1]. If Xgt is P ⊗m-a.e. unique, a version of the intrinsic conditional
expectation Xgt , E
g
P
[
X
ext
t
∣∣∣Gt] must satisfy the SDE
X
g,i
t = lim
∆ 7→0+
〈Expg
X
g
t−∆
(
d∑
i=1
Xi0
)
, ei〉Rd
+
∫ t
0
[
d∑
i=1
〈
∂
∂xi
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
EP
[
f i(Xu)
∣∣G iu]
+
1
2
d∑
i,j=1
〈
∂2
∂xixj
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
Ξi,ju

 du
+
∫ t
0
d∑
i=1
〈
∂
∂xi
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
EP
[
f i(Xu)
∣∣G iu]dVu, (4.9)
10
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where the limit is taken with respect to the metric topology on L2
P
(Gt;M ) and the processes
Ξi,jt are defined by
Ξi,jt ,
(
EP
[
X˜ iuc
i
∣∣∣G iu]− EP[X˜ iu∣∣∣G iu]EP[ci(X˜ iu)∣∣∣G iu])(EP[Xjucj∣∣G ju]− EP[Xju∣∣G ju]EP[ci(Xju)∣∣G ju]).
Proof. The proof is deferred to the appendix.
Corollary 4.7 gives a way to use classical Euclidean filtering methods to obtain arbitrarily
precise approximations to an SDE for the non-Euclidean conditional expectation. It is two-fold
recursive as it requires the previous non-Euclidean conditional expectation Xgt−∆ to compute
the next update. In practice, Xgt will be taken to be the previous asymptotic estimate.
The next section investigates the numerical performance of the non-Euclidean filtering method-
ology.
5 Numerical Results
To evaluate the empirical performance of the filtering equations of Corollary 4.7, 1000 successive
closing prices ending on September 4th 2018, for the Apple and Google stock are considered.
The unobserved signal process Xt is the covariance matrix between the closing prices at time t
and the observation process Yt, is the empirical covariance matrix generated on 7-day moving
windows.
The signal and observation processes Xt and Yt are assumed to be coupled by equation (4.7).
The functions f i and ci are modeled as being deterministic linear functions and βi, αi are modeled
as being constants.
X˜it =
∫ t
0
Ai,iX˜iudu+
∫ t
0
Ci,idBiu
Y˜ it =
∫ t
0
H i,iX˜iudu+
∫ t
0
Ki,idW iu,
Y˜ it ,〈Log
g
X
g
t− 1n
(Yt), ei〉Rd
X˜it ,〈Log
g
X
g
t− 1n
(Xt), ei〉Rd
Bi ⊥ W j, Bi ⊥ Bj, W i ⊥ W j; i 6= j
(5.1)
where A, B, C, H, and K are invertible diagonal matrices non-zero determinant.
Analogous dynamics are for the benchmark methods, ensuring that the Kalman filter is the
solution to the stochastic filtering problem. The values of A,B,C,H, and K are estimated using
maximum likelihood estimation.
Both the classical (KF ) and proposed methods (N -KF ) are also benchmarked against the
non-Euclidean Kalman filtering algorithm of [28] (N -KF -int). This algorithm proposes that
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the dynamics of Xit and Y
i
t be modeled in Euclidean space using the transformations
X˜it ,
〈
Logg
Σ¯
(Xt), ei
〉
Rd
,
Y˜ it ,
〈
Logg
Σ¯
(Yt), ei
〉
Rd
,
Σ¯ , argmin
Σ∈P+
D
1
15
15∑
j=1
d2g(Σ, Ytj ),
where Σ¯ is the intrinsic Riemannian Barycenter (see [6] for details properties of the intrinsic
mean), and the Riemannian Log and Exp functions are derived from the geometry of P+D and
not of MMrk, 15 was chosen by sequential-validation. Unlike equations (4.7), the Riemannian
log and exp maps are always performed about the same point Σ¯ and do not update. This will
be reflected in the estimates whose performance progressively degrades over time.
The Riemannian Barycenter Σ¯, is computed both intrinsically and extrinsically using the
first 15 empirical covariance matrices. The extrinsic Riemannian Barycenter on P+D is defined
to be the minimizer of
Σ¯ext , ExpgY1

 1
15
15∑
j=1
LoggY1 (Yj)

.
The extrinsic formulation of the Kalman filtering algorithm of [28] (N -KF -ext), models the
linearized signal and observation processes by
X˜it ,
〈
Logg
Σ¯ext
(Xt), ei
〉
Rd
,
Y˜ it ,
〈
Logg
Σ¯ext
(Yt), ei
〉
Rd
.
The length of the moving window was calibrated in a way which maximized the performance
of the standard Kalman-filter performed componentwise (EUC). The choice of 15 observed
covariance matrices used to compute the intrinsic mean was made by sequential validation on
the initial 25% of the data. The findings are reported in the following table.
Table 1: Efficient Portfolio One-Day Ahead Forecasts
γ = 0 γ = 0.5 γ = 1
ℓ2 ℓ∞ ℓ2 ℓ∞ ℓ2 ℓ∞
N-KF 3.706e-01 3.366e-01 5.024e-01 4.613e-01 4.945e-01 4.540e-01
EUC 6.174e-01 5.507e-01 7.662e-01 6.863e-01 7.690e-01 6.890e-01
N-KF-int 5.724e-01 5.455e-01 7.769e-01 7.407e-01 7.776e-01 7.412e-01
N-KF-ext 5.244e-01 4.804e-01 7.078e-01 6.515e-01 7.051e-01 6.497e-01
Table 1 examines the one day ahead predictive power by evaluating the accuracy of the
forecasted portfolio weights. N-KF is the proposed algorithm. N-KF-int is the algorithm of
[28] based on the methods of [24], without the unscented transform. N-KF-int computes the
Riemannian Loggµ (·) and Log
g
µ (·) maps where µ is the intrinsic mean to the first 15 observed
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covariance matrices and N-KF-ext is the same with the mean computed extrinsically (see [6] for
a detailed study of intrinsic and extrinsic means on Riemannian manifolds). The one-day ahead
predicted weights are evaluated both against the next day’s optimal portfolio weights using both
the ℓ2 and ℓ∞ norms for portfolios with the risk-aversion levels γ = 0, 0.5, 1.
According to each of the performance metrics, the forecasted efficient portfolios using the
intrinsic conditional expectation introduced in this paper performs best. An interpretation is
that the Euclidean method disregards all the geometric structure, and that the competing non-
Euclidean methods do not update their reference points for the Expg () and Logg () transforma-
tions. The failure to update the reference point results in progressively degrading performance.
This effect is not as noticeable when the data is static as in [24, 23], however the time-series
nature of the data makes the need to update the reference point for the transformations numer-
ically apparent. Table 2 examines the covariance matrix forecasts of all four methods directly.
Frob. Max Modulus Inf. Spectral
N-KF 2.425e-04 1.988e-04 2.700e-04 2.345e-04
EUC 5.043e-04 4.041e-04 5.525e-04 4.772e-04
N-KF-int 4.321e-04 3.524e-04 4.817e-04 4.224e-04
N-KF-ext 5.342e-04 4.200e-04 6.006e-04 5.219e-04
Table 2: Comparison of Covariance Matrix Prediction
The performance metrics considered are the Frobenius, Maximum Modulus, Infinite and Spec-
tral matrix norms of the difference between the forecasted covariance matrix and the realized
future covariance matrix of the two stocks closing prices.
In Table 2, all the non-Euclidean methods out-perform the component-wise classical Eu-
clidean forecasts of the one-day ahead predicted covariance matrix. The prediction of covariance
matrices is less sensitive than that of the efficient portfolio weights, this is most likely due to(
1¯⋆Σ−11¯
)−1
term appearing in equation (3.2) which is sensitive to small changes due to the
observably small value of Σ.
Table 3: Bootstrapped Adjusted Confidence Intervals for Performance Metrics
95 L mean 95 U
Frob. 4.70e-04 5.04e-04 5.43e-04
Max. Mod. 3.73e-04 4.04e-04 4.37e-04
Inf. 5.13e-04 5.52e-04 5.99e-04
Spec. 4.42e-04 4.77e-04 5.16e-04
(a) Euclidean Kalman Filter
95 L mean 95 U
Frob. 2.02e-04 2.42e-04 3.04e-04
Max. Mod. 1.61e-04 1.98e-04 2.53e-04
Inf. 2.25e-04 2.70e-04 3.36e-04
Spec. 1.97e-04 2.34e-04 2.92e-04
(b) Asymptotic Non-Euclidean Kalman Filter
95 L mean 95 U
Frob. 3.91e-04 4.32e-04 4.68e-04
Max. Mod. 3.18e-04 3.52e-04 3.91e-04
Inf. 4.38e-04 4.81e-04 5.26e-04
Spec. 3.82e-04 4.22e-04 4.64e-04
(c) Non-Updating Intrinsic Barycenter
95 L mean 95 U
Frob. 4.94e-04 5.34e-04 5.75e-04
Max. Mod. 3.88e-04 4.20e-04 4.56e-04
Inf. 5.55e-04 6.00e-04 6.46e-04
Spec. 4.82e-04 5.21e-04 5.65e-04
(d) Non-Updating Extrinsic Barycenter
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Tables 2 and 3 report 95% confidence intervals about the estimated mean of the one-day
ahead mean error of each respective distance measure. The error distribution of the performance
metrics is non-Gaussian according to the Shapiro-Wilks test performed for normality (see [45]
for details). The bootstrap adjusted confidence (BAC) interval method of [15] is used instead to
non-parametrically generate the 95%-confidence intervals. The BAC method is chosen since it
does not assume that the underlying distribution is Gaussian, it corrects for bias, and it corrects
for skewness in the data. The bootstrapping was performed by re-sampling 10, 000 times from
the realized error distributions of the performance metrics.
Tables 1 and 4 show that the N-KF method is the most accurate and has the lowest variance
amongst all the methods according to the Frobenius, Maximum modulus, infinity, and spectral
matrix norms.
Table 4: Bootstrapped Adjusted Confidence Intervals for Performance Metrics of Portfolio
Weights One-Day Ahead Predictions
γ 95 L Mean 95 U
0 ℓ2 5.93e-01 6.17e-01 6.40e-01
ℓ∞ 5.32e-01 5.51e-01 5.70e-01
0.5 ℓ2 7.38e-01 7.66e-01 7.98e-01
ℓ∞ 6.59e-01 6.86e-01 7.14e-01
1 ℓ2 7.37e-01 7.69e-01 8.00e-01
ℓ∞ 6.61e-01 6.89e-01 7.15e-01
(a) Euclidean Kalman Filter
γ 95 L Mean 95 U
0 ℓ2 3.49e-01 3.71e-01 3.92e-01
ℓ∞ 3.18e-01 3.37e-01 3.55e-01
0.5 ℓ2 4.71e-01 5.02e-01 5.33e-01
ℓ∞ 4.33e-01 4.61e-01 4.89e-01
1 ℓ2 4.66e-01 4.94e-01 5.25e-01
ℓ∞ 4.26e-01 4.54e-01 4.82e-01
(b) Non-Euclidean Kalman Filter
γ 95 L Mean 95 U
0 ℓ2 5.51e-01 5.72e-01 5.95e-01
ℓ∞ 5.25e-01 5.45e-01 5.67e-01
0.5 ℓ2 7.45e-01 7.77e-01 8.07e-01
ℓ∞ 7.10e-01 7.41e-01 7.73e-01
1 ℓ2 7.45e-01 7.78e-01 8.13e-01
ℓ∞ 7.13e-01 7.41e-01 7.74e-01
(c) Non-Updating Intrinsic Barycenter
γ 95 L Mean 95 U
0 ℓ2 6.70e-01 6.89e-01 7.07e-01
ℓ∞ 5.97e-01 6.14e-01 6.31e-01
0.5 ℓ2 8.21e-01 8.48e-01 8.76e-01
ℓ∞ 7.29e-01 7.55e-01 7.78e-01
1 ℓ2 8.15e-01 8.43e-01 8.70e-01
ℓ∞ 7.26e-01 7.51e-01 7.76e-01
(d) Non-Updating Extrinsic Barycenter
Tables 1 and 2 reflect that the forecasting performance for the efficient portfolio weights of the
N-KF method is more accurate than the others. This is again seen in the lower bias and tighter
95% confidence interval reported in the Table 4. The numerics presented reflect the importance
of incorporating relevant geometry to mathematical finance problems. The manner in which
non-Euclidean geometry is incorporated in numerical procedures influences the effectiveness of
the algorithms as indicated by the superior perfomance of the non-Euclidean Kalman filter over
other benchmark methods.
The next section summarizes the contributions made in this paper.
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6 Summary
In this paper we have considered non-Euclidean generalizations of conditional expectation which
naturally model non-Euclidean features present in probabilistic models. The need to incorporate
relevant geometric information into probabilistic estimation procedures within mathematical
finance was motivated by the geometry of efficient portfolios. The connection between geometry
and mathematical finance has also been explored in [7],[19, 21],[27], [29],[26],[4],[11], and [35, 36].
Non-Euclidean filtering was seen to outperform traditional Euclidean filtering methods with the
estimates presenting lower prediction errors.
The numerical procedure was justified by Theorem 4.6 which proved the equivalence and
existence of common formulations of intrinsic conditional expectation to transformations of a
specific Euclidean conditional expectation. These results were established using the variational-
calculus theory of Γ-convergence introduced in [14] and subsequently developed by [10] by tem-
porarily passing through the larger Lp
P
(G•;M )-spaces. To our knowledge, these are novel proofs
techniques within the field of mathematical finance and applied probability theory.
A central consequence of Theorem 4.6 is the potential to write down computable stochastic
filtering equations for the dynamics of the intrinsic conditional expectation on (M , g) using
classical Euclidean filtering equations. Our results differed from those of [41], [16], or [18]
since dynamics for an intrinsic conditional expectation are forecasted and not dynamics of the
Euclidean conditional expectation of a function of a non-Euclidean signal and/or observation
process. Likewise, out results did not rely on the Le Jan-Watanabe connection as those of
[44] and the only computational bottleneck may be to compute the Riemannian Logarithm
and Riemannian Exponential maps. However, these are readily available in many well-studied
geometries not discussed in this paper, for example the hyperbolic geometry used to study the
λ-SABR models in [30].
Many other naturally occurring spaces in mathematical finance have the required properties
for the central theorems of this paper to apply. For instance the geometry of two-factor stochastic
volatility models developed in [30] do. The techniques developed here can find applications to
that geometry and other relevant geometries in mathematical finance and could find many other
areas of applied probability theory where standard machine learning methods have been used
extensively.
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A Proofs
In this, section technical proofs or results from the main body of this section are given.
A.1 Markowitz Space Proof
Proof of Proposition 3.2. In general, for any three Riemannian manifolds (M,gM ), (N, gN ),
(N˜ , gN˜ ), there is a natural bundle-isomorphism T (M × N × N˜) ∼= TM × TN × TN˜ (see [31,
Section 2.1] for a discussion on vector bundles). Under this identification, define the metric on
T (M ×N × N˜) as follows for each (p, q, r) ∈M ×N × N˜ .
gM×N×N˜(p,q,r) : T(p,q,r)(M ×N × N˜)× T(p,q,r)(M ×N × N˜)→ R,
((x1, y1, z1), (x2, y2, z3)) 7→ g
M
p (x1, x2, z3) + g
N
q (y1, y2, z3) + g
N˜
r (y1, y2, z3).
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Let ∇M×N×N˜ be the Levi-Civita connection on the product of two Riemannian manifolds,
then ∇M×N = ∇M + ∇N + ∇N˜ . Therefore for if γM , γN , γN˜ are geodesics on M , N , N˜
respectively then
∇M×N×N˜
·
(γM , γN , γN˜ ) = ∇M γ˙M +∇N γ˙N +∇N˜ γ˙N˜ = 0 + 0 + 0 = 0,
whence M ×N × N˜ -valued curve t 7→
(
γM (t), γN (t)
)
is a geodesic on the product Riemannian
manifold. Therefore geodesics, and hence the Expg () as well as the Logg () maps can be expressed
component-wise on the product Riemannian manifold. Particularizing M,N, N˜ to R,RD, and
P
+
D implies that the Markowitz space is a well-defined Riemannian manifold. The formula for
dMrk is just the formula for the product metric between metric spaces.
Using the natural isomorphism discusses above, the sectional curvature of the product Rie-
mannian is the sum of the sectional curvatures. Since Euclidean space has 0-sectional curvature
and P+D has non-positive sectional curvature (see[9]), then the Markowitz space has non-positive
sectional curvature.
The general linear group GLD(R) has two connected components corresponding to the ma-
trices with negative or positive determinant. Since P+D is a subset comprised of matrices with
strictly positive eigenvalues, its elements all have a strictly positive determinant. Therefore P+D
is simply connected. Since each of the component spaces of the Markowitz space is geodesi-
cally complete (see [9] for the statement concerning P+D) the Hopf-Rinow Theorem implies that
the associated metric space is complete. The non-positive curvature of the Markowitz space
together with the Cartan-Hadamard Theorem imply that the Riemannian exponential map at
every point of the Markowitz space is a diffeomorphism onto the R1+D+
D(D+1)
2 , where D(D+1)2 is
the dimension of the P+D . The dimension is obtained by counting the entries on and above the
main diagonal of a symmetric matrix.
A.2 Derivation of Filtering Equations
Proof of Corollary 4.7. Denote the conditional expectation EP
[
X˜it
∣∣∣Gt] by Xit . The filtering
equations of [12, Remark 22.1.15] imply that each of the conditional mean of each locally lin-
earized coordinate processes X˜it given the filtration Gt
i is
X it =EP
[
X i0
∣∣G i0]+
∫ t
0
EP
[
f i(Xu)
∣∣G iu]du+
∫ u
0
(
EP
[
X˜ iuc
i
∣∣∣G iu]− EP[X˜ iu∣∣∣G iu]EP[ci(X˜ iu)∣∣∣G iu]) dVu (A.1)
where the innovations processes V it and the optional projections of c
i are defined by
V it ,
∫ t
0
α(u, Yu)
−1dYu −
∫ t
0
αi(s, Y˜ iu)
−1
(
cˆi(ω, u, Y˜ iu)
)
du
cˆi(ω, t, y) ,EP
[
ci(t,Xt, y)
∣∣Gti],
(see [12, Chapter 22.10] for more details on the innovations process and [12, Chapter 7.6] for
more details on optional projections).
Abbreviate Eg
P
[Xt|Gt] by Xt
g Applying the Itoˆ-Lemma to the (smooth) function
x 7→
〈
Expg
X
g
t−∆
(
d∑
i=1
x
)
, ei
〉
Rd
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to the process
∑d
i=1Xtei yields
〈Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei〉Rd =〈Exp
g
X
g
t−∆
(
d∑
i=1
Xi0
)
, ei〉Rd
+
∫ t
0
d∑
i=1
〈
∂
∂xi
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
dXˆit
+
1
2
∫ t
0
d∑
i,j=1
∂2
∂xixj
〈
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
d[Xˆi, Xˆj ]t
=〈Expg
X
g
t−∆
(
d∑
i=1
Xi0
)
, ei〉Rd
+
∫ t
0
[
d∑
i=1
〈
∂
∂xi
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
EP
[
f i(Xu)
∣∣G iu]
+
1
2
d∑
i,j=1
〈
∂2
∂xixj
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
Ξi,ju

 du
+
∫ t
0
d∑
i=1
〈
∂
∂xi
Expg
X
g
t−∆
(
d∑
i=1
Xit
)
, ei
〉
Rd
EP
[
f i(Xu)
∣∣G iu]dVu, (A.2)
where the processes Ξi,jt is defined by
Ξi,jt ,
(
EP
[
X˜
i
uc
i
∣∣∣G iu]− EP[X˜iu∣∣∣G iu]EP[ci(X˜iu)∣∣∣G iu]) (EP[Xjucj∣∣∣G ju]− EP[Xju∣∣∣G ju]EP[ci(Xju)∣∣∣G ju]) .
The results follow by applying Theorem 4.6 and the Optional Projection [12, Theorem 7.6.2].
A.3 Proof of Theorem 4.6
We return to the proof of Theorem 4.6. This will require moving to a slightly larger space where
things become more manageable.
Definition A.1 (The Lp
P
(G•;M ) Spaces) Let L˜
p
P
(G•;M ) denote the subset of the disjoint union∐
t∈R L
p
P
(Gt∨0;M ) consisting of all families {Xt}t∈R satisfying
t 7→ Xt(ω) ∈ D(R;M , dg);P− a.s.
The natural topology on L˜p
P
(G•;M ) induced by these operations will be denoted by τ0.
Refine the topology on L˜p
P
(G•;M ) into the coarsest topology on L˜
p
P
(G•;M ) satisfying
(i) τ is no coarser than the topology on L˜p
P
(G•;M ),
(ii) {Znt }n∈N converges to an element of L˜
p
P
(G•;M ) if and only if it converges to Zt with respect
to τ and {Zn
t− 1
n
}n∈N converges to Zt in τ .
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The one-point compactification of L˜p
P
(G•;M ) is denoted by L
p
P
(G•;M ), the new point, denoted
by ∞ is called the escape point. Elements of Lp
P
(G•;M ) are called eternal processes and are
denoted by Z•.
Remark A.2. Since Lp
P
(Gt;M ) is a topological subspace of L
p
P
(G•;M ) then it inherits a relative
topology. The indistinguishability discussed in Theorem 4.6 is with respect to this relative
topology.
Remark A.3 (Escape Point). The escape point ∞ is interpreted as describing the eternal
processes which either fail the finiteness condition of equation (4.3) or fail to take values in M
at a given point in time P-a.s.
Remark A.4 (Points in Lp
P
(G•;M ) are Eternal and May Explode). Every element of L
p
P
(G•;M )
is indexed by the time t which takes values in R and not only in [0,∞). The time t = 0 is
interpreted as when the observer first gained information of the process. In this way the part
above time t = 0 is a process which may explode arbitrary number of times and the part below
is interpreted as a pre-history to an observer at time t = 0. In this way, processes in Lp
P
(G•;M )
are thought of as eternal. Note that the eternal process Xe:Tt is Gt∧T -adapted.
Lemma A.5 (Existence). The space Lp
P
(G•;M ) exists and is unique up to homeomorphism.
Moreover, L˜p
P
(G•;M ) is dense in L
p
P
(G•;M ).1
Proof. The uniqueness and the density of L˜p
P
(G•;M ) are in L
p
P
(G•;M ) the properties of the
one-point compactification.
Let τ0 denote the topology on L˜
p
P
(G•;M ). Let T denote the set of topologies containing τ0
and for which (ii) holds. T is non-empty since the discrete topology satisfies both (i) and (ii).
Since the intersections of topologies is again a topology (see [33, page 55 Problem A.a]) then
the topology on Lp
P
(G•;M ) exists and is ∩τ∈T τ. Existence follows from the existence of the one
point-compactification of the topological space
(
L˜
p
P
(G•;M ) ,∩τ∈T τ
)
.
The Riemannian Log and Riemannian Exponential maps extend to a correspondence between
L
p
P
(G•;M ) and L
p
P
(
G•;Rd
)
. To see this consider the maps
LOGg () : Lp
P
(G•;M )× L
p
P
(G•;M )→ L
p
P
(
G•;Rd
)
LOGgZ• (Y•) 7→




0 : Z• = Y• =∞
LoggZt (Yt) : Z• and Y• 6=∞
∞ : else


t∈R
,
EXPg () : Lp
P
(G•;M )× L
p
P
(
G•;Rd
)
→ Lp
P
(G•;M )
EXPgZ• (Y•) 7→
{{
ExpgZt (Yt) : Z• 6=∞ and Y• 6=∞
∞ : else
}
t∈R
.
1These spaces also exhibit universal properties that follow directly from those of the Alexandroff one-point
compactification used to construct them, but they are besides the central focus of this section and so will not be
discussed here.
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Both these maps collapse to component-wise post-composition by Logg () (resp. Expg ()) if the
eternal process Z• never hits ∞.
The map dg(·, ·) also induces a map from L
p
P
(G•;M ) × L
p
P
(G•;M ) into [0,∞]. The induced
map, denoted by Dg(·, ·) is defined by
Z• 7→
{
dg(Zt,Xt) : if X• and Z• 6=∞
∞ : else.
All of these collapse to their usual definitions when the escape point is not encountered. They
will play a key technical role for the remainder of this section.
Lemma A.6. For every 1 ≤ p <∞ and every sub-filtration G• of F•, the functionals
Fn(Z•) ,
∫
t∈R
EP
[∥∥∥∥LOGgZ
t− 1n
(Zt)− LOG
g
Z
t− 1n
(Xt)
∥∥∥∥
p
2
]
dt,
Γ-converges to the functional
F (Z•) ,
∫
t∈R
EP
[
Dpg(Zt,Xt)
]
dt
on Lp
P
(G•;M ).
Proof. Let Z• be an element of L
p
P
(Gt;M ), {Z
n
• }n∈N be a sequence converging to Z• in L
p
P
(Gt;M )
and X• be an element of L
p
P
(Ft;M ). For every t ∈ R, Reverse Fatou’s Lemma implies that
lim
n 7→∞
∫
t∈R
EP
[∥∥∥∥LOGgZn
t− 1n
(Znt )− LOG
g
Zn
t− 1n
(Xt)
∥∥∥∥
p
2
]
dt (A.3)
≤
∫
t∈R
EP
[
lim
n 7→∞
∥∥∥∥LOGgZn
t− 1n
(Znt )− LOG
g
Zn
t− 1n
(Xt)
∥∥∥∥
p
2
]
dt (A.4)
The continuity of ‖ · ‖22, Log
g (), and the P-a.s. continuity of the path t 7→ Zt(ω) and the choice
of topology on Lp
P
(G•;M ) implies that the limit on the RHS of equation (A.4) exists and can
be computed to be
lim
n 7→∞
∫
t∈R
EP
[∥∥∥∥LOGgZn
t− 1n
(Znt )− LOG
g
Zn
t− 1n
(Xt)
∥∥∥∥
p
2
]
dt
≤
∫
t∈R
EP
[∥∥LOGgZt (Zt)− LOGgZt (Xt)∥∥p2
]
dt (A.5)
=
∫
t∈R
EP
[∥∥LOGgZt (Xt)∥∥p2
]
dt
=
∫
t∈R
EP
[
Dpg(Zt,Xt)
]
dt. (A.6)
Here the fact that LOGgx (x) = 0 was used along with the relationship between the Riemannian
Logarithm and the Riemannian metric, as exemplified in P+D by equation (3.4). Analogously,
by the ordinary Fatou’s Lemma∫
t∈R
EP
[
Dpg(Zt,Xt)
]
dt ≤ lim
n 7→∞
∫
t∈R
EP
[∥∥∥∥LOGgZn
t− 1n
(Znt )− LOG
g
Zn
t− 1n
(Xt)
∥∥∥∥
p
2
]
dt. (A.7)
By the definition of Γ-convergence, F is the Γ-limit of the functionals Fn on L
p
P
(G•;M ).
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Assumption A.7 Both Xg• ,X• 6=∞.
The proof of Theorem 4.6 relies on a result of central interest in the theory of Γ-convergence.
This results [13, Theorem 7.8], is also called the Fundamental Theorem of Γ-convergence in [10,
Theorem 2.10] in the metric space formulation. It may be reformulated as stating that if a
sequence of functionals Fn Γ-converges to a functional on a compact topological space
2 X, then
it must satisfy
min
x∈X
Γ-lim
n 7→∞
Fn(x) = lim
n 7→∞
inf
x∈X
Fn(x). (A.8)
Proof of Theorem 4.6. Lemma 4.3 established the required Γ-convergence between the discussed
functionals on the compact topological space Lp
P
(G•;M ); this gives existence of the intrinsic
conditional expectation Eg,p
P
[Xt|Gt], for every 1 ≤ p <∞.
For the remainder of this proof, p will be equal to 2. Equation (4.4) will be established by
an uncountable strong induction, indexed by the totally ordered set (R,≤). By the definitions
of Xgt and E
g,p
P
[Xt|G0]if follows that
X
g
0 = E
g
P
[X0|G0] = Z0.
Since Xge:0t = X
g
0 and E
g
P
[
Xe:0t
∣∣Gt] = EgP[X0|G0] for every t ≤ 0, the base case of the (uncount-
able) strong induction hypothesis is established.
Suppose that for every t ≤ T , Xgt = E
g,p
P
[Xt|Gt]
e:t
. It follows from the Γ-convergence of Fn
to F , that
min
Z•∈L
p
P
(G•;M)
∫ T
t=0
EP
[
D
p
g(Zt, X
e:T
t )
]
dt = min
Z•∈L
p
P
(G•;M)
∫
t∈R
EP
[
D
p
g(Zt, X
e:T
t )
]
dt (A.9)
= lim
n7→∞
inf
Z•∈L
p
P
(G•;M)
∫
t∈R
EP
[∥∥∥∥LOGgZ
t− 1
n
(Zt)− LOG
g
Z
t− 1
n
(
X
e:T
t
)∥∥∥∥
p
2
]
dt
= lim
n7→∞
inf
Z•∈L
p
P
(G•;M)
∫ T
t=0
EP
[∥∥∥∥LOGgZ
t− 1
n
(Zt)− LOG
g
Z
t− 1
n
(
X
e:T
t
)∥∥∥∥
p
2
]
dt.
Here the fact that Xe:Tt is identical above T and below 0 was used. The non-negativity of the
integrands on of both sides of equation (A.9) and the monotonicity of integration implies that
the LHS of equation (A.9) must minimize EP
[
D
p
g(Zt,X
e:T
t )
]
for m-a.e. value of t between 0
and the current time T . Therefore by the definition of intrinsic conditional expectation, the
left-hand side of equation (A.9) is minimized by the eternal process
E
g
P
[
Xe:Tt
∣∣Gt]e:T . (A.10)
Likewise, the right-hand side of equation (A.9) is minimized by the minimizers of
EP
[∥∥∥∥LOGgZ
t− 1n
(Zt)− LOG
g
Z
t− 1n
(
Xe:Tt
)∥∥∥∥
p
2
]
.
Since t− 1
n
< t, the induction hypothesis may be, applied hence
Zt− 1
n
= Xge:t
t− 1
n
= Eg
P
[
Xe:t
t− 1
n
∣∣∣Gt− 1
n
]
. (A.11)
2The assumption of compactness is a special case of the statement which only requires equicoercivity.
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Equation (A.11) implies that LOGg
Xge:t
t− 1n
(
Xe:tt
)
no longer enters into the optimization as a vari-
able. The correspondence between Lp
P
(G•;M ) and L
p
P
(G•;Rd) defined by the map LOG
g
Xe:t
t− 1n
()
gives
inf
Z•∈L2
P
(G•;M )
EP
[∥∥∥∥LOGgXe:t
t− 1
n
(Zt)− LOG
g
Xe:t
t− 1
n
(
Xe:tt
)∥∥∥∥
p
2
]
= inf
Z•∈L
p
P
(G•;Rd)
EP
[∥∥∥∥LOGgXe:t
t− 1
n
(Zt)− LOG
g
Xe:t
t− 1
n
(
Xe:tt
)∥∥∥∥
p
2
]
(A.12)
=EP
[
LOGg
Xe:t
t− 1
n
(
Xe:tt
)∣∣∣∣Gt
]
, (A.13)
where the least-squares property of the L2-formulation of conditional expectation (see [32, page
80]) was used. Since the Riemannian Logarithm is a diffeomorphism, the change of variables
may be undone. Hence
arginf
Z•∈L2
P
(G•;M )
EP
[∥∥∥∥∥LOGgXge:tt− 1n (Zt)− LOG
g
Xge:t
t− 1n
(
Xe:tt
)∥∥∥∥∥
p
2
]
=EXPg
Xge:t
t+ 1n
(
arginf
Z˜•∈L
p
P
(G•;Rd)
EP
[∥∥∥∥∥Z˜t − LOGgXge:tt− 1n
(
Xe:tt
)∥∥∥∥∥
p
2
])
=EXPg
Xge:t
t+ 1n
(
arginf
Z˜t∈L
p
P
(Gt;Rd)
EP
[∥∥∥∥∥Z˜t − LOGgXge:tt− 1n
(
Xe:ttt
)∥∥∥∥∥
p
2
])
=EXPg
Xge:t
t+ 1n
(
EP
[
LOGg
Xge:t
t− 1n
(
Xe:tt
)∣∣∣∣∣Gt
])
.
(A.14)
Recombining equations (A.9), (A.10), and (A.14) yields
E
g
P
[
Xe:TT
∣∣Gt]e:T = lim
n 7→∞
EXPg
Xge:t
T− 1n
(
EP
[
LOGg
Xge:T
T− 1n
(
Xe:TT
)∣∣∣∣∣Gt
])e:T
= Xge:TT . (A.15)
Assumption A.7 implies that Dg, LOG
g (), EXPg () reduce to their usual counterparts. This
completes the induction and establishes Theorem 4.6.
The proof of Theorem 4.6 showed how passing through the larger space L2
P
(G·;M ) conclu-
sions about the smaller L2
P
(Gt,M ) spaces could be made.
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