This article presents the theory behind a model for a two-stage analog network for edge detection and image reconstruction to be implemented in analog VLSI. Edges are detected in the first stage using the multiscale veto rule, which states that an edge exists only if it can pass a threshold test for each of a set of smoothing filters of decreasing bandwidth. The image is reconstructed in the second stage from the brightness values at the pixels between which edges occur. The effect of the multiscale veto rule is that noise is removed with the efficiency of the narrowest-band smoothing filter, while edges are well-localized to feature boundaries without having to identify maxima in the magnitude of the gradient. Unlike previous analog models for edge detection and reconstruction, there are no problems of local minima, and for any given set of parameters, there is a unique solution. The reconstructed images appear natural and are very similar visually to the originals.
Introduction
In a real-time system, it is desirable to find edges, or sharp changes in the image brightness function, quickly and accurately. Speed is necessary to save time which can be better spent on more computationally intensive processes, such as feature matching, which use the edges. Accuracy is needed to supply these processes with reliable input. Accurate edge detection means being able to selectively ignore gradients in the brightness function caused by high spatial-frequency features attributable t~ noise, while marking those caused by high-frequency features such as corners and junctions. It also requires that the edges be well localized to the contours of image features that generate them. Noise can be removed by applying a linear lowpass smoothing filter. However, this has the effect of attenuating all high frequency components indiscriminately and introducing uncertainty in edge locations. Nonlinear methods, such as median filtering, which preserve important edges and remove noise have been in existence for some time. These methods generally require more computation than linear filtering, however, and cannot be implemented by convolution. Of particular interest to designers of real-time systems are methods that can be built in silicon. One recently developed technique designed in analog VLSI is the resistive fuse network invented by Harris [8] based on the weak membrane model of Blake and Zisserman [3] . Here we propose a new computational model which can also be implemented in analog VLSI and which overcomes some of the disadvantages of the weak membrane model.
The multiscale veto, or MSV, model is similar to the weak membrane in that it assumes an image can be approximated by a collection of piecewise smooth functions. Edges are 'break points,' that is, locations where the brightness function is not required to be smooth. The MSV model differs from the weak membrane, however, in two respects. It does not reconstruct the image from all of the data, but only from the brightness values at the pixels between which the edges occur. Second, the networks used for edge detection and image reconstruction are physically distinct. As a result, problems associated with the nonconvexity of the weak membrane are avoided.
Dron
The MSV model derives its name from the method it uses for detecting edges. Edges are defined as sharp changes in brightness which are significant over a range of spatial scales. In order to test for the presence of an edge, a sequence of low-pass filters of decreasing bandwidth is applied to the image, and the differences between the smoothed brightness values of neighboring pixels are computed. An edge exists between two pixels if the difference in their values is above a threshold, which is specified for each filter, at all levels of smoothing. If the threshold test is failed for any filter, the edge is vetoed.
The rationale behind the multiscale veto method can be explained by observing how it treats different types of features. Let xk [m, n] denote an array of sampled brightnesses which has been convolved with the kth low-pass filter. Let y~ [m, n] Hence the unsmoothed differences will veto the marking of an edge everywhere except at n = 0. In the case of the isolated noise spike, the difference at n = 0, which is of the same magnitude as for the step, passes the threshold test for the unsmoothed data. However, it fails for the smoothed data since the isolated spike is attenuated more strongly than the step edge, and hence no edge is marked. In general, it may be observed that while the bandwidth and threshold of the narrowest band, or largest scale, filter determines the effectiveness with which noise and small features are removed; the widest-band, or smallest-scale, filter determines the accuracy with which edges are localized. The idea of using multiple scales in edge detection is not new. It is the following features that distinguish the MSV edge-detection network from conventional methods.
--
Edges are not defined as local maxima in the magnitude of the gradient, or equivalently, as zerocrossings of the second derivative. Hence computation of second differences is unnecessary.
--All of the difference operations and threshold tests at different scales can be performed on the same physical network.
Both of the above points represent a considerable savings in circuitry, which is crucial if the network is to be designed for large image arrays.
By definition, edges exist between two pixels on a discrete two-dimensional array. However, to avoid redefining the image grid, their locations are indicated in the output of the edge detection network by setting a binary flag at the locations of the pixels between which they occur. To simplify the discussion these marked pixels will be referred to as edge pixels; although a more exact term would be edge-adjacent pixels.
The second stage of the MSV model is the reconstruction network which recomputes brightness values for nonedge pixels by interpolation from the (possibly smoothed) brightnesses at the edge pixels. The primary usefulness of the reconstruction network is its ability to recover a smoothed version of the original image from noise-corrupted input while maintaining important high-frequency information. This task is important for signal-processing applications, such as image restoration, as well as for brightness-based computer vision algorithms, such as shape-from-shading. Since only a fraction of the original data is needed to reconstruct the image, it may also be possible to incorporate the MSV algorithm into image compression techniques. This latter application is currently under study. It is a significant consequence of defining edges by the multiscale veto rule that a very good visual approximation to the original image can be reconstructed in this manner. As will be shown by an example presented later, similar results cannot in general be obtained in the same manner from the locations of zerocrossings of the second derivative.
This article is organized as follows: In the next section we review related work in edge detection, multiscale methods, and image reconstruction. In section 3 we describe the circuit models of the edge detection and reconstruction networks, and in section 4 we discuss experimental results from computer simulations. An extended analysis comparing the MSV model to the weak membrane is given in the appendix.
Related Work

Edge Detection and the Use of Multiple Scales
In most work in computer vision, edges are defined as the loci of maxima in the first derivative of brightness, and as such can be detected from zerocrossings in the second derivative. This is the basis on which many edge and line detectors, such as the MarrHildreth Laplacian-of-Gaussian (LOG) filter [18] , the Canny edge detector [4] , and the Binford-Horn line finder [9] , have been designed. The problem of finding edges by the numerical differentiation of images, however, is ill-posed [22] . Small amounts of noise, which are amplified by differentiation, can displace the zero-crossings or introduce spurious ones. A low-pass smoothing, or regularization, filter must be applied to stabilize the solution.
The issue of scale arises because features in the image generally occur over a range of spatial scales. By varying the passband of the smoothing filter, one can select the size of the features that give rise to edges. Unfortunately, the information that permits the edge to be accurately localized to the feature that produced it is thrown out with the high-frequency components. Marr and Hildreth first proposed finding edges from the coincident zero-crossings of different size LOG filters. Witken [23] introduced the notion of scalespace filtering, in which the zero-crossings of the LOG are tracked as they move with scale changes. These methods are a form of multiscale veto, but the complexity of tracking the zero-crossings makes them illsuited for implementation in specialized VLSI.
An alternative solution to removing noise while remining the high-frequency information associated with large-scale features is to apply nonlinear filtering. The median filter [7] , for example, has long been used in image processing because it is particularly effective in removing impulse, or 'salt-and-pepper" noise. An approach put forward in recent years is the idea of edge detection, or more precisely image segmentation, as a problem in minimizing energy functionals. The first proposal of this nature was the Markov Random Field (MRF) model of Geman and Geman [6] . In an MRF the minimum energy state is the maximum a posteriori (MAP) estimate of the energies at each node of a discrete lattice. The MAP estimate corresponds to a given configuration of neighborhoods of interaction. 'Line processes' are introduced on the lattice to inhibit interaction between nodes that have significantly different prior energies, thereby maintaining these differences in the final solution.
Mumford and Shah [19] studied the energyminimization problem reformulated in terms of deterministic functionals to be minimized by a variational approach. Specifically, they proposed finding optimal approximations of a general function d(x, y), representing the data, by differentiable functions u(x, y) that minimize
where r is a closed set of singular points, in effect the edges, at which u is allowed to be discontinuous. Blake and Zisserman [3] referred to (2) as the weak membrane model, since E(u, F) resembles the potential energy function of an elastic membrane which is allowed to break in some places in order to achieve a lower energy state. One problem with this function, however, is that it possesses many local stationary states, that do not correspond to the global minimum, due to the fact that energy is required to break the membrane before a lower energy state can be achieved. Blake and Zisserman developed a continuation method, the graduated non-convexity algorithm, to solve (2) iteratively.
In the weak-membrane model, there are two parameters which, in a sense, determine the scale:/~, which controls the smoothness of the fitted solution u(x, y), and v, which determines the penalty assigned to the discontinuities. Richardson [21] developed a scaleindependent iterative algorithm for minimizing an energy formt~ation similar to (2) , in which a variational problem is solved at each iteration for some value of # and v. The result is that feature boundaries apparent at the coarsest scale defined by the initial values of the parameters are localized with the resolution of the finest scale used in the last iteration. Small features, which do not generate discontinuities at the coarse scale, are not detected. The principle applied in Richardson's algorithm is also a form of multiscale veto rule, although considerably more complex in implementation than that used by the MSV network.
The weak membrane model was one of the first methods to be implemented in analog VLSI. Digital circuits for performing Gaussian convolution and edge detection began appearing the early eighties [ 1, 11] . The possibility of performing segmentation and smoothing with analog circuitry, however, did not seem practical until the problem had been posed in terms of a physical model. Harris et al. [8] developed the first CMOS resistive fuse circuit, which is a two-terminal nonlinear element that for small voltages behaves as a linear resistor, but breaks if the voltage across its terminals becomes too large. Several implementations of resistive fuse networks have since been built to compute the minimization of the discrete form of equation (2) [241.
There are several problems associated with the weak membrane which the MSV model was designed to overcome, among them the nonconvexity of the energy function. Because the weak-membrane model has played an important role in the design of analog VLSI circuits for machine vision, however, an extended analysis comparing it with the MSV model is given in the appendix at the end of this article.
It should be noted that the edges produced by the MSV model are not as refined as those produced by more complex methods such as Canny's edge detector [4] . This is in part due to the way edges are defined--since many feature boundaries are more like ramps than step edges, the MSV edges are often several pixels thick. It is also due to the need to make the circuitry as simple as possible in order to minimize silicon area. It is not easy to implement contour filling or thinning algorithms with simple circuits. Our contention is that the edges produced by the MSV network are nonetheless functionally useful. We will demonstrate their usefulness in conjunction with the reconstruction network, and we believe that they will also prove to be sufficient for other early-vision tasks such as feature matching.
Image Reconstruction
In the weak membrane, the functions u(x, y) which minimize (2) given the discontinuity set, I', result from smoothing all the data with a filter of scale 1//z, with the restriction that smoothing is inhibited across edges. In the MSV model the reconstructed image is generated by interpolation from the brightness values at the edge pixels, and hence uses only a fraction of the original data. Before continuing, we mention briefly some other methods for reconstructing images from sparse data points.
A significant amount of work in communications theory has been devoted to the problem of reconstructing signals from their zero-crossings. An often-cited theorem by Logan [16] is that almost all bandpass onedimensional signals of bandwidth less than one octave are uniquely specified by their zero-crossings. Curtis and Oppenheim [5] extended Logan's theorem to two dimensions and showed that any real two-dimensional doubly-periodic bandlirrfited functionf(x, y) is uniquely specified to within a constant scale factor by its zero-, or threshold, crossings. They point out, however, in the same article, that representing images by thresholdcrossings is not likely to be practical since amplitude information in the original signal is contained in the exact location of the threshold crossing. Consequently, the total number of bits required in the thresholdcrossing representation of the image may well be higher than that required by sampling and quantizing the original signal.
One well-kmown example of an instance where an image can be reconstructed from sparse data is the case of Mondrian patches, first used by Land and McCann [14] to demonstrate their theory of the computation of lightness. The human visual system is very good at determining the reflectance of an object, under a variety of illuminating conditions. Land and McCarm showed that one could recover, to an arbitrary scale factor, the reflectances of Mondrian patches by measuring the ratio of brightnesses at each. step change on a closed path around the image. Horn [10] later showed how the same computation could be performed on a parallel network by first computing and then thresholding the Laplacian of the logarithm of brightness. More recently, Blake [2] suggested a modification to Horn's algorithm by having the threshold operation depend on the magnitude of the gradient rather than the Laplacian of the logarithm of brightness. In a sense, the MSV model can be considered as an extension of these algorithms; although it is the original brightness function, and not surface reflectance that is being recovered. Algorithms for the computation of lightness first showed that under certain circumstances it is possible to regenerate an image from the differences in (log) brightness across patch boundaries, where there is a step change in brightness. In the MSV model, we show that an image can be recovered from the brightnesses surrounding edges under more general conditions.
Circuit Models
In this section we present the circuit models for the edge detection and reconstruction networks. This discussion is limited, however, to a high-level description of their principles of operation. Engineering details will be left to a companion paper devoted to the design and implementation of the actual chips.
Edge Detection
It is not necessary to build a multilayered network in order to implement the multiscale veto rule. By including time as a dimension, a single smoothing network with a controllable space constant can be used. It is well known that resistive grids, such as the one shown in figure 2 , can compute an analog-smoothing function. The network shown in the figure is onedimensional; however, it can be extended to two dimensions by connecting it via transverse resistors to parallel 1-D networks. By equating the current through the vertical resistors connected to the node voltage sources di to the sum of the currents leaving the node through the horizontal resistors, one arrives at the resistive grid equation:
Ui --ghh k where the subscript k is an index over the nearest neighbors of node i. The continuous 2-D approximation to this circuit is the diffusion equation
which is the space constant, or characteristic length, over which a point source input will be smoothed. By varying the values of Rv, it is therefore possible to control the bandwidth of the effective low-pass filter applied to the data.
Rh Fig. 2 . 1-D resistive smoothing network with controllable space constant.
A practical way to build a controllable smoothing network is to simulate the resistors with charge-coupled devices (CCDs). CCDs are best known for their role as image sensors, but they are also capable of performing more advanced signal processing. CCDs operate in the manner of a bucket brigade, where the "buckets" are potential wells under polysilicon gates. The depths of the wells are determined by the voltages applied to the gates. The "water" in the buckets is the signal charge which can be transferred, mixed, and separated between the potential wells by varying the sequences of the clock phases which drive the gates. CCDs are built by juxtaposing gates of alternating layers of polysilicon. When used as image sensors, the gates are held at a high potential to collect the charge that naturally occurs when photons of energy greater than the bandgap of silicon hit the device and create electronhole pairs. After a suitable integration time, generally a millisecond or so, the CCDs then function as analog shift registers to move the signal charges out of the camera.
The basic layout of the 2-D network required to use CCDs for the MSV edge-detection network is shown in figure 3 . It consists of a grid of orthogonal horizontal and vertical transfer channels with circuitry placed between the nodes to compute differences and perform the threshold tests. The structure of this network was originally developed by Keast to implement a CCD resistive-fuse network [12, 24] . By appropriately sequencing the clock phases, this array can perform smoothing by averaging the signal charge held under each node with each of its neighbors. Specifically, it applies the convolution kernel (7) and so on. The bandwidth of the smoothing filter is thus controlled by the number of cycles performed.
The primary difference between Keast's design and the MSV network is in the functions performed by the circuits placed between the nodes. The multiscale veto rule is implemented by the edge precharge circuits, shown in figure 4 and indicated by the boxes labeled EPC in figure 3 . In each of these, a capacitor is initially charged with an edge signal. At each smoothing cycle, the absolute value of the difference between the node voltages is compared to a threshold; and if the threshold is greater, the capacitor is discharged. The complete execution of the multiscale veto algorithm consists of the following steps: The array is initialized by transferring signal charge proportional to image brightness under each node gate (pixel) and by charging the edge capacitors. The signal charge is formed either by direct acquisition using the CCD array, or by loading the pixel values from an off-chip sensor. Several smoothing cycles, -5-10, with the accompanying threshold tests, are then performed. When these are completed, the edge charges from the four precharge circuits connected to each node are tested; and, if any of them is nonzero, that is, if an edge was detected between the node and one of its four neighbors, a binary value is set at the node to indicate that it is an edge pixel. 
The Reconstruction Network
The reconstruction network, as shown in 1-D in figure  5 , regenerates the image by interpolation from the brightness values at the edge pixels. The values used are taken from the node voltages of the smoothing network at some iteration of the edge detection procedure. The original sampled brightnesses may be used; although if the input image is very noisy, it may be best to take the values after one or two smoothing cycles of the CCD array. In any case, the values must be stored in a separate buffer since the smoothing process is destructive. Voltage sources proportional to the, possibly smoothed, brightnesses di are switched to the resistive grid at the edge pixels. The control signal that closes the switch is logically equivalent to the OR of the states of all the edge capacitors adjacent to the node.
As seen from equations (3) and (4) 
Edge prechalge circuit. The capacitor C e encodes the edge location. P0 is a pulsed clock signal which goes 'high' during the initial image acquisition period to charge C e and is then held 'low' during the remainder of the test and smoothing cycles. C e is discharged if the comparator output goes 'high; which occurs if lu i -ui+ll < r, where u i and ui+ 1 are signal voltages from neighboring nodes and r is a globally specified threshold. 0~ = oo), the distribution of voltages on the resistive network at nonedge nodes solve a discrete form of Laplace's equation. Along the outer border we impose the condition that the current flowing out of the grid, the normal derivative of the voltage, is zero. It is easy to see that the solution to the reconstruction network is therefore both unique and well defined since there are exactly as many equations as unknown node voltages. It should be emphasized that several implementational issues are left open in presenting this conceptual picture of the reconstruction network. Clearly, the manner of setting the switches and charging the voltage sources in the reconstruction network is a major design problem whose solution will depend on the application in which the network is used. Simulating the resistive network with CCDs is not necessarily the best strategy because of the potentially long relaxation times needed to solve Laplace's equation in a discrete-time fashion. In this article, however, we would like to focus on what the network does, rather than on how it should be built, and demonstrate that the results it produces are in fact worth the design effort.
The idea that the image can be reconstructed by solving Laplace's equation on a resistive grid, subject to the given boundary conditions, is based on the assumption that we can model an image as a collection of piecewise harmonic functions. If this assumption held exactly, only the brightness values bordering edges, where the functions are not required to be harmonic, would need to be specified in order to recover the image completely. A real image is of course always corrupted by noise and will never be exactly harmonic except coincidentaUy. What we seek to reconstruct is a visually acceptable approximation. For the method to work well, the edges, which determine where the switches are closed in the reconstruction network, must accurately represent locations where the image-brightness function deviates significantly from harmonicity. This is another reason for not defining edges as local maxima in the magnitude of the gradient since these would not cover all locations where the brightness function might deviate significantly from harmonicity. An example of this problem is shown in figure 6 . The change in brightness in figure 6a is steep but is spread over several pixels. If the profile were reconstructed by passing a straight line, which is the 1-D solution to Laplace's
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Experimental Results
Choosing the Parameters
It might seem that the number of free parameters--the different thresholds for each smoothing filter, as well as the number of smoothing cycles--that need to be specified in order to apply the multiscale veto rule would make the method impractical or even arbitrary. However, there are simple ways to choose the parameters based on the types of features one wishes to retain. The edges marked by the edge-detection network are those that pass the threshold test at all smoothing cycles. Following the same notation used in the example given in the Introduction, let k denote the number of smoothing cycles performed, and let rk denote the threshold for the kth cycle. Given the convolution kernel (6) which is implemented by the smoothing network, at each cycle, the attenuation factors, Gk for the difference signals corresponding to several idealized features are computed as a function of smoothing and given in tabie 1. Most features are modeled by abrupt changes from one pixel to the next, such as shown for the step edge and the impulse in figure 1 . The one exception is the ramp, which is similar to a step, but with a constant graded slope. Horizontal features are those that are aligned with the rectangular pixel grid, while diagonal ones are oriented at 45 ° with respect to the grid. It can be seen from the values in the table that diagonal features are attenuated much more strongly than horizontal ones due to the nature of the smoothing operator. Consequently, edges aligned with the grid are favored over skewed edges. An isotropic operator could be implemented with a hexagonally connected network. However, for the applications that were studied in simulating the MSV network--feature detection and image restoration--the added complexity in the design does not seem to be warranted by the slight improvement in the results provided by an isotropic operator.
The values in table 1 can be used as a guide for setring the parameters for more general types of features. As a specific example, suppose we want to retain only the boundaries from large objects in the image and remove all small-scale features. The threshold r0 can be set as a function of the contrast in the image. We can perform 6 smoothing cycles and set r6 = .3387r0. Features resembling step changes in brightness that passed the threshold at k = 0 will have little trouble passing the test at k = 6, while features resembling 4-pixel square impulses will need to have an original difference greater than 2.5r0 in order to pass. A simpler method to generate all the thresholds is to choose one idealized feature as a model and to compute rk = Gk,f 7"0 (8) where Gk, f is the attenuation factor for the model feature at the kth smoothing cycle. For the previous example, the model used was the horizontal step edge. In another case in which we only want to eliminate impulse noise while retaining thin lines, we might choose the diagonal 2-pixel line as a model.
Simulation Results
Simulated results of the edge-detection and reconstruction networks are shown for two different types of images in figures 7 and 9. The first of these is a 240x320 picture of a cluttered lab which contains many small features, and the second is a 256x256 picture of a face (David) which contains fewer features but whose brightness distribution is better modeled by higher-order surfaces than by planar patches. Brightness values for both images are quantized to 8 bits (0-255 gray levels). The results of the edge detection and reconstruction networks applied to the lab scene are shown in figures 8a and 8b. Because there were many small-scale linear features, such as cables and wires, in the image, the model for the 2-pixet wide diagonal line was used to determine thresholds. A relatively high initial threshold of r 0 = 20 was chosen due to the large amount of contrast in the image. Five smoothing cycles were performed to apply the multiscale veto rule. The reconstructed image is almost indistinguishable visually from the original. The exact RMS difference is 7.6 gray levels. Notice how the cables hanging from the oscilloscope in the lower left side of the image are detected in the binary edge map and appear in the reconstructed image. Although the results for other feature models are not shown, these cables can be made to disappear completely by using a horizontal step-edge model to set the thresholds.
In the lab scene there is a lot of clutter, but most of the objects in the image--boxes, tables, work- harmonic surfaces. It is not too surprising that the reconstructed image is very similar to the orighlal. The second set of results is for an image of a face which has little clutter and is a more complicated surface. In addition to observing how such an image can be reconstructed by approximating it with piecewise harmonic functions, we will also show how the image can be restored after being severely degraded by noise. The original image is shown in the top left of figure  9 . Next to it is the same picture with added random noise uniformly distributed over [-25, +25] . To find edges in the original image, the horizontal step-edge model was used to compute thresholds, starting from z0 = 12. For the noise-degraded image, the step-edge model was good enough to remove noise in the approximately flat background area, but was less effective over the highly sloped facial regions. Consequently, the horizontal ramp model was used instead. Five smoothing cycles were performed on both images.
The results of the edge-detection network are shown in the lower half of figure 9 . There are considerably more edge pixels marked in the noisy image than in the nonnoisy one. This is largely due to the effect of the image border, where smoothing is less effective, as well as to the extra jaggedness of the boundaries of the face and shirt. Nonetheless, it can be seen that the multiscale veto rule is very effective in removing noise over most of the image. The reconstructed images are shown in figure 10 . The leftmost image was computed by simulating the reconstruction network with the original image brightness values at the locations given by the edge map in the bottom left of figure 9 . To restore the noisy image, however, the noisy brightness values were smoothed once with the kernel (6) and then input to the reconstruction network at the locations given by the edge map in the bottom right of figure 9 . To compensate for the shift in average brightness due to smoothing as well as to the added noise, a constant offset of +25 gray levels was added to the entire reconstructed image to produce the result in the righthand side of figure 10 . The RMS differences with the original image were 9.7 gray levels for the reconstruction from the nondegraded data and 10.3 gray levels for the restoration from the noisy data. Although it is not immediately apparent in the low-resolution reproduction, the image reconstructed from the noisy data is of lower quality than the one reconstructed from the original data. Nonetheless, it is still a very good result, considering the data used to compute it. Interestingly, if the noisy data are not smoothed before computing the reconstruction, the RMS difference with the original is smaller, but the result is not as acceptable visually. Without smoothing, one can see the noise left in the values at the edge pixel locations.
Finally, as an example to underscore the importance of accurate localization of the edges for image reconstruction, the edges found from the zero-crossings of the LOG are shown in figure 11 . (Actually a binomial filter was used instead of a Gaussian.) Note that to produce these edge maps it was also necessary to implement a threshold to remove zero-crossings where the gradient magnitude was insignificant. As previously explained in section 2.2, and exemplified by the results in figure  11 , interpolation from the points of maximum gradient magnitude in the smoothed images will not in general yield visually acceptable approximations to the originals.
Summary and Discussion
We have presented a model of a two-stage analog network for edge detection and image reconstruction. Edges are detected in the first stage using the mulfiscale veto rule, which states that an edge exists only if it passes a threshold test for each of a set of smoothing filters of decreasing bandwidth. The image is reconstructed in the second stage from the possibly smoothed brightness values at the edge pixels. The two-stage design offers several advantages both for performance and applications. Because there is no feedback between the stages, there is also no problem of stability or local stationarity. Also since the networks are physically distinct, they do not have to be physically close to operate properly. This increases the flexibility with which the system may be designed, as well as the types of applications for which it may be used.
The multiscale veto rule allows edges to be localized at the resolution of the widest-band filter without having to identify maxima in the brightness gradients, so that second differences do not need to be computed. At the same time, noise is removed with the efficiency of the narrowest-band filter applied. The computations can be performed on a single network with relatively little circuitry per pixel. The simplicity of the circuit is an important feature of the model since it directly impacts on the size of the image arrays with which it can work.
Images are reconstructed in the second stage by interpolation from the values at the edge pixels. This is equivalent to modeling the image as a collection of piecewise harmonic functions which are allowed to be discontinuous only at the edges. The resulting piecewise smooth image can either be the end-result, if the objective is to restore a noise-degraded image, or it can serve as the input to brightness-based computer vision algorithms, such as shape-from-shading. The fact that a visually pleasing approximation to the original image can be reconstructed from information at the edge pixels, which occupy only a fraction of the image, suggests that the MSV network could be applied to image compression. Some compression--on the order of 2-3 bits per pixel--can be achieved by simply encoding the brightnesses at the edge pixels. However, the most promising possibilities lie in incorporating the MSV reconstruction model into existing transform coding methods such as the JPEG DCT 1 (Joint Photographic Experts Group Discrete Cosine Transform) algorithm. It is well known that block transform methods perform poorly at low bit rates due to the artifacts caused by coarse quantization and finite block size [20] . It may be possible to apply the MSV edge detection and reconstruction networks to improve the image quality of low bit-rate coded .images by making the block transform methods adaptive to the 'edgeness' of an image and by avoiding entirely the coding of blocks of smoothly varying brightness. These possibilities are currently being studied.
We have presented here the theory behind the MSV model, which is a piece of ongoing research. Work is currently in progress on the design and fabrication of circuits for the edge-detection and reconstruction networks; the design of larger systems for solving earlyvision tasks that incorporate the edge detection network; and on the algorithmic issues concerned with applying the model to image compression.
Appendix: Comparison of the MSV Model to the Weak Membrane
Like the weak membrane, and other variational models, the MSV model segments an image into a set of piecewise smooth functions by determining the points in the image where the brightness function departs significantly from smoothness. Clearly, it is desirable to find the minimum number of such points that will result in a good approximation of the image. The weak membrane model formulates these goals as an optimization problem whose solution yields both the points on the discontinuity set and the piecewise smooth functions that approximate the image.
The weak membrane has some problems associated with its formulation, however, which the MSV model is able to avoid. One is that the energy function, equation (2), which is repeated below, E u,r, = u2 f -
is nonconvex and cannot be solved by gradient-descent methods. This problem, which is wall explained by Blake and Zisserman in [3] , is intrinsic and arises because of the penalty that must be paid for creating a discontinuity before the system can reach a lower energy state. This problem does not occur in the MSV model because there is no feedback between the reconstruction and edge-detection networks. Equation (9) can be discretized and modeled by a resistive network. In one-dimension the discrete equation is
where the {0 -l}-valued variables, l i, model the discontinuity set, F, of equation (9) . The equivalent circuit for (10) is shown in figure 12 [17] . The horizontal elements in this network are resistive fuses, which break if the voltage across their terminals rises above a critical value, bnt otherwise behave as linear resistors. Several implementations of the 2-D version of the and (12), however, must tradeoffhow effectively noise network in figure 12 , which differ principally in their can be removed by smoothing against how natural the design of the resistive fuse elements, have been built resulting image will be, This problem can be in VLSI [8, 15, 25] . Circuit implementations of the understood by considering the limiting cases: /~ --* 0 weak membrane cannot escape the nonconvexity proband/~ -~ oo. lem, however, and some effort is required to nudge them As/~ ~ 0, equation (11) becomes to the optimal solution [17] .
A second problem with the weak membrane is that V2u ~ 0 (13) the optimal piecewise smooth functions u are deter-
The solution in this case is approximately harmonic, mined from all of the data and not just the values adjabut due to the boundary condition (12) , it must apcent to a discontinuity. They are also strongly deterproach a constant, which is the only harmonic funcmined by the scale parameter ~ Both the resistive fuse tion with zero normal derivative everywhere on its network of figure 12 and the multiscale veto edgeboundary. In this case, noise within the regions between detection network of figure 3 perform smoothing, and the discontinuities will be completely smoothed away, both the MSV model and the weak membrane but the resulting image will be a collection of patches reconstruct a brightness function from the data, albeit of constant brightness and will appear very cartoon-like. with different boundary conditions. Returning to the At the other extreme, t~ ~ ~, we have continuous formulation, if F is given in (9) then the functions u(x, y) which minimize E satisfy the Euler u -d ~ 0 (14) equation In this case, the output will appear more natural because it is approximately the same as the input, but there is 1 u -~-7 Vzu = d (11) also very little smoothing. The images reconstructed in the MSV model look subject to the condition more natural and are very similar visually to the n. Vu =0 on r (12) originals because there are fewer constraints to satisfy. The functions only have to match the data where it is which, comparing (11) with the resistive grid equation
given and satisfy Laplace's equation everywhere else. (4), is the same as saying that u is a smoothed version Furthermore, noise can be more effectively removed of d. In the MSV network we generate the piecewise since any feature that does not generate an edge is smooth reconstruction of the data by solving Laplace's erased entirely from the reconstructed image and not equation subject to the boundary condition u = d on just smoothed into the background. F. This is equivalent to minimizing only the second It should be noted that the weak membrane does have term in (9) , or setting/~ = 0. some features that are not shared by the MSV model, Both methods can therefore be viewed as alternative for instance the hysteresis property, which gives an exways of regularizing the brightness data with interisting edge the tendency to extend itself, just as a tear polating splines. The solution obtained by solving (11) does on a real membrane. Also, the weak-membrane model can be formulated as a well-defined minimization problem, so that one can speak of an optimal solution. We do not know of a way to formulate the problem that the MSV model attempts to solve, namely finding the minimal discontinuity set bounding piecewise harmonic functions that are good approximations, in some sense, to the original image, as a variational problem. The method used in the MSV model for finding edges is a heuristic, and is based on the idea that the magnitude of the gradient for a harmonic surface which extends over any significant area can be bounded over most of its extent by a small number, such as the threshold used in the tests. This is seen from the fact that the functions f, which minimize ffDI vfl 2 drdy (15) over some domain D are solutions to V 2f = 0, within the domain [13] . By marking the points where the change in brightness is above some threshold and is significant over a range of spatial scales, we determine the locations where the underlying brightness function is most likely to depart from harmonicity, and where interpolation from neighboring values is least likely to be a good approximation to the data. In terms of finding the minimal discontinuity set, it is easy to show that this heuristic is not optimal. For instance, a steeply inclined plane will give rise to a discontinuity at every point on its slope, even though a plane is a harmonic function for which it would suffice to specify the boundary points. In practice, however, such features cannot occur very often because the spatial extent of a steeply sloped surface is limited by the dynamic range of the image. It can only rise for a few pixels before it has to level off. The philosophy of the MSV method is that it is better to accept a less-than-optimal heuristic than to complicate the circuit design to deal with these cases.
