Abstract. This paper considers several approximate operators used in a particle method based on a Voronoi diagram. Under some assumptions on a weight function, we derive truncation error estimates for our approximate gradient and Laplace operators. Our results show that our approximate gradient and Laplace operators tend to the usual gradient and Laplace operators when the ratio (the radius of the interaction area/the radius of a Voronoi cell) is sufficiently large. The key idea of our approach is to divide the integration region into two ring-shaped areas.
Introduction
We are interested in the truncation error analysis of approximate operators for a moving particle semi-implicit method. A moving particle semi-implicit method is one of numerical simulation methods developed by Koshizuka-Oka [4] . In [4] , they introduced their approximate gradient and Laplace operators based on a Voronoi diagram. Ishijima-Kimura [3] considered the truncation error of the approximate gradient operator under a simple assumption. Imoto-Tagami ( [1] , [2] ) modified the approximate operators introduced by [4] , and derived their truncation error estimates of their approximate operators by using their assumptions on a weight function and the radius of the interaction area. This paper has three purposes. The first one is to generalize the approximate operators introduce by [4] , [1] , and [2] . The second one is to derive truncation error estimates for our approximate operators under more general assumptions than them of [1] and [2] . The third one is to give an application example of our main results. Remark that this paper considers two dimensional domains. Remark also that we can deal with three dimensional domains by our approach in this paper.
Let us first introduce basic notations. Let x = t (x 1 , x 2 ), y = t (y 1 , y 2 ), z = t (z 1 , z 2 ) ∈ R 3 be the spatial variables, and let α = (α 1 , α 2 ) ∈ N For each x ∈ R 2 , r, ℓ > 0, the symbols B r , B r (x), B r,ℓ , and B r,ℓ (x) are defined by B r = {y ∈ R 2 ; |y| < r}, B r (x) = {y ∈ R 2 ; |x − y| < r}, B r,ℓ = {y ∈ R 2 ; ℓ < |y| < r}, and B r,ℓ (x) = {y ∈ R 2 ; ℓ < |y − x| < r}. Now we introduce important notations. Let Ω ⊂ R 2 be a bounded domain, and H be a positive constant. Throughout this paper, we fix Ω and H. Define Ω H = {x ∈ R 2 ; |x − y| < H, y ∈ Ω}.
See Fig. 1 . Let N ∈ N and a 1 , a 2 , · · · , a N ∈ Ω H such that a i = a j if i = j. Write
. For each i ∈ {1, 2, · · · , N },
See Fig. 2 . In general, we call σ i a Voronoi region, and
we call σ i a Voronoi cell and
By definition, we see that σ i ⊂ B rσ (a i ). Throughout this paper, we assume that r σ < H. Fig. 2 ). Throughout this paper, we fix r σ , h, k, and δ. For each x ∈ B δ (a k ),
and for each i ∈ {1, · · · , N },
For each x ∈ B δ (a k ), assume that
We call h the radius of the interaction area.
Next we introduce our weight functions and approximate operators.
We call w a weight function if the following five properties hold:
Definition 1.2 (Approximate operators)
. Let w be a weight function satisfying the properties as in Assumption 1.
Note also that the four operators Π h , ∇ h , ∆ h , and h are the generalization of the approximate operators introduced by [4] , [1] , and [2] .
Finally, we state the main results of this paper. 
Here
Theorem 1.4. Let w be a weight function satisfying the properties as in Assumption 1.1. Assume that R(a k , λh) = ∅ for some 0 < λ < 1.
Here c 1 (a k ), c 2 (a k ) are the constants defined by Theorem 1.3, and
Theorem 1.5. Let w be a weight function satisfying the properties as in As-
and
Theorem 1.6. Let w be a weight function satisfying the properties as in As-
See Corollary 7.1 for an application example of Theorems 1.3-1.6. Let us state the main difficulty and key idea for deriving our truncation error estimates. Imoto-Tagami ( [1] , [2] ) used the assumption that c * r σ ≤ h m for some c * > 0 and m ∈ N to derive their truncation error estimates for their approximate operators. Since this paper does not use the assumption, it is not easy to derive desirable truncation error estimates for our approximate operators directly. To overcome the difficulty, we divide the integration region into two ring-shaped areas, i.e., i∈R(a k ,h)
for some 0 < λ < 1. This is the key idea for deriving our truncation error estimates.
The outline of this paper is as follows: In Section 2, we study the Taylor theorem and some basic properties of our weight functions. We prove Theorem 1.3 in Section 3, Theorem 1.4 in Section 4, Theorem 1.5 in Section 5, and Theorem 1.6 in Section 6. In Appendix, we give an application of the main results of this paper.
Preliminaries
In this section, we recall the Taylor theorem and study some fundamental properties of our weight functions.
Moreover, for each x, y ∈ Ω H ,
Proof of Lemma 2.1. We only derive ( 2.1). To this end, we show that for each
A direct calculation gives
We now assume that m ≥ 3.
It is easy to check that
and that 1
Since m ≥ 3 and |α|=m 1 = m + 1, we find that
Therefore, we see ( 2.2). Let us now derive ( 2.1). Fix m ∈ N and f ∈ C m+1 (Ω H ). Since ty+(1−t)x ∈ Ω H for 0 ≤ t ≤ 1 and x, y ∈ Ω H , we apply ( 2.2) to check that
Therefore, the lemma follows.
To derive basic properties of our weight function, we prepare the following lemma.
Proof of Lemma 2.2. We first show (i)
. By the definition of r σ , we find that y ∈ B rσ (a i ) if y ∈ σ i . Therefore, we see that
This is ( 2.3). Next, we derive ( 2.4). Let x ∈ B δ (a k ) and g ∈ L 1 (B λh+rσ (x)). By the definition of R(x, λh), we find that a i ∈ B λh (x) if i ∈ R(x, λh). Therefore, we observe that
Finally, we prove (iii). Let i ∈ R(x, h). Since i = k and x ∈ σ k ∩ Ω, we find that
Let j ∈ R(x, h) \ R(x, λh). By definition, we see that
This shows that
Since i∈R(x,h)
we use ( 2.4), ( 2.6), and ( 2.7), to check that
Thus, we have ( 2.5). Therefore, the lemma follows.
Lemma 2.3 (Properties of weight functions). Let w be a weight function satisfying the properties as in Assumption 1.1. Then the following six assertions hold:
, and n ∈ Z, (2.10)
Here δ ij denotes the Kronecker delta.
(v) For each x ∈ B δ (a k ) and 0 < λ < 1,
(vi) For each x ∈ B δ (a k ) and 0 < λ < 1, (2.13)
Proof of Lemma 2.3. We first show (i). Using a change of variables, we see that
This gives (2.14)
Fix x ∈ B δ (a k ) and n ∈ Z. Using a change of variables with ( 2.14), we observe that
Therefore, we see (i). Next, we prove (ii) and (iii). Fix i, j = 1, 2, x ∈ B δ (a k ), and n ∈ Z. From ( 2.15), we have
Using a change of variables, we find that
By ( 2.16), we check that
Therefore, we see (ii) and (iii). Thirdly, we show (iv). Since B h (x) ⊂ i∈R(x,h)
we use the Lipschitz continuity of w to observe that
Thus, we have ( 2.11).
Finally, we prove (v) and (vi). Using ( 2.6), ( 2.7), and ( 2.4), we check that
This gives ( 2.12). Similarly, we see ( 2.13). Therefore, the lemma follows.
Truncation Error Estimates (I)
In this section, we study |f (a k ) − Π h f (a k )| to prove Theorem 1.3. To this end, we introduce some notations. Let w be a weight function satisfying the properties as in Assumption 1.1. For each f ∈ C(Ω H ),
It is easy to check that
we prove the following lemma.
Proof of Lemma 3.1. We first show ( 3.1). Since
we use the mean-value theorem to see that
Therefore, we have ( 3.1). Secondly, we derive ( 3.2). From
we observe that
Therefore, we see ( 3.2). Thirdly, we prove ( 3.3). Since
we use the mean-value theorem and ( 2.11) to check that
This is ( 3.3).
Finally, we show ( 3.4). By ( 2.11), we find that
Therefore, we have ( 3.4), and the lemma follows.
Finally, we prove Theorem 1.3.
Proof of Theorem 1.3. Using Lemma 3.1, we prove Theorem 1.3.
Truncation Error Estimates (II)
In this section, we consider |∇f (a k ) − ∇ h f (a k )| to prove Theorem 1.4. Let w be a weight function satisfying the properties as in Assumption 1.1. For each
and that
The aim of this section is to prove the following two lemmas.
We first show Lemma 4.1. Then we prove Lemma 4.2.
Proof of Lemma 4.1. Fix f ∈ C 2 (Ω H ). From the Taylor expansion, we have
where y ∈ B h,δ (a k ). Here
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Multiplying both sides of ( 4.5) by 2w(a k − y)(a k − y)/(|a k − y| 2 w L 1 (B h,δ ) ), and then integrating with respect to y, we have (4.6)
From ( 2.10), we see that
By ( 2.1), we find that
Combining ( 4.6)-( 4.8) gives ( 4.1). Therefore, the lemma follows.
Proof of Lemma 4.2.
Let f ∈ C 1 (Ω H ). We first show ( 4.2). Since
, we see that
Therefore, we have ( 4.2). Next, we derive ( 4.3). A direct calculation gives
we use the mean-value theorem and ( 2.12) to check that (4.10)
From ( 4.9) and ( 4.10), we have ( 4.3). Finally, we show ( 4.4). Using ( 2.11), we see that
This is ( 4.4). Therefore, the lemma follows. 
Truncation Error Estimates (III)
In this section, we calculate |∆f (a k ) − ∆ h f (a k )| to prove Theorem 1.5. Let w be a weight function satisfying the properties as in Assumption 1.
Let us attack the following two lemmas.
Here c 4 (a k ), · · · , c 8 (a k ) are the constants defined by Theorem 1.5.
We first show Lemma 5.1. Then we prove Lemma 5.2.
Proof of Lemma 5.1. Fix f ∈ C 3 (Ω H ). From the Taylor expansion, we have
Multiplying both sides of ( 5.
, and then integrating with respect to y, we have
Using ( 2.10), ( 2.9), and ( 2.1), we find that
Combining ( 5.6)-( 5.9), we have ( 5.1). Therefore, the lemma follows.
Proof of Lemma 5.2 . Let f ∈ C 1 (Ω H ). We first show ( 5.2). Since
for y ∈ σ k , we use the mean-value theorem to see that
Thus, we have ( 5.2). Next, we derive ( 5.3). By i∈R(a k ,h)
F i and ( 2.4), we see that
Therefore, we have ( 5.3). Finally, we show ( 5.4). A direct calculation shows that
Using ( 5.10), we check that
Therefore, we have ( 5.4), and the lemma follows.
Finally, we prove Theorem 1.5.
Proof of Theorem 1.5. Using Lemmas 5.1 and 5.2, we prove Theorem 1.5.
By ( 2.10) and ( 2.9), we find that
Applying ( 2.1), we see that
Combining ( 6.5)-( 6.8), we have ( 6.1). Therefore, the lemma follows.
Proof of Lemma 6.2. Let f ∈ C 1 (Ω H ). We first show ( 6.2). By the mean-value theorem, we see that
Therefore, we have ( 6.2). Next, we derive ( 6.3). A direct calculation gives
we use the mean-value theorem and ( 2.13) to check that (6.10)
From ( 6.9) and ( 6.10), we have ( 6.3). Finally, we derive ( 6.4). Using ( 2.5), ( 2.11), and the mean-value theorem to see that
Here we used the fact that
Finally, we prove Theorem 1.6.
Proof of Theorem 1.6. Using Lemmas 6.1 and 6.2, we prove Theorem 1.6.
Appendix: Applications of Main Results
We state an application of the main results of this paper. We consider the following case:
It is easy to check that L w = 0 and that for each 0 < q < p,
w(a k − ·)/|a k − ·| L 1 (Bp(a k )\Bq(a k )) = 2π(p − q),
In this section, we assume that δ = r σ /2,
Suppose that there is C * > 1 such that h = C * r σ .
Assume that R(a k , λh) = ∅ for some 0 < λ < 1. From Theorems 1.3-1.6, we have the following corollary.
Corollary 7.1. For each f ∈ C 3 (Ω H ), (ii) If r σ = 10 −2 , C * = 4, λ = 1/2, then
