Model-independent reconstruction of $f(T)$ teleparallel cosmology by Capozziello, Salvatore et al.
ar
X
iv
:1
70
6.
02
96
2v
1 
 [g
r-q
c] 
 9 
Ju
n 2
01
7
Model-independent reconstruction of f(T ) teleparallel cosmology
Salvatore Capozziello,1, 2, 3, ∗ Rocco D’Agostino,4, 5, † and Orlando Luongo1, 2, 6, 7, 8, ‡
1Dipartimento di Fisica, Universita` di Napoli “Federico II”, Via Cinthia, I-80126, Napoli, Italy.
2Istituto Nazionale di Fisica Nucleare (INFN), Sez. di Napoli, Via Cinthia 9, I-80126 Napoli, Italy.
3Gran Sasso Science Institute, Via F. Crispi 7, I-67100, L’ Aquila, Italy.
4Dipartimento di Fisica, Universita` degli Studi di Roma “Tor Vergata”,
Via della Ricerca Scientifica 1, I-00133, Roma, Italy.
5Istituto Nazionale di Fisica Nucleare (INFN), Sez. di Roma “Tor Vergata”,
Via della Ricerca Scientifica 1, I-00133, Roma, Italy.
6School of Science and Technology, University of Camerino, I-62032, Camerino, Italy.
7Department of Mathematics and Applied Mathematics,
University of Cape Town, Rondebosch 7701, Cape Town, South Africa.
8Astrophysics, Cosmology and Gravity Centre (ACGC),
University of Cape Town, Rondebosch 7701, Cape Town, South Africa.
(Dated: March 5, 2018)
We propose a model-independent formalism to numerically solve the modified Friedmann equa-
tions in the framework of f(T ) teleparallel cosmology. Our strategy is to expand the Hubble pa-
rameter around the redshift z = 0 up to a given order and to adopt cosmographic bounds as initial
settings to determine the corresponding f(z) ≡ f(T (H(z))) function. In this perspective, we dis-
tinguish two cases: the first expansion is up to the jerk parameter, the second expansion is up to
the snap parameter. We show that inside the observed redshift domain z ≤ 1, only the net strength
of f(z) is modified passing from jerk to snap, whereas its functional behavior and shape turn out
to be identical. As first step, we set the cosmographic parameters by means of the most recent
observations. Afterwards, we calibrate our numerical solutions with the concordance ΛCDM model.
In both cases, there is a good agreement with the cosmological standard model around z ≤ 1, with
severe discrepancies outer of this limit. We demonstrate that the effective dark energy term evolves
following the test-function: f(z) = A + Bz2eCz. Bounds over the set {A,B, C} are also fixed by
statistical considerations, comparing discrepancies between f(z) with data. The approach opens the
possibility to get a wide class of test-functions able to frame the dynamics of f(T ) without postu-
lating any model a priori. We thus re-obtain the f(T ) function through a back-scattering procedure
once f(z) is known. We figure out the properties of our f(T ) function at the level of background
cosmology, to check the goodness of our numerical results. Finally, a comparison with previous
cosmographic approaches is carried out giving results compatible with theoretical expectations.
I. INTRODUCTION
A challenge of modern cosmology is to determine how
the universe constituents precisely affect the dynamics
as the universe expands. In particular, at late times of
its evolution, the universe seems to be dominated by an
exotic fluid dubbed dark energy, whose origin is so far un-
known [1]. A wide number of observations points out that
dark energy should act as a fluid with negative pressure
counterbalancing the action of gravity, and speeding up
the universe after a transition epoch [2, 3]. The standard
approach which most likely aims to describe such a dy-
namics assumes that the source of dark energy is supplied
by a non-zero cosmological constant Λ, associated to vac-
uum quantum field fluctuations [4]. The paradigm which
makes use of Λ is referred to as the ΛCDM concordance
model and represents the simplest approach describing
the observed universe dynamics [5].
Although well-supported by observations, the concor-
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dance model does not give explanations towards the coin-
cidence problem [6] between dark matter and dark energy
orders of magnitude and the fine-tuning issue between
predictions of quantum gravity and today observational
constraints on the value of Λ [7]. Hence, a possible al-
ternative interpretation is that the fluid which triggers
the current universe speed up may not be due to Λ. For
example, one can conclude that the effect of cosmic ac-
celeration may be obtained in the framework of modified
gravities where extensions of General Relativity (GR) are
accounted. In any gravitational theorie which extends
GR, additional degrees of freedom could be interpreted
as dark energy sources [8, 9].
In the context of modified gravity, it is possible to replace
the Ricci scalar R in the Einstein-Hilbert action by arbi-
trary functions of R and any curvature invariant giving
rise to Extended Theories of Gravity [8, 10, 11]. How-
ever a torsional formulation of GR, namely the Telepar-
allel Equivalent of General Relativity (TEGR) [12] is
also possible. In this approach, the gravitational action
is given by the torsion scalar T and one can construct the
f(T ) extension of TEGR [13–15], where f(T ) is a func-
tion of T . The predictions of GR turn out to coincide
with TEGR, whereas the same does not happen for f(T )
2with respect to f(R) gravity [15]. Indeed, f(T ) models
lead to different outcomes if compared with the corre-
sponding f(R) approach. For these reasons, the f(T )
formulation of gravity represents an interesting approach
with a significative number of cosmological implications
which are today object of intensive investigation [14–17].
In this paper we are going to investigate a model-
independent approach to reconstruct the f(T ) function
from cosmological observations. In this perspective,
we consider the cosmolgical Friedmann equations for a
generic analytical f(T ) function. Afterwards, we recast
the corresponding equations in terms of the redshift and
Hubble parameter H(z). In so doing, we obtain a dif-
ferential equation which can be numerically solved, once
H(z) is somehow fixed by data. Even though we are in-
terested in reconstructing f(T ), if we impose parametric
forms ofH(z) we would fix the model a priori, influencing
our numerical analyses which turn out to be model de-
pendent. To overcome this problem, we expand H(z) in
Taylor series around z ≃ 0, which corresponds to present
time t0. Since cosmography or cosmo-kinetics lie on ex-
pansions of a(t) around t = t0, our expansions of H can
be related to the cosmographic parameters, as in the case
of a(t). In particular, we consider two expansions: the
former considering the cosmographic parameters H0, q0
and j0, while the latter considering also the snap pa-
rameter s0. In such a picture, the cosmographic series
does not require the assumption of any model a priori.
So that, using the most recent bounds over the cosmo-
graphic parameters, we are able to model-independently
reconstruct f(T ). In fact, it is possible to demonstrate
that the above set of parameters univocally defines the
shapes of f(T ) in the interval 0 < z < 2. Furthermore,
being f(T ) = f(H(z)), it is possible to set a direct cor-
respondence between f(T ) and f(z). The former, f(z),
can be easily matched with arbitrary functions of the red-
shift z. Thus, we first reconstruct f(z) by means of the
cosmographic data and afterwards we come back to f(T )
and its evolution in terms of T .
In both cases, we find a good agreement between the
predicted and recovered shapes of f(z) and f(T ) and is it
possible to notice that curve strengths are only modified,
leaving unaltered the functional behaviors of each curves.
To figure out this result, we numerically analyze the ob-
tained curves with a class of test-functions. We conclude
that the best approach is offered by a particular class
of combined exponential functions. With these consid-
erations in mind, we obtain the corresponding f(T ) and
study the background cosmology. In particular, it is pos-
sible to describe the effective dark energy term and its
evolution in time. Finally, it is possible to fix limits over
the equation of state (EoS) and achieve a form for f(T )
which well adapts to cosmic evolution at late times.
The layout of the paper is the following. In Sec. II we
briefly summarize the main ingredients of f(T ) teleparal-
lel gravity and cosmology. In Sec. III, the basic require-
ments to solve numerically the modified Friedmann equa-
tions are discussed. In particular, the standard issues of
cosmography are considered and the main reasons to con-
clude that cosmography is a model-independent approach
to frame the universe dynamics are discussed. In Sec. IV,
the method for numerically solving the Friedmann equa-
tions is implemented and solutions for f(z) and f(T )
are introduced. Sec. V is devoted to the investigation of
the obtained f(T ) models and, in Sec. VI, we compare
our results with previous ones obtained in cosmography.
Sec. VII is devoted to conclusions and perspectives.
II. f(T ) GRAVITY AND COSMOLOGY
The equations of motion in f(T ) gravities can be de-
rived using as dynamical variables the veirbein fields
eA(x
µ), which form an orthonormal basis for the tangent
space at each point xµ of a generic manifold1. Introduc-
ing the dual basis eA(xµ), the metric tensor reads [12]
gµν = ηAB e
A
µ e
B
ν , (1)
where ηAB = diag(1,−1,−1,−1) is the Minkowski metric
of tangent space. The torsion tensor can be expressed by
the zero-curvature Weitzenbo¨ck connections Γˆλµν as [15]
T λµν ≡ Γˆλµν − Γˆλνµ = eλA(∂µeAν − ∂νeAµ ) . (2)
A convenient choice is to introduce the tensor
Sρ
µν =
1
2
(
Kµνρ + δ
µ
ρ T
αν
α − δνρ Tαµα
)
, (3)
where
Kµνρ = −1
2
(T µνρ − T νµρ − Tρµν) (4)
is the contorsion tensor. Hence, one can write the tor-
sion scalar, which represents the teleparallel Lagrangian
density, in the compact form
T = Sρ
µνT ρµν . (5)
Generalizing to a generic function of T means that the
gravity action can be rewritten as:
S =
∫
d4x e
[
f(T )
2κ
+ Lm
]
, (6)
where e =
√−g = det(eAµ ) and κ = 8piG. We will assume
throughout the paper the physical units with κ = 1. Lm
is the Lagrangian density of the matter fields. The field
equations are thus obtained by varying the action (6)
with respect to the vierbein fields:
eρASρ
µν(∂µT )f
′′ +
[
1
e
∂µ(ee
ρ
ASρ
µν)− eλAT ρµλSρνµ
]
f ′
+
1
4
eνAf =
κ
2
eρAT
(m)
ρ
ν
(7)
1 Here, we use the capital Latin indices to denote the coordinate
of the tangent space-time, while the Greek letters indicate the
coordinates of the manifold.
3where T (m)ρ
ν
represents the energy-momentum tensor
of matter. In the above relations, the primes indicate
derivatives with respect to T .
Hence, assuming the validity of the cosmological prin-
ciple [18], we consider the homogeneous and isotropic
Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) metric
for a spatially flat universe2,
ds2 = dt2 − a2(t) [dr2 + r2(dθ2 + sin2 θ dφ2)] , (8)
which corresponds to take the veirbein as: eµA =
diag(1, a, a, a). The modified Friedmann equations are
thus [19]:
H2 =
1
3
(ρm + ρT ) , (9a)
2H˙ + 3H2 = −1
3
(pm + pT ) , (9b)
where ρm and pm represent the matter density and pres-
sure for a perfect fluid source. In particular, we assume:
• dark matter and dark energy do not interact be-
tween them;
• the matter density, ρm, scales as in standard cos-
mology, i.e. ρm ∝ a−3 with a = (1 + z)−1;
• the matter pressure is pm = 0 to guarantee a pres-
sureless counterpart composed by baryons and cold
dark matter;
• radiation, neutrinos, gravitational relics and so
forth are negligibly small at our time and cannot
be considered in our analyses,
which turn out to be the basic demands of any cosmo-
logical theory to be consistent with current observations.
Moreover, in our picture ρT and pT are the torsion den-
sity and pressure respectively:
ρT = Tf
′(T )− f(T )
2
− T
2
, (10a)
pT =
f − Tf ′(T ) + 2T 2f ′′(T )
2[f ′(T ) + 2Tf ′′(T )]
. (10b)
They are clearly zero for f(T ) = T . One can define an
“effective” dark energy torsional component, whose EoS
takes the standard form in the hydrodynamic approach
to cosmology [20]. Since, for each species one has:
ωi ≡ pi
ρi
, (11)
2 Generalizing from spatially flat to non-flat is straightforward.
However, spatial curvature would influence the cosmographic
analysis, as we will discuss in Sec. III. In this paper we limit
our attention to the flat case only.
and
ωtot ≡
∑
i
(
pi
ρi
)
, (12)
then one gets:
ωDE = −1 + (f − 2Tf
′)(f ′ + 2Tf ′′ − 1)
(f + T − 2Tf ′)(f ′ + 2Tf ′′) , (13)
where we assumed
ωDE ≡ pT
ρT
. (14)
It can be interpreted as the torsional counterpart of f(T )
giving rise to dark energy effect. Depending on the form
of f(T ), it can be the origin of today observed accelera-
tion of the Hubble flow. Using Eqs. (10a) and (10b), the
Friedmann equations can be rewritten as [22]
H2 = − 1
12f ′(T )
[TΩm + f(T )] , (15a)
H˙ =
1
4f ′(T )
[
TΩm − 4HT˙f ′′(T )
]
, (15b)
where Ωm is the normalized matter density parameter
whose functional form scales as: Ωm ≡ Ωm0a−3, with
Ωm0 the current value as measured by observations. In
the FLRW universe, the torsion scalar T obeys the fol-
lowing constraint:
T = −6H2 , (16)
which relates the torsion directly with the Hubble param-
eter at all stages of the universe evolution. With these
considerations in mind, in the next paragraph, we rewrite
the Friedmann equations as function of the redshift z and
H finding the f(T ) form, once H(z) is constrained by
cosmography.
III. f(T ) COSMOGRAPHY
Let us highlight now some basic assumptions of cos-
mography in view of modeling the dynamics of f(T ) [23].
The expansion of scale factor a(t) in Taylor series around
the present time t0 [24] is
a(t) = 1 +
∞∑
k=1
1
k!
dka
dtk
∣∣∣∣
t=t0
(t− t0)k . (17)
From this expansion, one defines
H ≡ 1
a
da
dt
, q ≡ − 1
aH2
d2a
dt2
(18)
j ≡ 1
aH3
d3a
dt3
, s ≡ 1
aH4
d4a
dt4
(19)
4named Hubble, deceleration, jerk and snap parameters,
respectively. The luminosity distance can be written in
terms of the redshift z = a−1 − 1 as [25]
dL(z) = (1 + z)
∫ z
0
dz′
H(z)
. (20)
We can expand in series Eq. (20) by simply plugging
Eq. (17) in it and then, by using the cosmographic pa-
rameters Eqs. (18)–(19) evaluated at our epoch, obtain-
ing [26]:
dL(z) =
1
H0
(
c1z + c2z
2 + c3z
3 + c4z
4
)
+ E . (21)
Here, E is the error associated to the truncation of the
series at a given order. In particular, indicating with δi
the errors over the cosmographic coefficients, one gets:
{ E → 0, N →∞;
δ →∞, N →∞. (22)
with N the order of truncating series. The consequences
of such requests are that cosmography cannot be used
with an arbitrary precision to frame the universe dynam-
ics since any expansions is jeopardized by severe degen-
eracies among coefficients3. This is not the only limit of
cosmography but in this work we do not need to discrimi-
nate among models when N significatively increases, but
we only require cosmography to guarantee that H is fea-
tured in a model-independent way [28]. Thus, up to the
fourth order, as reported in Eq. (21), one gets:
c1 = 1 , c2 =
1
2
(1− q0) ,
c3 = −1
6
(
1− q0 − 3q20 + j0
)
, (23)
c4 =
1
24
(
2− 2q0 − 15q20 − 15q30 + 5j0 + 10q0j0 + s0
)
.
Hence, using Eq. (20) one can relate the Hubble param-
eter to the luminosity distance by means of
H(z) =
[
d
dz
(
dL(z)
1 + z
)]−1
, (24)
and so, making use of Eq. (21), one finds out the Taylor
series expansion of H as a function of the cosmographic
parameters:
H(z)
H0
= 1 +
∞∑
k˜=1
1
k˜!
dk˜H
dzk˜
∣∣∣∣
z=0
zk˜ , (25)
3 For additional details see [27]
where k˜ 6= k, while the first three orders read [29]
dH
dz
∣∣∣∣
z=0
= 1 + q0 ,
d2H
dz2
∣∣∣∣
z=0
= j0 − q20 , (26)
d3H
dz3
∣∣∣∣
z=0
=
1
6
(
j0(3 + 4q0)− 3q0(1 + q0) + s0
)
.
Now, if the values of the parameters (H0, q0, j0, s0) are
known, one can combine Eqs. (15a) and (15b) to numer-
ically infer the function f(T (z)) = f(z). To figure out
this point, we need to convert time derivatives and deriva-
tives with respect to T into derivatives with respect to
the redshift z. For any redshift-depending function F(z),
it is [30]:
d
dt
F(z) = −(1 + z)H(z) d
dz
F(z) , (27)
∂
∂T
F(z) = −12H(z)H ′(z) d
dz
F(z) (28)
where in the latter equation we have used Eq. (16). We
will use Eqs. (27) and (28) in what follows, in order to
get the forms of the functions f(z) and f(T ).
IV. NUMERICAL RECONSTRUCTIONS OF
f(T ) FUNCTION
In this section we want to reconstruct the form of f(z)
by using the requirements imposed in the modified Fried-
mann equations. To do so, let us consider Eqs. (9a)
and (27) which give the following differential equation
in terms of z and H(z):(
df
dz
)−1 [
H(1 + z)
d2f
dz2
+ 3f
dH
dz
]
= D (29)
with
D ≡ 1
H
(
dH
dz
)−1 [
3
dH
dz
+ (1 + z)
d2H
dz2
]
. (30)
As one can soon notice, Eq. (29) depends upon z and
H(z). Assuming the form of H(z) leads to impose the
model and to force the consequent analysis. In other
words, assuming a given H(z), for example the one of
the concordance ΛCDM model, would force f(z) to be
compatible with a slightly evolving dark energy term.
Since we are looking for reconstructing the Hubble flow
at different stages as model-independent as possible, we
make use of cosmography to take H free from any as-
sumptions. Indeed, once the form of H(z) is recon-
structed by Eq. (25), we obtain a model-independent pro-
cedure which relates Eq. (29) to z only, without passing
through postulating the cosmological model. In particu-
lar, Eq. (29) is a second-order differential equation which
5requires two initial conditions over f and dfdz . On the one
hand, the initial condition on dfdz can be obtained impos-
ing that the present value of the effective gravitational
constant is set to be the Newton constant G [21, 22]:
df
dz
∣∣∣
z=0
= 1 . (31)
On the other hand, the initial condition over f(z) comes
from Eqs. (16) and (31):
f(T (z = 0)) = f(z = 0) = 6H0
2(Ωm0 − 2) . (32)
Moreover, following the strategy in [31], we may recast
the cosmographic parameters (q0, j0, s0) as [32]:
q0 = −1 + 3Ω˜m0
2(1 + 2F˜2)
, (33)
j0 = 1− 9Ω˜
2
m0(3F˜2 + 2F˜3)
2(1 + 2F˜2)3
, (34)
s0 = 1− 9Ω˜m0
2(1 + 2F˜2)
+
45Ω˜2m0(3F˜2 + 2F˜3)
2(1 + 2F˜2)3
(35)
+
27Ω˜3m0(3F˜2 + 12F˜3 + 4F˜4)
4(1 + 2F˜2)4
− 81Ω˜
3
m0(3F˜2 + 2F˜3)
2
2(1 + 2F˜2)5
with
Ω˜m0 =
Ωm0
F1
, F˜i =
Fi
F1
(i = 2, 3, 4) (36)
Fi = T
i−1
0 f
(i)(T0) (i = 1, 2, 3, 4) . (37)
With those assumptions in mind, we adopt the indicative
values reported below [31]:


Ωm0 = 0.289
h = 0.692
q0 = −0.545
j0 = 0.776
s0 = −0.192
(38)
where h ≡ H0/(100 km/s/Mpc). These results are com-
patible with the current expectations over the cosmo-
graphic set of parameters using different data sets [33].
Thus, we handle the aforementioned limits over the
cosmographic parameters to numerically solve Eq. (29).
To do so, we perform a two-step analysis. In particular,
we first consider the Hubble rate expansion up to the
second order in z, namely up to the jerk parameter. We
then show our results in Fig. 1 for different values of the
set (Ωm0, q0, j0), holding H0 to be fixed.
FIG. 1. Numerical reconstruction of f(z) for different
(Ωm0, q0, j0) based on the results of Table 6 in [31]. The solid
red, the dashed blue and the dotted green lines correspond,
respectively, to the the best-fit values, the upper 2σ bounds
and the lower 2σ bounds of the parameters (Ω˜m0, F˜2, F˜3). The
dot-dashed black line corresponds to the ΛCDM model. h is
fixed to the best-fit value of 0.692 .
We then match the numerical behaviours using the fol-
lowing test-functions4:
f1(z) = A+ z(B + Cz) ln(1 + z2) (39a)
f2(z) = A+ Bz2eCz (39b)
f3(z) = Az2 + Bz sin(1 + Cz2) (39c)
f4(z) = A+ Bz2 cos(1 + Cz) (39d)
f5(z) = A+ B sinh(1 + Cz) (39e)
f6(z) = A+ Bz3 tanh(Cz2) (39f)
with A, B and C free coefficients to be fixed from a direct
comparison with the numerical curves. To get suitable
outcomes, we find a good analytical approximation ac-
cording to the following requirements.
• The function f(z) has to be neither odd nor even.
• The linear term, i.e. f(z) ∼ z, is not favored and
does not contribute significantly around the sphere
z ≤ 2.
• Cosmography does not influence the functional
analysis but rather it fixed the strengths of any
test-function. The limits of cosmography are ev-
ident, since enlarging the prior domains leads to
anomalous results on the form of f(z) which are not
compatible with current dark energy behaviour.
4 Here, test-functions are used to match a posteriori the shapes
of numerical curves obtained from our numerical analysis. The
forms of such functions have been chosen analysing the shapes
and checking any formal trends of the involved curves.
6• The f(z) results are all compatible with the con-
cordance paradigm, but do not exclude dark energy
to vary.
• The numerical analyses do not depend upon adding
scalar curvature and radiation.
To find, among the test-functions, the best approxima-
tion for f(z), we perform the R2-test [34]. Denoting by
fobsi the values of f(zi) obtained from the numerical so-
lution, and by fi the correspondent values, we can define
R2 ≡ 1−
∑n
i=1(f
obs
i − fi)2∑n
i=1(f
obs
i − f¯)2
, (40)
where
f¯ =
1
n
n∑
i=1
fobsi (41)
and n is the number of points. The R2 statistics provides
information on how well the test-functions approximate
the numerical f(z), being R2 = 1 the ideal case in which
the test-function agrees exactly with f(z).
Test-function (A,B, C) R2
f1(z) (−3.897, 10.88, 7.185) 0.99974
f2(z) (−5.024, 8.651, 0.512) 0.99997
f3(z) (15.73, −9.286, 1.112) 0.99102
f4(z) (−3.152, −21.52, 1.114) 0.99630
f5(z) (−10.93, 3.173, 1.593) 0.99909
f6(z) (−3.463, 11.89, 4.143) 0.99959
TABLE I. Results of the R2-test on the test-functions
Eqs. (39a)–(39f) using the parameters (Ωm0, h, q0, j0) =
(0.289, 0.692, −0.545, 0.776) .
As an example, we consider the red curve of Fig. 1.
The R2-test suggests that the most suitable choice cor-
responds to the function (39b) (see Table I), i.e.
f(z) = A+ Bz2eCz (42)
with
(A,B, C) = (−5.024, 8.651, 0.512) . (43)
However, it is evident from Table I that very good ap-
proximations for f(z) are also the functions Eq. (39a)
and Eq. (39f), whose R2 values are far from the best
one by only 0.024% and 0.038%, respectively. The com-
parison between the numerical solution of f(z) and the
functional form of Eq. (42) is shown in Fig. 2 .
The second step takes H(z) up to the third order, re-
stricting the value of the snap parameter to the interval
[35]
s0 ∈ [−1, 0] . (44)
In this case, fixing (Ωm0, h, q0, j0) to the best-fit values,
we show in Fig. 3 the behaviour of f(z) for different
values of s0. Consistently with what found before, the
best approximation for f(z) corresponding to the best-fit
value of s0 is provided by the same function as in Eq. (42),
but with slightly different free parameters, namely:
(A,B, C) = (−5.022, 8.577, 0.532) . (45)
FIG. 2. Comparison between the numerical solution and
the analytical approximation of f(z). The parameters
(Ωm0, h, q0, j0) are based on the best-fit results found in [31],
while the coefficients (A,B,C) are given in Eq. (43).
FIG. 3. Numerical solution of f(z) for different values of the
snap parameter. The parameters (Ωm0, h, q0, j0) are based on
the best-fit results found in [31]. The solid red line corre-
sponds to the best-fit value of s0. The dot-dashed black line
corresponds to the ΛCDM model with Ωm0 = 0.289.
7V. f(T ) COSMOLOGICAL MODELS
Our goal is now to reconstruct the function f(T )
through a back-scattering procedure. In particular, in-
verting the expansion of H(z) up to the snap parameter
by means of Eq. (16), one finds z in terms of T , which
can be inserted back into Eq. (42) to finally reconstruct
f(T ). To take into account the uncertainties in the es-
timate of the cosmographic parameters that may propa-
gate through our numerical analysis, we rescale Eq. (42)
as
αf(z)→ f(z) , (46)
where the constant α will be determined from cosmolog-
ical constraints. One obtains:
z(T ) =
1
2Q
[
2(q20 − j0) +
(
4M(T )
H30
)1/3
+
(
16H30
M(T )
)1/3 (
j20 + q
2
0(6 + 12q0 + 7q
2
0)− 2j0(3 + 7q0 + 5q20)− 2s0(1 + q0)
)]
(47)
and
f(T ) = αA+ αB
4Q2
[
2(q20 − j0) +
(
4M(T )
H30
)1/3
+
(
16H30
M(T )
)1/3 (
j20 + q
2
0(6 + 12q0 + 7q
2
0)− 2j0(3 + 7q0 + 5q20)
− 2s0(1 + q0)
)]2
e
C
2Q
[
2(q20−j0)+
(
4M(T )
H3
0
)1/3
+
(
16H30
M(T )
)1/3(
j20+q
2
0(6+12q0+7q
2
0)−2j0(3+7q0+5q
2
0)−2s0(1+q0)
)]
(48)
where
M(T ) ≡ H20
√
2P(T )Q− 2H30N +
√−6TH20Q2 , (49)
P(T ) ≡ 2H20
[
6j30 − 6q20
(
2 + q0(4 + q0)
)2
+ 3j20
(
8 + q0(28 + 17q0)
)
+ 4
(
2 + q0
(
6− q0(3 + 7q0)
))
s0 + 9s
2
0
+ 2j0
(
6(2 + 3s0) + q0
(
52 + q0(60− q0(6 + 17q0)
)
+ 27s0
)]
− 2√−6TH0
(
j30 + 3j
2
0(1 + q0)(6 + 11q0)
− 3j0q20
(
12 + q0(29 + 16q0)
)
+ q40
(
18 + q0(36 + 17q0)
)− 15q20(1 + q0)s0 + 3j0(5 + 7q0)s0 + 3s20)
− 3T (− 3q20(1 + q0) + j0(3 + 4q0) + s0)2 , (50)
Q ≡ −3q20(1 + q0) + j0(3 + 4q0) + s0 , (51)
N ≡ j30 + 3j20(1 + q0)(6 + 11q0)− 3j0q20
(
12 + q0(29 + 16q0)
)
+ q40
(
18 + q0(36 + 17q0)
)− 15q20(1 + q0)s0
+ 3j0(5 + 7q0)s0 + 3s
2
0 . (52)
We can use the reconstructed f(T ) to study ρT and pT
and their cosmological implications and to compare our
results with cosmological models developed in the litera-
ture so far [36]. So that, Eqs. (10a) and (10b) become:
ρT =− 1
2
[
T + α
(
A+ B ξ(T )
4Q2 e
Cξ(T )
2Q
)]
+
21/3α B T G(T )
24H30Q3M(T )2
X(T ) Y (T )M′(T ) e Cξ(T)2Q , (53)
8pT =
[
e−
Cξ(T )
2Q H40Q
4M(T )10/3
(
72A+ 18Bξ(T )
2
Q2 e
Cξ(T)
2Q − 3× 2
1/3BTG(T )X(T )Y (T )M′(T )
H30Q3M(T )2
e
Cξ(T)
2Q +
21/3BT 2
H30Q4M(T )10/3
× e Cξ(T)2Q
(
21/3CG(T )2X(T )Y (T )M′(T )2 + 27/3H0QX(T )Y (T )M(T )M′(T )2 + 2H0QG(T )M(T )1/3
×
(
− 6X(T )Y (T )M′(T )2 + 25/3(CX(T ) + Y (T ))M(T )2/3M′(T )2 + 2H0((2Q+ C(q20 − j0))X(T )
+ (q20 − j0)Y (T )
)M(T )1/3M′(T )2 + 3X(T )Y (T )M(T )M′′(T )))
)]
×
[
24/3B
(
21/3CG(T )2X(T )Y (T )M′(T )2
+ 27/3H0QTX(T )Y (T )M(T )M′(T )2 +H0QG(T )M(T )1/3
(
− 12TX(T )Y (T )M′(T )2 + 27/3(CX(T )
+ Y (T )
)
TM(T )2/3M′(T )2 + 4H0
(
(2Q+ C(q20 − j0))X(T ) + (q20 − j0)Y (T )
)
TM(T )1/3M′(T )2
+ 3X(T )Y (T )M(T )(M′(T ) + 2TM′′(T ))))
]
(54)
where
ξ(T ) ≡ 2(q20 − j0) +
(
4M(T )
H30
)1/3
+
(
16H30
M(T )
)1/3
, (55)
X(T ) ≡ 24/3H20µ+ 2H0(q20 − j0)M(T )1/3 + 22/3M(T )2/3 , (56)
Y (T ) ≡ 24/3CH20µ+ 2H0
(
2Q+ C(q20 − j0)
)M(T )1/3 + 22/3CM(T )2/3 , (57)
G(T ) ≡ −2H20µ+ 21/3M(T )2/3 (58)
µ ≡ j20 + q20(6 + 12q0 + 7q20)− 2j0(3 + 7q0 + 5q20)− 2s0(1 + q0) (59)
and
M′(T ) ≡ ∂M(T )
∂T
=
1√
2
[√
3H20Q2T
(−T )3/2 +
H20Q√P(T )P ′(T )
]
, (60)
M′′(T ) ≡ ∂
2M(T )
∂T 2
= −
√−3TH20Q2P(T )2 +H20QT 2P(T )1/2P ′(T )2 − 2H20QT 2P(T )3/2P ′′(T )
2
√
2T 2P(T )2 , (61)
P ′(T ) ≡ ∂P(T )
∂T
= −3 (−3q20(1 + q0) + j0(3 + 4q0) + s0)2 +
√
6H0√−T
[
j30 + 3j
2
0(1 + q0)(6 + 11q0)− 3j0q20
(
12
+ q0(29 + 16q0) + q
4
0
(
18 + q0(36 + 17q0)− 15q20(1 + q0)s0
)
+ 3j0(5 + 7q0)s0 + 3s
2
0
]
, (62)
P ′′(T ) ≡ ∂
2P(T )
∂T 2
=
√
3
2
H0
(−T )3/2
[
j30 + 3j
2
0(1 + q0)(6 + 11q0)− 3j0q20
(
12 + q0(29 + 16q0)
)
+ q40
(
18 + q0(36 + 17q0)
)
− 15q20(1 + q0)s0 + 3j0(5 + 7q0)s0 + 3s20
]
. (63)
We notice that pT is in fact independent of the rescaling
factor α. From the condition of having an accelerating
expansion today, we are able to constrain α by imposing
9that ωDE < −1/3. Thus,
0 < α . 0.936 . (64)
Fig. 4 shows the reconstructed f(T ) for the best-fit values
of the cosmographic parameters with the indicative value
of α = 0.5. The physical density ρT and pressure pT are
FIG. 4. Reconstructed f(T ) for the best-fit values of the
cosmographic parameters and α = 0.5 in the redshift range
0 ≤ z ≤ 2.
shown in Figs. 5 and 6 , respectively, while we show in
Fig. 7 the effective dark energy EoS parameter as defined
in Eq. (13).
FIG. 5. Torsion density for the best-fit values of the cos-
mographic parameters and α = 0.5 in the redshift range
0 ≤ z ≤ 2.
VI. COMPARING f(T ) MODELS
In this section, we compare the reconstructed f(T )
model with the one proposed in [22], which has been ob-
tained by means of cosmography. Both the approaches
might be in agreement to guarantee the goodness of our
FIG. 6. Torsion pressure for the best-fit values of the cosmo-
graphic parameters in the redshift range 0 ≤ z ≤ 2.
FIG. 7. Effective dark energy EoS parameter for the best-fit
values of the cosmographic parameters in the redshift range
0 ≤ z ≤ 2. The different curves correspond to different values
of the rescale factor α (cf. Eq. (64)).
numerical analysis, in the redshift domain in which cos-
mography is valid. So that, let us recall the model defined
in [22]
f(T )ABCL = c0T + (T − T0)
[
c1 + c3 cosh(T − T0)+
(T − T0)
(
c2 + c4(T − T0) sinh(T − T0)
)]
(65)
where T0 = −6H20 . The model is composed by distinct
parts, each of them dominates over the other as the red-
shift increases. In particular, we choose the free parame-
ters ci (i = 0, . . . , 4) imposing that f(T0) = 6H
2
0 (Ωm0−2)
and f ′(T0) = 1, as well as we made as initial settings of
our approach. So that, by using the derivative constraints
on f(T ) at z = 0, obtained from a direct experimental
10
analysis with different data sets, one gets:
c0 = 2− Ωm0 (66a)
c1 = Ωm0 − 1 (66b)
c2 = −3× 10−6 (66c)
c3 =
1
15
× 10−9 (66d)
c4 =
3
4
× 10−14 (66e)
while the best-fit values of the present matter density
parameter and the Hubble constant were found to be,
respectively
Ωm0 = 0.364 , H0 = 71.47 km/s/Mpc . (67)
Without taking into account the sign of T , let us consider
the comparison between our present model and Eq. (65).
It is clear, from Fig. 8, that the two models are compat-
ible for z ≤ 1. Discrepancies have been accounted since
the previous model has been obtained by means of heuris-
tic results due to cosmography, whereas our model is a
numerical solution of the modified Friedmann equations.
Discrepancies are around the 10%÷ 15% and testify the
goodness between the two approaches. We conclude that
both the models are similar to the concordance paradigm
and seem to slightly depart from it at the observable limit
of z > 1. More significant deviations are however avail-
able as one exceeds such an interval, i.e. for z > 1. The
limit of cosmography, found in the model (65) is overcome
by extending it with the numerical analysis performed in
the present work.
FIG. 8. Comparison between f(T ) found in this work for
α = 0.5 (solid blue line) and f(|T |) proposed in [22] (dashed
red line) in the redshift interval 0 ≤ z ≤ 1.
VII. CONCLUSIONS
We considered f(T ) teleparallel cosmological models.
In particular, we proposed a new model-independent
strategy to reconstruct the f(T ) function, without a pri-
ori assumptions over the model. To figure out this, we
recast the Hubble parameter H(z) in terms of cosmo-
graphic parameters and expanded it up to the jerk first
and snap later. We noticed that our outcomes have not
been influenced by the order, leaving unaltered the func-
tional behaviors of f(T ). So, since numerical bounds
over the cosmographic series can be found from kinemat-
ics only, without requiring any other assumptions, we
rewrote the modified Friedmann equations in terms of the
redshift only and recast f(T ) as function of the redshift
z through the constraint T = −6H2, with H = H(z),
previously expanded in Taylor series. In particular, we
set the cosmographic parameters by means of the most
recent observations first, and, later, with the concordance
ΛCDM predictions.
Our treatment enabled us to get a single set of differ-
ential equations all in terms of the redshift, which can be
numerically solved in order to get f(z) ≡ f(T (H)). So
that, using the most recent bounds over the cosmographic
coefficients, we inferred f(z) through test-functions. All
the adopted test functions passed the cosmographic ini-
tial settings and framed the universe dynamics with a
precise accuracy. We handled several test-functions and
found that the best agreement can be accounted if f(z) =
A + Bz2eCz. In this perspective, we considered a statis-
tical R2-test, to get the significance between our model
and the proposed test-functions. We thus found the set of
free parameters to be (A,B, C) = (−5.022, 8.577, 0.532)
and noticed that f(z) is neither odd nor even, being con-
structed without linear terms ∝ z. Afterwards, we came
back to f(T ) and its evolution in terms of T , with a
backscattering procedure, i.e. inverting z in terms of T ,
by means of T = −6H2. Therefore, we investigated some
consequences of the obtained f(T ) model and wrote its
equation of state, which turns out to be different from
the concordance case, providing a slightly varying effec-
tive dark energy term. Finally, we compared our results
with the ones proposed in previous cosmographic f(T )
models. We showed that, at least in the redshift do-
main z ∈ [0, 1], the approach that made use of cosmog-
raphy agrees with our prescription. Outer this interval,
however, the effective dark energy term turns out to be
consistently different from a pure cosmological constant,
providing that the ΛCDM model can be seen as a limit
of a more general paradigm included in f(T ) gravity cos-
mologies. Future works will include refined numerical
tests in view to extend the numerical behaviors of f(z)
toward early phase cosmology at higher z.
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