Abstract. This article is a review of the trapped motion of a charged particle in a dipole magnetic field. It provides an extensive discussion of the equations of motion in various coordinate systems and of their solution by approximate and analytically exact methods. Wherever possible, approximate solutions are compared with exact solutions obtained by numerical integration.
The problem of determining the motion of a charged particle in the earth's magnetic field enjoys a long history. The problem was first formulated by Stormer [1907] and was subsequently studied by him and several others in connection, with auroral phenomena and cosmic rays. Because of this connection, particular atten tion was given to the orbits that enter the earth's field from infinity. More recently, owing to the discovery of the Van Allen radiation [Van Allen et al, 1958] . a knowl edge of orbits that are trapped within the earth's field has also become important. The aim of this paper is to review the essential features of these trapped orbits in the approximation that the earth's field is replaced by that of a static magnetic dipole. (For a discussion of the more general case, see the work of i^Jones [1963] , Northrop [1963a, 6] , and Ray [1963] .)
It is convenient to begin with a qualitative description of the particle motion. Consider a low-energy particle of charge q and mass m placed in a magnetic dipole fi4ld of moment 3H as shown in Figure 1 . Then, by intuition one expects that the MOTION OF A TRAPPED PARTICLE Fig. 1 . Schematic representation of trapped charged particle motion in a magnetic dipole field. Note that with the conventional choice of geographic coordinates, the earth's mag netic moment 9K points down.
particle will gyrate about a guiding line of force r = r0 cos2 X 255
(1.1) In addition, the particle will move along the line of force, making its actual orbit resemble a spiral. As it moves into regions of stronger field at higher lati tudes, it will be reflected back toward the equator by converging lines of force. The result is a bouncing motion back and forth across the equatorial plane. Finally, the line of force about which the particle spirals will slowly drift in longitude.
In the following sections these intuitive conclusions are made more precise. Section 2 contains a discussion of the equations of motion in several different coordinate systems and their few known exact solutions. Section 3 deals with ap proximate solutions to the equations of motion developed by Alfven. In section 4, an alternate method for determining approximate solutions based on the use of an action integral is developed. It is employed in section 5 to determine various features of the motion for which simple Alfven theory is inadequate. A final sec tion enters into a speculative discussion of the validity of perturbative solutions for long times. Wherever possible, approximate solutions are supplemented by examples of exact solutions obtained numerically. The method of numerical inte gration is given in an appendix.
EQUATIONS OF MOTION
The equations of motion for the Stormer problem form a nonlinear set of coupled, second-order, differential equations. It is therefore not surprising that they do not possess any simple analytical solution. In this section wre shall simplify them as much as possible and discuss what information is known about their solution.
There are several ways of writing the differential equations for the Stormer problem. For our purposes it is most convenient to employ a canonical formula tion described by the relativistic Hamiltonian: 3C* = {mV + c2\p,2 + p2 + (fo/p) -qAJ2]}1/2 (2.1) w h e r e 
T R A P P E D O R B I T S 2 5 7
Since the Hamiltonian is independent of the time, the energy is a constant of motion 3 C * = y m o 2 = c o n s t a n t ( 2 . 5 )
The constancy of SC^ and y makes it possible to introduce a new Hamiltonian, 3C, which is equivalent to 3CR and has a simpler form that resembles a nonrelativistic Hamiltonian 3C = (l/2ym)\p8> + p2 + ((p,/p) -qA,)2) (2.6) If one regards 7 as a constant, one finds that 3Cfi and 3C have identical partial derivatives with respect to all dynamical variables and are therefore equivalent. JC is also conserved 3 C = _ y r r w 2 = c o n s t a n t ( 2 . 7 ) In what follows, wre shall always use 3C in place of 5CR.
A second constant of motion follows from the invariance of 3C under rotations about the z axis So far, the sign of r has not been determined. Examination of V shows that its radial derivative is always negative unless T is positive: r . V F _ _ i » r i j f i r i -s n c m * y m L p r J L p r J A negative radial derivative for the potential corresponds to a repulsive radial force. Consequently, all orbits characterized by a negative T must extend to m&%tsLtt_td cannot be trapped. When r is positive, V has a minimum on the line r = r~1 c o s 2 X ( 2 . 1 3 )
Particles of sufficiently low energy will be confined to the vicinity of this line, and we have r 0 = r -1 ( 2 . 1 4 ) where the primes have been suppressed for notational convenience. The dimen sionless constant yi of equation 2.18 is that used by Stormer [1955, pp. 219-224] l and is related to the constants of equations 2.7 and 2.9 by 4 W^V Yl 16 \vymJ (2.20) In this system of units, the particle gyrates about the guiding field line r = c o s 2 X ( 2 . 2 1 ) with unit frequency when in the equatorial plane and has the dimensionless velocity W o = l / 4 7 l 2 ( 2 . 2 2 ) The values of yi for particles and energies relevant to the Van Allen radiation are given in Figures 2 and 3 . For ease of computation, the relation between W02 and yi is plotted in Figure 4 .
We now examine V in greater detail by constructing a contour map as shown in Figure 5 . Inspection of the map shows that V vanishes on the floor of the valley (thalweg) given by equation 2.21 and at p = oo, and it is positive elsewhere. c o n s t a n t p o t e n t i a l .
1This book is a primary reference to work done on motion in a dipole field up to 1955. It contains an extensive discussion of the equations of motion and their solution by numerical integration.
Moreover, there is a pass connecting the thalweg to infinity at z-= 0, p = 2, where F has the value
.All other paths leading from the thalweg to infinity and not going through the pass encounter larger values of V. One concludes from energy conservation that particles in the valley will be trapped provided their total energy is less than 1/32 or yi > 1. These particles must remain in the vicinity of the field line given by equation £.21 or, in the old variables, the field line given by equation 1.1. Here is the justification for our intuitive notion that low-energy particles are confined to magnetic field lines. Unfortunately, there are no further known constants of motion, so that the system of equations 2.16-2.18 is as simple a system as one can achieve. In general, it has no known analytic solution. The equations can, however, be solved in terms of elliptic functions for the special initial conditions
in which case the orbit is confined to the equatorial plane [Graef and Kusaka, 1938; De Vogelaere, 1950] . The behavior of the equatorial orbits for small excursions out of the equatorial plane may be examined by perturbation methods. Expanding V as a power series in z and applying Hamilton's equations, one obtains z + (1/P6)(P -1)* = 0 + 0(z3) (2.25) P + (1/p5Xp -D(2 -p) = 0 + 0(z2) (2.26) If the terms of second and higher order in z are neglected, the solution to equation 2:26 is the same as the equatorial case and is therefore a known periodic function of fime. Equation 2.25 then becomes Hill's equation [Whittaker and Watson, 1958] . Its solution can be written in the form z = C e Q ' + ( t ) + A f °V ( -' ) ( 2 . 2 7 ) where C and D are arbitrary constants and if/(t) is periodic in time with the same period as p(t). The constant O, called the characteristic Poincare exponent, determines the stability of the orbit. If Q has a real part, the motion in the z direction can grow (within the approximations made) without bound. If Cl is purely imaginary, the motion is bounded (for time intervals in which the neglected terms have negligible effect) and is therefore stable. The behavior of O as a function of y_ has been studied by De Vogelaere [1950] , who finds that all orbits _,ve stable for y_ > 1.3137.
Besides the analytical solution for motion in the equatorial plane, there is one other available solution which takes the form of a power series in Wo2. (The solution presented here has previously been given in the |orm of a double power series in W02 and w. See Stormer [1955, pp. 247-248] .) We begin by rewriting the equations of motion for the dimensionless p and z variables in terms of two new variables given by the equations
4w(l -ti;)r4{(dr/d02 -W02) + r\dw/dt)2 + 4(1 -w)(w -r)2 = 0 (2.31) Now let r be regarded as a function of w. Equation 2.31 may be rewritten as (w)2[_w(l -w)rAr'2 + r6] = [JF024w(l -w)rA -4(w -r)2(l -w)} (2.32) where the prime denotes differentiation with respect to w. We suppose that r(w, Wo2) can be expanded in the form r = w + j _ ) W o 2 n A n ( w ) ( 2 . I -[ ( 3 w -4 ) _ 4 , 2 -2 w b A x -8 w 5 ( l -w ) A _ ' ) ( 2 . 3 6 ) We shall also need the expansion for iv which follows upon differentiating equation 2.34:
Next consider the quantity (f2) which occurs in equation 2.30. From equation 2.33 it follows that this quantity can be written as 1 d2r2 2dF = (™)2 + vM + W°*WA* + wAA + (™)2(2-A/ + ™A_")) + • • • (2.38)
Substitution of the expressions for (w)2 and w given by equations 2.34 and 2.37 into equation 2.38 gives the result that | §^= £ W 0 2 n C n ( w ) ( 2 . 3 9 ) where
We now have expansions for all the terms appearing in equation 2.30 which m a y b e r e w r i t t e n a s '
[w + ± TT.-".J[-ir/ + ± W0"Cn] + ± W02"AB -0 (2.42) To complete our discussion, we must examine the convergence of our as sumed series expansion for r(w, W02), equation 2.33. We first observe that the Am(w) are both well defined by the recursion relationsvand analytic for all w in the interval 0 < w < 1. Consequently the series represents for each value of W0 sb orbit that extends all the way down the guiding field line to the origin of the dipole. The existence of such an orbit has been demonstrated by Malmquist [1944] . ■ Tie uniqueness of this orbit has not yet been proved, but it seems intuitively clear. (The difficulty arises from the singular nature of the equations of motion near r = 0 as evidenced by equations 1.2 and 1.6.) Now it is known from numeri cal studies that this orbit to the origin does not cross the equatorial plane at right asagles [Stormer, 1913] We may also conclude that dr/dk\^ for the orbits to the origin goes to zero *i_» decreasing W" faster than any power of W0. These results are illustrated at the equatorial crossing for orbits obtained numerically in Figures 6 and 7 . ' As remarked earlier, the equations of motion derived from the Hamiltonian of equation 2.16 are very singular near the origin. This is essentially because the cyclotron frequency governing the gyrations about the guiding field line (or, equivalently, the oscillations about the thalweg) is given, in dimensionless coordinates, by w = ( l + 3 s i n 2 X ) V r 3 ( 2 . 5 0 )
As a result, it is very difficult numerically to integrate trajectories approaching the vicinity of the origin. To obtain an accurate numerical solution, it is necessary to use a time step that is a small fraction of the cyclotron period. The cyclotron period goes to zero as or1 upon approach to the origin. Consequently it is neces sary to make frequent changes in the time step during the course of integration, generally a very inconvenient process.
We shall now explore to what extent this difficulty can be remedied by a change of variables including the time. In making changes in the time scale, it is convenient to employ a 'zero energy' Lagrangian formulation of the equations of motion. We shall use the Lagrangian : £ = _ { p 2 + i 2 + T F o 2 -[ 1 / P -P A 3 ] 2 } ( 2 . 5 1 ) which clearly leads to the same equations of motion as the Hamiltonian 2.16. It is called 'zero energy' because for the solution satisfying
We now use the fact [Birkhoff, 1927, p. 38] must have a zero curvature tensor [Eisenhart, 1947] . What we would like to do is set dl = w dt because this would make the transformed cyclotron frequency a constant. Unfortunately this is impossible since the line element (2.58) with / = co does not have zero curvature. It is possible, however, to get rid of the worst part, the r""3 term, and set = 2 e ' * u T 1 / 2 ( 2 . 6 5 ) where ^ is an arbitrary phase factor. Equating real and imaginary parts and setting f = ?r/4 gives { = ( 2 / r ) 1 / 2 ( c o s X / 2 + s i n X / 2 ) ( 2 . 6 6 a ) v __ (2/r)1/2(cos X/2 -sin X/2) (2.666) a n d t h e i n v e r s e r e l a t i o n s ?
c o s x = 2 !^ + n T 1 ( 2 . 6 7 5 )
Other choices for the angle * merely lead to a rotation of coordinates in the (, r, plane. Substituting the expressions for the new coordinates into equation 2.56 and remembering the relations = r s i n X ( 2 . 6 8 a )
p -r c o s X ( 2 6 8 b >
gives the final Lagrangian £ = ? * + " ' 2 -U f a n ) ( 2 . 6 9 )
The new equations of motion are
along with the subsidary zero energy condition
Finally the thalweg, equation 2.21, is transformed into the curve
Examination of the behavior of U reveals that both *" and V' are analytic WtioTTl and , within the region U < 0 allowed by equation 2 72, including Ztrts at infinily, which are the images of the origin in <*£«»£*_ Furthermore, the transformed cyclotron frequency vanes at most by a factor of 2 Ivt t^enti^ thalweg since only the factor vl+TSTx remains. *c, conc^e Zt equations 2.71 are much better suited for numerical integration *aa *°« wtth which we began. The price that has been paid is that the ongin r -0 has been formed to infinity. This means that the orbits that used to go to the origin nTg^tfinity. Consequently, these orbits still have a rather spe<*d c£ra*ter. (For a coordinate transformation setting f = r'\ see former [1955, pp. 225-227 . This choice is less satisfactory since the transformed cyclotron frequency is stiU singX at the image of the origin. The coordinate system given here should also be useful for cosmic-ray orbits.) 3. ALFVfiN THEORY Because there are no known analytical solutions for general initial conditions (initial conditions that do not lead to equatorial orbits or the trajectory te.the origin), it is necessary to resort to approximate solutions or numerical migration. In this section a brief review is given of the approximate solutions developed bj Aliven f Wvin, 1950; Alfven mid Falthammar, 1963] . In its greatest generality, IK method is appli able to time-dependent fields without axial symmetry.
-Our discussion will be restricted, however, to the case of a static dipole field An alternate approach to that of Alfven will be developed with the use of canonical perturbation theory in the next section. Since the appearance of Alfven's pioneering work in the 1940's, considerable effort has been devoted to expanding his results, both by calculations similar in spirit to his own and by methods employing canonical perturbation theory. The current state of the art is well summarized in the book of Northrop [1963a] to which the reader is referred for further information and an extensive bibliog raphy. In addition, the reader is referred to papers^of Lemaitre and Bossy [1945] , Bosty [1962] , Gall [1963] , Hayakawa and Obayashi [1963] , and refer ences cited therein. _ Alfven begins with the particle motion in a homogeneous field and then introduces the mhomogeneity as a perturbation. In such an approximation the motion may be decomposed into the composite of two motions, gyration about a point called the guiding center and motion of the guiding center itself These motions may each be discussed separately and then recombined to find the total motion.
Consider first the gyrating motion. For the case that the magnetic field B(r) encountered by a gyrating particle varies slowly during a cyclotron period Alfven s h o w s t h a t t h e m a g n e t i c m o m e n t M ' M = v ? / 2 _ ( 3 J ) associated with this motion is nearly constant. The slow change in the magnetic field may arise either from an explicit time dependence of B or from the change in B experienced by a particle, owing to its motion. The quantity »x is defined as the component of the velocity perpendicular to the magnetic field. This result provides a constant of motion for the gyrating part.
The description of the guiding center motion is more complicated. Alfven shows that it drifts with a velocity u having a component perpendicular to the field n ± -( l / q B 2 ) { B X ( q M V B + y m x x ) } ( 3 . 2 ) whereas the component along the field is governed by the equation 7 w u , + q M V i B = 0 ( 3 3 ) In equations 3.1-3.3, B is evaluated at the guiding center.
These results may now be applied to the dipole field. Multiplying equation 3 3 by u, and integrating, one obtains $ y m u , ' + q M B -c o n s t a n t ( 3 . 4 )
Comparison of equations 3.1 and 3.4 and energy conservation shows that within the approximations made, i/, = v, where vt is the component of the particle velocity parallel to the magnetic field. Consequently equation 3.4 may be rewritten as
where I is the distance measured along the magnetic field Une. For the particular case of a particle gyrating about the guiding field line of equation 1.1, B and I are given by the equations B(K) = J3o(l + 3 sin2 X)1/2(cos X)"6 (3.6) B Q = 9 t t r 0~3 ( 3 . 7 ) dl = r0 cos X (1 + 3 sin2 X)1/2 dX (3.8)
Examination of equations 3.5 and 3.6 reveals that wH vanishes when B assumes the value Bm B m = y m v 2 / 2 q M ( 3 . 9 ) Consequently the particle will mirror at this point and be reflected back toward the equator. This is the most significant geophysical result of Alfven's method, since it shows that the Van Allen radiation is prevented from entering the earth's denser atmosphere where it would be quickly lost. Of course, the result is only correct to the extent that M remains approximately constant. The long-term behavior of M will be discussed in section 6.
In what follows it is convenient to introduce a dimensionless parameter p, defined by
The quantity j_ is the sine of the angle between the particle velocity and the magnetic field at the moment the particle crosses the equatorial plane. Equation 3.5 may now^e solved by integration:
wrhere the mirror latitude A™ is given by B ( \ m ) = B m = B o / fi 2 ( 3 . 1 2 ) The integral has been evaluated numerically in the special case A = X-, to obtain the bounce period T(p) = J7(Am, A™) [Hamlin et al., 1961] . The results are reproduced in Table 1 .
In essence, equations 3.1 and 3.11 give an approximate solution for the p-z motion governed by equation 2.6. Now consider the problem of integrating equa tion 2.11 to find <f>(t). For the dipole field, equation 3.2 may be simplified to read
The result follows from the relations where ii! is the radius of curvature for the guiding field Hue. The average value of <j> o v e r a g y r a t i o n i s n o w g i v e n b y v < £ = u j p ( 3^7 ) The accuracy of this result may be checked for the special case of equatorial orbits [Avrett, 1962] . When v, is zero, equation 3.17 reduces to 4 > = ( 3 / 2 X y m / q B o ) ( v 2 / r 0 2 ) ( 3 . 1 8 a ) The exact result obtained by integrating the elliptic functions described in section 2 js given by
When rewritten in terms of the dimensionless variable of section 2, the same e q u a t i o n s r e a d ' This integral has also been evaluated numerically, and the results are reproduced in Table 1 [Hamlin et al., 1961] . We conclude that within the approximations made, Alfven's approach gives a complete description of the particle motion. These approximations are ex pected to become exact in the limit that the particle cyclotron frequency is constant over a cyclotron period, or « / a . 2 « l ( 3 -2 0 )
By equations 1.2 and 3.14 this condition is equivalent to requiring that v / c o R « l ( 3 -2 D
In the dimensionless variables, the quantities «, and R are of order unity, whereas the velocity W» is given by (2 ?1)-2. The analogous requirement in these vari ables is therefore that
4. CANONICAL PERTURBATION THEORY In this section we shall formulate an approach to the Stormer problem based on action integrals. This method enjoys the advantage over Alfven's perturbation theory of giving more accurate results and employing the familiar tools of classi cal mechanics. It suffers the disadvantage of being readily applicable only to time-independent fields with axial symmetry.
Our discussion will be confined to the two-dimensional motion in the p-z plane described by the Hamiltonian of equation 2.16. This is the real problem of interest since, once this motion is known, the motion in three dimensions can be found by a quadrature. In section 2, it was shown that trapped particles are constrained to remain in the vicinity of the thalweg, equation 2.21; hence, the motion may be described as an oscillation about the thalweg superimposed upon motion along the thalweg. This suggests that the problem can best be handled by the introduction of new orthogonal 'dipolar' coordinates, a and b [Dragt 1961] . They are related to the coordinates r and X by the equations r = a c o s 2 X ( 4 -l a ) r 2 -b~l s i n X ( 4 . 1 b )
The line element for the a-b coordinates is given by
with ha2 = (dr/da)2 -cos6 X(l + 3 sin2 X)"1 (4.3)
hb2 -(di/db)2 -a6 cos12 X(l + 3 sin2 X)"1 (4.4) These coordinates have the property that lines of constant a are the lines of force for a dipole field.
The ncw canonical variables may be obtained from the generating function
by employing the standard relations P. = dF/dz = (da/dz)pa + (db/dz)pb (4.60)
( 4 . 7 6 ) By using the line element relations ds2 -(ha da)2 + (hb db)2 = h2[(da/dz) dz + (da/dp) dp]2 + hb2[(db/dz) dz + (db/dp) dp]2 (4.8) = dz2 + dp2 one finds that p . 2 + p 2 = ( p j h " y -+ ( P b / h b ) 2 ( 4 . 9 ) The Hamiltonian, equation 2.16, may now be written as
V ( a , b ) = ( 2 a 4 c o s 6 X ) -' ( a -l ) 2 ( 4 . 1 0 6 ) In the new dipolar coordinates the rapid oscillation about the thalweg is described by the variables a and pa, and the slower motion along the thalweg is described by b and pb. This separation makes it possible to treat each degree of freedom individually. In effect, as far as the a,pa motion is concerned, the be havior is analogous to that of a harmonic oscillator whose parameters (the quantities b and p") change slowly in time.
■.y1^ WCU kD0Wn that in SUch circumsta"ces the action integral associated with the oscillatory motion is an adiabatic invariant [Born, I960] . One there fore expects that the quantity J defined by the equation
will be approximately constant throughout the course of an orbit. The integral is to be evaluated with b and pb held fixed.
The simplest conclusion that can be drawn from the above discussion is that the canonical momentum pb should assume (approximately) the same absolute value each time the particle crosses the equatorial plane, or \P.
From the equation
and equations 4.1-4.4 the quantity « is given in the p-z variables by the relation a = p3 \z\ (4.14)
This result will be used extensively in the following section.
To extract more information, it is necessary actually to evaluate the integral 4.11. Unfortunately, this cannot be done in closed form, and we must be content with an expansion. Inspection of equations 2.18 and 4.10 shows that each of the quantities pa2y(a -l)2, and pb2 are of order (yi4)"1. One may therefore consider making an expansion in « = (yi2)"1. It is often more convenient to treat each degree of freedom individually and write We begin by expanding the integrand about the equilibrium point a<>. This point is defined to be that value of a about which oscillations occur in the limit of infinitesimally small oscillation, and it is therefore the solution of the relations where the quantities on the right are to be evaluated at a = 1. At first sight, this result seems somewhat surprising since one might naively think that the thalweg a = 1 should be the point of equilibrium. However, after some elementary algebra, one finds that
where R is the radius of curvature defined in section 3. With the use of this relation and equations 4.10, equation 4.18 may be rewritten in the implicit form
This expression shows that the equilibrium point is displaced from the thalweg by the centrifugal force caused by the particle's motion along the field line.
The terms in the integrand may now be expanded in the form
The coefficient dx vanishes because of the equilibrium conditions of equations AM/M ~ ±. 40%, whereas the corresponding change in a is relatively small, Ao/_ ~ =t 1%. A more detailed plot of the behavior of a for this case is shown in Figure 12 . These examples illustrate the superiority of the canonical perturba tion theory over the conventional Alfven theory at large energies. A -1 . 9 5 . 9 6 . 9 8 1.00 P P Hie single-valued case as the initial conditions are changed. A similar phenomenon lias been observed in numerical studies of orbits in a mirror machine [Northrop, 1963a, pp. 96-101] . This behavior cannot be explained by either the Alfven or canonical perturbation theory; it awaits a more sophisticated approach.
. A P P L I C AT I O N S
We now apply the results of the canonical theory to some instances in which the simple Alfven theory is inadequate. We shall first discuss how the Alfven theory can be extended to take into account, to first order, the variation in M given by equation 4.29. As a second application, we shall introduce the use of a Poincare surface of section and employ canonical perturbation theory to calculate some of its features. The only difference between equation 3.11 and equation 5.4 is the presence of the correction term / and the replacement of p2 by J/irV2. We observe that / is small of order ci and essentially oscillates in sign with the cyclotron frequency *>. Since / is oscillatory and w is of order unity, the time integral of / over a bounce period must also be of order <x. By contrast, the bounce period itself is of order v~x and hence of order c1. Thus, in comparison to the bounce period, the correction due to / is of order c2. It is therefore permissible, through order c, to neglect the presence of / in the integration. We conclude that the first-order variation in M may be completely taken into account simply by redefining the quantity p? of equation 3.10 in terms of J instead of M as was previously done M 2 = J /^ ( 5 . 5 ) The same conclusion holds for other integrations based on the use of equation 5.1.
It is also convenient to have an expression for p? in terms of the quantity a defined in equations 4.12 and 4.14, since a is simply related to the initial condi tions in the equatorial plane. For this purpose we use equations 4.21,4.22, and 4.24. Examination of equations 4.1a and 4.3 shows that p = a and ha = 1 in the equatorial plane, so that in this case equations 4.22 and 4.24 may be rewritten as P Uo = d0 -d2(a -a0)2 + dz(a -a^f ( A . J . D R A G T system is defined to be a surface in phase-space which is crossed by every trajectory. Xot every mechanical system possesses a surface of section; but in those cases in which a surface of section can be found, it serves as a useful tool for characterizing topological properties of orbits in the large [Birkhoff, 1927, p. 143] . On the basis of tiie Alfven theory or the canonical perturbation theory, we intuitively expect tiiat every orbit for the trapped Stormer problem when extended indefinitely back ward and forward in time must cross the equatorial plane, so that in this case the three-dimeAsional surface given by z = 0 in the four-dimensional (p, z, p" ps) phase-space must be a surface of section. This conjecture can be proved rigorously by a direct examination of the differential equations of motion [De Vogelaere, 1954] . In addition to crossing the surface of section, all orbits are constrained by energy conservation to lie on the three-dimensional surface given by equations 2.16-2.18. Therefore, the intersection of the surface of section with the surface of constant energy is two-dimensional, and the surface of section is effectively two-dimensional. It is convenient to specify the location of a point on the surface of section by giving its value of p and pp = p. The value of pz = i can then be found, up to a sign, from equations 2.16-2.18. The choice of sign is immaterial since the Hamiltonian (2.16) is even in z. With this convention, the surface of section may be taken to be the p -p plane.
To every point in the p -p plane consistent with energy conservation (the value of z calculated from equations 2.16-2.18 must be positive) there corresponds a definite trajectory in phase-space. Unless the trajectory so specified happens to be the one leading to the origin of the dipole, the trajectory will again intersect the equatorial plane, yielding another p -p point on the surface of the section. For the trajectory to the origin, the return path can be taken to be the same trajectory traced backward. Thus, under the action of the equations of motion, each point in the p -p plane is mapped into another point; and we obtain a transformation, T, of the p -p plane into itself.
A knowledge of T gives a great deal of information about the global properties of the trajectories themselves. For example, the problem of finding periodic tra jectories is equivalent to the determination of those points in the p -p plane that are invariant under some integral power of T. This fact may be exploited to deter mine the initial conditions for certain classes of periodic orbits. An extensive dis cussion of the properties of T for the Stormer problem and its use in determining and classifying periodic orbits has been given by De Vogelaere [1958] . We note in passing that T is continuous and area-preserving.
A numerical exploration of the detailed properties of T requires a great deal of ingenuity and labor. It is therefore useful to have an approximate description of the properties of T. In what follows, we shall develop such a description on the basis of the canonical perturbation theory of section 4. Our theory will be approxi mate in nature and will become exact in the limit that TF02 -▶0 or yx » 1.
According to the canonical theory, the quantity p3 \z\ may be expected to assume approximately the same value a each time the particle crosses the equatorial plane. Consequently, in this approximation the manifold Ma of points (p, p) be longing to a given a must be invariant under T. By equation 5.8, the manifold may b e w r i t t e n a s fl Table 1 , the vanish-ing of p corresponds to a mirror latitude X™ of 90°. We therefore expect that the point given by M a when a = amax corresponds to the initial conditions for a particle to go to the origin of the dipole. These initial condi tions can be found by setting a = amax in equation 5.10 and solving for p and p with the result P = 0 (5.12a) P = 1 + 3 T F 0 2 + • • • ( 5 . 1 2 6 ) Comparing equations 5.12 with equation 2.47, we see that the canonical theory yields the same initial conditions as the first two terms of the asymptotic series (2.47).
It is also possible to use the canonical theory to solve approximately for the remaining points on the trajectory to the origin. By equation 5.5, the vanishing of p? implies the vanishing of J. To the extent to which J is approximately con stant, it must therefore vanish over the entire orbit. This can only occur if the particle moves in such a way that pa is always zero and a is always at the equilibrium point a0 given by equation 4.18. The trajectory through the origin is Thus, the canonical theory correctly predicts the trajectory to the origin up to terms of order W04. (This result has also been obtained by Bossy [1962] .)
Thus far, we have seen that the manifold Ma of points in the p -p plane is approximately invariant under T. We now consider the action of T on Ma itself. Now Ma for a given a is approximately a circle. Therefore the effect of T is a rota tion Ra sending each point in Ma to another point in Ma. Consider the particle motion as viewed in the a -pa plane. These are the variables that go over into p -p at the equator. Because the motion in the a -pa variables is approximately that of a harmonic oscillator (see section 4), the motion in the a -pa plane is essentially a rotation occurring with the cyclotron frequency o>. As a particle leaves the equator and returns after mirroring, the variables p -p go over to the variables a -pa and then reassume their original role. It is therefore convenient to define Ea as the number of rotations in the a -pa plane, i.e. the number of cyclotron gyrations made by the particle between equatorial crossings i ? --a . / -* -s / r V f " ( 5 1 6 )
We now turn to the task of evaluating the integral for Ra. By equations 5.1 and 5.5, the integrand may be rewritten as The first integral is already familiar from equation 3.11. The second, I(ji), has been calculated by Mcllwain [1961 and private communication] in connection with another problem. The functions I(p) and N(p) are given in Table 1 . For ease of interpolation, the function p2N(p) is also listed, since it exliibits considerably less variation than N(p):
To summarize, the action of T on the p -p plane (within the approximations of the canonical theory) is to transform each point belonging to a given Ma into another point within the same Ma. The transformation within Ma is a rotation by R* revolutions. The manifold Ma is given by equation 5.10 and the rotation number Rtt can be found from equations 5.9 and 5.18 in conjunction with Table 1. TRAPPED ORBITS
2S1
As a test of our conclusions about the action of T, we can again look at numeri cal solutions. We shall first compare the approximate theory and exact results for the rotation number Ra and then turn to a study of the manifold Ma.
For checking Ra, we will use a set of periodic orbits found numerically for 7l = 1.81072 by De Vogelaere [unpublished] , who provided the initial conditions for these orbits. the periodic orbits and the approximate value of Ra obtained from equations 5.9 and 5 18 and Table 1 . Five different types of orbits are shown. The trajectory m p -z coordinates is illustrated for each type at the top of the figure. The orbits may be classified according to whether their rotation number is integral or half-integral. That is, the initial conditions in the p -p surface of section are invariant either under T or T2. The orbits with integral Ra may be further classified by their point of departure from the equatorial plane and their mirror point. As can be seen, the predicted value of Ra falls between the actual value of Ra. It is interesting to note that R a depends on whether the launch point in the equatorial plane is on the inner side of the thalweg nearest the origin or on the outer side. It is quite insensi tive, however, as to whether the mirror point is on the inner or outer side of the thalweg. The orbits with half-integral Ra cross the equatorial plane in two places with slightly different values of a2, reflecting the fact that a is only approximately constant. These orbits appear to enjoy the properties of both inner and outer equatorial crossings.
We The double-valued behavior is just barely discernible in Figures 21 and 22 . It has the effect that the points tend to he on a thin crescent as illustrated schematically at the top of Figure 21 . In Figure 23 , the vertices of the crescent have joined and the behavior is again single-valued. 6. THE LONG-TIME BEHAVIOR OF THE MAGNETIC MOMENT All the approximate results of the previous sections are essentially based on the hypothesis that associated with the gyrating motion of a charged particle there is an approximately constant, or adiabatically invariant, quantity. In the Alfven theory, this quantity is the magnetic moment given by equation 3.1. In the canonical perturbation theory, the magnetic moment is replaced by a more exact adiabatic invariant, the action variable of equation 4.28. In both theories, the role of the adiabatic invariant is that of a third constant of motion. This constant of motion, in conjunction with the first two given by the energy and the canonical angular momentum (Equations 2.7 and 2.9), enables a complete (but approximate) solution of the equations of motion. In this section, we shall explore in more detail the numerical behavior of the action variable J. Thia behavior is of special geophysical significance to the Van Allen radiation, as mentioned in section 3, since the value of J determines at what latitude a trapped particle will mirror. If a particle mirrors at too high a latitude, it will enter the earth's atmosphere and be lost from the trapped radia tion.
The numerical results of the last section show that « and therefore J are remarkably constant from one equatorial crossing to the next. But this does not really answer the important question: what happens to J after many equatorial crossings? Does J change in such a way that it eventually becomes arbitrarily small, or does it remain in the neighborhood of some mean value, «/? Equivalently, do successive mirror points wander arbitrarily in latitude, or are they confined to the neighborhood of some mean latitude? If the mirror points do wander, how long does it take to go from one latitude to another? Clearly, the answer to such questions is crucial in determining the lifetime of the Van Allen radiation against atmospheric scattering.
Unfortunately, there is at present no known way of handling the problem analytically.3 Straightforward numerical integration of the equations of motion is also useless with present-day computers, since the validity of the solution is vitiated by truncation and round-off errors long before one can compute the re quired number of reflections. For example, there are believed to be Van Allen protons whose lifetime against all loss mechanisms exceeds 10 years. During this time such particles undergo approximately IO9 reflections.
Geophysics is not the only context in which this problem arises. It is also a matter of major concern in the design and construction of mirror machines for studies of controlled fusion. Surprisingly, workers in this field have found that, despite expectations to the contrary, long-term properties of orbits as observed experimentally appear to be predictable from the results of short-term numerical integration.
The method employed in the area of mirror machines is to make plots of the value assumed by M on successive equatorial crossings similar to those in Figures 8 through 11 (Garren et al. [1958] ; Northrop [1963a, chapter 5] ). If, upon close inspection, the points in a plot appear to fall on a smooth curve, the mirror points for this orbit are found experimentally to have long-term stability in a mirror machine. If, on the other hand, the numerical points are scattered, the experimentally observed orbit will have unstable mirror points. Moreover, the transition from 'smooth curve' to 'scattered' occurs quite suddenly as the initial orbit parameters are varied, so that there is a minimum of subjective uncertainty about to which category a given trajectory belongs.
We will now explore the consequences of assuming that a similar analysis * See, however, the work of Moser [1962] and Gardner (unpublished) referred to by Northrop [1963a] which demonstrates the existence, under certain conditions, of curves similar to the Ma of section 5 that are rigorously invariant under the action of T. If such curves exist, all p-p points outside them must lead to stable orbits.
is valid for the Stormer problem. (An analysis of essentially this type has been ___*£Dty Perforaed * G«™re [1963] with result, similar to those p£-ZvlilSV T ", '? T6 nearfy C°n6tant than M' we have fou°d it more convement to make plots of « versus " similar to Figure 12 . The use of «in place l!2VlPrbl!,t0 USf a lar*er 8caIe ™ Pitting, thus permitting a <Ler inspection of the 'smoothness' of curves.
All the orbits presented so far, i.e., those in Figures .96
1.00 1.04 1.08 Fig. 31 A . J . D R A G T Vl = 2.04110 and yi = 1.63999, which contain curves of both the smooth and scattered type. The curves within each family differ by the value of f? chosen for the initial conditions at the beginning of the numerical integration The ac curacy of the numerical solutions has been checked by reversing the sign of the particle velocity at the end of each integration run and then integrating back to the initial conditions. Evidently, for yi = 2.04110, the trajectories having an initial ^ of 0.597, 0.452, and 0.323 are of the smooth variety. As ? is further decreased, the <x~p plot becomes scattered as illustrated in Figure shows the result for each initial condition. Trajectories having a 'smooth curve' a P plot are marked by a circle; trajectories with a 'scattered' plot are marked b y a t r i a n g l e . . , /* is*Vdeni from the figure that 'scattered' behavior sets in at larger values of f. with increasing particle energy. If an orbit with a given energy and initial P. is unstable in the sense that it yields a scattered a-p plot, we expect that orbite with a larger energy or smaller value of ? will also be unstable. Conversely if an orbit with a given energy and M» is stable in the sense that it yields a smooth ITf °ZtP ' th°Se °rbitS wdth a smal,er enefgy or larger /»* will also be stable This consideration makes it possible to divide Figure 32 into regions of stability and instability. All initial conditions lying within the stable region should give trajectories with smooth a-P plots, and hence these trajectories should exhibit long-term trapping within a dipole field. Conversely, those orbits whose initial conditions lie within the unstable region should have scattered a-P plots a n d a r e n o t e x p e c t e d t o e x h i b i t l o n g -t e r m t r a p p i n g . ,
The above discussion provides a criterion for long-term containment in a magnetic dipole field similar to that used for mirror machines. We now enquire to what extent the Van Allen radiation satisfies this criterion. The Van Allen radiation has been shown to consist of two components: (1) a hard proton com ponent, the proton belt, centered at about IO4 km from the earth's magnetic axis, and (2) an electron component that extends through the region occupied by the proton belt and is terminated at its outer boundary by the interface be tween the earth's magnetic field and the low energy plasma streaming from the sun. (See, for example, Fan et al. [1960] , White [1959, 1960] , Holly and Johnson [1960] , Vernov et al. [1959] , Walt et al. [I960] .) The approximate extent of each component is shown in Figure 33 , which presents contours of con stant flux in space [Dessler, 1961] . One of the most striking features of the Van Allen radiation is that the hard proton component of the radiation essentially terminates at about 2 RE from the earth's center. If it is assumed that the extent of the proton belt is governed by the breakdown of the adiabatically invariant action integral. [Singer, 1959] , the shape of the populated regions in space for various energies can be calculated from Figure 32 with the aid of Figures 2 and 4 and Table 1. To within sufficient accuracy, the boundary between the regions of stability and instability in Figure  32 can be represented by the expression W o 2 = 0 0 1 2 m 2 ( 6 . 1 ) If anything, this formula underestimates the region of stability for p? near unity, since in this case we are dealing with nearly equatorial orbits. As discussed in section 2, these orbits are stable in the Poincare sense provided yi > 1.3137 or Wo2 < 2.0984 X IO"2. Choosing a definite energy and field line, one obtains the equivalent value of yi and UV from Figures 2 and 4 . Alternatively, one may also use equations 2.14, 2.20, and 2.22. Using equation 6.1, we obtain the minimum value of p2 consistent with stability. This minimum value of p2 is converted into a maximum mirror latitude by using Table 1 . Thus we find that a given field line can be populated by protons of a definite energy over a range of latitude up to a certain maximum latitude. Figure 34 shows two maximum energy contours so obtained. A similar analysis may be made for electrons. Reference to Figure 3 shows that owing to the smaller electron mass electron orbits are characterized by much larger values of 7l and are therefore stable except in regions very far from earth. At far distances, the earth's field is severely distorted by the solar plasma so that an analysis of orbits in terms of a dipole field is meaningless.
How does the shape of the actual proton belt compare with the hypothetical model? The answer depends on where we look. At high latitudes, the model agrees with experiment fairly well. For example, Imhof and Smith [1964] find that protons on the field line with r0 = 1.9 Rj> and mirroring with A** > 27° have a maximum energy of ~200 Mev. Using Table 1, equation 6 .1, and Figures 2 and 4 , we find that the maximum energy permitted by the breakdown of the magnetic moment is ^400 Mev. The discrepancy of a factor of 2 can perhaps be attributed to the departure of the earth's field from that of a pure magnetic dipole [Garmire, 1963] . For orbits that remain near the equatorial plane, the discrepancy is much larger. Figure 35 40-to 110-Mev protons as measured by Explorer 15 [Mcllwain, 1963] . It is ap parent that there are large regions of space that, on the basis of a static dipole field, are capable of containing energetic protons and yet do not. There is no reason to doubt that energetic protons are injected into this region. According to current theory a substantial part of the proton belt arises from cosmic-ray albedo neutron decay. On the basis of this theory, almost as many protons should be deposited at 2 Re from the earth's center as are deposited near the earth's surface. Hence, there is ample reason to believe that energetic protons are injected in sufficient amounts into the unpopulated regions to produce substantial trapped radiation [Singer and Lenchek, 1962] . 2 9 4 A . J . D R A G T There are at least two possible explanations for the discrepancy: (1) the higher multipole moments in the earth's magnetic field may again play an im portant role in determining an orbit's stability or (2) the protons at the outer edge of the inner belt may be affected by short-term dynamic fluctuations in the earth's field, for example, hydromagnetic waves [Wentzel, 1961; Dragt, 1961] . As mentioned earlier, the first explanation may play a role in determining the shape of the proton belt at high latitudes; however, there are two reasons for believing that this explanation cannot have a large effect on those orbits that mirror near the equator. The first reason is that the introduction of substantial azimuthal gradients in the magnetic field of experimental mirror machines ap pears to have little effect on the stability of orbits [Gibson et al, 1963] . The second reason is that at large distances from the earth the higher multipoles in the earth's field become less important compared to the dipole term. For example, at a distance of 2 Re from the earth's center, the magnetic field due to the quadrupole term in the earth's field is only about 4% of that due to the dipole term [Chapman and Bartels, 1941] . We therefore conclude that other effects in addition to the breakdown of the magnetic moment must play a large role in de termining the outer boundary of the proton belt. of the numerical work using IBM 7090 time provided by the Lockheed Missiles and Space Company. I thank Professor J. R. Oppenheimer for his kind hospitality at the Institute for Advanced Study.
A P P E N D I X
In this appendix the numerical method employed in integrating the equations of motion is described. We shall first derive some integration formulas for poly nomials and then turn to the equations of motion.
Let y(t) be an arbitrary polynomial in f and let h be a small time increment. We use the notation J / . = y ( n h ) ( A l ) and define a backwards difference operator V by the equation Assume for the moment that the value of Y is known for t == 0, ft, 2ft, 3ft. That is,
A . J . D R A G T we know the values 70 to Y3. From these values compute F0 to Fz where Fn is defined bŷ u F . = F ( Y n ) ( A 1 9 ) Then thejalue of Yt can be predicted from equations A13, A14, and A15 by setting n -3 and reinterpreting the quantities y, f, and g as vectors, Y, F, and G. We now solve equation A12 for a more accurate, or corrected, value of Yt by iteration, using the predicted value of Y4 as a first iterate. The iteration process is terminated when successive iterates differ by less than some preassigned error. From Taylor's theorem and differentiability conditions, which are obviously met, it foUows that Y may be represented as a sixth order polynomial in t with an error of order h\ We thus expect that the value of Yt obtained from equation A12 will be correct to this order. A more careful analysis shows that the error is given by -(l/240)7i Y "(X) where 4A < X < 0. The whole process may now be repeated using the quantities Y1 to Y4 as initial values to compute Ys, etc., and we thus obtain a numerical solution of the equations of motion.
It still remains to be explained how the starting values Yx to Y3 are obtained from the initial conditions y0 and Y0\ They may be calculated either by a Taylor expansion and the equations of motion or by numerical integration em ploying a Runge-Kutta [Hildebrand, 1956] method which is self starting and therefore requires no knowledge of the values of Y previous to Y«.
It is worth remarking that before using the 'summed predictor corrector method' described above, we tried several of the common self starting integration schemes, plain and modified Euler and Runge-Kutta, for integrating the whole trajectory. They were all found to give too much cumulative error for long integration runs.
