Abstract. We define Calabi-Yau Frobenius algebras over arbitrary base commutative rings. We define a Hochschild analogue of Tate cohomology, and show that this "stable Hochschild cohomology" of periodic CY Frobenius algebras has a Batalin-Vilkovisky and Frobenius algebra structure. Such algebras include (centrally extended) preprojective algebras of (generalized) Dynkin quivers, and group algebras of classical periodic groups. We use this theory to compute (for the first time) the Hochschild cohomology of many algebras related to quivers, and to simplify the description of known results. Furthermore, we compute the maps on cohomology from extended Dynkin preprojective algebras to the Dynkin ones, which relates our CY property (for Frobenius algebras) to that of Ginzburg (for algebras of finite Hochschild dimension).
Introduction
Frobenius algebras have wide-ranging applications to geometry, e.g., to TQFTs in [Moo01, Laz01, Cos04] , and are closely related to the string topology Batalin-Vilkovisky (BV) algebra [CS99, CS04] , as described in e.g. [Cos04, HL04, CV05, TZ06] .
One motivation for this work is to explain the following algebraic phenomenon: the Hochschild cohomology of many interesting Frobenius algebras has a BV structure. For example, this is true for symmetric Frobenius algebras, and for preprojective algebras of Dynkin quivers (which are not symmetric).
To explain this, we define Calabi-Yau (CY) Frobenius algebras, whose Hochschild cohomology has not only the usual Gerstenhaber algebra structure, but a BV structure (at least when the algebra 1 is also periodic, as we will explain). The CY Frobenius property is similar to the CY property of [Gin06] , but not the same: any Frobenius algebra over C which is CY in the sense of [Gin06] must be a direct sum of matrix algebras.
The prototypical example of a CY Frobenius algebra A of dimension m (CY (m)) over a field k is one that has a resolution (for A e := A ⊗ k A op ) (1.0.1) A ∨ ֒→ P m → P m−1 → · · · → P 0 ։ A, A ∨ := Hom A e (A, A e ),
with each P i a projective A-bimodule (the sequence must be exact). Our definition is a weakened version of this: A ∨ ≃ Ω m+1 A in the stable A-bimodule category (this notion is recalled in Appendix B). Any symmetric Frobenius algebra has A ∼ = A ∨ , and so we say it is CY Frobenius of dimension −1. Our methods give a very short, simple proof of the fact that the Hochschild cohomology of such algebras is BV ( §2.4), for which many (generally more complicated) proofs are given in e.g. [Cos04, Tra02, Men04, TZ06, Kau04, Kau06] .
In [ES98b, ES98a, EE07] , it was also noticed that the Hochschild cohomology of preprojective algebras of Dynkin quivers has a self-duality property: one has HH i (A) ∼ = HH 5+6j−i (A) * for such algebras, with i, 5 + 6j − i ≥ 1, and moreover one has the periodicity HH i (A) ∼ = HH i+6j when i, 6j + i ≥ 1 (here, j is an integer).
We explain this by introducing stable Hochschild cohomology HH • (A), of Frobenius algebras A. This is a Hochschild analogue of Tate cohomology, which coincides with the usual Hochschild cohomology in positive degrees, and is defined using the stable module category by HH
• (A) = Hom(Ω • A, A) (in the latter form, this was studied in various papers, e.g., [ES06] ). We show that this is a Z-graded ring, and prove it is graded-commutative. To our knowledge, this is the first time Hom(Ω • A, A) has been studied in this way. We also define the notion stable Hochschild homology HH • (A), which coincides with the usual notion in positive degrees, and prove that HH • (A) is a graded module over HH
• (A) using a natural contraction action, which generalizes contraction in the Z ≥0 -graded case. These results are in Theorem 2.1.15.
We then show that, in general, HH • (A) ∼ = HH −1−• (A) * (which makes the contraction operations graded self-adjoint), and that the CY (m)-Frobenius property produces dualities HH • (A) ∼ = HH m−• (A). Put together, we obtain a graded Frobenius algebra structure on HH • (A) (Theorem 2.3.27), explaining the aforementioned results of [ES98b, ES98a, EE07] . In particular, HH
• (A) ∼ = HH 2m+1−• (A) * , as modules over HH 0 (A); in the preprojective algebra cases, m = 2, which explains the aforementioned duality.
Call a (Frobenius) algebra periodic if it has a periodic A-bimodule resolution (or, more generally, A ≃ Ω n A in the stable bimodule category, for some n). We prove that the stable Hochschild cohomology of periodic CY Frobenius algebras has a BV structure (Theorem 2.3.64). More generally, for any periodic (not necessarily CY) Frobenius algebra, the structure of calculus [TT05, GDT89] on the pair (HH • , HH • ) extends to the Z-graded setting (HH • , HH • ) (Theorem 2.3.47). Moreover, we show that, in the (centrally extended) preprojective cases, the BV structure and Frobenius algebra structure are compatible: the BV differential is graded selfadjoint-we call such an algebra a BV Frobenius algebra.
Additionally, all of the above work is done in the context not only of Frobenius algebras over a field, but over an arbitrary base commutative ring. Precisely, we use the notion of Frobenius extensions of the first kind [NT60, Kas61] , which says that the algebra is projective over a base commutative ring k and that the duality is nondegenerate over this base. (Perhaps this could be generalized further to an A ∞ -Frobenius property, but we do not do this here.)
New computational results (extending [ES98b, ES98a, EE07, Eu07c, Eu07a] ) concerning preprojective algebras include:
• The computation of Hochschild (co)homology of preprojective algebras of Dynkin type over k = Z (in types D, E, the results [EE07, Eu07c, Eu07a] are over characteristic-zero fields), and the proof that HH • is BV Frobenius over any field (Theorem 3.2.7); • The computation of cup product and BV structure on Hochschild (co)homology of centrally extended preprojective algebras [ER06] (the groups were computed over C in [Eu06] ), which we show is BV Frobenius (Theorem 4.0.12); • The computation of the induced maps from the Hochschild (co)homology in the extended Dynkin case to the Dynkin case by cutting off the extending vertex (Theorem 3.3.4). This explains the structure in the Dynkin case and elucidates the relationship between the usual Calabi-Yau and Calabi-Yau Frobenius properties (which is analogous to Euclidean vs. spherical geometry); We also explain and simplify the cited known results.
Our other main example is the case of group algebras of finite groups, which are automatically Calabi-Yau Frobenius (since they are symmetric). We are interested in when these are periodic (and hence HH
• is BV and Frobenius, by Theorem 2.3.64). We show (Theorem 5.0.5) that the periodic (CY) Frobenius algebras are just the classical periodic algebras, i.e., those whose group cohomology is periodic (using classical results). In the appendix, we also give an elementary topological proof that groups that act freely and simplicially on a sphere (such as finite subgroups of SO(n)) are periodic (CY) Frobenius.
Next, we recall the definition of a Gerstenhaber algebra. ) with a Gerstenhaber algebra structure. Here, 1 ∈ V 0 is the algebra unit.
General theory
The goal of this section is to prove that periodic Calabi-Yau Frobenius algebras have BV and Frobenius structures on their Hochschild cohomology (Theorems 2.3.27, 2.3.64). Along the way, we will prove several general results about the Hochschild (co)homology of Frobenius algebras over an arbitrary base commutative ring. We also explain why our definition of Calabi-Yau Frobenius implies the CY condition of [ES06] (Theorem 2.3.21), and give a new proof that the Hochschild cohomology of symmetric algebras is BV ( §2.4).
We will need a straightforward generalization of the stable module category to a version relative to k, which we relegated to Appendix B.
2.1. Stable Hochschild (co)homology. In this section, we define and begin the study of the stable Hochschild (co)homology, by replacing Ext by Ext in the definition. By Remark 1.2.18, this is the Hochschild version of Tate cohomology of finite groups.
For Hochschild homology, we will first need the notion of stable tensor product:
Definition 2.1.1. Let A be any algebra over k (projective as a symmetric k-module). For any A op -module M and any A-module N , such that M, N are fg projective as k-modules, define
for any k-split injection N ֒→ I, with I relatively injective.}
The condition that f ∈ Ker(M ⊗ A N → M ⊗ A I) for any particular k-split injection N ֒→ I as above is equivalent to the condition holding for all such k-split injections (cf. Appendix B). 
Thus, one has
Proof. Fix k-split injections N ֒→ I, M ֒→ J, for I, J relatively injective (=fg projective) A-and A op -modules, respectively. Since I, J are projective, the maps M ⊗ A I → J ⊗ A I and J ⊗ A N → J ⊗ A I are injective. Hence, the kernel of M ⊗ A N → J ⊗ A N is the same as the kernel of
Definition 2.1.6. Let A be a Frobenius algebra over k. For any A op -module M , and any A-module N , both which are fg projective over k, we define the i-th stable Tor groups by (2.1.7) Tor
, and moreover, the definition (2.1.7) is symmetric in the following sense:
Proof. The first statement follows similarly to Corollary B.0.14. Similarly, we find that Ω i M ⊗ A N ∼ = Tor i (M, N ) for i ≥ 1, which yields (2.1.10) for i ≥ 1. The statement is tautological for i = 0. To extend to negative i, we may use the trick (
Definition 2.1.11. Suppose that A is Frobenius over k, and let M be any A-bimodule which is fg projective as a k-module. The i-th stable Hochschild (co)homology groups (which only depend on the stable equivalence class of M ) are defined by (2.1.12)
Remark 2.1.14. One could pose the definitions of stable Hochschild (co)homology and stable Ext and Tor when A is not Frobenius, but one probably wants Ω to be an autoequivalence to have a reasonable notion (e.g., if A is "relatively selfinjective;" see Appendix B).
One has many algebraic structures attached to Hochschild cohomology and homology: put together, these form the structure of calculus (cf. e.g., [TT05] ; see Definition 2.3.42 for the definition). This includes cup products ∪ for Hochschild cohomology, and contraction maps HH j (A) ⊗ HH ℓ (A) → HH ℓ−j (A) for j ≤ ℓ. For f ∈ HH j (A), we denote by i f : HH ℓ (A) → HH ℓ−j (A) the corresponding contraction. We now show that the cup and contraction structures extend to the stable, Z-graded setting.
Theorem 2.1.15.
(i) Let A be any Frobenius algebra over k. Then one has a well-defined cup product on HH
• (A, A), giving the structure of an associative algebra, and extending the cup product on HH ≥1 (A, A).
(ii) One has a well-defined contraction operation
, which extends the usual contraction operation, and satisfies the relation
Proof. (i) The cup product is easy to define: for f ∈ HH j (A, A) and g ∈ HH k (A, A), we have f ∈ Hom(Ω j A, A) and Ω j g ∈ Hom(Ω j+k A, Ω j A), so we may consider the composition
where |f | denotes the Hochschild cohomology degree. It follows immediately that the cup product is associative.
(ii) To define the contraction operation, note that f ∈ HH j (A, A) = Hom(Ω j A, A) induces a map
for all k. Applying the equivalence Ω, we obtain a map
for all k ∈ Z. This is the desired map. We automatically get the intertwining property (2.1.16).
(iii) We have isomorphisms in the stable module category,
which follow from the fact that Ω j A may be considered as a projective left A-module for all j (using the sequence Ω 1 A ֒→ A ⊗ A ։ A, which is split as left A-modules). We will need the Claim 2.1.21. Let us use
Proof. This follows from the fact that the stable module category is a suspended category as in [SA04] (since it is a full monoidal subquotient of the derived category which is closed under suspension). However, we give an explicit argument. The terms of the normalized bar resolution may be written as A ⊗ Ω • A, and if we construct this by splicing together sequences Ω n+1 A ֒→ A ⊗ Ω n A ։ Ω n A, it is easy to see that f lifts to f ⊗ A Id. Writing the terms of the normalized bar resolution as Ω • A ⊗ A, we obtain the desired sign corrections of (−1) j−k .
As a consequence, if we have f ∈ HH j (A, A), g ∈ HH k (A, A), then we may compute f ∪ g in two ways. First, if j, k ≥ 0, then letting f ′ ∈ Hom(Ω j A, A), g ′ ∈ Hom(Ω k A, A), we may use either the formula
Finally, we present a duality property for stable Hochschild homology, which will induce a Frobenius algebra structure on Hochschild cohomology for "Calabi-Yau Frobenius algebras." To do this, we first need to explain how to write standard complexes computing HH • and HH
• . More generally, we define these computing stable Ext and Tor.
Definition 2.1.22. For any Frobenius algebra A over k and any fg A-module M which is projective over k, call a two-sided resolution of M , an exact k-split complex of fg projective A-modules,
such that M is the cokernel of P 1 → P 0 (and the kernel of P −1 → P −2 ):
(2.1.24)
Definition 2.1.25. For any Frobenius algebra A, any fg left A-module M which is projective over k, any fg right A-module N which is projective over k, and any two-sided resolution P • of M , define the associated ("standard") complex computing stable Tor, Remark 2.1.29. Note that we could have chosen to reserve the words "standard" for complexes resulting from the bar resolution of A (which can be completed to a two-sided resolution, as we will explain).
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Theorem 2.1.30. Let A be a Frobenius algebra over k. We have the following duality:
Moreover, using (2.1.31), the contraction maps become graded selfadjoint:
. An easy extension of the theorem to coefficients in any bimodule M which is fg projective over k yields:
To prove the theorem, the following easy identifications will be useful:
Lemma 2.1.35. Let A be a Frobenius algebra over k.
(i) For any left A-module M which is fg projective over k,
Furthermore,
(ii) As A-bimodules, we have
Proof. (i) The first set of identities is immediate. For the second, we use (B.0.10):
(ii) The first identity is clear. Applying (2.1.37) to the case of bimodules, we have
which immediately gives the last identity, and hence the second.
Proof of Theorem 2.1.30. Given any two-sided resolution P • of A, the lemma shows that the exact complex P ∨ −1−• ⊗ A A * must be another two-sided resolution of A. Furthermore, we have (2.1.41) (P
where the last isomorphism uses the standard adjunction.
To show the graded selfadjoint property (2.1.33), we first note the following naturality: applying (f ∨ ⊗ A Id A * ) ⊗ A e Id on the LHS of (2.1.41) (wheref is the lift of f to P • ) is the same as applying (Id ⊗ A ef ) * on the RHS. Now, the LHS can be replaced by the complex Hom A e (P −1−• , A * ⊗ A P • ) (which is the total complex, summing the • degrees). Applying (f ∨ ⊗ A Id A * ) ⊗ A e Id becomes right composition withf . Using the same argument as in the proof of Theorem 2.1.15.(iii), this is chain-homotopic to applying left composition with (−1)
, applying (−1) |f |·|−1−•| Id A * ⊗ Af gets carried to this map, which we showed is chain-homotopic to the map obtained from applying (Id ⊗ A ef ) * on the RHS of (2.1.41). Now, passing to homology, we get the desired graded selfadjointness. (In the Calabi-Yau Frobenius case which we will define, we can deduce this result more simply as in the proof of Theorem 2.3.27).
2.2.
Relative Serre duality for the stable module category. From now on, let A be a Frobenius algebra over k. As was noticed in [ES06] , when k = a field, the Auslander-Reiten homomorphisms give a Serre duality for the stable module category. We recall this and produce a relative version.
Notation 2.2.1. Let ν : A − mod → A − mod be the Nakayama functor, ν = * • ∨.
Note that, when k is a field, ν sends projectives to injectives, and vice-versa, and in fact induces an equivalence of categories {projective A-modules} ↔ {injective A-modules}. Also, by (B.0.10), one has the following simple formula for νM (which will be useful later):
The proof is based on the Auslander-Reiten formulas (cf., e.g. [ARS97, ASS06] ). In order to make proper sense of the Serre duality for arbitrary k, it is necessary to replace the groups above by complexes and dual complexes. First, observe that the above isomorphism can be rewritten, by replacing M by Ω i M , as
The following then gives a version of the above for general k:
Theorem 2.2.6. Let M, N be A-modules which are fg projective as k-modules. Then, one has a functorial quasi-isomorphism in the derived category,
Proof. Fix a two-sided projective resolution P • of N . Applying ν, we obtain a resolution of ν(N ). By Proposition B.0.4, Hom A (M, νP −1−• ) may be used to compute Ext
• A (M, νN ), since νP • is a twosided resolution of νN consisting of relatively injectives. Furthermore, for any two-sided resolution Q • of M , we may obtain quasi-isomorphisms
, which is an isomorphism if L is projective. Applying this map and its dual, we obtain (2.2.9)
the last map using adjunction.
2.3. Calabi-Yau and periodic Frobenius algebras. We will modify the definition of Calabi-Yau algebra [Gin06] to suit Frobenius algebras. First, we recall this definition.
Definition 2.3.1.
[Gin06] An associative algebra A over a commutative ring k is called CalabiYau if it has finite Hochschild dimension, and one has a quasi-isomorphism in the derived category of A e -modules,
which is self-dual: However, if A is Frobenius and of finite Hochschild dimension (part of being (usual) CY), then Ω i A = 0 for large enough i, and hence A ≃ 0 in the stable module category. Hence, HH i (A, M ) = 0 for all i ≥ 1, so A has Hochschild dimension zero. That is, A is a projective A-bimodule (i.e., A is separable).
For a separable Frobenius algebra to additionally be Calabi-Yau of dimension zero, we require exactly that A ∼ = A ∨ as A-bimodules. By Lemma 2.1.35, this is equivalent to A * ∼ = A, i.e., A must be a symmetric, separable Frobenius algebra. This is not general enough, so we replace this notion. Let us first restate the usual Calabi-Yau property in terms of a quasi-isomorphism of complexes:
Here and from now on, the functor ∨ will be in the category of A-bimodules, i.e., M ∨ = Hom A e (M, A⊗ A).
If now A becomes a Frobenius algebra, as explained earlier, we cannot have such a quasiisomorphism (for m ≥ 1): in fact, when dualizing the top sequence, we get something that begins with A ∨ ֒→ P ∨ 0 → P ∨ 1 . However, it still makes sense to ask for a commutative diagram, with exact rows, as follows:
In fact, since the dual is automatically exact in the Frobenius case, by a standard result of homological algebra, such a diagram must automatically exist given a resolution as in the top row. So it is enough to ask for such a resolution. On the level of the stable module category, having such a resolution implies the following condition:
Definition 2.3.6. A Frobenius algebra A over k is called Calabi-Yau Frobenius of dimension m if one has isomorphisms in the stable module category Stab k (A e ), for some m ∈ Z:
If there is more than one such m, then we pick the smallest nonnegative value of m (which exists because such algebras must be periodic as in the subsequent definition).
If additionally A has a grading, such that the above isomorphism is a graded isomorphism when composed with some shift (considering the stable module category to now be graded), then we say that A is a graded Calabi-Yau Frobenius algebra. More precisely, if f : A ∨ (m ′ ) ≃ Ω m+1 A is a graded isomorphism, where (ℓ) denotes the shift by ℓ with the new grading, then one says that A is graded Calabi-Yau Frobenius with dimension m of shift m ′ .
1 The self-duality property required for Calabi-Yau algebras (2.3.3) can still be imposed here: this would be the condition that f :
We remark that the above definition of Calabi-Yau Frobenius is (apparently) stronger than the notion of Calabi-Yau for selfinjective algebras discussed in [ES06] for the case k is a field: see Theorem 2.3.21 and the comments thereafter. Definition 2.3.8. A Frobenius algebra over k is called periodic Frobenius of period n for some n > 0 if one has (in Stab k (A e )) (2.3.9)
and that is the smallest positive n for which one has such an isomorphism. If A has a grading, we define graded periodic Frobenius of period n and shift n ′ as before (if g : A(n ′ ) ≃ Ω n A is a graded isomorphism in the stable module category).
Note that it makes sense to be Calabi-Yau Frobenius of negative dimension. In particular, any symmetric Frobenius algebra is either Calabi-Yau Frobenius of dimension −1, or periodic CalabiYau Frobenius of dimension n − 1 and period n for some n ≥ 1.
Also, any periodic Frobenius algebra must have even period, unless 2·Id ≃ 0 in the stable module category, e.g., char k = 2, as we will see in Theorem 2.3.47. In particular, the CY dimension must be odd for symmetric Frobenius algebras.
Example 2.3.10. The preprojective algebras of ADE Dynkin quivers are periodic Calabi-Yau Frobenius (using [EE07] ) of dimension 2 and shift 2, and of period 6 and shift 2h (twice the Coxeter number). The essential ingredient is the Schofield resolution [RS] (cf., e.g., [EE07] ), with R = k I , where I is the vertex set:
Here, V is the free k-module spanned by the edges of the quiver. This completes to a periodic projective resolution of length 6, since the Nakayama automorphism has order 2 (for more details, see Proposition 2.3.15). The fact that the shift is 2h follows from the fact that A ∨ (2) ∼ = A η (h), which amounts to the fact that the degree of the image of Id ∈ A ⊗ R A * under the isomorphism A ⊗ R A * ∼ = A ⊗ R A from the pairing, is h − 2 (i.e., h − 2 is the degree of the product of any basis element with its dual basis element). We note that an important part of the above is showing that Π Q is free (equivalently, projective) over Z; this follows from explicit Z-bases (such as those in [Eu07c] , which one may verify is integral; types A, D over Z are also in [Sch07, §4.
2.2]).
Example 2.3.12. Similarly, the centrally extended preprojective algebras [ER06] , over k = C, are periodic Calabi-Yau Frobenius with dimension 3 (of shift 4) and period 4 (of shift 2h), using [Eu06] . These are symmetric, i.e., have trivial Nakayama automorphism. Note that these are not, in general, torsion-free over Z (cf. §4), hence not Frobenius over Z, although the definition may be modified to correct this.
Example 2.3.13. Similarly to the Dynkin case, one may consider preprojective algebras of generalized Dynkin type: this refers to preprojective algebras of type T n (otherwise known as L n ) which can be obtained from Π A 2n by passing to fixed points under the Nakayama automorphism, Π Tn := (Π A 2n ) η . In other words, this is associated to a graph of T n type.
In [Eu07b] (using a variant of the Schofield resolution [RS] (cf. [BES07] ), it is proved that Π Tn is periodic Calabi-Yau Frobenius of dimension 5 (and shift h + 2) and period 6 (and shift 2h). Also, in [Eu07b] , a correction to results of [ES98a] in type A is given.
Example 2.3.14. [BBK02] The trivial extension algebras of path algebras of Dynkin quivers are periodic Calabi-Yau Frobenius (in fact, symmetric) of dimension 2h − 3 and period 2h − 2, where h is the Coxeter number. These are "almost-Koszul dual" to the preprojective algebras; see [BBK02] .
For Calabi-Yau Frobenius algebras, being periodic Frobenius is closely related to having finiteorder Nakayama automorphism: 
and r = gcd(n, m + 1) is the smallest positive integer such that Ω r A ≃ A η k for some integer k.
In particular, a Calabi-Yau Frobenius algebra of dimension ≤ −2 must have infinite-order Nakayama automorphism (since if it were periodic, the CY dimension is defined to be nonnegative). Being dimension −1 is a special case, consisting of stably symmetric Frobenius algebras that are not periodic.
Proof. (ii) implies (i): We have Ω
(i) implies (ii): As in the previous paragraph, we deduce that
To obtain (2.3.17), let r > 0 be the smallest positive integer such that Ω r A ≃ A η k for some integer k. It follows that r | (m + 1) and r | n. Since r | (m + 1), it must be that k is relatively prime to p, otherwise A η k· m+1 r
≃ Ω m+1 A ≃ A η −1 would contradict the minimality of p. Similarly, we deduce that n = p · r, and r = gcd(n, m + 1).
Also, we have the following growth criterion: N ) are generated by at most p generators over k. We may take p = ag(M ) · g(N ) + b for some a, b ≥ 0 depending only on A and k.
Moreover, for any fg A-bimodule L which is projective as a k-module, there is a positive integer
are generated by at most q generators, for all i ∈ Z. Again, we may take q = a ′ · g(L) + b ′ for some a ′ , b ′ ≥ 0 depending only on A and k.
Proof. Without loss of generality, assume that the tautological map k → A is injective. Under either assumption of the proposition (A is CY Frobenius of dim = −1 or A is periodic Frobenius), we have Ω r A ≃ A φ for some r ≥ 1 and some automorphism φ of A. Thus, for all integers s, we may write s = r · k + r ′ for some 0 ≤ r ′ < r, and then Ω s
A e A ⊗ A M, N ). Furthermore, using the normalized bar resolution of A (twisted by automorphisms of A), we may take Ω s A e A to be isomorphic, as a right A-module, to (A/k) ⊗s ⊗ A. Then, localizing k at any prime ideal,
where d is the dimension of the maximal ideal spectrum of k.
We can apply the same idea for Tor
A-bimodule, we now use that these are given by Hom A e (Ω j A, L) and Ω j A ⊗ A e L, and apply the same argument as above.
In particular, the above proposition rules out tensor products of periodic Frobenius algebras over a field (which are not separable) from being periodic or Calabi-Yau Frobenius of dimension = −1, by the Künneth theorem.
The following theorems also have graded versions (by incorporating the shifts in the definitions), but we omit them for simplicity. 
That is, Ω −m is a (right) Serre functor for the stable module category relative to k.
(ii) For any periodic Frobenius algebra A of period n, and any fg A-modules M, N , one has isomorphisms
. As a corollary, we see that any Calabi-Yau Frobenius algebra over a field is also Calabi-Yau in the sense of [ES06] . We do not know if the reverse implication holds.
Proof. (i) By (2.2.2) (which holds for arbitrary k) and (2.1.38), we have a stable equivalence
Since Ων already provides a right Serre functor in the senses needed for (i) (using Theorem 2.2.6), we now know that Ω −m also provides such a right Serre functor (note that the above stable equivalences are clearly functorial).
(ii) This is easy. 
(ii) Let M be fg projective over k. One has
In the case M = A, we may rewrite this, respectively, as
is invariant with respect to cup product:
and is nondegenerate if k is a field. Moreover, for all k, one has a nondegenerate invariant pairing in the derived category (of degree −(2m + 1)),
inducing (2.3.32).
In other words, C • is a Frobenius algebra in the derived category of k-modules, and if k is a field, HH • is a graded Frobenius algebra over k (using a definition that only requires finite-generation in each degree).
We also remark that (2.3.34) and (2.3.29), together with the graded commutativity of Theorem 2.1.15.(iii), give another proof of the graded selfadjointness of i * − (2.1.33) in this case. Proof. (i) Let us pick a two-sided resolution of A:
so that, removing the A, the complex P • is an exact complex of projectives. Since Ω m+1 A ≃ A ∨ (in the stable module category), we may form chain maps between the two obtained resolutions, (2.3.37) P •+(m+1) ↔ P ∨ −1−• , such that their composition on either side induces identity maps on the level of Hom(Ω i A, Ω i A) and Hom(Ω i A ∨ , Ω i A ∨ ) for all i ∈ Z. As a result, upon applying the functor A ⊗ A e −, we obtain quasi-isomorphisms of the resulting complexes, (2.3.38)
However, it is clear that these are standard complexes computing HH m+1+• (A, M ) and
, which is what we needed.
To prove the intertwining property (2.3.29), we note that, for f ∈ HH j (A, A), applying i f in the LHS of (2.3.29) is the same as applying the corresponding element of Hom(A, Ω −j A) to the M = A in (2.3.38). Similarly, applying f ∪ − to the RHS is post-composing with f , which is applying the same element of Hom(A, Ω −j A) to the A in the RHS of (2.3.38).
(ii) This follows from part (i) and Theorem 2.1.30. To fix the signs (so as to obtain the Frobenius property in part (iii)), we use for the duality
Alternatively, we can use νA = A ∨ * ≃ A η 2 ≃ Ω −2(m+1) A and Theorem 2.2.6, and similarly for arbitrary M , which will give the desired property.
(iii) For this, we will use functoriality of the isomorphisms in (ii). (The result also follows from Theorem 2.1.30.(iii).)
In the case that k is a field, the first isomorphism of (2.3.32) comes from the functorial isomorphisms of (2.2.7) (in the case k is a field, we can rewrite this as Hom(M, N ) ∼ → Hom(N, νΩM ) * ). Thus, we have the commutative square (for any g ∈ HH j (A, A)) (2.3.39) Hom A e (A, Ω −i A)
which gives exactly the invariance property needed. On the level of complexes, we may make the desired statement as follows. Let P • , as in (2.3.36), be a two-sided resolution of A. Then, we have the following sequence, where the isomorphisms mean quasi-isomorphisms, and all complexes are total complexes graded by •:
Next, for any j ∈ Z and any g ∈ Hom A e (P •+j , P • ), we have the commutative square (2.3.41)
which gives the desired result. The pairing C • ⊗ C • → k in the derived category is given by replacing C • with Hom A e (P • , P −• ) and using composition.
We now need to recall the definition of calculus: 
It is a result of [GDT89] that, for any associative algebra A, the collection
is a calculus, where B is the Connes differential, {, } the Gerstenhaber bracket, and L − the Lie derivative operation. Proof. (i) The isomorphisms follow as in previous proofs from the stable module isomorphism 1 ′ : A ≃ Ω n A. To show that they are induced by cup product or contraction with 1 ′ ∈ HH n (A, A), let us construct a projective resolution 4 of A such that
Following the proof of Theorem 2.1.30.(iii), we construct this from any exact sequence Ω 1 A ֒→ P ։ A such that P is a fg projective A-bimodule and Ω 1 A is an A-bimodule which is projective as a left and right A-module (separately), by splicing together (
If we construct these inductively by tensoring on the left by Ω 1 A, then we see that the sequences are all exact since Ω 1 A is a projective right A-module; also, P ⊗ A (Ω 1 A) ⊗ A (j−1) is a projective A e -module because the result is obvious in the case that P is a free A e -module. Now, given f ∈ Hom A e (Ω j A, Ω k A), we may construct Ωf ∈ Hom A e (Ω j+1 A, Ω k+1 A) by applying Ω 1 A ⊗ A −, by construction of the above resolution. On the other hand, the isomorphism HH i (A, A) ∼ = HH i+n (A, A) is given by the stable module isomorphism 1 ′ : Ω n A ≃ A. That is, we use the stable module isomorphism Ω n+i A ≃ Ω i A, which by the above is 1 ′ ⊗ A Id :
is given by cup product on the left with 1 ′ . Now, since cup product with 1 ′ induces an isomorphism, we must have a right inverse (1 ′ ) −1 such that 1 ′ ∪ (1 ′ ) −1 = Id, and hence it is a two-sided inverse by Theorem 2.1.15.(i),(iii):
Thus, we also deduce the statement at the beginning of the theorem, that either |1 ′ | is even, or 2 · Id = 0. (This can also be deduced from the fact that 2
To deduce this, we use that the desired structures exist in positive degree and satisfy the necessary axioms. Using the element 1 ′ from part (i) (and Theorem 2.1.15), this result follows from the following general proposition (see also the comments after the statement). 
where by convention, z −1 ∧ z = 1. Now, if A is a periodic Frobenius algebra, with a homogeneous element 1 ′ ∈ HH ≥1 inducing the periodicity, then we claim that (HH
, which is an isomorphism in nonnegative degrees, and must therefore be an isomorphism. As a result, we deduce that the calculus structure on (HH ≥0 (A), HH ≥0 (A)) extends uniquely to a calculus structure on (HH • (A), HH • (A)). We remark that this calculus is not periodic in a trivial way: it is not true that the Lie derivatives or B must commute with i 1 ′ . However, one can write formulas for all the operations in terms of operations on degrees 0, 1, 2, . . . , |1 ′ | − 1 and involving 1 ′ .
Proof of Proposition
Let φ : V → V[z −1 ] denote the localization map. Note that, if f ∈ ker(φ), i.e., f ∧ z k = 0 for some k ≥ 0, then {f, g} ∧ z k+1 = 0 by the Leibniz rule, so {f, g} ∈ ker(φ). Let ψ :
the base-change map. Then, we have x ∈ ker(ψ) iff ι z k (x) = 0 for some k ≥ 1, and similarly to the above, we deduce that L a (x), d(x) ∈ ker(ψ) for all a ∈ V using the calculus identities. Similarly, for any y ∈ W, and any f ∈ ker(φ), we have L f (y) ∈ ker(ψ). Thus, it makes sense to speak about the calculus structures as being defined on (φ(V), ψ(W)), and our goal is to extend the structure to (V[z −1 ], W[z −1 ]) and verify that the calculus identities are still satisfied.
For operators, we will use [−, −] to denote the graded commutator:
We extend the Gerstenhaber bracket from φ(V) as follows:
together with skew-symmetry and the Leibniz rule. We must check that this yields a well-defined bracket, which amounts to the computation (2.3.54)
It is easy to check that this yields a Gerstenhaber bracket, and we omit this. We extend the Lie derivative
we extend the operation L f to W[z −1 ] using (2.3.43), with a := f and b := z, using the same procedure as above. To define the derivative L f ∧z −1 we use (2.3.44) with a := f and b := z. It is straightforward that this is well-defined.
We must verify that the above gives a precalculus. We know that the identities are satisfied when everything is in (φ(V), ψ(W)). Thus, to verify that (2.3.43) holds, we need to show that the LHS (graded)-commutes with ι z . This follows because ι b (graded)-commutes with ι z , and [L a , ι z ] = ι [a,z] , which graded-commutes with ι b . We may then inductively show that (2.3.43) holds: first, if it holds for any (a, b), it must hold replacing a by a ∧ z ∧j for any j ∈ Z by construction. Then, inductively, if the identity holds for (a, b), we may deduce that it holds for (a, b ∧ z −1 ) using our definition of L b∧z −1 (which is based on (2.3.44)).
To verify that (2.3.44) holds, it is enough to show that the identity for (a, b ∧ z) implies the identity for (a, b). We may first prove this for a ∈ φ(V), and then prove it for all a using the identity for (z, a) and hence for (a, z). That is, it suffices prove that the identity for (a, b ∧ z) and (a, z) implies the identity for (a, b). We have
which gives the identity upon canceling the two inner terms and multiplying on the right by ι (z) −1 . We can similarly verify that L − gives a Lie action. As before, it suffices to show that the identity ∧ z) and (a, z) implies the identity for (a, b) .
Since (using the Leibniz rule and the fact that z is central)
it suffices to verify that the LHS equals the RHS after substituting the desired identity
That is, it suffices to prove that
We have
from which (2.3.57) follows by expanding ι [z,a] = ι z L a − L a ι z in the first line, and making two pairwise cancellations.
Next, we have to extend differential d. For this, we use the Cartan identity (2.3.45), with a := z (or a power of z). We need to check that, with this definition, (2.3.45) holds, and that d 2 = 0. We will show that (2.3.45) holds applied to any element b ∈ W[z −1 ]. First, we show that (2.3.45) must hold when b ∈ ψ(W). This amounts to the statement that (2.3.60)
We simplify the RHS as
as desired (the first step used [ι z , ι b ] = 0 by graded-commutativity). Next, we show that (2.3.45) must hold for all b. This amounts to the statement that
which follows immediately using ι a∧z = ι a ι z . Finally, to show that d 2 = 0, it suffices to show that [d 2 , ι z ] = 0, i.e., dL z + L z d = 0. Actually, we know that this identity holds when applied to ψ(W), so it is enough to show that [dL z +L z d, ι z ] = 0. We have
2 z = 0, using at the end the fact that L − is an action.
Adding the CY Frobenius condition, we obtain the 
Using graded-commutativity, this immediately gives (1.2.23).
(ii) The above proof goes through in the general Calabi-Yau Frobenius case in the degrees indicated. Note that we needed |a|, |b| ≥ 0 because we used (2.3.43) applied to a and b.
Remark 2.3.67. In fact, for any graded-commutative algebra V • , giving the structure of calculus using W • := V m−• which satisfies the intertwining property (2.3.29) (for D the tautological isomorphism) is equivalent to giving V • a BV algebra structure. The above theorem showed that calculus+duality gives BV; the other direction is as follows: The intertwining property (2.3.29) uniquely specifies what the module structure of V • on W • is, and the differential then gives L. One may then deduce the remaining identities from ∆ 2 = 0 and the BV identity (1.2.23). The identity 
is the principal symbol of ∆). Then, (2.3.44) is a consequence of (2.3.45) (and it is a proof that ∆ being an operator of order ≤ 2 yields the Leibniz rule for its principal symbol).
Put together, any periodic Calabi-Yau Frobenius algebra has Hochschild cohomology which is a BV algebra and a Frobenius algebra (in the derived category), and together with Hochschild homology forms a periodic calculus (together with an isomorphism between the two that intertwines cup product with contraction). Moreover, the shift functor Ω −m is a (right) Serre functor for the category of fg left modules.
In the case of (generalized, centrally extended) preprojective algebras (Examples 2.3.10,2.3.12,2.3.13) over C (or any field for the ordinary preprojective algebras), the formula for the extension of B is quite simple, as we will prove:
This says that B is graded selfadjoint. As a consequence, so is the BV differential ∆. This motivates the Definition 2.3.70. A BV Frobenius algebra is a Z-graded Frobenius algebra H (= a Z-graded algebra whose graded components are fg projective over k, and with a homogeneous invariant inner product of some fixed degree) together with a graded self-adjoint differential ∆ • : 
Then, the two-sided Connes differentialB should be given, on chains, by
We hope to address this in a future paper.
Hochschild cohomology of symmetric algebras is BV.
In this subsection, we give a simple proof that a symmetric Frobenius algebra over an arbitrary base ring k has ordinary Hochschild cohomology which is BV. This is based on using the formulas (2.3.68), (2.3.69) to extend B (since the algebra need not be periodic, we cannot use Theorem 2.3.64). Actually, we show this more generally for "stably symmetric" algebras, i.e., A ≃ A ∨ .
First, let us extend the Lie derivative operation to all of (HH • , HH • ), in the spirit of (2.3.68),(2.3.69):
, when a, b ∈ HH ≥0 (A, A) and x ∈ HH ≤−1 (A, A). We have (using graded commutators)
The signs above use the identity c · |x|
. But, as in the proof of Theorem 2.3.64, this identity immediately gives the BV identity (1.2.23), letting x = D(1) ∈ HH −1 (A, A). Note also that, by definition,BD(1) = 0, so that ∆(1) = 0.
3. Hochschild (co)homology of ADE preprojective algebras over any base
As mentioned in Example 2.3.10, the preprojective algebra of a quiver of type ADE is a periodic Calabi-Yau Frobenius algebra. In this section, we explicitly describe its Hochschild (co)homology over an arbitrary base (including positive-characteristic fields). In characteristic zero, this has already been done in [EE07, Eu06] . We also review and simplify the algebraic structures on Hochschild (co)homology, and prove that HH
• is BV Frobenius (verifying Question 2.3.72 in this case). Finally, in §3.3, we explicitly describe the maps relating the Hochschild (co)homology of Dynkin preprojective algebras with the extended Dynkin case; in the latter case, the Hochschild cohomology groups were described over k = C in [CBEG07] and later over Z in [Sch07] .
The new theorems proved here are: Theorem 3.2.7, which computes the Hochschild (co)homology of the Dynkin preprojective algebras over Z and proves that it is a BV Frobenius algebra, and Theorem 3.3.4, which compares the Hochschild cohomology of the Dynkin and extended Dynkin preprojective algebras over Z. We also restate in a simplified form two theorems from [EE07, Eu07a] (Theorems 3.1.2 and 3.1.13).
We first recall the definition of the preprojective algebras Π Q of ADE type.
Notation 3.0.1. We will use [n] to denote the degree-n-component of a graded vector space (discarding other degrees), and (n) to denote shifting a graded vector space by degree n. Let k be a commutative ring. Let Q be a quiver of ADE type with vertex set I. By convention, Q also denotes the edges of the quiver. Let Q := Q⊔Q * be the double quiver, where Q * := {a * | a ∈ Q} is the quiver obtained by reversing all arrows (a * is the reverse of a).
Let P Q , P Q be the associated path algebras over k, and let Π Q := P Q /((r)) with r := a∈Q [a, a * ]. Let e i denote the image of the vertex i for any i ∈ I.
Recall from Example 2.3.10 that Π Q is a Frobenius algebra over k (in fact, periodic Calabi-Yau). Let ( , ) denote an invariant inner product, and let η be the Nakayama automorphism of Π Q , so that (x, y) = (η −1 (y), x). Recall [RS, ES98a, Eu06] that we may choose ( , ), η such that η(e i ) = eη (i) , definingη : I → I by (3.0.3)
here, w 0 is the longest element of the Weyl group of the root system attached to Q, and α i , i ∈ I are the roots. Furthermore, η may be uniquely chosen to act on Q ⊂ P Q so that
since Q is a tree. As a consequence of these formulas, we see that η andη are involutions. We remark that η is always nontrivial, even though, for D 2n+1 , E 7 and E 8 ,η becomes trivial. (Except, over characteristic 2, η is trivial for D 2n+1 , E 7 , and E 8 .) Let m 1 , m 2 , . . . , m |I| be the exponents of the root system attached to Q, in increasing order. Let h := m |I| + 1 be the Coxeter number.
Recall that the Hilbert series of a Z ≥0 -graded vector space M is defined to be h(M ; t) :=
If E is an Z ≥0 -graded k I -module for any field k, then we define the matrixvalued Hilbert series of E, h(E; t), by h(E; t) ij :
where e i , e j ∈ k I are the idempotents corresponding to the vertices i, j ∈ I.
3.1. Reminder of characteristic zero results. Let A := Π Q , and assume that k is a characteristiczero field. We may then describe the Hochschild homology, HH * (A), and cohomology, HH * (A), as follows: 2), and Y := HH 6 (A)[−h − 2](h + 2). Also, let P ∈ End(k I ) be the permutation matrix corresponding to the involutionη. Let Iη be the set of vertices fixed byη.
(ii) We have natural isomorphisms K ∼ = ker(P + 1) and L ∼ = k Iη .
(iii) As graded vector spaces, one has
3.1.1. The cup product. Let us summarize also the cup product structure, which was computed in [ES98a, Eu07c] . We explain it using our language and results. In view of the first isomorphism of (3.1.5) and Theorem 2.3.47, it is enough to consider cup products among elements of Hochschild degrees between 0 and 5.
Since the Calabi-Yau Frobenius dimension is 2 of shift 2, by Theorem 2.3.27, the Hochschild cohomology is a Frobenius algebra with pairing of Hochschild degree −5 (meaning, (f, g) = 0 implies that |f | + |g| = 5 in Hochschild degree), and of graded degree 4 (meaning, in graded degree, (f, g) = 0 implies deg(f ) + deg(g) = −4). In particular, for all i ∈ Z, the composition (3.1.8)
is a perfect pairing of graded degree 4, the same as the second isomorphism of (3.1.5). Moreover, if |f | + |g| + |h| = 5 (in Hochschild degree), using the graded-commutativity of cup product, we have
and since the pairing is perfect, we see that knowing the cup product HH |f | ⊗ HH |g| → HH
5−|h|
determines the cup product in the other two pairs of Hochschild degrees, (|f |, |h|) and (|g|, |h|). That is, we may divide the cup products into the unordered triples summing to 5 modulo 6:
(3.1.10) (0, 0, 5), (0, 1, 4), (0, 2, 3), (1, 1, 3), (1, 2, 2), (1, 5, 5), (2, 4, 5), (3, 3, 5), (3, 4, 4), and the cup product in any fixed two Hochschild degrees of a triple determines the other two pairs of cup products. The first triple above corresponds to multiplication in the center Z(A), via the quotient Z(A) ։ HH 0 (A, A) which performs U (−2)⊕L(h+2) ։ U (−2)⊕Y (h+2) (see [ES98a, Eu07c] for an explicit computation of this multiplication). Then, the next two triples describe HH 1 (A, A) and HH 2 (A, A) as HH 0 (A, A)-modules. As explained in [ES98a, Eu07c] , HH 1 (A, A) is cyclic as an HH 0 (A, A)-module (generated by the Euler vector field), and since K is concentrated in graded degree zero, the structure on HH 2 (A, A) is the obvious (trivial) one: it is a k-vector space. The cup products between Hochschild degrees (1, 1) and (3, 3) are trivial for graded degree reasons. For types D, E, A 2n+1 , the cup product is also trivial in Hochschild degrees (3, 4) for degree reasons, and in degrees (2, 4) by an argument using the BV identity (see [Eu07c] -the argument only shows that the cup product is h-torsion, and in fact it appears to be nontrivial for type D 2n+1 in characteristic two). In type A 2n , the cup product between degrees (3, 4) and (2, 4) is nontrivial and can be explicitly computed (see [ES98a] ; see also the similar type T case in [Eu07b] ). When nontrivial, the products between degrees (3, 4) and (2, 4) are only between the lowest possible degrees (so, it reduces to a pairing of vector spaces concentrated in bottom degree, which in fact has rank one since the bottom-degree part in Hochschild degree 4 has dimension one).
This leaves only the cup products (1, 2, 2) and (1, 5, 5). These are best described as cup products
Here, we obtain a nondegenerate symmetric bilinear pairing α on K, and a symplectic pairing β on Y , respectively (one must obtain some symmetric and skew-symmetric bilinear pairings on K and Y , respectively, since K and Y are concentrated in degree zero, and U has k-dimension equal to one in each graded degree; nondegeneracy is then a result of explicit computations in [ES98a, Eu07c] (Theorem 4.0.8 in [Eu07c] for types D, E; throughout [ES98a] , part II, for type A)).
3.1.2. The Connes and BV differentials. Using the dualities and intertwining properties, one immediately obtains the contraction maps. It remains only to compute the Connes differential, which yields the BV differential by duality, and then using the Cartan and BV identities, one immediately computes the Lie derivatives and Gerstenhaber bracket.
We reprint the Connes differential from [Eu07a] . Let (z k ), (ω k ) be homogeneous bases for 
where in the first line, B 2+6s (U ) means the image of the summand of U (2hs) under B 2+6s , and similarly for B 3+6s (Y * ).
Hence, the same formulas are valid for HH • where now s ∈ Z is arbitrary. As a consequence of writing it this way, using the symmetry and skew-symmetry of α, β, respectively, it is easy to verify the (new)
We note that in [Eu07c] , sums such as (3.2.26) (with x i a basis) are used to describe K and Y ; the proposition above explains their origin through norm and conorm maps. In particular, bases are not needed, and under the connectivity assumption A[0] ∼ = k I of (ii), one can re-express the sum as a trace. We believe that the necessity of using such formulas to describe usual Hochschild cohomology gives further justification for studying stable Hochschild cohomology.
Using the proposition, to compute K ′ and Y ′ , it suffices to compute two matrices: an I × Imatrix, H Q , whose entries are (H Q ) ij = tr(Id e i Ae j ), and an Iη × Iη-matrix, H η Q , whose entries are (H η Q ) ij = tr(η e i Ae j ), where Iη := {i ∈ I :η(i) = i}. These matrices were computed in the D, E cases in [Eu07c] . In fact, H Q itself was originally computed for all Dynkin cases in [MOV06] : since A is free over k, H Q = h(A; 1) is the Hilbert series matrix h(A; t) evaluated at t = 1. In [MOV06] is the following formula for h(A; t):
So H Q = (1 + P )(2 − C) −1 . These are then easy to compute. It is also not difficult to compute H η Q , which we omit, since the D, E cases are already in [Eu07c] , and the A case is easy. We obtain the following (for k = Z):
Proposition 3.2.31. K ′ and Y ′ are zero if Q = A n , and otherwise are given by
(3.2.32)
This proves (i) of Theorem 3.2.7. At this point, (ii) and (iii) are immediate from the dualities and the Universal Coefficient Theorem.
It remains to prove part (v). Since we already know (by Corollary 3.1.18) the result for characteristic zero, it suffices to take k = F p for some prime p. As before, let 1 ∈ HH 0 be the identity, and 1 ′ ∈ HH 6 induce the periodicity. First, we note that ∆(1) = 0 and ∆(1 ′ ) = 0 because this is true over Z (by [Eu07a] ), and moreover that {(1 ′ ) i , (1 ′ ) j } = 0 for all i, j for the same reason. Hence, L 1 ′ is also graded self-adjoint, and it suffices to verify that (∆(a), b) = (−1) |a| (a, ∆(b)), when 0 ≤ |a|, |b| ≤ 5, and hence either |a| + |b| = 6 or |a| = |b| = 0. To do this, we will show that ∆ kills summands of the form K ′ p , Y ′ p , T p and T * p (the second statement of (v)). It is clear, for graded degree reasons, that ∆ kills summands of the form Y ′ , K ′ , T, T * over k = Z. It remains to show that the new summands appearing over F p are also killed. For K ′ in HH 2 , this is true for degree reasons and the fact that the kernel of ∆ on HH 1 [0] is zero (from the characteristic-zero case), using that ∆ 2 = 0. For degree reasons, the summand of T * p (−2) in HH 3 and the summand of Y ′ (−h − 2) in HH 5 must be killed. It remains only to show that the summand of T p (−2) in HH 1 is killed. Note first that there is an element HEu ∈ HH 1 (Π Q ), the "half-Euler vector field", whose action on closed paths (which must have even length since Q is a tree) is to multiply by half the path-length. It follows from [Eu07c] (cf. [Sch05] , §10 for the extended Dynkin case and the following subsection) that HEu generates HH 1 (Π Q ) as a HH 0 (Π Q )-module in the case that k = Z. Now, over k = F p , U (−2) ⊗ F p is isomorphic to a direct summand U p (−2) of HH 1 (Π Q ). From the argument in [Eu07a] , we know that the operator ∆| HH 1 (A,A) acts on U p (−2) by ∆(zHEu) = (
. We claim that the Lie derivative L HEu acts on HH • by multiplication by half the graded degree. For HH • , this follows from the explicit formula for the Lie derivative (as argued in [Eu07a] ), and then this extends easily to HH • by taking the unique extension guaranteed by Proposition 2.3.52 (using the construction given in the proof). It follows from this that, under the Gerstenhaber bracket, ad(HEu) acts on HH
• by multiplication by half the graded degree. From the identity (1.2.23) and the fact that ∆(1) = 0, we have
for any homogeneous x ∈ HH 1 . Since ∆(HEu) = 1 and ∆| HH 2 = 0, we obtain Since, for degree reasons, ∆(x) is in the U p (−2)-summand of HH 0 , we deduce that ∆(x) = 0. This completes the proof of Theorem 3.2.7.
3.3. The maps between the extended Dynkin and Dynkin preprojective algebras. In this subsection, we will interpret K ′ , Y ′ , and T in terms of the preprojective algebras of the corresponding extended Dynkin quivers. For this, we use the projection π : ΠQ ։ Π Q and functoriality of Hochschild homology. We need to recall a few results from [Sch07] first.
Let Q be an ADE quiver and letQ be the corresponding extended Dynkin quiver. By [CBEG07, Sch07] , we know that ΠQ is (ordinary) Calabi-Yau of dimension 2, and in particular has Hochschild dimension 2. By [Sch07, §10.1], we know that, as graded Z-modules, (0) π * ,0 is an isomorphism on Z I ⊕ T , and kills ZQ ,+ ; (1) π * ,1 is a surjection ZQ(2) ։ U , with kernel the elements of degree ≥ h (and killing the second factor, ZQ ,+ ); 
Proof. Part (0) is a consequence of [Sch07, Theorem 4.2.60].
(1) Let us prove this by computing instead the map on HH 1 ; there are duality isomorphisms HH 1 ∼ → HH 1 which must commute with π * because they are realized by explicit maps of chain complexes expressed in terms of the quiver. Recall also that HH 1 (A, A) is the space of outer derivations (derivations of A modulo inner derivations).
We claim that the outer derivations descend from ΠQ to Π Q . To see this, we use the explicit description of them for ΠQ from [Sch07, §10.2]: the outer derivations are realized by certain Qlinear combinations of the half-Euler vector field (multiplying by the degree in Q, setting degree in Q * to be zero), and maps φ x : y → {x, y}, using the Poisson bracket { , } induced by the necklace Lie bracket on HH 0 (or the Poisson structure on C[x, y] Γ ). The latter was shown to make sense as a map 
, where the latter is the quotient L ։ (Y ⊕ Y ′ ) on L, and the identity on U .
To prove (2), we use the fact that the Connes differential, and hence the BV differential, are functorial. For the extended Dynkin side, by [Sch07, Theorem 10.3 .1], the BV differential ∆ : HH 1 → HH 0 is the map sending z · HEu to (HEu + 1)z, where HEu is the half-Euler vector field, and z ∈ HH 1 ; ∆ kills the derivations related to the Poisson bracket as above. In other words, the map B : HH 1 → HH 2 sends (z, w) ∈ ZQ(2) ⊕ (ZQ) + to (HEu + 1)(z) ∈ ZQ (here we ignored the shift by two in applying HEu). On the Dynkin side, the Connes differential is also given by z → (HEu+1)(z), for z ∈ U . Hence, by functoriality of the Connes differential, we deduce that π * ,2 is as described in degrees < h, and in degree h, has to at least map to Y ′ (there can be h/2-torsion on account of the (HEu + 1)).
To complete the argument, it suffices to prove the surjectivity to Y ′ : in terms of HH 0 , we have to show that the map
For this, we can perform a relatively easy explicit computation, showing that the elements from [Sch07] map to the saturation of the column span of H η Q . For A n , D n this is straightforward; for E 6 , E 8 , there is nothing to show; and for E 7 , where h − 2 = 16, this alternatively follows from 
for 1 ′ ∈ HH 4 (A) the periodicity element. From this, we may compute that, applied to degrees ≤ 3, L 1 ′ kills even degrees, and on odd degrees acts by L 1 ′ (zEu) = 2hz(1 ′ ) m (where here |zEu| = 4m+1), and L 1 ′ (1 * /z) = 2hEu * /z. Since L 1 ′ is a derivation and L 1 ′ (1 ′ ) = 0, we deduce the desired result.
Periodic group algebras of finite groups
As mentioned already, for any finite group G, the group algebra k[G] is Frobenius, and in fact symmetric (hence, Calabi-Yau Frobenius). It is natural to ask when such group algebras are periodic.
Certainly, if k[G] is periodic, then its Hochschild cohomology is periodic. It is well known that one has the following formula for Hochschild cohomology, as an abstract graded k-module:
where Z G (c i ) is the centralizer of c i in G, and the H • (H, k) denotes the group cohomology of H with coefficients in k. (For an explanation, see Proposition 5.0.6, where we give a refined version.) Hence, in order for the Hochschild cohomology to be periodic, it must be that the numbers of generators of the cohomology groups of G are bounded. Let us now set k := Z. Then, the classical Suzuki-Zassenhaus theorem classifies all such groups. These groups are those such that all abelian subgroups are cyclic, and they fall into six explicit families (cf. p. 150 of [AM04] ). Moreover, these all have periodic group cohomology. Since this property is preserved under taking subgroups, we deduce the (probably well known) We would like to know if such group algebras are in fact periodic Calabi-Yau Frobenius algebras (since they are symmetric, it is enough to check if they are periodic Frobenius). This is stronger than having periodic Hochschild cohomology, since we actually need Ω n k[G] ≃ k[G] for some n ≥ 1. This would be satisfied if we could show that such k[G] have periodic resolutions.
Fortunately, there is a very similar classical result of Swan (which also used the (mod-p) classification of periodic groups): 
iff G has periodic group cohomology with coefficients in R.
We deduce the following: To remove the left-right asymmetry, note that a sequence of (projective) H-bimodules which are split as left H-modules can have the H-bimodule action twisted to a ⋆ m ⋆ b := S(b)mS(a) to make them split as right H-modules rather than as left H-modules. If we apply ⊗ H k to the twisted version of H, we still obtain k.
Proof. We only prove the first statement, since the last one is easy. The proof is essentially a refinement of the usual proof of (5.0.1). We claim that (1) Ind H⊗H op H ∆ k ∼ = H as H-bimodules, and (2) with the left (H ⊗1) and right H ∆ actions, H e is isomorphic as an H-bimodule to H ⊗H with the usual outer H-bimodule structure. By part (2) of the claim, and the fact that H is projective over k, we deduce that H ⊗ H op is a projective H ∆ module. Since Ind
is the functor H e ⊗ H ∆ −, we obtain the desired result.
To prove the claim, consider the k-linear maps
By the antipode identity, coassociativity, and the counit condition, φ • ψ = Id = ψ • φ. On the other hand, φ intertwines the right H-module structure on H ⊗ H with the right H ∆ = Hmodule structure on H ⊗ H op , and ψ intertwines in the opposite direction; also, both intertwine the standard left H-module structure. So, we obtain part (2). Part (1) then follows by explicit (easy) computation.
Corollary 5.0.9. A Hopf algebra has a periodic bimodule resolution which is split as a complex of right modules iff its augmentation module has a periodic left module resolution. A Hopf algebra which is a Frobenius algebra is periodic Frobenius iff its augmentation module k satisfies Ω n k ≃ k in the stable left-module category.
As remarked earlier, if k is a PID, any Hopf algebra which is fg as a k-module is automatically Frobenius [LS69] , so we can remove the Frobenius assumption from the corollary in this case (replacing with fg projective over k).
Proof. The first assertion follows immediately from the proposition. For the second, we show that one has a stable module equivalence Ω n k H ≃ k iff one has a stable bimodule equivalence Ω n H H e ≃ H. We can use the functors − ⊗ H k, H e ⊗ H ∆ − to achieve this.
The periodic groups described by the theorem include all groups which act freely on spheres:
Theorem 5.0.10. Let G be any finite group which acts freely and orientation-preserving on a sphere S ℓ with ℓ ≥ 1. Then, for some r ≥ 1, the group algebra k[G] is a periodic Calabi-Yau Frobenius algebra, of dimension Let us take a projective resolution P • of M , i.e., · · · → P 1 → P 0 ։ M . Since M is projective over k, the resolution is k-split. Thus, the relative injectivity property will guarantee that there is no positive homology of Hom(P • , I).
The main use of "relative to k" is to make the dualization * : M → Hom k (M, k) behave well:
Lemma B.0.5. Assume A is a k-algebra which is a fg projective k-module. Then, The proof is just as in the case where k is a field, so we omit it.
Corollary B.0.6. If A is as in the lemma, then A − mod has enough relatively injectives in the following sense: for every fg A-module M which is projective over k, there exists a relatively injective module I and a k-split injection M ֒→ I.
Proof. For any k-projective M ∈ A − mod, pick a surjection P ։ M * in the category A op − mod. This is k-split. Then, dualizing, one obtains a k-split injection M ֒→ P * , and P * is relatively injective.
As a corollary, we also deduce the relative selfinjectivity for Frobenius algebras:
Corollary B.0.7. If A is a Frobenius algebra over k, then A is relatively injective as an A-module. Moreover, all projectives are relatively injective and vice-versa.
Proof. We know that A * is isomorphic to A as an A-module (using the invariance and nondegeneracy of the pairing). Now, as an A op -module, A is projective; hence A * is relatively injective as an Amodule.
For the last statement, we use the fact that all projectives are direct summands of free modules, and hence are direct summands of relatively injective modules, and are hence relatively injective. For the converse, for any relatively injective module M , M * is a projective A op -module, hence a relatively injective A op -module, and hence a projective A-module.
Next we show that the other duality ∨ also behaves well for Frobenius algebras in the relative context. All of the following results are more generally true for relatively selfinjective algebras, which we define as algebras A satisfying the conclusion of Corollary B.0.6: they are fg projective over k and relatively injective (equivalently, A * is projective, i.e., all projectives are relatively injective and vice-versa). The same proofs apply. (To obtain such a sequence, form a sequence of the form (B.0.12) for M * in the category A op − mod, and then dualize.) Then, using the fact that a map M → N factors through a specific injection M ֒→ I for I relatively injective iff it factors through any other injection into a relatively injective (both are true iff M factors through all injections), it is straightforward to finish using the same arguments as in the case when k is a field (see, e.g., [ARS97] , [ASS06] ). Then, by the observation from the proof of Corollary (B.0.11) that morphisms factor through Ω i M ֒→ P i−1 iff they factor through any other injection to an injective A-bimodule relative to k (and injective A-bimodules relative to k are the same as fg projective A-bimodules by Corollary B.0.7), we obtain the desired result.
Remark B.0.18. When k is a field, the above actually endows the stable module category with the structure of a triangulated category, which is the quotient of the derived category of fg A-modules by finite complexes of projective A-modules. However, this is NOT true for general k (we had to restrict to the non-abelian subcategory of k-projectives before doing anything).
