Abstract: In this paper, we calculate the Laplace transform of cut-andjoin equation of Mariño-Vafa formula and obtain a polynomial identity of Hodge integral. Subsequently, we present how to obtain some Hodge integral identities from this polynomial identity. Lastly, we will give a recursion formula for Hodge integral
In a recent paper [7] , B. Eynard, M. Mulase and B. Safnuk stated the Laplace transform of the cut-and-join equation of the partition function of Hurwitz numbers and obtained a polynomial identity of linear Hodge integrals. As an application, they proved the Bouchard-Mariño conjecture on Hurwitz numbers [2] . Then, M. Mulase and N. Zhang [14] showed that this polynomial identity can also be used to derive the DVV equation and λ g -integral with the same method in [9] .
In 2003, C.-C. Liu, K. Liu and J. Zhou [11] proved the celebrated Mariño-Vafa conjecture [13] . One of the main step in their proof is to show the generating function of Hodge integral with triple λ-classes C(λ, p; τ ) satisfies the cut-andjoin equation. Combining the cut-and-join equation of the combinatorial side [16] , they finished the proof of Mariño-Vafa formula. Moreover, the famous ELSV formula [6] for Hurwitz numbers is the large framing limit of Mariño-Vafa formula [12] .
With the above motivations, we calculate the Laplace transform of the cutand-join equation for Mariño-Vafa formula in the first part of this paper. The main result is Theorem 1.1. For g ≥ 1 and l ≥ 1, we have the following equation:
where L = {1, 2, .., l} is an index set, and for any subset I ⊂ L, we denote
We remark that Theorem 1.1 is equivalent to the symmetrized cut-and-join equation of Mariño-Vafa formula obtained by L. Chen [3] .
Furthermore, we use the result of Theorem 1.1 to obtain some Hodge integral identities. In fact,Ψ b (t, τ ) can be written aŝ
and Ψ k b (t), 0 ≤ k ≤ b could be calculated by definition. Firstly, we consider the expansion of τ at ∞. Taking the highest level of formula (1), we get [7] . Hence, the main Theorem 1.1 in [7] is the special case of formula (1) in this paper. Similarly, taking the sub-highest level of Theorem 1.1, we also get another Hodge integral identity in Section 3.
Next, we consider the expansion of τ at τ = 0. In this case, the lowest level of formula (1) is
We can rederive the λ g -integral [8] from Corollary 1.3.
Furthermore, we also pick up the sub-lowest level of formula (1) and get the following identity:
The above identity contains Hodge integral of type
As an application of Corollary 1.4, we get the following Hodge integral recursion.
has been obtained by Y. Li [10] . Combining the recursion formula in Theorem 1.5, we can get all the Hodge integral τ b L λ g λ 1 g . Moreover, the Hodge integrals τ b L P d (λ) g appeared in Corollary 1.4 could also be calculated via the same method. But the computation will be more complicated.
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be the Chern polynomial of E ∨ , the dual of the Hodge bundle. For a partition µ given by
we will use the standard notation |µ| =
and we define,
where the Deligne-Mumford stack M g,l is the moduli space of stable curves satisfying the stability condition 2g − 2 + l > 0. For the unstable cases (g, l) = (0, 1) and (0, 2), we define
It follows that
The Mariño-Vafa formula proved in [11] gives a direct combinatorial formula associated to representation of symmetric groups for the generation function of C g,µ (τ ). But we don't go further to this formula here.
Through a direct calculation, we get
where we have let l = l(µ).
In the following of this subsection, we will show that the Laplace transform of C g,µ (τ ) has a nice expression in the new variable t. We need the following Lagrange inversion theorem, 
and
We consider the framed Lambert curve
We now introduce the new variables t, w through t = 1 1−(τ +1)y and x = e −w . It is easy to see that the derivative of variables w, x, y, t satisfy the following relations:
One can get that
We now define the polynomialŝ
for n ≥ 0. Finally, the Laplace transform of C g,µ (τ ) can be written in variable t ,
The Laplace transform of the cut-and-join equation. Let us introduce the formal variables
We also introduce the generating functions
In [11] , C. Liu, K. Liu and J. Zhou proved that C(λ, p; τ ) satisfies the following cut-and-join equation
For every choice of g ≥ 1 and a partition µ, the coefficient of
Let us first calculate the Laplace transform of the cut-and-join equation when l = 1.
Proposition 2.2. When g ≥ 1 and l = 1, the Laplace transform of the cut-andjoin equation is:
Proof. When l = 1, the formula (6) is reduced to
It then follows that the Laplace transformation of LHS of formula (7) is
and the stable part of RHS of (7) becomes
In the following, we calculate the Laplace transform of the unstable term
.
dy . Moreover, recall that the framed Lambert curve is y(1 − y) τ = x, where y depends on τ . Taking the derivative of τ , we have the identity
Therefore, the Laplace transform of the unstable part of RHS of (6) is ∂y ∂τ
where we have used t = 1 1−(τ +1)y . We also have
. (10) Hence, moving the unstable part to left hand side of formula (7), then by formulas (8) , (9) and (10), we obtain
which is the Proposition 2.2.
To finish the computation for l ≥ 2, we introduce two lemmas firstly.
Lemma 2.3. When (g, l) = (0, 2), we have the following Laplace transformation formula:
Proof. By definition,
it follows that
Then, we obtain
which followed by the relation
Lemma 2.4. We have the following identity:
1 τ
Now we present our main result in this paper. 
Proof. By definition, the Laplace transform of LHS of equation (6) is
The Laplace transform of stable geometry in the cut-term of RHS of (6) is
The unstable geometry in the cut-term of RHS has two terms for l ≥ 2:
As calculated in the proof of Proposition 2.2, the Laplace transform of
Moving the formula (14) to left hand side of (6), it will cancel the first term of formula (12), i.e.
Furthermore, the Laplace transform of U 2 equals to
where we have used the Lemma 2.4.
Finally, we calculate the Laplace transform of the join term in RHS of (6)
Combining (16) and (17), we get
Collecting the remainder equations (15), (16) and (18), we obtain the identity (11) of Theorem 2.5.
Some Hodge integral identities
In this section, we will show how to use the formula (1) to obtain some Hodge integral identities.
Preliminary calculations.
For convenience, let us recall the formula (1) first: for g ≥ 1 and l ≥ 1,
where
. One can expandΨ n (t; τ ) and Γ g (τ ) as follow,
one can obtain the coefficients a m (λ) in (21). For example,
On the other hand, by definitionΨ b+1 (t, τ ) = (t 2 −t)(
τ +1 , it follows thatΨ b+1 (t, τ ) has the expansion form (20). Moreover, we have
and all the Ψ k b (t) can be calculated. As an illustration, we calculate some cases which will be used in the following discussions. By formula (23),
It is clear that, the recursion relation for Ψ b b (t) in (24) is same as the definition ofξ b (t) in [7] and they share the same initial. Hence Ψ b b (t) =ξ b (t). We write [14, 5, 9] . One can also let
and by (25), we obtain
For example,
Similarly,
Moreover, we let
It is easy to show
Similarly, one can write Ψ 1 b (t) as
Hence, (21) to (19), one gets
, where we have used the notation |b L | = l i=1 b i in above formulas. We note that (36), (37), (38) and (39) are all the functions of τ . If we expand them as the formal power series of τ at different points, we will get some identities of Hodge integrals after recollecting the coefficients of τ at both sides of the identity (36) = (37) + (38) + (39).
Expansion of
For example, the term containing τ in (36) is
It is easy to see that the largest degree of τ is 2g + l − 3 in the formulas (36), (37), (38), (39). If
we will use the notation [τ k ]F (t, τ ) to denote the coefficient of τ k in F (t, τ ). By a 2g = (−1) g in (22) and some calculations, we obtain
, we obtain the following corollary from the identity (40) = (41) + (42) + (43),
which is Theorem 1.1, one of main results, in the paper [7] . Formula (44) has been studied by many people to derive DVV equation [5, 14] , λ g -conjecture [9, 14] and λ g−1 Hodge integral recursion [18] .
Obviously, we can obtain more such corollaries with the same procedure. For example, by a 2g = (−1) g , a 2g−1 (λ) = (−1) g g in (22) , we have
Then, we also get a Hodge integral identity from the identity (45) = (46) + (47) + (48) which contains the Hodge integral of type τ b L Λ ∨ g (1) g . In order to get the Hodge integral identity with more than one λ-class, we need to compare the coefficients of τ 2g+l−5 with the same procedure, we will obtain a Hodge integral identity which involves
2 − λ 1 . And by this Hodge integral identity, we can calculate all the Hodge integral of the type τ b L λ k λ 1 g , k = 1, .., g. However, many terms will appear in the computation of the coefficients of τ 2g+l−5 which makes the computation very complicated. So far, we have not written down the explicit formula to calculate the Hodge integral of the type τ b L λ k λ 1 g .
3.3.
Expansion of τ at 0. Now, let us consider the expansion of
It is easy to see that the lowest degree of τ in formula (36
Therefore, we obtain
We now introduce two notations for the following expositions. Let
and denote by
the two operators acting on g(x 1 , .., x l ). Applying the above two operators on Corollary 3.2, we have
So we get
By induction on l, it follows the λ g -integral formula:
In the following, we calculate the sub-lowest degree of τ .
where P d (λ) is some combinatoric of λ-class with degree d. For example
By the above calculation, substituting (57) to the identity (53) = (54) + (56), we obtain Corollary 1.4 as showed in Section 1.
c g , thus all the Hodge integrals of type
can be calculated by Corollary 1.4.
3.4.
A recursion formula for Hodge integral τ b L λ g λ 1 g . Although Corollary 1.4 says that all the Hodge integral (59) is computable, it is not easy to write down their explicit formula. In this subsection, we will show how to obtain an recursion formula for
can also be calculated easily from a recursion formula showed in [18] . Thus, we have
Proof. Taking all the terms with degree 2g + 2l − 4 in formula Corollary 1.4, we have (G 1 (t 1 , ..t l )−G 2 (t 1 , .., t l ) ). [10] . Therefore, by the above recursion formula (64), one can calculate all the Hodge integral τ b L λ g λ 1 g . This Hodge integral can also be computed using Mumford's Chern character formula for λ 1 and the λ g theorem [15] .
Conclusion
With the help of the Laplace transform in this paper or the symmetrization method in [3] , we can convert the cut-and-join equation of Mariño-Vafa formula to a polynomial identity which can be used to prove the BKMP conjecture [1] for C 3 [4, 17] . In this paper, we derived some corollaries about the Hodge integral identities from this polynomial identity. In fact, we have found an algorithm to calculate the Hodge integrals appearing in Mariño-Vafa formula by the following two steps.
Step1: expanding τ at special points, then collect the corresponding level of τ in Theorem 1.1.
Step2: taking certain degrees of t L to obtain the corresponding Hodge integral identities.
In this paper, we only calculate four cases by using Step1 and calculate a new Hodge integral recursion for τ b L λ g λ 1 g via Step2 from the result of last case after doing Step1. We have not considered other cases here, because the computation will be more complicated. We hope to implement this algorithm on a computer.
We note that, the recursion formulas for τ b L λ g−1 g [18] and τ b L λ g λ 1 g in Theorem 1.5 have the similar recursion structure. For a given g, Hodge integral with l points will reduce to 1 points after only l times recursions. So it is a very effective recursion relation. In fact, many Hodge integral recursions have such structure if they are calculated by above algorithm. We formulate the following combinatoric problem.
Let Q l (b L ) = Q l (b 1 , b 2 , .., b l ) be a symmetric function on (b 1 , b 2 , . ., b l ) ∈ (Z + ) l which is defined by the following recursion relation. For given g, k, It is interesting to study the properties of Q l (b L ) defined above. We hope that such combinatoric structure of Hodge integral will be studied further in future.
