Abstract: A networked control system (NCS) is a control system in which plants, sensors, controllers, and actuators are connected through communication networks. In this paper, as one of the design problems for NCSs, we consider optimal sampled-data control of linear systems with uncertain input delay and uncertain sampling period. First, an input delay system is transformed into a discrete-time system with parameter uncertainty. Furthermore, the obtained system is expressed as a mixed logical dynamical model by using our previously proposed modeling method. Next, a given continuous-time cost function is transformed into a discretetime cost function with parameter uncertainty, and the optimal control problem is approximately expressed as a mixed integer programming problem.
INTRODUCTION
In recent years, there have been a lot of studies in analysis and synthesis of networked control systems (NCSs) (Antsaklis and Baillieul (2007) ). An NCS is a control system in which plants, sensors, controllers, and actuators are connected through communication networks. In largescale control systems, such a connection via communication networks is frequently used, and several practical applications are included in NCSs. In design of NCSs, we must consider several properties, e.g., packet losses, transmission delays, communication constraints, and so on. Although it is important to discuss these properties in a unified way, this is difficult, and it is suitable to consider an individual case. From this viewpoint, several results have been obtained so far (see e.g., Hu et al. (2007) ; Ishii (2008) ; Velasco et al. (2005) ; Zhang et al. (2001) ).
On the other hand, recently, we have proposed in Kobayashi and Hiraishi (2009) a new modeling method of discrete-time linear systems with parameter uncertainty. In this method, by using interval arithmetic (Moore (1979) ; Oishi (2000) ), discrete-time linear systems with parameter uncertainty are approximately expressed as a mixed logical dynamical (MLD) model (Bemporad et al. (1999) ), which is one of the standard models in hybrid systems. Since the state in the obtained MLD model consists of the lower and upper bounds of the state in the original system, the interval of the state can be easily computed by using this MLD model, and the control problem can also be considered. However, applications of this modeling method have not been discussed.
In this paper, we focus on transmission delays as one of the properties in NCSs, and based on the MLD-based modeling method in Kobayashi and Hiraishi (2009) design method for NCSs is proposed. In this paper, for continuous-time linear systems with uncertain input delay, sampled-data control is considered. Then we suppose that a sampling period is also uncertain. For such an NCS, the stability has been mainly studied (see Hespanha et al. (2007) ; Velasco et al. (2005) ; Zhang et al. (2001) ), but few results on optimal control have been obtained so far. So we consider the optimal control problem. First, a given continuous-time linear system with uncertain input delay are transformed into discrete-time linear systems with parameter uncertainty by discretizing with uncertain sampling period. The obtained system can be approximately expressed as the MLD model by using the modeling method in Kobayashi and Hiraishi (2009) . Next, a given continuous-time cost function is transformed into a discrete-time cost function. Then the optimal control problem is reduced to a min-max optimization problem. However, the computation time for solving a min-max optimization problem is in general too long. To overcome this difficulty, the lower and upper bounds of a discretetime cost function with uncertainty are approximated as a quadratic form without uncertainty by using the result in interval arithmetic (Oishi (2000) ). By this approximation, the optimal control problem is reduced to a mixed integer programming problem, which can be solved relatively easier than a min-max optimization problem. This paper is organized as follows. In Section 2, as preparations, basics of interval arithmetic and the outline of our previous proposed modeling method in Kobayashi and Hiraishi (2009) are explained. In Section 3, the optimal control problem to be considered is given. In Section 4, a solving method is proposed. In Section 5, the effectiveness of the proposed method is shown by a numerical example. In Section 6, we conclude this paper.
Notation: Let R
m×n denote the set of m×n real matrices. Let {0, 1} m×n denote the set of m × n matrices, which consists of elements 0 and 1. Let I n and 0 m×n denote the n × n identity matrix and the m × n zero matrix, respectively. For simplicity of notation, we sometimes use the symbol 0 instead of 0 m×n . For a vector x, let x (i) denote the i-th element of x.
PRELIMINARIES

Interval Arithmetic
In this subsection, some basics of interval arithmetic are explained. See Moore (1979) ; Oishi (2000) for further details.
First, an interval is defined as the following bounded set of real numbers xy, xy, xy}, max{xy, xy, xy, xy} 
Next, an interval can be extended to an interval matrix (vector). An interval matrix is defined as 
holds.
In a a multiplication of two interval matrices, min and max operations are required. However, it is convenient that only four operations on the real number field are used. Then the following result has been introduced in Oishi (2000) . Lemma 1. Suppose that interval matrices [X] and [Y ] are given. Then the following condition holds: (Oishi (2000) ).
Modeling of Discrete-Time Uncertain Linear Systems
In this subsection, based on Lemma 1, we explain how to express discrete-time linear systems with parameter uncertainty as a mixed logical dynamical (MLD) model (Bemporad et al. (1999) ). See Kobayashi and Hiraishi (2009) for further details.
Consider the following discrete-time linear system with parameter uncertainty
where
and X , U are closed and bounded convex sets. In this paper, the initial state may be given as an interval, i.e., Next, consider to compute a set of states at each time. Although a set of initial states is given as an interval, a set of the state at each time is in general given as a convex polyhedron. However, for high-dimensional systems, computing a convex polyhedron is difficult. In this paper, instead of a convex polyhedron, the interval of the In this paper, we use [x (k + 1), x (k + 1)] of (4) as an approximate interval of [x(k+1), x(k+1)], and consider the relation between [x (k),
For simplicity of discussion, we omit the symbol " " in [x (k), x (k)] hereafter. Then from Lemma 2, we obtain
|x c (k)| and |u(k)| can be transformed into a linear form with continuous variables and binary variables as follows (see also Bemporad et al. (1999) ; Kobayashi and Hiraishi (2009) ). For a given vector w ∈ W ⊆ R n (W is a closed and bounded set), |w| is rewritten as |w| = 2z − w,
n are auxiliary continuous variables and auxiliary binary variables, respectively. In addition,
can be expressed as linear inequalities. By using the relation
we can obtain the following result Kobayashi and Hiraishi (2009) . Lemma 3. Suppose that the discrete-time linear system with parameter uncertainty (2) is given. Then the system (2) is approximately expressed by the following representation
are certain matrices/vectors.
See Kobayashi and Hiraishi (2009) for details ofÂ,B,Ĉ,D, andÊ. Since (7) is the MLD model, we see that discretetime linear systems with parameter uncertainty can be approximately expressed as a kind of hybrid systems. Also in the case that Lemma 1 is not used, the system (2) can be expressed as the MLD model. However, the procedure for deriving the MLD model is complicate. In Kobayashi and Hiraishi (2009) , this fact has been explained using a very simple example. So we use an over-approximation of a multiplication of two interval matrices.
PROBLEM FORMULATION
In this paper, as a class of NCSs, we consider sampled-data control systems with uncertain input delay and uncertain sampling period. Such an NCS is one of the typical classes (Hespanha et al. (2007) ; Velasco et al. (2005) ; Zhang et al. (2001) ). For example, in Velasco et al. (2005) , the stability has been considered under the same setting.
Consider the following input delay systeṁ
is the uncertain input delay. u, u, L, L are given constants. Consider sampleddata control for the system (8). The sampling time and the sampling period are denoted by t 0 (= 0), t 1 , t 2 , . . . and h := t i+1 − t i , respectively. Assume that the sampling period is given as the interval h ∈ [h, h], where h, h are given constants. Also, assume that the value of the input delay is less than or equal to the sampling period, i.e., L, L ≤ h. Finally, assume that u(t) = u 0 , t < 0 is given.
Under the above preparations, the following problem to be studied here is given. Problem 1. Suppose that for the system (8), the lower and upper bounds of input delay L, L, the lower and upper bounds of the sampling period h, h, the lower and upper bounds of input constraints u, u, u(t) = u 0 , t < 0, and the initial state x(t 0 ) = x 0 are given. Then find a control input sequence
. . , N − 1 minimizing the upper bound of the following cost function
where Q ≥ 0, R > 0.
In model predictive control, the value of the control input is generated by solving Problem 1 at each time. To exactly solve Problem 1, a min-max optimization problem must be solved. However, the computation time for solving this problem will be too long. In this paper, by using the result described in Section 2, an approximate solving method is proposed.
PROPOSED SOLVING METHOD
First, Problem 1 is equivalently transformed into an optimal control problem of discrete-time linear systems by time-discretizing the system (8). Next, by using Lemma 1 and Lemma 3 in Section 2, the obtained optimal control problem is approximated as a mixed integer quadratic programming (MIQP) problem.
Transformation to an Optimal Control Problem of Discrete-Time Linear Systems
First, the system (8) is discretized with respect to time.
Then we obtain the following discrete-time linear system
where A(h, L) = e Ah and
Furthermore, by defining z(t k ) := u(t k−1 ), we obtain the following discrete-time linear system
given as the following interval matrices
, L, and h, h.
From the above discussion, we see that by time-discretizing, the system (8) can be expressed as a discrete-time linear system with parameter uncertainty (2). The above is one of the standard techniques. See Astrom and Wittenmark (1997) for further details.
Next, consider the cost function (9). From a solution of the system (8), we derive , h) . Then the cost function (9) can be rewritten as
Noting that h, L are uncertain parameters, we denote
and m × m interval matrices, respectively. Then we can obtain the following lemma from the standard theory of sampled-data control (e.g., see Chen and Francis (1995) 
From Lemma 4, we see that Problem 1 can be transformed into an optimal control problem of discrete-time linear systems with parameter uncertainty. We remark that the weighting matrices Q d , S d , and R d in Problem 2 are given as interval matrices.
Reduction to an MIQP problem
In this subsection, we consider to reduce Problem 2 to an MIQP problem approximately. Hereafter, for simplicity of notation,
First, by using Lemma 3, the system (10) is approximately expressed as the MLD model (7), (11) is also expressed as an interval, i.e., J(x 0 , u(i)) may be denoted as [J(x 0 , u(i))]. Then by applying Lemma 1 to the cost function (11), we obtain the following lemma. Lemma 5. The cost function [J(x 0 , u(i))] can be approximately expressed by the following cost function
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By applying Lemma 1 to each term, the cost function (11) can be approximated as
By substituting (14) into (13), [J o (x 0 , u(i) )] of (12) is obtained. 2
From Lemma 5, we see that the upper and lower bounds of the cost function (11) can be approximated as quadratic forms, respectively. We remark thatx(i),v(i), and W , W are not interval vectors/matrices. So the form of (12) is relatively easier than that of (11).
Using Lemma 5, we obtain the following theorem straightforwardly.
Theorem 1. Problem 2 can be approximately expressed as the following problem. Problem 3. For the system (7), find a control input se-
n+2m 1 minimizing the following cost function
In Problem 3, instead of (15), the center of the interval of
may be minimized.
By a simple calculation, Problem 3 can be rewritten as the following MIQP problem:
where the input set V is a set of (R n+3m × {0, 1} n+2m ) In this MIQP problem, binary variables are not a free variable, and depend on the sign ofx(k) and u(k). So Problem 3 will be solved faster than standard MIQP problems such as the optimal control problem of hybrid systems with discrete dynamics, which has been discussed in Kobayashi and Imura (2007) . Remark 1. The cost functions (15) and (16) are derived based on an approximation via Lemma 1. So even if R > 0 is satisfied in Problem 1, then the convexity of Problem 3 is not guaranteed, and must be checked for each case. As one of the future works, it is significant to derive conditions for guaranteeing the convexity.
NUMERICAL EXAMPLE
As a numerical example, consider a simple electric motor (Velasco et al. (2005) ). A state equation is given as
where x 1 (t) is the rotor angular rate, x 2 (t) is the current that flows through the motor. a, b, c, d , and e are the moment of inertia of the rotor, the damping ratio of the mechanical system, the electromotive force constant, the electric resistance, and the electric inductance, respectively. The control input u(t) is the tension applied to the engine. In this example, these parameters are given as a = (16) is solved. Fig. 2 shows trajectories of x 1 (k), x 2 (k), and x 1 (t) is shown. In x 1 (t), trajectories for four extreme points in L and h are illustrated, but are indistinguishable. From Fig. 2 , we see that the state transits to a neighborhood of the origin. Furthermore, since an over-approximation in Lemma 1 is used, the size of the interval of x 1 (k) is redundant. However, in the proposed method, it is not necessary to solve a min-max optimization problem, and by using a suitable solver, the optimal control problem can be solved faster. In this case, the computation time of this problem was 0.0356 [sec].
CONCLUSION
In this paper, based on the interval arithmetic techniques and the MLD framework, we have proposed the optimal design method for networked control systems with uncertain input delay and uncertain sampling period. The proposed method enables us to derive the optimal control input by solving an MIQP problem, not a min-max optimization problem. It is easy to extend to the case that the sampling period is non-uniform Balluchi et al. (2005) . Although the obtained MLD model becomes a time-varying system, the optimal control problem is reduced to an MIQP problem with the same size as the uniform case. Furthermore, the proposed method can also be extended to piecewise affine systems with sampled-data switchings and piecewise constant inputs Azuma and Imura (2006) by using the result in Kobayashi and Hiraishi (2009) .
One of the future works is to consider the stabilization problem. In particular, it is significant to extend our method to stabilization using model predictive control. Then the result proposed in Velasco et al. (2005) will be useful.
