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Координатные модели 
траекторий пути
мониторинг состояния плана и профиля железнодорожных путей основан, как известно, 
на сравнении повторного оценивания ко-
ординатно-временных параметров, прово-
димого через определённый временной 
интервал. Задача математической обработ-
ки результатов измерений в этом случае 
распадается на две части: вначале за счет 
первичного анализа выделяются участки 
пути, не изменившие своего положения 
между двумя циклами оценивания, а затем 
полученные данные оценивают, принимая 
во внимание подвижность точек железно-
дорожного пути. Свои рассуждения мы 
будем основывать на работе [8], в которой 
построена теория оценивания повторных 
измерений с учётом подвижности пунктов 
геодезической сети.
1. ОцЕнКа ИзмЕРЕнИй дВУх 
цИКлОВ
Пусть в условиях задачи заданы: вектор 
координат хi-1 координатной модели пути 
предыдущего цикла с ковариационной 
матрицей К (хi-1), векторы измерений при-
ращений координат l i-1, l i с весовыми ма-
трицами P i-1, P i и оцененный вектор изме-
рений предыдущего цикла l
o
i-1= Ai-1 x i-1.
Матвеев Александр Станиславович – кандидат 
технических наук, доцент Московского государст-
венного университета путей сообщения (МИИТ), 
Москва, Россия.
александр маТВЕЕВ
alexander S.matveev
Особенности теоретических 
оснований при решении задачи 
математической обработки 
результатов измерений параметров 
технического состояния 
железнодорожного пути. В расчет 
берутся отличные друг от друга 
варианты оценивания: в одном случае 
с учетом сопоставимых данных двух 
контрольных циклов, во втором – при 
совмещении в анализе с помощью 
мониторинговых средств показателей 
нескольких циклов измерений, 
имеющих определенные временные 
интервалы и свою динамику 
(подвижность) пунктов геодезической 
сети.
Ключевые слова: железнодорожный 
путь, мониторинг технического 
состояния, способы оценки, 
координатно-временные параметры, 
теория оценивания повторных 
измерений, подвижность пунктов 
геодезической сети, математические 
методы обработки данных, теоремы 
и следствия.
23
•мИР ТРанСПОРТа 03’13
Для вычисления вектора хi естественно 
принять вектор хi-1 за приближённый век-
тор координат х о, тогда оценку вектора 
поправок к вектору х i найдём обычным 
образом:
dx oi = (A i T P i A i) –1 A i T P i dl oi; x i = x i-1 + dx oi 
 (1)
Понятно, что
12 )()()( −== iiii
oii APAdxKxK
T
µ ,  (2)
аdloi = li – l
o
i-1.
Легко показать, что вектор dxoi несме-
щённо оценивает вектор сдвига точек пути 
dxi = xi – xi-1. И ковариационная матрица 
оценки здесь определяется выражением
K (dx i) = K (x i) + K (x i-1)  (3)
При одинаковой схеме измерений в ци-
клах можно применять оценивание векто-
ра разности измерений dli = li – li-1, для 
которого легко найти весовую матрицу: Pi 
= ( 11 )
11 −− −− + ii PP .
Поскольку матрицы Ai-1 и Ai в этом слу-
чае совпадают, то
dxi = (AiTPiAi) –1 AiTPi dli (4)
Часто элементы матрицы Pi-1 пропорци-
ональны элементам Pi, то есть P i-1 ⊂ P i. 
Нетрудно заметить, что тогда оценки dxoi 
и dxi совпадают. Действительно, матрица Р 
в этой ситуации будет равна P = cPi/ (c + 1), 
поэтому
1
)(1 1
+
+
= −
c
cAPA
c
cdx iiii
T
 
iiTiiiiii dlPAAPAdlPA
TT 1)( −= ,  (5)
но dli можно представить как
dl i = dl oi + v i-1,  (6)
и с учётом того, что Pivi ⊂ N (PiA), имеем
d x i = (A iTP iAi) –1 A i TP i (dl oi + v i-1) = 
(A i TP iA i) –1A i T P i dl oi,
что совпадает с (1).
Очевидно, что коэффициент пропорци-
ональности с определяется соотношением 
средних квадратических ошибок единиц 
веса 1−øèi mm . С учётом этого для K (dl
 i) 
можно принять
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i
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Отсюда в соответствии с (5) ковариаци-
онная матрица K (dxi) примет вид.
11
)()( 2 1
2 −−
−+=
i
ii
iiii BPABdxK
T
µµ .  (7)
Таким образом, в рассмотренной ситу-
ации и оценивание измерений в коорди-
натной форме (1) – (3), и оценивание 
разностей измерений по формулам (4) – (7) 
приводят к одним и тем же результатам. 
Оценивание разностей измерений менее 
известно, поэтому представим этот вариант 
уравнивания повторных измерений более 
подробно.
Представим вектор истинных сдвигов 
dx его ортогональным разложением (ин-
декс i для упрощения записей пока опу-
стим).
oíANAR dxdxdxPdxPdx T +=+= )()( .  (8)
Как предусматривает методология, 
оценки вектора dx по результатам измере-
ний осуществляют при дополнительных 
однородных ограничениях на параметры 
вида Ddx+0, с рангом матрицы D, равным 
т–r [8]. В частности, принимая гельмерто-
во условие, получают несмещённую оцен-
ку dx
н
 вектора внутренних деформаций 
точек пути относительно неизменных ко-
ординат центра тяжести, среднего дирек-
ционного угла и среднего масштаба сети, 
а также несмещённую оценку его ковари-
ационной матрицы 
+= BdxK í
2)( µ , где 
средняя квадратическая ошибка единицы 
веса m =v
TPv/ (n – r).
Что же касается составляющей dx
o
, выз-
ванной общим перемещением пути, то её 
следует оценивать, используя информацию 
о стабильных участках пути. Рассмотрим 
некоторые теоретические аспекты такого 
оценивания.
Теорема I. Пусть имеются устойчивые 
участки пути, а вектор истинных сдвигов 
случаен и  удовлетворяет  условию 
0)( )( =dxPM TDR . Тогда несмещённая оцен-
ка вектора сдвигов и соответствующая ему 
ковариационная матрица могут быть най-
дены по результатам оценивания повтор-
ных измерений с помощью формул
Dx
D
 = P
N (D) 
dx;  (9)
K (dx
D
) = P
N (D) 
K (dx
i
) PT
N (D) 
+ P
R (D ) 
K (dx) PT
R (D ) 
 
(10)
Здесь dx
i
 – любое псевдорешение, по-
лученное при уравнивании высокоточной 
цифровой модели пути (ВЦМП) как сво-
бодной; K (dx) – ковариационная матрица 
вектора истинных сдвигов пути; матрица 
D образована из матрицы А⊥ заменой стол-
бцов, соответствующих сдвинутым точкам 
пути, нулевыми.
Справедливость (9–10) покажем, пред-
ставив вектор dx разложением
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Dx = P
N (D) 
dx + P
R (D ) 
dx,  (11)
где P
N (D) 
и P
R (D) 
– проекторы на N (D) и R 
(DT), проектирующие параллельно R (A) b 
N (AT) соответственно. С учётом ортого-
нального разложения (8) перепишем (11) 
в виде
Dx = P
N (D) 
dx
н
 + P
N (D) 
P
N (A) 
dx + P
R (D
T 
) 
dx
н
 + 
P
N (A) 
dx,
Но N (D) ⊥N (A), поэтому P
N (D) 
P
N (A) 
dx = 
0, и поскольку R (DT) ⊂N (A), то 0)( =TDRP , 
а )()()( TT DRANDR PPP = . С учётом изложенного 
будем иметь
Dx = P
N (D) 
+ )( TDRP dx (12)
Подставляя в (12) несмещённую оценку 
нормального псевдорешения dx
н
 и учиты-
вая, что по принятому в теореме условию 
математическое ожидание линейной фор-
мы dxP TDR )(  равно нулю, приходим к выво-
ду, что dx
D
 = P
N (D) 
dx
н
 является несмещённой 
оценкой вектора сдвигов пути dx. Из спра-
ведливости (9) для нормального псевдоре-
шения следует, что задача уравнивания 
повторных измерений с учётом подвижно-
сти точек ВЦМП не выходит за рамки об-
щего подхода к уравниванию свободных 
геодезических сетей, поэтому по теореме 2 
из [8] тот же результат можно получить 
из любого псевдорешения dx
i
. Справедли-
вость же формулы (10) непосредственно 
следует из теоремы сложения ковариаций 
с учётом независимости составляющих (12) 
и первого следствия из [8].
Замечание I.1. Условие 0)( )( =dxPM TDR  
менее обременительно, чем применяемое 
обычно точное равенство 0)( =dxP TDR . 
Оно означает, что координаты центра тя-
жести стабильных участков пути, их сред-
ний масштаб и дирекционный угол явля-
ются случайными величинами с нулевым 
математическим ожиданием.
Замечание I.2. Необходимый для вычи-
сления вектора dx
D
 проектор P
N (D) 
может 
быть получен по следующей из теоремы 2 
из [8] общей формуле:
P
 N (D) 
= I – P
 N (A) 
DT (D P
 N (A) 
DT) -D.  (13)
Однако известная структура простран-
ства R (D T) позволяет вычислить проектор 
P
N (D) 
более просто.
Теорема II. Если известны любое псев-
дорешение dx
i
 задачи уравнивания свобод-
ного варианта ВЦМП и некоторая матрица 
ограничений D, то параметры конформно-
го преобразования dx
i
 в dx
D
 и соответству-
ющий проектор P
N (D)
, проектирующий 
параллельно N (A) определяются формула-
ми
P = (DD T) –1 D dx  (14)
P
N (D) 
= I – A⊥ T (DD T) –1 D  (15)
Действительно, для параметров кон-
формного преобразования вектора dx 
к новой системе координат, соответствую-
щей ограничениям D, можно использовать 
уравнение Dp = dx, откуда с учётом строч-
ной невырожденности D следует (14). 
Вектор же нового псевдорешения dx
 D
, со-
ответствующий этой системе, в соответст-
вии с [8] определится как
dx
D
 = dx – A⊥T p = (I - A⊥T (DD T) –1D) dx. 
(16)
Поскольку R (DT) ⊂R (A⊥), то A⊥T (DDT) 
–1D = A⊥TDT+=P
R (DT),
 и
 
следовательно, I – 
A⊥TDT+ = P
N (D) 
и справедливость (15) дока-
заны.
Следствие II.1. Если в сети выявлена 
группа устойчивых участков пути и пере-
становкой столбцов матрицы D и A⊥ при-
ведены к виду D = (A⊥
c
0); A⊥ = (A⊥ A⊥
н
), где 
столбцы A⊥
c
 и A⊥
н
 соответствуют стабиль-
ным и нестабильным точкам пути, то про-
екторы P
N (D) 
и P
R (DT) 
имеют вид






=
⊥
0
0)(
)( q
P
P cT ARDR ; 






−
=
⊥
Iq
P
P cANDN
0)(
)( .  (17)
Здесь ⊥⊥
+
⊥ = ccAR AAP c )(  – ортопроектор 
на R (A⊥
c
), а q = A⊥
н
T (A⊥
c
+) T.
Справедливость (17) проверяется про-
стой подстановкой D и A⊥ в (16).
Замечание II.1. Конечно, матрица кова-
риации
K (dx) = 





)(
)(
í
T
c
dxKz
zdxK
,
определяющая статистическую картину 
сдвигов системы точек пути, как прави-
ло, неизвестна. Однако в условиях рас-
сматриваемой теоремы значение имеет 
лишь структура матрицы ковариации 
К (dx
c
) сдвигов устойчивых точек пути 
dx
c
, поскольку, как нетрудно убедиться, 
проектор )( TDRP , определяемый по (17), 
п р и  д в о й н о м  п р о е к т и р о в а н и и 
)()(
)( TT DRDR PdxKP  аннулирует все блоки 
К (dx), за исключением K (dx
c
). На прак-
тике, если нет другой информации, 
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естественно принять приближённую 
оценку:
K (dx
c
) = m 2
dx (c) 
I,  (18)
где m
dx (c) 
– средний квадратический сдвиг 
устойчивых точек пути.
Следствие II.2. Если 0( )( =d xPM TDR , 
а матрица K (dx
c
) определена по (18), то ма-
трица ковариации K (dx
D
), полученная 
по результатам уравнивания повторных 
измерений, может быть вычислена по фор-
муле
T
DRDR
Dc
T
Dc
T
DNDN
T
D
TT PP
dk
dxdx
PBP
rn
PvvdxK
)()(
)()(
2
)(
−
+
+
−
= −
  (19)
где k – число устойчивых точек пути;
В- – обобщённо-обратная к В, соответ-
ствующая известному псевдорешению dx
i
.
Справедливость (19) доказывается под-
становкой оценок K (dx
i
) и K (dx) в (10). 
Первое слагаемое в (19) очевидно, второе 
получается с учётом того, что дисперсия 
т 2
dx (Dc) 
является суммой дисперсии смеще-
ния пунктов и дисперсии измерений т 2
и
 
и условия (18), естественным образом вы-
текающего из условия dxT
c
 dx
c
 = min.
Конечно, если были бы известны ма-
трица K (dx) или её невырожденная оценка, 
то можно было применить более общее 
условие оптимизации:
DxT
c
K (dx
c
) –1dx
c
 = min,  (20)
дающее взвешенное псевдорешение
xdˆ= K (dx
c
) AT (ATPAK (dx
c
) AT) +ATPdl.  (21)
Можно, разумеется, попытаться заме-
нить K (dx
c
) на некоторый аналог весовой 
матрицы, тогда решение (21) будет соответ-
ствовать случаю, когда неизменными при 
уравнивании остаются взвешенные цен-
тральные элементы сети. Однако более 
громоздкое решение (21) с практической 
точки зрения вряд ли оправдано, поскольку 
матрица K (dx
c
), как правило, неизвестна.
Замечание II.2. Разработанная теория 
пригодна и для координатной формы ре-
шения задачи уравнивания повторных 
измерений. В этом случае формулы (9) 
и (10) следует записать в виде
dxoi
D
 = P
N (Di) 
dxoi;  (22)
T
DiN
oi
DiN
oi
D PdxKPdxK )()( )()( +
T
DR
oi
DR TiTi PdxKP )()( )(+
=
 (23)
а формулы (11, 19) в виде
T
DiN
i
DiN
iiiT
oi
D PBPrn
vPvdxK )()()( +
T
DiRDiR
o i
Dc
oiT
Dc PP
k
d xd x
)()(12 −
+
−
= −
 (24)
2. СОВмЕСТнОЕ ОцЕнИВанИЕ 
нЕСКОльКИх цИКлОВ ИзмЕРЕнИй
Считается, что наиболее строгой и точ-
ной является совместная оценка всех ци-
клов повторных измерений. Такое оцени-
вание, как и раздельное, требует предвари-
тельного анализа устойчивости точек пути 
в каждом цикле измерений, ибо наличие 
или отсутствие в сети подобных точек ко-
ренным образом меняет решение задачи.
В результате анализа состояния точек 
пути возможны три ситуации:
• все точки исследуемого пути устойчи-
вы;
• одни и те же точки пути устойчивы 
во всех циклах;
• в разных циклах устойчивыми оказы-
ваются разные точки пути.
В первом случае во всех циклах анали-
тики имеют дело с одной и той же геоме-
трической схемой оценивания, поэтому 
измерения нового цикла значительно 
уточняют координаты точек пути, и систе-
ма нормальных уравнений параметриче-
ского уравнивания Вх=у принимает вид
(В1+В2+...+Вк) х = (у 1+у 2+...+ук).  (25)
При В1=В2=...=Вк=В и т
 1
=т
 2
=...=т
к
=т 
точность координат повышается пропор-
ционально номеру цикла в соответствии 
с выражением
К (хi) =m 2B-1/i.  (26)
Во втором случае матрица А системы 
уравнений поправок за счет перестановки 
столбцов может быть приведена к виду 
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где Ai
c
 и Ai
n
 – блоки, соответствующие ста-
бильным и нестабильным точкам пути.
При одинаковой схеме и точности из-
мерений A1
n
=A2
n
=...=A
n
; A1
c
=A2
c
=...=Ak
c
=A
c
, 
поэтому матрица В и система нормальных 
уравнений будут иметь вид

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
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
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=
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Обращая матрицу Bk по формулам Фро-
бениуса [2], получим
(Bk) –1= 





SQ
QT
T
где:
S = (B
c
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c
A
n
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n
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n
A
c
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c
P
N (An) 
A
c
) –1/k;
  (28)
Q =– (AT
c
P
N (An) 
A
c
) –1B
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 (Bo
n
) –1/k;  (29)
T = (Bo
n
) –1 (I+BT
nc
 (AT
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P
N (An) 
A
c
) –1B
nc
 (Bo
n
) –1/k).
  (30)
Из формул (28–30) видно, что совмест-
ная обработка в к раз уменьшает элементы 
ковариационной матрицы координат 
устойчивых х
с
 точек пути, в то время как 
повышение точности координат неустой-
чивых точек пути – незначительно (см. 
формулу (30)).
Наиболее просто система (27) решается, 
если зафиксировать все устойчивые точки 
пути, то есть перейти к несвободному оце-
ниванию. Однако несвободное оценивание 
приводит к искажению представлений 
о внутренней геометрии сети, что нежела-
тельно. Лучше, как и прежде, применять 
процедуры рекуррентного оценивания 
с учётом ошибок исходных данных.
В третьей ситуации, рассуждая подоб-
ным же образом, можно было бы разде-
лить точки пути на устойчивые, устойчи-
вые не во всех циклах, неустойчивые 
и получить решение, применяя принци-
пы группового оценивания. Но этот 
способ слишком громоздок и не эффек-
тивен в вычислительном плане. Сущест-
вует значительно более эффективный 
приём последовательной обработки из-
мерений, основанный на схеме учёта 
ошибок исходных данных и сводящийся 
к оцениванию коррелированных измере-
ний. В этом случае вектор dxoi-1 можно 
считать дополнительным измерением 
и перейти от системы уравнений попра-
вок
Aidxoi = dloi+v i с K (dloi) = P-1 (31)
к системе.
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Применяя к новой системе обобщён-
ный метод наименьших квадратов, полу-
чим
dxoi = (Ai TK (dloi) –1+
K (dxoi-1) +) +Ai TK (dloi) –1dloi;  (33)
K (dxoi) = m 2 (Ai TK (dloi) –1A+K (dxoi-1) +) +. 
 (34)
Формулы (31–34) справедливы для 
случая, когда все точки исследуемого пути 
между циклами i–1 и i устойчивы. В про-
тивном случае, если группу из j устойчивых 
точек пути пронумеровать первыми, то ма-
трица I в модели (32) заменится на (I
j, j
0). 
Соответственно изменятся и формулы 
(33–34):
dxoi = (Ai TK (dloi) –1Ai+
mm
j
oidxK


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

 −−
00
0)( 11
) –1Ai TK (dloi) –1dloi,  (35)
K (dxoi) = m 2 (Ai TK (dloi) –1Ai+
mm
j
o idxK
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
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00
0)9 1
) –1.  (36)
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Этими формулами можно завершить 
изложение теории совместного оцени-
вания измерений нескольких циклов, 
поскольку вместе с остальным материа-
лом они создают достаточную теорети-
ческую базу для потребностей практики.
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The author describes theoretical fundamentals, used 
to proceed with mathematical treatment of the results 
of measurements of parameters of technical conditions 
of the rail track. The calculations use different variants 
of assessment. The first one considers comparable 
data of two cycles of control. The second one proceeds 
with superposed, monitoring-based analysis of the 
indices received out of several measuring cycles with 
predetermined time intervals and dynamics (mobility) 
of the points of geodesic network.
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