ABSTRACT This paper presents a technique for reducing the decoding complexity of block turbo code with an extended Hamming code as a component code. In conventional decoding algorithms, when an input vector has a zero syndrome, complexity can be reduced by using the hard-input soft-output (HISO) algorithm. Although sufficient error correction can be achieved using hard decision decoding (HDD) of a component code, conventional methods have used the soft-input soft-output (SISO) algorithm for input vectors with a single error. However, when HDD is applied to all input vectors in which the syndrome is detected as a single error, performance loss occurs owing to the occasional presence of input vectors with triple errors. To solve this problem, we used two criteria for distinguishing between instances of single and triple errors. We maximized the applied rates of the HDD-based HISO algorithm depending on whether the criteria were satisfied. The SISO algorithm was applied when the two criteria were not met. In this case, the number of HDD usages can be reduced to half by removing duplicates or unnecessary candidate codewords. Simulation results show that the proposed algorithm can considerably reduce decoding complexity without performance loss compared with conventional algorithms.
I. INTRODUCTION
Block turbo code (BTC) is decoded using a soft-input softoutput (SISO) decoding algorithm [1] , [2] , which was first introduced by Pyndiah in 1994. It is based on the hard decision decoding (HDD) of component code. Conventional linear block codes such as the Hamming code [3] - [5] , the Bose-Chaudhuri-Hocquenghem (BCH) code [6] , [7] , the Reed-Solomon (RS) code [8] , the Low density parity check (LDPC) code [9] , [10] , and the Single parity check (SPC) code [11] can be considered as component codes of BTC, and can generate codeword with various code rate and code length. Based on these merits, BTC is used in various communication standards [12] - [14] such as the IEEE 802. 16, IEEE 1901, and IEEE 802.20 .
Conventional SISO decoder consists of the Chase II algorithm [15] that generates 2 p candidate codewords from p least reliable bits (LRBs), the maximal likelihood (ML) sequence detection that select optimal codeword from the Euclidean distance calculation of them, and extrinsic information that convert optimal codeword to soft output information.
However, the decoding complexity of this method is relatively high, as a series of processes (such as generating 2 p candidate codewords, applying HDD to each of the codewords, and finding the optimal codeword) should be performed at all times.
Therefore, many studies [16] - [28] have been conducted to develop approaches for reducing the complexity of the classical Chase-Pyndiah algorithm. First, Xu et al. [16] showed that the complexity reduction of the BTC encoding and decoding processes can be achieved by reducing the storage requirement, which is accomplished by designing a form of the Hamming code that does not use a syndrome table. Al-Dweik et al. [17] introduced a hybrid decoding algorithm that combined the SISO and hard-input hard-output (HIHO) algorithms. In this method, the high-complexity SISO algorithm was used for early iterations, and the low-complexity HIHO algorithm was applied in the remaining iterations to reduce the overall complexity. However, this technique always involves a predetermined number of SISO and HIHO algorithms, even though the number of errors included in the input sequence varies according to the number of iterations or the signal-to-noise ratio (SNR) in the overall decoding process. For this reason, even though input vectors can be corrected by the HIHO algorithm, there are cases where the decoding is performed using the SISO algorithm that has a relatively high decoding complexity. To correct this flaw, a syndrome-based decoding algorithm was proposed in [18] - [22] . When a syndrome vector obtained from an input vector is all zero, extrinsic information is obtained by applying a hard decision input vector directly to the optimal codeword and multiplying by a reliability factor for each bit position. The SISO algorithm is applied when the syndrome is non-zero. Studies of this syndrome-based decoding algorithm showed that the complexity of decoding can be reduced in proportion to the rate of the zero syndrome.
In this paper, we propose a method that allows to reduce complexity while maintaining comparable performance to that of conventional decoding algorithms. To achieve this, we utilized the error detection capability of an extended Hamming code [29] that is used as a component code of BTC. The syndrome of the extended Hamming code classifies an error into three types: no error, single error, and double error. Using this classification, we applied the lowcomplexity hard-input soft-output (HISO) algorithm until the syndrome was detected to be a single error as well as a no error. In other words, we maximized the complexity reduction effect by expanding the scope of applicability of the HISO algorithm until the maximal error correction ability of the extended Hamming code. However, when the HISO algorithm is applied to all single-error cases, performance degradation occurs owing to the occasional presence of triple bit errors. It occurs because the extended Hamming code has the minimum distance of four. It means that triple errors can be mistaken for single errors and left uncorrected. To avoid this performance degradation, an approach is needed that would allow to distinguish input vectors with triple errors from those with single errors.
For this, we first focus on the statistical result which states that, as the number of iterations increases, the rate of double errors in row (column) vectors gradually decreases and eventually disappears. This observation implies that there is a very small probability that two or more errors will occur in the following half iteration if none among the column (row) vectors have been detected as having double errors in the previous half iteration. Thus, if none of the syndromes in the previous half iteration have double errors, error correction can be performed by replacing the Chase-Pyndiah SISO algorithm with the HISO algorithm when the syndrome of an input vector indicates a single error in the following half iteration.
Otherwise, at least one input vector is detected as having a double error in a previous iteration. The input vectors with double errors may not be corrected using the SISO algorithm. Thus, the probability that there exists an input vector with triple errors is relatively high, even if the syndrome is determined as a single error in the following half iteration. In this case, to avoid performance degradation caused by applying HDD, the our method compares the positions of the three LRBs with the position of the bit where HDD is applied. We then apply the HDD-based HISO algorithm only when the same position is detected, and apply the SISO algorithm in the remaining cases to decrease the decoding complexity.
Finally, the classical Chase-Pyndiah SISO algorithm in the low complexity syndrome based scheme is used in some cases with non-zero syndromes. In the Chase II algorithm, 2 p candidate codewords are always generated based on the positions of the selected p LRBs and 2 p HDDs. To reduce the number of HDDs required, we deleted duplicate or unnecessary candidate codewords in three cases classified by the syndrome. Only one candidate codeword was considered when judged as zero syndrome. In addition, 2 p−1 candidate codewords were considered in other syndrome cases.
Compared with classical algorithms, the our algorithm considerably reduces the decoding complexity, and the BER performance is nearly identical to those of conventional algorithms.
The remainder of this study is organized as follows. In Section II, we introduce the structure and properties of classical extended BTC decoding algorithms. Section III provides details about the three techniques used in the low complexity syndrome-based hybrid decoding algorithm. Section IV compares the decoding complexity of the proposed and three conventional algorithms. Section V shows the simulation results and compares the performance of the proposed and classical algorithms given in [1] , [18] , and [19] . Section VI concludes the study.
II. BACKGROUND
This section introduces the main concept behind the three conventional decoding algorithms for BTC. First, an overview of the Chase-Pyndiah algorithm, which is a basic SISO decoding scheme, is provided. Then, syndromebased and hybrid decoding algorithms, which improve the complexity of the Chase-Pyndiah algorithm, are reviewed. In this section, we assume two-dimensional squared BTCs constructed using two serially concatenated linear block codes C i (i = 1, 2). Here, the component code C i is parameterized by a (n, k, d), which refers to the codeword length, information length, and a minimum Hamming distance, respectively [27] . We also assume that the transmitted codeword C t is transformed into binary phase shift keying (BPSK) symbols over an additive white Gaussian noise (AWGN) channel. The corresponding received signal R = (r 1 , r 2 , . . . , r n ) can be obtained from the sum of the codeword C t and a matrix of AWGN samples with zero mean and N 0 /2 variance.
A. CHASE-PYNDIAH DECODING ALGORITHM 1) Determine the hard decision sequence Y = (y 1 , y 2 , . . . , y n ): 
5) After obtaining the syndrome S i , perform HDD to obtain valid codewords
After syndrome decoding, an extended last bit of c i n can be obtained as
where c i j is the j-th bit of the codeword C i . 6) Squared euclidean distance between the received signal R and codeword C i is:
7) Among the 2 p candidate codewords, the one with the minimum squared euclidean distance is determined as the maximal likelihood (ML) codeword D:
8) Depending on the presence of a candidate codeword, extrinsic information can be computed using one of the following two equations:
if C j exists,
otherwise,
where the C j is a codeword with the smallest squared euclidean distance among the candidate codewords with a value different from the j-th bit of D and d j is the j-th bit of the decision codeword D. The reliability factor β represented in [1] and [2] is used when C j does not exist.
B. SYNDROME-BASED DECODING ALGORITHM
The syndrome-based decoding algorithm [19] combines the SISO and HISO algorithms to reduce the complexity without performance degradation. 
In addition, if the syndrome is zero, the hard decision vector Y is always the same as the ML codeword obtained from the Chase II algorithm. This is because the squared euclidean distance between the decoder input R and the hard decision vector Y is always less than that from other candidate codewords. Therefore, when calculating the extrinsic information, they set the reliability factor γ s to a large value that is either equal to or greater than β.
Case 2 (S = 0):
If the syndrome is non-zero, the decoding process can be summarized as follows: 1) Compute the syndrome using the inner product of the hard decision sequence Y and the parity check matrix H . 2) If the syndrome is non-zero, obtain the decision codeword vector D from the Chase-Pyndiah decoding algorithm described in the previous subsection. 3) Calculate the extrinsic information w j from (7), (8) .
C. HYBRID DECODING ALGORITHM
The hybrid decoding algorithm is a scheme first introduced by Al-Dweik et al. [17] and is thus known as the AGS algorithm. In this algorithm, the number of iterations with the SISO algorithm applied during the entire iterative decoding process is reduced to enhance the complexity of the classical SISO decoding algorithm. To solve the performance degradation problem caused by the reduction in the number of iterations based on the SISO algorithm, they apply additional iterative decoding processes several times based on the lowcomplexity HIHO algorithm.
In [18] , the part of the AGS algorithm that uses the SISO algorithm is classified as two parts where the SISO and HISO algorithms are applied, based on the number of errors in the input vector. In this process, an efficient decoder can be constructed that maintains performance while further reducing the complexity of decoding. The decoding process is described as follows: 1) Determine the received hard decision sequence Y = (y 1 , y 2 , . . . , y n ). VOLUME 6, 2018 FIGURE 1. Block diagram of the proposed syndrome-based decoding scheme in m+1 th half iteration.
2) Find the valid codeword
Calculate the extrinsic information according to the following two cases, which are based on the threshold δ:
where γ H is the reliability factor of y H j and can be obtained from the following equation, as proved in [18] :
The three conventional decoding algorithms described here commonly terminate the process by performing the iterative decoding process based on the updated soft input derived from the sum of extrinsic information and channel information. However, in the hybrid algorithm, additional HIHO algorithm based iterations are performed l times to remove residual errors after finishing the SISO iterative decoding.
III. LOW COMPLEXITY SYNDROME-BASED DECODING ALGORITHM
In this section, we propose three efficient schemes that can reduce the decoding complexity without performance loss, compared with the aforementioned classical algorithms. To achieve this, the algorithm applies the error detection property of the syndrome of the (n, k, d) extended Hamming code used as a BTC component code. By adding a parity bit to a codeword in the Hamming code, detection of double errors and correction of single errors becomes possible. This property allows to detect the hard decision input vectors R H as either having no error, single error, or double error, depending on the result of syndrome operation. Therefore, this study selects either the SISO or HISO decoding algorithms, based on the estimation result of the error through the syndrome. Fig. 1 shows the block diagram of the proposed syndrome based decoder. When the syndrome value indicates no error, the switch S (0) is directly connected to the upper part to calculate extrinsic information. When the syndrome indicates a single error, the switch S (1) is connected to the middle part for splitting into two parts, the SISO and HISO decoding algorithms. In the rest case the switch S (2) is connected to SISO decoding.
If the binary codeword C t is transmitted to the decoder through the AWGN channel, the received codeword is assumed to be R, and R H is assumed to be the hard decision value of R. Then, the syndrome value of R H is determined using the parity check matrix H of the extended Hamming code. Based on the syndrome detection result, the detailed decoding process is divided into the following three cases and procedures.
A. DECODING ALGORITHM FOR ERROR-FREE CASE
In this study, if the hard decision vector R H of the received noisy sequence R has a zero syndrome, the HISO decoding process proceeds in the same order as that in the conventional syndrome-based algorithm [19] . In this procedure, the ML codeword, which is the result of the Chase II algorithm, is replaced by the hard decision vector R H . This is because, among the 2 p candidate codewords, that with the smallest Euclidean distance to R is always R H . Then, R H can be assumed to be error-free, and the extrinsic information at the j-th bit is
where r H j denotes the j-th bit value of R H . From this, the decoding complexity can be reduced by the ratio of the zero syndrome.
In this case, because the 2 p candidate codewords cannot be obtained owing to the omission of the Chase II algorithm, the equation (7) cannot be used to calculate the extrinsic information. No alternative exists but to calculate the extrinsic information in a manner similar to the (8). The reliability factor δ 1 used in this study is determined to be slightly greater than the reliability factor β in [1] . However, the value that has been proven to have optimal performance has not yet been clarified. Therefore, in this study, we performed Monte Carlo simulation using various factor values, and the value of δ 1 was set to twice the value of β to achieve the best performance.
B. DECODING ALGORITHM FOR THE SINGLE-ERROR CASE
In conventional decoding algorithms [18] , if the HISO algorithm is applied up to (d −1)/2 errors, which is the maximal error correction capability of the (n, k, d) linear block code used as a component code of BTC, the decoding complexity can be reduced, but the performance loss occurs. Likewise, in this study in which the extended Hamming code was used as a component code, the same performance degradation problem was noted when the HISO algorithm was applied up to a single error, which is the maximal number of correctable error bits. This occurs in some cases in which the hard decision noisy sequence R H detected as a single error contains triple errors. In these cases, when the HDD-based HISO algorithm is applied, erroneous corrections occur owing to the errors having more bits than the maximal number of bits that can be corrected in HDD. However, most of R H detected as having a single error have a single bit error, and the ratio of being detected as a singleerror among the all input vectors accounts to as much as the ratio of error-free vectors, as shown in Fig. 2 . It shows the distribution per syndrome after four iterations in (32, 26, 4) 2 and (64, 57, 4) 2 BTC. Therefore, to reduce the decoding complexity in the single error case without performance loss, we classify the cases in which R H contains a single error by applying the following two criteria, and then maximize the application rate of the HDD based HISO algorithm. 3 shows the ratio of detected vectors with double errors for each of 32 and 64 row (column) input vectors in each iteration, according to the SNR in the proposed decoder of (32, 26, 4) 2 and (64, 57, 4) 2 BTC, respectively. In the iterative decoding process, the ratio of detected vectors with double errors out of all input vectors gradually decreases and eventually reaches zero as the number of iterations increases. If we assume the number of half iterations at this vanishing point to be m, the results of this observation suggest that almost no possibility exists for multiple errors in R H to occur from the m+1 th half iteration. Thus, when the syndrome of R H represents a single error, the probability that R H has a single bit error is also considerably high. Therefore, we can find the optimal codeword D with only HDD by applying the following Criterion 1.
1) CRITERION 1
If no double error is detected among n row (column) vectors in the m th half iteration, and a column (row) vector is detected as having a single error in the m+1 th half iteration, replace the Chase-Pyndiah SISO decoding algorithm with the HDD based HISO algorithm.
However, in other cases, a row (column) vector containing multiple errors may still exist after decoding because there is a row (column) vector with errors greater than the double error in the previous iteration. This occurs because HDD does not perform correctly on input vectors with multiple errors. This suggests that the probability that there exists R H with triple bit errors is much higher than that of belonging to Criterion 1, even if R H is detected as having a single error in the following half iteration. Therefore, if R H included in this case is corrected only by the HDD-based HISO algorithm, performance loss can occur. To solve this problem, the following Criterion 2 was used in this paper. In Criterion 2, after the reliability vector R rel = (|r 1 |, |r 2 |, . . . , |r n |) is generated from the input vector R = (r 1 , r 2 , . . . , r n ) , the process of finding the bit positions with the least reliability among the total n bits is important for ensuring decoding accuracy. This is because when HDD is performed in the LRB position with the highest probability of error occurrence, we can guarantee a high probability that the error correction of R H will be performed correctly. In addition, as the number of LRB positions to be compared with the position of the corrected bit through the HDD is increased, the application rate of the HDD-based HISO algorithm increases. However, the possibility of erroneous correction in HDD due to the increase of the number of LRBs becomes greater.
In this paper, the critical condition to solve this problem is that the number of LRBs to be compared with the position of the bit corrected by the HDD is set to d-1 for the purpose of improving the decoding complexity without performance loss. This is because even if the Chase-Pyndiah SISO algorithm is replaced with the HDD-based HISO algorithm, the optimal codeword D is always the same if we set the maximal number of LRBs to d-1. That is, if this Criterion is satisfied, the optimal codeword obtained from the HDD and the Chase II algorithm is identical, and the verification procedure is as follows.
Let D HDD and D ML denote the codeword obtained by the HDD of R H and the codeword with the smallest squared euclidean distance obtained by applying R H to the Chase II algorithm, respectively. To prove that the squared euclidean distance of D HDD is not larger than the distance of D ML when the Criterion 2 is satisfied, we first calculate the difference between squared euclidean distances for D HDD and D ML , using the following two formulas.
If the j-th bit of R H is corrected through HDD, the difference between the squared euclidean distances of D HDD and R H from R can be obtained by: and R has the minimum value. After calculating the squared euclidean distances of D ML and R H , respectively, the difference between them can be expressed as
where a(i), with i = 1, 2, . . . , d − 1, and d ML j represent the locations of the d-1 bits with the least reliability and the j-th bit of R H which is corrected using the Chase II algorithm, respectively. We also assume that the reliability of each bit used in (14) obeys the following relationship.
Through (13) and (14), we can derive a condition in which D HDD has always smaller Euclidean distance than D ML , as follows.
Equation (16) 
where δ 2 is 1.5 times greater than the conventional factor β. The proper value of δ 2 was determined by Monte Carlo simulation, which shows the lowest BER. δ 2 is set to a value slightly smaller than δ 1 because the miscorrection probability of the input vector detected as having a error is higher than that of the one detected as error-free.
6) In other cases, determine whether one of the positions of the d-1 LRBs matches the bit that was corrected through the HDD of R H according to Criterion 2. 7) If a match is found, obtain the optimal codeword D HDD
and extrinsic information W in the same manner as in (17). 8) If no match is found, apply the Chase-Pyndiah decoding algorithm to obtain D ML and W .
C. DECODING ALGORITHM FOR DOUBLE ERROR CASE
If the result of syndrome detection is a double error, the ML codeword D ML and extrinsic information W are computed using the Chase-Pyndiah SISO algorithm in [1] and [2] . In this paper, we apply the SISO algorithm when R H is detected as having a double error and a single error (step 8 in subsection B). However, the conventional SISO algorithm has a high decoding complexity because it must perform 2 p HDDs in the process of generating 2 p candidate codewords from p LRBs. The proposed decoding algorithm reduces the number of candidate codewords to 2 p−1 by excluding duplicated or unnecessary codewords among 2 p candidates. Therefore, achieving a considerable reduction in the decoding complexity is possible, because the number of HDDs required in this process could be reduced to half. When R H is detected as having either a single or double error, the test patterns T i (i = 1, . . . , 2 p−1 ) that should be considered for generating the set of valid codewords in this study are shown in the following Tables 1 and 2 , respectively. In both tables, c b is a combination formula, which means the number of possible combinations of b objects from a set of c objects.
The test patterns not included in both of the tables can be removed owing to either one of two reasons. First, excluded test patterns can create the same valid codewords as the test patterns that are retained. To prove this, let us examine an example case that was not included in Table 1 . First, a test pattern with a ''1'' in a single bit position is removed as in the following case. If the position of a bit that includes ''1''s is the same as the position of an error bit, the codeword generated after HDD is the same as that obtained from the test pattern that does not include ''1''s. Likewise, test patterns that contain ''1''s in three bit positions are excluded. In this case, it is possible to recover the original codeword only when all three bits that include ''1''s are error bits. However, in the test pattern includes four ''1''s, the same codeword is generated when the positions of the three bits including ''1''s match the error position.
Another reason is that excluded test patterns can generate codewords of different forms than the transmitted codeword. To illustrate this cause of exclusion, we use the same excluded test patterns in Table 1 as before. Let us first assume a test pattern T i that contains ''1''s in a single bit position. If the position of ''1'' in the test pattern and the bit error position in the hard decision sequence R H are different, the test sequence formed by the modulo 2-addition of R H and T i has a double bit error. Therefore, it generates a different codeword from the transmitted codeword, because the test sequence exceeds the error correction capability that can be corrected by HDD. Similarly, the test pattern that includes three ''1''s is removed. This test pattern can be applied if R H contains a three-bit error. However, if the bit positions of the three-bit error are different from the bit positions of the three bits containing ''1''s in the test pattern, the test sequence will contain more than double bit errors. Therefore, this test pattern is removed because it creates a wrong codeword.
Likewise, applying the same methods when R H is detected as having a double error can yield the results shown in Table 2 .
IV. COMPUTATIONAL COMPLEXITY
In this section, we compare the decoding complexities of the proposed and classical decoding algorithms based on the number of uses of HDD and the four primarily used operations (addition, multiplication, modulo 2, and comparison).
First of all, HDD-based complexity can be obtained by calculating the number of HDDs used in each of the four algorithms described below. Let I S and I H be the number of half iterations applied to the SISO and HIHO decoding algorithms, respectively, and let p be the number of LRBs in each of the decoding algorithms for (n, k, d) 2 BTC.
Firstly, the number of HDDs used in the conventional Chase-Pyndiah algorithm [1] is
Secondly, the number of HDDs required for the (I S /2, I H /2) hybrid algorithm [18] that reduces the complexity by combining the SISO algorithm and the HIHO algorithm can be expressed as
where e denotes the difference between the hard decision input vector and the input vector after the HDD in the i-th half iteration, and the ratio of the number of row (column) vectors where e is less than the threshold value δ is R i e . Thirdly, in the syndrome-based decoding algorithm [19] , decoding complexity is reduced by the ratio R i zero detected as a zero syndrome among n input vectors in the i-th half iteration. Therefore, the number of HDDs used, h 3 , is
Finally, the total number of HDDs used by the proposed algorithm is
where λ i ss is the fraction of vectors decoded using the SISO algorithm in Criterion 2 and λ i ds is the fraction of vectors detected as having a double error among n input vectors in the i-th iteration. In addition, the sum λ i sh of the ratios of the parts that apply the HDD in Criteria 1 and 2 is 1 − (λ i ds + λ i ss + λ i n ), where λ i n denotes the ratio of input vectors detected as having no errors.
Based on (18) - (21), we can obtain the relative complexity R i HDD from the perspective of HDD usage, by comparing the number of HDDs used in between the i-th decoding algorithm and the Chase-Pyndiah algorithm
where h i denotes the number of HDDs required for the i-th comparison algorithm. In Figs. 5 and 6, I S , I H and p are set to 8 (exceptionally, the hybrid algorithm applies 7), 8 and 4 in BTC, respectively, and the relative reduction rate of the HDD usage (22) is compared in various algorithms considered in this study. Fig. 5 shows the relative reduction rate of the number of times HDD was used as the SNR increases when the proposed and classical algorithms were applied to (64, 57, 4) 2 BTCs. As the SNR increases, the complexity of Chase-Pyndiah algorithm remains constant, whereas complexities of other algorithms become increasingly smaller, in terms of the relative complexity based on HDD. Proposed algorithm can reduce by 90, 73, and 66% the number of HDDs required, compared with the Chase-Pyndiah, hybrid (3.5, 4) and syndrome-based algorithms, respectively, at the SNR of 3.5 dB. In addition, HISO to single error used here refers to a decoding algorithm for reducing the complexity by applying the HISO algorithm to all cases in which either no error or a single error is detected by the syndrome calculation of R H . In this case, however, performance degrades considerably, as seen in the BER performance described in the next section (Fig. 9) . Compared with the proposed method, performance loss becomes greater with SNR increase from 2.5 dB, which is the starting point of performance degradation. Although this technique reduces the number of HDDs required by applying the HISO algorithm up to the part detected as having a single error, the fraction of vectors detected as having a double error increases due to performance degradation. Therefore, this scheme has a larger number of HDDs used at the SNR of 2.5 dB or higher, since the application rate of the SISO algorithm that requires 2 p HDDs increases compared with the proposed algorithm. Fig. 6 compares the relative HDD reduction rate for the syndrome-based algorithm, which has the greatest reduction in the HDD complexity among the conventional decoding algorithms, and the proposed algorithm in the two-dimensional BTC based on the (32, 26, 4), (64, 57, 4), (128, 120, 4), (256,247,4) extended Hamming code. It shows that the proposed algorithm is efficient for reducing the amount of HDD usage to less than half compared with the syndrome-based algorithm in all four cases, regardless of the SNR.
Secondly, we analyze the decoding complexity based on the number of times in which four different operations were used. We first define the number of times each operation is used in one row (column) vector of n input row (column) vectors, as follows: , respectively. Then, finding the ratio σ i 0 of zero syndrome among n input vectors in i-th half iteration, the total number of uses of an operation after m half iterations is obtained as
Finally, the total number of the four operations used with the proposed decoding algorithm can be classified into five cases according to the syndrome and two criteria. Table 6 shows the number of uses per operation of a single VOLUME 6, 2018 row (column) vector in five cases. The number of uses of the c-th operation L 3,t c (t = 1, 2, 3, 4, 5) per decoding step in the five cases is discussed in detail in the Appendix. The total number of operations used N 3 c after the m half iterations of the decoding algorithm can be expressed as
where the fraction accounted for each of the five cases in the i-th half iteration is ϕ i t . The complexities of the four operations relative to the number of operations required for the Chase-Pyndiah algorithm are shown in Tables 7-10 , respectively. The four tables commonly set the relative decoding complexity of the ChasePyndiah algorithm to 1. The results show that in the BTC constructed by component codes having four different code rates with 8 half iterations and p = 4, the proposed algorithm has considerably lower complexity than does the syndromebased algorithm in all four operations. In addition, as the SNR increases, the effect of the proposed algorithm on reducing the decoding complexity increases. In particular, it can be seen that the algorithm has the greatest effect on improving complexity in terms of comparison operation compared with the other three operations. For Eb/No = 3.5 dB, in the proposed algorithm that uses the (32, 26, 4) extended Hamming code as a component code, the decoding complexity of the comparison operation is 10 times lower than that of Chase-Pyndiah algorithm and 2.4 times lower than that of the syndrome-based algorithm, as can be seen from Fig. 7 .
V. PERFORMANCE COMPARISON
To evaluate performance, we used BTCs with extended Hamming codes specified in the IEEE 802.16 standard [12] . For our experiments, the number of LRBs and iterations was each set to 4. A weighting factor for the m-th half iteration was α(m) = {0, 0.2, 0.3, 0.5, 0.7, 0.9, 1} and the reliability factor was β(m) = {0.2, 0.4, 0.6, 0.8, 1, 1, 1, 1}. In addition, the reliability factor δ 1 for no-error cases was twice the value of β(m), and the reliability factor δ 2 for single-error cases was set to 1.5 times the value of β(m). In addition, the reliability factor γ s applied to (9) for the conventional syndrome-based algorithm was applied twice to the value of β(m), which was the same as the proposed algorithm, for a fair comparison.
Performance comparisons between the proposed and conventional decoding algorithms under the BPSK modulation over an AWGN channel are shown in Figs. 8 and 9 . 8 shows the BER performance obtained after applying the proposed algorithm and the two conventional algorithms in [1] and [19] to the BTC having (32,26,4), (64,57,4), (128,120,4), and (256,247,4) extended Hamming codes as component codes. The experimental results revealed that the proposed algorithm with low decoding complexity exhibited nearly the same BER performance as the considered conventional algorithms. Especially, as the length of the component code increased, it had better performance than did the considered conventional decoding algorithms. The reason for the performance degradation of the conventional algorithms is as follows. In the conventional algorithms, extrinsic information is obtained using (7) and (8) . At this time, the maximal number of bits in which the candidate codeword exists is 2 p + p + 1. This number is determined by the positions of the 2 p bits in which HDD can occur, the positions of p LRBs, and the position of the extended bit. Thus, as the length of the component code increases, the number of bits in which the candidate codeword is present cannot exceed the maximal number of bits, so that the ratio of the bits in which the candidate codeword does not exist increases. This also leads to an increase in the rate of using extrinsic information (8) that is less accurate among the two equations. When the extrinsic information is calculated by applying (8), the same reliability factor β is always used in the Chase-Pyndiah algorithm. Thus, as the number of errors included in the input vector increases, the accuracy of the decoding algorithm decreases. On the other hand, in the proposed algorithm, as the number of errors of the input vector obtained from the syndrome increases, a lower reliability factor is applied. The reliability factor with optimal performance in each error number is obtained by Monte Carlo simulation. Therefore, the conventional algorithms perform worse compared with the proposed algorithm as the length of the component code increases. 
VI. CONCLUSION
In this study, we proposed a syndrome-based decoding algorithm for reducing the decoding complexity of the classical BTC decoder. To this end, we applied the characteristic whereby the syndrome of the extended Hamming code, which is a component code of BTC, classifies an error into three types. We minimized the decoding complexity by using low-complexity HDD-based HISO algorithm instead of the high complexity Chase-Pyndiah SISO algorithm in most of single-error cases, which is the error correction capability of the component code that could not be covered owing to the performance degradation of the conventional algorithms. To prevent the loss of performance in this process, we classified the parts using the SISO and HDD-based HISO algorithm by applying two criteria. Moreover, in the portion where SISO decoding was applied, the number of candidate codewords was reduced to half by eliminating unnecessary candidate codewords, thereby reducing the decoding complexity. In addition, we determined the optimal reliability factor for obtaining extrinsic information after correcting the errors present in the input vectors. Most of the related studies have used the experimentally obtained value of the reliability factor that was reported in the initial paper. However, as the number of errors in the input vectors detected by the syndrome increases, the accuracy of the error correction decreases. Therefore, in this paper, as the number of errors included in the input vectors increased, the existing reliability was multiplied by the lower weighting factor to obtain more accurate extrinsic information. Simulation results showed that the longer the code was used as a component of BTC, the better performance and the stronger reduction in complexity were achieved.
APPENDIX
In the Appendix, we investigate the number of uses of the four major operations in the five cases of the proposed decoding algorithm shown in Table 6 . In a row (column) vector R of the (n, k, d) 2 BTC decoder, the number of four operations required by each decoding process can be expressed as follows.
A. COMPLEXITY PER DECODING STEP IN L 3,1 c
When it is detected that the input vector does not contain an error, the decoding process proceeds to four steps as follows.
1) Find the hard decision vector R H from R.
2) Calculate the syndrome of R H .
3) Check whether the syndrome vector is zero or not. 4) If the syndrome is zero, calculate the extrinsic information from (12) . In this case, the number of uses of each operation in each decoding stage can be expressed as shown in Table 11 .
B. COMPLEXITY PER DECODING STEP IN L 3,2 c
When the input vector is detected as having a single error and fulfills Criterion 1, the decoding process follows the procedure from 1) to 5) of B in Section III. Table 14 shows the number of four operations used for each decoding step.
C. COMPLEXITY PER DECODING STEP IN L 3,3 c
When the input vector is detected as containing a single error and fulfills Criterion 2, the decoding process is performed according to the procedure of 1) to 7) of B in Section III. However, steps 4) and 5) are excluded because they correspond to the decoding process of subsection B in this Section. Table 15 shows the number of operations required for each decoding step.
D. COMPLEXITY PER DECODING STEP IN L 3,4 c
When the syndrome of the input vector means a single error, and Criteria 1 and 2 are not all fulfilled, the decoding process is performed according to the procedure of 1) to 8) of subsection B in Section III. However, steps 4) to 7) are not included in the corresponding decoding process. Table 12 shows the number of times each operation is used.
E. COMPLEXITY PER DECODING STEP IN L 3,5 c
When the input vector is detected as having a double error, the amount of each operation required in each decoding process is expressed in eight steps as in Table 13 .
