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Abstract
We address the problem of imitation learning with multi-modal demonstrations.
Instead of attempting to learn all modes, we argue that in many tasks it is suffi-
cient to imitate any one of them. We show that the state-of-the-art methods such
as GAIL and behavior cloning, due to their choice of loss function, often incor-
rectly interpolate between such modes. Our key insight is to minimize the right
divergence between the learner and the expert state-action distributions, namely
the reverse KL divergence or I-projection. We propose a general imitation learn-
ing framework for estimating and minimizing any f -Divergence. By plugging in
different divergences, we are able to recover existing algorithms such as Behavior
Cloning (Kullback-Leibler), GAIL (Jensen Shannon) and DAGGER (Total Varia-
tion). Empirical results show that our approximate I-projection technique is able
to imitate multi-modal behaviors more reliably than GAIL and behavior cloning.
1 Introduction
We study the problem of imitation learning from demonstrations that have multiple modes. This is
often the case for tasks with multiple, diverse near-optimal solutions. Here the expert has no clear
preference between different choices (e.g. navigating left or right around obstacles [43]). Imperfect
human-robot interface also lead to variability in inputs (e.g. kinesthetic demonstrations with robot
arms [13]). Experts may also vary in skill, preferences and other latent factors. We argue that in
many such settings, it suffices to learn a single mode of the expert demonstrations to solve the task.
How do state-of-the-art imitation learning approaches fare when presented with multi-modal inputs?
Consider the example of imitating a racecar driver navigating around an obstacle. The expert some-
times steers left, other times steers right. What happens if we apply behavior cloning [34] on this
data? The learner policy (a Gaussian with fixed variance) interpolates between the modes and drives
into the obstacle.
Interestingly, this oddity is not restricted to behavior cloning. Li et al. [26] show that a more sophis-
ticated approach, GAIL [19], also exhibits a similar trend. Their proposed solution, InfoGAIL [26],
tries to recover all the latent modes and learn a policy for each one. For demonstrations with several
modes, recovering all such policies will be prohibitively slow to converge.
Our key insight is to view imitation learning algorithms as minimizing divergence between the
expert and the learner trajectory distributions. Specifically, we examine the family of f -divergences.
Since they cannot be minimized exactly, we adopt estimators from Nowozin et al. [29]. We show that
behavior cloning minimizes the Kullback-Leibler (KL) divergence (M-projection), GAIL minimizes
the Jensen-Shannon (JS) divergence and DAGGER minimizes the Total Variation (TV). Since both
JS and KL divergence exhibit a mode-covering behavior, they end up interpolating across modes. On
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Figure 1: Behavior cloning fails with multi-modal demonstrations (a) Expert demonstrates going left or right
around obstacle. (b) Learner interpolates between modes and crashes into obstacle.
the other hand, the reverse-KL divergence (I-projection) has a mode-seeking behavior and elegantly
collapses on a subset of modes fairly quickly.
The contributions and organization of the remainder of the paper1 is as follows.
1. We introduce a unifying framework for imitation learning as minimization of f -divergence
between learner and trajectory distributions (Section 3).
2. We propose algorithms for minimizing estimates of any f -divergence. Our framework is
able to recover several existing imitation learning algorithms for different divergences. We
closely examine reverse KL divergence and propose efficient algorithms for it (Section 4).
3. We argue for using reverse KL to deal with multi-modal inputs (Section 5). We empirically
demonstrate that reverse KL collapses to one of the demonstrator modes on both bandit and
RL environments, whereas KL and JS unsafely interpolate between the modes (Section 6).
2 Related Work
Imitation learning (IL) has a long-standing history in robotics as a tool to program desired skills and
behavior in autonomous machines [2, 4, 5, 30]. Even though IL has of late been used to bootstrap
reinforcement learning (RL) [9, 37, 41, 44, 45], we focus on the original problem where an extrinsic
reward is not defined. We ask the question – “what objective captures the notion of similarity to
expert demonstrations?”. Note that this question is orthogonal to other factors such as whether we
are model-based / model-free or whether we use a policy / trajectory representation.
IL can be viewed as supervised learning (SL) where the learner selects the same action as the expert
(referred to as behavior cloning [35]). However small errors lead to large distribution mismatch.
This can be somewhat alleviated by interactive learning, such as DAGGER [42]. Although shown to
be successful in various applications [17, 22, 43], there are domains where it’s impractical to have
on-policy expert labels [23, 25]. More alarmingly, there are counter-examples where the DAGGER
objective results in undesirable behaviors [24]. We discuss this further in Appendix C.
Another way is to view IL as recovering a reward (IRL) [38, 39] or Q-value [33] that makes the
expert seem optimal. Since this is overly strict, it can be relaxed to value matching which, for linear
rewards, further reduces to matching feature expectations [1]. Moment matching naturally leads to
maximum entropy formulations [50] which has been used successfully in various applications [13,
49]. Interestingly, our divergence estimators also match moments suggesting a deeper connection.
The degeneracy issues of IRL can be alleviated by a game theoretic framework where an adversary
selects a reward function and the learner must compete to do as well as the expert [20, 46]. Hence
IRL can be connected to min-max formulations [12] like GANs [16]. GAIL [19], SAM [6] uses this
to directly recover policies. AIRL [14], EAIRL [36] uses this to recover rewards. This connection
to GANs leads to interesting avenues such as stabilizing min-max games [32], learning from pure
observations [31, 47, 48] and links to f-divergence minimization [28, 29].
In this paper, we view IL as f -divergence minimization between learner and expert. Our framework
encompasses methods that look at specific measures of divergence such as minimizing relative en-
1We refer the reader to supplementary for appendices containing detailed exposition.
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tropy [7] or symmetric cross-entropy [40]. Note that Ghasemipour et al. [15] also independently
arrives at such connections between f-divergence and IL.2 We particularly focus on multi-modal
expert demonstrations which has generally treated by clustering data and learning on each clus-
ter [3, 11]. InfoGAN [8] formalizes this within the GAN framework to recover latent clusters which
is then extended to IL [18, 26]. Instead, we look at the role of divergence with such inputs.
3 Problem Formulation
Preliminaries We work with a finite horizon Markov Decision Process (MDP) 〈S,A, P, ρ0, T 〉
where S is a set of states, A is a set of actions, and P is the transition dynamics. ρ0(s) is the initial
distribution over states and T ∈ N+ is the time horizon. In IL paradigm, the MDP does not include
a reward function.
We examine stochastic policies pi(a|s) ∈ [0, 1]. Let a trajectory be a sequence of state-action pairs
τ = {s0, a1, s1, . . . , aT , sT }. It induces a distribution of trajectories ρpi(τ) and state ρtpi(s) as:
ρpi(τ) = ρ0(s0)
T∏
t=1
pi(at|st−1)P (st|st−1, at) ρtpi(s) =
∑
s′,a
ρt−1pi (s
′)pi(a|s′)P (s′|s, a) (1)
The average state distribution across time can be computed as ρpi(s) = 1T
∑T
t=1 ρ
t−1
pi (s)
3.
The f-divergence family Divergences, such as the well known Kullback-Leibler (KL) divergence,
measure differences between probability distributions. We consider a broad class of such diver-
gences called f-divergences [10, 27]. Given probability distributions p(x) and q(x) over a finite set of
random variables X , such that p(x) is absolutely continuous w.r.t q(x), we define the f-divergence:
Df (p, q) =
∑
x
q(x)f
(
p(x)
q(x)
)
(2)
where f : R+ → R is a convex, lower semi-continuous function. Different choices of f recover
different different divergences, e.g. KL, Jensen Shannon or Total Variation (see [29] for a full list).
Imitation learning as f-divergence minimization Imitation learning is the process by which a
learner tries to behave similarly to an expert based on inference from demonstrations or interactions.
There are a number of ways to formalize “similarity” (Section 2) – either as a classification problem
where learner must select the same action as the expert [42] or as an inverse RL problem where
learner recovers a reward to explain expert behavior [39]. Neither of the formulations is error free.
We argue that the metric we actually care about is matching the distribution of trajectories ρpi∗(τ) ≈
ρpi(τ). One such reasonable objective is to minimize the f -divergence between these distributions
pˆi = arg min
pi∈Π
Df (ρpi∗(τ), ρpi(τ)) = arg min
pi∈Π
∑
τ
ρpi(τ)f
(
ρpi∗(τ)
ρpi(τ)
)
(3)
Interestingly, different choice of f -divergence leads to different learned policies (more in Section 5).
Since we have only sample access to the expert state-action distribution, the divergence between the
expert and the learner has to be estimated. However, we need many samples to accurately estimate
the trajectory distribution as the size of the trajectory space grows exponentially with time, i.e.
O
(
|S|T
)
. Instead, we can choose to minimize the divergence between the average state-action
distribution as the following:
pˆi = arg min
pi∈Π
Df (ρpi∗(s)pi
∗(a|s), ρpi(s)pi(a|s)) = arg min
pi∈Π
∑
s,a
ρpi(s)pi(a|s)f
(
ρpi∗(s)pi
∗(a|s)
ρpi(s)pi(a|s)
)
(4)
We show that this lower bounds the original objective, i.e. trajectory distribution divergence.
2Although the algorithms we propose for RKL and our analysis of DAGGER is different significantly.
3Alternatively ρpi(s) =
∑
τ ρpi(τ)
(
1
T
∑T
t=1 I(st−1 = s)
)
. Refer to Theorem B.1 in Appendix D
3
Algorithm 1 f –VIM
1: Sample trajectories from expert τ∗ ∼ ρpi∗
2: Initialize learner and estimator parameters θ0, w0
3: for i = 0 to N − 1 do
4: Sample trajectories from learner τi ∼ ρpiθi
5: Update estimatorwi+1 ← wi+ηw∇w
(∑
(s,a)∈τ∗ gf (Vw(s, a))−
∑
(s,a)∈τi f
∗(gf (Vw(s, a)))
)
6: Apply policy gradient θi+1 ← θi − ηθ
∑
(s,a)∼τi ∇θ log piθ(a|s)Qf
∗(gf (Vw))(s, a)
where Qf
∗(gf (Vw))(st−1, at) = −
T∑
i=t
f∗(gf (Vw(si−1, ai)))
7: end for
8: Return piθN
Theorem 3.1 (Proof in Appendix A). Given two policies pi and pi∗, the f-divergence between tra-
jectory distribution is lower bounded by f-divergence between average state-action distribution.
Df (ρpi∗(τ), ρpi(τ)) ≥ Df (ρpi∗(s)pi∗(a|s), ρpi(s)pi(a|s))
4 Framework for Divergence Minimization
The key problem is that we don’t know the expert policy pi∗ and only get to observe it. Hence
we are unable to compute the divergence exactly and must instead estimate it based on sample
demonstrations. We build an estimator which lower bounds the state-action, and thus, trajectory
divergence. The learner then minimizes the estimate.
4.1 Variational approximation of divergence
Let’s say we want to measure the f -divergence between two distributions p(x) and q(x). Assume
they are unknown but we have i.i.d samples, i.e., x ∼ p(x) and x ∼ q(x). Can we use these to
estimate the divergence? Nguyen et al. [28] show that we can indeed estimate it by expressing f(·)
in it’s variational form, i.e. f(u) = supt∈domf∗ (tu− f∗(t)), where f∗(·) is the convex conjugate 4
Plugging this in the expression for f -divergence (2) we have
Df (p, q) =
∑
x
q(x)f
(
p(x)
q(x)
)
=
∑
x
q(x) sup
t∈domf∗
(
t
p(x)
q(x)
− f∗(t)
)
≥ sup
φ∈Φ
∑
x
q(x)
(
φ(x)
p(x)
q(x)
− f∗(φ(x))
)
≥ sup
φ∈Φ
Ex∼p(x) [φ(x)]︸ ︷︷ ︸
sample estimate
−Ex∼q(x) [f∗(φ(x))]︸ ︷︷ ︸
sample estimate

(5)
Here φ : X → domf∗ is a function approximator which we refer to as an estimator. The lower
bound is both due to Jensen’s inequality and the restriction to an estimator class Φ. Intuitively, we
convert divergence estimation to a discriminative classification problem between two sample sets.
How should we choose estimator class Φ? We can find the optimal estimator φ∗ by taking the
variation of the lower bound (5) to get φ∗(x) = f ′
(
p(x)
q(x)
)
. Hence Φ should be flexible enough to
approximate the subdifferential f ′(.) everywhere. Can we use neural networks discriminators [16]
as our class Φ? Nowozin et al. [29] show that to satisfy the range constraints, we can parameterize
φ(x) = gf (Vw(x)) where Vw : X → R is an unconstrained discriminator and gf : R → domf∗ is
an activation function. We plug this in (5) and the result in (4) to arrive at the following problem.
Problem 1 (Variational Imitation (VIM)). Given a divergence f(·), compute a learner pi and dis-
criminator Vw as the saddle point of the following optimization
pˆi = arg min
pi∈Π
max
w
E(s,a)∼ρpi∗ [gf (Vw(s, a))]− E(s,a)∼ρpi [f∗(gf (Vw(s, a)))] (6)
4For a convex function f(·), the convex conjugate is f∗(v) = supu∈domf (uv − f(u)). Also (f∗)∗ = f .
4
Table 1: List of f -Divergences used, conjugates, optimal estimators and activation function
Divergence f(u) f∗(t) φ∗(x) gf (v)
Kullback-Leibler u log u exp(t− 1) 1 + log p(x)
q(x)
v
Reverse KL − log u −1− log(−t) − q(x)
p(x)
− exp(v)
Jensen-Shannon −(u+ 1) log 1+u2 + u log u − log(2− exp(t)) log 2p(x)p(x)+q(x) − log(1 + exp(−v)) + log(2)
Total Variation 12 |u− 1| t 12 sign( p(x)q(x) − 1) 12 tanh(v)
where (s, a) ∼ ρpi∗ are sample expert demonstrations, (s, a) ∼ ρpi are samples learner rollouts.
We propose the algorithmic framework f –VIM (Algorithm 1) which solves (6) iteratively by up-
dating estimator Vw via supervised learning and learner θi via policy gradients. Algorithm 1 is a
meta-algorithm. Plugging in different f -divergences (Table 1), we have different algorithms
1. KL–VIM: Minimizing forward KL divergence
pˆi = arg min
pi∈Π
max
w
E(s,a)∼ρpi∗ [Vw(s, a)]− E(s,a)∼ρpi [exp(Vw(s, a)− 1)] (7)
2. RKL–VIM: Minimizing reverse KL divergence (removing constant factors)
pˆi = arg min
pi∈Π
max
w
E(s,a)∼ρpi∗ [− exp(−Vw(s, a))] + E(s,a)∼ρpi [−Vw(s, a)] (8)
3. JS–VIM: Minimizing Jensen-Shannon divergence
pˆi = arg min
pi∈Π
max
w
E(s,a)∼ρpi∗ [logDw(s, a)]− E(s,a)∼ρpi [log(1−Dw(s, a))] (9)
where Dw(s, a) = (1 + exp(−Vw(s, a))−1.
4.2 Recovering existing imitation learning algorithms
We show how various existing IL approaches can be recovered deferring to Appendix C for details.
Behavior Cloning [34] – Kullback-Leibler (KL) divergence. For KL, setting f(u) = u log(u)
in (3) and applying Markov we have pˆi = −Es∼ρpi∗ ,a∼pi∗(·|s) log(pi(a|s)) which is simply behavior
cloning with a cross entropy loss for multi-class classification.
Generative Adversarial Imitation Learning (GAIL) [19] – Jensen-Shannon (JS) divergence.
We see that JS-VIM (9) is exactly the GAIL optimization (without the entropic regularizer).
Dataset Aggregation (DAGGER) [42] – Total Variation (TV) distance. Using the fact that TV is
a distance metric, and Psinker’s inequality we have the following upper bound on TV
DTV (ρpi∗(τ), ρpi(τ)) ≤ TEs∼ρpi(s) [DTV (pi∗(a|s), pi(a|s))] ≤ T
√
Es∼ρpi(s) [DKL (pi∗(a|s), pi(a|s))]
DAGGER solves this non i.i.d problem in an iterative supervised learning manner with an interactive
expert. Counter-examples to DAGGER [24] can now be explained as an artifact of this divergence.
4.3 Alternate techniques for Reverse KL minimization via interactive learning
We highlight the Reverse KL divergence which has received relatively less attention in IL litera-
ture. We briefly summarize our approaches, deferring to Appendix D and Appendix E for details.
RKL–VIM (8) has some shortcomings. First, it’s a double lower bound approximation due to The-
orem 3.1) and (5). Secondly, the optimal estimator is a state-action density ratio which maybe quite
complex (Table 1). Finally, the optimization (6) may be slow to converge. Interestingly, Reverse KL
has a special structure that we can exploit to do even better if we have an interactive expert!
DRKL (ρpi∗(τ), ρpi(τ)) = TEs∼ρpi [DRKL(pi∗(·|s), pi(·|s))] = T Es∼ρpi
[∑
a
pi(a|s) log pi(a|s)
pi∗(a|s)
]
Hence we can directly minimize action distribution divergence. Since this is on states induced by pi,
this falls under the regime of interactive learning [42] where we query the expert on states visited
by the learner. We explore two different interactive learning techinques for I-projection.
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(a) The ideal policy.
s0
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(b) RKL mode collapsing
s0
Tree
(c) KL/JS mode covering
Figure 2: Illustration of the safety concerns of mode-covering behavior. (a) Expert demonstrations and policy
roll-outs are shown in blue and red, respectively. (b) RKL receives only a small penalty for the safe behavior
whereas KL receives an infinite penalty. (c) The opposite is true for the unsafe behavior where learner crashes.
Variational action divergence minimization. Apply the RKL–VIM idea but on action divergence:
pˆi = arg min
pi∈Π
Es∼ρpi
[
Ea∼pi∗(.|s) [− exp(Vw(s, a))] + Ea∼pi(.|s) [Vw(s, a)]
]
(10)
Unlike RKL–VIM, we collect a fresh batch of data from both an interactive expert and learner every
iteration. We show that this estimator is far easier to approximate than RKL–VIM (Appendix D).
Density ratio minimization via no regret online learning. We first upper bound action divergence:
DRKL (ρpi∗(τ), ρpi(τ)) = TEs∼ρpi
[
Ea∼pi(.|s)
[
log
pi(a|s)
pi∗(a|s)
]]
≤ TEs∼ρpi
[
Ea∼pi(.|s)
[
pi(a|s)
pi∗(a|s) − 1
]]
Given a batch of data from an interactive expert and the learner, we invoke an off-shelf density ratio
estimator (DRE) [21] to get rˆ(s, a) ≈ ρpi(s)pi(a|s)ρpi(s)pi∗(a|s) =
pi(a|s)
pi∗(a|s) . Since the optimization is a non i.i.d
learning problem, we solve it by dataset aggregation. Note this does not require invoking policy
gradients. In fact, if we choose an expressive enough policy class, this method gives us a global
performance guarantee which neither GAIL or any f –VIM provides (Appendix E).
5 Multi-modal Trajectory Demonstrations
We now examine multi-modal expert demonstrations. Consider the demonstrations in Fig. 2 which
avoid colliding with a tree by turning left or right with equal probability. Depending on the policy
class, it may be impossible to achieve zero divergence for any choice of f -divergence (Fig. 2a), e.g.,
Π is Gaussian with fixed variance. Then the question becomes, if the globally optimal policy in our
policy class achieves non-zero divergence, how should we design our objective to fail elegantly and
safely? In this example, one can imagine two reasonable choices: (1) replicate one of the modes
very well (i.e. mode-collapsing) or (2) cover both the modes plus the region between them (i.e.
mode-covering). We argue that in many imitation learning tasks the former behavior is preferable,
as it produces trajectories similar to previously observed demonstrations.
Mode-covering in KL. This divergence exhibits strong mode-covering tendencies as in Fig. 2c.
Examining the definition of the KL divergence, we see that there is a significant penalty for failing
to completely support the demonstration distribution, but no explicit penalty for generating outlier
samples. In fact, if ∃s, a s.t. ρpi∗(s, a) > 0, ρpi(s, a) = 0, then the divergence is infinite. However,
the opposite does not hold. Thus, the KL–VIM optimal policy in Π belongs to the second behavior
class – which the agent to frequently crash into the tree.
Mode-collapsing in RKL. At the other end of the multi-modal behavior spectrum lies the RKL
divergence, which exhibits strong mode-seeking behavior as in Fig. 2b, due to switching the expec-
tation over ρpi with ρpi∗ . Note there is no explicit penalty for failing to entirely cover ρpi∗ , but an
arbitrarily large penalty for generating samples which would are improbable under the demonstrator
distribution. This results in always turning left or always turning right around the tree, depending
on the initialization and mode mixture. For many tasks, failing in such a manner is predictable and
safe, as we have already seen similar trajectories from the demonstrator.
Jensen-Shannon. This divergence may fall into either behavior class, depending on the MDP, the
demonstrations, and the optimization initialization. Examining the definition, we see the divergence
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(a) Bandit expert policy (b) Gridworld (c) Expert policy (d) Rollouts
Figure 3: The demonstrator policy in the Bandit environment (3a); the GridWorld environment (3b), the Grid-
World demonstrator policy (3c), and example rollouts and state visit frequency with noise(3d)
is symmetric and expectations are taken over both ρpi and ρpi∗ . Thus, if either distribution is un-
supported (i.e. ∃s, a s.t. ρpi∗(s, a) > 0, ρpi(s, a) = 0 or vice versa) the divergence remains finite.
Later, we empirically show that although it is possible to achieve safe mode-collapse with JS on
some tasks, this is not always the case.
6 Experiments
In this section, we empirically validate the following Hypotheses:
H1 The globally optimal policy for RKL imitates a subset of the demonstrator modes, whereas
JS and KL tend to interpolate between them.
H2 The sample-based estimator for KL and JS underestimates the divergence more than RKL.
H3 The policy gradient optimization landscape for KL and JS with continuously parameterized
policies is more susceptible to local minima, compared to RKL.
To test these hypothesis, we introduce two environments, Bandit and GridWorld, and some useful
policy classes. (1) The bandit environment consists and three actions, a, b and c and a single
state. The expert is multi-modal, i.e. it chooses a and b with equal probability as in Fig. 3a. We
choose a specific policy class Π which has 3 policies A, B, and M . A selects a, B selects b and
M stochastically selects a, b, or c with probability (0, 0, 1 − 20). Later, we also consider a
continuously parameterized policy class (Appendix G) for use with policy gradient methods.
The GridWorld environment is a 3 × 3 world (Fig. 3b) with a start (S) and a terminal (T) state.
Its center state is undesirable and the demonstrator moves to left or right at S to avoid the cen-
ter (Fig. 3c). The environment has control noise 1 and transition noise 2. Fig. 3d shows the
resulting multi-modal demonstration. We specify a policy class Π such that agents can go to up,
right, down, left at each state. Later we consider a continuously parameterized policy class (Ap-
pendix G) for use with policy gradient.
Policy enumeration To test H1, we enumerate through all policies in Π, exactly compute their
stationary distributions ρpi(s, a), and select the policy with the smallest exact f -divergence. Note
that this is guaranteed to produce the optimal policy. Our results on the bandit and gridworld ( Table
2a and 2b) show that the globally optimal solution to the RKL objective successfully collapses to a
single mode (e.g. A and Right, respectively), whereas KL and JS interpolate between the modes (i.e.
M and Up, respectively).
Whether the optimal policy is mode-covering or collapsing depends on the stochasticity in the policy,
parameterized by 0 in the bandit case. Fig 4 shows how the divergences and resulting optimal policy
changes as a function of 0. Note that RKL strongly prefers mode collapsing, KL strongly prefers
mode covering, and JS is between the two other divergences.
Divergence estimation To test H2, we compare the sample-based estimation of f -divergence to
the true value in Fig. 5. We highlight the preferred policies under each objective (in the 1 per-
centile of estimations). For the highlighted group, the estimation is often much lower than the true
divergence for KL and JS, perhaps due to the sampling issue discussed in Appendix F.
Policy gradient optimization landscape To test H3, we compare KL–VIM, RKL–VIM and JS–
VIM using policy gradient and solve for a locally optimal policy using policy gradient. Table 2c
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Table 2: Globally optimal policies produced by policy enumeration (2a and 2b), and locally optimal policies
produced by policy gradient (2c and 2d). Note that in all cases, the RKL policy tends to collapse to one of the
demonstrator modes, whereas the other policies interpolate between the modes, resulting in unsafe behavior..
Bandit GridWorld
RKL JS KL RKL JS KL
H1
global-
optima (a) (b)
H3
local-
optima (c) (d)
and 2d shows that RKL-VIM empirically produces policies that collapses to a single mode whereas
JS and KL-VIM do not.
An interesting phenomena is that the policies produced by RKL–VIM typically have low JS diver-
gences compared with policies produced by JS–VIM, as shown in Fig. 6. This suggests that the
optimization landscape itself may be more amenable for imitation learning.
(a) RKL (b) JS (c) KL
Figure 4: The true divergences and corresponding globally optimal bandit policy as a function of the control
noise 0. Note that RKL strongly prefers the mode collapse policyA (except at high control noise), KL strongly
prefers the mode covering policy M , and JS is between the two.
(a) RKL (b) JS (c) KL
Figure 5: Comparing f -divergence with the estimated values. Each are normalized to between [0, 1]. Preferred
policies under each objective (in the 1 percentile of estimations) are in red. The normalized estimations appear
to be typically lower than the normalized true values for JS and KL.
8
(a) RKL (b) JS (c) KL
Figure 6: Divergences of locally optimal policies produced by RKL–VIM, JS–VIM and KL–VIM. Each point
is a policy produced by one of the f –VIM. Interestingly, policies produced by RKL–VIM also tend to have low
JS divergence compared with policies produced by directly optimizing for JS divergences.
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Appendix for “Imitation Learning
as f-Divergence Minimization”
A Lower Bounding f -Divergence of Trajectory Distribution with State
Action Distribution
We begin with a lemma that relates f -divergence between two vectors and their sum.
Lemma A.1 (Generalized log sum inequality). Let p1, . . . , pn and q1, . . . , qn be non-negative num-
bers. Let p =
∑n
i=1 pi and q =
∑n
i=1 qi. Let f(.) be a convex function. We have the following:
n∑
i=1
qif
(
pi
qi
)
≥ qf
(
p
q
)
(11)
Proof.
n∑
i=1
qif
(
pi
qi
)
= q
n∑
i=1
qi
q
f
(
pi
qi
)
≥ qf
(
n∑
i=1
qi
q
pi
qi
)
≥ qf
(
1
q
n∑
i=1
pi
)
≥ qf
(
p
q
)
(12)
where (12) is due to Jensen’s inequality since f(.) is convex and qi ≥ 0 and
∑n
i=1
qi
q = 1.
We use Lemma A.1 to prove a more general lemma that relates the f-divergence defined over two
spaces where one of the space is rich enough in information to explain away the other.
Lemma A.2 (Information loss). Let a and b be two random variables. Let P (a, b) be a joint prob-
ability distribution. The marginal distributions are P (a) =
∑
b P (a, b) and P (b) =
∑
a P (a, b).
Assume that a can explain away b. This is expressed as follows – given any two probability distri-
bution P (.), Q(.), assume the following equality holds for all a, b:
P (b|a) = Q(b|a) (13)
Under these conditions, the following inequality holds:∑
a
Q(a)f
(
P (a)
Q(a)
)
≥
∑
b
Q(b)f
(
P (b)
Q(b)
)
(14)
Proof. ∑
a
Q(a)f
(
P (a)
Q(a)
)
=
∑
a
(∑
b
Q(a, b)
)
f
(
P (a)
Q(a)
)
(15)
=
∑
a
∑
b
Q(a, b)f
(
P (a)
Q(a)
)
(16)
=
∑
b
∑
a
Q(a, b)f
(
P (a, b)/P (b|a)
Q(a, b)/Q(b|a)
)
(17)
=
∑
b
∑
a
Q(a, b)f
(
P (a, b)
Q(a, b)
)
(18)
≥
∑
b
(∑
a
Q(a, b)
)
f

(∑
a P (a, b)
)
(∑
aQ(a, b)
)
 (19)
≥
∑
b
Q(b)f
(
P (b)
Q(b)
)
(20)
We get (17) by applying P (a, b) = P (a)P (b|a) and Q(a, b) = Q(a)Q(b|a). We get (18) applying
the equality constraint from (13). We get (19) from Lemma A.1 by setting pi = P (a, b), qi =
Q(a, b) and summing over all a keeping b fixed.
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We are now ready to prove Theorem 3.1 using Lemma A.2.
Proof of Theorem 3.1. Let random variable a belong to the space of trajectories τ . Let random
variable b belong to the space of state action pairs z = (s, a). Note that for any joint distribution
P (z, τ) and Q(z, τ), the following is true
P (z|τ) = Q(z|τ) (21)
This is because a trajectory τ contains all information about z, i.e. τ = {s0, a1, s1, . . . }. Upon
applying Lemma A.2 we have the inequality∑
τ
P (τ) log
P (τ)
Q(τ)
≥
∑
z
P (z) log
P (z)
Q(z)
(22)
The bound is reasonable as it merely states that information gets lost when temporal information is
discarded. Note that the theorem also extends to average state distributions, i.e.
Corollary A.1. Divergence between trajectory distribution is lower bounded by state distribution.
Df (ρpi∗(τ), ρpi(τ)) ≥ Df (ρpi∗(s), ρpi(s))
How tight is this lower bound? We examine the gap
Corollary A.2. The gap between the two divergences is
Df (P (τ), Q(τ))−Df (P (z), Q(z)) =
∑
z
P (z)Df (P (τ |z), Q(τ |z))
Proof.∑
τ
P (z, τ)f
(
P (z, τ)
Q(z, τ)
)
− P (z)f
(
P (z)
Q(z)
)
= P (z)
∑
τ
P (τ |z)f
(
P (τ |z)P (z)
Q(τ |z)Q(z)
)
− P (z)f
(
P (z)
Q(z)
)
= P (z)
(∑
τ
P (τ |z)f
(
P (τ |z)P (z)
Q(τ |z)Q(z)
)
− f
(
P (z)
Q(z)
))
= P (z)
(∑
τ
P (τ |z)f
(
P (τ |z)P (z)
Q(τ |z)Q(z)
)
−
∑
τ
P (τ |z)f
(
P (z)
Q(z)
))
= P (z) ·Df (P (τ |z), Q(τ |z))
where we use
∑
τ P (τ |z) = 1.
Let A be the set of trajectories that contain z, i.e., A = {τ |P (z|τ) = Q(z|τ) > 0}. The gap is the
conditional f-divergence of τ ∈ A scaled by P (z). The gap comes from whether we treat τ ∈ A as
separate events (in the case of trajectories) or as the same event (in the case of z).
13
B Relating f -Divergence of Trajectory Distribution with Expected Action
Distribution
In this section we explore the relation of divergences between induced trajectory distribution and
induced action distribution. We begin with a general lemma
Lemma B.1. Given a policy pi and a general feature function φ(s, a), the expected feature counts
along induced trajectories is the same as expected feature counts on induced state action distribution
∑
τ
ρpi(τ)
(
T∑
t=1
φ(st−1, at)
)
= T
∑
s
ρpi(s)
∑
a
pi(a|s)φ(s, a) (23)
Proof. Expanding the LHS we have
∑
τ
ρpi(τ)
(
T∑
t=1
φ(st−1, at)
)
(24)
=
T∑
t=1
∑
τ
ρpiφ(st−1, at) (25)
=
T∑
t=1
∑
st−1
ρt−1pi (st−1)
∑
at
pi(at|st−1)φ(st−1, at)
∑
st+1
P (st|st−1, at) · · ·
∑
sT
P (sT |sT−1, aT ) (26)
=
T∑
t=1
∑
st−1
ρt−1pi (st−1)
∑
at
pi(at|st−1)φ(st−1, at) (27)
=
T∑
t=1
∑
s
ρt−1pi (s)
∑
a
pi(a|s)φ(s, a) (28)
=T
∑
s
ρpi(s)
∑
a
pi(a|s)φ(s, a) (29)
where (27) is due to marginalizing out the future, (28) is due to the fact that state space is same
across time and (29) results from applying average state distribution definition.
We can use this lemma to get several useful equalities such as the average state visitation frequency
Theorem B.1. Given a policy pi, if we do a tally count of states visited by induced trajectories, we
recover the average state visitation frequency.
∑
τ
ρpi(τ)
(
T∑
t=1
1
T
I(st−1 = z)
)
= ρpi(z) (30)
Proof. Apply Lemma B.1 with φ(s, a) = I(s = z)
Unfortunately Lemma B.1 does not hold for f -divergences in general. But we can analyze a subclass
of f -divergences that satisfy the following triangle inequality:
Df (p, q) ≤ Df (p, r) +Df (r, q) (31)
Examples of such divergences are Total Variation distance or Squared Hellinger distance.
We now show that for such divergences (which are actually distances), we can upper bound the f -
divergence. Contrast this to the lower bound discussed in Appendix A. The upper bound is attractive
because the trajectory divergence is the term that we actually care about bounding.
Also note the implications of the upper bound – we now need expert labels on states collected by
the learner s ∼ ρpi . Hence we need an interactive expert that we can query from arbitrary states.
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Theorem B.2 (Upper bound). Given two policies pi and pi∗, and f-divergences that satisfy the tri-
angle inequality, divergence between the trajectory distribution is upper bounded by the expected
divergence between the action distribution on states induced by pi.
Df (ρpi∗(τ), ρpi(τ)) ≤ TEs∼ρpi [Df (pi∗(a|s), pi(a|s))]
Proof of Theorem B.2. We will introduce some notations to aid in explaining the proof. Let a tra-
jectory segment τt,T be
τt,T = {st, at+1, st+1, . . . , aT , sT } (32)
Recall that the probability of a trajectory induced by policy pi is
ρpi(τ0,T ) = ρ0(s0)
T∏
t=1
pi(at|st−1)P (st|st−1, at) (33)
We also introduce a non-stationary policy pi that executes pi and then pi∗ thereafter. Hence, the
probability of a trajectory induced by pi is
ρpi(τ0,T ) = ρ0(s0)pi(a1|s0)P (s1|s0, a1)
T∏
t=2
pi∗(at|st−1)P (st|st−1, at) (34)
Let us consider the divergence between distributions ρpi∗(τ0,T ) and ρpi(τ0,T ) and apply the triangle
inequality (31) with respect to ρpi(τ0,T )
Df (ρpi∗(τ0,T ), ρpi(τ0,T )) (35)
≤Df (ρpi∗(τ0,T ), ρpi(τ0,T )) +Df (ρpi(τ0,T ), ρpi(τ0,T )) (36)
≤
∑
τ0,T
ρpi(τ0,T )f
(
ρpi∗(τ0,T )
ρpi(τ0,T )
)
+Df (ρpi(τ0,T ), ρpi(τ0,T )) (37)
≤
∑
τ0,T
ρpi(τ0,T )f
ρ0(s0)pi
∗(a1|s0)P (s1|s0, a1)
T∏
t=2
pi∗(at|st−1)P (st|st−1, at)
ρ0(s0)pi(a1|s0)P (s1|s0, a1)
T∏
t=2
pi∗(at|st−1)P (st|st−1, at)
 (38)
+Df (ρpi(τ0,T ), ρpi(τ0,T ))
≤
∑
τ0,T
ρpi(τ0,T )f
(
pi∗(a1|s0)
pi(a1|s0)
)
+Df (ρpi(τ0,T ), ρpi(τ0,T )) (39)
≤
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)f
(
pi∗(a1|s0)
pi(a1|s0)
)∑
s1
P (s1|s0, a1)
∑
a1
· · ·+Df (ρpi(τ0,T ), ρpi(τ0,T ))
(40)
≤
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)f
(
pi∗(a1|s0)
pi(a1|s0)
)
+Df (ρpi(τ0,T ), ρpi(τ0,T )) (41)
≤
∑
s
ρ0(s)
∑
a
pi(a|s)f
(
pi∗(a|s)
pi(a|s)
)
+Df (ρpi(τ0,T ), ρpi(τ0,T )) (42)
≤Es∼ρ0(s) [Df (pi∗(a|s), pi(a|s))] +Df (ρpi(τ0,T ), ρpi(τ0,T )) (43)
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Expanding the second term we have
Df (ρpi(τ0,T ), ρpi(τ0,T )) (44)
=
∑
τ0,T
ρpi(τ0,T )f
ρ0(s0)pi(a1|s0)P (s1|s0, a1)
T∏
t=2
pi∗(at|st−1)P (st|st−1, at)
ρ0(s0)pi(a1|s0)P (s1|s0, a1)
T∏
t=2
pi(at|st−1)P (st|st−1, at)
 (45)
=
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)
∑
s1
P (s1|s0, a1) . . . f
P (s1|s0, a1)
T∏
t=2
pi∗(at|st−1)P (st|st−1, at)
P (s1|s0, a1)
T∏
t=2
pi(at|st−1)P (st|st−1, at)

(46)
=
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)
∑
τ1,T
ρpi(τ1,T )f
(
ρpi∗(τ1,T )
ρpi(τ1,T )
)
(47)
=
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)Df (ρpi∗(τ1,T ), ρpi(τ1,T )) (48)
We can apply triangle inequality again with respect to ρpi(τ1,T ) to get∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)Df (ρpi∗(τ1,T ), ρpi(τ1,T )) (49)
≤
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0) [Df (ρpi∗(τ1,T ), ρpi(τ1,T )) +Df (ρpi(τ1,T ), ρpi(τ1,T ))] (50)
≤
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)
[∑
s1
P (s1|s0, a1)
∑
a2
pi(a2|s1)f
(
pi∗(a2|s1)
pi(a2|s1)
)
+Df (ρpi(τ1,T ), ρpi(τ1,T ))
]
(51)
≤
∑
s
ρ0pi(s)
∑
a
pi(a|s)f
(
pi∗(a|s)
pi(a|s)
)
+
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)Df (ρpi(τ1,T ), ρpi(τ1,T )) (52)
≤Es∼ρ0pi(s) [Df (pi∗(a|s), pi(a|s))] (53)
+
∑
s0
ρ0(s0)
∑
a1
pi(a1|s0)
∑
s1
P (s1|s0, a1)
∑
a2
pi(a2|s1)Df (ρpi∗(τ2,T ), ρpi(τ2,T ))
Again if we continue to expand Df (ρpi∗(τ2,T ), ρpi(τ2,T )) and add to (43) we have
Df (ρpi∗(τ0,T ), ρpi(τ0,T )) ≤
T−1∑
t=0
Es∼ρtpi(s) [Df (pi
∗(a|s), pi(a|s))] (54)
≤ TEs∼ρpi(s) [Df (pi∗(a|s), pi(a|s))] (55)
where (55) follows from ρpi(s) = 1T
∑T−1
t=0 ρ
t
pi(s)
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C Existing algorithms as different f-divergence minimization
Behavior Cloning – Kullback-Leibler (KL) divergence. If we use the KL divergence f(u) =
u log(u) in the trajectory matching problem (3), by applying Markov, we can exactly reduce the
optimization to the following -
pˆi = −Es∼ρpi∗ ,a∼pi∗(·|s) log(pi(a|s)). (56)
Note that this is exactly the behavior cloning [34] objective, which tries to minimize a classification
loss under the expert’s state-action distribution. The loss used in (56) is the cross entropy loss for
multi-class classification. This optimization is also referred to as M-projection. A benefit of this
method is that it does not rely on any interactions with the environment; data is provided by the
expert.
It’s well known that behavior cloning often leads to covariant shift problem in practice [42]. One
explanation is that supervised learning errors compound exponentially in time. We can also view
this a side-effect of M-projection which can lead to situations where pi(a|s) > 0, pi∗(a|s) = 0.
Generative Adversarial Imitation Learning (GAIL) [19] – Jensen-Shannon (JS) divergence.
Plugging in the JS divergence f(u) = −(u+ 1) log 1+u2 + u log u in (6) we have
pˆi = arg min
pi∈Π
max
w
E(s,a)∼ρpi∗ [logDw(s, a)]− E(s,a)∼ρpi [log(1−Dw(s, a))] (57)
this matches the GAIL objective (without the entropic regularizer). Note that this is minimizing
an estimate of the lower bound of JS divergence. While this requires a more expensive minimax
optimization procedure, but at least in practice GAIL appears to outperform behavior cloning on a
range of simulated environments.
Dataset Aggregation (DAGGER) [42] – Total Variation (TV) distance. If we choose f (u) =
1
2 |u− 1| in (2), we get the total variation distance DTV (p, q) = 12
∑
x |p(x)− q(x)|. TV satisfies
the triangle inequalities and hence can be shown to satisfy the following:
Theorem C.1. The Total Variation distance between trajectory distributions is upper bounded by
the expected distance between the action distribution on states induced by pi.
DTV (ρpi∗(τ), ρpi(τ)) ≤ TEs∼ρpi(s) [DTV (pi∗(a|s), pi(a|s))] ≤ T
√
Es∼ρpi(s) [DKL (pi∗(a|s), pi(a|s))]
(58)
Proof. We first apply Theorem B.2 on total variation distance. Then by Cauchy-Schwartz inequality
we have
Es∼ρpi(s) [DTV (pi
∗(a|s), pi(a|s))] ≤
√
Es∼ρpi(s)
[
(DTV (pi∗(a|s), pi(a|s)))2
]
(59)
Finally by Pisnker’s inequality we have
(DTV (pi
∗(a|s), pi(a|s)))2 ≤ DKL (pi∗(a|s), pi(a|s)) (60)
Putting all inequalities together we have the proof.
DAGGER solves the following non i.i.d learning problem
pˆi = arg min
pi∈Π
Es∼ρpi(s),a∼pi∗(a|s) [`(s, a)]
= arg min
pi∈Π
Es∼ρpi(s),a∼pi∗(a|s) [− log (pi(a|s))]
= arg min
pi∈Π
Es∼ρpi(s),a∼pi∗(a|s) [DKL (pi
∗(a|s), pi(a|s))]
(61)
DAGGER reduces this to an iterative supervised learning problem. Every iteration a classification
algorithm is called. Let N = minpi∈Π 1N
∑N
i=1 Es∼ρpii (s) [DKL (pi
∗(a|s), pi(a|s))]. Let γN be the
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Bad states 
⇡(s1)
⇡(s2) ⇡(s3)s1
s2 s3
Expert always stays 
on the race track
Sbad
which expert would never visit
Learner 
imitates expert 
perfectly in Sbad
Figure 7: Problem with the DAGGER formulation. The expert policy stays perfectly on the race track. The
learner immediately goes off the race track and visits bad states.
average regret which goes to zero asymptotically, i.e. limN→∞ γN = 0. DAGGER guarantees that
there exists a learnt policy pi that satisfies the following bound (infinite sample case):
Es∼ρpi(s) [DKL (pi
∗(a|s), pi(a|s))] ≤ N + γN +O
(
log T
N
)
(62)
Putting all together we have a bound on total variation distance T
√
N + γN +O
(
log T
N
)
.
We highlight some undesirable behaviors in DAGGER. Consider the example shown in Fig. 7. The
expert stays on the track and never visits bad states s ∈ Sbad. The learner, on the other hand,
immediately drifts off into Sbad. Moreover, for all s ∈ Sbad, the learner can perfectly imitate the
expert. In other words, `(s, pi) = 0 for these states. In fact, it is likely that for certain policy classes,
this is the optimal solution! At the very least, DAGGER is susceptible to learn such policies as is
shown in the counter example in [24].
This phenomenon can also be explained from the lens of Total Variation distance. TV measures
DTV (p, q) =
1
2
∑
x |p(x)− q(x)|. This distance does not penalize the learner going off the track
as much as RKL. In this case, RKL would have a very high penalization for reasons mentioned in
Section 5.
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D Reverse KL Divergence via Interactive Variational Imitation
RKL–VIM is an approximation of I-projection that minimizes the lower bound of Reverse KL di-
vergence. There are few things we don’t like about it. First, it’s a double lower bound – moving
to state-action divergence (Theorem 3.1) and then variational lower bound (5). Second, the optimal
state action divergence estimator may require a complex function class. Finally, the min-max opti-
mization (6) may be slow to converge. Interestingly, Reverse KL has a special structure that we can
exploit to do even better if we have an interactive expert!
Theorem D.1.
DRKL (ρpi∗(τ), ρpi(τ)) = T
∑
s
ρpi(s)DRKL (pi
∗(a|s), pi(a|s)) (63)
which means
∑
τ
ρpi(τ) log
(
ρpi(τ)
ρpi∗(τ)
)
= T
∑
s
ρpi(s)
∑
a
pi(a|s) log
(
pi(a|s)
pi∗(a|s)
)
(64)
Proof. Applying lemma B.1 with φ(s, a) = log
(
pi(a|s)
pi∗(a|s)
)
Note that different from Theorem B.2, we have strict equality in the above equation. Hence we can
directly minimize action distribution divergence. Since this is on states induced by pi, this falls under
the regime of interactive learning [42]. In this regime, we need to query the expert on states visited
by the learner. Note that this may not always be convenient - the expert is required during training.
However, as we will see, it does lead to better estimators.
We now explore variational imitation approaches similar to RKL–VIM for minimizing action diver-
gence. We get the following update rule:
pˆi = arg min
pi∈Π
Es∼ρpi
[
Ea∼pi∗(.|s) [− exp(Vw(s, a))] + Ea∼pi(.|s) [Vw(s, a)]
]
(65)
We call this interactive variational imitation (RKL–iVIM). The algorithm is described in Al-
gorithm 2. Unlike RKL–VIM, we collect a fresh batch of data from both the expert and the
learner every iteration. The optimal estimator in this case is Vw∗(s, a) = log
(
pi(a|s)
pi∗(a|s)
)
. This
can be far simpler to estimate than the optimal estimator for state-action divergence Vw∗(s, a) =
log
(
ρpi(s)pi(a|s)
ρpi∗ (s)pi∗(a|s)
)
.
Algorithm 2 RKL–iVIM
1: Initialize learner and estimator parameters θ0, w0
2: for i = 0 to N − 1 do
3: Sample state-action pairs from learner τi ∼ ρpiθi
4: Query expert on all trajectories τi to get a∗ ∼ pi∗(.|s).
5: Update estimatorwi+1 ← wi+ηw∇w (Es∼τi [Ea∼a∗ [− exp(Vw(s, a))] + Ea∼τi [Vw(s, a)]])
6: Update policy (using policy gradient) θi+1 ← θi−ηθ E(s,a)∼τi
[∇θ log piθ(a|s)QVw(s, a)])
where QVw(st−1, at) =
T∑
i=t
Vw(si−1, ai)
7: end for
8: Return piθN
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E Density Ratio Minimization for Reverse KL via No Regret Online
Learning
We continue the argument made in D for better algorithms for reverse KL minimization. Instead of
variational lower bound, we can upper bound the action divergence as follows:
1
T
DRKL (ρpi∗(τ), ρpi(τ)) = Es∼ρpi
[
Ea∼pi(.|s)
[
log
pi(a|s)
pi∗(a|s)
]]
≤ Es∼ρpi
[
Ea∼pi(.|s)
[
pi(a|s)
pi∗(a|s) − 1
]]
where we use the fact that log(x) ≤ x for any x > 0. To estimate the conditional den-
sity ratio pi(a|s)/pi∗(a|s), we can leverage an off-shelf density ratio estimator (DRE) 5 as fol-
lows. Rather then directly estimating pi(a|s)/pi∗(a|s) for all s, we notice that pi(a|s)/pi∗(a|s) =
(ρpi(s)pi(a|s)) / (ρpi(s)pi∗(a|s)). We know how to sample (s, a) from ρpi(s)pi(a|s), and under the
interactive setting, we can also sample (s, a) from ρpi(s)pi∗(a|s) by first sampling s ∼ ρpi(·) and
then sample action a ∼ pi∗(·|s), i.e., query expert at state s. Given a dataset D = {s, a} ∼ ρpipi,
and a dataset D∗ = {s, a∗} ∼ ρpipi∗, DRE takes the two datasets and returns an estimator:
rˆ = DRE(D,D∗) such that rˆ(s, a) ≈ ρpi(s)pi(a|s)ρpi(s)pi∗(a|s) =
pi(a|s)
pi∗(a|s) . Hence, by just using a classic
DRE, we can form a conditional density ratio estimator via leveraging the interactive expert.
With the above trick to estimate conditional density ratio estimator, now we are ready to introduce
our algorithm (Alg. 3). Our algorithm takes a density ratio estimator (DRE) and a cost-sensitive
classifier as input.6 At the n-th iteration, it uses the current policy pin to generate states s, and
then collect a dataset {s, a} with a ∼ pin(·|s), and another dataset {s, a∗} with a∗ ∼ pi∗(·|s). It
then uses DRE to learn a conditional density ratio estimator rˆn(s, a) ≈ pin(a|s)/pi∗(a|s) for any
(s, a) ∈ S ×A. It then performs data aggregation by aggregating newly generated state cost vector
pairs {s, rˆn(·, s)} to the cost-sensitive classification dataset D. We then update the policy to pin+1
via performing cost-sensitive classification on D.
Algorithm 3 Interactive DRE Minimization
1: Input: Density Ratio Estimator (DRE)R, expert pi∗, Cost sensitive classifier C
2: Initialize learner pi0, dataset D = ∅
3: for n = 0 to N − 1 do
4: s0 ∼ ρ0
5: Initialize D = ∅, D∗ = ∅
6: for e = 0 to E do
7: for t = 0 to T − 1 do
8: Query expert: a∗t ∼ pi∗(·|st)
9: Execute action at ∼ pin(·|st) and receive st+1
10: D = D ∪ {st, at}, D∗ = D∗ ∪ {st, a∗t }
11: end for
12: end for
13: rˆn = R(D,D∗) . Density Ratio Estimation
14: D = D ∪ {s, rˆn(·, s)}(s,a)∈D . Data Aggregation
15: pin+1 = C(D) . Cost sensitive classification
16: end for
17: Return piθN
Below we provide an agnostic analysis of the performance of the returned policy from Alg. 3.
Our analysis is reduction based, in a sense that the performance of the learned policy de-
5Given two distributions p(z) ∈ ∆(Z) and q(z) ∈ ∆(Z) over a finite set Z , the Density Ratio Estimator
(DRE) aims to compute an estimator rˆ : Z → R+ such that, rˆ(z) ≈ p(z)/q(z) (we assume q has no smaller
support than p on Z , i.e., q(z) = 0 implies p(z) = 0.), with access only to two sets of samples {zi}Ni=1 ∼ p
and {z′i}Ni=1 ∼ q. In this work, we treat DRE as a black box that takes two datasets as input, and returns a
corresponding ratio estimator: rˆ = DRE({zi}Ni=1, {z′i}Ni=1). We further assume that DRE achieves small
prediction error: Ez∼q [|rˆ(z)− p(z)/q(z)|] ≤ δ ∈ R+.
6A cost sensitive classifier C takes a dataset {s, c} with c ∈ R|A| as input, and outputs a classifier that
minimizes the classification cost: pi = arg minpi∈Π
∑
i cpi(s), where we use ca to denote the entry in the cost
vector c that corresponds to action a.
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pends on performance of the off-shelf DRE, the performance of the cost sensitive classifier ,
and the no-regret learning rate. Similar to DAgger [42], note that Alg. 3 can be understood
as running Follow-The-Leader (FTL) no-regret online learner on the sequence of loss functions
ˆ`
n(pi) , Es∼ρpin
[
Ea∼pi(·|s) [rˆn(a, s)− 1]
]
for n ∈ [0, N − 1], which approximate `n(pi) ,
Es∼ρpin [Ea∼pi(·|s)[rn(s, a) − 1]]. We denote class = minpi∈Π 1N
∑N−1
i=0 `n(pi) as the minimal cost
sensitive classification error one could achieve in hindsight. Note the class represents the richness
of our policy class Π. If Π is rich enough such that pi∗ ∈ Π, we have class = 0. In general, class
decreases when we increase the representation power of policy class Π. Without loss of generality,
we also assume the following black-box DRE oracleR performance:
max
n∈[N ]
Es∼ρpin
[
Ea∼pi∗(·|s)|rˆn(s, a)− rn(s, a)|
] ≤ γ, (66)
with rn(s, a) = ρpin(s)pin(a|s)/(ρpin(s)pi∗n(a|s)) being the true ratio. Note that this is the standard
performance guarantee one can get from the theoretical foundation of Density Ratio Estimation.
In Appendix E.2 we give an example of DRE with its finite sample performance guarantee in the
form of Eq. 66. We also assume that the expert has non-zero probability of trying any action at
any state, i.e., mins,a pi∗(a|s) ≥ c ∈ [0, 1]. We ignore sample complexity here and simply focus
on analyzing the quality of the learned policy under the assumption that every round we can draw
enough samples to accurately estimate all expectations. Finite sample analysis can be done via
standard concentration inequalities.
Theorem E.1. Run Alg. 3 for N iterations. Then there exists a policy pi ∈ {pi0, . . . , piN−1} such
that
DRKL(ρpi∗ , ρpi) ≤ T
((
1 +
1
c
)
γ + class +
o(N)
N
)
.
The detailed proof is deferred to Appendix E. By definition of o(N), we have limN→∞ o(N)/N →
0. The above theorem indicates that as N → ∞, the inverse KL divergence is upper bounded by
(1+1/c)γ+class. Increasing the representation power of Π will decrease class and any performance
improvement the density ratio estimation community could make on DRE can be immediately trans-
ferred to a performance improvement of Alg. 3.
E.1 Proof of Theorem E.1
Denote the ideal loss function at iteration n as
`n(pi) = Es∼ρpin
[
Ea∼pi(·|s)[rn(s, a)]
]
, (67)
where rn(s, a) =
pin(a|s)
pi∗(a|s) − 1 (note we include the constant −1 for analysis simplicity). Note that
we basically treat rn(s, a) as a cost of pi classifying to action a at state s.
Of course, we do not have a perfect rn(s, a), as we cannot access pi∗’s likelihood. Instead we rely
on an off-shelf density ratio estimation (DRE) solver to approximate rn by rˆn. We simply assume
that the returned rˆn has the following performance guarantee:
Es∼ρpii
[
Es∼pi∗(·|s)|rˆi(s, a)− ri(s, a)|
] ≤ γ. (68)
Note that this performance guarantee is well analyzed and is directly delivered by existing off-shelf
density ratio estimation algorithms (e.g., [21, 28]). Such γ in general depends on the richness of the
function approximator we use to approximate r, and the number of samples we draw from ρpinpin
and ρpinpi
∗, and can be analyzed using classic learning theory tools. In realizable setting (i.e., our
hypothesis class contains r(s, a)) and in the limit where we have infinitely many samples, γ will
be zero. The authors in [28] analysis γ with respect to the number of samples under the realizable
assumption.
With rˆn, let us define ˆ`n(pi) that approximates `n(pi) as follows:
ˆ`
n(pi) = Es∼ρpin
[
Ea∼pi(·|s)[rˆn(s, a)]
]
, (69)
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where we simply replace rn by rˆn. Now we bound the difference between `n(pi∗) and ˆ`n(pi∗) using
γ (the reason we use pi∗ inside ` and ˆ`will be clear later):
|`n(pi∗)− ˆ`n(pi∗)| = |Es∼ρpinEa∼pi∗(·|s)(rn(s, a)− rˆn(s, a))|
≤ Es∼ρpinEa∼pi∗(·|s)|rn(s, a)− rˆn(s, a)| ≤ γ, (70)
where we simply applied Jenson inequality.
Note that at this stage, we can see that the Alg. 3 is simply using FTL on a sequence of loss functions
`n(pi) for n ∈ [N ]. The no-regret property from FTL immediately gives us the following inequality:
N∑
i=1
ˆ`
i(pii)−min
pi∈Π
N∑
i=1
ˆ`
i(pi) ≤ o(N). (71)
Let us examine the second term on the LHS of the above inequality: minpi∈Π
∑N
i=1
ˆ`
i(pi):
min
pi∈Π
1
N
N∑
i=1
ˆ`
i(pi) ≤ 1
N
N∑
i=1
ˆ`
i(pi
∗) ≤ 1
N
N∑
i=1
`i(pi
∗) + γ = class + γ, (72)
where we used inequality 70, and the fact that `i(pi∗) = Es∼dpiiEa∼pi∗(·|s)ri(s, a) = 0 (recall we
define ri(s, a) = pii(a|s)/pi∗(a|s) − 1). Hence, we get there exists a least one policy pˆi among
{pii}Ni=1, such that:
Es∼ρpˆi
[
Ea∼pˆi(·|s)[r(s, a)]
] ≤ γ + o(N)/N, (73)
where we denote r(s, a) as the ratio approximator of pˆi(a|s)/pi∗(a|s).
We now link ˆ`i(pii) and `i(pii) as follows:
|ˆ`i(pii)− `i(pii)| ≤ Es∼ρpiiEa∼pii |rˆi(s, a)− ri(s, a)|
≤
(
max
s,a
pii(a|s)
pi∗(a|s)
)
Es∼ρpiiEa∼pi∗(a|s)|rˆi(s, a)− ri(s, a)| ≤
(
max
s,a
pii(a|s)
pi∗(a|s)
)
γ ≤ 1
c
γ, (74)
where we assumed mins,a pi∗(a|s) ≥ c, which is a necessary assumption to make DKL(ρpi, ρpi∗)
well defined.
Put everything together, we get:
DRKL(ρpˆi, ρpi∗) ≤ TEs∼dpˆi
[
Ea∼pˆi(·|s)[r(s, a)]
] ≤ T ((1 + 1
c
)
γ + class + o(N)/N
)
. (75)
Note the linear dependency on T is not improvable and shows up in the original DAgger as well.
E.2 An Example of Density Ratio Estimation and Its Finite Sample Analysis
We consider the algorithm proposed by Nguyen et al. [28] for density ratio estimation. We also
provide finite sample analysis, which is original missing in [28].
We consider the following general density ratio estimation problem. Given a finite set of elementsZ ,
and two probability distribution over Z , p ∈ ∆(Z) and q ∈ ∆(Z). We are interested in estimating
the ratio r(z) = p(z)/q(z). The first assumption we use in this section is that q(z) is lower bounded
by a constant for any z:
Assumption E.1 (Boundness). There exits a small positive constant c ∈ R+, such that for any
z ∈ Z , we always have q(z) ≥ c and p(z) ≥ c.
Essentially we assume that q has full support over Z . The above assumption ensures that the ratio
is well defined for all z ∈ Z , and p(z)/q(z) ∈ [c, 1/c].
Let us assume that we are equipped with a set of function approximators G = {g : Z →
[−1/c, 1/c]} with a, b ∈ R+ two positive constants. The second assumption is the realizable as-
sumption:
22
Assumption E.2 (Realizability). We assume that r(z) , p(z)/q(z) ∈ G, and G is discrete, i.e., G
contains finitely many function approximators.
Note that for analysis simplicity we assume G is discrete. As we will show later that |G| is only
going to appear inside a log term, hence G could contain large number of function approximators.
Also, our analysis below uses standard uniform convergence analysis with standard concentration
inequality (i.e., Hoeffding’s inequality), it is standard to relax the above assumption to continuous G
where log(|G|) will be replace by complexity terms such as Rademacher complexity.
Given two sets of samples, {xi}Ni=1 ∼ q, and {yi}Ni=1 ∼ p, we perform the following optimization:
gˆ = arg min
g∈G
1
N
N∑
i=1
(g(xi))
2 − 2
N
N∑
i=1
g(yi). (76)
One example is that when G belongs to some Reproducing Kernel Hilbert SpaceH with some kernel
k : Z × Z → R+, then the above optimization has closed form solution.
We are interested in bounding the following risk:
Ez∼q|gˆ(z)− r(z)|. (77)
Theorem E.2. Fix δ ∈ (0, 1). Under assumption E.1 and assumption E.2, with probability at least
1− δ, DRE in Eq 76 returns an ratio estimator, such that:
Ez∼q|gˆ(z)− r(z)| ≤ 2
c
√
log(2|G|/δ)N−1/4.
Below we prove several useful lemmas that will lead us to Theorem E.2.
Lemma E.1. For any g ∈ G, we have:
Ez∼q|g(z)− r(z)| ≤
√
Ex∼q(g(z)− r(z))2.
The proof of the above simply uses Jensen’s inequality with the fact that
√
x is a concave function.
Define the true risk as `(g):
`(g) = Ez∼q[g(z)2]− 2Ez∼p[g(z)].
Note that by realizability assumption, r = arg ming∈G `(g). For a fixed g, denote vi(g) =
(g(xi))
2 − 2g(yi). Note that Ei[vi(g)] = `(g). Also note that |vi(g)| ≤ 1/c2.
Lemma E.2 (Uniform Convergence). With probability at least 1− δ, for all g ∈ G, we have:
| 1
N
N∑
i=1
vi(g)− `(g)| ≤ 2
c2
√
log(2|G|/δ)
N
.
The above lemma can be easily proved by first applying Hoeffding’s inequality on
∑N
i=1 vi/N for a
fixed g, then applying union bound over all g ∈ G.
Lemma E.3. For any g ∈ G, we have:
Ez∼q(g(z)− r(z))2 = Ez∼q(g(z))2 − 2Ez∼pg(z) + Ez∼pr(z).
Proof. From Ez∼q(g(z)− r(z))2, we complete the square:
Ez∼q(g(z)− r(z))2 = Ez∼qg(z)2 + Ez∼qr(z)2 − 2Ez∼qg(z)r(z)
= Ez∼qg(z)2 + Ez∼pr(z)− 2Ez∼pg(z).
where we use the fact that that r(z) = p(z)/q(z), and Ez∼qr(z)g(z) = Ez∼qg(z)p(z)/q(z) =
Ez∼pg(z).
Now we are ready to prove the main theorem.
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Proof of Theorem E.2. We are going to condition on the event that Lemma E.2 being hold. Denote
CN = (2/c
2)
√
log(2|G|/δ)/N , based on Lemma E.2, we have:
`(gˆ) ≤
N∑
i=1
vi(gˆ) + CN ≤
N∑
i=1
vi(r) + CN ≤ `(r) + 2CN ,
where the first and last inequality uses Lemma E.2, while the second inequality uses the fact that gˆ
is the minimizer of
∑N
i=1 vi(g), and the fact that G is realizable.
Based on Lemma E.3, we have:
Ez∼q(gˆ(z)− r(z))2 = `(gˆ) + Ez∼pr(z) ≤ `(r) + 2CN + Ez∼pr(z) = Ez∼q(r(z)− r(z))2 + 2CN = 2CN .
Now use Lemma E.1, we have:
Ez∼q|gˆ(z)− r(z)| ≤
√
Ez∼q(gˆ(z)− r(z))2 ≤
√
2CN .
Hence we prove the theorem.
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F Divide-by-zero Issues with KL and JS
Recall the definition of the f -divergence
Df (p, q) =
∑
x
q(x)f
(
p(x)
q(x)
)
. (78)
The core divide-by-zero issue is best illustrated by considering the setting where we have samples
from q yet can exactly evaluate p(x) and q(x). At first glance, it may appear the following estimator
Ex∼qf
(
p(x)
q(x)
)
. (79)
is not unreasonable. However, the issue here is if ∃x s.t. p(x) > 0, q(x) = 0, then depending on f ,
this divergence may be infinite (in f -divergences, 0 ∗ ∞ = ∞. Yet the estimator will never sample
the location where q(x) = 0 and thus fail to realize the infinite divergence. This issue is particularly
pronounced in KL and JS due to their respective f functions.
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G Experimental Details
Environmental Noise For the bandit environment we set control noise 0 = 0.28, unless other-
wise specified. For the grid world we tested with the control noise 1 = 0.14 and the transitional
noise 2 = 0.15.
Parameterization of policies Both bandit and grid world environment have discrete actions. To
transform the discrete action space into a continuous policy space for policy gradient, we consider
the following settings. Bandit’s policy is parameterized by one real number θ. Given θ, one can
construct a vector V = [cos(−θ − pi4 ), cos(θ), cos(−θ + pi4 )]. The probability of executing the
discrete actions a, b, c is: softmax[A(V + 1)] where we set A = 2.5 in our experiment. For the
grid world, the policy is a matrix θ of size N where N is the number of states. For state i one can
construct a vector Vi = [cos(0− θ), cos(pi/2− θ), cos(pi − θ), cos(−pi/2− θ)]. The probability of
executing discrete actions UP, RIGHT, DOWN, LEFT at state i is: softmax[A(Vi + 1)] where we set
A = 2.5.
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