Nonlinear single-unit commitment problem (NSUCP) is a NP-hard nonlinear mixedinteger optimization problem, encountered as one of the toughest problems in power systems. This paper presents a new algorithm for solving NSUCP using genetic algorithm (GA) based clustering technique. The proposed algorithm integrates the main features of binary-real coded GA and K-means clustering technique. Clustering technique divides population into a specific number of subpopulations. In this way, different operators of GA can be used instead of using one operator to the whole population to avoid the local minima and introduce diversity. The effectiveness of the proposed algorithm is validated by comparison with other well-known techniques. By comparison with the previously reported results, it is found that the performance of the proposed algorithm quite satisfactory.
INTRODUCTION
NSUCP, one of the most important tasks of operational planning of power systems, which has a significant influence on secure and economic operation of power systems [1] . An efficient commitment scheduling save millions of dollars per year in fuel and related costs, increases the system reliability, and maximizes the energy capability of reservoirs [2, 3] . The NSUCP involves determining on/off status as well as the real power outputs of the generating units to meet forecasted demand and reserve requirements at minimal operating cost over the planning period subject to various system -and generator-based constraints [1] .
The NSUCP is a complex mathematical optimization problem with large amount of 0-1 decision values as well as continuous variables, and a wide spectrum of equality and inequality constraints [4] . Research efforts have been concentrated on efficient and near-optimal NSUCP algorithms that can be applied to the realistic power systems
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generate the continuous variables corresponding to the power output of each unit and the production cost. In Rajan and Mohan [29] the authors presented a new approach to solving the short-term NSUCP using an EP-based TS method. EP is used to solve NSUCP and TS is used to increase the efficiency of algorithm and avoid entrapment in local minima. In Todosijević, et al. [30] the authors proposed a hybrid approach which combines variable neighborhood search meta-heuristic and mathematical programming to solve NSUCP. In addition, the economic dispatch problem is solved by the Lambda iteration method for each period. Also in Dieu and Ongsakul [31] an enhanced merit order (EMO) and augmented Lagrange Hopfield network (ALHN) are proposed for solving hydrothermal scheduling (HTS) problem with pumped-storage units; where EMO is efficient in unit scheduling, whereas ALHN can properly handle generation ramp rate limits, and time coupling constraints such as limited fuel, water discharge for hydro units, and water balance for pumped-storage units. In Singhal, et al. [32] a hybrid approach based on a novel binary artificial bee colony (NBABC) algorithm and LS is developed to solve the NSUCP.
Finally, in Zheng [33] a combined GAs with SA algorithm is proposed to solve NSUCP. In this approach the global convergence of GA can be improved by introducing annealing algorithm to the evaluation functions and the selection manipulation. The hybridization reduces the search space for large scale NSUCP and thereby, reduces the execution time.
GA is a powerful tool in optimization problems, especially in the non-convex problems [34] . The important characteristics of GA are their compatibility with nonlinear and/or discrete problems and parallel search in complicated spaces. the limitation of GA is that it can be converge to local minima. This limitation can be handled by using clustering with GA. Clustering is a process of divided huge group of data into groups of similar elements.
Each group, called cluster, consists of elements that are similar between themselves and dissimilar to elements of other groups [35] . Clustering techniques have been used in a wide range of disciplines such as psychiatry [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] .
The K-means is possibly the most commonly-used clustering algorithm because of its simplicity and accuracy [48] .
In this paper, we propose a new approach for solving NSUCPs using a new algorithm for solving NSUCP using GA based K-means clustering technique to integrate the main features of the both algorithms. We have used binary-real coded GA; where the binary part deals with the scheduling of units and the real determines the amounts of power generated by committed units. K-means clustering technique divides population into a specific number of K subpopulations. In this way, different K operators of GA are allowed to use instead of using the same operator with the whole population and avoids the local problem minima and introduces diversity. This paper is organized as follows: Section 2 provides the mathematical formulation of the NSUCP. Section 3 briefly introduces the basics of GA. In section 4, clustering technique is briefly introduced. In Section 5, the proposed algorithm is described. The computational results and discussions are presented in Section 6. Finally, the paper is concluded in Section 7. 
List of symbols

NSUCP MATHEMATICAL FORMULATION
The NSUCP involves the determination of the startup and shut down times as well as the power output levels of all generating unit at each time step, over a specified scheduling period T [1] . The problem is formulated as described below.
Objective Functions
The objective of the NSUCP is minimizing the total production cost which includes fuel cost, startup cost, and shut down cost.
The fuel costs () it it
Cpof thermal units are usually represented as follows: 
On the other hand, the shut-down cost ( it SD ) is constant and the typical value is zero in standard systems [49] .
Finally, the overall objective function of the NSUCP of N generating units for a scheduling time horizon T is:
Constraints
NSUCP has a number of constraints which are listed as follows:
A) System Power Balance:
At a time instant, the power demand must be covered by all power generated by all the committed units, i.e. The sum of the maximum power generating at a time instant should be at least equal to the sum of the power demand and minimum spinning reserve requirement, i.e.,
C) Unit Maximum/Minimum Mw Limit:
The units must operate in the specified minimum and maximum limits of capacity, i.e.
D) Unit Minimum Up And Down Times:
The unit cannot be turned on or off instantaneously once it is committed or uncommitted. The minimum uptime/downtime constraints indicate that there will be a minimum time before it is shut-down or started up, respectively.
BASICS OF GA
GAs are general-purpose search techniques based on principles inspired from the genetic and evolution mechanisms observed in natural systems and populations of living beings. GA basic principle is the maintenance of a population of solutions to a problem (genotypes) as encoded information individuals that evolve in time [50, 51] .
GA starts with initialization of random population called chromosomes (solutions). Each chromosome evaluated by the fitness function (objective function), giving a measure of the solution quality called the fitness value. Finally, selection, recombination, crossover and mutation are being performed to improve these chromosomes. These steps are repeated until the termination criterion is met, and the best chromosome of the last generation is reported as the final solution
CLUSTERING TECHNIQUES
Clustering is process of Finding groups of elements such that the elements in a group will be similar (or related) to each other and different from (or unrelated to) the elements in other groups [35] . Several algorithms for clustering have been proposed in the literature [43] [44] [45] [46] [47] . The K-means clustering algorithm is the most popular clustering tool used in scientific and industrial applications [48] . It proceeds as follows: Firstly, K centroids are defined. Secondly, for each of the remaining elements, based on the distance between the element and the center, an element is assigned to the cluster to which it is the most similar. Finally, the new center for each cluster is recalculated and the process iterates until no more changes are done. In other words centroids do not move any more [52] . K-means algorithm for 2-dimensional dataset with three clusters is illustrated in Fig. 1 . 
GA BASED CLUSTERING TECHNIQUE FOR SOLVING NSUCP
In this section, GA based clustering technique is presented to solve NSUCP. The algorithm integrates the features of binary-real coded GA and K-means clustering technique. The binary-real-coded GA is used to tackle both unit scheduling and load dispatch problems instead of using two different approaches. The binary coded GA is applied to the unit scheduling problem, while the real coded GA is used for the load dispatch problem. Clustering technique represented in K-means clustering divides population to a specific number of K subpopulations. So, different operators of GA can be applied instead of using one operator to the whole population. The details are addressed in the following subsections:
Chromosome Representation and Initialization
The NSUCP involves both {0, 1} binary variables to represent the status (on/off) of units and real variables to represent the amounts of power to be generated by (on) units. Therefore, a chromosome (solution) of the proposed algorithm is considered to be combined matrix (N*2T). The first one (N*T) it u represents the status (on/off) of unit i at time t, while the other one (N*T) it p represents the amount of power generated by the unit. Each chromosome is initialized randomly, where is assigned the value of 0 or 1 with equal probability and it p is assigned a random real value in the range of 
Handling Constraints
Using GA to solve constrained optimization problem yields infeasible solutions, so the constraints must be handled [54] . Constraint handling techniques can be roughly classified as follows [55, 56] :
• Rejecting technique
• Repairing technique • Penalizing technique
Repairing technique is used in this paper to handle with infeasible solution. The idea of this technique is to convert any infeasible individuals to a feasible solution by repairing the sequential possible violations constraints in the NSUCP problem. The following four repairing mechanisms taking from literature [16, 55, [57] [58] [59] are incorporated in the proposed algorithm.
 Spinning Reserve Constraint Repairing:
Spinning reserve constraint is satisfied by applying a heuristic algorithm in which uncommitted units are committed [16] in ascending order of their average full load cost. The average full-load cost of unit i can be expressed as:
)  Minimum Up and Down Time Constraints Repairing:
Minimum up and down-time constraints are satisfied by adjusting unit status [57] . The state of the unit is evaluated from the first hour. If at time"t" the minimum up or down time constraint is violated, the state (on/off) of the unit at that hour is reversed and updated. The process continues until the last hour.
 Unit De-Commitment for Excessive Spinning Reserve:
Excessive spinning reserve is not desirable due to the high operation cost. Therefore, a heuristic algorithm is used to de-commit some units one by one [3] in descending order of their average full load costs, until the spinning reserve constraint is just satisfied at any time instant. However, such de-commitment is made subject to the satisfaction of the up/down time constraints of a unit, i.e., a unit will be de-committed only if no up/down time constraint of the unit is violated from such de-commitment [16] .
 Power Balance Constraint Repairing:
The amount of divergence in generated power from the power demand at time t is obtained as:
For adjusting the system power balance at time instant, the power balance constraint repairing is applied to the following two cases [16] :
(a) If t E > 0, the committed units are taken in descending order of their average full load costs given by equation (9) and then the amounts of power generated by the units are reduced up to their lower limits until t E becomes zero.
(b) If t E < 0, the committed units are taken in ascending order of their average full load costs given by equation (9) and then the amounts of power generated by the units are increased up to their upper limits until t E becomes zero.
Selection Operation
The selection operator takes GA search towards promising regions in the search space [60] . The binary tournament selection operator [61] is applied in this paper; where two individuals are chosen at random and the better objective value of the two individuals is selected and copied in mating pool. This is repeated until the size of the mating pool equals to the original population.
K-Means Clustering Technique
To keep diversity and avoid trapping in local minima, the K-means cluster algorithm is implemented. In this step, the population in mating pool is split to K separated subpopulations with dynamic size, as illustrated in Fig. 3 . Fig-3 . The population is split into K separated subpopulations with dynamic size
Crossover Operator
Crossover operator used to exchange information between two parents and produce two new offspring for the next population [62] . In our study, common crossover operators are used; which are given below.
 Horizontal Band Crossover
In horizontal band crossover [63] two random numbers are generated, and information inside the horizontal region of the grid (matrix) determined by the numbers is exchanged between two parents to generate two offsprings based on a fixed probability. Fig. 4 shows how the horizontal band crossover works.
Fig-4. Horizontal band crossover
 Uniform crossover:
In this crossover [64] the bits are exchanged between the parent points to create two new offspring points by using randomly generated mask. In the random mask "1" represent bit swapping and "0" denotes bits unchanged as shown in Fig. 5 .
Fig-5. uniform crossover operator  Real Part Crossover:
The real part crossover operates on power part ( it p ); where it exchanges information in column vectors of parents of power generated by unit. The steps of this crossover are given below [65] :
Step 1: choose two parents randomly from mating pool. We can represent power parts ( it p ) of parents by: 
Step 2: column vector is chosen randomly.
Step 3: new real parts of offspring are created from two parts of parent as follows: where  is the random number in range of (0,1) and j is a random positive integer in range of [1,T].
Mutation Operator
The aim of this operator is to help the population to go away from local minimum. It is applied to each offspring in the population with a known probability [62] . In our study, common mutation techniques are used; which are explained below.
 One Point Mutation:
With a small probability, bits from the binary part ( it u part) of the offspring genotypes are randomly chosen.
These bits are changed from '0' to '1' and vice versa as shown in Fig. 6 . In the same time any unit status changed from 0 to 1, the corresponding power changed from 0 to random value belongs to min max [ , ] ii pp [64] . This operator [66] looks for (10) or (01) in commitment schedule. These combinations are randomly changed to 11 or 00 as in Fig. 7 .
Fig-7. Intelligent mutation operator
Combination Stage
In this stage, a new population is created by combining all subpopulations, as illustrated in Fig. 8 . 
Elite-Preserving Operator
This operator serves to keep the best solutions found by saving a group of them for the next generation. It can be implemented by copying the best chromosomes from the current population to the next generation [67] .
COMPUTATIONAL RESULTS AND DISCUSSIONS
In this section, computational verification of the proposed algorithm is carried out. The proposed algorithm is executed and evaluated on two test power systems 10 and 60 units systems over a 24-h time horizon taken from the literature [16, 65] . The proposed algorithm is coded using MATLAB programming language. Table 1 shows the parameters setting in the computational results, while the properties of the 10 units test system are given in Table   2 . The hourly forecast load demand t D is presented in Table 3 . The unit related data given in Table 2 for the 10-unit system and hourly power demands are duplicated 6 times to give the data of the 60-unit system. In the two systems, the minimum spinning reserve requirement is considered to be 10% of the forecasted power demand at that time instant. In Table 2 : i  is the status of unit i. It indicates how long the unit was on/off prior to the start of the time horizon. A positive/negative value means that unit i was on/off for that number of time. Demand(MW) 1400 1300 1200 1050 1000 1100 1200 1400 1300 1100 900 800
The best and worst production costs as well as the average and standard deviation for each power system at different number of cluster, obtained over 10 independent runs, are presented in Table 4 . From the table, we can observe the consistency of the proposed algorithm over the different 10 runs. In addition, we can infer the robustness of the proposed algorithm; where that the gap between the best and the worst solutions is very small. In addition, the best production costs of 10-unit and 60-unit power system of the proposed algorithm with different number of cluster are shown in Fig. 9 . It is clear that the production cost of the proposed algorithm at k=3 is smaller than those at k=1 and k=2, therefore we can say that if the number of clusters increased, the production cost decreased.
Fig-9.
Comparison of the best production cost of each power system of the proposed algorithm at different number of cluster (k=1,k=2 and k=3)
Furthermore, the best solutions of the 10-unit power system and 60-unit power system obtained by the proposed algorithm are presente d in Table 5 and Table 6 respectively. While, Fig.10 shows the convergence of the best solutions of the 10-unit power system and 60-unit power system at k=1 (without cluster), k=2 and k=3. Table- Finally, the comparison between the proposed algorithm at k=1, k=2 and k=3 for each system and other metaheuristic-based techniques [5, 12, 14, 17, 18, 20, 65, 66, 68, 69] is presented in Table 7 . The production costs of the selective approaches for each system are shown in Fig. 11 . From the Table and the Figure we can see that, the best solution obtained by the proposed algorithm at k=1 (i.e. without cluster) is better than the solutions obtained by LR [12] and ESA [18] for the two systems. On the other hand, the proposed algorithm at k=2 gives solutions better than the solutions obtained by EP [17] ICGA [69] PL [5] and ESA [18] . But, the solution obtained by the proposed algorithm at k=3 is better than the solutions obtained by all techniques which means the superiority of proposed algorithm at k=3. In other words, the increasing of the number of clusters in the proposed algorithm
gives better results than the proposed algorithm without clustering technique. Also, it is clear that the saving percentage of cost is high compared to these methods. 
Method
Objective value (production cost $ ) 10-unit 60-unit GA-LR [68] 564800 3371079 LR [12] 565825 3394066 MRCGA [65] 564244 3367366 SFL [20] 564769 3368257 ESA [18] 565828 -PL [5] 564950 3371178 ICGA [69] 566404 3378108 GAUC [66] 563977 3375065 EP [17] 564551 3371611 FPGA [14] 564094 3368375 Proposed algorithm at k=1 565690 3370500 Proposed algorithm at k=2 564280 3368400 Proposed algorithm at k=3 564230 3368100
10-unit 60-unit Fig-11 . The comparison between the proposed algorithm for each power system and other approaches
CONCLUSION
This paper provides a new algorithm to solve the NSUCPs. This new algorithm is called: GA based on K-mean clustering algorithm; where it integrates the main features of binary-real-coded GA and K-means clustering technique. The K-means clustering algorithm divided the population to a K of subpopulations. So, different GA operators can be applied to each one of subpopulations instead of one GA operators applied to the whole population.
