BOUNDS ON THE NORM OF
Upper bounds obtained by application of Bellman's lemma [1, p. 35] and its generalization by Bihari [2] have been much used in the study of solutions of equations such as (1.1). Similar methods permit the determination of analogous lower bounds which seem to be unknown until now. In ?2 we present a result which might indicate why this is the case. Concerning (1.1) we make the following assumptions:
(1) x is a real variable, z and F are finite dimensional complex vectors with n components zi and Fi respectively, 
By (1.8) we have f (x) = u(x) so (1. 11), (1. 7) and the monotonicity of G imply that The proof of (1.3) may be carried out similarly except we may immediately set y=a in (1.6) and define ,I(x) =u(a)+f 'v(s)g(u(s))ds. Then i'(x) =v(x)g(u(x)) and the remaining details are analogous to the above.
2. Inequality (1.3) and particularly its specialization in the case g(u) -u (Bellman's lemma) have been used extensively in the theory of differential equations. That its counterpart (1.4) has been unknown up to now is perhaps due to the fact that it can not be proven in the same way as was just indicated for (1. Having chosen x1 as in (2.7) we select u(a) such that (2.8) u(a) > (a, + bi -2x1)E(a, b1).
Obviously u(a) >0. Now we define a function r by the equations 0; a < x < a, and the theorem is proved.
