AND CONCLUSIONS
1. Simple cells in cat striate cortex were studied with a number of stimulation paradigms to explore the extent to which linear mechanisms determine direction selectivity. For each paradigm, our aim was to predict the selectivity for the direction of moving stimuli given only the responses to stationary stimuli. We have found that the prediction robustly determines the direction and magnitude of the preferred response but overestimates the nonpreferred response.
2. The main paradigm consisted of comparing the responses of simple cells to contrast reversal sinusoidal gratings with their responses to drifting gratings (of the same orientation, contrast, and spatial and temporal frequencies) in both directions of motion. Although it is known that simple cells display spatiotemporally inseparable responses to contrast reversal gratings, this spatiotemporal inseparability is demonstrated here to predict a certain amount of direction selectivity under the assumption that simple cells sum their inputs linearly.
3. The linear prediction of the directional index (DI), a quantitative measure of the degree of direction selectivity, was compared with the measured DI obtained from the responses to drifting gratings. The median value of the ratio of the two was 0.30, indicating that there is a significant nonlinear component to direction selectivity.
4. The absolute magnitudes of the responses to gratings moving in both directions of motion were compared with the linear predictions as well. Whereas the preferred direction response showed only a slight amount of facilitation compared with the linear prediction, there was a significant amount of nonlinear suppression in the nonpreferred direction.
5. Spatiotemporal inseparability was demonstrated also with stationary temporally modulated bars. The time course of response to these bars was different for different positions in the receptive field. The degree of spatiotemporal inseparability measured with sinusoidally modulated bars agreed quantitatively with that measured in experiments with stationary gratings.
6. A linear prediction of the responses to drifting luminance borders was compared with the actual responses. As with the grating experiments, the prediction was qualitatively accurate, giving the correct preferred direction but underestimating the magnitude of direction selectivity observed.
7. The linear analysis of direction selectivity is shown to be very similar to that of other response specificities of simple cells, such as orientation or spatial-frequency tuning. That is, the response characteristics are roughly predictable via linear summation, but they are sharpened by nonlinear suppressive interactions. Thus, although direction selectivity had in the past been characterized as being unique among simple cell properties in its complete reliance on nonlinear mechanisms, it is in fact quite comparable with other response specificities.
INTRODUCTION
Many simple cells in cat primary visual cortex (area 17) are directionally selective: they respond differently to stimuli moving in the preferred and nonpreferred directions (Hubel and Wiesel 1959, 1962) . This study (an extension of previous work; see Reid et al. 1987a) investigates the association of directionally selective responses to moving stimuli with a systematic progression in the time course of the responses to stationary stimuli presented at successive spatial positions. Any moving stimulus can be decomposed into the sum of stationary stimuli at different positions with appropriate temporal offsets. We ask the question: if a moving stimulus is decomposed into the sum of relatively delayed static stimuli, how well is the response to this moving stimulus predicted by the responses to the static stimuli when the responses are added together with the same relative temporal offsets?
The ability to detect the direction of motion depends on the interaction between the responses to at least two different points in the visual field at different times. It is the nature of this interaction between regions that has formed the heart of various models of motion perception. As with any other input-output system, models of direction selectivity and motion perception fall into two categories: linear and nonlinear. For linear systems, the response to two stimuli is simply the sum of the responses to the two stimuli in isolation. For this reason, linear systems are relatively easy to analyze. Nonlinear systems, however, are by definition allowed to exhibit any sort of complex relation between input and output. Simple examples include the multiplication of two inputs (Reichardt 196 1) and the shunting or "veto" of one input by another (Torre and Poggio 1978) . Although some nonlinearities are amenable to experimental study, in general they are more complicated to analyze. In what follows, we will examine the extent to which purely linear mechanisms can account for the direction selectivity of simple cells.
Most early models of direction selectivity relied on nonlinear mechanisms (Barlow and Levick 1965; Bishop et al. 1973; Goodwin et al. 1975 ; Reichardt 196 1). For instance, REID, SOODAK., AND SHAPLEY Levick (1965) studied directionally selective he rabbit retina and came to two main conclusions. First, they found that the directionality of these neurons receives no contribution from linear operations (such as those being considered for simple cells in the present study). Second, the directionality they found was due to suppression in the nonpreferred direction rather than to facilitation in the preferred direction. Virtually all models rection selectivity have been presented simiishop et al. 1973; Goodwin et al. 1975) , but never has the first of Barlow and Levick's findings for the retina been studied systematically in cortical simple cells. Suppression in the null direction has been demonstrated, but the question of linear contributions has been largely ignored.
Given the first-order approximation that simple cells sum their visual inputs linearly in the spatial domain (e.g., Movshon et al. 1978) , it seems natural to explore to what extent they behave linearly for direc,tional stimuli defined over both space and time. Despite the past emphasis on nonlinear interactions, it is possible to have a receptive field that sums its inputs linearly but exhibits any degree of direction selectivity (cf. Soodak 1986) . Several models of the psychophysics of motion perception that rely on linear directionally selective receptive fields have appeared (Adelson and Bergen 1985; Burr 1981; Burr et al. 1986; Ahumada 1983, 1985) . These models differ in detail and emphasis, but they share a common feature: the receptive fields have different temporal response properties at different spatial locations, i.e., they are spatiotemporally inseparable.
The characteristics needed for a linearly summing directionally selective neuron can be appreciated (following Adelson and Bergen 1985) by considering a spatiotemporal contour plot of such a cell's receptive field (Fig. 1, 11, top) . A temporal cross section made vertically through such a graph at any given position on the space axis represents the temporal impulse response to an optimally oriented thin bar flashed at that position, x, in space. The fact that these cross sections display a different time course for each position (11, A and B) is equivalent to saying that the receptive field is spatiotemporally inseparable. A spatiotemporaily separable receptive field, K(x, t) ( Fig. 1, I ), is one that can be expressed as the product of a single temporal impulse-response function and a single spatial weighting function, i.e.,
K(x, t) = W(x)I(t)
A spatiotemporally inseparable receptive field (e.g., Fig. 1 , 11) is one that cannot be represented by any such product.
Spatiotemporally inseparable receptive fields have been demonstrated with different dynamics between center and surround in the case of lateral geniculate nucleus (LGN) X cells (Dawis et al. 1984) , or, in the cortex (Movshon et al. 1978) , between and within subregions of simple cells. In space-time plots like Fig. 1 , II, inseparable fields can be "oriented," that is they can have axes of symmetry at some angle to the x and t axes. A grating moving in the preferred direction for such a receptive field, i.e., the preferred orientation in a spatiotemporal plot (Fig. 2a) , is a more effective stimulus than a grating moving in the nonpreferred direction, with the opposite space-time orientation (b spatiotemporally oriented receptive fields can be created with suitable spatial and temporal characteristics such that any stimulus moving in the nonpreferred direction will evoke no response (Watson and Ahumada 1985) . By comparison, a spatiotemporally separable receptive field, because it does not have a well-defined space-time orientation, will not give a directional response to drifting gratings (Fig. 2, C and 0) .
We used several experimental tests of linear spatiotemporally inseparable models for directionally selective neurons; the overall strategy was the same in each. First, the responses to contrast-modulated stationary gratings were shown to be consistent with the assumption of linear summation. Second, the spatiotemporal inseparability of directionally selective receptive fields was demonstrated with these stationary stimuli. This established that, at least qualitatively, simple cells exhibited some of the features required by a linear model of direction selectivity. Third, because a moving stimulus can be represented as the linear sum (over T t' t = O,T... and the impulse response function (K(x, t'), contour plots). Again, this integral is over t', or the past history of the stimulus.
The spatial part simply sums up each of these temporal convolutions over the entire spatial receptive field. A: spatiotemporally inseparable receptive field and stimulus line up very well in space and time, yielding a response with a very high amplitude.
The response over time, r(t), is given below each spatiotemporal plot. B: in the nonpreferred or null direction, receptive field and stimulus never line up so well, yielding a response with a much smaller amplitude. By comparison, a spatiotemporally separable receptive field has no well-defined orientation (C and 0). Thus the response magnitude is not biased toward leftward or rightward motion. The degree of overlap of the stimulus and the receptive field is similar for both directions of motion. The time course of response may be different. e.g., the cell receives more excitation from the light part of a rightward-moving grating and the dark part of a leftward-moving grating, but the overall amplitude is the same for both directions.
both space and time) of suitably chosen stationary stimuli, stimuli. Finally, these predictions were compared with the predictions of a cell's response to moving stimuli were ob-actual directionally selective responses obtained with movtained by summing together the responses to stationary ing stimuli.
Two main paradigms will be discussed. In the first, sinewave gratings were used as the spatial stimulus. Directionally selective neurons gave responses of different magnitudes to gratings drifting in opposite directions. The same cells often gave evidence for spatiotemporal inseparability in their responses to stationary gratings undergoing contrast reversal (Movshon et al. 1978) . A quantitative comparison of these two phenomena (directional selectivity to moving gratings, inseparability to stationary gratings) directly measured the role of linear integration over space and time in directional selectivity. The second paradigm compared the the urethan had taken effect and the animal no longer needed supplemental thiamylal sodium, the animal was paralyzed with gallamine triethiodide (Flaxedil, mg/h iv) and artificially ventilated. Ventilation was adjusted so that end-expiratory CO2 was near 3.5%. Core body temperature was monitored and body temperature maintained at 38 "C.
The eyes were protected with contact lenses with 3-mm-diam artificial pupils. The optic disks were mapped on a tangent screen with a hand-held halogen lamp ophthalmoscope.
The eyes were refracted by finding a lens that maximized the response of a neuron to a grating of high spatial frequency.
responses to drifting edges with the responses to flashed stationary bars. Again, the responses to the drifting stimuli ~~~~~~~~~~~~~~~~~~~~ recording were correlated with the responses to the stationary stimuli.
direction selectivity, we have tested some models of signal of the degree to which linear mechanisms can explain direcFor the two paradigms, we obtained a quantitative measure tion selectivity in simple cells. Through this analysis of the combination in simple cells of area 17.
relative importance of linear and nonlinear mechanisms to Recordings were made with plastic-coated tungsten microelectrodes (Hubel 1957) . The tungsten was etched in two stages, first to give a finely tapered shaft and then a more sharply tapered tip with latera! g?rus* a diameter of from 10 to 15 pm and a length of from 30 to 45 pm.
Penstimulus
time histograms (PSTHs) were collected, timelocked to the repeat period of the stimulus, and the first and secAll recordings were made from neurons in the medial bank of the ~ .
METHODS

Physiological preparation
Adult male cats ranging in weight from 2.2 to 3 kg were used in all of the experiments. Most of the findings were seen in preliminary experiments on 15 cats that were primarily used as part of a different study. The data presented here employ some of those data, but are also based on 13 subsequent experiments. Anesthesia was induced either with ketamine (10 mg/kg) or thiamylal sodium (Surital, 25 mg/kg iv) after a half-dose of ketamine. Additional thiamylal sodium was given throughout surgery as needed (usually 10 mg/kg) up to a total of -150 mg/kg. Pupils were dilated with topical application of 1% atropine sulfate and the nictitating membranes were retracted with 10% phenylephrine.
A local anesthetic (lidocaine) was injected before all incisions.
Two venous cannulae were placed for drug delivery and one arterial cannula for monitoring the blood pressure. Penicillin (500,000 U im) and dexamethasone (6 mg iv), to prevent cerebral edema, were given at the start of the experiment. A tracheostomy was performed for artificial ventilation.
In some experiments a bilateral cervical sympathectomy was performed to reduce eye movements (Rodieck et al. 1967) . After this surgery, the cat was transferred to a Horsley-Clarke stereotaxic frame. To minimize respiratory movements, we suspended most animals from the stereotaxic frame by clamping the spinous process of one of the lumbar vertebrae. In experiments in which the cervical sympathectomy was not performed, the eyes were fixed with cyanoacrylate glue to metal posts attached to the stereotaxic apparatus. The slightly concave ends of the posts, -8 mm in diameter, were attached to the temporal side of the sclera, just below the limbus.
The electronic visual stimulator employed in these experiments was designed in our laboratory (Milkman et al. 1980) . The instrument produces a raster display of 256 picture elements (pixels)/ line, 256 lines/frame, and 270 frames/s on a Tektronix 608 cathode ray tube monitor. A linearization circuit added to the Tektronix 608 allows us to modulate the contrast in a linear manner by up to 60% about the mean luminance, 100 cd/m2, employed in this study. The 10 X 1 O-cm display was viewed, via a mirror, at a distance of 36 cm. The display was windowed by a circular mask 10 cm in diameter ( 16").
Two sorts of sine-wave gratings were employed for most of the experiments. Contrast reversal gratings are stationary stimuli for which luminance as a function of time and one spatial dimension is given by ond Fourier components of the responses (first and second "harmonics") were calculated (Hochstein and Shapley 1976). Often two units with different amplitude could be discerned, in which case a window discriminator was used to differentiate for simultaneous recording. Most of the cells used were recorded from for 3-6 h; several were held for 12-14 h. Electrolytic lesions were placed at least every millimeter and always near cells that were recorded from at length. Most of the cells reported on were in layer 4, but several cells from both layer 6 and layer 2-3 were studied. The layer 6 simple cells tended to be more directionally selective than those in other layers (Gilbert 1977) , but otherwise they behaved qualitatively similarly. This method eliminated eye movements almost completely, allowing reproducible measurement of the spatial structure of rewhere L, is the mean luminance, C the contrast, k the spatial ceptive fields over the course of many hours. frequency, 4 the spatial phase, and .f the temporal frequency. The A small craniotomy (~2 mm) was made at P3, just lateral to the luminance of a drifting grating is given by sagittal suture, and the dura was then retracted. A well was made L = L,( 1 + c cos [27+kx kji)]) around the craniotomy with dental cement. After electrode placement, the well was filled with 3% agar in physiological saline to where the sign of the temporal term gives the direction of motion.
improve stability and covered with a mixture of petroleum jelly In what follows, the mean level will be ignored and only the modu-(Vaseline) and mineral oil to prevent drying. lated portions Urethan (200-300 mg/kg iv, supplemented every 12 h) was delivered over the course of several hours as the maintenance anesthetic. The electrocardiogram was measured and, along with the will be given explicitly. Other stimuli. such as bars and edges, are blood pressure, was used to monitor the level of anesthesia. When discussed below.
C cos (27&x +@) cos (271-B) or C cos [27+kx +ft)]
Cell classfxation
After the cells were isolated, their receptive fields were plotted by hand on an illuminated tangent screen. Degree of binocularity was determined, along with a rough estimation of orientation tuning. The receptive field of the dominant eye was then centered on the visual display with a mirror. Before the actual data collection, many of the parameters of the receptive field were determined roughly with the aid of a keypad-driven stimulation program. Optimal spatial and temporal frequency, orientation, direction selectivity, and existence of a frequency-doubling component to contrast r -:ersal gratings were all usually determined in this fashion.
Cells were classified as simple or complex according to a quantitative measure of linearity in their responses to contrast reversal gratings. At the optimal spatial frequency and orientation, contrast reversal gratings were presented at a full range of 16 or 18 spatial phases, and the average squared values of the first and second harmonic responses were calculated. If the ratio of these averages for the first and second harmonic was > 1, the cell was classified as simple; if < 1, complex. This is a modification of the test of Spitzer and Hochstein ( 1985) . Because our stimuli were 16" long, strongly end-stopped neurons did not respond well and were not included in this study.
Experimental paradigms ORIENTATION AND SPATIOTEMPORAL
TUNING. The experiments were run in the following order. First, orientation tuning curves were determined with drifting gratings at roughly the optimal spatial frequency and usually at 4 Hz temporal frequency (unless responses were significantly greater at a higher or lower temporal frequency). All orientations were tested in 20' steps unless the tuning was unusually sharp, in which case more closely spaced orientations were tested. The remainder of the experiments were done at the optimum orientation for both directions of drift. Spatial frequency tuning curves were recorded usually at 4 Hz, then temporal frequency tuning was determined at the preferred spatial frequency for the majority of cells. For a number of cells, both spatial and temporal frequencies were sampled over a broad range to get a full spatiotemporal response surface for the receptive field. We measured contrast response functions at the optimum spatial and temporal parameters to ensure that the contrasts used in the quantitative experiments were within the linear range. Most experiments were done at 20% contrast, but occasionally lower contrasts were used if significant response saturation was found at 20%.
CONTRAST REVERSAL VERSUS DRIFTING GRATINGS: TESTS OF LINEAR DIRECTIONAL MECHANISMS.
When these initial measurements were completed, the cells' responses to contrast reversal gratings at 16 or 18 different spatial phases over 360" were studied for at least one spatial and temporal frequency. Stimuli 180" apart in spatial phase are identical up to a change in sign, so an internal measure of response variability is generated when a full 360' are tested. The responses to contrast reversal gratings were compared with the responses to drifting gratings of the same contrast and spatial and temporal frequency. The drifting grating data were obtained in experiments that were interleaved with the contrast reversal experiment. As will be discussed, the responses to the two stimuli with identical spatial and temporal parameters, one spatially static, the other drifting, allowed for a direct evaluation of the importance of linear mechanisms to the cells' direction selectivity. ANALYSIS OF SPATIOTEMPORALLY SEPARABLE RESPONSES. The use of contrast reversal gratings parametric in spatial phase allows for a test of both of linear summation and of spatiotemporal inseparability. The response of a spatiotemporally separable mechanism (such as an LGN X cell center) to these stimuli is particularly simple, so it will be considered first. As elucidated by Enroth-Cugell and Robson (1966) Given a linearly summing receptive field with uniform dynamics, a contrast reversal grating can be positioned so that it gives no response. For those spatial phases that produce a response, the response is at the fundamental frequency of the input. Finally, the magnitude of this response is a fullwave-rectified sinusoidal function of spatial phase.
Expressed formally, the response of a linear, spatiotemporally separable mechanism to a contrast reversal grating Reid et al. 1987a ), which in fact shows data from a nondirectional simple cell. Note that the temporal phase of response is constant except for a jump of 180" (which is equivalent to a sign change) around the spatial phase that gave the null response. One difficulty in extending this result used in the LGN to the study of simple cells is that the resting firing rate of a simple cell is near zero. Thus, although the cell can respond to excitatory stimuli, detailed information about inhibitory stimuli is lost. In other words, a simple cell's output is half-wave rectified. This rectification is a strongly nonlinear operation and, as pointed out by Movshon et al. ( 1978) and also by Spitzer and Hochstein ( 1985) , introduces harmonics other than the fundamental into the response to sinusoidal temporal stimuli. Nevertheless, if it is assumed that this rectification is a static nonlinearity appearing only at the neuron's output stage, then the first harmonic of the response should give the magnitude of the linear component of the neuron's response (divided by 2) before this rectification. Although the neuron's output response is strictly nonlinear, the linear portion of its response before rectification is retrievable.
ANALYSIS OF SPATIOTEMPORALLY INSEPARABLE RESPONSES. A second difference between the responses of simple cells and their
LGN afferents, and one that turns out to be important for directional mechanisms, is in the degree of spatiotemporal separability. Movshon et al. ( 1978) have shown that most simple cells sum their visual inputs linearly, but the time course of the response to stimuli in different regions in the receptive field is often not uniform. The null test, which relies on spatiotemporal separability, therefore does not apply to these neurons. Nevertheless, Movshon et al. found that there was a more generalized property of the response of linearly summing receptive fields to the set of contrast reversal gratings parametric in spatial phase.
The absence of a null position is a natural result of a receptive field that is nonuniform in its temporal properties and asymmetrical. To illustrate this point, consider a receptive field that consists of two separated subregions with different temporal properties. When stimulated with contrast reversal gratings, the response (following the arguments in the above section) is given by the sum of two spatiotemporally separable responses with different parameters (denoted by subscripts 1 and 2) (Reid et al. 1987a) . Data in A are typical of a linearly summating spatiotemporally separable receptive field. Amplitude resembles a full-wave-rectified sinusoidal function of temporal phase, going through zero at the null spatial phase. Temporal phase of response is constant except for a jump of 180", or a sign change, as the amplitude goes through zero. By contrast, the data in B are typical of a linearly summating spatiotemporally inseparable receptive field. There is a response with a minimum amplitude, but no null. Further, the temporal phase is not constant but is instead a monotonic function of spatial phase. R(t; 6) = c&t,, COS (6 -&,I WA, COS (271.ft + f$,)
The difference in temporal properties of the two regions will result in different temporal phases, 6'Xl and &. Thus, although the sum of the two terms will always be a sinusoid of frequencyJ; the only way for it to be identically zero is for the two spatial coefficients to equal zero, or cos (4 -&l ) = 0 and cos (4 -$+& = 0 for a single spatial phase, 4. This is possible only if & 1 = &2 + rm, a relation that will not be true for an arbitrary separation between subregions. Therefore in general there will be no null position for a spatiotemporally inseparable receptive field. Instead, the amplitude and phase of the response of such an inseparable receptive field to contrast reversal gratings parametric in spatial phase is not as in Fig. 3A but more as in Fig. 3B , which shows a nonzero response at all spatial phases. In Fig. 3B , which presents data from a directional simple cell, there is a spatial phase that gives a minimum response, but no null. Notice also that the response temporal phase varies continuously with stimulus spatial phase. In other words, the time course of the response is dependent on the position of the stimulus. Although the response of inseparable receptive fields to contrast reversal gratings is more complicated than that of separable receptive fields, there exists a generalized relationship giving the response of any linear mechanism to such stimuli parametric in spatial phase. This relationship can be appreciated when the response to a contrast reversal grating is plotted on a polar plot, with the amplitude of the response at the fundamental frequency given by the distance from the origin, and the temporal phase lead of the response Four response parameters are obtained when the responses to contrast reversal gratings of a given spatial and temporal frequency are fitted to an ellipse: the maximum response (v, , or semimajor axis), the minimum response amplitude (r2, or semiminor axis), the stimulus spatial phase that yields the maximum response (4, ), and the response temporal phase of the maximum response (6,). These four values plus a sign parameter that specifies the preferred direction, d = t 1, are sufficient to make a linear prediction of the directional response of a cell to drifting gratings of the same contrast, spatial frequency, and temporal frequency (Reid et al. 1987a,b; Soodak et al. 1987 A second family of stimuli, stationary bars and drifting edges, was used for some cells that we were able to study for more than the several hours it took to collect clean, reproducible data for the grating stimuli. The stationary bar stimuli are given by
where bar@; x0, W) = 1 for x0 -(w/2) < x < x0 + (w/2) = 0 otherwise In other words, bar@; x0, w) is a function of x that is fully characterized by the two parameters x0 and W. x0 gives the position of the bar and w its width. F(t) is the temporal modulation function, which was either a square wave, s&Y) = sign[sin (27$)], or sinusoidal temporal functions, cos (2x-ft). The response of a neuron to Responses all fall on an ellipse. There is a maximum response (q , or the semimajor no null. axis) and a minimum response (r,, or the semiminor axis), but stationary, temporally modulated bars as a function of position is known as its Zin~~we~~~tingSunction. Depending on the size of the receptive field, bars ranging in width from 0.2" to 0.5 O were modulated at adjacent positions in the receptive field.
After line-weighting functions were obtained, light and dark edges were drifted through the receptive fields at a variety of velocities. This allowed for the examination of the directional responses to localized stimuli as well as the nonlocalized grating stimuli studied in the main experiment. Because the drifting border stimuli are equivalent to the sum of successively flashed bars, the sum of the responses to stationary bars (with appropriate delays) yields a linear prediction of the responses to drifting borders. These linear predictions were then compared with the actual directionally selective responses obtained with drifting edges.
RESULTS
Nonlocalized stimuli: contrast reversal and drifting gratings
The first part of this study was undertaken to make a quantitative comparison between the responses of simple cells to drifting gratings and the linear prediction of this response obtained from stationary gratings undergoing contrast reversal. In this section, we will first examine the degree to which simple cells respond linearly to the stationary, nondirectional stimuli. The responses of a linear system to contrast reversal gratings, parametric in spatial phase, describe an ellipse in a polar plot (Movshon et al. 1978) . Figure 5 shows a number of polar plots that give the amplitude and temporal phase of simple cell responses to contrast reversal gratings, parametric in the spatial phase of the stimulus. In Fig. 5A data are presented from a single cell that was stimulated at a variety of spatial and temporal frequencies. Each plot contains three ellipses, fitted to data from three different spatial frequencies. The four plots show data from different temporal frequencies, from 1 to 16 Hz. The successive data points around each ellipse represent the responses of the cell to contrast reversal gratings 20* apart in spatial phase. For this cell all of the ellipses were parametrized counterclockwise;
i.e., the temporal phase lead of response increased with the spatial phase of the grating. The amplitudes of the responses show minima for each ellipse, given by the semiminor axis of the ellipse (Q, but no null. Both of these qualitative features--the monotonic relationship between response temporal phase and stimulus spatial phase and the existence of a minimum response but no null-can be seen more directly in a plot of amplitude and temporal phase of response versus spatial phase of the stimulus (Fig. 3B) .
Note in Fig. 5~ ! that, although the data always can be fitted by an ellipse, the shapes of the ellipses vary with stimulation parameters. Most strikingly, the ratio of the semiminor axis to the semimajor axis, r-Jr,, decreases steadily as the temporal frequency increases from 1 to 16 Hz. In the case of a spatiotemporally separable linearly summing receptive field-one that will not be directionally selective for drifting gratings (see Fig. 2 , C and D)-a polar plot of the response to contrast reversal gratings will be a line segment or, equivalently, an ellipse for which the axis ratio, r,/r,, is zero. In this case, the amplitude of the response goes through zero at some spatial phase, and the response temporal phase is constant. These characteristics are simply a restatement of the results of a null test. By contrast, a spatiotemporally inseparable receptive field, which will produce directionally selective responses to drifting gratings (see Fig. 2 , A and B), will produce nondegenerate ellipses. In the data from this neuron, at 1 Hz the ellipses are quite round, indicating inseparability. At 4 and 8 Hz the ellipses are progressively flatter, indicating more homogeneous temporal responses throughout the receptive field. At 16 Hz the ellipses are virtually flat, implying that all spatial mechanisms that responded to 16 Hz did so with the same temporal phase.
It will be shown below that the responses to gratings drifting in the preferred and nonpreferred directions, r:, and r,, can be predicted from the ellipse that fits the contrast reversal data at the same spatial and temporal frequencies: specifically, the predicted response amplitude in the preferred direction is the sum of the semimajor and signed semiminor axes of the ellipse. The predicted response in the nonpreferred direction is their difference the ellipse is parametrized clockwise with increasing spatial phase or counterclockwise (see APPENDIX). When d is 1, the direction of increasing spatial phase is the preferred direction for the linear prediction. It follows that, the higher the ellipse axis ratio Y,/Y,, the more directionally selective will be the predicted response. Thus, for the cell in Fig. 54 the predicted direction selectivity to drifting gratings decreases for higher temporal frequencies. Figure 5 , B and C, displays ellipses for two other cells. The ellipses for these cells show the same trend as was seen for the cell in Fig. 5A : the axis ratio, r,/r,, decreases for higher temporal frequencies. This is a common finding, though not universal, and it was usually accompanied by a diminished direction selectivity at higher temporal frequenties.
The data in Fig. 5 , B and C, also show a common deviation from the elliptical form, a "wasp waist" first described by Movshon et al. (1978) . The response amplitudes near the minor axis are significantly smaller than the semiminor axis of the best-fitting ellipse, although the phase appears to vary as expected. Movshon et al. postulated that such an effect could be due to a threshold. If the neuron has to reach a certain level of excitation before any activity is seen, there will be a disproportionate decrease in small-amplitude responses. The temporal phase of response to sinusoidal stimuli, however, should be unaffected. If this explanation is correct, argued Movshon et al., the poor fit to an ellipse can be improved simply by increasing the magnitude of each data point by a given amount while leaving the phase fixed.
The validity of the ellipse fit can be evaluated by comparing the inherent noise in the data with difference between the data and the best-fit ellipses. The variability in the data is estimated by using the fact that the contrast reversal experiment was performed at a range of spatial phases spanning a full 360'. Contrast reversal gratings 1 80° apart in spatial phase are identical stimuli except for a factor of -1. Therefore the data points taken 1 80° apart can be averaged with a sign change. If the response to a contrast reversal grating at a given spatial phase, &i, is given by the complex value C(+i) The validity of the ellipse fit was quantified with a similar calculation where the value c(@i) was replaced with the corresponding value from the best-fitting ellipse. This number gives a coefficient of variation between the data and the ellipse fit.
In Fig. 6 the coefficient of variation of the ellipse fit is plotted versus the coefficient of variation of the data. The data are from 119 ellipses from 29 different simple cells (some at different spatial and temporal frequencies) that were analyzed in this manner. The deviation from the ellipse fit covaries to a very high degree with the noise in the data. In other words, the adequacy of the ellipse fit is usually limited by the inherent noise in the data. There are a fair number of points, however, that fall significantly above the line of unit slope, indicating a relatively poor fit to an ellipse even though the data are quite reliable. The common and relatively consistent deviation from the elliptical form, wasp-waisting, explains the occasional poor fit.
The ellipse axis ratios fitted in the present study ranged from 0 to 0.7 1. Figure 7 shows a histogram of the ellipse axis ratios for 163 ellipses taken from 37 simple cells, some at more than one spatial and temporal parameter value. Although some data were collected for lower and higher tem-poral frequencies, only data from runs with temporal frequencies of 1, 2, 4, and 8 Hz are shown. Here and subsequently, the data presented include only ellipses for which the coefficient of variation between the data and the best-fit ellipse was 10.33. As can be seen, there was a broad range of ellipse axis ratios. The average was 0.16, and 50 of 163 have a ratio >0.20.
LINEAR
PREDlCTIONS OF DIRECTION SELECTIVITY.
In this section, we will compare the responses of simple cells to contrast reversal and to drifting gratings of the same spatial frequency, temporal frequency, and contrast. This paradigm is quite well suited to the quantitative study of directionally selective mechanisms because the two stimuli are identical in all respects except that one is spatially stationary and the other directional. There are a large number of nonlinearities in simple cell responses that are independent of directionally selective mechanisms. The stationary and moving grating stimuli, however, are well matched in terms of each one of these nonlinearities.
They have the same overall spatial extent, leading to roughly equal degrees of side-band (Henry and Bishop 1972; Maffei and Fiorentini 1976) and end-zone suppression (Dreher 1972; Gilbert 1977; Hubel and Wiesel 1965) . They both have the same single spatial and temporal frequencies, so spatial-frequency-dependent suppression (De Valois and Tootell 1983) and nonlinearities of temporal summation (Dean et al. 1982; Reid and Shapley 1988; Tolhurst et al. 1980) should have similar effects on the responses to both kinds of stimuli. Finally, they have the same contrast, resulting in an equal level of the contrast gain control (Ohzawa et al. 1985) . In fact, the only known nonlinearities for which they are not balanced are related to motion.
As asserted above, the five parameters rl, r2, &, O1 and d obtained from the ellipse fits are sufficient to make a linear prediction of the response to drifting gratings of the same contrast, temporal frequency, and spatial frequency (Reid et al. 1987a ). rl and r2 are the semimajor and semiminor axes of the ellipse fitted to the contrast reversal data. 41 is the spatial phase of the stimulus at the position that gives the maximal response, rl ; and 0, is the temporal phase of that response. Finally, d = t 1 determines the direction ( 1 for counterclockwise, -1 for clockwise) that the ellipse is parametrized with spatial phase.
The reasoning behind the prediction of the response to drifting gratings becomes clear when the cosine addition formula is used to transform a drifting grating ccos [27r(kx +ft)] into the difference of two contrast reversal gratings C[cos(27&x)cos(271-ji) -sin (27&x) sin (277-j?)] A grating moving in the opposite direction ccos [27r(kx -ft)] is the sum of these contrast reversal gratings C[cos (2rkx) cos (2qrt) + sin (2rkx) sin (27rj'i)] In the following arguments the contrast, C, will be factored out. We will also use the convention that the response of a neuron to a stimulus, S(x, t), is given by the expression R[S(x, t)]. Uppercase R is the mapping from stimulus to the response, whereas lowercase r (with various subscripts) is always used to characterize the amplitude of this response.
From the APPENDIX (Ey. '42) we know that the maximal response to a contrast reversal grating is given by the equation R[cos (2i-rkx + (t,) 
Equation 3a gives the predicted response to a grating moving in the preferred direction and Eq. 3b the predicted response in the nonpreferred direction. For purposes of comparison, the actual responses to drifting gratings in the preferred and nonpreferred directions will be represented as The agreement between the linear prediction in Eqs. 3a and 3b and the measured responses represented in Eqs. 4a and 4h can be tested in a variety of ways. The first comparison will be made by defining a quantitative measure of the directionally selective response to drifting gratings: the dimtional index (DI). DI is the difference between the response amplitudes in the preferred and the nonpreferred directions, normalized by their sum
The direction of r, was defined for the spatial and temporal frequencies that yielded the strongest response. For the few cases in which a given cell showed a reversal in preferred direction with different parameters, a negative DI resulted (cf. Fig. 80 . A cell that is 100% directionally selective, i.e., one that gives no response in the nonpreferred direction, has a DI of 1 .O. A cell that is not directionally selective, i.e., one that gives equal responses in the preferred and nonpreferred directions, has a DI of 0. This measure of direction selectivity has the advantage that the linear prediction of the DI from the contrast reversal data takes on a particularly simple form, the ratio of signed semiminor to semimajor ellipse axes DI,, = dr,lr, REID, SOODAK, AND SHAPLEY ' .
----
. . For the case of a completely flat degenerate ellipse (r2 = 0), the predicted response to drifting gratings is nondirectional PI lp = 0). For the case of a circle (r2 = r, ), the predicted directional index is t 1, corresponding to a completely directionally selective response. Figure 8 shows several scatter plots that compare the values for the actual directional index, DI, and the linear prediction of the directional index, DI,, . Figure 8 , A-C, shows scatter plots of DI,, versus DI for three cells that were tested at a variety of spatial and temporal frequencies. Figure 84 is from a layer 4 cell, B from a layer 6 cell, and C from a layer 4 cell that changed preferred direction dependent on temporal and spatial frequency. Figure 80 is a similar plot for 37 different cells, measured at the spatial frequency that gave the peak response, E usually at 4 Hz. Finally, Fig. 8E shows data from the same 37 cells, but at all the spatial and temporal frequencies for which measurements were taken. If linear mechanisms were responsible for the observed directionality, then all points would fall on the dashed line of unit slope. As it is, most points fall below this line, indicating that the linear prediction underestimates the direction selectivity. It is conspicuous, however, that almost all points fall in the first octant, defined by the x-axis and the line of unit slope. This fact is striking because both DI and DII, can independently take on values ranging from -1 to 1. DI is by definition positive for the spatial and temporal frequencies that give the largest response, but it will be negative if the preferred direction changes with different stimulus parameters. More significantly, DIi, can be negative if d = -1 (see APPENDIX) or, equivalently, if response temporal phase decreases with increasing spatial phase of the contrast reversal grating. If the spatiotemporal inseparability of the receptive field were independent of the direction selectivity, d would be negative 50% of the time.
Points in the different regions of a scatter plot of DI,, versus DI can be interpreted as showing different relationships between linear and nonlinear components of direction selectivity. In the sublinear region, between the line of unit slope and the x-axis, the linear prediction is in the right direction, but it is too small, implying that nonlinear mechanisms must make up the difference. In the supralinear region, between the line of unit slope and the y-axis, the linear prediction is in the same direction as the actual DI but overestimates it. Here nonlinear mechanisms are required to decrease the DI to the observed level. Finally, in the second and fourth quadrants, the linear prediction is in the wrong direction. In these cases strong nonlinear mechanism are required to overcome the linear component. As most of the points fall in the sublinear region, there is a significant linear component to the directionally selective responses of simple cells, but nonlinear mechanisms must be important as well. The median value of the ratio of DI,, to DI is 0.30. data for the nonpreferred direction, or yn,ip vs. r,. Points falling above the line of unit slope are those that exhibit nonlinear suppression. Data correspond with Fig. 8 , with the added requirement that the response to drifting gratings in the preferred direction had a normalized SD of CO.33 (see text).
The same cells and spatiotemporal parameters are used in A and B. Error bars for the responses in the preferred and nonpreferred direction are -tl SD. For the linear prediction, the error bars are t the normalized deviation between the data and the best-fit ellipse times the magnitude of the prediction. In the nonpreferred direction, 2 points with responses ~0.4 imp/s were omitted. Left error bars that extended below 0.4 imp/s are also omitted.
FACILITATIONVERSUSSUPPRESSION.
BecauseFig.8demon-strates that both linear and nonlinear mechanisms are important in the direction selectivity of simple cells, the ques- tion remains whether the nonlinear mechanisms are manifested primarily in facilitation of the response in the preferred direction, suppression in the nonpreferred direction, or both. To answer this question, we can compare the actual magnitudes of the predicted and observed responses for both the preferred and the nonpreferred directions. These comparisons are given in Fig. 9 . Here the same data are used as in Fig. 8 , but points for which the normalized standard deviation of the preferred-direction responses was >0.33 were not included. These points were used in Fig. 8 because in most cases the DI (as calculated from single stimulation runs, when gratings in opposite directions were tested closely spaced in time) was more stable than the absolute magnitudes of responses in either direction (obtained in separate runs, more widely separated in time). Figure 9A is a scatter plot of the predicted versus observed responses in the preferred direction, with error bars corresponding to the root-mean-square (RMS) error. All of these data points are quite close to the line of unit slope. The median ratio of prediction to measurement was 0.92, which indicates that there may be some nonlinear facilitation of the drifting grating response, but the effect was of the order of 10%. Figure 9B is the analogous graph for the nonpreferred direction. Here, clearly the nonpreferred response was far smaller than the linear prediction. The median ratio of the linear prediction of the nonpreferred direction response to the actual nonpreferred direction response was 1.90, implying that there was significant nonlinear suppression in the nonpreferred direction. Because both 8, and & are dependent on the arbitrary choice of the spatial phase origin, i.e., the point $ = 0, we will not be considering the absolute values of the predicted and observed temporal phase to drifting gratings, tiP,iP, tin,ip, 0,, and 8,, but only the deviations from the predicted temporal phase, which are independent of the spatial phase origin 8 p,dev = Op -8l -41 8 n,dev = On8l + 41
In Fig. IOA , tipdev, the deviation from the predicted temporal phase in the preferred direction, has been plotted versus a facilitation ratio for the preferred direction: r,/r,,iP. When this ratio is 1, the linear prediction is correct; if it is > 1, there is nonlinear facilitation. Similarly, 8, dev, the deviation from the predicted temporal phase in the nonpreferred direction, has been plotted in Fig. 1OB versus a suppression ratio for the nonpreferred direction: r, iP/yn. When this ratio is 1, the linear prediction is correctj if it is > 1, there is nonlinear suppression. 
Non-Preferred Suppression
The deviations from the linear prediction of the temporal Phases, flp,dev and k,dev, are usually relatively small. The signed average values of 8, deV and 0, deV in degrees are 5.9 and 2.7, with SDS of 22.4 and 34.4, r&pectively. By way of comparison, the RMS average of the SDS for the 8, and 8,'s (taken over multiple trials) are 10.0 and 19.5, respectively. The scatter plots in Fig. 10 have no measurable slope; the observed deviations from the temporal phase prediction do not vary significantly with the degree of nonlinear contribution to the response magnitudes. Therefore, whatever nonlinear mechanisms are responsible for facilitation in the preferred and suppression in the nonpreferred directions, their effect on the temporal phase of the response was not measurable in these experiments. The only consistent finding is seen when the response in the preferred direction is suppressed relative to the prediction; i.e., the preferred facilitation is ~1. In this case, the phase deviation is usually positive, or the response to drifting gratings is phase advanced in relation to the prediction (Fig. IOA, top The experiments presented above were all performed with nonlocalized stimuli: drifting or contrast reversing gratings. Similar experiments were performed with localized stimuli: narrow bars. The second set of stimuli provided an independent demonstration of spatiotemporally inseparable response of simple cells to stationary, temporally modulated stimuli. Contingent on the size of the receptive field, extended bars (16' in length) at the optimal orientation and ranging in width from 0.2 to 0.5O were presented at successive positions along the receptive field. The background was constant at the mean luminance of 100 cd/m2, and the luminance of the bar was modulated above and below this value by either square-wave or sinusoidal temporal functions. As defined in METHODS, these stimuli are described by CI;, bar@; Xi, w)F(t) where F(t) was either sq(ft) = sign [sin (2~-t)] or cos (2x-t). Xi gives the position of the bar and w its width. The responses of a neuron to these stimuli, parametric in Xi, are known as its line-weighting function.
SINE-WAVE MODULATION: PREDICTION OF THE RESPONSES TO CONTRAST REVERSAL GRATINGS.
An example of the data obtained from the bar stimulus with sinusoidal temporal modulation is shown in Fig. 11 . The data are from a directional simple cell. The response measures shown are the amplitude and phase at the frequency of temporal modulation. As with the contrast reversal grating experiment (Fig.  3B) , the temporal phase of response to sinusoidally modulated stationary bars changed systematically with the position of the stimulus. Specifically, the temporal phase of response tended to increase at each successive position in the receptive field along the cell's preferred direction. Loosely speaking, the response became increasingly "faster" as the stimulus was moved along in the preferred direction. Such a finding argues that at least qualitatively, directionality can be predicted from a cell's response to stationary bars. A more quantitative evaluation of these data is possible, however, if the results from this experimental paradigm are correlated with the experiment with contrast reversal gratings.
By proper weighting of the responses at each position in the receptive field, the responses to sine-wave modulated gratings at various spatial frequencies and stimulus spatial phases can be predicted from the line-weighting data. In the line-weighting experiment, bars of width w are presented at N locations, x,-x,, and modulated by the temporal function cos (2@) at a contrast C. Under the assumption of linear summation, the responses to each bar can be represented by a complex number, ri, with the amplitude and phase of the first harmonic response. Given these re- Qsimple cells tested with square-wave-modulated linelx weighting functions, the PSTHs showed systematic changes I ' ' ' ' I ' ' ' I I I I I I 1 I I I as successive positions in the receptive field were tested.
Specifically, as with the sine-wave-modulated stimulus (Fig. 1 l) , the temporal phase of the response at the fundamental frequency always tended to increase as successive positions in the receptive field (along the preferred direction) were tested. This prediction is justified as long as the spacing between the bars (Xi+1 -Xi) is small compared with the spatial period of the grating, l/k. Because linear spatial summation is being assumed in this construction, the predicted response to contrast reversal gratings parametric in spatial phase will always produce an elliptical polar plot. If the assumption of linear spatial summation is correct, the ellipses determined experimentally in the contrast reversal grating experiment would be comparable with those predicted from the lineweighting experiment. Figure 12 is a scatter plot of the ellipse axis ratios predieted from line-weighting functions with sinusoidal temporal modulation versus the actually measured ellipse axis 13. Peristimulus time histograms of the response of a directional simple cell to square-wave-modulated narrow bars at 8 different positions, 0.18" apart. Responses above the axis are from the light half of the stimulus and below the axis from the dark half of the stimulus. Stimulus temporal frequency was 1 Hz, so the total time axis is 0.5 s. Vertical scale bar is equal to 50 imp/s. Bar width was 0.25" and the contrast was 60%. These data are from the same cell as in Fig. 11 . Preferred direction of motion was from position 1 to position 8.
histogram is nonzero both above the axis (during the light half of the stimulus cycle) and below the axis (during the dark half). This absence of ON-OFF responses, here defined over both space and time, is consistent with the assumption of linear summation, which requires opposite responses to stimuli with opposite contrasts, followed by half-wave rectification. This cell had a maintained discharge near zero, as do most simple cells, which is also consistent with half-wave rectification (although a nonzero threshold is also possible). The second point that can be seen in Fig. 13 is that there was a consistent change in the time course of response across the receptive field for this cell. In the OFF region, histograms 1-3, there was a very transient response. In the ON region, 4-7, there was a far more sustained response. Also, within the ON region the response became progressively more transient, especially between positions 5 and 6.
In terms of a quantitative characterization of the responses to square-wave-modulated stimuli, half-wave rectification poses more serious difficulties than it does with sinusoidal input. Specifically, all information about the magnitude and time course of inhibitory responses is lost. With sinusoidal inputs, rectification results in no loss of information because the output approximates a half-waverectified sinusoid for which the first Fourier component is equal, at least theoretically, to exactly one-half that of the unrectified sinusoid. The rectified responses of linear mechanisms to nonsinusoidal stimuli, however, contain less information than they did before rectification because these responses can have any temporal waveform. If linear summation is strictly assumed, the rectification can be eliminated by treating the responses to dark stimuli as equivalent to inhibitory responses to light stimuli. Therefore, in the analysis below, the measured response to the dark stimulus, r -(O, sq,i is subtracted from the measured response to the light stimulus, rsq i , '(t) , to give the unrectified response, rsq itt> 7 rsq,i(t> = Lrsq,i+Ct> -rsq,i-(t)l to s t s l12f)
This unrectified response measure includes both excitation and inhibition. Because the response PSTHs in Fig. 13 approach zero by the end of each half stimulus cycle (0.5 s at 1 Hz), the square-wave response, rsq i(t), can alternatively be thought of as the response, r, i(t), to a step-function of infi-7 nite duration u(t) = -1 for t < 0 = 1 for t20 Fig. 13 ; B: data from a different cell. Response is plotted vs. the position of the bar (horizontal axis) and the time after the beginning of either the dark or light portion of the square-wave stimulus (vertical axis). Function being plotted is the ON response minus the OFF response at each bar position (Xi), or (using the formalism described in the text): ySq,i+ (ft) -rq,i-(j). OFF Responses are outlined with dotted lines. Notice that within each region the time course of response becomes progressively more transient at successive positions in both contour plots (from Zcj to right). This spatiotemporal inseparability correlates with the cells' preferred direction, which was from the left (0') to the right (2"). The temporal frequency was 1 Hz, but only the 1 st 0.2 s of response are shown. Also, for both figures, the bar width was 0.25" and the contrast was 60%. Scale: A, 11.5 (imp/s)/contour line; B, 29 (imp/s)/contour line.
The step-function response will become useful in the linear synthesis of drifting border response from line-weighting data. The line-weighting responses, rss i(t):, can be presented alternatively in a single contour plot to show more clearly the interactions between the spatial and temporal aspects of the receptive field. In such a plot (Fig. 14) the cell's response is shown parametric with stimulus position along one axis and with time along the other axis. The solid contours represent the responses to luminance increment and the dotted contours the responses to luminance decrement. Two such plots are shown in Fig. 14 . Figure 14A shows the same data seen in Fig. 13 . Figure 14B data from a different simple cell. As in Figs. 1 and 2 , linear directional mechanisms are manifested in these plots by response contours that are oriented in space-time. Figure 14A exhibits a slight orientation (up and to the left) of both the ON and the OFF regions as well as a more pronounced overall difference between the time course of response between the ON and the OFF regions. In  Fig. 14B , the ON region is oriented, as is the border between the ON and the OFF regions. Spatiotemporal inseparability is also demonstrated by a latency difference between the two regions: the OFF region peaks at 4 1 and the ON region at 48 ms. In general, these data are qualitatively consistent with the line-weighting functions obtained with sinusoidal temporal modulation (Fig. 11) : within each region, the responses become progressively faster for successive positions along the preferred direction.
It should be emphasized that the data shown here are the responses to square-wave temporal stimuli, as opposed to the hypothetical impulse-response functions illustrated in Figs. 1 and 2 (cf. McLean and Palmer 1989) . For a linear system, square-wave data are equivalent to the integral along the time dimension of the impulse response. They therefore show less obvious spatiotemporal orientation. The degree of orientation of these plots can be quantified by a number of methods. The most natural measure of orientation for our purposes is obtained by synthesizing the expected response to drifting stimuli. The line-weighting data are spatiotemporally oriented if and only if they predict a directionally selective response to drifting stimuli.
The square-wave line-weighting data can most naturally be used to make predictions of the responses to drifting contrast borders. The predictions can then be compared with the actual responses to borders. Further, the DI of the predictions provides an objective measure of the degree to Gd~[t + w41 borders from line-weighting data. The important difference between the two approaches is that here we are using the where ZJ is the velocity of drift and Cbd is the contrast. The unrectified response measures r,, and ru,i, which simultasign of v gives the direction of motion and the sign of CM neously take into account the responses to both light and gives polarity of the border: positive for a light border, nega-dark stimuli. In the synthesis algorithm of Palmer and tive for dark. The actually measured (and therefore recti-Davis, however, the responses to light and dark stimuli were fied) responses to borders with positive and negative con-treated separately. Their approach, therefore, neglected the trasts can be expressed as rbd+(t) and rbd-(t) respectively, so inhibitory portion of the linear prediction. In the unrectithe unrectified response to a border can be calculated with fied response measures in Eq. 5, we have considered inhibi&do = hd'w -&d-(01 tion on an equal footing with excitation, thereby obtaining more accurate predictions (cf. McLean and Palmer 1989) . To compare the responses to the directional stimuli Figure 15 gives a graphical representation of the calcula-(borders drifting at various velocities) and the stationary tion in Eq. 5 for the line-weighting data presented in Fig. 13. stimuli (square-wave modulated narrow bars), we must first Drifting border responses were predicted and measured for express the drifting border stimulus in terms of the bar stimvelocities of -+4 and t 16"/s. In the top panels (Fig. 15, I shown in Fig. 13 . These histograms are shifted along the N-00 i=O horizontal (time) axis by variable amounts, as dictated by where x0 and X, are fixed, but the Xi's get closer together as Eq. 5. Below these line-weighting histograms is the linear Nincreases. Putting this into words, a drifting border stimuprediction of the border response, rbd lp, which is simply the lus is equivalent in the limit to the sum of closely spaced sum of all of the histograms above it (Fig. 15, I Fig. 13 ) represented in the unrectified form, ru,i(t), as defined in the text. These responses are shifted along the time axis by the appropriate amount to synthesize the response to drifting borders (Eq. 5). B: sum of these histograms, which is equal to the predicted response to a drifting border, is shown in the top histogram. Predicted response is smoothed in the bottowl histogram by a boxcar-averaging technique. Width of the boxcar average is equal to the time shift between the histograms in A. C response of the cell to borders (at 20% contrast) drifting at +4 and ~fr 16"/s. Again, this is the unrectified response, r,, which is equal to the light border response minus the dark border response (smoothed by a boxcar average of the same width as in B). Scale bars correspond to 50 imp/s throughout. Time axes for the histograms in A (before shifting) are all 0.5 s, as they are in Fig. 13 , and the time axes of B and C are in register with A.
tion at a velocity of 4"/s. In this case, the form and time course of the response was quite well predicted; i.e., the predicted histogram in (B), ybd lP, is very similar to the actual border response histogram in (c), &de In the nonpreferred direction (II), the line-weighting data predict a much smaller response, especially for a dark border (B), but the predicted response should be measurable. The actual response (C), however, was practically in the noise. Thus, as with grating data, the linear prediction accounts for part of the directional behavior, but there was also nonlinear suppression in the nonpreferred direction. In the next two panels (ZZZ and ZV), the predicted responses to a border drifting at 16 O/s are compared with the observed responses. In general, responses to faster-moving stimuli were less well modeled, as was the case here even in the preferred direction (III).
As with the case of predicting the responses to contrast reversal gratings from the responses to sinusoidally modulated line-weighting functions, cortical nonlinearities make the absolute magnitudes of this prediction poor. Whereas response magnitudes are difficult to predict, it is possible to compare the DI, a normalized value, as calculated from the predicted versus the observed border responses. Rather than considering both the light and the dark border responses independently, we took the total excursion of the unrectified response as the measure of the response amplitude for drifting borders This is roughly equal to the sum of the maximum responses to light and dark borders. Using this measure of response, one calculates the DI from DIbd = vii,p -%d,nwbd,p + Gd,n> where ybd,p and &d,, are the border responses in the preferred and nonpreferred directions. This DI gives a better measure of the directionality of the total amplitude of the border response, rather than the half-wave-rectified amplitude of either the dark or light edge response. As such it is more analogous to the DI defined earlier for the grating stimuli. The linear prediction, IX,, lP, is obtained in the same way by substituting &d lP (t) for i&t) in the above equations. Figure 16 shows a scatter plot of the linear prediction, 
DISCUSSION
We have compared the responses of simple cells to directional stimuli and to stationary stimuli to show that linear contributions to direction selectivity are significant. The actually measured DI, however, is most often three times larger than the linear prediction obtained with stationary stimuli. The linear predictions of the amplitude and the time course (i.e., temporal phase) of responses in the preferred direction were close to the measured values, as were the predictions of the time course of the responses in the nonpreferred direction. The response amplitudes to stimuli in the nonpreferred direction were consistently smaller than the linear prediction; this result may indicate that there is a directionally selective suppressive nonlinearity.
Although there exist experimental approaches that are designed explicitly to characterize nonlinear mechanisms (Emerson et al. 1987; Victor et al. 1977; Wiener 1958 ) the experiments performed in this study were motivated by the belief that it is appropriate to begin the quantitative study of a system with its linear behavior. From a characterization of the properties of this linear component, some models of direction selectivity, both linear and nonlinear, can be rejected and others can be favored.
Because there is an argument in the literature that is often cited as a proof that any directionally selective mechanism must be nonlinear (Poggio and Reichardt 1973) it seems necessary to reconcile this result with our work. The argument offered by Poggio and Reichardt is dependent on the definition of a neuronal response. Whereas we use the amplitude of the modulated response as our response measure, Poggio and Reichardt use the total number of action poten-REID, SOODAK, AND SHAPLEY tials over the entire stimulus duration or, equivalently, the mean rate. By this definition, a neuron that responds with sinusoidal modulation to a grating drifting in one direction but not the other would not be called directionally selective.
We would argue that such a definition is too narrow; there is no a priori reason that the mean rate is a better measure of neuronal response than the amplitude of modulation. The existence of the nonlinearity of output rectification in simple cells complicates the distinction between linear and nonlinear, but not in an essential manner. For a linear system followed by rectification, the amplitude of the modulated response is proportional to the change in mean rate (Movshon et al. 1978) . Such a system can therefore be directionally selective by our definition and also by that of Poggio and Reichardt. This system can either be viewed as a single nonlinear mechanism or, more naturally, as a linear directionally selective mechanism followed by a nondirectional nonlinearity. Because there is no indication in the literature that the output rectification seen in simple cells is stimulus specific, we ignore it by assuming that the response amplitude and phase reflect an "unrectified" sinusoidal response before the output nonlinearity. Thus we analyze the simple cell as a system that gives a temporally modulated response -the linearity of which is an empirical question-followed by a nonlinearity: rectification.
Models that inherit direction selectivity solely from directional input
The models ruled out by our results include those in which simple cells inherit all their direction selectivity from other neurons that are themselves directional. The most extreme form of this kind of model is one in which all excitation is from nondirectional inputs that are combined in a nondirectional manner but in which directional responses are created due to an overall nonlinear facilitation or suppression by directional inputs. For instance, simple cells could inherit directionality from the nonlinear mechanisms that have been demonstrated in complex cells (Emerson et al. 1987) . Such a mechanism has some experimental support (Dean et al. 1980) and is in fact consistent with previous studies of direction selectivity. If this model were accurate, however, then the time course of response to nondirectional stimuli such as contrast reversal gratings should be uniform throughout simple cell receptive fields or at least independent of the actual preferred direction of the cell. This condition is clearly contradicted by the present study.
In past studies of direction selectivity in simple cells, nonlinear mechanisms were always studied with directional stimuli: either with drifting edges or with two-bar interaction paradigms (cf. Baker and Cynader 1988; Emerson and Gerstein 1977; Ganz and Felder 1984; Goodwin et al. 197 5) . Because these stimuli produce nonlinear directional responses in all cells, both simple and complex, no information can be gained as to the origin of these directional responses. Whereas these studies postulated the creation of directional responses within simple cells, it is only by the demonstration of a linear component-a component that could not originate in the highly nonlinear complex cellsthat the alternative explanation in which directionality arises solely from directionally selective suppression can be discounted. Suppression by other directional cells probably does play a role in sharpening the directionality of simple cells, as shown by Dean et al. (1980) but it cannot be the only mechanism.
Models that develop direction selectivity from nondirectional inputs For a neuron to produce a directionally selective response from nondirectional input, there must be at least two spatially offset inputs with different temporal properties. All models of directionality contain these offset pathways, but there are a number of competing views of what these subunits may look like. In early models, such as those of Reichardt (196 1) or Barlow and Levick (1965) , they are simply point receptors with "slower" and "faster" response dynamics. The different dynamics in these models could be as simple as a relative delay between regions. In later models (Adelson and Bergen 1985; Marr and Ullman 198 1; van Santen and Sperling 1985; Ahumada 1983, 1985 ) the spatial and temporal structure of the displaced pathways are specified in much greater detail. To the extent that our data are compatible with a purely linear model, they reveal the actual as opposed to theoretical spatiotemporal characteristics of cat simple cortical cells. The direct measurements of spatiotemporal inseparability in Figs. 13 and 14 reveal how linear mechanisms of direction selectivity may operate. There are two sources of spatiotemporal inseparability.
Often there was a difference in dynamics between the ON, or increment excitatory, and the OFF, or decrement excitatory, subregions. This can be seen in Figs. 13 and 14. Figure 13 shows the step responses of the ON and OFF regions to be different: the ON region has a much more sustained step response than the more transiently responding OFF region. A second kind of spatiotemporal inseparability was commonly seen: inhomogeneity of dynamics within a single type of receptive field region. This is best illustrated in Fig. 14A by the tilted contours in the ON region of the x, t plane.
The evidence for spatiotemporal inseparability in the line-weighting data reinforces and explains the evidence from responses to contrast reversal gratings (Reid et al. 1987a; and above) . Similar results have been seen in two-dimensional point-weighting data (McLean and Palmer 1989; Reid et al. 1989 ). In the grating data plotted in Figs. 3B and 5, the temporal phase lead of the response increased as spatial phase advanced along the cells' preferred direction. This result is comprehensible from the line-weighting data of Fig. 11 , for instance, which show the temporal phase lead of the response to a sinusoidally modulated bar increasing across the receptive field, again along the preferred direction. The step responses in Figs. 13 and 14 also may be used to explain the grating data.
Linear mechanisms with nonspecific suppression ofsuhoptimal responses
It is a general finding that linear mechanisms can roughly explain the stimulus specificity of a simple cell's receptive field but that the degree of specificity is sharpened by appar-ently suppressive interactions. This is true of the specificity for spatial location via end-zone and side-band suppression (Henry and Bishop 1972; Hubel and Wiesel 1965) , of spatial-frequency tuning (De Valsis and Tootell 1983) , and of orientation tuning (Morrone et al. 1982) .
e have found that the only stimulus specificity for which this general property was not thought to be true, direction selectivity, in fact behaves quite similarly. The inclusion of direction selectivity in this broad category would imply that the suppression of sub-optimal "'linear" responses is such a universal property that any form it may take, e.g., cross-orientation inhibition, may in fact be a different manifestation of a single underlying mechanism.
There are three likely candidates for the nonlinear behavior seen. Most simply, some of our results could be explained by a nonlinear operating curve for response amplitudes. The responses to stimuli that by linear predictions should be small tend to behave sublinearly. A second explanation is suggested by the fact that sublinear behavior seems to hold especially for stimuli that are optimal for some other "nearby" receptive field, i.e., stimuli that would excite cells in the same cortical location with, for instance, the opposite direction selectivity or with different spatial-frequency tuning. This would argue for a relatively nonspecific suppression by many local neurons.
Finally, a model including shunting inhibition (Grzywacz and Koch 1987; Koch et al. 1982; Torre and Paggio 1978) can account robustly for many of the quantitative features, both linear and nonlinear, of direction selectivity in simple cells. The simplest case of such a model is a neuron that has two spatiotemparally of&et inputs, both of which sum visual inputs linearly but have an output that is half-wave rectified (Reid 1988) . If one of the inputs drives a synaptic current that is strongly depolarizing, its influence will be very nearly linear and excitatory. If the other input drives a current that is near the resting potential of the neuron, it will have a strong nonlinear suppressive component. But, to the extent that the neuron is not alwavs at the shunting synaptic potential, the suppressive inputwill have a significant linear component as well. This model is consistent with the data, but others are certainly possible. Whatever the sources of the nsnlinearities in direction selectivity, it is likely that an understanding of them would clarify more general suppressive mechanisms in simple cell receptive fields APPENDIX As stated in ME"FI-KXX, the responses of a linearly summing receptive field to contrast reversal gratings, parametric in spatial phase, should all fall on an ellipse when represented on a polar plot of response amplitude and temporal phase. This result can be proven either directly with a fair amount of trigonometry (Movshon et al. 1978; Reid et al. 1987a) or in a slightly more abstract manner. The second approach will be shown because it results in a computationally more direct method of fitting the data to an ellipse.
The bulk of the proof involves a simple reinterpretation of the response polar plot. Rather than representing the response as a separate amplitude, r, and phase. 0, it can be expressed as a single number in the complex plane r exp(i0) This complex number can be related to the real valued response function Thus the set of all responses is a linear vector space isomorphic to the complex plane.
Similarly, the modulated portion of the stimuli, contrast reversal gratings of contrast C and spatial phase +, can be reexpressed Here the cos (wt) and exp(i2rli.c) terms can be factored out, so the stimulus C cos (2rk.x -t 4) cos (of)
can be specified by complex number C' exp( iqj) Again this is a linear mapping from the set of gratings of a given contrast, spatial frequency, and temporal frequency to the complex plane because the sum of two stimuli is mapped to the sum of their complex representations This makes the stimulus space isomorphic to the complex plane. Note that the family of stimuli of any given contrast, C, but variable spatial phase, 6, fall on a circle of radius C in this representation In the present formalism, the linear transformation between the contrast reversal stimulus and the response of a linearly summing receptive field, given by c cos (27&x + 4) cos (of) + r cos (w, + s> has been transformed into a mapping between two complex planes C' exp(i@) -+ r exp(i0) REID, SOODAK, AND SHAPLEY Because any linear transformation between two planes (which can be represented as a 2 X 2 matrix) maps a circle onto an ellipse, the proof of the proposition is complete: the set of all responses to contrast reversal gratings of a given spatial and temporal frequency, parametric in spatial phase, forms an ellipse on a polar plot of response amplitude and temporal phase.
It now remains to find a method of fitting the actual data onto the functional form of an ellipse. Although the problem may appear to require a nonlinear curve fit between the one free input variable, spatial phase, onto the two-dimensional response space, amplitude and phase, it can in fact be simplified by a method suggested by the above proof. If the experiment is performed over N spatial phases, the stimulus space can be transformed from the one-dimensional set of phases +i i=lyN onto a two-dimensional set of contrasts and phases With these reformulations, the problem has been reduced to finding a best-fit linear transformation, A (a 2 X 2 matrix), between the stimuli, S, and the responses, R (see Fig. 17 ) R = AS (Al) Two problems remain. First, A must be determined given the polar plot representations of the stimuli and the response data. Second, A must be translated into more natural coordinates, namely, rl and r2, the maximum and minimum responses to counterphase gratings; @1, the stimulus spatial phase that gives the maximum response; 0,, the temporal phase of the maximum response; and d = * 1, which specifies the preferred direction.
The problem of determining A from the data is straightforward. Given a 2 X N stimulus matrix, S (where N is the number of spatial phases tested) and a 2 X N response matrix, R, there exist leastsquares multilinear fit algorithms (we used the ASYST programming language, Macmillan Software, New York, NY) that find the 2 X 2 transformation matrix, A, which solves Ey-Al with the smallest RMS error.
Determining the parameters r 1, r2, 41, &, and dfrom A is also straightforward.
First, A can be decomposed according to the singular value decomposition (Golub and Van Loan 1983) A = U&U,
where Ue and U+ are rotation matrices corresponding to 8, and -&, respectively, and R, is a diagonal matrix with entries rl and dr,. If the semimajor and semiminor axes, rl and r2, are constrained to be >O, d will be + 1 if the ellipse is parametrized counterclockwise with spatial phase (increasing temporal phase of response for increasing stimulus spatial phase) and -1 for a clockwise parametrization.
In other words
As shown in RESULTS, d predicts the preferred direction of motion for drifting gratings. The existence of the decomposition U&& makes clear a useful point about this transformation, A: namely, because both Ue and U4 are strict rotations, and thus preserve angles, the gratings that elicit the maximum and the minimum responses are 90" apart in spatial phase and the responses are 90" apart in temporal phase. In other words, the semimajor and semiminor axes of the ellipse represent the magnitudes of responses that are in temporal STMJWS SPACB RBSPONSB SPACB CONTRAST, SPATIAL PHASB AMPLrruDB, TmPoRAL PHASB 
