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1. Introduccio´n
Los datos son ancestrales, hace aproximadamente 5000 an˜os se escribieron
los primeros registros contables en las ciudades Ur y Uruk, estas pertenec´ıan
a la antigua Mesopotamia, el lenguaje utilizado era simple y pretend´ıa que la
informacio´n de las cosechas persistiese. Segu´n la teor´ıa de la evolucio´n, existe
una necesidad de competir y colaborar entre especies para garantizar la supervi-
vencia, la humanidad, por tanto, escalo´ puestos con la aparicio´n de la escritura,
esto es debido a la adquirida capacidad de memoria persistente, a partir de
entonces se concibe la historia como motor de la Historia. Posteriormente se lo-
graron avances del lenguaje escrito, aparecieron idiomas complejos y ricos, estos
eran capaces de sintetizar las opiniones de los eruditos, a partir de entonces, se
podr´ıa registrar informacio´n e incluso conocimiento puesto que se registrar´ıan
procesos cognitivos complejos. Llegados a este punto, el legado de conocimiento
a las sucesivas generaciones se convierte en el principal recurso para el progreso,
“ El conocimiento es poder. ”(Francis Bacon 1597: Meditationes Sacrae). 1,
pero, el aprendizaje necesario para descifrar el conocimiento en muchos casos
conlleva an˜os de estudio, en el presente estudio afrontamos el reto de extraer
conocimiento de informacio´n cl´ınica mediante una ma´quina automa´ticamente.
La informacio´n cl´ınica relevante acerca de cada paciente se compendia en
su historia cl´ınica, esta informacio´n trata: antecedentes, enfermedad actual, ex-
ploracio´n f´ısica, pruebas y tratamientos. Constituye, por tanto, el histo´rico de
informacio´n relevante y conocida sobre el paciente para el prono´stico cl´ınico.
Dado que la mayor´ıa de procesos cl´ınicos se encuentran estandarizados, es cru-
cial el apropiado tratamiento de esta informacio´n para conocer : evolucio´n del
paciente, eficacia del tratamiento y posibles ensayos a realizar. El presente es-
tudio pretende aportar soluciones Software enfocadas al aprendizaje ma´quina
capaz de sintetizar la evolucio´n de los pacientes, para esto, investigamos sobre
el conjunto de historias cl´ınicas provistas en el reto internacional i2b2 [25] [13].
1filo´sofo, pol´ıtico, abogado y escritor 1561 - 1626
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Por otro lado se pretende acercar al alumno al mundo de la investigacio´n, en
este caso trabajando dentro del grupo IXA, un grupo con una larga trayectoria
en aplicacio´n de te´cnicas de procesamiento de lenguaje natural ’ Natural langua-
ge proccesing’ (NLP), http://ixa.si.ehu.eus, el gobierno vasco lo clasifico´ como
equipo de investigacio´n tipo B (IT935-16, 2016). En este TFG se aplicara´n te´cni-
cas de NLP sobre historias cl´ınicas, para disen˜ar un sistema de extraccio´n de
conocimiento cl´ınico, posteriormente se generan representaciones para compren-
sio´n humana de los resultados, este proceso se basa en la teor´ıa del conocimiento
[12, Cap 1.2, pa´g 7] . Las te´cnicas de extraccio´n consistira´n en la aplicacio´n de
te´cnicas NLP y de aprendizaje ma´quina ’machine learning’ (ML) proporciona-
das por las librer´ıas: NLTK [5], Python3 [7, Part 3], Tensoflow [1], keras [9] y
Gemsim [20]. En el presente trabajo se explicara´ como se han utilizado dichas
librer´ıas con el fin de apoyar futuros trabajos te´cnicos en el campo NLP.
A continuacio´n se explica la aplicacio´n de te´cnicas NLP a trave´s de un ejem-
plo sencillo 1, en este caso se pretende modelizar matema´ticamente tres oraciones
simples y sus respectivas categor´ıas (texto→ clase), consiste en una aplicacio´n
sencilla de ana´lisis de sentimientos ’Sentiment analysis’. Primeramente se gene-
ra un espacio de representacio´n comu´n a todas las palabras del conjunto para
establecer una correlacio´n nume´rica (palabra → A(word)), adema´s se define el
tipo de dato objetivo (clase) en este caso binario, este proceso permite la repre-
sentacio´n (A(word) → Bin(clase)), por u´ltimo se simplifica la representacio´n
para permitir su comprensio´n humana ((x, y)→ Bin(clase)). La representacio´n
matema´tica modelada en el presente estudio se lograra´ mediante la aplicacio´n
de redes neuronales ’Neural network’ (NN), los llamados vectores de palabra ’
word embbedings ’, estas generara´n un espacio de representacio´n comu´n para la
interpretacio´n de la informacio´n relativa al lenguaje, concretamente trataremos
las te´cnicas: TFIDF, Word2vec y Doc2vec.
Una vez se ha modelado matema´ticamente el problema, en la figura 2 pode-
mos entender de manera sencilla en que consiste el entrenamiento y prediccio´n
siguiendo el ejemplo de aplicacio´n NLP, primeramente advertir que el conjun-
to de datos provisto es ı´nfimo y no necesariamente representativo, exponemos
la informacio´n preprocesada ((x, y) → Bin(clase)) en un eje cartesiano, poste-
riormente aplicamos el algoritmo ’OneR’ que consiste en predecir la clase ma-
yoritaria, por tanto aplicamos un enfoque frecuentista simple, en este caso de
clasificacio´n binaria P (a) = Nfavorables/Ntotales y P (b) = 1 − P (a), esto es
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debido a que ambas clases son mutuamente excluyentes P (a∩b) = 0, es decir, no
es ninguna oracio´n positiva y negativa al mismo tiempo. Aplicados los ca´lculos
obtenemos P (a) = 2/3 y P (b) = 1/3, por tanto la clase estimada es yˆ = 0, final-
mente se estima la calidad del modelo ML, en este caso se utilizara´ la totalidad
del conjunto de entrenamiento, esto se denomina evaluacio´n no honesta, y segu´n
la cual se acierta el 60 % de los casos, este porcentaje representa la cota superior
de acierto, a efectos pra´cticos se espera un desempen˜o mucho menor en ejemplos
todav´ıa desconocidos. El presente art´ıculo tratara´ modelos de prediccio´n ma´s
complejos entrando en detalles de su realizacio´n y posterior afinamiento para
permitir al lector realizar sus propios acercamientos, concretamente trataremos
el modelo BiLSTM y CRF.
Los sistemas propuestos buscara´n seguir conceptos de arquitecturas unifica-
das de NNs [11], es decir, se pretende que tanto la aplicacio´n PLN como ML
se realicen mediante NNs especializadas, en este estudio la informacio´n cl´ınica
relevante es: evento cl´ınico, expresio´n temporal y seccio´n temporal (Event, Ti-
mex3 y SecTime), adema´s se trata su relacio´n temporal con respecto a la fecha
de creacio´n de Documento ’DocTime 0’. Los resultados se visualizan para que
el conocimiento logrado por el proceso lo interprete un experto humano, en este
caso un me´dico, el sistema unificado descrito coincide con el prototipo 3.
Se profundizara´ en las siguientes a´reas:
Aprendizaje profundo ’deep learning’ (DL), para la aplicacio´n de te´cnicas
ML .
A´lgebra, me´todos nume´ricos y ca´lculo.
Evaluacio´n de la informacio´n, extraccio´n de informacio´n y secuenciacio´n
de informacio´n.
Aplicacio´n de te´cnicas NLP para el preprocesado de datos.
Desarrollo de mo´dulos en Python y utilizacio´n de librer´ıas NLP y ML.
XML (eXtended Markup Language) y XLSX (hojas de ca´lculo), se trata
el almacenamiento de la informacio´n a trave´s de estos esta´ndares.
Visualizacio´n de informacio´n mediante interfaces de usuario GUI, as´ı como
visualizacio´n de datos.
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Conjunto de datos en formato ( texto → clase )
el perro esta libre → positivo
el perro esta enfermo → negativo
el perro esta triste → negativo
Diccionario en formato ( palabra → A(word) )
el → 0
perro → 1
esta → 2
libre → 3
enfermo → 4
triste → 5
Conjunto de datos en formato (  A(word) → Bin(clase) )
0 1 2 3 → 1
0 1 2 4 → 0
0 1 2 5 → 0
Simplificación de la representación ( (x,y) → Bin(clase) ):
1 3 → 1
1 4 → 0
1 5 → 0
Figura 1: Ejemplo preprocesado (NLP)
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Tabla con la información obtenida (  (x,y) → Bin(clase) ):
0
0
1
OneR ( ML )
datos para enfoque frecuentista
a = 0
b = 1
P(a) = N.º casos favorables / N.º  casos totales ↔ P( a ∩ b) = 0
P(b) = 1 – P(a)
P(a) = ⅔
P(b) = ⅓
Resultado y comprensión:
y = 0 y según los datos acertará el 60% de las veces según casos 
conocidos.
Figura 2: Ejemplo entrenamiento y prediccio´n (ML)
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Figura 3: Prototipo para aplicacio´n NLP + ML y prediccio´n.
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1.1. Origen del proyecto
El proyecto fue propuesto por el grupo de investigacio´n IXA, asimismo Aitzi-
ber Atutxa y Arantza Casillas fueron designadas para guiarlo hacia los mejores
resultados posibles, se fundamenta segu´n los siguientes principios:
Innovacio´n, el ana´lisis de datos ’data minning’ constituye una pseudo cien-
cia en desarrollo por lo tanto los acercamientos a este a´rea podr´ıan con-
llevar nuevas tecnolog´ıas o nuevas aplicaciones de las existentes, esto es
debido al constante avance tecnolo´gico y la alta capacidad de co´mputo
de las ma´quinas actuales, por otro lado como mencionaba previamente
al no ser un a´rea completamente estudiada quedan au´n muchos dominios
pioneros de aplicacio´n, entre ellos el procesamiento de lenguaje natural
(PLN).
Adema´s, existe una necesidad generalizada de sistemas expertos capaces de
interpretar lenguaje natural de manera automa´tica, estos intr´ınsecamente
son complejos, laboriosos e innovadores por ello actualmente se conciben
como campo de investigacio´n, el grupo IXA concretamente los desarrolla
desde las te´cnicas PLN.
Te´cnicas multidisciplinares, el procesamiento de lenguaje natural es apli-
cable de manera indiferente a todos aquellos sectores que hayan alcanzado
la era digital, y tambie´n permite establecer las bases informacionales para
aquellos en proceso de digitalizacio´n.
Salidas Profesionales, la salida profesional que defiende este estudio es
analista de datos ’data scientist’, ya que se espera que el constante desa-
rrollo tecnolo´gico demande este perfil profesional en los pro´ximos an˜os,
esta previsio´n se fundamenta en el feno´meno ’Google’ sucedido en EE.UU
el cual marco un antes y un despue´s en la aplicacio´n de estas tecnolog´ıas
mostrando a nivel global sus beneficios y repercusiones.
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El sector cl´ınico, es uno de los prioritarios en cualquier pa´ıs moderno por
tanto los esfuerzos en este a´rea se justifican y se estiman beneficiosos a
nivel social y desde el punto de vista econo´mico como potencial nicho de
mercado
Existen numerosos acercamientos a este sector mediante te´cnicas PLN,
estas son aplicadas sobre datos cl´ınicos provistos por retos internacionales
como ’i2b2’ [25] [13], posteriormente en el estado del arte se detallara´n
varios de estos acercamientos para entender la repercusio´n del constante
cambio tecnolo´gico en las te´cnicas PLN y los hallazgos logrados, adema´s
se mostrara´n las ideas relevantes utilizadas para este estudio.
Estos principios resultan en un trabajo de ’calidad’ puesto que se estima que
satisface sus necesidades sociales de avance tecnolo´gico conociendo me´todos de
PLN aplicables, asimismo actualiza el estado del arte sobre aplicacio´n de te´cnicas
PLN as´ı como resultados emp´ıricos de su aplicacio´n ayudando a concretar au´n
ma´s esta pseudo ciencia del ana´lisis de datos ’data minning’.
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1.2. Motivaciones para la eleccio´n del proyecto
La eleccio´n de un proyecto de esta ı´ndole y categor´ıa es debido a los Valores
personales del investigador, y adema´s al reconocimiento que el mismo aspira a
lograr.
En cuanto a Valores, destacaremos el ’socialismo’ como valor, por lo que se
pretende devolver a la sociedad lo que en el investigador invirtio´, y adema´s lograr
su emancipacio´n como ’hombre ilustrado’. Por otra parte citamos el ’derecho a
la vida’ como moral, por lo que se pretende facilitar el trabajo al conjunto de
me´dicos para garantizar su mejor, y ma´s ra´pido desempen˜o. Citamos la ’per-
severancia’ y el ’esfuerzo’ como medios para lograr una vida sostenible, y en
busca de la felicidad, estos son estrate´gicos puesto que gracias a ellos mi madre
logro´ aceptar su enfermedad degenerativa (s´ındrome post-polio), y remonto´ su
vida dado que su palad´ın nunca desfallec´ıa. Por u´ltimo le daremos un puesto
honor´ıfico al ’orgullo’, gracias a el hemos podido proseguir con nuestra labor
en entorno hostil, hemos podido sobreponernos a la incertidumbre y el riesgo,
hemos podido llegar ma´s lejos con menos medios, y lo ma´s importante podemos
hoy postular este escrito.
En cuanto al reconocimiento, se busca lograr una aceptacio´n como especia-
lista en inteligencia artificial (IA), concretamente en el campo de NLP, y por
ello se aplican las te´cnicas punteras en el estado del arte DL, todo en busca de
lograr una aplicacio´n hasta ahora desconocida (INNOVACIO´N). Por otro lado,
el hecho de ayudar a la sociedad mediante avances tecnolo´gicos en el a´mbito
de la sanidad, es un reto que aporta valor an˜adido en lo profesional y personal,
adema´s de garantizar una categor´ıa de proyecto (COMPLEJIDAD). Por u´ltimo,
reconocer que el a´mbito cl´ınico es una disciplina dif´ıcil, en cuanto a cantidad de
informacio´n necesaria y existente para el diagno´stico de un paciente, y requiere
apoyo para que el me´dico pueda ofrecer servicios de calidad y eficaces, por tan-
to la colaboracio´n entre la informa´tica y la medicina puede ser sustancialmente
beneficiosa para ambos sectores (UTILIDAD).
Edgar Andre´s Santamar´ıa
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1.3. Prea´mbulo
Antes de comenzar con la planificacio´n del proyecto y con su despliegue
nos centraremos en entender conceptos relacionados con el a´rea de investiga-
cio´n ’Text Mining’ [27, Cap 9.5], veremos primeramente ciertas definiciones y
conceptos relacionados, posteriormente se expone el contexto de uso de estas
tecnolog´ıas, y por u´ltimo se tratan otras posibles a´reas de aplicacio´n aparte de
la referida en este estudio ’clinical domain’.
Definicio´n 1. inteligencia artificial
La inteligencia artificial (IA) segu´n [18, Cap 0, Pa´g 1-8], es una ciencia que
busca por un lado teorizar la inteligencia en base al me´todo informa´tico y por
otro guiar el disen˜o de ma´quinas capaces de replicar actividades mentales del
hombre como: Tratamiento de lenguaje natural, recuperacio´n inteligente de da-
tos, Sistemas expertos, demostracio´n de teoremas, realizacio´n de acciones f´ısicas
(robo´tica), programacio´n, resolucio´n de problemas (combinatorios, de planifica-
cio´n y de percepcio´n). Estos sistemas denominados de produccio´n [18, Cap 1.1]
se componen de datos o espacios de estados (posibles y objetivo), un conjunto
de reglas de transformacio´n y una lo´gica de control para aplicar las reglas, con
esta arquitectura es posible resolver problemas complejos como el 8-puzzle [18,
Cap 1.1.1].
Definicio´n 2. reconocimiento de formas
El reconocimiento de formas o ’pattern recognition’ segu´n [3, Cap 1.1, Pa´g
3] , es una te´cnica utilizada para solucionar problema´ticas de: visio´n por compu-
tador, reconocimiento de voz y robo´tica, los algoritmos de aprendizaje ma´quina,
en este caso, buscan patrones en: ima´genes, sonidos y caracter´ısticas biome´tri-
cas. Un ejemplo de aplicacio´n descrito en [6, Cap 1, Pa´g 1-3] , y [3, Cap 1.2.2,
Pa´g 6-8], es el reconocimiento de d´ıgitos escritos ’handwritten digit recognition’
que consiste en clasificar, en diez clases distintas ( 0- 9 ), s´ımbolos escritos a
mano y digitalizados.
1.3 Prea´mbulo 18
Definicio´n 3. Extraccio´n de conocimiento
La extraccio´n de conocimiento o ’knowledge discovery from data’ consiste en
que al aprender reglas sobre ciertos datos logramos una explicacio´n del proceso
subyacente, y por tanto un experto en dicho proceso ser´ıa capaz de interpre-
tarlas, extrayendo por tanto su conocimiento [3, Cap 1.2.2, Pa´g 8], el proceso
se lleva a cabo en 7 pasos: preprocesado, integracio´n, seleccio´n, transformacio´n,
miner´ıa, evaluacio´n y presentacio´n [12, Cap 1.2, Pa´g 7].
Definicio´n 4. Aprendizaje ma´quina
El aprendizaje ma´quina o ’machine learning’ tiene diferentes definiciones
segu´n en punto de vista de su aplicacio´n, algunos autores lo conciben segu´n
la teor´ıa probabil´ıstica como [17, Cap 1.1 , Pa´g 1], o [6, Cap 1.2, Pa´g 12], y
otros lo conciben segu´n la teor´ıa de conjuntos como [27, Cap 1.4 , Pa´g 28], o
[6, Cap 2], ambos modelos esta´n muy relacionados, ambos siguen la teor´ıa de
la probabilidad diferencia´ndose en el enfoque que toman hacia la resolucio´n del
problema ’a priori / a posteriori’ y ’fronteras de decisio´n’ respectivamente.
En cuanto a su objeto [3, Cap 1], consiste en que la ma´quina extraiga un
algoritmo para una problema´tica de la que solo tenemos informacio´n de ejemplo
y se rige por la teor´ıa de la informacio´n para obtener dicho conocimiento, otros
autores relacionan estas te´cnicas directamente con la inteligencia artificial [15,
Cap 1.2] propone un sistema capaz de jugar a las damas.
Definicio´n 5. Miner´ıa de datos
Miner´ıa de datos o ’data minning’ consiste en la aplicacio´n de me´todos de
’machine learning’ a grandes bases de datos segu´n [3, Cap 1, Pa´g 2], y [12,
Cap 1.2, Pa´g 5], las bases de datos o ’data warehouses’ son las estructuras
modernas que alimentan los distintos sistemas con datos [12, Cap 1.3.2, Pa´g
10], la aplicacio´n de las distintas te´cnicas busca el ’reconocimiento de formas’
para su posterior ’extraccio´n de conocimiento’ a favor del usuario del sistema.
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Contexto de uso 1. Necesidad de la miner´ıa de datos
La necesidad de la miner´ıa de datos surge de las crecientes cantidades de in-
formacio´n disponibles para su procesado y la consecuente bu´squeda de me´todos
escalables y eficientes de ana´lisis [3, Cap 1, Pa´g 4], a esto se le suma un contex-
to empresarial competitivo con nuevas problema´ticas y necesidad de soluciones
pra´cticas [4, Cap 4], estas necesidades requieren del perfil ’analista de datos’ el
cual se pretende demostrar con este trabajo.
Contexto de uso 2. Utilidad de la miner´ıa de datos
Segu´n [12, Cap 1.4, Pa´g 15] existen distintas funcionalidades en miner´ıa de
datos divididas en dos grandes grupos descripcio´n y prediccio´n, el primer grupo
busca la caracterizacio´n de los datos disponibles ’clustering’ lo que incluye: ca-
racterizacio´n y discriminacio´n [12, Cap 1.4.1] , miner´ıa de patrones frecuentes,
asociacio´n y correlacio´n [12, Cap 1.4.2] , ana´lisis de agrupaciones [12, Cap 1.4.4],
y ana´lisis de datos at´ıpicos [12, Cap 1.4.5], por otro lado el segundo grupo ’clas-
sification’ busca realizar inducciones sobre los datos provistos para la realizacio´n
de predicciones lo que incluye: clasificacio´n y regresio´n [12, Cap 1.4.3].
Estas dos grandes problema´ticas tienen sus propias te´cnicas resolutivas y
modelos de ana´lisis complementa´ndose en los diferentes estadios del proceso
pra´ctico como veremos posteriormente en el desarrollo.
1.3 Prea´mbulo 20
Aplicacio´n real 1. Web
segu´n [12, Cap 1.3] existen diferentes sistemas estructurados/des-estructurados
de informacio´n interesantes de analizar (Bases de datos, almacenes de datos e
informacio´n transaccional), concretamente en [12, Cap 1.3.4] advierten de la
importancia de las te´cnicas de extraccio´n de datos web ’web scrapping’ para el
ana´lisis de informacio´n masiva que involucra distintos formatos (imagen, audio,
texto ...) y en constante crecimiento.
Concretamente en [4, Cap 4] se expone la metodolog´ıa para generar mar-
keting dirigido en base a estudios estad´ısticos de la informacio´n de potenciales
clientes, en ese caso se basan en el nivel de cualificacio´n y la distribucio´n espacial
(zona de residencia) de los perfiles estudiados.
Aplicacio´n real 2. Negocio
segu´n [4, Cap 1, Pa´g 7] la miner´ıa de datos puede utilizarse con fines de
mejora de: marketing, ventas o procesos de apoyo, mediante una profunda com-
prensio´n de sus clientes gracias a la informacio´n que disponen sobre ellos.
Esto denota una cercana relacio´n entre los negocios y la miner´ıa de datos, en
[4, Cap 12] se expone la metodolog´ıa llevada a cabo para el ana´lisis de riesgos
en Marketing, concepto comu´n a toda empresa de excelencia.
en [27, Cap 1.3] Se comentan otras potenciales a´reas de negocio en las que
aplicar estas tecnolog´ıas como pueden ser: Banca, Seguros, Energ´ıa, Meteoro-
log´ıa, Medicina (como el presente estudio) , y Produccio´n.
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1.4. Otra informacio´n relevante para la comprensio´n del
estudio
En este apartado ofrecemos una serie de conocimientos y explicaciones te´cni-
cas generales para poder entender la nomenclatura te´cnica del estudio, no se
entra en detalles pero se ofrece una visio´n general para apoyar la lectura del
estudio.
Primeramente hablaremos de ’neural network’ NN [27, Cap 6, pa´g 232], que
consiste en una red con mu´ltiples capa compuestas de unidades ’perceptron’
(Neurona), esta arquitectura tiene la peculiaridad de permitir la modelizacio´n de
funciones no lineales, esto es indispensable para tareas de prediccio´n complejas.
A grandes rasgos su entrenamiento consiste en el ajuste de los pesos internos
que conectan la red, mediante el paso de instancias de entrenamiento por lotes
hacia delante, y la propagacio´n de errores hacia atra´s.
Una vez introducidas NN, explicaremos sucintamente ’recurrent neural net-
work’ RNN [3, Cap 11.12.2], esta arquitectura esta´ basada en NN con la pecu-
liaridad de que sus capas ocultas, es decir aquellas capas entre la de ’Input’ y la
de ’Output’, son NNs con la capacidad de clonarse y procesar secuencialmente
los valores de entrada, esta caracter´ıstica es cr´ıtica en la resolucio´n de tareas
’seq2seq’, es decir, en las que se requiere del contexto de cierto Input (en este
caso palabra), concretamente la arquitectura BiLSTM ofrece excelentes resulta-
dos teniendo en cuenta tanto el contexto cercano como el lejano a la palabra, en
este caso son la base de la representacio´n de oraciones para su etiquetado IOB.
Etiquetado ’inside outside begining’ IOB, es una tarea ’name entity recog-
nition’ NER que consiste en predecir secuencias de etiquetas para oraciones de
entrada, las predicciones del sistema se basan en la prediccio´n de estas cadenas.
Podemos apreciar un etiquetado IOB en el siguiente fragmento.
Admission I-FACTUAL
Date O
: O
2012-01-20 O
Discharge I-FACTUAL
Date O
: O
2012-01-23 O
Service O
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La parte izquierda representa la palabra y la derecha la entidad a la que
se refiere (I-entidad), cuando se presenta O nos referimos a que no pertenece
a ninguna entidad. Cuando dos entidades se encuentran contiguas usamos (B-
entidad) para diferenciar la primera de la segunda, podemos apreciar unejemplo
en el siguiente fragmento.
Admission I-FACTUAL
Discharge B-FACTUAL
Date O
: O
2012-01-23 O
Service O
De esta manera se generan las secuencias de entrenamiento para la RNN, y
esta se encarga de la representacio´n de las secuencias de palabras (oraciones).
Hablamos de representacio´n, y ahora explicaremos sucintamente en que con-
siste, hasta ahora conocemos los ’word embbedings’ [3, Cap 6.8] como un dic-
cionario de palabras, pero existen maneras ma´s complejas de representacio´n, en
este caso la RNN genera un ’sequence embedding’ ,con la informacio´n resultan-
te de una secuencia de palabras de entrada, esta tarea requiere de dos pasos
’encoding’ 4 y ’decoding’ 19, en este caso la decodificacio´n la llevara´ a cabo una
capa CRF especialista en ’IOB tagging’ de ’sequence embeddings’.
A partir de este momento, para referirnos al sistema encargado de la repre-
sentacio´n vectorial de cierto Input, nos referiremos como sistema WE. Entre los
sistemas que comentamos se encuentran ’Doc2vec’ [14], red neuronal encargada
de la representacio´n de textos, ’TFIDF’[24], modelo para el ca´lculo de ’word
embeddings’ en base a la frecuencia de aparicio´n de palabras en los textos de
entrenamiento , y ’Word2vec’ [2], red neuronal encargada de la representacio´n de
’word embeddings’, esta es la aproximacio´n utilizada para realizar los vectores
pre entrenados utilizados en este estudio, concretamente su variante ’continous
bag of words’ CBOW [21], que consiste en representar la palabra segu´n las
palabras ma´s representativas para su prediccio´n
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Figura 4: Representacio´n de secuencia mediante RNN.
Por u´ltimo, la capacidad ma´s importante de estas representaciones, y es que
son capaces de transferir conocimiento de una tarea a otra, es decir, unos ’word
embbedings’ pre entrenados en una tarea similar pueden reutilizarse ayudando
enormemente a modelar un problema dado que se basan en ma´s informacio´n
de la disponible, concretamente la transferida del inicial problema en el que se
generaron. Esta nocio´n es clave para entender el alto rendimiento del sistema,
ya que los ’word embeddings’ pre entrenados utilizados eran de gran calidad.
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2. Documento Objetivos de Proyecto
A continuacio´n expondremos la planificacio´n asociada a este proyecto de in-
vestigacio´n, dicha planificacio´n consta de: Descripcio´n, Objetivos, Herramientas,
Alcance, Planificacio´n temporal, Riesgos y Evaluacio´n econo´mica.
La Descripcio´n del alcance ofrece la divisio´n de tareas realizada para el
proyecto de investigacio´n proveyendo tiempos reales y estimados.
Los Objetivos ofrecen los distintos hitos que componen el proyecto de investi-
gacio´n, y constituyen los medidores u´ltimos para conocer el estado del proyecto.
La Eleccio´n de Herramientas ofrece la comparativa de herramientas realizada
para la seleccio´n de : IDE, lenguajes, librer´ıas, modelos de representacio´n y
modelos de aprendizaje ma´quina.
La planificacio´n temporal muestra la disposicio´n temporal de las tareas des-
critas de manera estimada y la contrasta con la seguida realmente.
Los Riesgos muestran los eventos inciertos relacionados con el proyecto y que
podr´ıan generar un impacto negativo, asimismo se detalla como se minimizara´
su impacto en el denominado plan de sostenibilidad.
La Evaluacio´n Econo´mica muestra el desglose econo´mico de las tareas des-
critas de manera estimada y lo contrasta con el real, asimismo se dispone como
retornar la inversio´n realizada en este proyecto.
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2.1. Descripcio´n del alcance
A continuacio´n se describen las tareas que componen el proyecto de investi-
gacio´n:
1. Documentacio´n, esta tarea consiste en generar la documentacio´n relativa
al proyecto, dicha documentacio´n consistira´ en:
a) Introduccio´n
b) Documento Objetivos del Proyecto (DOP):
c) Antecedentes
d) Ana´lisis de requisitos
e) Prototipo
f ) Disen˜o
g) Desarrollo
h) Pruebas
i) Conclusiones
j ) Referencias
tiempo estimado : 75h
tiempo real: 30h
2. Revisio´n y correccio´n, esta tarea consiste en revisar la documentacio´n y
corregir los fallos: le´xicas, sema´nticas y sinta´cticas.
tiempo estimado : 15h
tiempo real: 9h
3. Ana´lisis, esta tarea constituye el objetivo estrate´gico de la investigacio´n, y
consiste en analizar la problema´tica expuesta (i2b2 challenge) hasta lograr
un modelo conceptual que cumpla las expectativas del reto. Se divide en
los siguientes apartados:
a) Prototipo
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b) Ana´lisis de requisitos
c) Disen˜o
tiempo estimado : 15h
tiempo real: 70h
4. Implementacio´n, esta tarea consiste en implementar los 3 componentes de
los que se compondra´ el sistema:
a) Preproccess
b) Clasification
c) Inference
tiempo estimado : 110h
tiempo real: 120h
5. Pruebas, esta tarea consiste en validar el sistema mediante las me´tricas de
evaluacio´n provistas en ı¨2b2 challenge”.
tiempo estimado : 25h
tiempo real: 13h
6. Seminarios, esta tarea consiste en aprender el conocimiento necesario par
realizar el acercamiento al reto ’i2b2 challenge’.
tiempo estimado : 112h
tiempo real: 120h
7. Investigacio´n, esta tarea consiste en la revisio´n y comprensio´n de los art´ıcu-
los relacionados con el reto ’i2b2 challenge’.
tiempo estimado : 50h
tiempo real: 80h
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8. Reunio´n, esta tarea consiste en la revisio´n y supervisio´n del trabajo de
investigacio´n por parte de Aitziber Atutxa y Arantza Casillas.
tiempo estimado : 6h
tiempo real: 3h
9. Visualizar, esta tarea consiste en la generacio´n de artefactos visuales sobre
los distintos apartados generados durante el proyecto, deben ser u´tiles y
fa´ciles de entender en previsio´n a la presentacio´n de resultados.
tiempo estimado : 60h
tiempo real: 35h
10. Presentacio´n, esta tarea consiste en la generacio´n de la presentacio´n aso-
ciada al proyecto as´ı como los preparativos necesarios para su consecucio´n.
tiempo estimado : 5h
tiempo real: Aun no realizada
tiempo total estimado : 472h
tiempo total real: 480h
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2.2. Objetivos
En esta seccio´n establecemos las metas y objetivos a cubrir en el proyecto,
estos han de ser concretos y cuantificables, y adema´s deben poder controlarse
en el tiempo para garantizar su consecucio´n, y por tanto la calidad del presente
proyecto.
El objetivo principal, consiste construir un sistema de aprendizaje automa´ti-
co que fuese capaz de participar en la competicio´n The 2012 i2b2 challenge
is on temporal relations que tuvo lugar en en 2012 aplicando te´cnicas moder-
nas de aprendizaje automa´tico. Esta competicio´n consist´ıa en, dado un informe
me´dico de ingreso hospitalario, identificar automa´ticamente los eventos mdicos y
fechas que en el aparecen, para posteriormente establecer relaciones temporales
entre ellos. Por eventos cl´ınicos nos referimos a:
conceptos cl´ınicos (problemas, ensayos, o tratamientos )
departamentos (como quiro´fano, o entrada principal)
evidencias cl´ınicas ( resultados de ensayos cl´ınicos)
sucesos cl´ınicos (por ejemplo admisiones, transferencia, etc).
La calidad del sistema construido se medira´ a trave´s de figuras de mrito
como son la precisin, cobertura y FB1 (precision, accuracy y f-measure).
Como objetivo secundario, ser´ıa ideal obtener mejores resultados que los
participantes del 2012.
Con respecto a las expresiones temporales, estas ser´ıan horas, duraciones, y
frecuencias temporales.
Pasemos ahora a detallar los requisitos previos a la consecucio´n de los obje-
tivos para defender que en efecto el proyecto cuenta con un plan de ruta. Como
metas contamos con:
1. Investigacio´n: leer y comprender el estado del arte en aplicacio´n de te´cnicas
NLP para el reto ’i2b2’.
2. Disen˜o: Aprender y comprender arquitecturas DL.
3. Implementacio´n: Aprender programacio´n en Python.
4. Documentacio´n: Aprender y comprender como gestionar un proyecto.
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5. Revisio´n y correccio´n: Entender conceptos generales de Filosof´ıa , Historia
y Medicina.
6. Ana´lisis: Entender las necesidades de los me´dicos en cuanto al uso de
historias cl´ınicas.
7. Pruebas: Aprender y comprender diferentes modelos de evaluacio´n de sis-
temas ML.
8. Seminarios: Introducirse en la aplicacio´n de te´cnicas DL.
9. Reunio´n: Estrechar lazos con el departamento de informa´tica, y conocer el
grado de satisfaccio´n de profesionales expertos con respecto a mi trabajo.
10. Visualizar. Aprender y comprender diferentes te´cnicas para mostrar infor-
macio´n, y tecnolog´ıas ’Frontend’.
11. Presentacio´n: Desarrollar un prototipo comprensible para apoyar la expli-
cacio´n.
Con estas metas pretendemos garantizar capacidad de maniobra en cualquier
estadio del proyecto para minimizar riesgos y lograr el mayor rendimiento posible
en cada fase del proyecto, este modelo de gestio´n coincide con la metodolog´ıa
SCRUM dentro del repertorio de metodolog´ıas a´giles.
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Finalmente introducimos los objetivos del proyecto, es decir los requisitos
que debe satisfacer el proyecto para determinar su Calidad final. Como objetivos
contamos con:
1. Investigacio´n: Compendiar el estado del arte para facilitar futuros acerca-
mientos.
2. Disen˜o: Postular una arquitectura viable para cubrir las necesidades del
Ana´lisis.
3. Implementacio´n: Generar un prototipo de alta fidelidad.
4. Documentacio´n: Transmitir la mitad del conocimiento adquirido en el
a´mbito investigado.
5. Revisio´n y correccio´n: Evitar imprecisiones ortogra´ficas y sema´nticas.
6. Ana´lisis: Proponer las cualidades que debe poseer el prototipo de alta
fidelidad.
7. Pruebas: superar las evaluaciones obtenidas en la pasada revisio´n del reto
’i2b2’ [13] .
8. Seminarios: Conocer a los profesores del Master NLP y lograr un curricu-
lum que nos permita aspirar a dicho master.
9. Reunio´n: Validar el trabajo realizado y garantizar que la beca IKASIKER
se aprovecho convenientemente.
10. Visualizar: Apoyar la presentacio´n y garantizar que el tribunal del TFG
comprende el trabajo realizado.
11. Presentacio´n: Lograr una Matr´ıcula de Honor.
Creemos que con los objetivos propuestos se puede valorar objetivamente
el grado de consecucio´n del trabajo, y estimar adecuadamente la Calidad del
mismo, adema´s cubrimos en rigor los valores : competitividad, innovacio´n y
rendimiento.Los cuales consideramos eje principal y por supuesto motor de la
investigacio´n.
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2.3. Eleccio´n de Herramientas
En esta seccio´n explicamos las herramientas utilizadas en el presente estudio
y el porque de su seleccio´n frente a otras alternativas analizadas:
1. Lenguaje de programacio´n: El seleccionado fue Python dada su alta ver-
satilidad en el procesamiento de documentos y su gran desempen˜o en
operaciones de ca´lculo, frente a JAVA con gran capacidad de visualizacio´n
GUI.
2. Librer´ıas NLP: La seleccionada fue ’NLTK’ dada su facilidad de uso y la
gran cantidad de documentacio´n disponible, frente a ’Textacy’ con gran
capacidad de ca´lculo y mejor desempen˜o en despliegues reales.
3. Librer´ıas ML: La seleccionada fue Glample Tagger dada su facilidad de
uso y que cuenta con la tecnolog´ıa ido´nea con capacidad de afinamiento,
frente a ’Keras’ con gran capacidad de disen˜o de arquitecturas NN que
requieren afinarse, y ’SkLearn’ que cuenta con modelos desfasados con
respecto al estado del arte DL.
4. Soporte documental: El seleccionado fue ’Overleaf’ dada su alta prestacio´n
gracias al motor ’LaTex’ y su garant´ıa de confidencialidad, frente a ’Google
Docs’ que viola el principio de confidencialidad del presente trabajo, y
Libre ’Office’ que carece del soporte suficiente para la realizacio´n de textos
cient´ıficos.
5. Versio´n de Interprete: La seleccionada fue ’Python 3.6’ dadas las mejoras
en las librer´ıas internas y de rendimiento que acarrea, adema´s soporta el
uso interno ’Python 2.7’, frente a ’Python 2.7’ que cuenta con menor desa-
rrollo de sus librer´ıas internas aunque ’Glample Tagger’ fue desarrollada
en este soporte.
6. Entorno de desarrollo: El seleccionado fue ’PyCharm’ dada su alta pres-
tacio´n y ayuda a la programacio´n, frente a ’PyDev’ basado en el proyecto
Eclipse con menor capacidad de configuracio´n interna de la configuracio´n
de proyecto.
7. Entorno de Edicio´n de texto: El seleccionado fue Visual ’Studio Code’
dada su capacidad de visualizacio´n y ayuda a la programacio´n en diferentes
nomenclaturas relevantes como XML y Html, frente a ’Notepad ++’ que
carece de las ayudas a la visualizacio´n.
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2.4. Planificacio´n temporal
En esta seccio´n abordaremos la planificacio´n del proyecto, esta es dina´mica
existiendo dos estimaciones, una planificacio´n inicial antes de iniciar el proyecto
y otra una vez realizada la fase de investigacio´n, es decir, una vez entendida
la problema´tica en profundidad. por u´ltimo an˜adimos una tercera planificacio´n
con la distribucio´n temporal final del proyecto.
A continuacio´n se muestra la distribucio´n relativa a las ’a priori’ contempla-
das tareas implicadas en el proyecto:
1. Seminarios
2. Investigacio´n
3. Reuniones
4. Ana´lisis
5. Disen˜o
6. Implementacio´n
7. Evaluacio´n
8. Gu´ıa de uso
9. Memoria del proyecto
La primera fase fue asistir y superar las asignaturas de ’inteligencia artificial’
y ’miner´ıa de datos con duracio´n de 100h, esta fase me permitio´ entender de
manera ma´s profunda los puntos de vista sobre el aprendizaje ma´quina y las
diferentes te´cnicas conocidas para su aplicacio´n, tras finalizar la segunda fase
’investigacio´n’ se entendio´ la problema´tica desde un punto de vista diferente,
dicha fase duro´ al rededor de 80 h inicia´ndose en el verano de 2018 (Mayo)
terminando en invierno de 2019 (Enero), en dicho periodo se leyeron bastantes
art´ıculos relacionados con la problema´tica expuesta, se aprendio´ a programar
en el lenguaje Python y a aplicar te´cnicas PLN mediante aprendizaje profundo
’deep learning’. Con este conocimiento fresco se procedio´ a la implementacio´n de
un modelo SVM, para replicar el estado del arte en sus fases ma´s tempranas, esto
fue costoso debido al preprocesamiento requerido para el posterior entrenamien-
to ML, este sistema primitivo, como era de esperar, contaba con evaluaciones
parecidas a las descritas en el estado del arte. En este momento adema´s, se
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estima que dicha planificacio´n inicial era inexacta en su descripcio´n del alcance
de las tareas involucradas. Esto es debido a que la arquitectura necesaria del
sistema es compleja, y requiere mucho conocimiento.
Figura 5: Distribucio´n estimada a priori de tareas relativas al proyecto.
Por tanto en la Tabla general de tareas relativas al proyecto ’a posteriori’
6 pueden verse las tareas involucradas realmente en el desarrollo del proyecto
adema´s de una visio´n detallada del progreso hasta el momento, una de las de-
cisiones tomadas en las reuniones de seguimiento consiste en la aplicacio´n de
un modelo de desarrollo (Ana´lisis - implementacio´n - Pruebas y Visualizacio´n)
c´ıclico para poder generar correctamente el sistema. En este punto se estima que
con tres iteraciones sobre el problema de aplicacio´n es suficiente para terminar
el desarrollo del prototipo de alta fidelidad.
A continuacio´n mostramos la nueva distribucio´n temporal del alcance actua-
lizado del proyecto, cuenta con la informacio´n temporal estimada y real com-
pendiada, as´ı como las fechas de inicio / final de cada tarea para ofrecer una
visio´n completa, y el tiempo de la consecucio´n del proyecto. Esta aproximacio´n
constituye la planificacio´n temporal hasta Mayo, ya que por entonces (Febrero-
Marzo) se estimaba la finalizacio´n del sistema por aquella fecha. Acabamos de
terminar la primera fase de ana´lisis e implementacio´n del modelo basado en NN
(’Multilayer perceptron’), fue relativamente sencillo entender su arquitectura
dado que era materia estudiada en las asignaturas Sistemas de apoyo a la deci-
sio´n y Miner´ıa de datos. El desempen˜o se este sistema era ligeramente superior
al ’Baseline’ SVM mencionado previamente.
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Cabe destacar que poco despue´s se comenzo´ una formacio´n en modelos DL
basados en RNN (Abril), lo cual aparentemente ser´ıa tarea fa´cil pero como vere-
mos en la distribucio´n temporal final 9, supuso muchos d´ıas de ana´lisis (Anali-
sis2) e implementacio´n (Implementacio´n2) para entender en profundidad tanto
la arquitectura como su programacio´n. Esta materia era totalmente desconocida
y no relacionada con ningu´n estudio realizado durante el grado por lo que se de-
cidio´ asistir a un seminario en Julio para entender el tema en cuestio´n, durante
el lapso desde Abril hasta Julio dedicamos esfuerzos al aprendizaje autodidacta
de la tecnolog´ıa en cuestio´n logrando el primer modelo a finales de mayo 19, fue
entonces cuando se descubrio´ un problema an˜adido ¿Co´mo afinamos el sistema?,
y entonces se recomendo´ el uso de la librer´ıa Glample Tagger que ya contaba con
sistemas internos de afinamiento y concretamente la arquitectura mencionada.
Figura 6: Tabla general de tareas relativas al proyecto.
En este punto se an˜adio´ el reto de superar las evaluaciones obtenidas en la
revisio´n de 2017 12, por tanto para poder realizar dicha evaluacio´n se deb´ıa
lograr un sistema funcional por cada tarea involucrada, para esto, se generaron
funciones adicionales en el preprocesador, para obtener conjuntos de entrena-
miento en formato IOB, y se generaron conjuntos para 6 tareas (Event-Type,
Event-Polarity, Event-Modality, Timex3-Type, Timex3-Modifier, Tlink-Type),
debido a la complejidad del ca´lculo de Timex3-value se decidio´ no invertir es-
fuerzos en dicha tarea. Tras la generacio´n de los conjuntos de entrenamiento
se entrenaron los 6 modelos utilizando la librer´ıa Glample Tagger, estos a su
vez forman parte del mo´dulo Inference aportando predicciones sobre un texto
dado, y adema´s se evaluaron para contrastar el desempen˜o del sistema con los
resultados mencionados anteriormente.
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Por otro lado se ofrece el diagrama 7 de los datos anteriores 6 , basado en los
d´ıas de proyecto desde su inicio en mayo 2018 hasta su final estimado en mayo
de 2019, las barras de las tareas coinciden con el estado de proceso descrito en
la Tabla general de tareas relativas al proyecto, y a su vez con el estado del
proyecto en Abril.
Figura 7: Distribucio´n general de tareas relativas al proyecto hasta mayo.
En la siguiente tabla 8 podemos apreciar el estado del proyecto en su fase
final, todav´ıa no se hab´ıa planteado concretamente el modelo de presentacio´n
para meditar tranquilamente que aspectos resaltar del proyecto, por otro lado
destacar el incremento de horas invertidas por d´ıa en las u´ltimas fases de ana´lisis
y disen˜o, esto es debido al aprendizaje de las tecnolog´ıas DL. Asimismo, en las
horas invertidas para formacio´n (seminarios) vemos una gran actividad por d´ıa,
esto es debido a la cantidad de conocimiento necesario para realizar el prototipo
de alta fidelidad. Por u´ltimo en el diagrama 9 podemos apreciar l planificacio´n
Gantt anual del proyecto ya finalizado.
Figura 8: Distribucio´n general final de tareas relativas al proyecto hasta mayo.
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Figura 9: Distribucio´n Temporal final de tareas relativas al proyecto (por fechas).
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2.5. Riesgos
En esta seccio´n se identifican los riesgos relativos al proyecto, se valora su
impacto y se establece un plan de contingencia con tres planes aplicados a cada
riesgo (prevencio´n, emergencia y restauracio´n), este proceso busca minimizar
el impacto de la materializacio´n de dichos riesgos, y asimismo garantizar la
consecucio´n de un trabajo de calidad.
Dada la importancia de la gestio´n del riesgo en cualquier proyecto, hemos
realizado un especial e´nfasis en aquellos riesgos que nos han parecido de espe-
cial relevancia, es decir, aquellos con una valoracio´n superior a 15: Obtener un
artefacto disconforme, Incapacidad para desarrollar una tarea y Recursos in-
suficientes, como veremos posteriormente en la fase de desarrollo se realizaron
rigurosas medidas para evitar un artefacto disconforme, y durante la planifica-
cio´n temporal hablaremos de la estricta formacio´n llevada a cabo para evitar
la incapacidad para desarrollar una tarea, por u´ltimo en cuanto a recursos in-
suficientes el investigador solicito´ junto a la beca IKASIKER un ordenador de
resguardo en la universidad por si su ordenador fallase, adema´s se compro´ un
tercero porta´til para minimizar la posibilidad de problemas.
2.5 Riesgos 38
2.5.1. Identificacio´n de riesgos
Riesgos generales
1. Pe´rdida de datos de repositorios, consiste en perder informacio´n del pro-
yecto durante su desarrollo.
2. Filtracio´n de datos de repositorios, consiste en la revelacio´n de informacio´n
del proyecto durante su desarrollo.
3. Fallo de los repositorios, consiste en que la informacio´n del proyecto no se
encuentre disponible.
4. Obtener un artefacto disconforme, consiste en que los resultados Software
del trabajo no sean satisfactorios.
5. Incapacidad para desarrollar una tarea, consiste en que alguna de las tareas
propuestas en el alcance sea irresoluble para el investigador.
6. Fallo de Hardware, consiste en que las herramientas de trabajo fallen.
7. Recursos insuficientes, consiste en la falta de herramientas para la conse-
cucio´n de los objetivos.
Riesgos espec´ıficos
1. Falta de informacio´n, consiste en que falte informacio´n para lograr unos
resultados o´ptimos del estudio.
2. Preproceso ineficaz, consiste en que el mo´dulo Preproceso sea insuficiente,
ineficaz o lento en la tarea de procesado de datos
3. Clasificacio´n ineficaz, consiste en que el mo´dulo Clasificacio´n sea insufi-
ciente, ineficaz o lento en la tarea de aprendizaje sobre la informacio´n
provista.
4. Me´tricas de evaluacio´n inconsistentes, consiste en no cumplir las me´tricas
de evaluacio´n comunes impuestas por ı¨2b2 challenge”[25] [13].
5. Inferencia ineficaz, consiste en que el mo´dulo Inferencia sea insuficiente,
ineficaz o lento en la tarea de prediccio´n sobre la informacio´n provista.
6. Visualizacio´n ineficaz, consiste en que la visualizacio´n propuesta del pro-
ceso sea insuficiente, ineficaz o lenta en la tarea de proveer conocimiento
al experto humano usuario del Software ’me´dico’.
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2.5.2. Valoracio´n de riesgos
probabilidad estimada frente a impacto esperado
insignificante pequen˜o moderado grande cata´strofe
Extremadamente probable medio(5) alto(10) alto(15) muy alto(20) muy alto(25)
Muy probable medio(4) medio(6) alto(12) alto(16) muy alto(20)
Probable bajo(3) medio(5) medio(9) alto(12) alto(15)
Poco probable bajo(2) bajo(4) medio(6) medio(8) alto(10)
Excepcional bajo(1) bajo(2) bajo(3) bajo(4) medio(5)
Tabla 1: Matriz de riesgo
Riesgos generales
1. Pe´rdida de datos de repositorios es, probable y cata´strofe por tanto 15 de
valoracio´n.
2. Filtracio´n de datos de repositorios es, probable y cata´strofe por tanto 15
de valoracio´n.
3. Fallo de los repositorios es, probable y grande por tanto 12 de valoracio´n.
4. Obtener un artefacto disconforme es, muy probable y grande por tanto 16
de valoracio´n.
5. Incapacidad para desarrollar una tarea, es extremadamente probable y
grande por tanto 20 de valoracio´n.
6. Fallo de Hardware, es probable y cata´strofe por tanto 15 de valoracio´n.
7. Recursos insuficientes, es extremadamente probable y cata´strofe por tanto
25 de valoracio´n
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Riesgos espec´ıficos
1. Falta de informacio´n, es probable y cata´strofe por tanto 15 de valoracio´n.
2. Preproceso ineficaz, es probable y grande por tanto 12 de valoracio´n.
3. Clasificacio´n ineficaz, es probable y moderado por tanto 9 de valoracio´n.
4. Me´tricas de evaluacio´n inconsistentes, es probable y cata´strofe por tanto
15 de valoracio´n .
5. Inferencia ineficaz, es probable y pequen˜o por tanto 5 de valoracio´n.
6. Visualizacio´n ineficaz, es muy probable e insignificante por tanto 4 de
valoracio´n.
2.5 Riesgos 41
2.5.3. Plan de contingencia
A continuacio´n se exponen los 3 planes dispuestos para cada riesgo (Preven-
cio´n, emergencia y restauracio´n), as´ı se pretende minimizar el impacto de su
posible materializacio´n
Prevencio´n:
1. Para evitar pe´rdida de datos de repositorios, se establece un sistema de
copias de seguridad para el co´digo, y un sistema de control de versiones
para la documentacio´n.
2. Para minimizar filtracio´n de datos de repositorios, se establece que so-
lo se comparta informacio´n del proyecto con Aitziber Atutxa y Arantza
Casillas.
3. Para evitar fallo de los repositorios , se establecera´ un sistema de permisos
concreto para el acceso y manipulacio´n informacio´n del proyecto.
4. Para evitar obtener un artefacto disconforme, se establecen reuniones pe-
rio´dicas con Aitziber Atutxa y Arantza Casillas en las que se orientara´ la
investigacio´n.
5. Para evitar incapacidad para desarrollar una tarea,, Edgar Andre´s es res-
ponsable de conseguir el material lectivo necesario bajo la supervisio´n de
Aitziber Atutxa y Arantza Casillas.
6. Para evitar fallo de Hardware, se solicito un ordenador de investigacio´n y
adema´s Edgar Andre´s aporta sus propias herramientas de respaldo.
7. Para minimizar recursos insuficientes, se solicito´ una Beca de Colaboracio´n
y recursos por parte de la institucio´n UPV/EHU, y adema´s Edgar Andre´s
aporta sus propios recursos de respaldo.
8. Para evitar falta de informacio´n, se utilizan te´cnicas de normalizacio´n y
estratificacio´n sobre los datos estudiados.
9. Para minimizar preproceso ineficaz, se estudian diversas te´cnicas para la
representacio´n de los textos cl´ınicos, adema´s se establece la orientacio´n de
Aitziber Atutxa y Arantza Casillas.
10. Para minimizar clasificacio´n ineficaz, se estudian diversas te´cnicas para
el aprendizaje ma´quina sobre los textos cl´ınicos, adema´s se establece la
orientacio´n de Aitziber Atutxa y Arantza Casillas.
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11. Para minimizar me´tricas de evaluacio´n inconsistente, se estudian diversas
me´tricas de evaluacio´n sobre los modelos de clasificacio´n de textos cl´ınicos,
adema´s se establece la orientacio´n de Aitziber Atutxa y Arantza Casillas.
12. Para minimizar Inferencia ineficaz, se estudia exhaustivamente el estado
del arte conocido para el reto i2b2, adema´s se establece la orientacio´n de
Aitziber Atutxa y Arantza Casillas.
13. Para minimizar visualizacio´n ineficaz, se estudian diversas te´cnicas para la
visualizacio´n de datos y diverso Software de matema´tica aplicada, adema´s
se establece la orientacio´n de Aitziber Atutxa y Arantza Casillas.
Emergencia:
1. En caso de pe´rdida de datos de repositorios, se recuperara´ la copia de
seguridad ma´s reciente.
2. En caso de filtracio´n de datos de repositorios, se comunicara´ a Aitziber
Atutxa y Arantza Casillas.
3. En caso fallo de los repositorios, se tratara´ de arreglar con permiso de
administrador corriendo el riesgo (1).
4. En caso obtener un artefacto disconforme, se seguira´n las recomendaciones
de Aitziber Atutxa y Arantza Casillas en las que se orientara´ la investiga-
cio´n.
5. En caso de incapacidad para desarrollar una tarea, se seguira´n las reco-
mendaciones de Aitziber Atutxa y Arantza Casillas.
6. En caso de fallo de Hardware, se recurrira´ a alguna de las herramientas
de respaldo existentes.
7. En caso recursos insuficientes, se recurrira´ a alguno de los recursos de
respaldo existentes.
8. En caso falta de informacio´n, se seguira´n las recomendaciones de Aitziber
Atutxa y Arantza Casillas.
9. En caso preproceso ineficaz, se seguira´n las recomendaciones de Aitziber
Atutxa y Arantza Casillas.
10. En caso de clasificacio´n ineficaz,se seguira´n las recomendaciones de Aitzi-
ber Atutxa y Arantza Casillas.
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11. En caso de me´tricas de evaluacio´n inconsistente, se seguira´n las recomen-
daciones de Aitziber Atutxa y Arantza Casillas.
12. En caso de Inferencia ineficaz,se seguira´n las recomendaciones de Aitziber
Atutxa y Arantza Casillas.
13. En caso de visualizacio´n ineficaz, se seguira´n las recomendaciones de Aitzi-
ber Atutxa y Arantza Casillas.
Restauracio´n:
1. Para recuperarse de pe´rdida de datos de repositorios, se volvera´ a generar
la informacio´n no recuperada.
2. Para recuperarse de filtracio´n de datos de repositorios, se planteara´ de
nuevo el plan de prevencio´n de este riesgo y se hara´n efectivas las reco-
mendaciones.
3. Para recuperarse de fallo de los repositorios , se establecera´ el sistema de
permisos nuevamente.
4. Para recuperarse de obtener un artefacto disconforme, se hara´n efectivas
las recomendaciones.
5. Para recuperarse de incapacidad para desarrollar una tarea, se hara´n efec-
tivas las recomendaciones.
6. Para recuperarse de fallo de Hardware, se restaurara´n todos los sistemas
necesarios en la ma´quina de respaldo.
7. Para recuperarse de recursos insuficientes, se destinara´n los recurso de
respaldo a aquella tarea que los requiera.
8. Para recuperarse de falta de informacio´n, se hara´n efectivas las recomen-
daciones.
9. Para recuperarse de preproceso ineficaz, se hara´n efectivas las recomenda-
ciones.
10. Para recuperarse de clasificacio´n ineficaz, se hara´n efectivas las recomen-
daciones.
11. Para recuperarse de me´tricas de evaluacio´n inconsistente, se hara´n efecti-
vas las recomendaciones.
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12. Para recuperarse de Inferencia ineficaz, se hara´n efectivas las recomenda-
ciones.
13. Para recuperarse de visualizacio´n ineficaz, se hara´n efectivas las recomen-
daciones.
En este punto comentamos que por suerte y buena predisposicio´n ante el
riesgo no llegaron a darse ninguno de estos riesgos, concretamente gracias a la
flexibilidad de gestio´n que ofrecen las metodolog´ıas a´giles. El u´nico inconveniente
digno de destacarse fue la falta de conocimiento para el desarrollo de un modelo
DL, el cual se adquirio´ sin demasiadas complicaciones invirtiendo el tiempo
necesario en formarse practica y teo´ricamente.
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2.6. Evaluacio´n econo´mica
En este apartado tratamos las implicaciones monetarias en e, que suponen
la realizacio´n del proyecto, primeramente se definira´n los gastos contemplados
para su posterior desglose mensual, y finalmente se tratara´ el retorno de la
inversio´n.
2.6.1. Gastos Directos
La tareas se han dividido en cuatro grupos:A(Gestor), B(Disen˜ador), C(Desarrollador)
y D(Publicidad).Cada grupo tendra´ asignado un sueldo diferente segu´n el Bo-
let´ın oficial del estado [22] :
1. Grupo A:9,7/hora: Documentacio´n, revisio´n y correccio´n , Presentacio´n y
Reunio´n.
2. Grupo B:8,3/hora: Ana´lisis, Seminarios e Investigacio´n.
3. Grupos C:6,7/hora: Implementacio´n, Pruebas y Visualizacio´n
Estos sueldos vienen dados por Convenio colectivo estatal de empresas de
consultor´ıa y estudios de mercado y de la opinio´n pu´blica emitido en el Bolet´ın
Oficial de Estado “BOE” y constituyen la cota inferior permitida por ley. Los
gastos indirectos son calculados parcialmente sobre los gastos directos segu´n las
fo´rmulas descritas en este apartado.
2.6.2. Gastos Indirectos
Se han considerado los siguientes gastos indirectos, y se han sumado a los
directos de cada mes:
1. Luz, agua y costes telefo´nicos (10 % del total)
2. Ordenador: 15 = CosteOrdenador/5 ∗ 12 , donde el ordenador utilizado
costo 900 e, y se amortiza a 5 an˜os.
2.6 Evaluacio´n econo´mica 46
2.6.3. Desglose
En esta seccio´n se desglosan los ingresos-gastos del desarrollo del proyecto,
estos valores coinciden con la distribucio´n de horas reales finales vistas pre-
viamente. Los ingresos contemplados en las tablas coinciden con los importes
recibidos por la Beca IKASIKER de colaboracio´n.
Concepto Mayo Junio Julio Agosto Septiembre Octubre
Ingresos 0 0 0 0 0 0
Gastos directos 85.8 85.8 85.8 111.4 245.52 181.12
Gastos indirectos 23.58 23.58 23.58 26.14 39.55 33,11
Ingresos-Gastos -109.38 -109.38 -109.38 -137.54 -285.07 -214.23
Ingresos-Gastos ACC -109.38 -218.76 -328.14 -465.68 -750.75 -964.98
Tabla 2: Desglose 2018
En la tabla anterior 2 podemos observar el desglose correspondiente a 2018,
en mayo, junio y julio se tuvieron en cuenta 2h mensuales correspondientes a
documentacio´n y 8h mensuales correspondientes a investigacio´n. Por otro lado,
en Agosto se sumaron media hora de reunio´n y 2.5h mensuales de ana´lisis.
En septiembre, se sumaron a la base de Mayo, junio y Julio, 10.9h mensuales
de seminarios y 5h para revisio´n de documentacio´n. Por u´ltimo en octubre, se
sumaron a la base de Julio (85.8), 10.9h mensuales de seminarios y media hora
de reunio´n. Cabe destacar que hasta Enero nos encontramos en el primer Sprint
del proyecto.
Concepto Noviembre Diciembre Enero Febrero Marzo Abril Mayo
Ingresos 0 0 0 1650 0 0 0
Gastos directos 225.34 225.34 406.2 298.3 326.95 422.8 328.33
Gastos indirectos 37.53 37.53 55.62 44.83 47.7 57.3 47.83
Ingresos-Gastos -262.87 -262.87 -461.82 1304 -374.65 -480.1 -376.16
Ingresos-Gastos ACC -1227.85 -1490.72 -1952.54 -648.54 -1023.19 -1503.29 -1879.45
Tabla 3: Desglose 2018 - 2019
En la tabla anterior 3 podemos observar el desglose correspondiente al final
de 2018 (Sprint 0) y la transicio´n hasta Mayo 2019 (Sprint 1), en Noviembre y
Diciembre, se sumaron a la base de Octubre (181.12), 6.6h mensuales de Imple-
mentacio´n, esta corresponde al Sprint 0 y se prolongara´ hasta Abril solapa´ndose
con la implementacio´n del Sprint 1, dado que para el correcto desempen˜o del
sistema NN se requer´ıa un sistema WE de calidad, y este u´ltimo pertenec´ıa al
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primer Sprint. En Enero , se sumaron a la base de Diciembre (225.34), 13.3h
mensuales de Implementacio´n y 5h mensuales de Ana´lisis, es mes con mayor
trabajo realizado durante el proyecto, dado que se entendio´ que las planifica-
ciones iniciales eran erro´neas, esto supon´ıa un cambio de ruta y se tradujo en
tiempo de trabajo. En Febrero , se sumaron a la base de Diciembre (225.34),
13.3h mensuales de Implementacio´n y media hora de reunio´n, esto es por la
ra´pida finalizacio´n del disen˜o del sistema NN WE, adema´s se recibe el 67 % de
la Beca IKASIKER de colaboracio´n. En Marzo , se sumaron a la base de Febrero
(298.3), 4h mensuales de pruebas y 7.5 h de visualizar correspondientes al final
del Sprint 0 de la Implementacio´n. En Abril , se sumaron a la base de Marzo
(326.95), 15h mensuales de Ana´lisis y media hora de reunio´n, en este caso recie´n
terminada la Implementacio´n del Sprint 1, se inicio´ la del Sprint 2. En Mayo
, se sumo´ a la base de Marzo (326.95), media hora de reunio´n para validar los
resultados correspondientes al final del Sprint 1.
Concepto Junio Julio Agosto Septiembre
Ingresos 0 0 812 0
Gastos directos 355.13 333.47 0 48.5
Gastos indirectos 50.51 48,35 0 19.85
Ingresos-Gastos -405.64 -381.82 812 0
Ingresos-Gastos ACC -2285.09 -2666.91 -1854.91 -1923.26
Tabla 4: Desglose 2019
Finalmente desglosamos las horas del Sprint 2, En Junio , se sumaron: 10.9h
mensuales de Seminarios, 2h mensuales de Documentacio´n, 4h mensuales de
Pruebas, 13.3h mensuales de Implementacio´n, 15h mensuales de ana´lisis y media
hora de Reunio´n para validar los resultados correspondientes al final del Sprint
1, es el segundo mes con mayor actividad dentro del proyecto dado que para la
generacio´n del prototipo de alta fidelidad basado en RNN se requer´ıa un esfuerzo
extra. En Julio , se sumaron a la base de Julio (326.95) habiendo finalizado la
implementacio´n (261.17), 5h de Visualizacio´n para terminar de ensamblar el
prototipo de alta fidelidad y 4h de Revisio´n de documentacio´n para finalizar la
memoria, en este plazo damos por concluido el proyecto pero an˜adimos Agosto
dado que se espera recibir el 33 % restante de la Beca IKASIKER y el Septiembre
se estiman 5h para la preparacio´n de la Presentacio´n.
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2.6.4. Retorno de la inversio´n
En este apartado trataremos el beneficio generado y la inversio´n necesaria
para el desarrollo del proyecto.
En cuanto a inversio´n se requirieron 2666.91 e, es decir el mayor valor acu-
mulado (Julio), y el proyecto a supuesto un beneficio negativo final de 1923.26
e, esto es debido a la cantidad de horas necesarias para el desarrollo del pro-
yecto, que temporalmente se traducen en ma´s o menos 150h de sobre coste con
respecto a las 300h en las que se estimaba el proyecto inicialmente.
A pesar de los esfuerzos realizados, asumimos positivamente el resultado
dado que se ha generado un sistema funcional sobre el que basar posteriores
estudios, adema´s se ha actualizado el estado del arte, y se considera meritorio
de menciones curriculares dado que se ha basado en estudios introductorios
de Master, y profundizado suficientemente como para garantizar el acceso y
superacio´n del master Language Analysis and Processing (HAP/LAP) ofertado
por el equipo IXA, y en el que se pretende mejorar el presente trabajo.
Por otro lado, se considera incalculable el valor del conocimiento adquirido,
dado que el sistema creado es gene´rico y versa´til, pudiendo aplicarse en diferentes
a´reas, adema´s garantiza y demuestra la experiencia que Edgar Andre´s cuenta
en el desarrollo de sistemas DL y ML. Por otro lado demuestra conocimientos
transversales en diversas tecnolog´ıas y te´cnicas lo que supone el posible acceso
a puestos de trabajo de alta cualificacio´n.
Por u´ltimo, se considera saldada la deuda contra´ıda por el estudiante con
el sistema educativo del Pa´ıs Vasco, dado que este proyecto es suficientemente
extenso como para, garantizar la perpetuacio´n y calidad de la investigacio´n en
el a´mbito NLP, te´cnica cuya aplicacio´n y desarrollo beneficiara´ enormemente a
la sociedad. En este trabajo consideramos haber contribuido enormemente a la
concrecio´n de la tecnolog´ıa DL, y a fundamentar el potencial de su aplicacio´n a
modo de carta de presentacio´n para Edgar Andre´s.
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3. Antecedentes
En esta seccio´n abordaremos los distintos trabajos realizados a nivel inter-
nacional para abordar la tarea en cuestio´n ’i2b2 challege’ [25] [13], entre los
acercamientos se encuentran tanto sistemas completos, soluciones parciales a
distintos problemas que surgidos como ontolog´ıas de trabajos relacionados, pa-
ra obtener la mayor informacio´n posible sobre la problema´tica y los distintos
pasos realizados hasta ahora por investigadores internacionales.
Los art´ıculos mencionados en esta seccio´n se consideran inspiradores para
la idea expuesta en el presente trabajo, y mediante la aproximacio´n de dichos
experimentos se ha logrado el desarrollo del prototipo de alta fidelidad expuesto
posteriormente. En cualquier caso, dada las notables diferencias entre los acer-
camientos y el presente estudio, se considera invencio´n propia de Edgar Andre´s,
y es que el desarrollo integro del sistema lo realizo´ por sus propios medios unien-
do diversas fuentes de informacio´n disponibles a su alcance, y en colaboracio´n
con Aitziber Atutxa y Arantza Casillas.
Se espera que el presente trabajo infunda inspiracio´n en posteriores trabajos,
y que la aproximacio´n al presente sistema genere posteriores invenciones en la
linea de investigacio´n expuesta en este apartado, recomenda´ndose encarecida-
mente la utilizacio´n de la arquitectura presentada, para la aplicacio´n de tareas
NER en otras a´reas de conocimiento como periodismo, web scrapping etc, ya
que u´nicamente se deben desarrollar los conjuntos de datos etiquetado IOB para
reutilizar esta arquitectura.
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3.1. Neural Network Methods for Natural Language Proc-
cessing
En el articulo [11, Cap 2] se expone que el problema del procesamiento del
lenguaje natural (PLN) abarca muchas tareas.
En el caso del presente estudio se tratara´n de aplicar te´cnicas PLN o´ptimas
y unificadas mediante redes neuronales para la extraccio´n de etiquetas y sus
categor´ıas, finalmente mediante te´cnicas de representacio´n se buscara´ resumir y
sintetizar la informacio´n cl´ınica para facilitar trabajo al personal me´dico.
Las redes neuronales, son la tecnolog´ıa ma´s novedosa para la aplicacio´n de
te´cnicas de aprendizaje ma´quina, en el caso de PLN son mecanismos que dada
una sentencia como entrada, devuelven una serie de predicciones referentes a
la(s) tarea(s) PLN para la que fue entrenada, estas arquitecturas se componen
de varias capas de transformacio´n ”Lookup tables”para el aprendizaje de roles
sema´nticos y ana´lisis sinta´ctico, estas capas se entrenan mediante el algoritmo
’backPropagation’, cada vector de palabra obtenido se normaliza C¸onvolution”,
y el resto de la red establece fronteras de decisio´n para posteriores predicciones
[11, Cap 3], la arquitectura descrita es (Ver Fig.10).
Para entrenar la red, se entrena una capa neuronal para cada categor´ıa de
pares (expresio´n, tipo) [11, Cap 4], donde con expresio´n nos referimos al atribu-
to etiqueta del conjunto , y con tipo a las categor´ıas de etiqueta del conjunto,
para ello se dispone de los conjuntos de datos propuestos por la competicio´n
SemEval(2018) [13], una vez entrenada la red se lograra´ una modelizacio´n uni-
ficada de todos los elementos del problema PLN como veremos ma´s adelante
en el desarrollo, sobre esta representacio´n comu´n se realizara´n los estudios de
’miner´ıa de datos’.
En este caso la aplicacio´n de la red neuronal no seguira´ este esquema intr´ınse-
camente puesto que existira´n dos, la primera encargada de vectorizar las etique-
tas y la segunda encargada de aprender los conceptos, posteriormente entrare-
mos en profundidad teo´rica en este respecto.
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Figura 10: Arquitectura de red neuronal [11, Figura I]
3.2. 2010 i2b2/VA challenge on concepts, assertions, and
relations in clinical text
En el art´ıculo [25] se introducen los tres objetivos propuestos para el reto
internacional ’i2b2 challenge’, primeramente la extraccio´n de conceptos cl´ınicos
(Event, Timex3 y Sectime) sobre los informes cl´ınicos propuestos ’i2b2 datas-
heet’ , posteriormente se propone la asignacio´n de tipos a dichos conceptos , y
finalmente se propone extraer relaciones entre los conceptos de tipo (problem,
test, y treatment ).
A estos retos se propusieron 59 sistemas totales de los que se determino´
que los sistemas basados en reglas muestran mejores resultados para la extrac-
cio´n de conceptos, relaciones y tipos, por otro lado se postulo´ que los sistemas
ensamblados de clasificadores muestran mejores capacidades para este tipo de
datos y por u´ltimo que las fuentes de informacio´n externas pueden ayudar al
entrenamiento.
Como introduccio´n al trabajo se exponen los datos provistos, el conjunto
en cuestio´n es ’i2b2 partnered with VA Salt Lake City Health Care System’
(i2b2/VA) generado manualmente para apoyar el desarrollo de te´cnicas PLN y
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permitir a la comunidad cient´ıfica la comparacio´n individual de sistemas, cabe
destacar que estos retos son de cara´cter incremental, existiendo posteriores como
semEval (2018) [13] y anteriores retos.
En este caso se dispusieron: 394 informes cl´ınicos de entrenamiento, 477
informes para test y 877 textos sin anotacio´n para la prueba de los sistemas.
Estos esta´n disponibles en https://i2b2.org/NLP/DataSets.
Los me´todos sugeridos para el acercamiento al reto consisten en la generacio´n
de sistemas capaces de clasificar las referencias a los conceptos esta´ndar anotados
en los textos de entrenamiento as´ı como sus respectivos tipos (e.g posible ,
condicional o hipote´tico para conceptos etiquetados como Event ). en cuanto
a la extraccio´n de relaciones se busca la deteccio´n de pares de conceptos con
interrelacio´n, existen tres tipos (Event - Event, Event - Timex3 y timex3 -
Timex3).
Antes de continuar con el art´ıculo, en la siguientes tablas se desglosa y ex-
plica la informacio´n provista para la extraccio´n con el fin de poder explicar en
profundidad los objetivos anteriores:
Event
Atributo Tipo Descripcio´n
Tipo nominal asigna una categor´ıa al evento
Id cadena caracteres distingue un´ıvocamente el evento en el texto
Etiqueta cadena caracteres contiene el fragmento de texto que representa el evento
Modalidad nominal contiene la modalidad verbal del evento
Polaridad binario contiene la polaridad objetiva del evento
Inicio entero contiene la posicio´n de inicio del fragmento Etiqueta
Fin entero contiene la posicio´n final del fragmento Etiqueta
Tabla 5: Informacio´n Event
Los eventos por tanto pueden considerarse conceptos relacionados con el
a´mbito cl´ınico en general y se identifican un´ıvocamente dentro del texto me-
diante el ID (e.g ’Admission’ [E0] o ’elevated PSA’ [E2]) categorizados segu´n su
atributo tipo en: ocurrencia, problema, prueba, evidencia, departamento cl´ınico
o tratamiento. Continuando con el ejemplo, ’Admission’ su categor´ıa es ocurren-
cia y ’elevated PSA’ es de tipo problema.
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En cuanto al atributo polarity, esta puede ser POS o NEG otorgando una
valoracio´n objetiva del evento. Siguiendo el ejemplo tanto ’Admission’ como
’elevated PSA’ son de polaridad POS.
El atributo etiqueta sera´ el que se utilice para aplicar las te´cnicas PLN
tratando de generar por una parte un sistema automa´tico que las detecte y
adema´s las categorice, en este caso de ejemplo las etiquetas son las propias
cadenas ’Admission’ y ’elevated PSA’, este atributo se complementa con los
enteros Inicio y fin.
Timex3
Atributo Tipo Descripcio´n
Tipo nominal asigna una categor´ıa a la expresio´n temporal
Id cadena caracteres distingue un´ıvocamente la expresio´n temporal en el texto
Etiqueta cadena caracteres fragmento de texto que representa la expresio´n temporal
Modificador nominal contiene informacio´n temporal adicional
Valor cadena de caracteres contiene la representacio´n ISO: 8601
Inicio entero contiene la posicio´n de inicio del fragmento Etiqueta
Fin entero contiene la posicio´n final del fragmento Etiqueta
Tabla 6: Informacio´n Timex3
Las expresiones temporales por tanto pueden considerarse conceptos relacio-
nados con el tiempo en general y se identifican un´ıvocamente dentro del texto
mediante el ID (e.g ’one to two weeks’ [T9] o ’2012-01-23’ [T1]) categorizados
segu´n su atributo tipo en: fecha, duracio´n, frecuencia o tiempo . Continuando
con el ejemplo, ’one to two weeks’ y ’2012-01-23’ son de tipo fecha.
En cuanto al modificador, es un atributo encargado de proveer informacio´n
adicional: Aproximado, NA, inicio, fin, por encima o intermedio ,con el fin de
permitir concretar secuencias temporales entre las expresiones temporales.
El valor provee la representacio´n esta´ndar ISO:8601 para concretar el signi-
ficado de todas las expresiones temporales.
El atributo etiqueta sera´ el que se utilice para aplicar las te´cnicas PLN
tratando de generar por una parte un sistema automa´tico que las detecte y
adema´s las categorice, en este caso de ejemplo las etiquetas son las propias
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cadenas ’one to two weeks’ y ’2012-01-23’, este atributo se complementa con
los enteros Inicio y fin. En este caso se an˜ade la dificultad de tratar caracteres
especiales (e.g ’-’) y estructuras acortadas no estandarizadas (e.g ’ b.i.d.’ =
repetir cada 12 h ).
Sectime
Atributo Tipo Descripcio´n
Tipo nominal asigna una categor´ıa a la seccio´n
Id cadena caracteres distingue un´ıvocamente la seccio´n temporal en el texto
Etiqueta cadena caracteres fragmento de texto que representa la seccio´n temporal
Valor cadena de caracteres contiene la representacio´n ISO: 8601
Inicio entero contiene la posicio´n de inicio del fragmento Etiqueta
Fin entero contiene la posicio´n final del fragmento Etiqueta
Tabla 7: Informacio´n Sectime
Las secciones temporales por tanto pueden considerarse conceptos relacio-
nados con el tiempo en general y se identifican un´ıvocamente dentro del texto
mediante el ID (e.g ’2012-01-20’ [S0] o ’2012-01-23’ [S1]) categorizados segu´n su
atributo tipo en: admisio´n, o alta . Continuando con el ejemplo, ’2012-01-20’es
de tipo admisio´n y ’2012-01-23’ es de tipo alta.
El valor provee la representacio´n esta´ndar ISO:8601 para concretar el signi-
ficado de todas las secciones temporales.
El atributo etiqueta sera´ el que se utilice para aplicar las te´cnicas PLN
tratando de generar por una parte un sistema automa´tico que las detecte y
adema´s las categorice, en este caso de ejemplo las etiquetas son las propias
cadenas ’one to two weeks’ y ’2012-01-23’, este atributo se complementa con
los enteros Inicio y fin. En este caso se an˜ade la dificultad de tratar caracteres
especiales (e.g ’-’).
Una vez conocemos los datos y los retos propuestos, de los cuales, como se
comenta previamente, se pretende generar un sistema automa´tico para la ex-
traccio´n de conceptos y sus categor´ıas. Nos disponemos a presentar las me´tricas
de evaluacio´n propuestas, en este caso : precision, recall y f1-score.
precision(P ) = TP/(TP + FP ).
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recall(R) = TP/(TP + FN).
f1− score = 2 ∗ P ∗R/(P + R).
Estas sera´n las utilizadas para la evaluacio´n del sistema de extraccio´n de
conceptos en textos cl´ınicos, y poder as´ı compararse con los sistemas evaluados
en este art´ıculo.
Figura 11: Evaluacio´n de sistemas de extraccio´n de conceptos.
3.3 Evaluating temporal relations in clinical text: 2012 i2b2
Challenge 56
3.3. Evaluating temporal relations in clinical text: 2012
i2b2 Challenge
El art´ıculo [23] nos propone un sistema capaz de extraer los conceptos pre-
viamente introducidos y adema´s se centra en la extraccio´n de conceptos TLINK
o relaciones temporales, estos son pares de conceptos (Event - Event, Event -
Timex3 o timex3 - Timex3) entre los cuales existe una relacio´n temporal.
En este caso se decidio´ realizar el acercamiento a las relaciones temporales
para lo cual se tuvo que plantear un sistema de extraccio´n de expresiones tem-
porales y eventos cl´ınicos, as´ı como de sus categorizaciones para poder nutrir
de informacio´n al sistema de extraccio´n de relaciones temporales, en la tarea
de extraccio´n de conceptos concluyeron que los acercamientos basados en reglas
mostraban mejor desempen˜o para la extraccio´n de eventos y que no exist´ıa di-
ferencia entre te´cnicas de aprendizaje ma´quina y sistemas basados en reglas en
cuanto a la extraccio´n de expresiones temporales.
Los sistemas estudiados hasta el momento consist´ıan en clasificadores SVM
o CRF para la tarea de extraccio´n de conceptos cl´ınicos siendo la mayor pun-
tuacio´n de f-score 0.92 hasta este momento por parte de ’Beihang University;
Microsoft Research Asia, Beijing; Tsinghua University’
De esta manera los acercamientos de extraccio´n evolucionaron a me´todos
’tagging’ o de etiquetado que consist´ıan en aprender las palabras contenidas en
el texto para predecir etiquetas, de esta manera se introduce el potencial del
aprendizaje ma´quina al paradigma de extraccio´n de conceptos cl´ınicos.
En el presente estudio se aplica el etiquetado ’Inside–outside–beginning tag-
ging ’ (IBO), formato adecuado para la aplicacio´n de te´cnicas de aprendizaje
ma´quina, posteriormente explicaremos este concepto en profundidad.
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Figura 12: Evaluacio´n de sistemas de extraccio´n de conceptos (Actualizada).
3.4. High accuracy information extraction of medication
information from clinical notes: 2009 i2b2 medication
extraction challenge
Este art´ıculo [19] consiste en un acercamiento de un sistema h´ıbrido com-
puesto por un lado de un sistema CRF (conditional random fields) y otro SVM
(support vector machine). El primero era encargado de la extraccio´n de concep-
tos y la te´cnica utilizada consiste en la modelizacio´n del problema estructurando
un grafo basado en cierta funcio´n de pe´rdida [16], este asimismo cuenta con un
desempen˜o similar a las redes neuronales con el impedimento de la escalabili-
dad y configuracio´n posibles, es decir, tiene la capacidad de generar fronteras
de decisio´n para problemas no lineales.
Para poder alimentar el sistema CRF mencionado previamente se enfatizo´ en
el pre procesamiento palabra a palabra de los textos generando un denominado
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’Lexicon’ para mapear cada palabra con la respectiva etiqueta que el sistema
deber´ıa aprender, este acercamiento constituyo´ la aplicacio´n de reconocimiento
de entidades (name entity recognition).
Llegados a este punto, el sistema constituye fuente de inspiracio´n dedo que
se pretende generar un ana´logo basado en redes neuronales recurrentes (RNN)
BiLSTM para la aplicacio´n de reconocimiento de entidades IBO introducidas
previamente.
El segundo sistema SVM se utilizo´ para el reconocimiento de relaciones en-
tre los conceptos extra´ıdos, su naturaleza lineal lo convierte en ideal para la
clasificacio´n de entidades.
En el presente estudio se postula un sistema SVM a modo de sistema ’Baseli-
ne’, este como es de esperar no ofrece competencia alguna a las dema´s tecnolog´ıas
mencionadas hasta ahora (RNN BiLSTM y CRF) pero es suficientemente simple
para realizar los primeros estudios sobre el conjunto de datos, y as´ı determinar
que el ’qui’ de los datos provistos consiste en la des estructuracio´n de los da-
tos provistos, posteriormente se profundizara´ en estos datos y en la introducida
’primera impresio´n’ del conjunto i2b2.
Por u´ltimo hablare´ de el sistema SNOMED CT encargado de realizar el pre-
procesado previamente comentado, los autores del art´ıculo [19] enfatizan en la
alta dependencia de los resultados del sistema integrado (SNOMED CT + CRF
+ SVM) con respecto al desempen˜o de la fase inicial del proceso (preprocesado).
Por tanto la mayor´ıa de los esfuerzos realizados en este presente trabajo se
enfocan a una exacta deteccio´n de las cadenas IOB para garantizar un correcto
desempen˜o de pasos posteriores gracias a las experiencias previas registradas en
tareas de cara´cter similar.
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3.5. A` la Recherche du Temps Perdu: extracting temporal
relations from medical text in the 2012 i2b2 NLP
challenge
En el siguiente art´ıculo [8] vemos el acercamiento propuesto por especialis-
tas Canadienses a la extraccio´n de relaciones temporales mediante sistemas es-
tad´ısticos, este acercamiento consiste en dos pasos (1) la extraccio´n de conceptos
cl´ınicos y (2) la extraccio´n de relaciones temporales, y dadas las caracter´ısticas
del reto , enfocaron el reto generando cuatro sistemas expertos segu´n conceptos
13, y es que los acercamiento probabil´ısticos logran mayor desempen˜o en ta-
reas de clasificacio´n para mu´ltiples clases (multi-label classification) enfocando
el sistema como un ensamblado de expertos binarios [17, Cap 1.2.2].
Figura 13: Errores acumulados del sistema en cascada.
Estas te´cnicas se utilizaron en el desarrollo del sistema ’Baseline’ (SVM) da-
do que este es de cara´cter lineal y aunque no sea un acercamiento probabil´ıstico
intr´ınsecamente, sufre parecidas carencias en la clasificacio´n ’multi label’. Por
tanto se generaron tres clasificadores binarios (es o no es) para cada etique-
ta de la tarea de extraccio´n (Event, Timex3 y SecTime), en nuestro caso no
implementamos la extraccio´n de relaciones temporales.
El sistema propuesto en [8] ensamblaba la votacio´n realizada por los clasifi-
cadores para resolver las predicciones en cuanto a la extraccio´n de conceptos.
En el presente estudio no se ensamblan las predicciones de los expertos base
puesto que se pretende realizar un estudio meramente informativo sabiendo de
antemano su pobre y complejo desempen˜o en tareas de clasificacio´n ’multi la-
bel’ sobre conceptos cl´ınicos. Esta experiencia de la que hablamos consiste en un
sistema ensamblado mediante cascada (AdaBoost) de bosques aleatorios (Ran-
dom forest), este sistema mostraba resultados menores a los del presente art´ıculo
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aunque ambos bajos relativamente , con la diferencia de que los expertos no se
divid´ıan por concepto sino por caracter´ıstica del texto recogida a modo de valor
nume´rico de un vector (embbeding) TFIDF (Tern Frequency Inverse Document
Frequency), aquel sistema fue enfocado a la extraccio´n de las causas de muerte
dadas las autopsias https://github.com/EdgarAndresSantamaria/AdaBoost,
en este trabajo dada la des estructuracio´n de los datos provistos (muy similar
al conjunto de datos utilizado en el presente trabajo) la evaluacio´n era baja( f1
score 0.19) para el modelo a pesar de mostrar poco error en las predicciones de
test 14, este modelo esta´ planteado pero sin ajustar sus para´metros dada la alta
complejidad del mismo.
Figura 14: Errores acumulados del sistema en cascada.
Con esto se pretende concluir que los modelos probabil´ısticos principalmente
caracterizados por la linealidad de las predicciones no son aptos para la realiza-
cio´n de un sistema de extraccio´n basado en informacio´n des estructurada.
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3.6. Combining rules and machine learning for extraction
of temporal expressions and events from clinical na-
rratives
En el presente art´ıculo se propone un sistema de extraccio´n de Eventos y
Expresiones temporales h´ıbrido, el cual utiliza tanto te´cnicas basadas en reglas
como acercamientos basados en aprendizaje ma´quina.
En este caso tambie´n se enfatiza en el procesamiento de los datos aplicando
estrategias basadas en ’Name Entity Recognition’ (NER), en este punto entra
en juego la parte del sistema compuesta de reglas puesto que aprovecha sistemas
ya generados para el proceso de ’tagging’ y posteriormente aplica el algoritmo
’Conditional Random Field’ para el modelado del problema (f1 score 0.9) 15.
Figura 15: Resultado del sistema h´ıbrido de extraccio´n.
Por tanto el estado del arte nos sugiere que los acercamientos basados en
te´cnicas NER para su posterior aplicacio´n de te´cnicas de aprendizaje ma´quina
es la tendencia en los u´ltimos an˜os, y UPV-EHU no sera´ menos en su aportacio´n
a estos esfuerzos.
Por u´ltimo cabe destacar la divisio´n realizada en este acercamiento segu´n
tipos de etiquetas lo que sugiere que estos modelos no lineales basados en los
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principios de la neurona son aptos para clasificacio´n de clases minoritarias, es
decir, aquellas que cuentan con menor nu´mero de ejemplos sobre los que apren-
der y cobra en estos sistemas especial relevancia del proceso ’tagging’ realizado
sobre el conjunto de palabras de entrenamiento.
Posteriormente se enfatizara´ en el impacto que las clases minoritarias tienen
sobre aquellos sistemas basados en la perspectiva probabil´ıstica (Naive Bayes,
SVM ... ), concretamente se tratara´ durante el estudio del sistema ’Baseline’ en
la fase 0 del desarrollo de la clasificacio´n.
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3.7. An end-to-end system to identify temporal relation
in discharge summaries: 2012 i2b2 challenge
En el presente art´ıculo [28] se expone un sistema integral para la extraccio´n
de conceptos cl´ınicos y posteriormente la extraccio´n entre estos conceptos, lo-
graron el mayor desempen˜o hasta la fecha en la tarea de extraccio´n de eventos
(f1 score 0.9166), y un alto desempen˜o en extraccio´n de expresiones temporales.
Lo relevante en este caso no es el desempen˜o del sistema sino que las relacio-
nes se refieren a un ’Doctime 0’, es decir que la fecha de admisio´n se convierte
en el valor neutro de la linea temporal, y a partir de dicha premisa se establece
la relacio´n de tanto Eventos como Expresiones temporales, con respecto a la
creacio´n del documento. Esta idea es la llevada a cabo en el presente estudio,
y por tanto la informacio´n mostrada en el valor ’historical’ sera´ ’OVERLAP’
cuando el concepto se genere durante la presente historia, sera´ ’BEFORE’ cuan-
do el concepto se de antes de la presente historia, y sera´ ’AFTER’ cuando el
concepto se haya programado o se estime que sucedera´ posterior a la presente
historia.
De esta manera logramos una manera sencilla y eficaz de extraer relaciones
temporales entre los Eventos y Timex3 con respecto al ’DOCTIME 0’, aunque
no es la manera adecuada de tratar este tipo de informacio´n dado que se pierde
informacio´n relevante como relaciones : Event- Event, Event -Timex3 y Timex3
- timex3. Se presume que en esta informacio´n no tratada reside la clave de
extraccio´n de relaciones causa - efecto, pero dada la envergadura y complejidad
de su estudio no se ha realizado en el presente trabajo.
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3.8. SemEval 2018 Task 6: Parsing Time Normalizations
En el articulo [13] se exponen distintos algoritmos base ’baselines’ para el
acercamiento a la competicio´n ’i2b2 challenge’, descomponiendo su funciona-
miento en los distintos pasos a realizar:
1. modelo basado en caracteres ( SCATE )
a) paso 1 : identificacio´n de entidades
b) paso 2 : composicio´n de entidades
c) paso 3 : composicio´n sema´ntica de entidades temporales
2. modelo basado en entidades temporales HeidelTime ( TimeML )
a) paso 1 : etiquetado basado en reglas (muy preciso)
b) final : expresiones temporales normalizadas TIMEX3
3. modelo basado en entidades temporales CHRONO ( SCATE )
a) paso 1 :identificar elementos temporales mediante ’regex’
b) paso 2 identificar frases temporales mediante Tokens consecutivos
c) paso 3 ana´lisis sinta´ctico y normalizacio´n SCATE
d) paso 4 : composicio´n sema´ntica de entidades temporales (menos eficaz
por lo general que el modelo basado en caracteres)
Segu´n el citado art´ıculo los avances se han dado en a´mbito de ana´lisis sinta´cti-
co y normalizacio´n temporal mediante la aparicio´n del modelo SCATE que logra
superar las limitaciones del anterior esta´ndar TimeML (ISO :2012).
El modelo SCATE anota como entidades de tiempo composicionales capaces
de ser interpretadas mediante una linea de tiempo por intervalos (ver Fig. 16)
(interprete proporcionado por los organizadores).
Los redactores coinciden en que se debe enfatizar en la representacio´n de
expresiones temporales para lograr unas capaces de retener mayor informacio´n
intr´ınsecamente, los modelos expuestos previamente logran resultados competi-
tivos en este aspecto.
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Figura 16: Ejemplo de anotaciones de tiempo sema´nticamente composicional y
su interpretacio´n. [13]
4. Ana´lisis de requisitos
En este apartado se describen las necesidades de un sistema de extraccio´n
de informacio´n cl´ınica, comprendidas a trave´s del coloquio con un estudiante de
Medicina UPV-EHU Leioa, en su 5o an˜o de carrera, en las distintas conversa-
ciones mantenidas se han determinado las siguientes premisas:
1. Las historias cl´ınicas buscan determinar la evolucio´n del paciente, la efica-
cia de un tratamiento y en ciertos casos decidir que ensayo cl´ınico realizar.
2. La mayor´ıa de procesos cl´ınicos esta´n estandarizados
3. La historia cl´ınica compendia toda la informacio´n disponible relativa al
paciente
Por tanto determinamos en base a las premisas previas las siguientes nece-
sidades para el prototipo de alta fidelidad:
1. Debe reconocer conceptos cl´ınicos, expresiones temporales y secciones tem-
porales.
2. Debe ofrecer informacio´n adicional sobre eventos cl´ınicos (modalidad, po-
laridad, tipo y relacio´n histo´rica)
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3. Debe ofrecer informacio´n adicional sobre expresiones temporales (modifi-
cador, valor, tipo y relacio´n histo´rica)
4. Debe ofrecer informacio´n adicional sobre secciones temporales (valor y
tipo)
5. Debe ofrecer favorecer la lectura del texto resaltando la informacio´n re-
levante, disponiendo el texto de manera sencilla y ofreciendo informacio´n
adicional.
De esta manera se espera facilitar la comprensio´n de la historia cl´ınica por
parte del me´dico, y ofrecer as´ı apoyo a su resolucio´n de ensayos y tratamientos.
Por otro lado se espera ayudar a diferenciar la informacio´n histo´rica e hipote´tica,
teniendo en consideracio´n que algunas historias son inmensas, y su redaccio´n
podr´ıa dar lugar a errores. Por u´ltimo, se espera poder aportar informacio´n
u´til en cuanto a la polaridad de los eventos ,para facilitar la comprensio´n de la
evolucio´n y la eficacia de los tratamientos.
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5. Disen˜o
En este apartado se proponen las tres arquitecturas principales sobre las que
se basa la aplicacio´n, no constituyen una superestructura puesto que las dos
primeras u´nicamente interfieren en la generacio´n de los modelos DL para su
utilizacio´n como apoyo en la tercera, esta constituye el sistema final capaz de
generar los prototipos de alta fidelidad.
Para poder comprender el segundo disen˜o introducimos una serie de con-
ceptos y recomendaciones, primeramente mencionar que la parte inferior hasta
’Representation layer’ constituye una arquitectura de ’recurrent neural neet-
works’ RNNs compuesta de capas intermedias ’Long Sort Tern Memory’ LSTM
[10], debido a su formacio´n interna 17, son capaces de retener informacio´n del
contexto ya procesado dada una secuencia de entrada, esto se realiza en cuatro
pasos: decidir cuanta informacio´n olvidar del histo´rico, decidir cuanta informa-
cio´n an˜adir al histo´rico, modificar el histo´rico y determinar una prediccio´n para
el estado actual. Para evitar que se pierda la informacio´n histo´rica inicial se
propone la solucio´n ’Bidirectional’ LSTM que realiza el mismo proceso de ida y
vuelta en la red, mediante esta solucio´n se pretende lograr una representacio´n
nume´rica de las secuencias basa´ndose en los ’word embbedings’ de entrada.
Figura 17: RNN LSTM.
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5.1. Disen˜o del Preprocesador
Primeramente contamos con un sistema de preprocesado para los datos 18,
esta arquitectura es crucial para el correcto desempen˜o del sistema y cuenta con
el mayor esfuerzo dedicado, fue disen˜ada con un output intermedio en archivo
(.xlsx) para detectar los errores con mayor facilidad, es la encargada de procesar
toda la informacio´n contenida en los archivos (.XML) dados como entrada, dicha
informacio´n posteriormente se transforma a los archivos (.txt) de entrada para
el sistema Glample tagger, cabe destacar que para el correcto entrenamiento
debe proveerse en formato IOB lo que supone dificultad an˜adida al preproceso
y requiere un exhaustivo control de errores, posteriormente en el desarrollo del
preproceso. profundizaremos en ello.
train.txt
Preprocess
.XML
error_control.xlsx
Glample_tagger
prediction_task_DL_
modeltest.txt
dev.txt
Figura 18: Arquitectura del preprocesado.
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5.2. Disen˜o del Clasificador
A continuacio´n se expone la arquitectura interna del modelo DL utilizado
por el sistema Glample tagger 19, en nuestro caso utilizaremos ’word embed-
dings’ pre entrenados para maximizar la eficacia del entrenamiento, asimismo
utilizaremos la conexio´n bidireccional de las RNN LSTM, de esta manera en su
u´ltima representacio´n contendremos el compendio de la informacio´n contenida
en la secuencia. Esta arquitectura constituye un gran avance en el estado del
arte puesto que logra modelar secuencias con extremada eficacia.
output N output 1 input 0
CRF
seq emb N seq emb 1 seq emb 0
input N input 1 input 0
LSTM LSTM LSTM
pre emb
Embedding layer
RNN layer
Representation layer
Inference layer
B-OCURRNCE O O
Admission date :
Labels
Words
Figura 19: Arquitectura interna del sistema Glample Tagger.
Por u´ltimo dicha representacio´n de la secuencia dada se proveera´ a un mo-
delo ’conditional random fields’ CRF [26], sistema especialista en etiquetado
de secuencias y que cuenta con gran sinergia en la arquitectura debido a su
capacidad de prediccio´n no lineal.
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5.3. Disen˜o del visualizador
Por u´ltimo se expone la arquitectura utilizada para visualizar la informacio´n
provista de los modelos DL pre entrenados para cierto archivo (.txt) de entrada
20. En esta arquitectura se realizan dos tareas, primeramente se solicitan pre-
dicciones a los modelos DL pre entrenados para obtener informacio´n del archivo
de entrada, posteriormente se interpretan las predicciones de manera conjunta
para generar dina´micamente un archivo (.html) de salida con toda la informa-
cio´n compendiada, durante el desarrollo de la visualizacio´n no centraremos en
ello.
input.txt
Inference
prediction_task
Glample_tagger
output.Html
Figura 20: Arquitectura de la visualizacio´n.
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6. Desarrollo
En este apartado se describe la labor de programacio´n llevada a cabo para
la generacio´n del prototipo de alta fidelidad final.
6.1. Preprocesado
Constituye la tarea estrate´gica del sistema, puesto que la propagacio´n de
errores desde este nivel hasta los superiores es acumulativo, y por tanto los
principales esfuerzos se realizaron en esta fase.
6.1.1. Sprint 0
En este paso se genero un sistema primitivo de procesamiento capaz de
generar un archivo (.xlsx) con los datos contenidos en todo en directorio (.XML),
de esta manera logramos centralizar la informacio´n y aplicar te´cnicas PLN a la
informacio´n de las etiquetas almacenadas, adema´s los datos relacionados (Tlink,
Sectime 7, Timex3 6 y Event 5) con cada etiqueta se convert´ıan a un espacio
nume´rico. Esta idea era u´til para su utilizacio´n en sistemas primitivos SVM [17,
Cap 14.5] ya que su cara´cter es realizar fronteras de decisio´n, y esto es ma´s fa´cil
con informacio´n nume´rica. Aunque para su utilizacio´n en sistemas NN resulta
una representacio´n incompatible.
6.1.2. Sprint 1
Una vez realizada la primera aproximacio´n del problema se procedio´ a la
transicio´n entre un modelo nume´rico tradicional y las arquitecturas NN, en esta
fase se centraron los esfuerzos en la conversio´n de la informacio´n asociada a cada
texto, la conversio´n se realizar´ıa a formato IOB, por aquel entonces se formulo´
la idea de utilizar diccionarios para el etiquetado, en este caso , erro´neamente,
se decidio´ etiquetar a nivel de letra. De esta manera se lograba gran precisio´n
a la hora de representar, pero a costa de la incapacidad de aprender las ristras
IOB generadas, ya que estas eran demasiado grandes para su co´mputo. En este
momento se modifico´ la idea y se trato el etiquetado IOB a nivel de palabra.
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6.1.3. Sprint 2
El modulo de preprocesado cuenta con tres tareas principales, primeramente
procesar el directorio de archivos (.XML) para generar la representacio´n inter-
media (.XLSX), despue´s debe generar diccionarios internos que relacionen la
informacio´n procesada para generar el conjunto de entrenamiento que se hubie-
ra especificado, finalmente devolvera´ el fichero intermedio y los ficheros train,
test y dev a la ruta especificada para su utilizacio´n en Glample tagger.
Para cada tipo de etiqueta contenida en cada archivo (.XML), es decir:
Tlink (’OVERLAP’, ’BEFORE’ o ’AFTER’, respecto a ’Doctime 0’), Sectime 7,
Timex3 6 y Event 5, se procesan todas las etiquetas en conjunto y se almacenan
todos sus datos asociados 30.
event_ID
event_ID
event_ID
event_ID
modality polarity type
event_ID
event_ID
event_ID
timex3_ID
modifier type
event_ID
event_ID
event_ID
Tlink_ID
doc_ID
type
Figura 21: Estructura de informacio´n.
Una vez se ha generado la estructura de informacio´n convenientemente para
el conjunto de textos, se procede a generar el conjunto de entrenamiento espe-
cificado en formato IOB, asociando cada etiqueta a una palabra por cada linea
de un texto plano, el caso de etiquetado event-modality lo podemos apreciar en
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el siguiente fragmento.
Admission I-FACTUAL
Date O
: O
2012-01-20 O
Discharge I-FACTUAL
Date O
: O
2012-01-23 O
Service O
Este etiquetado se lleva a cabo para cada tarea individual que se preten-
de aprender, en nuestro caso son 6 tareas: Event-type, Event-polarity, Event-
modality, Timex3-type, Timex3-modifier y Tlink-type. Por u´ltimo debemos di-
vidir el conjunto en tres subconjuntos : train, test y dev. De esta manera estamos
preparados para utilizar el sistema Glample tagger para entrenar modelos DL
expertos en tareas de extraccio´n de informacio´n cl´ınica.
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6.2. Clasificacio´n
Esta tarea consiste en la aplicacio´n de algoritmos ML a la informacio´n pre-
procesada anteriormente, al utilizar un sistema externo auto afinado logramos
minimizar errores en esta fase.
6.2.1. Sprint 0
Este esfuerzo consistio´ en la generacio´n del modelo SVM [17, Cap 14.5], para
lo cual conta´bamos con una lista de etiquetas catalogadas en Event, Timex3 y
Sectime, entonces surgio´ la necesidad de modelar matema´ticamente dichas eti-
quetas, para ello se genero´ un sistema de WE Doc2Vec, en este caso primitivo
se decidio´ modelizar los textos para generar un vocabulario interno y tomar
de dicho vocabulario las representaciones de las etiquetas, esta aproximacio´n
mostraba grandes deficiencias dado que no se modelizaban todas las etiquetas
existentes. En este punto se an˜adio´ un sistema WE de representacio´n ’TFIDF’
para las etiquetas desconocidas por ’Doc2Vec’, el resultado de estas transforma-
ciones alimentaba el modelo SVM logrando los primeros resultados. Este me´todo
era erro´neo dado que no es recomendable la utilizacio´n de dos modelos de repre-
sentacio´n diferentes en una tarea de prediccio´n, de ah´ı la baja precisio´n de los
resultados, adema´s se entendio´ que la representacio´n ’Doc2Vec’ era demasiado
gene´rica y se requer´ıan representaciones a nivel de palabra ’Word2Vec’.
6.2.2. Sprint 1
En esta fase se entendio´ que, la tarea cr´ıtica para la correcta prediccio´n de las
tareas era el sistema WE, y se programo´ la aproximacio´n ’Word2vec’, asimismo
dadas las recomendaciones se inicializo´ dicho sistema con ’word embeddings’ pre
entrenados, esto fue un hito crucial para la mejora de desempen˜o en el sprint
posterior, dado que se entendio´ el significado de la representacio´n en un sistema
unificado de NN. Por otro lado se genero una aproximacio´n de la arquitectura
19 mediante las librer´ıas ’Keras’ y ’Tensorflow’, era un sistema funcional pero
con bajo desempen˜o debido a la carencia de conocimientos necesarios para su
afinamiento.
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6.2.3. Sprint 2
Entonces se sugirio´ la utilizacio´n del sistema Glample tagger, el cual conta-
ba con la arquitectura deseada y adema´s sistemas internos de afinamiento, en
este momento se utilizaron los ’word embeddings’ pre entrenados con los que se
contaba para la investigacio´n, este hecho fue un e´xito dado que contaban con
al rededor del 80 % del vocabulario a modelizar. Para realizar el entrenamiento
del modelo que etiquete las palabras de los textos dados tendremos que hacer
uso de un comando como:
python2.7 train.py –train path-train –dev path-dev –test path-test –pre emb=
path-emb –word dim= dim-emb –lr method= sgd –word bidirect= 1
Internamente hemos modificado el nu´mero de ’epochs’ (vueltas de entrena-
miento) fija´ndolo en 10 para minimizar tiempos de ejecucio´n, con el comando
anterior especificamos el me´todo de afinamiento ’sgd’ (stochastic gradient des-
cent) y el uso de ’Bidirectional’ LSTM. Estos modelos entrenados son almace-
nados en la carpeta ’models/’ de la librer´ıa y posteriormente se utilizan en el
mo´dulo de visualizacio´n.
Para realizar el etiquetado de un texto tendremos que hacer uso de un co-
mando como:
python2.7 tagger.py –model path-modelo –input path-txt-entrada –output
path-txt-salida
El texto de entrada no tiene porque seguir ningu´n formato como por ejemplo:
Admission Date :
2016-07-18
Discharge Date :
2016-07-21
Service :
MEDICINE
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Aplicando el comando de etiquetado generamos un texto de salida similar al
siguiente ejemplo de Event-modality:
Admission B-FACTUAL Date O : O
2016-07-18 O
Discharge B-FACTUAL Date O : O
2016-07-21 O
Service O : O
MEDICINE O
Llegados a este punto contamos con la capacidad de automa´ticamente eti-
quetar las palabras de un texto para las seis tareas expuestas previamente, y
el etiquetado cuenta con la misma estructura inicial del texto y un co´modo
separador de palabras y etiquetas ( ).
Dado que los procedimientos expuestos consisten el la ejecucio´n de lineas
de comando, se tuvo que idear un mecanismo automa´tico para ejecutarlas pro-
grama´ticamente, basa´ndonos en nuestros conocimientos sobre hilos de ejecucio´n
indagamos sobre mecanismos de Python 3.6 capaces de generarlos y la respues-
ta resid´ıa en la librer´ıa nativa ’subprocess’ la cual ofrec´ıa una interfaz para la
creacio´n y control de hilos, parecida a la tecnolog´ıa ’Web Workers’ de JavaScript
por lo que fue sencilla su implementacio´n.
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6.3. Inferencia
La inferencia consiste en la visualizacio´n de los resultados de aplicar un mo-
delo ML pre entrenado sobre un conjunto de datos. El mo´dulo mostrara´ un
archivo (.html) que junto a un (.css) permite una fa´cil lectura cl´ınica, adema´s
ofrece toda la informacio´n estimada por por los seis modelos DL expertos tra-
tados anteriormente.
6.3.1. Sprint 0
En este caso primitivo la inferencia consist´ıa en un apoyo a la interpretacio´n
de los resultados teo´ricos del sistema SVM mediante la librer´ıa ’Mathplotlib’, se
mostraban las distribuciones de datos Event 22, Timex3 23 y Sectime 24. Por
otro lado se describ´ıan las predicciones realizadas, gracias a este acercamiento
se pudieron detectar los fallos mencionados anteriormente en la representacio´n,
y que no era el sistema indicado para lograr el mejor desempen˜o en la presente
tarea de extraccio´n, esto lo trataremos en el apartado de pruebas.
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Figura 22: Distribucio´n Event.
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Figura 23: Distribucio´n Timex3.
Las distribuciones que mostramos en este apartado se solapara´n para ofre-
cer una mejor comprensio´n del espacio de representacio´n, durante dicho sola-
pamiento se entiende que no es posible el entrenamiento conjunto de las tres
clases dado el gran des balance entre ellas, bajo esa premisa se decide entrenar
diferentes expertos por tarea, adema´s se empiezan los esfuerzos para ofrecer in-
formacio´n comprensible al usuario, esto consistio´ en generar el primer archivo
(.html) dina´mico mediante Python.
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Figura 24: Distribucio´n Sectime.
6.3.2. Sprint 1
En esta seccio´n se trata la generacio´n del primer archivo (.html) dina´mico
basado en el etiquetado a nivel de cara´cter, la visualizacio´n de las etiquetas era
muy exacta dada la precisio´n con la que se estaba trabajando, llegados a este
punto se determino´ que el soporte (.html) era el indicado para mostrar la infor-
macio´n debido a su facilidad de programacio´n y su alta capacidad para contener
informacio´n estructurada. De hecho esta parte se reutilizo´ posteriormente en el
sistema final de inferencia como mo´dulo de visualizacio´n, aunque recibio´ ciertas
modificaciones para soportar la visualizacio´n por palabras y adema´s an˜adir in-
formacio´n adicional. Llegados a la introduccio´n de la reutilizacio´n mencionamos
que para metodolog´ıas basadas en iteraciones es conveniente la ’Programacio´n
orientada a objetos’, la cual consiste en programar mo´dulos que internamen-
te cuentan con funciones, y as´ı interactuar con los mo´dulos directamente. La
conveniencia se sostiene en que, posteriormente dichas funciones que componen
los mo´dulos, son fa´cilmente incluidas en otros mo´dulos del sistema en caso de
requerirse, y esto permite ahorrar tiempo en las pruebas de campo.
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6.3.3. Sprint 2
En este apartado explicaremos como aprovechar de manera conjunta la cla-
sificacio´n manual expuesta previamente y adema´s generar una visualizacio´n de
la informacio´n provista por los diferentes modelos expertos.
la idea es generar visualizaciones dina´micamente sobre una entrada de texto
plano especificada por lo que debemos solicitar programa´ticamente la genera-
cio´n de los seis modelos expertos en cada visualizacio´n, para ello utilizaremos
subprocesos de python con instrucciones como:
args = shlex.split(comando manual de etiquetado)
process = subprocess.Popen(args)
try:
. outs, errs = process.communicate(timeout=15)
except subprocess.TimeoutExpired:
. process.kill()
. outs, errs = process.communicate()
Debemos solicitar los seis modelos programa´ticamente y asegurarnos que sus
archivos de salida se encuentren en la misma carpeta, posteriormente tomare-
mos dichos archivos con los diferentes etiquetados ya realizados y realizaremos
una lista de se´xtuplas de manera que para cada palabra contemos con toda la
informacio´n estimada por los modelos DL expertos, como por ejemplo:
(’follow B-OCCURRENCE’, ’follow O’, ’follow I-POS’, ’follow O’, ’follow B-
AFTER’, ’follow I-FACTUAL’)
De esta manera en una u´nica vuelta somos capaces de reconstruir toda
la informacio´n conocida sobre el texto y podremos reconstruirla fija´ndonos en
las coincidencias de los expertos de cada tipo y mostrar informacio´n adicional
adema´s de resaltar las palabras y oraciones relevantes.
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Siguiendo con el ejemplo anterior y recordando la informacio´n de los eventos
30 , podemos decir que ’follow’ es un evento cl´ınico puesto que se le asigna:’type’,
’polarity’ y ’modality’, adema´s de esta informacio´n sobre la palabra, an˜adiremos
adicionalmente que se refiere histo´ricamente a un futuro evento debido a la
estimacio´n ’after’, lo que coincide con el siguiente ejemplo 25 .
Figura 25: Ejemplo de ensamblado de predicciones.
Este sistema de ensamblado a pesar de lograr buenos resultados no es o´ptimo
en cuanto a interpretacio´n, puesto que, la decisio´n de que informacio´n tomar
para oraciones siempre recae en la primera palabra, y tal vez no sea la ma´s
representativa. Y en cuanto a recursos, nos parece o´ptimo porque logra desglosar
toda la informacio´n relevante con coste computacional lineal, lo que se traduce
a un proceso por texto de 40s.
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7. Pruebas
En esta seccio´n se exponen los resultados de entrenamiento de los seis siste-
mas generados y se comparan con los compendiados en 12.
7.1. Sprint 0
A continuacio´n se muestran los resultados del ’baseline’ SVC realizado, en
las figuras 26 27 y 28, el gra´fico de la izquierda coincide con la representacio´n
unificada de las tres distribuciones Event(morado), Timex3 (naranja) y Sectime
(azul), es decir, las distribuciones de ’word embbedings’ segu´n sus dos com-
ponentes principales, como podemos observar la mayor distribucio´n es Event
seguida de Timex3 y Sectime, respectivamente. Esto se traduce en el des balan-
ce entre las tres clases, lo que supone que la menor sea vagamente aprendida
por el sistema ’baseline’, como podemos observar en 28, concretamente en su
parte derecha, no existe prediccio´n alguna para sectime.
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Figura 26: Predicciones SVC para Event.
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Los resultados de evaluacio´n de este sistema, por tanto, no pueden ser bue-
nos, primeramente por la representacio´n descompensada del problema, y adema´s
por el cara´cter lineal del clasificador SVC, en 29 queda ratificado, siendo poco
mejor que ’tirar una moneda al aire’. Pero nos da una perspectiva diferente a la
problema´tica, antes entend´ıamos que etiquetar depend´ıa de la oracio´n/palabra
a etiquetar o en otras palabras su ’word embedding’, ahora entendemos que
depende del contexto de la oracio´n, y para representar una oracio´n requerimos
resolver un problema an˜adido que consiste en modelar matema´ticamente una
palabra y su contexto, aqu´ı se explica porque las RNN son necesarias para esta
tarea, consiguen contener tanto la informacio´n de palabra, como la de las dema´s
que la rodean en un u´nico ’word embedding’.
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Figura 27: Predicciones SVC para Timex3.
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Por otro lado, las distribuciones sugieren que las funciones lineales no son
recomendables, ya que, los tres conjuntos se solapan, y por tanto requieren fun-
ciones no lineales para desambiguar en casos de decisio´n compleja, para mini-
mizar este feno´meno decidimos dividir la tarea de decisio´n en distintos expertos
capaces de dominar regiones del espacio de representacio´n.
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Figura 28: Predicciones SVC para Sectime.
En la siguiente Figura 29 podemos observar la estrategia de divisio´n de ex-
pertos, en este caso primitivo son 3, uno por cada etiqueta estudiada, la estra-
tegia utilizada para su evaluacio´n es ’10 fold stratified cross validation’, es decir
del conjunto total se toman distintas distribuciones aleatorias para entrenar y
validar, esta aleatoriedad a su vez busca favorecer las clases minoritarias para
paliar el des balance. Asimismo cabe destacar que se ha aplicado una reduccio´n
dimensional ’principal component analysis’ PCA, esto busca trabajar con un
espacio bidimensional, ya que la dimensio´n de los ’word embeddings’ es de 300
atributos.
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Figura 29: Evaluacio´n del sistema Baseline.
7.2. Sprint 1
En la seccio´n actual se tratan los resultados obtenidos del sistema desa-
rrollado mediante ’Keras’ y ’Tensorflow’, en este caso se entrenaron todas las
etiquetas de ’type’ de manera conjunta lo cual posteriormente se dividio´ en dos
expertos (Event-type y Timex3-type), y una serie de reglas manuales para Sec-
time - type. Dado el erro´neo enfoque, y adema´s la carencia de capacidad para
afinar el sistema haciendo uso del algoritmo ’sgd’, propiciaron que los resulta-
dos no fueran demasiado precisos aunque se demuestra su gran capacidad para
etiquetar secuencias.
Poco despue´s de la consecucio´n de este hito del proyecto, se recomendo´ el
uso del sistema Glample tagger, el cual adema´s de contar con la arquitectura
necesaria, dispon´ıa de un sistema de auto afinado automa´tico para garantizar
su desempen˜o. Sus resultados se observan en la siguiente seccio´n.
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Figura 30: Evaluacio´n modelo DL extraccio´n ’type’.
7.3. Sprint 2
En esta seccio´n tratamos los resultados de los seis modelos DL utilizados
por el prototipo de alta fidelidad, y lo contrastamos con el compendio de eva-
luaciones, realizado en la anterior revisio´n del reto internacional ’i2b2’ 12, en la
primera tabla 31 podemos observar un ’accuracy’ sobre ’dev’ de 0.8765 y sobre
’test’ de 0.8851, ambos superiores al anterior registrado de 0.86 para ’Event
Type accuracy’.
Figura 31: Evaluacio´n extraccio´n Event-type.
En la siguiente tabla 32 podemos observar un ’accuracy’ sobre ’dev’ de 0.8948
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y sobre ’test’ de 0.8938, ambos superiores al anterior registrado de 0.86 para
’Event Polarity accuracy’.
Figura 32: Evaluacio´n extraccio´n Event-polarity.
En la siguiente tabla 33 podemos observar un ’accuracy’ sobre ’dev’ de 0.8901
y sobre ’test’ de 0.8885, ambos superiores al anterior registrado de 0.86 para
’Event Modality accuracy’.
Figura 33: Evaluacio´n extraccio´n Event-modality.
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En la siguiente tabla 34 podemos observar un ’accuracy’ sobre ’dev’ de 0.9855
y sobre ’test’ de 0.9852, ambos superiores al anterior registrado de 0.89 para
’Timex3 Type accuracy’.
Figura 34: Evaluacio´n extraccio´n Timex3-type.
En la siguiente tabla 35 podemos observar un ’accuracy’ sobre ’dev’ de 0.9858
y sobre ’test’ de 0.9845, ambos superiores al anterior registrado de 0.89 para
’Timex3 Modifier accuracy’.
Figura 35: Evaluacio´n extraccio´n Timex3-modifier.
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En la siguiente tabla 36 podemos observar un ’f-measure’ sobre ’dev’ de
0.6262 y sobre ’test’ de 0.6319, ambos inferiores al anterior registrado de 0.69
para ’TLINK F measure’.
Figura 36: Evaluacio´n extraccio´n Tlink-type.
Consideramos, por ende que la investigacio´n fue exitosa y logro´ actualizar
el estado del arte en cuanto a extraccio´n de eventos y expresiones temporales
cl´ınicas, por otro lado entendemos que la extraccio´n de relaciones temporales es
mejorable, y junto con el atributo ’value’ de las expresiones temporales, consti-
tuira´n parte de los esfuerzos futuros del presente trabajo.
por otro lado, consideramos que los modelos no se encuentran debidamente
entrenados, y esperamos que con los conocimientos necesarios, y herramientas
adecuadas, los resultados del sistema actual puedan mejorar notablemente, esto
se sostiene en el hecho de que cada modelo se ha entrenado u´nicamente con 10
’epochs’, irrisorio para la envergadura del sistema.
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8. Prototipo
En este apartado se describen los distintos prototipos realizados para la
consecucio´n de la investigacio´n, se explica que cambia con respecto al anterior
y porque. Los prototipos realizados son los siguientes:
8.1. Prototipo inicial
En el siguiente flujo se detalla como se planteo´ inicialmente la idea a realizar,
se enfatizo´ en el resultado final y se genero un me´todo intermedio abstracto para
conseguirlo, esta lejos de la realidad.
Figura 37: Sistema Prototipo inicial.
De esta idea ’en bruto’ se basa el posterior desarrollo de prototipos hasta
llegar al de alta fidelidad donde podemos apreciar que se mantiene la tempora-
lidad en los eventos y expresiones temporales pero se desiste de los esfuerzos en
conseguir relaciones causa-efecto debido a la no disponibilidad de informacio´n
para realizar dicho estudio.
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8.2. Prototipo baja fidelidad
En este prototipo se determinan los mo´dulos necesarios para la arquitectu-
ra as´ı como los ficheros de entrada y salida de cada mo´dulo, esto es debido al
desarrollo emp´ırico realizado el cual sugiere la necesidad modular y que aparen-
temente se generaran los archivos iniciales, intermedios y finales mencionados,
esta entre la realidad y las abstracciones del proyecto.
Figura 38: Sistema baja fidelidad.
Tras varias pruebas tratando de desarrollar un sistema para la prediccio´n de
valores en las Expresiones temporales y Secciones temporales se desiste en dichos
esfuerzos debido a la alta complejidad que supone integrar dicho sistema con el
estudiado en el presente art´ıculo, por otro lado se presume que en dicho reto exis-
ten dos tareas, por un lado la prediccio´n de fecha-hora (13/02/1997T15:00:00),
y por otro lado lado la prediccio´n de frecuencias y duraciones (q.b.i), lo cual
se considera otro estudio aparte, por tanto en el prototipo de alta fidelidad los
’values’ se definen por defecto como ’undefined’.
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8.3. Prototipo alta fidelidad
Este prototipo coincide con la apariencia final del sistema, funcional aun-
que con errores debido al bajo afinamiento del sistema, muestra gran potencial
en cuanto a la extraccio´n de eventos (Naranja), secciones temporales (Azul) y
expresiones temporales (Verde).
Figura 39: Prototipo alta fidelidad.
Figura 40: Prototipo alta fidelidad.
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Figura 41: Prototipo alta fidelidad.
Como podemos apreciar en 39 el rato´n se encuentra sobre la palabra ’Ad-
mission’ de la cual se despliega un menu´ contextual para informarnos de que es
un Evento cl´ınico catalogado como ocurrencia de facto, positiva y que sucede
durante la actual historia cl´ınica. En 40 el rato´n se encuentra sobre la palabra
’ 2016-07-21’ de la cual se despliega un menu´ contextual para informarnos de
que es una seccio´n temporal de tipo alta. Por u´ltimo en 41 el rato´n se encuentra
sobre la frase ’ 10 days ago’ de la cual se despliega un menu´ contextual para
informarnos de que es una expresio´n temporal de tipo fecha con valor concreto
(sin modificador) e interpreta que sucedera´ en los d´ıas posteriores a la historia
cl´ınica.
Este problema nos resulta lo´gico debido a la manera de ensamblar las pre-
dicciones, solo se tiene en cuenta la primera palabra ’10’ valor que asocia con
futuro cercano despreciando la u´ltima palabra ’ago’ sobre la que recae realmente
la decisio´n.
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9. Conclusiones y trabajo futuro
Primeramente nos centraremos en las metas y objetivos del proyecto, de
las cuales comentar que consideramos cumplidas todas las metas a excepcio´n
de Revisio´n y correccio´n puesto que hemos tenido finalmente que cen˜irnos a
la literatura te´cnica informa´tica casi en exclusividad, ante la imposibilidad de
introducir conceptos interdisciplinares por falta de conocimiento, asimismo la
meta de Reunio´n, resulto´ ser demasiado subjetiva para una correcta valoracio´n
de su desempen˜o, aunque su segunda componente podemos darla por satisfecha,
ya que el trabajo se encuentra validado. En cuanto a los objetivos, los considera-
mos cumplidos a excepcio´n de la segunda componente de Revisio´n y correccio´n
ya que no encontramos ninguna herramienta capaz de analizar la sema´ntica del
escrito, y por tanto lo consideramos ambicioso y dif´ıcil de medir, por otro la-
do el objetivo de la Presentacio´n es medible pero ’a posteriori’, por lo que lo
consideramos impreciso pero con capacidad de demostrar nuestras aspiraciones
ultimas del trabajo. En cualquier caso podemos recalcar el orgullo que supone
haber alcanzado todos los dema´s objetivos y metas.
En cuanto a la eleccio´n de herramientas, tal vez se deber´ıan tratar alterna-
tivas para la generacio´n de ’word embeddings’ a modo de apoyo para el uso de
este texto como gu´ıa de ensayo NLP.
Nos sentimos orgullosos de la planificacio´n temporal llevada a cabo a salve-
dad del sobre coste invertido, aunque lo consideramos lo´gico dada la complejidad
del trabajo realizado. Asimismo la evaluacio´n econo´mica ha resultado satisfac-
toria, aunque en apartado de retorno de la inversio´n se considera anexo de valor
para el trabajo ma´s que un modelo econo´mico capaz de devolver la inversio´n
realizada, no consideramos la investigacio´n con ’fines de lucro’, sino con ’fines
de desarrollo’ y ’posibilidad de lucro’.
Por otro lado, en cuanto a riesgos podemos asegurar que en todo momento
han sido contemplados, y se ha minimizado sus impactos exitosamente, la inca-
pacidad para realizar una tarea fue el ma´s acuciante, y se desvanecio´ gracias a
la conciencia sobre el, y la capacidad de maniobra de las metodolog´ıas a´giles.
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En cuanto al estado del arte nos sentimos seguros de ofrecer toda la infor-
macio´n necesaria para el presente estudio, aunque no hemos compendiado la
totalidad de art´ıculos existentes, y es que preferimos condensar aquellos u´tiles
y relacionados con el trabajo en su totalidad, frente a otros meramente u´tiles
para tareas concretas del trabajo. Como ya hemos mencionado, son fuente de
inspiracio´n para nuevas creaciones, y ofrecemos aquellos ma´s prometedores e
inspiradores a nuestro entender.
En cuanto al desarrollo te´cnico y el ana´lisis realizados nos sentimos enorme-
mente plenos, dado que la calidad de ensen˜anza de la escuela es tal como dice
ser, y poder realizar un trabajo pra´ctico de esta envergadura nos permite sen-
tirnos capaces de afrontar los retos futuros, adema´s creemos que la labor anti
escepticismo realizada tiene un gran valor an˜adido, ya que se concreta enor-
memente nuestro a´rea de estudio permitie´ndonos transmitir los conocimientos
te´cnicos con mayor seguridad, y con apoyo de ejemplos.
El prototipo generado nos permite referirnos al concepto ’magia’, y transfor-
marlo en ’ciencia’, ya que creemos cumple todos los me´todos establecidos por
la ciencia de la ingenier´ıa, y los extrapola a la pseudo-ciencia de la miner´ıa de
datos con esple´ndidos resultados.
Para concluir con la intervencio´n, hablaremos sucintamente del trabajo futu-
ro, en este caso nos decantamos por la mejora del prototipo en la extraccio´n de
relaciones temporales, dado que no se han optado por las mejores alternativas.
Adema´s, trataremos de entrenar un modelo ma´s eficaz con los conocimientos
y recursos del master Language Analysis and Processing (HAP/LAP), al que
se aspira entrar con el presente trabajo, como u´ltimo trabajo, y posiblemen-
te, el ma´s importante, tratare Edgar Andre´s a titulo personal, de mejorar mis
atrofiadas capacidades de trabajo en equipo, dado que como advert´ıa acertada
Aitziber Atutxa ”si eres capaz de hacer esto solo, ¿ Que hara´ un grupo de diez
como tu ?”, y tras reflexio´n profunda, creo que debo respetar ma´s el criterio
ajeno para poder comenzar respetar el mio propio.
Edgar Andre´s Santamar´ıa
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