Abstract: A Taylor series approximation to multivariate integrals taken with respect to a multivariate probability distribution is proposed and applied to the computation of multivariate normal probabilities and conditional expectations. The approximation does not require that the multivariate distribution have a structured covariance matrix and, in its simplest form, can be written as the product of univariate integrals. The approximation is compared to that of Mendell and Elston (1974) for computing bivariate normal probabilities.
Introduction
Computation of some multivariate probabilities and expectations, most notably the multivariate normal, require evaluation of multivariate integrals. For many applications, including simulation studies and iterative procedures, a computationally simple approximation is desired. Although a large number of approximations to multivariate integrals have been proposed, many are cumbersome or make assumptions which limit their application. (See, for example, Johnson and Kotz, 1972 , for an summary of some of these methods.) The present work was motivated by the need to simplify computation of the multivariate integrals required to obtain expectations taken with respect to the multivariate normal distribution, as well as to obtain multivariate normal probabilities. However, the proposed method is general enough to be useful for other multivariate distributions and is therefore presented for the general case.
We propose a Taylor series approximation which reduces the multivariate integral to functions of univariate integrals and show how the method can be used to approximate multivariate probabilities and integrals taken with respect to a multivariate density (Section 2). In Section 3, the method, which does not require a structured covariance matrix, is used to approximate multivariate normal probabilities. In its simplest form, the approximation is similar to the approximation of Mendell and Elston (1974) and the latter method is described. Also in Section 3, the accuracy of the approximation in evaluating multivariate normal tail probabilities is examined and, in the bivariate case, compared to that of the Mendell-Elston approximation. In Section 4, the approximation is applied to a censored data situation which requires evaluation of conditional bivariate normal expectations.
Method
The Taylor series expansion is a well-known too for approximating the expected value of a function g of a random variable. Let X be a random variable with mean 8. A convenient form for this expansion, after taking expectations, is
where g(')( .) and gC3)( .) are the second and third derivatives of g(e), respectively, and E( .) is the expectation operator. The function g(x) is assumed to be continuous and to possess all derivatives at x = 6. It is further assumed that a valid (i.e., convergent) Taylor series can be obtained. We first demonstrate the principle of the method using an arbitrary trivariate distribution. Let y = ( y,, y,, y3)T be an observation from a trivariate distribution with joint density f( y). Suppose we wish to determine the value of an integral T[ h( y)] taken with respect to the distribution I( y) over a rectangular region R = R, X R, X R,:
(2)
Multiplying the numerator and denominator of equation (2) .
where f(y,, y2 1 Y,) is the density of (yt, y2)T conditional on Y,, and E,, denotes the expectation with respect to Y,. Using equation (1) we can now expand the conditional expectation in equation (3) in a Taylor series about 8 = Ey,( Y, 1 Y, E R3) = E,, say. For simplicity, only the first term g( E3) will be used for the approximation; here
is the marginal expectation of Y,, given that Y, E R,, and g(E3)=JH;f(y21E3)~,h(y1' ~2, E,)~(YI lY2, E3) ~.J'I dy2.
Repeating the above process yields the first-order approximation
A similar sequence of steps can be used to approximate integrals of order higher than 3. Approximation (4) is easy to express and its computation requires the evaluation of only univariate integrals. The accuracy of the approximation can be improved by adding more terms to one or more of the Taylor series expansions; however, for higher dimensional integrals, the resulting expression may be unwieldy.
Approximation of multivariate normal probabilities

Multivariate normal probabilities
The first-order Taylor series (TS) approximation to trivariate normal probabilities can be expressed as a special case of (4) by taking h( y) = 1 and f( JJ) as the trivariate normal density function. Approximate upper tail probabilities were computed using (4) for a standard trivariate normal distribution and are presented in Table 1 . The IMSL subroutine MDNORD was used to compute normal probabilities. In the case of equal correlations and equal lower bounds (i.e., plz = pi3 = pZ3 and y, = y, = J+), the TS values are compared to table values (Kres, 1983) ; in all other cases, the TS values are compared to values computed using the FORTRAN program MULNORS (Schervish, 1984) . Computation of the TS values required about a of the CPU time required for MULNORS values.
In most cases, the TS value reasonably approximates the trivariate normal probability. The approximation is best when all of the correlations are 0.1; this is not surprising as the first order approximation (4) with h( y) = 1 reduces to the exact marginal probabilities when all correlations are equal to zero. The TS method performs reasonably well in most of the other situations examined. The poorest approximation is noted when all of the correlations equal 0.9 and the lower bounds are also equal. (A similar result was found for bivariate normal probabilities; data are not shown.) If greater accuracy is required, more terms can be added to the TS approximation.
Upper tail probabilities were also computed using the first-order TS approximation for standard n-dimensional (n = 2,. . . ,20) normal distributions in the case with correlations all equal to 0.5 and lower bounds all equal to 0.0. The exact probability can be computed using the formula l/(n + 1). The results (Table 2) indicate that the TS approximation is better at lower dimensions, but may be useful even at dimensions as high as 20. For correlations smaller than 0.5, the approximation is expected to perform fairly well in this range of dimensions.
The Mendell-Elston approximation to the multivariate normal
The first-order TS approximation (4) is similar to the Mendell-Elston (1974) approximation to multivariate normal probabilities (see also Rice et al., 1979) . In the bivariate case, the Mendell-Elston (ME) approximation can be derived as follows. Let Y = (Y,, Y,)T be a bivariate normal random variable with joint density
where p = (p,, /.L~)~ is the mean vector and is the covariance matrix. Also let R, x R, = (h,, CO) x (h,, CO) be the region of integration and denote P(Y, 2 h2) by S(h2) and +(h,)/S(h,) by a2. Then the following standard results can be obtained: where z1 = (h, -rnI12 )/s,,~_ The approximation has been found to work well, especially for small p.
Both the ME and first-order TS approximations can be written as the product of a marginal probability and a conditional probability. In both cases, the mean of the conditional density is m, , 2, the mean of Y,, conditional on Y, > h,. The ME approximation differs from the first-order TS approximation in the variance used in the conditional distribution of Y, given Y2. The ME approximation uses the variance sf12 computed assuming truncation of Y,, while the TS approximation uses the untruncated conditional variance u: -p2a,/u,, which does not depend on the value of h,. Like the TS approximation, the ME approximation does not require a structured covariance matrix, reduces to the exact marginal probabilities when all of the correlations are equal to zero, and has a simple form. Unlike the TS approximation, it does not provide a means for improving accuracy.
Bivariate normal probabilities using the Taylor series
Bivariate normal probabilities can be approximated using the TS method by taking h(y) = 1 and f( y) equal to the bivariate normal density C#J( y) as defined in Section 3.2. In addition, let E2 denote the marginal expected value of Y,, conditional on Y, E R,, and let V, denote the second central (around E,) moment of the marginal distribution of Y,, conditional on Y, E R,. E, and V, take the form of a ratio of univariate integrals; for example, Putting h( y) = 1, the terms of the Taylor series expansion up to and including the second moment can be written
This expression is written in a form which groups the univariate integrals. Note that if the correlation is 0, p = 0 and the expression reduces to the exact marginal expectation. The approximation requires the evaluation of the univariate integrals in expression (5), the univariate integrals which represent E,, V,, and the marginal probability P( Y, > yZ).
Comparison of Taylor series and Mendell-Elston methods
If h( y) = 1, expression (5), when multiplied by /,,+( y2) dy,, approximates bivariate normal probabilities. The adequacy of the TS and ME approximations for computing bivariate normal upper tail probabilities was examined by computing approximate values of the probability for values of the lower bounds ranging from -2.0 to 2.0 for a bivariate normal distribution with means of 0, variances of 1, and a correlation coefficient ranging from -0.5 to 0.5. A subset of the results are shown in Table 3 , along with the exact values (U.S. National Bureau of Standards, 1959) . The TS values were computed using terms up to and including the second moment of the Taylor series expansion (i.e., the first two terms of equation (5) with h( y) = 1). The univariate integrals required for the approximation were computed by quadrature using the IMSL subroutine DMLIN. The results in Table 3 suggest that both approximations are quite good when 1 p 1 = 0.1. Both approximations are poorer but still adequate when 1 p I = 0.5. The TS method generally provides better approximations than the ME method when p = 0.5 and the joint tail probability is large; the ME method generally performs better than the TS method when p = -0.5 and the joint probability is large. When p = -0.9 (data not shown), the TS method is more accurate than the ME method when the joint tail probability is small and less accurate when the joint tail probability is large. When p = 0.9 (data not shown), both methods are equally accurate on average, although both are less accurate than for small I p I.
For the TS approximation, a natural question arises regarding the ordering of the variables, i.e., the choice of variable on which to condition. If the marginal tail probability of Y,, say, is small, V, and the higher moments are small and thus the terms in the Taylor expansion corresponding to the second and higher moments are small and the series converges rapidly, assuming that the series does in fact converge. Thus, a better approximation should be achieved by conditioning on the variable with the smaller marginal tail probability. In fact, if the marginal tail probability of Y, is very small, an excellent approximation can be achieved by using only g( E2) = JR,+( y, 1 E,) dy,. The results in Table 3 were obtained by conditioning on Y,, because the marginal tail probability for Y, was always at least as great as that for Y,. Results obtained by conditioning on Y, (not shown) were poorer than those shown in Table 3 .
Approximation of conditional expectations for censored data
Consider the problem of parameter estimation for the bivariate normal distribution when some observations are censored. Censoring occurs in failure time data when only a lower bound on the failure time for an individual is available. For example, it may be known that an individual was still alive at the last observation time y, so that the outcome variable, time of death T, is known only to be greater than y. Because censored data is a special form of missing data, one approach (Pettitt, 1986; Olson and Weissfeld, 1990) to parameter estimation is to use the EM algorithm (Dempster, Laird and Rubin, 1977) . This algorithm requires computation of the expected values of the sufficient statistics of the complete data likelihood, conditional on the data and the current parameter estimates. Specifically, the conditional expectations of T,, T2, T,*, T2* and TIT, are required for each observation. When only one observation in a pair is censored, these conditional expectations are ratios of univariate integrals which can be evaluated easily. When both observations in a pair are censored, the conditional expectations are ratios of bivariate integrals which can be approximated using the TS approach. Let (T,, T2)T be an observation from a bivariate normal distribution with joint density +(t,, t2) and let (C,, C2)T be a vector of censoring times with C, independent of T,, i = 1, 2. Then K = min(T, C,) and ai = I(T, < C,), i = 1, 2, represent the observed pair of data. If S = (ai, 8,) = (0, 0), then both observations in the pair are censored and we know only that each failure time 7; exceeds its observed (censoring) time y. In this case, the required conditional expectations take the form The numerator and the denominator can now be separately expanded about ET2 (T, I T, > y2) , the marginal expectation of T,, conditional on the censored value y,. The denominator is the same bivariate tail probability examined in Section 3 and can be approximated in the same manner. The numerator can be approximated by setting h (t,, t2) equal to t,, t,, tf, tf or lit, and performing the appropriate expansion. The choice of order (i.e., variable to be conditioned upon) affects the actual form of the expansion; as noted in Section 3, a better approximation is achieved by conditioning on the variable with the smallest marginal tail probability.
The adequacy of the TS approximation was examined using a standard biv&iate normal distribution with p = 0.5. The approximation was based on terms up to and including the third moment for both the numerator and denominator and computed for values of yi G y2 of -2.0, -1.5, -1.0, -0.5, 0.0, 0.5, 1.0, 1.5 and 2.0. In all instances, approximate values were obtained by conditioning on T,, the variable with the smallest marginal tail probability. The univariate integrals were again computed by quadrature using DMLIN. Comparison values were computed by bivariate quadrature also using DMLIN. A subset of the results are given in Table 4 .
In general, the approximation is very accurate provided that censoring does not occur in the lower tails of the marginal distributions. Accuracy of the approximation of the second moments, particularly E( TIT,), is poorer than the approximation of the first moments. These conditional expectations were also approximated using a modification of the ME approximation (substitution of $,i into the first-order TS approximation); the results (not shown), although quite good, were generally poorer than the results shown in Table 4 .
Discussion
A Taylor series approximation to multivariate integrals taken with respect to multivariate probability distributions has been proposed. These multivariate integrals may be multivariate probabilities or components of expectations taken with respect to the multivariate distribution. In the case of the normal distribution, the method provides good approximations, particularly when the correlation coefficient is small in absolute value, compares well with the Mendell-Elston approximation and provides a means of improving accuracy by the addition of terms. For some applications, however, the number of terms required for an adequate approximation may be cumbersome.
The approximation requires the evaluation of univariate integrals, which may themselves be approximated if further ease of computation is required. The general methodology developed in Section 2 can easily be applied to other multivariate distributions requiring numerical integration. Extension to higher dimensional integrals is straightforward using repeated application of the principle demonstrated in equation (4). However, much preparatory analytic work may be required if improvement of the first-order approximation is desired. Further work is required to examine the usefulness of the approximation for higher order integrals involving multivariate distributions.
