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We consider a workload of aggregate queries and investigate the problem of selecting
materialized views that (1) provide equivalent rewritings for all the queries, and (2) are
optimal, in that the cost of evaluating the query workload is minimized. We consider
conjunctive views and rewritings, with or without aggregation; in each rewriting, only one
view contributes to computing the aggregated query output. We look at query rewriting
using existing views and at view selection. In the query-rewriting problem, we give
suﬃcient and necessary conditions for a rewriting to exist. For view selection, we prove
complexity results. Finally, we give algorithms for obtaining rewritings and selecting views.
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1. Introduction
The problem of using materialized views to answer queries is of interest in many applications. Using materialized views
to compute aggregate queries may result in potentially greater beneﬁts than for purely conjunctive queries, as a view with
aggregation precomputes some of the grouping and aggregation on some of the query’s subgoals. Because aggregate queries
are often computed on large volumes of stored data, in many applications it is beneﬁcial to use previously cached results
as views to answer a new query [4,18,19].
We consider the problem of selecting views to minimize query-evaluation costs, for aggregate queries and rewritings. In
solving this problem, the ﬁrst issue we need to address is what types of query rewritings using views should be consid-
ered. As it turns out, ﬁnding rewritings for aggregate queries introduces additional dimensions when compared to ﬁnding
rewritings for conjunctive queries without aggregation. Thus, in this paper we address two problems: ﬁrst, how to answer
aggregate queries using aggregate views by constructing equivalent rewritings; and, second, how to optimally select aggre-
gate views to materialize, for use in those rewritings. In taking the ﬁrst problem, we consider central rewritings, that is,
rewritings that use at most one aggregate view. This is a natural choice in many applications; for instance, in the star-
schema framework the fact table provides the aggregate view, and the dimension tables provide the other views in the
rewritings [19,27]. In the second problem, we base our view selection on a cost model that has been used in various
previous work for restricted types of rewritings (see, e.g., [9,18]). We begin by illustrating our approach with an example.
Example 1.1. Consider a database with three relations—relation P that stores transactions and relations T and W that
store information about store branches, all with self-explanatory attribute names: P(storeId, product, salePrice,
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Suppose a user is interested in the answers to query Q 1, which gives maximal proﬁt per store chain per product for the
year 2010, and to query Q 2, which gives total sales per product per year per city, for all stores. For instance, Q 2 can be
deﬁned in SQL as follows:
SELECT product, yearOfSale, storeCity, SUM(salePrice) FROM P, W
WHERE P.storeId = W.storeId GROUP BY product, yearOfSale, storeCity;
These two queries can be rewritten using a single multiaggregate view. (A multiaggregate view is a view that can have
more than one aggregated attribute.) In our datalog rule notation, the queries Q 1 and Q 2, the view V1, and the rewritings
Q ′1 and Q ′2 (of Q 1 and Q 2, respectively) can be written as:
q1(S, Y ,max(T )) :- p(X, Y , Z , T ,N, L,2010), t(X, S).
q2(Y ,M,U , sum(Z)) :- p(X, Y , Z , T ,N, L,M), w(X,U ).
v1(X, Y ,M, sum(Z),max(T )) :- p(X, Y , Z , T ,N, L,M).
q′1(S, Y ,max(K )) :- v1(X, Y ,2010, F , K ), t(X, S).
q′2(Y ,M,U , sum( J )) :- v1(X, Y ,M, J , K ), w(X,U ).
In each rewriting, multiaggregate view V1 is the only subgoal that contributes to the computation of the aggregation; we
call the view V1 central view. Because the aggregated attributes of V1 include SUM(P.salePrice) and MAX(P.profit),
V1 can be used as a central view to rewrite both queries.
The queries in Example 1.1 are deﬁned on a data warehouse with a star schema [7,20]. Our approach also applies to
workloads of more general aggregate queries; our next example highlights some of the challenges.
Example 1.2. On a database with schema {P (A, B), S(B,C, D), T (C,G),U (A, H)}, consider three queries, Q 1, Q 2, and Q 3:
q1(A, B,max(C)) :- p(A, B), s(B,C, D), t(C,G), u(A, H).
q2(B,C, sum(H)) :- p(A, B), s(B,C, D), u(A, H).
q3(B, count(∗)) :- s(B,C, D), t(C,G).
We consider the following views:
v1(B,max(C)) :- s(B,C, D), t(C,G).
v2(A, B, sum(H)) :- p(A, B), u(A, H).
v3(B,C) :- s(B,C, D).
v4(C, count(∗)) :- t(C,G).
We can rewrite the three queries as Q ′1, Q ′2, Q ′3 using the four views:
q′1(A, B,W ) :- v1(B,W ), v2(A, B, X).
q′2(B,C, sum(W )) :- v2(A, B,W ), vb3(B,C).
q′3(B, sum(W )) :- v4(C,W ), vb3(B,C).
Each rewriting uses more than one view, and all views in a rewriting are not necessarily of the same type, that is, some
are without aggregation, see view V3, and some use aggregation different than the aggregation of the rewriting, see view
V4 in Q ′3. (The relation for the view V3 is assumed to be a bag, hence the adornment vb3 in the deﬁnitions of queries q′2
and q′3.) However, in each rewriting only one view (the ﬁrst) in the body contributes to the value of the aggregated attribute
in the head; we call it the central view. We call these rewritings central rewritings. Also rewritings Q ′2, Q ′3 are themselves
aggregate queries, whereas rewriting Q ′1 is not. Finally, the grouping attributes in the head of the rewriting are, in general,
different than the ones in the views used in the body.
It is not straightforward how to argue that these rewritings are indeed equivalent to the queries. To see that, take Q ′2
slightly modiﬁed as q′′2(B,C,W ) :- v2(A, B,W ), vb3(B,C). Interestingly, rewriting Q ′′2 is not equivalent to query Q 2, although
its body is the same as Q ′2 and the head contains the same attributes. Also Q ′2 (Q ′3 respectively) is equivalent to Q 2 (Q 3
respectively) only if the view V3 is computed under bag semantics [8].
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we study how to select a central view given a query workload, such that the view can be used to rewrite as many workload
queries as possible, such as views in the above examples. We study the complexity of the view-selection problem under a
very general cost model.
Our formalism uses datalog to express aggregate queries, views, and rewritings, but note that it is only a convenience.
It is straightforward to translate any SQL query with aggregation to a datalog query with aggregation; the semantics also
carries over trivially. Thus, all our results are about standard unnested SQL aggregate queries and can be extended to queries
with HAVING.
In constructing rewritings, we use a uniform framework for aggregate functions sum, count, max, and min. The framework
is extensible to other aggregate functions with general algebraic properties, such as duplicate insensitive or distributive [15,
17]. We show that conjunctive views can be used in rewritings, and we explore when bag-set or bag semantics are needed.
By obtaining both positive and negative results, we present a complete characterization of the cases where “simple” rewrit-
ings can be obtained—that is, conjunctive rewritings without aggregation. For the view-selection problem, we study the
complexity of the problem for central rewritings. We present algorithms for constructing rewritings and for selecting views
to materialize. Both algorithms are based on our results obtained on properties of rewritings.
The structure of this paper is as follows. Section 2 deﬁnes aggregate queries and equivalence among aggregate queries.
Section 3 presents our framework, in particular the types of rewritings we consider and the cost model for view selection.
In Section 4 we prove necessary and suﬃcient conditions for a type of rewriting to exist, and provide negative results. In
Section 5 we prove that the view-selection problem is NP complete for sum- or count-queries, and provide an exponential-
time lower bound on the complexity of view selection for max- or min-queries. In Section 6 we give algorithms for obtaining
rewritings given a query and views and for selecting central views given a query workload.
1.1. Related work
Recent work [11,12] has considered the problem of rewriting a query with aggregation and arithmetic comparisons using
multiple views with aggregation. Complete algorithms are obtained for constructing rewritings that use multiplication within
an aggregate operator and use aggregate views in the body of the rewritings. Our central rewritings have a simpler syntax
and can be translated into the rewriting templates of [11,12] using straightforward transformations. The major differences in
our rewritings are that (1) we do not consider comparisons, and (2) we use bag-valued views in our rewritings, while [11,
12] use count-views in their rewritings. Difference (2) allows us to simplify the heads of our rewritings and to avoid the
multiplication needed in the heads of the rewritings of [11,12]. In addition, we show negative results and use them to argue
that our algorithms ﬁnd a rewriting with a simple syntax whenever there exists one.
On view selection, considerable work has been done in selecting views in the datacube context (e.g., [18,19]), where the
focus is on getting eﬃcient algorithms for selecting views to materialize for important special cases of the problem; thus,
rewritings using a single view subgoal were considered. In this paper we focus on obtaining results on the complexity of
the view-selection problem for central rewritings. Complexity results for the view-selection problem for conjunctive queries
and views without aggregation were presented in [9]. To the best of our knowledge, our approach is the ﬁrst to address
the problem of view selection for aggregate queries considering rewritings with multiple view subgoals and multiaggregate
views.
The problems of rewriting queries using views and of view selection for aggregate queries have been considered in the
context of data warehousing and data cubes [15,29]. In most cases, the problem considered was to answer each query (or
part of a query) using a single view [4,17–19,26]. Other related work on aggregate query rewriting includes [16], which
considers rewriting aggregate queries using multiple aggregate views over a single relation, and [3], which presents fast
algorithms for computing the cube operator. [30] considers the problem of using aggregate views to compute queries in
temporal databases. Work related to query languages with aggregate capabilities includes [5,21,24,25].
Finally, it is known that the problem of query rewriting is closely related to query containment and equivalence. Results
on equivalence of aggregate queries are presented in [11,23], which establish that checking the equivalence of unions of
sum- or count-queries is GI hard and in PSPACE. (GI is the class of problems that are many-one reducible to the graph-
isomorphism problem.) [11] shows that checking equivalence of unions of max-queries is Π p2 complete, whereas checking
equivalence of unions of conjunctive queries without aggregation is NP complete.
2. Preliminaries
In this section we provide deﬁnitions and technical background for our framework. Many of the deﬁnitions are taken
from [11], which introduced aggregate queries in the datalog syntax.
A relational database is a collection of stored relations. Each relation R is a collection of tuples; each tuple is a list
of values of the attributes in the relation schema of R . The schemas of the relations in a database constitute its database
schema. A relation is viewed as either a set or a bag (a.k.a. multiset) of tuples. A bag can be thought of as a set of elements
(the core-set of the bag) with multiplicities attached to each element. In a set-valued database, all stored relations are sets;
in a bag-valued database, multiset stored relations are allowed.
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databases. Typically, the output database (the query answer) is a database with a single relation. A conjunctive query is
deﬁnable by a positive existential ﬁrst-order formula, with conjunctions as its only Boolean connective. Conjunctive queries
are usually written as rules of this form:
q( S¯) :- p1( S¯1), p2( S¯2), . . . , pk( S¯k),
where q( S¯) is the head of the query, and the conjunction p1( S¯1), . . . , pk( S¯k) is its body. In each subgoal (or atom) pi( S¯ i),
predicate pi corresponds to a stored relation with schema in S , and every argument is either a variable or a constant. The
variables in S¯ are called head (or distinguished) variables of q, and the variables in each S¯ i are called body variables of q.
The body variables of q that are not its head variables are called nondistinguished variables of q. We consider safe queries;
a conjunctive query q is safe if all its distinguished variables are also among its body variables.
We denote the body of a conjunctive query by A. An assignment γ for A is a mapping of the variables appearing in A to
constants, and of the constants appearing in A to themselves. Assignments are naturally extended to tuples and atoms; for
instance, for a tuple of variables S¯ = (S1, . . . , Sk) we let γ S¯ denote the tuple (γ (S1), . . . , γ (Sk)). Satisfaction of atoms by an
assignment w.r.t. a database is deﬁned as follows: pi(γ S¯) is satisﬁed if the tuple γ S¯ is in the relation that corresponds to
the predicate of subgoal pi . This deﬁnition is naturally extended to that of satisfaction of conjunctions of atoms.
Under set semantics, a conjunctive query q( S¯) ← A deﬁnes a new relation q(D), for a given set database D, as follows:
q(D) := {γ S¯ | γ satisﬁes A w.r.t. D}. Under bag-set semantics [8], a conjunctive query q( S¯) ← A deﬁnes a new bag (multiset)
relation {{q}}D , for a given set database D, as follows: {{q}}D := {{γ S¯ | γ satisﬁes A w.r.t. D}}. We say that the query is
computed under bag semantics [8] if, in the query-answer deﬁnition given in the previous sentence, the input database is a
bag. In this case, the collection of satisfying assignments is viewed as a multiset. We say that a query is set-valued if it is
computed under set semantics, and is bag-valued otherwise.
We deﬁne query equivalence under each of the three semantics. Two queries are set-equivalent (bag-set-equivalent, bag-
equivalent, respectively) if they produce the same set (bag, bag, respectively) of answers on every database (every set
database for the ﬁrst two cases, every bag database for the third case). When we compute a query, we will say whether we
compute it as a bag or as a set, unless obvious from the context.
We assume that the data we want to aggregate are real numbers R. If S is a set, then M(S) denotes the set of ﬁnite
multisets over S . A k-ary aggregate function is a function α : M(Rk) → R that maps multisets of k-tuples of real numbers
to real numbers. An aggregate term is an expression built up using variables and aggregate functions. Every aggregate term
with k variables gives rise to a k-ary aggregate function in a natural way.
We use α(Y ) as an abstract notation for a unary aggregate term, where Y is the variable in the term. Aggregate queries
that we consider have (unary or 0-ary) aggregate functions count, count(∗), sum, max, and min. Note that count is over an
argument, whereas count(∗) is the only function that we consider here that takes no argument. (There is a distinction in
SQL semantics between count and count(∗).) In the rest of the paper, we will not refer again to the distinction between
count and count(∗), as our results carry over.
An aggregate query [11,23] is a conjunctive query augmented by an aggregate term in its head. For a query with a k-ary
aggregate function α, the syntax is:
q
(
S¯,α(Y¯ )
)← A. (1)
Here, A is a conjunction of atoms, see deﬁnition of conjunctive query; α(Y¯ ) is a k-ary aggregate term; S¯ are the grouping
attributes of q; none of the variables in Y¯ appears among S¯ . Finally, q is safe: all variables in S¯ and Y¯ occur in A. We
consider queries with unary aggregate functions sum, count, max, and min.
With each aggregate query q (Eq. (1)) we associate its conjunctive core q˘:
q˘( S¯, Y¯ ) ← A. (2)
We deﬁne the semantics of an aggregate query as follows: Let D be a database and q an aggregate query as in Eq. (1).
When q is applied on D it yields a relation q(D) that is deﬁned by the following three steps: First, we compute the core q˘
on D as a bag B . We then form equivalence classes in B: Two tuples belong to the same equivalence class iff they agree on
the values of the grouping arguments of q. This is the grouping step. The third step is aggregation; it associates with each
equivalence class a value that is the aggregate function computed on a bag that contains all values of the input argument(s)
of the aggregated attribute(s) in this class. For each class, it returns one tuple, which contains the values of the grouping
arguments of q and the computed aggregated value.
Note 1. By deﬁnition of the semantics of aggregate queries, the answer to an aggregate query is a set on every database.
An aggregate function α is duplicate insensitive [17] if the result of α computed over a bag of values is the same as the
result of α computed over the core set of the bag. Otherwise α is duplicate sensitive. We say that an aggregate function α
is distributive [15] if there is a function γ such that α({{Xij}}) = γ ({{α({{Xij}} | i = 1, . . . , I) | j = 1, . . . , J }}). All the functions
we consider are distributive. In fact, for all α that we consider, γ = α, except that for count, γ = sum.
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Proposition 2.1. Let Q be an aggregate query with grouping tuple X¯ and aggregated attribute Y . Then the following statements hold:
(1) there is a functional dependency X¯ → Y ;
(2) for every database the answer to Q is a set; and
(3) for every database the bag-valued projection of the answer to Q on X¯ is a set.
Now we deﬁne equivalence between aggregate queries. In general, two aggregate queries with different aggregate func-
tions may be equivalent [11]. In this paper we consider equivalence between queries with the same aggregate function only;
we deﬁne this case of equivalence using the notion of compatible queries.
Deﬁnition 2.1 (Compatible queries). (See [23].) Two queries are compatible if the tuples of arguments in their heads are
identical.
Deﬁnition 2.2 (Equivalence of compatible aggregate queries). (See [23].) For two compatible aggregate queries q( X¯,α(Y )) ←
B( S¯) and q′( X¯,α(Y )) ← B ′( S¯ ′), q ≡ q′ (see Note 1) if q(D) = q′(D) for every database D.
Theorem 2.1. (See [8].)
(1) Two conjunctive queries are bag equivalent iff they are isomorphic.
(2) Two conjunctive queries are bag-set equivalent iff they are isomorphic after duplicate subgoals are removed.
(Two conjunctive queries q and q′ are isomorphic if and only if there are one-to-one containment mappings from q
onto q′ and vice versa [8].)
Equivalence of compatible aggregate queries is investigated in [11,23]; the results therein are summarized in the follow-
ing theorem (recall Note 1):
Theorem 2.2. (See [11,23].)
(1) Equivalence of sum- and count-queries can be reduced to bag-set equivalence of their cores.
(2) Equivalence of max- and min-queries can be reduced to set equivalence [6] of their cores.
Finally, we also consider multiaggregate queries for views. A multiaggregate query is an aggregate query with more than
one aggregated attribute in the head. It can be viewed as a succinct deﬁnition of two (or more) aggregate queries with the
same body and same grouping attributes. Most importantly, it can be used to store the relation of two (or more) similar
aggregate views in a smaller space.
3. Our framework
In this section we present our framework, in particular the types of rewritings we consider and our cost model for view
selection.
3.1. Rewriting templates for aggregate queries
Let V be a set of views (which are queries, conjunctive or aggregated) deﬁned on a database schema S; let D be a
database with schema S . Then by DV we denote the database obtained by extending D with the relations computed on D
for all the views in V .
Deﬁnition 3.1 (Equivalent rewriting). Let Q be a query deﬁned on database schema S , and let V be a set of views deﬁned
on S; let R be a query deﬁned using the views in V . Then we say that Q and R are equivalent, denoted Q ≡ R , if and only
if for every database D, Q (D) and R(DV ) are the same as bags.
When confusion does not arise, we refer to R(DV ) as “the result of R on D”. We say that a view V is set-valued if V is
computed and stored to be accessed as a set, and that V is bag-valued if V is computed and stored to be accessed as a bag.
In rewritings, a bag-valued view V will be denoted by an adornment as V b . When there is no adornment then we assume
that it is easily deduced from the context. The following example shows that equivalence of a rewriting to a query depends
on whether views are set- or bag-valued.
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q(X, count(∗)) :- p(X, Y , Z).
v(X) :- p(X, Y , Z).
r(X, count(∗)) :- vb(X).
The rewriting R is equivalent to the query Q when the view V is bag-valued. However, if the view V is set-valued, then
there is no equivalence, as evidenced by a database D = {p(1,3,4), p(1,5,6)}. On D, the answer to the query Q has one
tuple (1,2). At the same time, the answer to the view V computed as a set has one tuple (1), and therefore the answer to
the rewriting R has one tuple (1,1).
3.2. Central rewritings
Finding rewritings for aggregate queries introduces additional challenges when compared to ﬁnding rewritings for con-
junctive queries without aggregation. Now a decision has to be made on the following:
(1) What kinds of queries are the views, and what kind of query is the rewriting; we consider conjunctive views and
rewritings with or without aggregation.
(2) Whether the views are computed under set, bag, or bag-set semantics; we consider this issue in detail in Section 4.
(3) Moreover, as a consequence of the choices we make, the aggregate function in the head of the rewriting may or may
not depend on some aggregated attributes of the views.
Our choice here is to depend only on one aggregated attribute of a single view, which we call central view. (This choice
has been made to complement the approach of [11,12], where in some rewriting templates, the aggregated outputs of all
the views are used to compute the aggregated output of the rewriting.) The other (conjunctive or aggregate) views in the
rewriting are called noncentral views.
Aggregate queries are not symmetrical with respect to all their attributes. We call the aggregated attribute(s) of a query
(or view) its output argument(s). We do not consider rewritings whose join conditions involve output arguments of aggregate
views; this is a natural choice taken by all similar work in the literature.
Thus we make the following assumptions on the rewritings we consider:
1. The argument of aggregation in the head of the rewriting comes from exactly one (central) view in the body of the
rewriting. We use the term central aggregate operator to denote:
(a) in the case the central view is aggregated, the aggregate operator of the central view that contributes to the aggre-
gation in the head, or
(b) in the case the central view is conjunctive, the aggregate operator in the head of the rewriting.
2. Aggregated outputs of noncentral views are not used in the head of the rewriting.
3. We do not consider rewritings whose join conditions involve output arguments of any participating views.
We call such rewritings central rewritings. In all our results, we consider only central rewritings.
We may now view the rewritings we consider as belonging to one of the following three classes: CQ/CQA when the
central view is purely conjunctive and the rewriting has aggregation, CQA/CQ when the central view has aggregation and
the rewriting is purely conjunctive, and CQA/CQA when both the central view and the rewriting have aggregation. It is
easier to state our results for each class separately. The following is a formal deﬁnition of central rewritings:
Deﬁnition 3.2 (Central rewritings). A central rewriting (for any of the three rewriting types) consists of a template R ,
r
(
X¯,α(Y )
)← v0( X¯0, Y ), vb1( X¯1, Y1), . . . , vbk( X¯k, Yk), (3)
where α is a nontrivial aggregate operator in cases CQ/CQA and CQA/CQA, and is an identity in case CQA/CQ (i.e., the head
is r( X¯, Y )) and variable Y does not appear in any other place in the rewriting except the two places shown. View v0 is
called the central view. The template R is safe, that is the set of all variables in X¯ is a subset of the set of all variables in
all of X¯0, X¯1, . . . , X¯k .
Query q′1 in Example 1.2 is a CQA/CQ rewriting, query q′2 in Example 1.2 is a CQA/CQA rewriting, and query r in Exam-
ple 3.1 is a CQ/CQA rewriting. All the three rewritings are central rewritings.
3.3. Unfoldings of rewritings
We now consider unfoldings of central rewritings; similarly to [11], we use unfoldings to reason about equivalence of
queries and their rewritings. Unlike the case of rewriting conjunctive queries without aggregation, where it is straightfor-
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Section 4, central rewritings are not always equivalent to their unfoldings. Here we deﬁne unfoldings.
We are given a set of views v0, vb1 . . . , v
b
k deﬁned as conjunctive queries, possibly with aggregation, over the base predi-
cates, and are given a query R over the views, deﬁned as in Eq. (3). We refer to R as a “rewriting” even in the case where
we have not associated it with any particular query (whose rewriting is to be obtained). The unfolding Ru of R is a join of
all the subgoals of the views in R , followed by some grouping and aggregation. If we denote by Bvi the body of a view vi ,
then an unfolding Ru of R is deﬁned as follows:
ru
(
X¯, β(Y )
)← Bv0 & Bv1 & · · · & Bvk , (4)
where (1) β is the aggregate operator of the central view v0 of R , if v0 is aggregated, or else is the aggregate operator in the
head of R; (2) the variables in the Bvi ’s (i  0) that are also contained in the X¯i are retained the same as in the rewriting,
whereas the other (nondistinguished) variables in the view deﬁnitions are replaced by fresh variables that are not used in
any other Bv j with j = i. Moreover, Y is the output argument of the central view v0; if v0 has aggregation, then Y is the
unaggregated argument in the deﬁnition of v0. In the conjunctive case, the unfolding is equivalent to the expansion [28] of
the rewriting.
3.4. Cost model for query evaluation
We measure the size of each relation on D as the number of tuples in the relation. For conjunctive queries we measure
the cost of query evaluation as the sum of the costs of all the joins in the evaluation [9,18]. More precisely, suppose we
are given a query Q and a database D. We measure the cost of a join of two relations as the sum of the sizes of the
input and output relations; this models faithfully hash joins in practical relational database-management systems [13]. For
multi-way joins, we consider speciﬁc query plans for evaluating the query Q on D. We assume the (widely accepted in
practice) use of only left-linear query plans [13], where selections are pushed as far as they go and projection is the last
operation. Moreover, we assume that all intermediate results are stored on disk [13]. Thus, each plan is a permutation of
the subgoals of the query, and the cost of this query plan on a given database instance D is deﬁned inductively as follows.
For n = 1, the cost of query plan Q = R1 is the size of the relation R1, denoted |R1|. For each n 2, the cost of query plan
(. . . ((R1  R2) R3) · · · Rn) over n relations is the sum of the following four values:
(1) either (a) the cost of query plan (. . . ((R1  R2) R3) · · · Rn−1), in case where n 3, or (b) zero in case n = 2,
(2) the size of relation R1  · · · Rn−1, denoted |R1  · · · Rn−1|,
(3) the size of the relation Rn , denoted |Rn|, and
(4) the size of relation R1  · · · Rn , denoted |R1  · · · Rn|.
The cost of evaluating a query Q on a database D is the minimum cost over all Q ’s query plans when evaluated on D.
Example 3.2. For a join of two relations, R1  R2, each of R1 and R2 needs to be read from disk once, each at the cost
of scanning the relation from beginning to end. The necessary processing (bucketization in hash join [13]) takes place in
memory, and the output R1  R2 is sent to the user, at the cost of scanning the relation R1  R2. This processing is modeled
by the cost |R1| + |R2| + |R1  R2| in our cost model deﬁned above.
Example 3.3. Suppose that a join of three relations, R1  R2  R3, is executed from left to right, as (R1  R2)  R3. In the
execution of the plan, each of R1, R2, and R3 needs to be read from disk once, each at the cost of scanning the relation
from beginning to end. The necessary processing (bucketization in hash join [13]) takes place in memory for joining R1
with R2. The output R1  R2 of that join is written to disk, as intermediate result in the execution of the query plan.
The relation R1  R2 must next be scanned again, for the bucketization in the join of that relation with the relation R3;
we have accounted for the scanning of R3 for this join earlier in the example. Finally, the output R1  R2  R3 of the
second join is sent to the user, at the cost of scanning the relation R1  R2  R3. This processing is modeled by the cost
|R1| + |R2| + 2× |R1  R2| + |R3| + |R1  R2  R3| in our cost model deﬁned above.
For aggregate queries, our sum-cost model measures the cost of evaluating query Q as the sum of the costs of three
steps in the evaluation: computation of the conjunctive core Q c of Q , grouping (same cost as for sorting relation Q c) with
output Q o , and aggregation, whose cost is that of a single scan of the relation Q o . For a ﬁnite set Q of queries (we refer
to Q as query workload) on a database D, the total cost of evaluating Q on D is proportional to the sum of the costs of all
the queries in Q; the sum can be weighted to reﬂect the relative frequency or importance of individual queries in Q.
4. Results on equivalence of unfoldings and rewritings
In this section we present necessary and suﬃcient conditions for central rewritings to exist. Thus, we present tight
conditions for the equivalence of central rewritings to their unfoldings. As central rewritings were not considered in [11,12],
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R ≡ Ru Suﬃcient conditions I Suﬃcient conditions II Necessary conditions
CQ/CQA Theorem 4.1(1) Theorem 4.1(2) Proposition 4.1 (sum and count)
CQA/CQ Theorem 4.2(1) Theorem 4.2(2) Lemma 4.1 (all aggr. operators)
Proposition 4.2 (sum and count)
CQ/CQA Theorem 4.5(1) Theorem 4.5(2) Proposition 4.3 (sum and count)
both our positive and negative results are novel. More precisely, in this section we present results that show when the
unfoldings deﬁned in Section 3 are equivalent to the rewritings, see Theorems 4.1 through 4.5. In fact, these theorems
follow from the results in [11] (recall that central rewritings were not considered there); we need to state them in order to
emphasize that the conditions are not only suﬃcient but are necessary as well. As a consequence, equivalence of a rewriting
to a query is reduced to equivalence between two aggregate queries, which we know how to test [23]. Then we present
negative results (Propositions 4.1–4.3), which prove that the unfolding technique cannot provide rewritings in the cases
where the conditions of any of Theorems 4.1–4.5 are not met. Based on the results in this section, in Section 6 we present
an algorithm for constructing equivalent central rewritings that are either CQ (if possible) or CQA rewritings. The intuition
is the same as for the algorithm in [12], which can be tailored to create our candidate rewritings too. At the same time,
our algorithm is less complicated, as it treats only central rewritings and, in addition, guarantees to provide CQ rewritings
whenever possible.
We summarize the results of this section in Table 1. In the table, we distinguish between “suﬃcient conditions I” for
equivalence R ≡ Ru , which (conditions) are given for all aggregate operators in the head of rewriting R , and different “suﬃ-
cient conditions II”, which are given for only duplicate-insensitive aggregate operators in the head of rewriting R .
4.1. Counterexample database used in proofs in this section
Before considering results for CQ/CQA, CQA/CQ, and CQA/CQA rewritings and their unfoldings, we outline a database
construction that we use in several proofs in this paper, to show that a rewriting R and its corresponding unfolding Ru are
not equivalent. The outcome of the construction is used as a counterexample database.
Suppose we are given a rewriting R , the deﬁnitions of all the views used in R , and a “marked” argument A in the head
of a view V used in R . In the deﬁnition of V , A must be a variable rather than a constant; in case aggregation is involved, A
is the argument under aggregation, rather than the result of aggregation (see Example 4.1). To construct the counterexample
database D, we use the canonical database D(Ru) of the unfolding Ru of R . We choose all the constants in D from the
set N of positive integers; for convenience in the proofs of the results in this section, we always choose the value 1 of
the central aggregated variable. We then add to the database D(Ru) extra tuples as follows. We choose a new constant c,
such that c is not used in D(Ru). Let c′ be the value of the marked variable in D(Ru). For each tuple t ∈ D(Ru) such that
t corresponds to a subgoal of Ru with a marked variable, we add to D(Ru) a new tuple t′ which is obtained from t by
replacing c′ with c. We call D the aggregate canonical database for R and A. The following example shows a case where the
aggregate canonical database is used as a counterexample database to prove that a given rewriting R and its unfolding Ru
are not equivalent.
Example 4.1. Consider a CQ/CQA rewriting R in terms of views V and W ; Ru is the unfolding of R:
r(B,C, sum(A)) :- v(A, B),w(B,C, F ).
v(A, B) :- p(A, B).
w(B,C, count(D)) :- s(B,C, D), t(C,G).
ru(B,C, sum(A)) :- p(A, B), s(B,C, D), t(C,G).
The sum-rewriting R is not equivalent to its unfolding Ru because the noncentral view W of R has aggregation. To show
the nonequivalence, we let the third (aggregated) argument D in the head of the view W be the marked argument. Thus, by
construction above the database D has four tuples: D = {p(1,4), s(4,5,2), s(4,5,3), t(5,6)}. (Note that the tuples s(4,5,2)
and s(4,5,3) differ in the values of the marked variable D in Ru .) We can show that on this database D, the answer to R is
{(4,5,1)}, whereas the answer to Ru is {(4,5,2)}. Thus, D serves as a counterexample database in checking the equivalence
of R and Ru . The multiplicity 2 which is introduced by the two tuples in relation s is captured by the view w but not by
the view v . At the same time, in the rewriting R the view V is the central view that provides the values to compute the
aggregated attribute sum(A).
4.2. Case CQ/CQA: central view CQ and rewriting CQA
In this section we consider central rewritings with aggregation (CQA) whose central views do not have aggregation (CQ).
We distinguish between two cases, one where the aggregate operator may be duplicate sensitive and the second where it
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aggregated values for duplicate-sensitive aggregate functions such as sum and count. On the other hand, this requirement
can be relaxed for duplicate-insensitive aggregate functions such as max and min. The following theorem states this formally.
Theorem 4.1. Let R be a CQ/CQA rewriting. Suppose that either of the following holds:
(1) all views are conjunctive without aggregation and are bag-valued, or
(2) the aggregate operator in the head of R is a duplicate-insensitive aggregate function.
Then R ≡ Ru.
Proof. We ﬁrst prove the result for the case where all views in a rewriting are bag valued. Consider an arbitrary CQ/CQA
rewriting R , with unfolding Ru . In order to show R ≡ Ru , we need to show that for any database D, Ru(D) = R(DV ).
Let D be an arbitrary database. To compute R(DV ) means to compute the grouping and aggregation in the head of R
on the relation R˘(DV ) (the unaggregated core of R). Because the grouping and aggregation in the heads of R and Ru are
the same, Ru(D) is the same as R(DV ) whenever R˘u(D) and R˘(DV ) are the same as bags.
We now show that projecting the relations R˘(DV ) and R˘u(D) on the head arguments of R results in two relations
that are the same as bags. Indeed, it is enough to observe that to compute R˘u(D) is to join the relations, in D, in the
bodies of all the views in the body of R , and to compute R˘(DV ) is to join the view relations for V on D (i.e., to join the
corresponding relations in DV ), where each view relation has been computed on D as a bag.
For the case where the aggregate operator in the head of R is duplicate insensitive, such as max or min (in this case,
views in a rewriting are not required to be bag valued), the above proof goes through with a modiﬁcation that set equiva-
lence of R˘(DV ) and R˘u(D) is enough to show equivalence of R and Ru . 
If a rewriting R with aggregate function sum or count in the head has views that are set valued or have aggregation, it
could be that R is not equivalent to its unfolding Ru .
Example 4.2. We use three views:
w1(A, B) :- p(A, B).
w2(B,C) :- s(B,C, D), t(C,G).
w3(B,C, count(D)) :- s(B,C, D), t(C,G).
We construct the following three rewritings and their respective unfoldings:
r1(A, B, sum(C)) :- w1(A, B),w2(B,C).
ru1 (A, B, sum(C)) :- p(A, B), s(B,C, D), t(C,G).
r2(B, count(C)) :- w2(B,C).
ru2 (B, count(C)) :- s(B,C, D), t(C,G).
r3(B, sum(C)) :- w3(B,C, H).
ru3 (B, sum(C)) :- s(B,C, D), t(C,G).
If the relation for the view W2 is computed as a set (Ws2), R1 and its unfolding R
u
1 are not equivalent, and neither
are R2 and Ru2 , as evidenced by a database D = {p(5,2), p(6,2), s(2,1,3), s(2,1,4), t(1,7)}. Because R3 uses a view with
aggregation, R3 and Ru3 are not equivalent (we use the same database D); at the same time, if we rewrite R3 to use a
bag-valued view Wb3 instead of W3, the new rewriting will be equivalent to its unfolding, which is still R
u
3 .
Actually, the following proposition shows that R and Ru are not equivalent in all cases where the conditions of Theo-
rem 4.1 are not met.
Proposition 4.1. Let R be a CQ/CQA rewriting with duplicate-sensitive central aggregation sum or count. Suppose that R has either a
view with (any nontrivial) aggregation, or a set-valued view with at least one nondistinguished variable. Then the unfolding Ru of R is
not set-equivalent to R.
Proof. We prove this result for CQ/CQA queries R with a single central aggregated argument. In the proof, we build coun-
terexample databases by using the technique outlined in Section 4.1, as follows:
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2. For a rewriting R that has a set-valued view V with a nondistinguished argument Y , we apply the technique with a
“mark” on Y .
In both cases, the counterexample databases prove nonequivalence of the rewriting R to its unfolding Ru ; here we show the
technique for a rewriting R that has an aggregated view V . We assume R ≡ Ru and construct a counterexample database
D such that R(DV ) is not the same set as Ru(D), thus arriving at a contradiction.
Recall that we build the database D as a canonical database for Ru with added extra tuples. For instance, in Example 4.2
which we use as a running example in this proof, to show that R3 and its unfolding Ru3 are not equivalent as sets, we
would mark the aggregation argument D of the view W3. Thus, the database D for Ru3 has one tuple (1,7) in the relation
T and two tuples (2,1,3) and (2,1,4) in the relation S . (We use two mappings: {B ← 2,C ← 1, D ← 3,G ← 7} and
{B ← 2,C ← 1, D ← 4,G ← 7}.) We now show that R(DV ) is not the same set as Ru(D). Speciﬁcally, we show that there
exists a tuple that is in the relation Ru(D) but not in R(DV ), and vice versa.
Consider the list of values y¯ that is the image of the list of the grouping attributes Y¯ of Ru under the canonical mapping
μ into the database D. We show that (1) the answer to Ru on the database D has a tuple t = ( y¯, z) where z = 2k for some
positive integer k, and that (2) the answer to R on the database DV has a tuple t′ = ( y¯, z′) where z′  z/2 = k = z. As the
answer to each of R(DV ) and Ru(D) contains at most one tuple with values y¯ of the grouping arguments (recall that R
and Ru are both queries with nontrivial duplicate-sensitive aggregation sum or count), we conclude that R(DV ) and Ru(D)
are not the same as sets, which concludes the proof for views with aggregation. In our running example, the only answer
to Ru3 on D is (2,2), whereas the only answer to R3 on DV is (2,1).
1. We show that the answer to Ru on the database D has a tuple t = ( y¯, z) where z = 2k for some positive integer k. We
ﬁrst note that by construction of D, the relation for the body of the view V , in Ru , has exactly two tuples that correspond
to y¯ in the head of Ru . (In the body of V , all the relation predicates must agree on the argument that corresponds to the
variable X in the deﬁnition V¯ , and that argument has exactly two values in D when we obtain all answers to the body of
V on D for values y¯ in the head of Ru .) Note that when we extend the mapping μ from Y¯ to y¯ to obtain the answer to Ru
on D, the relation for the body of any other view in R is not empty. Moreover, because base relations used to deﬁne V can
also be used to deﬁne any other view in the rewriting R (or can even appear in the body of R , if R is a partial rewriting),
the relation for the body, in Ru , of any other view in R can have between 1 and 2m tuples that correspond to y¯ in the head
of Ru , where m is the number of relational subgoals of the view. (Consider an example: Let the body of a view W = V in R
be s(U , Z1), s(U , Z2), . . . , s(U , Zm). Suppose the predicate s is used in the deﬁnition V¯ of V as s(T , X); thus the relation S
has two tuples on D which agree on the value of the ﬁrst argument and have two distinct values of the second argument.
As a result, the body of W on D has 2m tuples that correspond to y¯ in the head of Ru .)
By the rules of computing queries with aggregation, for the values y¯ of the grouping arguments of Ru , Ru(D) has a tuple
t = ( y¯, z), where z is the result of applying the central aggregate function α of R to the output of the central view V0 of R .
By construction of D, t is obtained from an even number 2k of tuples in the body of Ru ; the 2k tuples come from a join of
exactly two tuples in the body of the view V on D with a positive number of tuples in the relation, on D, for the body of
each other view in R . Recall that we chose the value of the central aggregated argument of R to be 1. Thus, regardless of
whether α = sum or α = count, the value of z in t is 2k.
2. We show that the answer to R on the database DV has a tuple t′ = ( y¯, z′) where z′  z/2 = k = z. Consider all those
tuples, in the relations for the views V , V0, . . . , Vn in the database DV , that result from applying extensions of the mapping
μ (from Y¯ to y¯) to the view literals in the deﬁnition of R; these tuples contribute to computing the tuple, in the answer to
R(DV ), that agrees with t on the values y¯ of the grouping arguments of R and Ru . As computing the relation for V in the
database DV has to involve aggregation on the argument that corresponds to X in the deﬁnition V¯ , and as the relation, on
D, for the body of the view V has exactly two tuples that correspond to the values y¯ in the head of R , the relation for V
in the database DV has exactly one tuple that corresponds to y¯ in the head of R . (The result, in that tuple, of aggregating
X depends on the aggregate function β used in the head of V ; for instance, in the running example that result is 2 for
β = count in W3.) We note that the relation, in DV , for any other view W in R—including the central view V0 of R—has
at most as many tuples that correspond to y¯ as does the relation for the body of W on the database D. (If W is a view
without aggregation and with nondistinguished arguments, and if we use set projection to compute the relation for W in
the database DV , then this relation can have fewer tuples than does the relation for the body of W in the database D.)
Thus, the number z′ of tuples in the body of R on DV that correspond to y¯ in the head of R , is at most half the number z
of corresponding tuples in the body of Ru on D. Recall that by construction of D, in each tuple in the body of R for y¯, the
value of the argument to be aggregated in the head of R is 1. Thus, in the tuple t′ with grouping values y¯ in the answer to
R on DV , the aggregated value equals z′  z/2 = k = z.
The above proof is extended in a straightforward way to the case of CQ/CQA rewritings with set-valued views, either
central or not, with at least one nondistinguished variable. For such views, we create a canonical database with two tuples
that differ just in the value of any one nondistinguished variable in the view in question; the rest of the proof is similar to
the above after we observe that a set projection on the view reduces the number of these tuples from two to one. Notice
that if a query has no nondistinguished variables then its result on any database instance is the same if evaluated as either
bag or set. 
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In this section we consider central rewritings without aggregation (CQ) whose central views have aggregation (CQA).
Again we distinguish between two cases, depending on whether the aggregate function is duplicate sensitive or not. How-
ever, in this case a stricter condition must be satisﬁed concerning the grouping attributes of the central view: for CQA/CQ
rewritings, these attributes should all appear as grouping attributes in the head. Theorem 4.2 states formally the conditions
for equivalence of a rewriting and its unfolding.
Theorem 4.2. Let R be a CQA/CQ rewriting. Suppose that all grouping attributes in the central view are also grouping attributes in the
rewriting. Suppose also that either of the following holds:
(1) All noncentral views are conjunctive without aggregation, and there are no nondistinguished variables in their deﬁnitions.
(2) The aggregate operator in the head of R is a duplicate-insensitive aggregate function, and R is computed as a set.
Then R ≡ Ru.
The above theorem is a corollary of Theorems 4.3 and 4.4, which essentially prove the ﬁrst and second part of The-
orem 4.2. In fact, Theorem 4.3 relaxes the conditions of Theorem 4.2 by using the knowledge that we might have about
functional dependencies that may hold on the database instance. In that case we do not necessarily require that all variables
in the noncentral views be exported into the head of the view deﬁnition.
Theorem 4.3. A CQA/CQ rewriting R is equivalent to its unfolding Ru on set-valued databases if the following conditions (1)–(4) hold.
(1) All grouping arguments of the central view of R appear in the head of R.
(2) Each nondistinguished argument of R, if any, is functionally determined by the head arguments of R. In case of noncentral views
of R, any argument X in the head of any noncentral view V in R such that X is not in the head of R functionally depends on those
arguments in the head of V that are in the head of R.
(3) Each noncentral view of R is deﬁned by a (conjunctive) query without aggregation.
(4) For any noncentral view V in R, each nondistinguished argument (if any) in the deﬁnition of V is functionally dependent on V ’s
distinguished arguments.
Proof. Let D be an arbitrary set-valued database. We ﬁrst show that the answer to R on DV is a set. Indeed, let V0 be
the central view of R; the answer to V0—as well as to Ru—on D is a set, by operational semantics of queries with aggre-
gation. Further, (i) the answer, on any set-valued D, to any noncentral view V i in R is a set, because any nondistinguished
arguments in the deﬁnition of Vi are functionally dependent on its distinguished arguments, and (ii) R is a conjunction of
set-valued relations, and all nondistinguished arguments of R are functionally determined by its distinguished arguments.
To show that R ≡ Ru on set-valued databases, it remains to show that the sets R(DV ) and Ru(D) are the same. Consider
the set T of all tuples in R(DV ) that agree on arbitrary ﬁxed values g¯V0 of the grouping attributes G¯ V0 of the central view
V0 of R . (Recall that all grouping attributes of V0 appear in the head of R .) In the remainder of the proof, we prove one
of two directions in showing that R(DV ) and Ru(D) are the same as sets, namely that the set T is also in the answer to
Ru(D). To complete the proof of the theorem, it is straightforward to do an analogous proof in the other direction.
We now observe that all the tuples in T stem from a single tuple, t , in V0(D). Indeed, by Proposition 2.1, all the tuples
in T agree on the value of the aggregated argument AV0 of V0 that (AV0 ) is also in the head of R . We further observe that
for each tuple T in T there exists a unique tuple t′ in the result of joining the relations, on D, for all the noncentral views
in R , such that T is the result of joining t′ with the tuple t (see above). We arrive at this conclusion using the following
observations: (i) By (2), all arguments in the body of R are either head arguments of R or functionally depend on the head
arguments. (ii) By deﬁnition of T , T has all head arguments of R . (iii) All head arguments of any t in V0(D) are either
arguments of T or are aggregated arguments of V0, which functionally depend on V0’s grouping arguments. (iv) Let t′i ,
i  1, be a tuple in Vi(D), where Vi is any noncentral view of R; by (2), all arguments in t′i are either arguments of T or
functionally depend on those arguments of t′i . (v) For any tuple t
′ in the result of joining all the t′i ’s, all arguments in t
′ are
either arguments of T or functionally depend on those arguments of t′ (recall that the computation of t′ does not involve
projection). (vi) Tuples t and t′ are joined only on grouping arguments of V0 (by deﬁnition of central rewritings) and thus
only on head arguments of V0.
We conclude that for any tuple t′ in the join of all the noncentral views of R , such that t′ can be joined with the tuple t ,
the result T of joining t with t′ is a tuple in T , and there is a one-to-one relationship between T and the pair (t, t′).
The relation R(DV ), including its tuples T , can be computed on D by (I) computing the relations, on D, for all the
views in R (we thus obtain DV from D), (II) taking a join of the resulting relations, and (III) projecting out those arguments
that are not in the head of R . (Because, by (2), all such arguments functionally depend on the head arguments of R , we can
use either set or bag projection.) In this procedure, we can use an equivalent modiﬁed algorithm to compute V0(D): First
evaluate the body of V0 on D and obtain a bag projection of the resulting relation on the head arguments of V0; then group
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(recall that AV0 is the aggregated argument in V0 that is in the head of R; by GR we denote the remaining arguments in
the head of R; ﬁnally, GV0 ⊆ GR are the grouping arguments of V0):
(a) evaluate the body of V0 on D and obtain a bag projection of the resulting relation on the head arguments of V0 (these
arguments include GV0 ∪ AV0 ), to obtain the relation V unaggr0 (D);
(b) join V unaggr0 (D) with the relations, on D, for all noncentral views of R (under the constraints in the formulation of
Theorem 4.3, the join is on some subset of GV0 );
(c) group the resulting relation on the arguments GR in the head of R (note that we must group on all these arguments,
rather than just on GV0 ⊆ GR , to preserve the uniqueness of each tuple t′ in the set T ), and aggregate the remaining
arguments of V0, including AV0 ; the resulting relation has all arguments of the tuples t and t
′ , and possibly extra
arguments that functionally depend on those;
(d) project the resulting relation on the head arguments GR ∪ AV0 of R .
It is clear that by using this modiﬁed computation we will preserve the set of tuples T in the resulting relation.
To conclude the proof by showing that T is also in Ru(D), it remains to observe that the above computation (a)–(d) is
nearly exactly the standard computation of the aggregated query Ru on D (GR are the grouping arguments of Ru), except
that in the standard computation of Ru on D, the nondistinguished arguments of V0 are not projected out in step (a), and
that the step (d) is not needed as AV0 is the only aggregated argument in the head of R
u . 
Note that R and Ru are not necessarily equivalent on bag-valued databases. Consider an example:
Example 4.3. Consider a database schema P (A, B), R(A,C) and a sum-query Q on the schema:
q(X, Y , sum(Z)) :- p(X, Y ), r(X, Z).
Given views V and W , the rewriting Q ′ is equivalent to Q on set-valued databases:
v(X, Y ) :- p(X, Y ).
w(X, sum(Z)) :- r(X, Z).
q′(X, Y , S) :- v(X, Y ), w(X, S).
At the same time, Q and Q ′ are not equivalent on bag-valued databases. For instance, on database D = {p(1,2), p(1,2),
r(1,3)}, the answer to Q is {(1,2,6)}, and the answer to Q ′ is either {(1,2,3)} or {(1,2,3), (1,2,3)}, depending on whether
the answer to V is computed as a set or bag.
Although none of the conditions in Theorem 4.3 can be relaxed for sum or count queries, see Proposition 4.2, they can
be relaxed for max and min queries:
Theorem 4.4. Let R be a CQA/CQ rewriting with central aggregation using a duplicate-insensitive aggregate function. Suppose that all
the grouping arguments of the central view of R appear in the head of R. Then R is equivalent to its unfolding Ru on set-valued or
bag-valued databases, provided R is evaluated under set semantics.
Proof. To prove this result, we perform all the steps of the proof of Theorem 4.3, while at the same time noting the
following:
1. At least one of the following conditions of Theorem 4.3 has to be relaxed in Theorem 4.4, to make the setting more
general than that of Theorem 4.3:
(2) Each nondistinguished argument of R , if any, is functionally determined by a subset of the head arguments of R .
(3) Each noncentral view of R is deﬁned by a conjunctive query without aggregation.
(4) For any noncentral view V in R , each nondistinguished argument (if any) in the deﬁnition of V is functionally
dependent on some subset of V ’s distinguished arguments.
2. Ensuring that R(DV ) is a set: D can be a bag-valued database, as long as set projection is used at the last step of
evaluating R on the database DV . Note that projection as the last step of evaluating R is necessary if condition (2)
or (3) of Theorem 4.3 is relaxed; if only condition (4) of Theorem 4.3 is relaxed, then to ensure that R(DV ) is a set one
needs to either use set projection to compute all noncentral view relations, or to use (set) projection as the last step of
evaluating R on the database DV .
3. More than one tuple t′ can correspond to each tuple in T ; multiple tuples t′ in the result of joining the noncentral
views in R may result in the need to do projection as the last step of computing R(DV ).
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for computing V0(D) and in the consequent alternative computation of R(DV ) as described in the proof of Theorem 4.3,
we can use either bag or set projection to project out the nonhead arguments of V0. Depending on the type (set or bag)
of projection we use, we may or may not obtain a nontrivial bag in the next-to-last step in computing R(DV ) (the last
step in computing R(DV ) is set projection); at the same time, the set of tuples in the result of that next-to-last step
does not depend on the choice of bag or set projection in computing V0(D). (I.e., if we use bag projection in computing
V0(D), we can obtain duplicates of already existing tuples, but we cannot obtain new tuples). 
Note that if bag projection is used as the last step of evaluating R on a database DV , then R(DV ) may be a nontrivial
bag and thus cannot be the same bag as Ru(D), which is a set on any database. Consider an example.
Example 4.4. We use the database schema in Example 4.2 (p. 1087) and the following views:
w4(B,max(A)) :- p(A, B).
w5(B,C, D) :- s(B,C, D), t(C,G).
We use the views to construct the following rewriting R6 and its unfolding Ru6 (note that R6 has a nondistinguished
argument D):
r6(B,C, H) :- w4(B, H),w5(B,C, D).
ru6 (B,C,max(A)) :- p(A, B), s(B,C, D), t(C,G).
On the set-valued database D = {p(6,1), s(1,2,3), s(1,2,5), t(2,4)}, R(DV ) = {(1,2,6), (1,2,6)} is a nontrivial bag if
bag projection is used as the last step of computing R on DV ; Ru(D) is a set {(1,2,6)}.
4.3.1. Negative results
We ﬁrst prove that all grouping attributes of R must also be grouping attributes of the central view. It is interesting to
note that among the three central rewriting types, only CQA/CQ has a connection between the attributes in the head of the
rewriting and the attributes of the central view. (The other two rewriting types may use in the head a proper subset of the
grouping attributes of the view or none at all.)
Lemma 4.1. For any CQA/CQ rewriting R, if R is equivalent to its unfolding Ru , then the tuple of attributes in the head of R contains all
grouping attributes of R’s central view.
Proof. Consider an arbitrary CQA/CQ rewriting R , such that the central view V0 of R has at least one grouping argument
that is not a head argument of R . We construct a database D, to show that either R(DV ) and Ru(D) are not the same as
sets, or R(DV ) contains duplicate tuples and thus cannot be an answer to any query with aggregation. Thus, in either case
R ≡ Ru . As a running example, we use the following CQA/CQ rewriting R and its unfolding Ru :
r(B, H) :- w(B,C, H).
w(B,C, count(D)) :- s(B,C, D), t(C,G).
ru(B, count(D)) :- s(B,C, D), t(C,G).
Note that whereas R ≡ Ru , adding C to the head of each of R and Ru would result in a rewriting that is equivalent to its
unfolding.
The construction of the database D is similar to the database construction in the proof of Proposition 4.1. In our running
example, we obtain in the database D two tuples (2,3,1) and (2,4,1) in the relation S and two tuples (3,5) and (4,5) in
the relation T . On this database, the relation Ru(D) is {(2,2)}.
By using the reasoning similar to that in the proof of Proposition 4.1, we show R ≡ Ru . There are two versions of the
proof, depending on whether we use bag or set projection to compute the relation R(DV ). (We assume that projection is
the ﬁnal operation in the computation of the answer to R on D.)
1. Suppose we use bag projection to compute the relation R(DV ). Then the relation R(DV ) has at least two tuples for the
same values y¯ of the arguments of R that correspond to the grouping arguments of the unfolding Ru of R . (Recall that,
unlike Ru , R is not a query with aggregation.) It follows that R cannot be equivalent to any query with aggregation (see
Proposition 2.1); in particular, R ≡ Ru . In our running example, Rb(D{W }) = {(2,1), (2,1)}.
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ing similar to that in the proof of Proposition 4.1 to show that in the tuples for ﬁxed values of the grouping arguments
of Ru , R(DV ) and Ru(D) have different values that result from aggregation in Ru and come from the central view
in R . (For rewritings of sum or count queries, the aggregated value in the head of Ru is at least twice as large as in
the answer to R .) Thus, R(DV ) and Ru(D) are not the same as sets, and therefore R ≡ Ru . In our running example,
Rs(D{W }) = {(2,1)}, which is different from the relation Ru(D).
For rewritings of max and min queries, we modify the counterexample construction slightly by having, in addition to
the previous construction, two different values of the argument to be aggregated in the central view. This way, the answer
to R will have two tuples that differ in the aggregated value but not in the values of the grouping argument, regardless of
whether the ﬁnal projection taken in evaluating R is a bag or set projection. As in the case of sum or count queries above,
we conclude that R cannot be an equivalent rewriting of a query with max or min aggregation.
To illustrate, we provide here a modiﬁcation, for the case of the function max, of the running example introduced earlier
in this proof. We use the following CQA/CQ rewriting R1 and its unfolding Ru1:
r1(B, H) :- w1(B,C, H).
w1(B,C,max(D)) :- s(B,C, D), t(C,G).
ru1(B,max(D)) :- s(B,C, D), t(C,G).
In the database D, we will have two tuples, (2,3,1) and (2,4,6), in the relation S , as well as two tuples, (3,5) and (4,5),
in the relation T . (Note the different values of the third attribute, in the two tuples of the relation S in the database D.) On
this database, the relation W1(D) has exactly two tuples, (2,3,1) and (2,4,6). Hence, the relation R1(D) has two distinct
tuples (2,1) and (2,6), regardless of whether the ﬁnal projection taken in evaluating R1(D) is a bag or set projection. As
the relation Ru1(D) is {(2,6)}, we conclude that database D is a counterexample to R1 ≡ Ru1 . 
The question arises whether we can obtain an analog of Theorem 4.4 for sum or count rewritings, by relaxing one
of the restrictions (i)–(iii) of Theorem 4.3. Here we prove that it is not possible. One counterexample is rewriting Q ′′2 in
Example 1.2; here is another counterexample.
Example 4.5. Consider a query Q and views V0, V1:
q(A, B, count(∗)) :- a(A,C), b(B,C), c(D, A), d(D, B).
v0(A, B, count(∗)) :- c(D, A), d(D, B).
v1(A, B, count(∗)) :- a(A,C), b(B,C).
The rewriting and its unfolding are:
R(A, B, Z) :- v0(A, B, Z), v1(A, B,W ).
Ru(A, B, count(∗)) :- a(A,C), b(B,C), c(D, A), d(D, B).
The unfolding is isomorphic to the query; thus, Q and Ru are bag equivalent. At the same time, the rewriting is not
equivalent to either the query or the unfolding: Consider the database: D = {a(3,4),a(3,5),b(2,4), b(2,5), c(1,3),d(1,2)}.
Each view computed on D has a single tuple: V0(D) = {(3,2,1)}, V1(D) = {(3,2,2)}. Thus, R computed on the view
relations has a single tuple: R(DV ) = {(3,2,1)}. However, the answers to the unfolding and the query on D each contains
only the tuple (3,2,2).
This happens because the count of the view V1 does not contribute to the aggregate function of the rewriting (cf. [11]),
whereas it does make a difference in the number of assignments of the variables of the query to the database constants.
In the duplicate-insensitive case, however, the number of assignments by which a certain tuple is produced does not affect
the result of the query.
From this example we can construct an analogous example for the sum aggregate function by taking a sum over D .
We now prove that, for aggregate operators sum or count, the following holds: For any CQA/CQ rewriting and its unfold-
ing, such that some of the restrictions (2)–(4) in Theorem 4.3 are relaxed, the unfolding is not equivalent to the rewriting.
Proposition 4.2. Consider a CQA/CQ query R with central aggregation sum or count. Suppose at least one of the following holds:
(i) R has at least one nondistinguished variable X, other than noncentral aggregation in the central view of R, such that X is not
functionally determined by the head arguments of R.
(ii) A noncentral view in R is deﬁned by an aggregate query, with any aggregate function.
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Then R is not equivalent to its unfolding Ru .
Proof. We prove this proposition in three stages, each relaxing one of the restrictions (i)–(iii). The proof techniques are
similar in all three cases and are modeled after the proof of Proposition 4.1. As an illustration, we give here a proof sketch
for the case where R has a noncentral view, V , deﬁned by an aggregate query.
In the proof, we assume that R ≡ Ru and arrive at a contradiction by constructing a counterexample database D. The
construction of D is described in Section 4.1; to construct D, we mark the argument Z that is aggregated in the noncentral
view V . Note that by deﬁnition of central rewritings, Z does not appear in the head of R or in the head of any other view.
By using the database D and the reasoning similar to that in the proof of Proposition 4.1, we show that Ru(D) and
R(DV ) are not the same as sets. Intuitively, two values of Z result in duplication of tuples when the body of Ru is computed
on D; at the same time, these values of Z are “folded into one” using V ’s aggregation in the computation of R on DV .
As the central aggregate function of R (either sum or count) is duplicate sensitive, we conclude that R ≡ Ru if R has a
noncentral view deﬁned by an aggregate query. 
4.4. Case CQA/CQA: central view CQA and rewriting CQA
In this section we consider central rewritings with aggregation (CQA) whose central views also have aggregation (CQA).
Theorem 4.5. Let R be a CQA/CQA rewriting. Suppose that either of the following holds:
(1) All noncentral views are conjunctive without aggregation and are bag-valued.
(2) The aggregate operator in the head of R is a duplicate-insensitive aggregate function.
Then R ≡ Ru.
We illustrate in an example the notation of Rint and R¯int that we use in the proof of Theorem 4.5.
Example 4.6. Consider the following rewriting R and its unfolding Ru :
r(X, T , sum(W )) :- v4(X, Z ,W ), v5(Z , T ).
v4(X, Z , count(∗)) :- p(X, Y , Z).
v5(Z , T ) :- u(Z , T , L).
ru(X, T , count(∗)) :- p(X, Y , Z), u(Z , T , L).
Let Rint be deﬁned as follows:
rint(X, T , sum(W )) :- r¯int(X, T , Z ,W ).
r¯int(X, T , Z , count(∗)) :- p(X, Y , Z),u(Z , T , L).
We show that R ≡ Ru by showing that R ≡ Rint and Rint ≡ Ru .
Proof. (Sketch.) We show that each of R and Ru is equivalent to a query Rint (see Example 4.6) whose deﬁnition is based
on the deﬁnitions of R and Ru ; then R ≡ Ru follows from transitivity of equivalence. For a rewriting R deﬁned as
r
(
x¯,α(y)
)← v0(x¯0, y), vb1(x¯1, y1), . . . , vbk(x¯k, yk)
and for its unfolding Ru ,
ru
(
x¯, β(y)
)← Bv0 & Bv1 & · · · & Bvk .
Rint is deﬁned as
rint
(
x¯,α(z)
)← r¯int(x¯∪ x¯0, z),
r¯int
(
x¯∪ x¯0, β(y)
)← Bv0 & Bv1 & · · · & Bvk . (5)
Here, α is the aggregate function of R , and β is the aggregate function of R ’s central view V .
We give an intuition for the proof for the case where the aggregation function of the central view V in R is count(∗);
the proof carries over in a straightforward way to any distributive aggregation function [15].
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in a tuple t in the answer to R . Any tuple p in G(t) is the result of joining tuples in views in R , one tuple from each view.
Consider a tuple s in V (central view of R) that contributes to the tuple p, and let k be the aggregated value in s. As V ’s
aggregation is count(∗), s corresponds to k tuples in the body of V . Thus, each tuple p (with some value k) in each group
in R corresponds to k tuples in the body of the central view V of R .
We use this observation to see that we can use a query plan for Rint to compute R . For each tuple p (with some value k)
in the body of R , we have k tuples in the body of R¯int . After doing R¯int ’s aggregation (which is the same as V ’s aggregation)
on the union of the grouping attributes of R and V , we obtain, from these k tuples, exactly the tuple p in the body of Rint .
As the grouping and aggregation are the same in the heads of R and Rint , we conclude that R and Rint have the same
answer on any database.
To show that Ru and Rint have the same answer on any database, we ﬁrst observe that they are computed on the same
relation B = Bv0& · · ·&Bvk . We then use the fact that R ’s aggregate function is distributive, to argue that the two group-
ing/aggregation steps in computing Rint result in the same answer, on the relation B , as the single grouping/aggregation
step in computing Ru . 
Again, this result is tight: If a sum or count rewriting R has noncentral views that are set valued or have aggregation, it
could be that R is not equivalent to its unfolding Ru .
Example 4.7. Consider a sum rewriting R and its unfolding Ru :
r(B, sum(W )) :- v1(C,W ), v2(B,C).
ru(B, count(∗)) :- s(B,C, D), t(C,G).
v1(C, count(∗)) :- t(C,G).
v2(B,C) :- s(B,C, D).
If the relation for the noncentral view V2 is computed as a set, R and its unfolding Ru are not equivalent, as evidenced
by database D = {s(1,2,3), s(1,2,4), t(2,5)}.
Now consider a sum rewriting R ′ that has a noncentral view with aggregation; R ′ is the result of slightly modifying,
in R , the noncentral view V2:
v ′2(B,C, count(∗)) :- s(B,C, D).
r′(B, sum(W )) :- v1(C,W ), v ′2(B,C, H).
The rewriting R ′ is not equivalent to its unfolding Ru , as evidenced by the same database D.
Proposition 4.3. Let R be a CQA/CQA rewriting with central aggregation sum or count. Suppose that either there is a noncentral view
with aggregation, or there is a set-valued noncentral view with nondistinguished arguments. Then the unfolding is not set equivalent
to the rewriting.
Proof. This proof is a straightforward modiﬁcation of the proof of Proposition 4.1. As in that proof, we consider a given sum
or count rewriting with a noncentral view V that either has aggregation or is set-valued; we assume that the rewriting is
set-equivalent to its unfolding. We then build for the rewriting a set of canonical databases that, taken together, produce
a counterexample database to the above assumption. In the counterexample database, we use two sets of tuples for the
noncentral view V , where the two sets differ only in the value of the attribute to be aggregated in the head of V (if V has
aggregation) or in the value of any one nondistinguished argument of V . 
5. View selection
In this section we discuss the view-selection problem for aggregate queries and views, assuming central rewritings.
Actually, in this section and in the rest of this paper we assume only central rewritings R such that R ≡ Ru , and call them
natural central rewritings. In our results in the remainder of the paper we sometimes just call them “rewritings”, but we
always mean natural central rewritings.
In this setting, we prove that the view-selection problem is NP-complete for sum, count for the case where the queries
have no self-joins whereas if the database is bag-valued we do not need the restriction of self-joins. We provide an
exponential-time lower bound on the complexity of view selection for max, min. In Section 6 we give an algorithm for
selecting central multiaggregate views.
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In this subsection we formulate the view-selection problem and its decision version. Our goal is to design minimal-cost
views, that is, views whose use in the rewriting of a query results in the most eﬃcient computation of the query. We
assume that the view relations have been precomputed and stored in the given database D. Thus, we do not assume any
cost of computing the views. We assume the cost of evaluating conjunctive and aggregate queries (both using only base
relations as well as using stored view relations) as deﬁned in Section 3.4. Further, in our cost model we also include a
bound (storage limit) on the sum of the sizes of the answers to those views that will be selected for materialization.
Our formulation of the view-selection problem is as follows.
Deﬁnition 5.1 (Admissible viewset for central rewritings). Assume a language L of conjunctive queries, possibly with aggrega-
tion. Given a workload Q of queries in L, an oracle O that gives view sizes for views in L (instead of an oracle, we can
be given a database D), and a storage limit L (a positive integer), we call V an admissible viewset for central rewritings for
(Q,O, L) if the following two conditions are satisﬁed:
(1) the views in V give an equivalent central rewriting of each query in Q,
(2) the view relations in V satisfy L on all databases deﬁned by O, that is, the sum of the sizes of the relations in V does
not exceed L.
Part (1) of Deﬁnition 5.1 stipulates the natural requirement that the views in V be suﬃcient to provide an equivalent
rewriting of each query in the input query workload Q, using (for the query rewritings) the rewriting templates introduced
in Section 3.2. Part (2) of Deﬁnition 5.1 formalizes the requirement that the relations for the views in V could be stored,
collectively, within the stipulated storage limit L. We consider the value L to be a hard limit, that is, the relations for all the
selected views must ﬁt into the space L.
Deﬁnition 5.2 (View-selection problem under the storage limit). Assume a language L of conjunctive queries, possibly with
aggregation. Given a query workload Q of queries in L, an oracle O that gives view sizes for views in L (or a database D),
and a storage limit L (a positive integer), return an admissible set (for central rewritings) V of view deﬁnitions over L,
such that the total cost of evaluating equivalent rewritings of all queries in Q using V (for the size estimates given by the
oracle O), is minimum among all admissible sets of views for central rewritings for (Q,O, L).
The optimization problem speciﬁed in Deﬁnition 5.2 uses the upper bound L on the amount of disk space available to
store the selected views. Naturally, if the value L is equal to or greater than the total space required to store the answers
to all the input workload queries, then the optimization problem is trivial to solve: Just materialize all the input queries.
Conversely, if the value of L is too small (e.g., the relation for even a single “relevant” view cannot be stored in the space L),
then no rewritings of the input queries in terms of views would be possible. Typically in practice, the value of L is in
between these two extremes.
The decision version of this optimization problem is as follows:
Deﬁnition 5.3 (View-selection decision problem). Assume a language L of conjunctive queries, possibly with aggregation.
Given are: a workload Q of queries in L, an oracle O that gives view sizes for views in L (or a database D), a storage
limit L (a positive integer), and a positive integer K . Is there a set V of view deﬁnitions in L, such that the following two
conditions hold?
• the viewset V is admissible for (Q,O, L), and
• the total cost of evaluating equivalent rewritings of all queries in Q using V , for the given oracle O, does not exceed K .
In the decision problem speciﬁed in Deﬁnition 5.3, the values of K that render the problem nontrivial lie between the
lower-bound cost of scanning from disk the materialized answers to all the input queries, on the one hand, and the upper-
bound cost of evaluating all the input queries using only the given base relations, on the other hand. It is easy to see that
the values of K outside the above interval make the decision problem either trivial (in case of the value of K going above
that upper bound) or impossible (in case of the value of K going below that lower bound) to solve.
5.2. Decidability
We consider rewritings that may use ﬁltering views (i.e., views that do not contribute to proving equivalence of the
rewriting to the query, but may make the evaluation of the rewriting more eﬃcient). For this reason, the number of view
subgoals in the rewritings that we consider can be greater than the number of query subgoals—see [9] for an example,
cf. [22], which considers the case of rewritings without ﬁltering views.
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storage limit is decidable for workloads of conjunctive queries with or without aggregation and for natural central rewritings.
To prove the theorem, we use Proposition 5.1, which is an immediate consequence of the main part of the proof of
Theorem 1 in [9] (for the set-semantics case) and of the results in [1] (for the bag and bag-set semantics cases, respectively):
Proposition 5.1. Consider the view-selection problem under set, bag, and bag-set semantics. Then there is an optimal viewset where
the number of subgoals in each view deﬁnition is bounded.
Proof of Theorem 5.1. The proof is a consequence of the fact that views in at least one optimal set of equivalent rewritings
of the input queries have deﬁnitions whose length is bounded by at most a single exponent in the size of the respective
queries. That fact follows from Proposition 5.1 for conjunctive queries without aggregation under set, bag, and bag-set se-
mantics. The fact carries over to aggregate queries and central rewritings because of our results on equivalence of unfoldings
and rewritings (proved in Section 4) and the results on equivalence of aggregate queries [11,23]. The combination of these
results obtain that the core of the rewriting should be equivalent to the core of the query. 
5.3. NP completeness for sum or count queries
In this section we present an NP-completeness result for the decision version (see Deﬁnition 5.3 in Section 3) of the
view-selection problem for workloads of sum or count queries.
Theorem 5.2. Suppose we have a ﬁnite set of queries with sum or count aggregation and without self-joins. We assume natural central
rewritings of the queries using the views. Then the decision version of the view-selection problem is NP complete.
We prove Theorem 5.2 by proving two Propositions 5.2 and 5.3.
Proposition 5.2.
(a) Suppose we have a ﬁnite set of queries with sum or count aggregation and without self-joins. We assume natural central rewritings
of the queries using the views. Then the decision version of the view-selection problem is in NP.
(b) Suppose we have a ﬁnite set of queries with sum or count aggregation applied on bag-valued databases. We assume natural central
rewritings of the queries using the views. Then the decision version of the view-selection problem is in NP.
Proof. The proof for both items in the statement of the theorem is based on the same arguments. The only difference
comes from the fact that if the queries are assumed to be applied to bag-valued databases then in order to argue about
equivalence of the unfolding of the rewriting to the query we need a stronger condition (isomorphism), which restricts the
space of candidate views and rewritings to be considered during view selection.
Consider a problem input I that comprises a ﬁnite workload Q of conjunctive sum and count queries, an oracle O that
gives view sizes, a storage limit L, and a positive integer K . To show that the decision version of the view-selection problem
under the storage limit is in NP, it is enough to show that it takes polynomial time to verify whether a viewset V (which
we guess and is polynomial in size) is admissible for I and whether the total cost of evaluating the queries Q using V
does not exceed K . We give a proof for problem inputs with singleton query workloads Q = {Q }; the proof is extended in
a straightforward way to problem inputs whose query workload has more than one query.
Suppose we are given:
• a rewriting R of the query Q using a set of views V (we assume that V does not have views other than those used in
R—that is, V is a nonredundant viewset), such that Q and the unfolding Ru of R are compatible queries and such that
the number of view literals in the rewriting R does not exceed the number of subgoals of the query Q ,
• a pair of containment mappings between the body of Q and the body of Ru , and
• a left-linear plan P for evaluating the rewriting R on a database described by the oracle O.
Using this information, we (i) check whether V is admissible for I , by checking whether the sum of sizes for the views in
V does not exceed L and by checking the conjunctive core queries of Q and Ru for bag (or bag-set) equivalence using the
given containment mappings. In case V is an admissible viewset for I , we also (ii) check whether the cost of evaluating R
using the plan P on the database DV does not exceed K . To show that each test takes polynomial time in the size of the
problem input I , we use the following facts:
1. Equivalence of R and Q reduces to bag or bag-set equivalence of the conjunctive core queries of Ru and Q [23].
2. It has been shown in [1], please see Lemma 5.1 immediately after this proof, that for any (w.r.t. I) conjunctive rewrit-
ing R ′ of a conjunctive query Q ′ in terms of views in a nonredundant admissible viewset, such that R ′ and Q ′ are
equivalent under bag or bag-set semantics:
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(b) the number of subgoals of each view in R ′ does not exceed the number of subgoals of Q ′ .
3. As (from 2 above) the size of the plan P is polynomial in the size of the problem input I , it takes polynomial time in
the size of I to compute, using the oracle O, the cost of answering the query R on the database DV . 
The following lemmata come from results in [1] and refer to identical setting as in this paper only that conjunctive
queries without aggregation are considered. Actually the conjunctive bag-oriented problem refers to the case where queries
are evaluated under bag semantics and the conjunctive bag-set-oriented problem refers to the case where queries are
evaluated under bag-set semantics. In the following lemmata O is an oracle that gives sizes of relations for views deﬁned
on databases with schema S , and L is a storage limit.
Lemma 5.1. Given a conjunctive problem input P = {S,Q,O, L} which is bag-oriented the following holds. Suppose n is the number
of subgoals in the longest query in the input workload Q of conjunctive queries. Then, for any admissible viewset V for P , (a) each
view in V can be deﬁned using at most n subgoals, and (b) the number of views in V does not exceed p, where p is the total number of
relational subgoals in all the queries in the query workload Q in P .
Lemma 5.2. Given a conjunctive problem input P = {S,Q,O, L} which is bag-set-oriented, and where the queries do not have self-
joins the following holds. Suppose n is the number of subgoals in the longest query in the input workload Q of conjunctive queries.
Then, for any admissible viewset V for P , (a) each view in V can be deﬁned using at most n subgoals, and (b) the number of views in
V does not exceed p, where p is the total number of relational subgoals in all the queries in the query workload Q in P .
We now ﬁnalize a proof of Theorem 5.2 by showing the following result.
Proposition 5.3. Suppose we have a ﬁnite set of queries with sum or count aggregation. We assume central rewritings of the queries
using the views. Then the decision version of the view-selection problem is NP hard.
Proof. We prove this result by reducing the problem Partition (problem [SP12] in [14]) to the decision version of the view-
selection problem for a single query Q with aggregation, for each of our three rewriting templates. The proof has three
parts: First we show how to create an instance of (the decision version of) view selection based on an arbitrary instance
of Partition. Second, we show that an instance of Partition has a solution if and only if the corresponding instance of view
selection has a solution. Finally, we prove auxiliary results that we use in the second part of the proof.
We now start the ﬁrst part of the proof, where we show how to create an instance of the decision version of view
selection based on a given instance of Partition. The problem Partition is formulated as follows: given a ﬁnite set A and a
size s(ai) Z+ for each aiA, answer whether there is a subset A′ ⊆ A such that ∑ai∈A′ s(ai) =
∑
ai∈A−A′ s(ai). Note that if
there exists a partition of the elements of A into two parts with equal sums of sizes s(ai) of the elements of A, then the
sum of sizes in each part is (
∑
ai∈A s(ai))/2 = S(A)/2.
For a given instance I of Partition, we construct an instance J of view selection, as follows:
1. For I , we compute S(A) =∑ai∈A s(ai).
2. Let n be the number of elements in the set A in I . The query workload consists of a single query which is the following:
Q
(
X1, X2, . . . , Xn, Z ,α(Y )
)
:- p0(Y , Z), p1(X1, Z), p2(X2, Z), . . . , pn(Xn, Z).
Here, α is either sum or count.
3. Let Pi be a relation that corresponds to a subgoal pi in the body of the query Q . We consider an oracle that gives
us the size of each stored relation Pi , i ∈ {0, . . . ,n} and of any view (either purely conjunctive or conjunctive with
aggregation) that is deﬁned, on these relations, as a subset of subgoals of the query Q . The oracle maps the relation
P0 into 1, each relation Pi for i ∈ {1, . . . ,n} into 2s(ai ) , where ai is an element of A in the instance I of Partition, and
it maps any view deﬁned on a subset pi1 , . . . , pik of the subgoals of the query Q into a size that is the product of the
sizes of the relations Pi1 , . . . , Pik , as given by the oracle. Lemma 5.3 shows that these relation sizes do occur in some
database instance.
4. The storage limit, i.e., the total size of the relations for the views is 21+S(A)/2 tuples.
5. The cost of answering the query Q on these databases using the rewriting R does not exceed a numeric value M . The
value of M depends on the type of the rewriting R , as follows:
(a) for R = RCQ A/C Q , M = M1, where M1 = 21+S(A)/2 + 2S(A);
(b) for R = RCQ /C Q A or R = RCQ A/C Q A , M = M1 + 2S(A) × (1+ S(A)).
Note that the above process of transforming I into J takes time that is at most polynomial in the size of the input instance
I of Partition.
The following lemma shows that the oracle gives us relation sizes that are consistent, i.e., there is a database instance
on which the views that we consider yield output of the sizes we assume in the construction of our reduction.
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Pi as described above, there exists a consistent database D with schema {P0, P1, . . . , Pn}, such that the size of each relation in D is as
given by the oracle.
Proof. Given an instance I of Partition, we generate the query Q and construct an oracle as described above. Now we
construct a database D that has a relation for each predicate in the query Q . In that database, each relation Pi , i  1, has
2s(ai) tuples, where ai is an element of A in I , and the relation P0 has exactly one tuple. All the tuples in all the relations
in D agree on the (exactly one) value of the attribute that corresponds to Z in the query Q ; each relation Pi , i  1, has
2s(ai) different values of its argument that corresponds to Xi in the query Q ; in the relation P0, the value of Y is 1. By
construction of D, for conjunctive views with or without aggregation that are deﬁned under bag or bag-set semantics on
subsets of subgoals of the query Q , the size of each view on the database D is predicted correctly by the oracle. 
Before proceeding with the second part of the proof, it is easy to note that the rewritings we consider are one of the
following: We consider three types of rewritings of the query Q , in terms of conjunctive views with or without aggregation:
1. A CQ/CQA rewriting:
RCQ /C Q A
(
X1, X2, . . . , Xn, Z ,α(Y )
)
:- v0(Y , . . .), v1(. . .), v2(. . .), . . . , vk1(. . .).
Here, v0 is the central view without aggregation. Each noncentral view vi for i  1 is purely conjunctive and has head
attributes from among X1, X2, . . . , Xn, Z .
2. A CQA/CQ rewriting:
RCQ A/C Q (X1, X2, . . . , Xn, Z ,W ) :- v0(W , . . .), v1(. . .), v2(. . .), . . . , vk2(. . .).
Here, the central view v0 has the same aggregation W = α(Y ) as the query Q . Each noncentral view vi for i  1 is
purely conjunctive and has head attributes from among X1, X2, . . . , Xn, Z .
3. A CQA/CQA rewriting:
RCQ A/C Q A
(
X1, X2, . . . , Xn, Z , sum(W )
)
:- v0(W , . . .), v1(. . .), v2(. . .), . . . , vk3(. . .).
Here, the central view v0 has the same aggregation W = α(Y ) as the query Q . Each noncentral view vi is purely
conjunctive and has head attributes from among X1, X2, . . . , Xn, Z .
The fact that noncentral views in these rewritings cannot have aggregation follows from our results in Section 4.
We now start the second part of the proof: We show that an instance I of Partition has a solution if and only if the
corresponding instance J of view selection has a solution. We ﬁrst observe that for each of the three types of rewritings,
the rewriting R is equivalent to the query Q only if:
(i) the deﬁnitions of the views in R partition the core p0&p1& · · ·&pn of the query Q ;
(ii) because all the attributes of Q are distinguished, for each view V in R , the deﬁnition of V does not have nondistin-
guished attributes;
(iii) for any view V with aggregation in R , the size of the relation for V as given by the oracle is the same as the size of
the relation for the core of V as given by the oracle (observe that for the database D this is true because each group
on X1, . . . , Xn, Z has just one tuple on D, and recall that in central rewritings it is not possible to have views that
aggregate join arguments); in particular, the number of tuples in the answer to Q as given by the oracle is the same as
the number of tuples 2S(A) in the core relation for Q given by the oracle. (From the storage-limit condition (1) above
that says that the total size of the views cannot exceed 21+S(A)/2 tuples, it follows that a rewriting whose only view is
Q is not an acceptable solution for all S(A) > 2.)
Next, suppose that an instance I of Partition has a solution that partitions the set A into two subsets (without loss of
generality) {a1, . . . ,ak} and {ak+1, . . . ,an}; we show that the corresponding instance J of view selection also has a solution,
for one of CQA/CQ, CQ/CQA, or CQA/CQA rewriting types. Indeed, we choose a rewriting R that uses two views, such that
the body of the ﬁrst view is exactly P0 and the relations P1, . . . , Pk , which correspond to a1, . . . ,ak in I , and the body of
the second view is exactly the relations Pk+1, . . . , Pn . Because the instance I of Partition has a solution, the relations for the
two views have the same sizes 2S(A)/2 as given by the oracle; thus, the two views satisfy the storage limit for the problem
instance J . We use Lemmas 5.4 through 5.6 below to show that the cost of evaluating a CQA/CQ rewriting of Q does not
exceed M1 = 21+S(A)/2 + 2S(A) only if the rewriting has exactly two such views. For the CQ/CQA and CQA/CQA versions of
J for I , we observe that the cost of evaluating each such rewriting is the sum of the cost of evaluating the core (which is
the cost M1 of evaluating the CQA/CQ rewriting R) and of the costs of grouping and aggregation, which in our cost model
are proportional to 2S(A) × (1 + S(A)). (More precisely, for the two types of rewritings RCQ /C Q A and RCQ A/C Q A , the cost
of computing the answer to the rewriting on the databases under consideration is the sum of (1) the cost of computing
the answer to the core R˘ (assuming all the view relations have been precomputed), and of (2) the cost of computing the
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the cost of (2) on the databases under consideration is the sum of the cost of grouping, i.e., of sorting (which is exactly
2S(A) × log(2S(A)) = 2S(A) × S(A)), and of the cost of aggregation, i.e., of a single pass through the sorted relation (whose
size is exactly 2S(A)).)
Conversely, suppose that for some instance I of Partition, the corresponding instance J of view selection has a solution,
for one of CQA/CQ, CQ/CQA, or CQA/CQA rewriting types. We show that in that case I also has a solution. Indeed, from
Lemmas 5.4 through 5.6 it follows that the rewriting R that is a solution for J has exactly two views with equal relation
sizes as given by the oracle. By construction of the oracle, we conclude that there is a subset A′ of the set A in the instance
I in Partition, such that ∑ai∈A′ s(ai) =
∑
ai∈A−A′ s(ai). Thus, I has a solution when J has a solution.
The third and last part of the proof of the theorem has proofs of Lemmas 5.4 through 5.6 which we used in the second
part of the proof.
Lemma 5.4. Given an instance I of Partition, for the corresponding instance J of the decision version of view selection, the following
holds. On the set of databases as given by the oracle in J , for any rewriting R of Q that uses at least three views there exists another
rewriting R ′ of Q (of the same rewriting type) that uses exactly two views and is strictly cheaper than R on all the databases under
consideration.
Lemma 5.5. Given an instance I of Partition, for the corresponding instance J of the decision version of view selection, the following
holds. The cost of computing the query Q using a rewriting R with two views of equal sizes is always strictly less, on the databases as
given by the oracle in J , than the cost of computing Q using any rewriting R ′ (of the same rewriting type) that has exactly two views
of unequal sizes.
Lemma 5.6. Given an instance I of Partition, for the corresponding instance J of the decision version of view selection, the following
holds. For any rewriting R of Q of type CQA/CQ such that R uses exactly two views, the cost of R on the database as given by the oracle
in J does not exceed M1 = 21+S(A)/2 + 2S(A) only when the two views in R are of equal sizes.
To show these three results, we ﬁrst describe left-linear plans for computing Q using a rewriting R of the type RCQ A/C Q .
For each such rewriting R that is a join of views V1, . . . , Vk (k n + 1), there are k! left-linear plans for computing R—one
plan for each permutation ( j1, . . . , jk) of the indexes of the views in R . The cost of each such plan is the sum of costs
(under the sum-cost model), from left to right, of all the binary joins in the plan. For each ﬁxed permutation ( j1, . . . , jk),
the cost of computing R is
Cost( j1, . . . , jk) =
(|V j1 | + |V j2 | + |V j1  V j2 |)+ (|V j1  V j2 | + |V j3 | + |V j1  V j2  V j3 |)+ · · ·
+ (|V j1  · · · V jk−1 | + |V jk | + |V j1  · · · V jk |).
The minimal cost of computing R on a ﬁxed database is the minimum among these costs for all the permutations of the
view indexes in R . Without loss of generality, let us assume that for any rewriting R , the permutation of view indexes in R
that gives the minimal-cost left-linear tree is (1, . . . ,k), for some k n + 1.
Proof of Lemma 5.4. We show that on the databases as given by the oracle in the problem instance J , for any rewriting
R of Q that uses at least three views there exists another rewriting R ′ of Q (R ′ is of the same rewriting type as R) that
uses exactly two views and is strictly cheaper than R on all the databases under consideration. From the cost observations
in the second part of the proof of Proposition 5.3, it is enough to prove the lemma for rewritings of type CQA/CQ.
Consider a rewriting R = RCQ A/C Q that uses k  3 views V1, . . . , Vk , and suppose the minimal-cost permutation of the
view indexes in R is 1, . . . ,k. We now consider a rewriting R ′ of Q that has exactly two views, W1 = V1  · · ·  Vk−1 and
W2 = Vk . (Recall that the views Vi partition the body of the query Q , and so do the views W j .) Using the cost formula
above and the deﬁnitions of the views W1 and W2, we see that the cost |W1| + |W2| + |W1  W2| of the rewriting R ′ is
always strictly less, on the databases under consideration (and, in fact, on any databases where the sizes of all view relations
are strictly positive), than the minimal cost of computing the rewriting R with k 3 views V1, . . . , Vk . We conclude that for
any rewriting R = RCQ A/C Q of Q that uses at least three views there exists another rewriting R ′ of Q (R ′ is of the same
rewriting type as R) that uses exactly two views and is strictly cheaper than R on all the databases under consideration. 
Proof of Lemma 5.5. We now show that on the set of databases as given by the oracle in J , the cost of computing the
query Q using a rewriting R with two views of equal sizes is always strictly less than the cost of computing Q using any
rewriting R ′ (of the same rewriting type) that has exactly two views of unequal sizes. From the cost observations in the
second part of the proof of Proposition 5.3, it is enough to prove the lemma for rewritings of type CQA/CQ.
Let R = RCQ A/C Q be a join of two views U1 and U2, each of size 2S(A)/2 on the databases under consideration, and let
R ′ be a join of two views W1 and W2. Let the size of the view W1 on the databases under consideration be 2T < 2S(A)/2;
thus, the size of the view W2 on the databases under consideration is 2S(A)−T . We now show that for all T < S(A)/2,
the cost of R is always strictly less than the cost of R ′ on the databases under consideration. Indeed, the cost of R is
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it is enough to compare |U1| + |U2| to |W1| + |W2| on the databases under consideration:
|W1| + |W2| = 2T + 2S(A)−T > 2× 2S(A)/2 = |U1| + |U2|
because |W1| + |W2| = 2T + 2S(A)−T > 2S(A)−T and because 2S(A)−T  2 × 2S(A)/2 = |U1| + |U2|. (2S(A)−T  2 × 2S(A)/2 =
21+S(A)/2 because S(A) − T  1+ S(A)/2 by assumption about T : T < S(A)/2.) 
Incidentally, by the above we have also shown that whenever a rewriting R of Q has exactly two views of unequal
sizes, the viewset that has all the views in R does not satisfy the storage limit 21+S(A)/2 (tuples) on the databases under
consideration.
Proof of Lemma 5.6. We now demonstrate that the cost of a rewriting R of Q on the databases under consideration does
not exceed M1 = 21+S(A)/2 + 2S(A) only when R has exactly two views of equal sizes; this concludes the proof. Indeed, the
cost of R is exactly M1 on the databases under consideration when R has exactly two views of equal sizes: the size of each
view, by the deﬁnition of the oracle, is 2S(A)/2, and thus the cost of R is 2 × 2S(A)/2 + 2S(A) = M1 by the sum-cost model.
(Note that these two views satisfy the storage limit on the databases under consideration.) 
We have just shown in Lemmas 5.4 through 5.6 that for any rewriting R of Q with exactly two views of unequal sizes or
with any number of views greater than two, the cost of R on the databases under consideration is strictly greater than M1.
This concludes the proof of Proposition 5.3 and thus of Theorem 5.2. 
The same result holds for problem inputs with workloads of multiaggregate queries whose all aggregate operators are
sum and (or) count.
5.4. Lower bound for max or min queries
For count and sum queries, we proved membership in NP by using an optimal viewset as a witness. However, in the case
of max and min queries, we cannot use the same technique to prove membership in NP because there are instances of the
problem where the size of any optimal viewset is exponential in the size of the problem input. The result in this subsection
formalizes this observation in Theorem 5.3. Hence the complexity of the view-selection problem in this case remains open.
Theorem 5.3. Suppose we have a ﬁnite set of queries with max or min aggregation and a ﬁnite set of views each being a conjunctive
query or a conjunctive query with aggregation. We assume central rewritings of the queries using the views. Let n be the number of
subgoals in the queries. Then, for any n, there exists an instance of the problem of view selection under the storage limit such that any
optimal set of views contains a number of views which is exponential in n.
To prove Theorem 5.3, we use the following result:
Theorem 6. (See [9].) Under set semantics, the view-selection problem has an exponential-time lower bound for problem inputs with
workloads of purely conjunctive queries.
The idea of the proof of Theorem 5.3 is to use the construction given in the proof of Theorem 6 in [9]; the construction
is as follows. We consider a conjunctive query Q :
q(X1, . . . , Xn, Y1, . . . , Yn) :- s1(X1, . . . , Xn, Y1), s2(X1, . . . , Xn, Y2), . . . , sn(X1, . . . , Xn, Yn). (6)
We construct a database D and a storage limit L, and consider a viewset V that is optimal for ({Q },D, L). The base
(stored) relations in the database D are constructed in such a way that only those views that have n/2 output attributes (1)
satisfy the storage limit in the problem input, and (2) can remove, via a join, exactly one tuple from a base relation in D.
Intuitively, the construction of the tuples in the base relations in D leaves views that have fewer than n/2 output attributes
with “not enough discriminating power”, which results in such views not being able to remove (via a join) any tuples from
base relations. On the other hand, answers on D to views with more than n/2 output attributes do not satisfy the input
storage limit. (Recall that views are computed under set semantics, which means that a projection with fewer attributes
may result in fewer output tuples than a projection with more attributes on the same relation.)
We show that for our choice of D and L, V has an exponential number of views in the size of the query Q ; the
construction works for any n ∈ N. Intuitively, we obtain an optimal viewset as a set of ﬁltering views on the join of relations
S1, . . . , Sn in the query Q : each ﬁltering view is a projection of the join on n/2 of its attributes X1, . . . , Xn (thus, the total
number N of views in V is exponential in n.) We use the views in V as follows to provide an equivalent rewriting Q ′
of the query Q using V : We join the relation S1 with all the views v1, . . . , vN in V and then join the result with the
remaining relations S2, . . . , Sn . (As the relations for S1, . . . , Sn are “pairwise symmetric” by construction of the database D,
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same cost on D as Q ′ does.)
We then argue that on the database D, the rewriting Q ′ is optimal for ({Q },D, L). First we show that on the database D,
joining each view vi in V with the relation S1 removes from S1 exactly one tuple. Then we argue that removing any one
view vi from Q ′ would result in a rewriting whose cost is higher on D than the cost of Q ′; intuitively, the variables Yi in
the relations Si generate an exponential number of tuples from each single tuple of S1 (by “cross product”, which is similar
to the construction of the database in the proof of Lemma 5.3), and thus removing each tuple from S1 using a view in V
is cheaper than carrying the result of extending the tuple with the Yi ’s through the computation of the relation Q ′ . Finally,
we show that either shuﬄing the relations in V with the Si ’s in Q ′ or using other views that can be deﬁned on the query
Q would either result in more expensive plans for obtaining an answer to Q on D or result in viewsets that do not satisfy
the storage limit L on D.
Proof of Theorem 5.3. We use the construction given in the proof of Theorem 6 in [9] by taking the conjunctive query
Q in Eq. (6) and by modifying it to obtain three deﬁnitions of queries with aggregation, one deﬁnition for each central-
rewriting type. We then consider rewritings of each of the three queries and prove that in each case, an exponential
number of views (some of them with aggregation) produces the only possible viewset that satisﬁes the chosen storage limit
and gives a minimal-cost rewriting of the query. We consider max-queries only in this proof; the case of min queries is
symmetric.
We take the database D from the proof in [9], with n base relations S1, S2, . . . , Sn , and change the relations S1 and S2
only into two new relations Sn+1 and Sn+2, as follows. We add one new attribute, Z1, to the schema of S1 to obtain the
schema of Sn+1, and we add two new attributes, Z2 and Z3, to the schema of S2 to obtain the schema of Sn+2. We populate
each of Sn+1 and Sn+2, as follows. We take each tuple of S1 and add two copies of the tuple to Sn+1, after concatenating
each copy with exactly one fresh value of Z1. We take each tuple t of S2 and add two copies of the tuple to Sn+2, after
concatenating each copy of t with one value of Z2 and one fresh value of Z3: if t also occurs in S1, then the projection, on
X1, . . . , Xn, Y2, Z2, of each copy of the new tuple in Sn+2 agrees with one tuple in Sn+1 on attributes X1, . . . , Xn, Y1, Z1. As
a result, Sn+1 has twice as many tuples as S1, similarly for Sn+2 and S2, and the result of joining Sn+1 with Sn+2 has twice
as many tuples as the result of joining S1 with S2.
On the database D that has relations S1, S2, . . . , Sn, Sn+1, Sn+2, we deﬁne the following max-queries. (Throughout this
proof, each query or rewriting that mentions sn+i , i ∈ {1,2}, uses sn+i in place of the relation si in Eq. (6).)
q1
(
X1, . . . , Xn, Y1, . . . , Yn,max(Z1)
)
:- sn+1(X1, . . . , Xn, Y1, Z1), s2(X1, . . . , Xn, Y2), s3(X1, . . . , Xn, Y3), . . . , sn(X1, . . . , Xn, Yn).
q2
(
X1, . . . , Xn, Y1, . . . , Yn,max(Z3)
)
:- sn+2(X1, . . . , Xn, Y2, Z2, Z3), sn+1(X1, . . . , Xn, Y1, Z2), s3(X1, . . . , Xn, Y3), . . . , sn(X1, . . . , Xn, Yn).
We now consider N = ( nn/2
)
conjunctive ﬁltering views v1, . . . , vN , where each view is deﬁned, similarly to the proof of
Theorem 6 in [9], as a projection on n/2 attributes of the following relation t1:
t1(X1, . . . , Xn) :- sn+1(X1, . . . , Xn, Y1, Z1), s2(X1, . . . , Xn, Y2), s3(X1, . . . , Xn, Y3), . . . , sn(X1, . . . , Xn, Yn).
Similarly we consider N = ( nn/2
)
conjunctive ﬁltering views w1, . . . ,wN , where each view is deﬁned as a projection on
n/2 attributes of the following relation t2:
t2(X1, . . . , Xn) :- sn+2(X1, . . . , Xn, Y2, Z2, Z3), sn+1(X1, . . . , Xn, Y1, Z2), s3(X1, . . . , Xn, Y3), . . . , sn(X1, . . . , Xn, Yn).
That is, each view among w1, . . . ,wN has exactly one subgoal, with predicate name t2, in the body, and has exactly half
of the n body variables also as head variables. No two views among w1, . . . ,wN have the same subset of {X1, X2, . . . , Xn}
in the head, which sets the total number N of the views w1, . . . ,wN as N =
( n
n/2
)
.
Using these two sets of ﬁltering views—v1, . . . , vN and w1, . . . ,wN—we deﬁne these rewritings of the queries q1
and q2:
1. A CQ/CQA rewriting of q1:
r1
(
X1, . . . , Xn, Y1, . . . , Yn,max(Z1)
)
:- sn+1(X1, . . . , Xn, Y1, Z1), v1(X11, . . . , X1n/2), v2(X21, . . . , X2n/2), . . . , vN(XN1, . . . , XNn/2),
s2(X1, . . . , Xn, Y2), . . . , sn(X1, . . . , Xn, Yn).
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r2(X1, . . . , Xn, Y1, . . . , Yn,W1)
:- u1(X1, . . . , Xn, Y1,W1), v1(X11, . . . , X1n/2), v2(X21, . . . , X2n/2), . . . , vN(XN1, . . . , XNn/2),
s2(X1, . . . , Xn, Y2), . . . , sn(X1, . . . , Xn, Yn).
Here, u1(X1, . . . , Xn, Y1,max(Z1)) :- sn+1(X1, . . . , Xn, Y1, Z1).
3. A CQA/CQA rewriting of q2:
r3
(
X1, . . . , Xn, Y1, . . . , Yn,max(W2)
)
:- u2(X1, . . . , Xn, Y2, Z2,W2),w1(X11, . . . , X1n/2),w2(X21, . . . , X2n/2), . . . ,wN (XN1, . . . , XNn/2),
sn+1(X1, . . . , Xn, Y1, Z2), . . . , sn(X1, . . . , Xn, Yn).
Here, u2(X1, . . . , Xn, Y2, Z2,max(Z3)) :- sn+2(X1, . . . , Xn, Y2, Z2, Z3).
(The difference between r2 and r3 is that in r2 the rewriting is CQ because all the grouping attributes of its central view u1
are also grouping attributes of the rewriting. At the same time, r3 must be a rewriting with aggregation, because a grouping
attribute Z2 of its central view u2 is not a grouping attribute of r3. This difference between r2 and r3 explains the need to
introduce a relation sn+2 in the construction.)
From our results in Section 4 on equivalence of queries with aggregation to their rewritings, each of r1 and r2 is equiva-
lent to the query q1, and r3 is equivalent to the query q2. (Each equivalence result follows from set equivalence of the core
of the query to the core of the unfolding of the respective rewriting.)
For r1, we set the storage limit L1 as the amount of space that is just enough to store the relations for all the views
v1, . . . , vN on the database D. For r2, we set the storage limit L2 as the amount of space that is just enough to store the
relations for all the views u1, v1, . . . , vN on the database D. For r3, we set the storage limit L3 as the amount of space that
is just enough to store the relations for all the views u2,w1, . . . ,wN on the database D.
Similarly to the proof of Theorem 6 in [9], we show that each rewriting ri , i ∈ {1,2,3}, is optimal under the storage limit
Li for the corresponding query. In particular, note that by construction of the database D, the size of the relation for the
view ui (i is 1 or 2) on D is one-half the size of the relation Sn+i , and, therefore, using the view ui with aggregation results
in a more eﬃcient plan than using the relation Si . 
6. Algorithms
In this section we give algorithms for obtaining rewritings given a query and views and for selecting central views given
a query workload.
6.1. Constructing central rewritings
Using the results in Section 4, we base our algorithms on the following proposition which is a direct consequence of the
positive results in Section 4.
Proposition 6.1. The following hold for the three type of natural central rewritings.
• In a CQA/CQ rewriting, the set of all grouping attributes of the central view is a subset of the set of all grouping attributes of the
rewriting. We call this central view grouping-complete.
• In a CQA/CQA rewriting, the set of the grouping attributes of the rewriting is a union of subsets of the grouping attributes in the
central view and of the non-aggregated attributes in noncentral views. We call this central view grouping-incomplete.
• In a CQ/CQA rewriting, the set of the grouping attributes of the rewriting is a union of subsets of attributes in the central view and
of the non-aggregated attributes in noncentral views.
We are given a query, a viewset and a rewriting of the query using this viewset. We will deﬁne how we construct
the reduced-core query, the reduced-core viewset and the reduced-core rewriting with respect to viewset V . Given an aggregate
view V , we deﬁne its reduced-core view V r to be a view whose body is the body of V and whose head is a new predicate
name V r ; the arguments in the head of V r are all the grouping attributes of V . The same way we construct the reduced-core
query. For rewriting R , its reduced-core rewriting with respect to viewset V is a conjunctive rewriting Rr whose head attributes
are R ’s grouping attributes only and whose body is the same as the body of R with the view subgoals of R replaced by
corresponding reduced-core views. The reduced-core rewriting is a conjunctive query which can be viewed as a rewriting
of the reduced-core query using the reduced-core views. The proposition that follows shows that if R is an equivalent
rewriting of Q using V then the reduced-core rewriting of R w.r.t. V is also an equivalent rewriting of Q using V . Consider
an illustration.
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rewriting, and views here for convenience.
q3(B, count(∗)) :- s(B,C, D), t(C,G).
v3(B,C) :- s(B,C, D).
v4(C, count(∗)) :- t(C,G).
q′3(B, sum(W )) :- v4(C,W ), vb3(B,C).
Among the deﬁnitions to follow: qr3 is the reduced-core query for the query q3; v
r
4 is the reduced-core view for the
view v4; and (q′3)r is the reduced-core rewriting for the rewriting q′3.
qr3(B) :- s(B,C, D), t(C,G).
vr4(C) :- t(C,G).
(q′3)r(B) :- vr4(C), vb3(B,C).
Proposition 6.2. Given a query Q and views V suppose there exists a natural central rewriting R using V which is equivalent to the
query and using a CQA central view. Then the following holds: Let Rr be the reduced-core rewriting of R with respect to V , V ′ the
reduced-core views of V , and Q ′ the reduced-core query of Q . Then Rr is an equivalent rewriting of Q ′ using V ′ .
Proof. The proof of this proposition is a direct consequence of Deﬁnition 3.2 and of the results in Section 4. In particular,
it is a consequence of the following observations: (a) If R is a rewriting of the query then its unfolding is equivalent to the
query. (b) All subgoals that contain the aggregated attribute in the unfolding of the rewriting are subgoals of the central
view (by deﬁnition of central rewritings). Hence by dropping the aggregated attribute from the head of the view deﬁnition
we still have a mapping to ensure that the reduced rewriting and the reduced query are equivalent. 
We give an algorithm that, given a query and a set of views, constructs all equivalent rewritings of the query using the
views. We reduce this problem to the problem of obtaining rewritings for purely conjunctive queries. First we describe the
case for max and min queries.
In the following algorithm, Q r and V r are the reduced-core queries of a query Q and of views, respectively. The runtime
complexity of the procedure Find-R is singly exponential in the size of the inputs. We use an algorithm in the literature [2]
to ﬁnd all rewritings Q r using V r . The idea of the algorithm of [2] is to search the space of rewritings that use “view
tuples” for the given query. The set of all possible view tuples is constructed by (i) ﬁnding all partial containment mappings
from the given views to the given query, and by then (ii) applying each mapping to the respective view. The view tuples
obtained in this process are intuitively the “tightest possible ﬁts” for subsets of subgoals of the query, in possible rewritings
of the query. The ﬁrst step of the algorithm of [2] forms all possible view tuples as described above; a conjunction of all the
view tuples is a containing rewriting of the query (if safe). The second step of the algorithm considers all subsets of the set
of subgoals of this containing rewriting, to ﬁnd minimum-size rewritings of the query. Each such minimum-size rewriting
is output by the algorithm, whenever the rewriting is shown equivalent to the query (using containment mappings in both
directions).
Procedure Find-R. Input: query Q , set of views V .
Consider Q r , V r .
Find all rewritings of Q r using V r .
For each rewriting Rr do:
Consider the expansion Rr−exp of the query Rr .
For each possible containment mapping from Q r to Rr−exp do:
If there is a view in the rewriting such that all its subgoals containing its aggregated attribute are exactly the subgoals
containing the aggregated attribute in the query, do:
Call this the central view.
If the central view is grouping-incomplete then construct CQA/CQA rewriting.
If the central view is grouping-complete then construct CQA/CQ rewriting.
If there is a conjunctive view in the rewriting such that all the subgoals of the query containing the aggregated attribute are
exactly the subgoals of the view that contain in the same predicate position an attribute B then do:
Call this the central view and B the aggregated attribute and construct a CQ/CQA rewriting.
end
end
end
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Deﬁnitions 5.2 and 5.3 does not apply to the algorithm. Similarly, the cost upper bound K of Deﬁnition 5.3 does not apply
to algorithm Find-R.)
Consider a rewriting of a conjunctive query using a set of conjunctive views and a speciﬁc mapping (which is one-to-
one) between the query and the expansion of the rewriting. We say that a speciﬁc subset of query subgoals is covered by a
speciﬁc view if according to this mapping all query subgoals in the subset are targets of subgoals of the speciﬁc view only.
The following proposition is a direct consequence of Lemma 3.2 in [2].
Proposition 6.3. Consider a conjunctive query Q and a set V of views. If there exists a rewriting of Q using V which uses a particular
view to cover a particular subset of subgoals of Q , then the algorithm in [2] includes at least one rewriting that uses this particular
view to cover the particular set of subgoals in Q .
The following theorem is a consequence of the above proposition and Proposition 6.2.
Theorem 6.1. If there is a central rewriting of a query Q using views V , then procedure Find-R will ﬁnd it. In addition, procedure
Find-R outputs central rewritings of a query Q using views V .
For count and sum queries, we use the same algorithm as above, except that when it comes to ﬁnding rewritings of the
reduced-core query using the reduced-core views, then we use the algorithm described in the following paragraph instead
of the algorithm in [2].
The algorithm which ﬁnds a rewriting for the case of count and sum queries uses similar ideas as the algorithm in [2],
except that it is simpler due to the stronger conditions that are needed to prove equivalence of queries in this case. Thus, we
deﬁne a reduced-core view V r to be useful in such rewritings iff there is a one-to-one mapping from all the view subgoals
to a subset S of the query subgoals. Then we say that V r covers the subset S of query subgoals. A view is a candidate
view if it is useful and for each nondistinguished variable in the view deﬁnition, all subgoals containing this variable cover
all query subgoals containing the target of this variable under the mapping. This is called the shared variable property. A
rewriting is constructed by a set of candidate views so that they cover exactly all subgoals in the query, and also no two
views cover the same subgoal.
6.2. Selecting views
Finally, we consider the problem of selecting a set of multiaggregate views that is eﬃcient in the sense that it can
be used to rewrite as many queries as possible. Notice that if the size of a view is measured as the number of tuples
then multiaggregate views reduce the storage signiﬁcantly, especially in the case of star-schema databases, where the most
stringent storage requirements come from aggregate views, because the fact table is very large compared to the other
relations. Thus, in this section we take the approach of ignoring the sizes of noncentral views, and we try to minimize the
storage requirements of the central views. We show that we can prune the search space for an optimal set of multiaggregate
views by considering as candidates only maximal multiaggregate views (see deﬁnition below), and also we present an
algorithm which ﬁnds all maximal multiaggregate views. The complexity of the algorithm is doubly exponential in the size
of the problem input; at the same time, the algorithm uses heuristics that achieve better complexity in many practical cases.
We present an algorithm, called Find-Central-Views, that selects multiaggregate views to be used as central views, given
a query workload. The algorithm selects all maximal multiaggregate views; for a query workload, a view is maximal if
there does not exist another multiaggregate view, with more aggregated arguments, which can replace it in all the rewrit-
ings in the workload. Note that the algorithm Find-R selects central views only. Hence the storage-limit parameter L of
Deﬁnitions 5.2 and 5.3, as well as possibly the cost upper bound K of Deﬁnition 5.3, would apply only at the stage where
noncentral views would be selected, to complement the central views chosen by algorithm Find-Central-Views. It is straight-
forward to extend our proposed algorithm Find-R to serve this purpose.
The algorithm Find-Central-Views is based on the following result.
Proposition 6.4. Let R be a central (CQ or CQA) rewriting of a query Q . Then the following hold:
(1) All the subgoals in Q which contain the aggregated attribute of Q are also subgoals of the central view of R.
(2) Each grouping attribute of Q is a grouping attribute of the central view of R or is in the head of one of the noncentral views in R.
Based on Proposition 6.4, we observe that there is a subset of subgoals of the query which are also contained in the
body of the deﬁnition of any central view which rewrites this query. We refer to a view whose body is exactly this subset
of subgoals as a central minimal view for the query.
The algorithm considers each query Q in the workload and constructs a pair of views (V Qc , V
Q
n ) that essentially repre-
sent a central minimal view and a collective noncentral view. We may think of the pair (V Qc , V
Q
n ) as providing a rewriting
for Q using a central view with the minimum number of subgoals in its deﬁnition (over all central views that can be used
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Q
n ) characteristic views of the query Q . For each query Q , its characteristic
views are found as follows. First we ﬁnd the central minimal view V Qc : The body of its deﬁnition has exactly all subgoals
of the query which contain the aggregated attribute. In the head of the deﬁnition, besides the aggregated attribute, the
grouping attributes that appear are exactly (i) those attributes that are contained in the body of the V Qc and also in other
subgoals of Q which do not appear in the body of V Qc , and (ii) those attributes from the body of V
Q
c that are also grouping
attributes in Q . Then we ﬁnd the view V Qn : The body of its deﬁnition has exactly all subgoals of the query which do not
appear in V Qc , and in the head we have those attributes that are contained in the body of the V
Q
n and also in other subgoals
of Q which do not appear in the body of V Qn . (Notice that the attributes in the head of V
Q
n are exactly those attributes in
the head of V Qc that are contained in the body of the V
Q
c and also in other subgoals of Q which do not appear in the body
of V Qc .)
Given a pair (V Qc , V
Q
n ) of characteristic views, any pair (Vc, Vn) of views is called weak pair of characteristic views for
(V Qc , V
Q
n ) if the following holds: (a) Vc contains all subgoals of V
Q
c and possibly some subgoals of V
Q
n ; (b) the aggregated
attribute of Vc is the same as in V
Q
c , and the head attributes of Vc are (i) those attributes that are contained in the body
of the Vc and also in other subgoals of Q which do not appear in the body of Vc and (ii) those attributes from the body of
Vc that are also grouping attributes in Q . View Vn is as follows: The body of its deﬁnition has exactly all subgoals of the
query which do not appear in Vc , and in the head we have those attributes that are contained in the body of the Vn and
also in other subgoals of Q which do not appear in the body of Vn . Note that a pair of characteristic views is also a weak
pair of characteristic views.
In the next step, the algorithm ﬁnds multiaggregate views for the given query workload, by considering all combinations
of characteristic views for the workload queries and ﬁnding compatible pairs of characteristic views. Two pairs (V Q 1c , V
Q 1
n )
and (V Q 2c , V
Q 2
n ) are compatible if the following holds: There are two weak pairs one for each (V
Q 1
c , V
Q 1
n ) and (V
Q 2
c , V
Q 2
n )
such that the two central views of the two weak pairs have the property: The body in their deﬁnition is identical and the
aggregated attribute of one is not among the grouping attributes of the other. Notice that if two pairs are compatible then
the two central views V Q 1c and V
Q 2
c of the corresponding weak pairs can be combined in a single multiaggregate view Vm ,
and Vm can be used to rewrite both queries. We call Vm the common view of the pair.
Finally, the algorithm ﬁnds a maximally compatible set of characteristic pairs based on compatibility: A set S of charac-
teristic pairs is maximally compatible if the pairs are pairwise compatible and there is no other characteristic pair which is
compatible with each of the pairs in S . Each maximally compatible set produces a multiaggregate view: It is the common
view of each pair with added aggregated attributes in the head one for each query represented in S .
Example 6.2. This example provides an illustration of algorithm Find-Central-Views. Let queries q1 and q2 be as follows:
q1(A, B,max(C)) :- s(A,C,G), t(B,C, F ,G),u(D, F ,G).
q2(B, D, sum(F )) :- s(A,C,G), t(B,C, F ,G),u(D, F ,G).
We now list views V q1c , V
q1
n , V
q2
c , and V
q2
n , as introduced by the algorithm.
vq1c (A, B, F ,G,max(C)) :- s(A,C,G), t(B,C, F ,G).
vq1n (F ,G) :- u(D, F ,G).
vq2c (B,C, D,G, sum(F )) :- t(B,C, F ,G),u(D, F ,G).
vq2n (C,G) :- s(A,C,G).
Finally, view V is the maximal multiaggregate view for {q1,q2}. Observe that the view V has been constructed by the
algorithm using the views V q1c and V
q2
c , by extending the set of subgoals of each view, and by modifying the arguments in
the heads of the views.
v(A, B, D,max(C), sum(F )) :- s(A,C,G), t(B,C, F ,G),u(D, F ,G).
Observe that each of the queries q1 and q2 can be rewritten equivalently using just the view V and our rewriting
template CQA/CQA.
The correctness of the algorithm is based on the following result.
Proposition 6.5. In any central rewriting of a query Q , the central view of the rewriting is identical to the central view of a weak
characteristic pair of Q .
Proof. This result is an immediate consequence of the properties of rewritings that we presented in Section 4. In particular,
note that in any rewriting, the subgoals in the deﬁnition of the central view map isomorphically onto the set of subgoals of
the query. 
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Proof. By construction of the algorithm any multiaggregate view in the output is maximal. To show completeness, we ﬁrst
observe that any central rewriting that is equivalent to a query Q uses as central view the central view of a weak pair
of characteristic views of Q . Then we need to show that if a set S of characteristic pairs is pairwise compatible then
there is a multiaggregate view which can be used to rewrite all queries in set S0 that correspond to this set of compatible
characteristic pairs. By deﬁnition, any two characteristic pairs which are compatible can be used to rewrite both queries by
using a single multiaggregate view. For the set S we consider the multiaggregate view v which contains as subgoals all the
subgoals of the queries in S0. For each query Q in S0, view v has only subgoals that map isomorphically to a subset of
subgoals of Q . In addition, the following property holds: the aggregated attribute of any of the queries in S0 is not among
the grouping attributes of any other query in S0. 
7. Discussion and conclusions
In this paper we considered the problem of selecting views to minimize query-evaluation costs, for aggregate queries
and rewritings. In solving this problem, we considered the issue of what types of query rewritings using views should be
considered. Thus, we addressed two problems: ﬁrst, how to answer aggregate queries using aggregate views by constructing
equivalent rewritings; second, how to optimally select aggregate views to materialize, for use in those rewritings. In taking
the ﬁrst problem, we considered central rewritings, that is, rewritings that use at most one aggregate view; central rewrit-
ings are a natural choice in many applications [19,27]. In the second problem, we considered view selection under a very
general cost model that had been used in various previous work [9,18] for restricted types of rewritings.
In constructing rewritings, we used a uniform framework for aggregate functions sum, count, max, and min. The frame-
work is extensible to other aggregate functions with general algebraic properties, such as duplicate insensitive or distribu-
tive [15,17]. We showed that conjunctive views can be used in rewritings, and we explored when bag-set or bag semantics
are needed. By obtaining both positive and negative results, we presented a complete characterization of the cases where
“simple” rewritings can be obtained—that is, conjunctive rewritings without aggregation. For the view-selection problem,
we studied the complexity of the problem for central rewritings, and presented algorithms for constructing rewritings and
for selecting views to materialize. Both algorithms are based on our results on properties of rewritings. All our results in
this paper apply to standard SQL aggregate queries and can be extended to queries with HAVING.
The complexity of the view-selection problem is still open. In this work we only showed the complexity of the decision
version. We believe that the optimization version has higher complexity. Here we make one further comment on the deci-
sion version of the problem: Suppose we disallow ﬁltering views in query rewritings. (Note that this assumption holds in
many query-rewriting approaches implemented in commercial database systems.) Assuming no ﬁltering views in rewritings,
and further allowing only queries without self-joins in the input query workload, we obtain that the view-selection prob-
lem is in NP for problem instances whose input queries have max or min aggregation. This follows directly from the results
in [1].
We now make some observations on extending our results in Section 4, in no particular order. First, Theorem 4.3 still
holds when there is a mix of duplicate-sensitive and duplicate-insensitive aggregate functions in the central aggregation
of the rewriting (cf. Theorem 4.4). Further, we proved Theorem 4.3 for CQA/CQ rewritings with sum, count, max, or min
aggregation in the central view and with a single central aggregated argument. (The central aggregated arguments of a
CQA/CQ query R are all aggregated outputs X of R ’s central view such that X appears in the head of R .) An extension
to CQA/CQ queries with multiple central aggregated arguments is straightforward; note that Theorem 4.3 still holds when
there is a mix of duplicate-sensitive and duplicate-insensitive aggregate functions in the central aggregation of the rewriting.
Given a rewriting R whose all central aggregated arguments come from (distributive and) duplicate-insensitive aggregate
functions in the deﬁnition of R ’s central view, Theorem 4.4 says that R gives the same answer on set-valued and bag-valued
databases. One immediate consequence of this result is that R can be computed on databases with bag-valued materialized
views; recall that materialized views must be bag-valued to obtain correct answers to rewritings whose central aggregated
arguments come from (distributive and) duplicate-sensitive aggregate functions, such as sum or count, in the central view.
In addition, Theorem 4.4 says that we can obtain, for a max or min query, a CQA/CQ rewriting with fewer restrictions than
in Theorem 4.3, by using SQL queries with the DISTINCT keyword (SELECT DISTINCT ...).
Finally, our Theorem 4.5 holds for set- and bag-valued databases (cf. Theorem 4.3). Further, the formulation of Theo-
rem 4.5 does not have restrictions (2)–(4) of Theorem 4.3. (The restriction of Theorem 4.5 that noncentral views are bag
valued holds naturally under the conditions of Theorem 4.3 on set-valued databases.)
Building on the results reported in this paper, in our current work we study view selection for queries and rewritings
with arithmetic comparisons. We also plan to integrate our techniques with view-selection approaches in past work, such
as [9,10].
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