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ABSTRACT
Mixture experiments are useful when the interest is in determining how changes
in the proportion of an experimental component affects the response. This research
focuses on the modeling and design of mixture experiments when the response is cat-
egorical namely, binary and ordinal. Data from mixture experiments is characterized
by the perfect collinearity of the experimental components, resulting in model ma-
trices that are singular and inestimable under likelihood estimation procedures. To
alleviate problems with estimation, this research proposes the reparameterization of
two nonlinear models for ordinal data – the proportional-odds model with a logistic
link and the stereotype model. A study involving subjective ordinal responses from
a mixture experiment demonstrates that the stereotype model reveals useful infor-
mation about the relationship between mixture components and the ordinality of the
response, which the proportional-odds fails to detect.
The second half of this research deals with the construction of exact D-optimal
designs for binary and ordinal responses. For both types, the base models fall under
the class of Generalized Linear Models (GLMs) with a logistic link. First, the proper-
ties of the exact D-optimal mixture designs for binary responses are investigated. It
will be shown that standard mixture designs and designs proposed for normal-theory
responses are poor surrogates for the true D-optimal designs. In contrast with the
D-optimal designs for normal-theory responses which locate support points at the
boundaries of the mixture region, exact D-optimal designs for GLMs tend to locate
support points at regions of uncertainties. Alternate D-optimal designs for binary
responses with high D-efficiencies are proposed by utilizing information about these
regions.
The Mixture Exchange Algorithm (MEA), a search heuristic tailored to the con-
struction of efficient mixture designs with GLM-type responses, is proposed. MEA in-
i
troduces a new and efficient updating formula that lessens the computational expense
of calculating the D-criterion for multi-categorical response systems, such as ordinal
response models. MEA computationally outperforms comparable search heuristics by
several orders of magnitude. Further, its computational expense increases at a slower
rate of growth with increasing problem size. Finally, local and robust D-optimal de-
signs for ordinal-response mixture systems are constructed using MEA, investigated,
and shown to have high D-efficiency performance.
ii
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Chapter 1
INTRODUCTION
Mixture or formulation experiments are prevalent in applications where mixture
components are treated as the experimental factors. Chemical and pharmaceutical
companies, for example, find strong motivations for using mixture experiments in
formula optimization. In a mixture experiment, it is of interest to know how changing
the proportion of a component affects an attribute of interest, e.g. the viscosity of a
mixture. For the experiment to be sensible, a change in the proportion of one should
result in an equal change in the sum of the proportions of the remaining ingredients.
The dependence among factor settings in mixture experiments motivated this entire
subcategory of experimental designs.
This research focuses on mixture problems where the response of interest is mea-
sured on a categorical instead of numeric, continuous scale. Applications of categori-
cal responses are widespread in industrial applications such as product development,
quality control, and process engineering. Some examples are provided for each re-
sponse type in the following paragraphs.
In some cases, the response of interest in a mixture experiment is generated using
a pass–fail or 0–1 classification approach. In the literature, this type of data is com-
monly called binary, Bernoulli, or binomial. Binary responses are widely encountered
in Research and Development experiments in the chemical industries. For example,
surfactant systems, a common ingredient in household soaps, are known to affect the
clarity of formulations. Clarity is often assessed subjectively, so a mixture experiment
will produce a dichotomized response – clear or not clear. Other applications of bi-
nary responses resulting from experiments involving mixtures of chemicals are noted
1
in toxicological (Chen et al., 1996) and ecological (Jonker et al., 2005) applications.
For example, Jonker et al. (2005) determined the survival of freshwater fish under
varying proportions of estrogenic chemicals.
There are also strong motivations for using ordinal scales in measuring the at-
tributes of a mixture. As an example in product development, absence of measure-
ment equipment to quantify fragrance intensity brings forth usage of a 1 to 7 ordinal
rating scale, which typically goes from weak to strong with increasing numeric scores.
Other situations motivate the use of ordinal scales, such as in the subjective assess-
ment of a sensory attribute or in cases when the response is an opinion or preference.
Scales used in this application facilitate the mapping of psychological responses to
numeric scores. Data resulting from such measurement, e.g. the Likert scale, are
appropriately treated as ordinal (Jamieson, 2004).
Ordinal scales also serve as measurement surrogates for quantifying a dynamic
system’s progression through phases. For example, experimenters are interested in
observing the level of hydrolysis or gelling in a formula as a result of gradual chemical
reactions over time. Gelling provides observable, visual evidence that the formula
is degrading or spoiling. Such degradation properties can only be measured cate-
gorically, but the importance of maintaining the order of categories in this case is
obvious. A level IV degradation (“high level of gelling”), for example, is significantly
worse than a level I degradation (“no gelling observed”). Further, the formula has to
progress from the lower to the higher levels, akin to the progression of a disease.
The assignment of ordinal responses may also happen by accident, such that after
an experiment, the responses are found to naturally fall into ordered groupings. In
stability studies, the original intent is to record the actual number of days until a
specific chemical reaction is observed. Owing to the frequency of sampling, it may be
possible that most experimental formulations fail at only three time points namely, 2
2
days, 5 days, or never. To improve the resolution in the responses, binning the data
into ordered categories is a reasonable alternative.
In general, measuring outcomes from mixture experiments are more difficult than
those involving discrete components. Formulations are produced in batch or contin-
uous processes, so one has to be concerned with mixture homogeneity, byproducts of
chemical reactions, and other nuances that discrete components do not have. There-
fore, categorical scales find many practical applications for this category of experi-
ments.
Research on mixture experiments has primarily focused on modeling and design
for continuous responses with normal errors. Little work has been done to address
the class of categorical responses in mixture experiments. This dissertation addresses
two major gaps in the literature namely, modeling categorical responses in mixtures
and the design of efficient mixture experiments for and uni- and multi-categorical
response models. To be succinct, models for mixture experiments will be termed
“mixture models”, while generalized linear models will be abbreviated as “GLM”.
Experimental designs for mixture experiments will be called “mixture designs” and
data resulting from mixture experiments as “mixture data”. The next two chapters
of this dissertation provide a comprehensive review of existing methods, designs, and
models for mixture experiments and categorical responses.
Chapter 2 reviews modeling strategies for binary and ordinal responses, beginning
with a discussion of general model mixture forms. These data sets are differentiated
from other industrial data by the highly collinear structure among the components. As
a result of this complete dependence, models have been modified to allow estimation
using standard estimation procedures. The most popular among these models are
the canonical polynomials (Scheffe, 1958), which suppress the intercept term to abate
estimation problems. The canonical polynomials are explored in Chapter 2.1.
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Chapter 2.2 briefly reviews models for binary and ordinal data in experimental
studies, with focus on GLMs. In factorial or orthogonal array experiments, Taguchi
(1974), Nair (1986), and Hamada and Wu (1990) have proposed methods for ana-
lyzing ordinal data using ANOVA-type statistics or score-based methods. Criticisms
had been raised on the statistical validity and limitations of these techniques for mul-
tifactor studies (Chipman, 1994). Hamada and Wu (1990), in addition, suggesting
using the class of GLMs proposed in McCullagh (1980) to model ordinal data from
experimental data. The most popular among these models is the proportional odds,
a natural extension of binary logistic regression for ordinal data. The proportional
odds model is simple in interpretation, parsimonious, and is closely related to binary
and multinomial regression.
The appeal of using GLM in modeling binary and ordinal data lies in its well-
established statistical properties. Estimation and inferential procedures for GLM
are widely available in standard software, and in addition, the linear portions of
GLMs resemble models for ordinary linear regression, which facilitates interpretation.
Despite its attractive features, Chipman and Hamada (1996) noted that challenges
arise when using GLMs to model ordinal responses from industrial experiments or
orthogonal arrays. Typical industrial data are characterized by a high number of
factors with respect to the sample size and responses that are highly partitioned
relative to the factors. Because GLM is estimated using the method of maximum
likelihood (ML), problems of separation, non-convergence of ML algorithms, and
infinite parameter estimates are frequently observed (Chipman and Hamada, 1996;
Agresti, 2010). The nuances of data from mixture experiments further exacerbate
this problem. Likelihood-based approaches – based on Firth’s penalized likelihood
approach (Firth, 1993) – are a possible remedy to this issue and are explored in
Chapter 2.2.3.
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Nonlinear models or models with nonlinear terms have also been explored for the
mixture space, and a brief summary of these applications is presented in Chapter 2.3.
Inclusion of nonlinear terms in mixture models was motivated by complex relation-
ships that cannot be captured by standard polynomials. Models with inverse terms,
for example, capture a steeper change in the response with changing proportions of
one component (Cornell, 2002). Binary data and other continuous responses from
mixture experiments have been modeled as GLMs (Cox, 1992; Akay and Tez, 2007),
but none so far has explicitly dealt with ordinal responses.
The second half of this thesis deals with optimal mixture designs. Chapter 3
highlights the lack of standard mixture designs for binary and ordinal responses,
which is the motivation for exploring optimal designs for the logistic regression and
proportional odds models. The proportional odds is a rational starting point for
ordinal responses for reasons previously stated. In addition, binary regression is just
a special case of the proportional odds, so extension of results to binary responses is
straightforward.
Chapter 3 begins with a review of the theoretical foundations of optimal designs
namely, the General Equivalence Theorem (Kiefer and Wolfowitz, 1960), the alpha-
betic optimality criteria (Kiefer and Wolfowitz, 1959), and the difference between
exact and continuous designs. The focus of this research is on D-optimal and exact
mixture designs. The goal of D-optimality is to maximize the precision of parameter
estimates, so D-optimal designs are useful when there is little knowledge about the
system, such as in component screening or model reduction. Some standard mixture
designs, such as the simplex-centroid (Scheffe, 1958), are D-optimal for certain Scheffe
polynomial models. A brief discussion of standard and optimal mixture designs for
linear models are presented in Chapter 3.2, as well as methods and algorithms for
constructing these designs.
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Chapter 3.3 reviews the design dependence problem when constructing optimal
designs for GLMs. Seminal work on optimal designs (Kiefer, 1959; Kiefer and Wol-
fowitz, 1959) focused on linear models with normal errors, such as the standard linear
regression models and the canonical polynomials. The optimization function for these
models is a function solely of the design points; on the other hand, GLMs, owing to
the model form, yield optimization functions that are dependent on the unknown
model coefficients. Chernoff (1953) proposed using the best guess of parameter val-
ues, yielding the class of locally optimal designs. Criticisms against this approach
(for example, Dror and Steinberg 2006) motivated robust design methods such as
Bayesian, clustering, and sequential approaches (Khuri et al., 2006). Some of these
methods are discussed in detail in this section, alongside recent efforts in the con-
struction of optimal designs for the proportional odds model. Perevozskaya et al.
(2003) proposed optimal designs for a single-factor dose-response experiment when
the ordinal model follows a proportional odds structure. A generalization of this work
was proposed by Yang et al. (2015) for the factorial space.
The survey in Chapters 2 and 3 establishes the significance of this research with
three key findings:
1. Ordinal-response models for mixture data have not been considered anywhere
in the literature.
2. It is unknown how “standard” or surrogate mixture designs (designed for linear
models) perform when used for binary or ordinal responses.
3. Methods for constructing D-optimal mixture designs for binary and ordinal
responses modeled as GLMs with a logistic link have not been explored.
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These gaps in the literature compelled the following major contributions of this
research:
1. This research proposes a modeling strategy for ordinal responses from mixture
experiments.
2. The structure of D-optimal designs for binary and ordinal responses are exam-
ined and shown to be generally different from standard and optimal designs for
normal-theory responses.
3. A fast exchange heuristic, the mixture exchange algorithm (MEA), is developed
for constructing exact D-optimal designs for ordinal responses. MEA addresses
two issues in mixture design construction namely, maintaining the consistency of
the totality and multi-component constraints and addressing the non-linearity
of the response function.
Chapter 4 focuses on addressing the first item for subjective ordinal responses. Or-
dinal responses often result from situations where formulations have to be subjectively
rated by panelists based on an intensity or Likert rating scale. Two ordinal response
models are investigated namely, the proportional-odds and stereotype models. Be-
cause of the perfect collinearity of the model matrix for mixture data, both models
have to be re-parameterized to abate estimation issues. When using the proportional
odds model for subjectively assessed responses, the distances between two adjacent
ordinal categories are not meaningful. It will be shown that the stereotype model
provides a meaningful interpretation of these distances that facilitates collapsing of
adjacent categories, a phenomenon called by Anderson (1984) as “indistinguishabil-
ity”. This is especially useful for subjective rating schemes, where the number of
categories could be arbitrarily assigned by experimenters. Chapter 4 discusses the
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modifications in the estimation and interpretation of these two models for the specific
case of mixture data.
Data in Chapter 4 was collected using an I-optimal design for normal-theory re-
sponses. While this design produced a reasonably good set of models for analyzing the
ordinal response, it is not guaranteed to work for a larger variety of design problems.
The absence of recommended mixture designs for ordinal responses and the tendency
of experimenters to resort to standard and surrogate mixture designs available in
commercial software motivated the work in Chapter 5. This chapter addresses the
construction and investigation of D-efficient designs for binary logistic regression, a
special case of the proportional odds model for ordinal regression. D-optimal mixture
designs for linear models with normal errors are generally “boundary designs” i.e.,
majority of the design points are located at the vertices and edges of the mixture
space. Evidence from factorial experiments show that this is not generally the case
when responses are classified as GLMs, and this dissertation shows and confirms that
the same can be said for mixture spaces.
To confirm this, methods for constructing local and robust D-optimal designs for
binary responses are proposed and implemented in Chapter 5. D-optimal mixture de-
signs for three-component problems are generated for a variety of test cases, including
the study in Chen et al. (1996) which used a variation of the simplex-lattice design.
It will be shown that D-optimal designs for binary responses typically locate design
or support points at regions of uncertainties or linearities. This information is useful
in explaining why the D-efficiency performance of standard and surrogate mixture
designs highly depend on the chosen parameter priors. Cases for which boundary
mixture designs become good or awful surrogates for binary-response models are pre-
sented.
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Knowledge of the regions where D-optimal support points tend to be located
supports a proposed improvement in exchange heuristics. In general, mixture blends
that do not fall within regions of uncertainties are excluded from the set of feasible
points for exchange. For the point-exchange algorithm (PEA) – the search heuristic
used in this chapter – this meant limiting the candidate space to points that meet
the cut-off. Results in Chapter 5 shows that alternate designs generated from this
approach still achieve high performances with respect to the D-criterion.
In Chapter 6, the focus is on the efficient construction of exact D-optimal designs
for ordinal responses and more specifically, for the proportional-odds model. Chap-
ter 5 used PEA for the binary response model, and even with the computational
improvement resulting from limiting candidate spaces, PEA is still computationally
inefficient. As a multi-categorical response model, the proportional-odds yields larger
matrices in the calculation of the D-criterion, compelling the need for a more effi-
cient search heuristic. An immediate candidate is the CEA or coordinate-exchange
algorithm (Meyer and Nachtsheim, 1995). This algorithm was originally developed
for factorial design spaces with normal-theory responses and adapted to the mixture
space by (Piepel et al., 2005). A simplistic way to adapt CEA to GLMs is to use
what we call a brute-force approach i.e., simply recalculate the D-criterion at each
exchange. The main issue with constructing efficient designs for GLM-type responses
in mixture spaces is that each exchange in the model matrix (the matrix of design
points) results in a low-rank change in the weights matrix, as well as changes in the
other columns of the model matrix. This issue challenges researchers in the devel-
opment of more efficient updating formulas for the D-criterion, which were the focal
points of the original PEA (Fedorov, 1972) and CEA (Meyer and Nachtsheim, 1995).
In Chapter 6, this issue is addressed in the development of the Mixture Exchange
Algorithm (MEA), a search heuristic for constructing D-optimal mixture designs for
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ordinal responses. The key feature of MEA is its ability to efficiently update the
D-criterion at each component exchange, in the presence of changes in all component
matrices of the information matrix.
It will be shown that MEA computationally outperforms brute-force PEA and
CEA. Because of its fast computation, MEA is used to develop a fast and practical
method for constructing robust D-optimal designs for ordinal responses. Similar to
Chapter 5, the D-optimal designs constructed in this chapter are investigated and
compared to standard and surrogate mixture designs. It will be shown that efficient
mixture designs for ordinal responses follow the same behavior as D-optimal designs
for the binary-response model.
In practical applications, the findings in this dissertation are useful for the con-
struction of efficient mixture experiments for research and development problems in
the industry, medicine, pharmacology, food sciences and nutrition, and biomedicine,
among others. Efficient experimentation is always an integral part of research and
development work and the applications of mixture experiments are ubiquitous in any
field of research.
In relation to theoretical work, this research presents and addresses the fundamen-
tal issues in optimal mixture design construction for GLM-type responses. Proposed
methods and results obtained serve as baselines for the development of faster and
more accurate computational algorithms, extensions to other classes of models, and
consideration of other types of mixture problems.
Finally, the class of GLMs considered in this research are the uni- and multi-
categorical response models with a logistic link. Methods proposed in Chapters 5
and 6 require some modification for other link functions. In addition, the linear
predictors of the GLMs considered here follow the Scheffe canonical forms. Usage of
other models, such as the slack variable model, is relegated to future work.
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Chapter 2
MODELS
Response surface methods (RSM) were motivated by quality improvement problems
that required efficient experimentation and optimization of process settings and prod-
uct attributes. The latter is accomplished by building an empirical model – a math-
ematical function that relates process variables with a response. Pioneering work in
RSM literature focused on linear models in factorial spaces (Box and Wilson, 1951),
but it quickly expanded to accommodate RSM problems in mixture experiments. For
linear models, polynomial functions are the cornerstone of response surface modeling,
primarily due to their mathematical simplicity and elegance. The uniqueness of the
mixture design space prompted the development of different modeling strategies for
mixture data. Scheffe (1958) proposed the canonical polynomials, the first known
mixture models. To this day, the canonical polynomials are still extensively used
in research and application. The purpose of this chapter is to review the canonical
polynomials, other mixture models, GLMs, and the relationship between GLMs and
the proportional odds model. These models will be used throughout the dissertation.
2.1 Linear Models for Mixture Experiments
Mixture experiments are useful in cases when additional constraints are imposed
on the design space and when the component proportion, but not the amount, affects
the response. When there are k components and the proportion of component i is
indicated as xi, the constraints on the mixture space have the general form:
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k∑
i=1
xi = 1
0 ≤ Li ≤ xi ≤ Ui ≤ 1,∀k
(2.1)
The constraint
∑
i xi = 1 presents fundamental issues in building an empirical
model, such as the {q,m} polynomial in Equation 2.2. The linear polynomial of
degree m in q components is a good approximation to more complex mathematical
functions and widely used in response surface optimization (see Myers et al. 2009 and
Cornell 2002).
η = β0 +
q∑
i=1
βixi +
q∑ q∑
i≤j
βijxixj +
q∑ q∑ q∑
i≤j≤k
βijkxixjxk + ... (2.2)
To see the problem with estimation in q components, note that component q is
completely dependent on the q − 1 components by the relation xq = 1 −
∑q
i=1 xi.
This implies that the coefficients in Equation 2.2 for the full {q,m} model cannot be
uniquely estimated. Scheffe (1958) recognized this problem in a seminal work that
introduced several canonical forms of the polynomials of varying degrees, and Cornell
(2002) provides an excellent summary of these models. Some of the more popular
forms of the canonical polynomials are subsequently shown namely, linear or {q, 1},
quadratic or {q, 2}, full cubic or {q, 3}, and the special cubic canonical polynomials
(Equations 2.3 to 2.6).
η =
q∑
i=1
βixi (2.3)
η =
q∑
i=1
βixi +
∑ q∑
i<j
βijxixj (2.4)
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η =
q∑
i=1
βixi+
∑ q∑
i<j
βijxixj +
∑ q∑
i<j
δijxixj(xi−xj) +
∑∑ q∑
i<j<k
βijkxixjxk (2.5)
η =
q∑
i=1
βixi +
∑ q∑
i<j
βijxixj +
∑∑ q∑
i<j<k
βijkxixjxk (2.6)
The canonical polynomials are reparameterized versions of the full polynomial in
Equation 2.2. Compared with the full polynomial models, the canonical polynomials
omit certain model terms. The most obvious is the omission of the intercept term
from all model forms and terms such as xmi from models of degree m. Applying
certain identities, e.g.
∑q
i=1 xi to Equation 2.2 for m = 1, easily proves that the
omitted terms are aliased with model parameters (Cornell, 2002).
The reparameterization of the full polynomial facilitates estimation under the
mixture space but changes the interpretation of the parameters. Take for example
the full linear model and its canonical form in Equation 2.3. For the full polynomial
model, a coefficient βi is interpreted as the expected change in the response given a
unit change in the covariate xi. For the linear model in canonical form, a coefficient is
interpreted as the height of the response surface at a point in the experimental space
where the component proportion is at a maximum (e.g., xi = 1). Terms like βij, i 6= j
represent a twist in the planar response surface in the full polynomial model, while
in a mixture experiment, these terms represent the type of binary blending active in
the system. Positive values of βij represent an accession in the response surface, a
phenomenon called synergism; negative values imply antagonistic blending.
Alternative models were proposed for various reasons. Some of these models were
designed to capture the true relationship between the component and the response.
For example, models with inverse terms are useful in cases when the response drops
quickly with respect to the component proportion (Draper and John, 1977). Certain
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model forms were proposed to combat the persistent problem of multicollinearity
in mixture spaces. In ordinary linear regression, multicollinearity exists when the
covariates are correlated. There are varying levels of multicollinearity, and statistical
indicators such as the variance inflation factor measure the amount of multicollinearity
present (Montgomery et al., 2012). Because the dependence structure among the
components is stronger for mixture data, this problem is exacerbated for mixture
models. The use of pseudocomponents (Cornell, 2002) is a recommended solution
but is not always successful, and this is where alternative model forms are useful.
Prescott, et al. (2002) recommends replacing the linear terms xi with x
2
i in a quadratic
Scheffe model to reduce the effects of multicollinearity.
A modeling approach that has received considerable attention because of its sim-
plicity is the slack-variable approach. To remove the dependency among the com-
ponents, one of the components is designated as the slack variable and omitted in
model building. The implications are similar as the leave-a-term-out strategy of the
canonical polynomials; only in this case, a component effect is aliased with another
component effect. The choice of slack variables also produces different models and
response surfaces (Cornell, 2002) so the impression on this class of models is divisive.
So far, the discussion has focused on mixture models for the linear case. The
addition of inverse terms, as discussed earlier, still produces an intrinsically linear
model. Relatively few applications have dealt with truly nonlinear models, as will be
discussed in Chapter 2.3.
2.2 Ordinal Regression as a GLM
Ordinal responses are typically associated with surveys in the social and political
sciences, consumer preferences and opinions in market research, and expert diagnoses
in the biomedical sciences. In Agresti (2010) comprehensive literature on the topic,
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majority of cited examples were derived from observed or survey data in the social
sciences. The development of methods for industrial studies has been markedly slow
relative to its social science counterpart.
In factorial or orthogonal array experiments, Taguchi (1974) and Nair (1986),
among others, have proposed methods for analyzing ordinal data using ANOVA-
based statistics or score-based methods. Criticisms had been raised on the statistical
validity and limitations of these techniques for multifactor studies (Hamada and Wu,
1990; Chipman and Hamada, 1996). GLMs present an appealing alternative because
of their sound statistical properties and resemblance to ordinary linear regression.
Analyzing ordinal data in the regression context goes back to McCullagh (1980)
proposal of a class of GLMs for ordinal data.
It is natural to inquire if treating an ordered, categorical response as ordinal data
presents advantages over treating it as continuous or nominal-type. The practice of
using ordinary least squares (OLS) regression on ordinal data is discouraged (Agresti,
2010), because it could lead to misleading results about the relationship between the
response and the predictor variables. In model-building, problems of lack of fit, poor
prediction, and aberration from the assumptions on the residuals are probable conse-
quences of using OLS. Moreover, treating the response as ordinal instead of nominal
presents a greater variety of parsimonious and more powerful analytical techniques
that resemble those methods for continuous-type responses.
Throughout the dissertation, ordinal data will be analyzed in the context of GLMs.
2.2.1 Overview of Generalized Linear Models
When relating a response, y, to a set of fixed covariates, the assumption of ho-
moskedastic experimental errors, ε, from the normal distribution results in linear
models of the form:
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y = Xβ +  (2.7)
where X is a matrix composed of covariate values, β is a vector of model coefficients,
and  ∼ N(0, σ2).
The error structure in Equation 2.7 does not hold in many situations, such as when
the error term is multiplicative to the linear predictor. These models are still intrin-
sically linear, because transformations may be done to achieve linearity (see Johnson
and Montgomery 2010). Box-Cox power transforms on the responses were proposed
(Box and Cox, 1964) to mimic the behavior of normal data. However, criticisms had
been raised on the inadequacy and unsuitability of response transformations for cer-
tain study contexts. Keene (1995) raised these issues in the protocol of analyzing data
from medical studies. In these situations, the true nature of the response must be
modeled without transformation. For binary and count data, for example, the error
is a function of the magnitude of the mean. To address the inadequacies of the linear
models from normal theory, Nelder and Wedderburn (1972) proposed the family of
generalized linear models. GLMs cover those cases when the experimental errors are
non-normal but come from the exponential family of distributions (McCullagh et al.,
1989).
In Equation 2.7 , the linear predictor and the probability distribution of the error
term characterize the linear model. For GLMs, three components are required to
completely describe the model (McCullagh et al., 1989) namely:
1. Density function of Y. Let Y be a vector of random variables, where every
element is independently distributed with mean µ and has the exponential-
family density function:
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fY (y; θ, φ) = exp
{
yθ − b(θ)
a(φ) + c(y, φ)
}
(2.8)
Density functions belonging to the GLM family vary with respect to the known
functions a(·), b(·), and c(·). In most model forms, φ is the dispersion parameter,
and when this quantity is known, θ becomes the canonical parameter of a single-
parameter exponential-family model so that µ(Y, θ) = E(Y ; θ).
2. The linear predictor of the form η=Xβ, where as always, X is a matrix of
covariate values and β is a vector of parameters.
3. Link function, g(·), so that η = g(µ). The choice of a link function depends on
the nature of the response. For example, Poisson counts can only assume non-
negative integer values and consequently, its mean µY ≥ 0. Hence, g(·) = log(·)
is an appealing choice for the Poisson GLM. Such special link functions are
called canonical links, and as will be noted in a subsequent discussion, using a
distribution’s canonical link also simplifies estimation.
Some well-known density functions and corresponding canonical links are sum-
marized in McCullagh et al. (1989). Alongside the characterizations above, the
log-likelihood function and its derivatives play important roles in describing GLMs.
The log-likelihood function of fY (θ, φ) given a sample y is defined as l(θ, φ; y) =
log fY (y; θ, φ). For the exponential family, the log-likelihood has the general form:
l(θ; y) =
yθ − b(θ)
a(φ)
+ c(y, φ) (2.9)
Two statistics based on the log-likelihood are important in understanding esti-
mation, inference, and later on, optimal design theory for GLMs. The roles of these
statistics are better explained using matrix notation. Define X as the design matrix
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(also referred as the incidence matrix in McCullagh et al. 1989) made up of column
vectors of the “design points”, y as the response vector, and µ as the mean vector of
the observations, 1...n. Further assume that a canonical link is used so that ηi = θi.
The score statistic is formed by taking the first derivative of the log-likelihood func-
tion, ∂l
∂θ
. Setting this to zero yields the score equations in Equation 2.10, a system of
k + 1 equations solved through iterative methods to obtain the maximum likelihood
estimates (Myers et al., 2012).
X′(y − µ) (2.10)
Another important log-likelihood statistic is the variance of the score statistic,
also known as the Fisher information or information matrix (IM). The IM is formed
by taking the negative expectation of the second derivative of the log likelihood with
respect to the canonical parameter, i.e. I(θ) = −Eθ ∂2l∂θ2 . For a GLM with a canonical
link, the IM simplifies to Equation 2.11.
M(θ) = X′WX (2.11)
W is called the “weights matrix”, a diagonal matrix where the elements are defined
by the variance function, v(µi) in Equation 2.12. The variance function is unique
to the distribution of interest. For example, for a Bernoulli process with canonical
parameter θ = pi, the variance function is calculated for each observation i as pii(1−pii).
Note that because the variance function is dependent on the canonical parameter, the
IM also depends on this parameter.
v(µi) = b
′′(θ) (2.12)
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The IM serves an important role in optimal design theory, and its role is best
explained by looking at the case of normally distributed errors as a special case of the
GLM. For normally distributed errors, the diagonal elements of the weight matrix are
easily derived as 1
σ2
, so the IM becomes X
′WX
σ2
. The information matrix is perceived
as a ratio of a function of the design points and the variance in the responses, so a
large IM indicates that the estimated parameters (β) are well-determined by the data
(see McCullagh et al. 1989, page 73). Taking the inverse of the IM yields the popular
expression for the variance of the MLE’s, (σ2X′WX)−1. Criteria-based design theory,
such as D-optimality, uses functions of the IM to define various optimality criteria.
The dependence of the IM on the canonical parameter is an additional challenge
when finding optimal design for GLMs. This problem – called design dependence –
will be discussed in detail in a later chapter.
2.2.2 Models for Ordinal Data
Non-model based methods for analyzing ordinal data were founded in nonparamet-
ric statistics that go way back to the Mann-Whitney hypothesis tests for differences
in ranks (see, for example, Agresti 2010). Other approaches were subsequently de-
veloped for ordinal data, and popular ones include Kendall’s Tau for contingency
tables, Cochran-Mantel-Haentszel (CMH) test for linear association, and odds ratios
for 2 × 2 contingency tables. The reader is referred to an excellent survey of these
approaches in Liu and Agresti (2005). The focus of this research is on model-based
approaches, and specifically, the GLM-type models proposed by McCullagh (1980)
for ordinal regression.
The implementation of ordinal scales typically relies on the arbitrary choice of
categories, so models that are invariant to the number of categories are an appealing
choice for ordinal regression. The natural choice are GLMs that model the cumulative
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probabilities instead of individual probabilities. McCullagh (1980) proposed several
forms of the cumulative logit model for ordinal regression; the simplest and most
widely used of these is the proportional odds model.
For a multinomial response variable, Y∈ {1, 2, ...j} with multiple explanatory
variables x, the proportional odds form of the logits of the c− 1 cumulative logits is
as shown in Equation 2.13.
logit P (y ≤ j) = logP (y ≤ j)
P (y > j)
= αj + β
′x
α1 < α2 < .... < αc−1
(2.13)
Following the previous format for characterizing GLMs, it is also easy to see how
the proportional odds model belongs to the family of GLMs. Previously, the response
y is an n× 1 vector, where each element is a realization of the univariate GLM. The
proportional odds model is a multivariate GLM, so the response vector y is an n× c
vector of responses where i = 1, 2, ..., n, j = 1, 2, ...c, and yij ∈ 0, 1.
1. Density function. Let Y be independently distributed with mean vector µ. Y
comes from the exponential-family multinomial distribution with the density
function (Fahrmeir and Tutz, 2001):
fY (y;θ, φ) = exp
{
yθ− b(θ)
a(φ) + c(y, φ)
}
(2.14)
and θ =
[
log
(
P1
1−P1
)
, ..., log
(
Pj
1−Pj
)
, ..., PJ
]
, where Pj, j = 1, 2, ..., J are cu-
mulative probabilities of being in a category j or lower.
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2. The linear predictor of the form η=Xβ, where X is an expanded design matrix
that will be defined in Chapter 3.1.1 and β is a vector of parameters. Note that
η is a vector of responses at every category.
3. Link function, g(·) = log( Pj
1−Pj ). The operator on the ratio of cumulative prob-
abilities is called the logit link function. Other link functions are available for
the proportional odds, such as the complementary log-log and probit links (see
Agresti 2010). The focus of this research is only on the logit link function.
The proportional odds model is the most widely used ordinal regression model
for several reasons. First, the PO model is parsimonious for categorical data, such
that it only requires a few parameters to describe a given phenomenon. For a three-
category response with two covariates, the PO model requires four parameters to fit
a main-effects-only linear predictor. In contrast, a full multinomial model will re-
quire two additional parameters for the same predictor function. As a consequence of
the PO model’s parsimony, the coefficients are easier to interpret than most ordinal
models. The model form of the linear predictor also resembles ordinary linear regres-
sion models, which facilitates ease of interpretation and acceptance of results among
non-statisticians.
The use and interpretation of logit models like the PO is different, nonetheless,
from ordinary linear regression models. The covariate effects, β, are best interpreted
using the log-odds ratios, as shown in Equation 2.15. Hence, for any covariate xi,
exp[βi(a− b)] is the multiplicative effect of that covariate on the odds (at xi = b) of
being in a lower category of the response, compared to the odds at xi = a.
log
P (y ≤ j|x = a)/P (y > j|x = a)
P (y ≤ j|x = b)/P (y > j|x = b) = β
′(a− b) (2.15)
From Equation 2.15, note that the c − 1 logits differ in the αj’s, but the effect
of each covariate is constant across all categories of the response. This is called
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the proportional odds assumption, where the same multiplicative effect, exp(βi) is
exercised by a covariate on the log cumulative odds ratios, regardless of the level of the
response. As such, the only differentiator among the logit curves are the thresholds,
which are perceived to shift the logit curve in the horizontal axis, but the forms of the
logistic curves are similar. To maintain stochastic ordering of the cumulative logits,
the thresholds, αj, are constrained to be monotonically increasing and the covariate
effects presumed to be the same at each level of the response category. Stochastic
ordering is when a group is when a group’s cumulative density function is uniformly
lower than another groups. Since the response is ordered and categorical, stochastic
ordering needs to be maintained for the cumulative probabilities to make sense.
The proportional odds assumption does not always hold in practice. Because of
this, other ordinal regression models have been proposed in literature. For example,
Peterson and Jr (1990) proposed the partial proportional odds (PPO) to allow for
differences in the effects of selected covariates from one category to another. On one
extreme end is the non-proportional odds (NPO), which assume different covariate
effects across all categories of the response (see Agresti 2010). The linear portion
of the nonproportional odds structure is similar to multinomial logistic regression
where j unordered, categorical responses are simultaneously fitted against factors or
covariates, each presumed to have a different effect at every category.
An ordinal model that compromises between the PO’s parsimony and the NPO’s
flexibility is Anderson (1984) stereotype model. Anderson made a distinction between
two types of ordinal data, namely, one that is an observed and discretized version of
a latent, continuous variable, and one that is a simplification of a multidimensional
phenomenon, such as subjective evaluations. He referred to the former as “grouped
continuous” and to the latter as an “assessed” type of response.
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In a fragrance study that will be discussed in Chapter 4, every panelist has a
certain “stereotype” of fragrance intensity, evaluating it on several aspects before
providing a final rating. Such phenomena motivated the stereotype model in Equation
2.16. The probability of being in j given x is denoted by pij(x), and c is a baseline
category, usually taken to be the last level of the response. Restrictions on the
parameters in Equation 2.16 are imposed so that the parameters remain identifiable
in estimation. Note that the predictor function is nonlinear in the parameters.
logit pij(x) = log
P (y = j)
P (y = c)
= θj + φjβ
′x
θ1 = 0;φ1 = 1;φc = 0
(2.16)
The stereotype model assumes that the covariates, β, exert the same effect across
categories of the response, but the multiplicative (score) parameters, φj, provide a
flexibility that is lacking from the proportional odds model. The stereotype model is
also a special case of the multinomial regression model with the additional restriction,
βj = βφj. The score parameters are conveniently viewed as distance measures, such
that when comparing the probabilities of being in response categories j′ and j′′,
the score parameters only exert an influence when φj′ − φj′′ is large (Kuss, 2006).
Formal tests for φj′ = φj′′ are possible in standard software and nonrejection of the
null suggests that these two categories are “indistinguishable” with respect to the
covariates. Indistinguishability implies that the covariates are not predictive between
two categories. If response categories are found to be indistinguishable, collapsing two
or more adjacent categories becomes a viable option. Model parsimony and better
interpretability result from such strategy. In addition, sparse data sets, a common
problem with experimental data, are more likely to be modeled with fewer issues.
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To demonstrate the parsimony of the stereotype model relative to multinomial
regression or NPO, suppose that an ordinal response has 7 categories and 3 covariates.
The PO with a “main-effects” linear predictor will require 9 parameters, while a full
multinomial logistic regression (MNR) model will require 18 (similar to NPO). The
stereotype model will require only 5 more than the PO model but provides more
flexibility in the modeling of covariate effects.
If the estimates of the score parameters satisfy the condition in Equation 2.17,
then the probabilities are stochastically ordered (Anderson, 1984). In contrast with
PO, ordering of the categories is not a necessary assumption for the stereotype model.
The condition in Equation 2.17 further suggests that the effects of the covariates are
becoming weaker as we go from the lower to higher categories (Kuss, 2006).
1 = φ1 ≥ φ2 ≥ ...φc ≥ 0 (2.17)
The stereotype model is not widely used in practice and considered by some as
a neglected research area (see discussion by Lessafre in Liu and Agresti 2005). The
lack of standard software packages for fitting the stereotype model limits its usage
but as Kuss (2006) demonstrated, standard procedures in SAS can be tweaked to
aid in estimation. Chapter 4.1 demonstrates estimation of the stereotype model with
mixture data using SAS and its usefulness for analyzing subjectively assessed ordinal
data.
2.2.3 Maximum Likelihood Estimation in Ordinal Regression
As a member of the GLM family, estimation of the PO model proceeds by the
method of maximum likelihood. The log-likelihood function, defined in Equation 2.9,
fully characterizes a GLM. The log-likelihood of the PO model is the sum of individual
likelihood contributions of each sample. Following the same notation as the previous
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section and denoting piij as the probability of sample i being in the j
th category, the
log-likelihood of the proportional odds model becomes (McCullagh et al., 1989):
l(pi; y) =
n∑
i=1
c∑
j=1
yij log piij (2.18)
where
∑
j piij = 1.
Maximum likelihood estimates (MLEs) are found by solving the simultaneous
score equations, X′(y − µ) = 0. Iterative methods such as Newton-Rhapson and
iteratively weighted least squares (IWLS) are used to solve the score equations (Myers
et al., 2012). These algorithms have been known to fail convergence, such as in cases
of separation for categorical data. Separation is best explained with one covariate:
if the covariate has three levels, for example, and a response has three categories
to be allocated to those levels, separation occurs when a response value is mostly
allocated to a certain level. Separation has been noted to lead to infinite and unstable
parameter estimates, and frequently occurs with smaller sample sizes, higher-order
models, and unbalanced data (Agresti, 2010). Its occurrence in smaller samples is
easy to illustrate and explain. Imagine a contingency table with j rows (for the
response categories) and k columns (for the levels of a nominal covariate). When
the sample size is significantly less than j × k, some of the cells in the contingency
tables will have 0 counts. In addition, if the effect of this covariate is strong, the
tendency is to populate the minimum and maximum levels at each response category.
In chi-square inferential theory, it is well-known that when this situation happens,
the test statistic becomes biased (Yates et al., 1999). Under maximum likelihood, the
log-likelihood continues to increase as the parameter increases unboundedly (Agresti,
2010).
The separation problem is one of the reasons why the PO model has not been
extensively used for industrial data. Hamada and Wu (1990) and Koch et al. (1990)
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noted that small sample sizes in industrial cases can cause problems for PO estimation.
Chipman and Hamada (1996) used a Bayesian analysis approach for GLMs to alleviate
this issue. The Bayesian method constrains the parameter space, so estimates of
probabilities approaching 0 and 1 are avoided. As with all Bayesian approaches,
assumptions regarding the prior and posterior distributions of parameters need to be
made, alongside the usual assumptions about model form.
The motivation for exploring modeling strategies is to fit higher-order blends that
describe more complex relationships among the mixture components. It was just
noted that when the sample size is small and ordinary likelihood estimators are uti-
lized, finiteness of parameter estimates is not guaranteed even for the simplest model
form (i.e., linear blends or “main effects”). A possible remedy to this issue are the
likelihood-based approaches based on Firth (1993) penalized likelihood approach.
Penalized likelihood was originally proposed to remove first-order bias in binomial lo-
gistic regression, but extensions have been developed to accommodate ordinal models
(Lipsitz et al., 2013). This approach is more appealing because it directly adjusts
the likelihood function, in lieu of removing biases from the estimator after the fact.
Unlike other approaches, penalized likelihood methods do not require the finiteness
of estimators. In fact, it intrinsically solves that problem. Also of interest is a com-
posite of ridge regression and penalized likelihood, which addresses the problems of
multicollinearity and bias simultaneously (Shen and Gao, 2008).
A better candidate for solving problems in estimation is the direct enhancement of
the properties of the information matrix through optimal designs. One of the reasons
for infinite MLEs is the ill-conditioning of the IM. Recall that the overall Fisher
information is the sum of individual Fisher information from several samples. Because
the IM is dependent on the data matrix and estimates of the variance function, wise
selection of the design points could potentially alleviate the problem of separation.
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Hence, optimal designs are not only attractive because of special experimental cases
that standard designs cannot address (e.g., highly constrained mixture spaces), but
also from the standpoint of estimation.
2.3 Nonlinear Models in Mixture Experiments
Researchers and practitioners have recognized early on that the mixture response
surface can be intrinsically complex and that standard Scheffe polynomials are not
adequate in modeling the relationship between the response and mixture components.
The easiest way to accommodate the complexity is by adding terms to the Scheffe’s
polynomials that reflect these relationships. Examples of these include the inverse
terms proposed by Draper and St. John (1977) and other nonpolynomial terms such
as x1x2
x1+x2
(Becker, 1968). More approaches are discussed in Cornell (2002). These
models are still intrinsically linear because subtle reparameterizations allow the use
of standard estimation methods such as the method of least squares. The error
terms in these models also conform to normal theory, such that they are normally
distributed with constant variance, differentiating these from GLMs. Finally, these
models are also linear in the parameters, which distinguish it from other nonlinear
models where the parameters are nonlinearly related, such as in the stereotype model.
Another example is found in a pharmacometric mixture problem discussed in White
et al. (2004), which used mixture-amount designs (see Cornell 2002, page 203) to fit
a model that estimates the half-life of cancer cells.
In many cases in literature, the non-conformance of the error distribution with
normal theory is the motivation for using nonlinear models such as GLMs. Some
applications in mixture experiments are found in quantal dose-response studies, which
explore the relationship between drug doses and effects on subjects. Methods for
binary data (e.g., logistic regression) and lifetime analysis (e.g. probit analysis) are
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found to be especially useful. Examples found in Cox (1992) and Chen et al. (1996)
modeled incidence rates or length of life for mixture data. Estimation issues in logistic
regression models were explored in Akay (2014). Dunsmore and Ward (1993) proposed
an approach for optimizing formulations with a binary response when there is an
additional cost objective. In terms of industrial mixture data, Akay and Tez (2007)
cited some advantages of using a GLM with a gamma density function over a Scheffe
model with inverse terms.
Ozol-Godfrey et al. (2008) proposed an interesting method for comparing mixture
designs for logistic regression models. The method is an adaptation of the Frac-
tion of Design Space (FDS) (Goldfarb et al., 2004) and Scaled Prediction Variance
(SPV) contour plots. These plots are used to examine and compare the prediction
properties of competing mixture designs, and they were originally proposed for nor-
mally distributed responses. A gasoline-blending experiment with binary responses
demonstrated the utility of these plots in studying the prediction performance of the
simplex-lattice mixture design with varying degrees of the Scheffe polynomial as the
linear predictor.
From this survey, it is notable that the work on this area is not prolific, given
that there are many industrial problems that necessitate this application. Further,
there is absolutely no treatment of ordinal responses in mixture experiment literature.
We surmise the reasons behind this. First, response surface modeling using ordinal
regression models, even for the factorial space, is not yet well-explored. The most
recent and comprehensive work on this topic is under the Bayesian context (Chipman,
1994), but follow-ups to this work are lacking. Second, the nuances of mixture data
pose additional challenges in response surface estimation. Some basic issues include
the reparameterization of standard nonlinear models to remove complete collinearity
and how these models should be interpreted under the mixture context.
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Chapter 3
EXPERIMENTAL DESIGNS
Well-designed experiments have a two-fold importance. From a cost standpoint,
it allows efficient use of resources to obtain information about a process or system.
From a statistical standpoint, it builds empirical models with desired properties so
that accurate information could be inferred from these models. Hence, the choice of
a good design has been a subject of great interest since the work of Fisher (1935)
on experimental designs for agricultural applications. Motivated by Fisher’s work
on agricultural design of experiments (DOE), earlier design proposals, such as the
factorial and Latin square designs, focused on balanced replication and orthogonality.
These efforts closely examined the properties of these designs in estimation of factor
effects and later, for building response surface models in optimization studies.
DOE has since expanded to accommodate more specific design problems, such as
constrained regions, small and exact sample sizes, and other special cases. The field
of optimal experimental designs has provided an alternative to non-standard design
problems, especially when runs cannot be uniformly allocated among design points
and when the sample size is resource-constrained.
This chapter lays out the foundations of optimal design theory and surveys opti-
mality results for mixture designs. Chapter 3.1 presents foundational theorems and
relevant mathematical definitions with the key purpose of answering the basic ques-
tion about optimal designs – “When are experimental designs considered optimal?”
Chapter 3.2 briefly reviews standard mixture designs for the simplex mixture space
(e.g., the simplex-lattice) and some non-simplex-based designs that are readily avail-
able in commercial software, such as the uniform space-filling design. Optimality
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results for these mixture designs are also surveyed and presented in this section. Fi-
nally, Chapter 3.3 looks at the more specific case of optimal designs for GLMs. The
most important section of this literature review is Chapter 3.3.3, which discusses
recent optimality results for the proportional odds model.
3.1 Optimal Design Theory
A prerequisite in finding optimal designs is an adequate assumption about the
empirical model form. Seminal work on optimal designs began with linear, polynomial
models with normal errors in the factorial space (Kiefer and Wolfowitz, 1959). This
was expanded to the mixture space for some canonical polynomials (Kiefer, 1961). It
is natural to establish optimality results or find optimal designs for the most basic
models first, so in this research, the canonical polynomials are the assumed model
forms for the GLM linear predictor.
In discussing the primary problem in optimal designs, it is necessary to dis-
tinguish between exact (discrete) and continuous (approximate) designs. Contin-
uous designs treat the design space as a probability measure, so the optimal de-
sign problem is to determine the support points, the minimum number of support
points (d), and the weights (replications) on these points. For example, suppose that
ξ = {z1, z2;w1, w2} = {(−1,−1), (1, 1); 0.457, 0.543} is a probability measure on the
design space χ, and ξ is the solution to the optimal design problem for a linear model
with one covariate. The points {z1, z2} are the minimum support points (d = 2) and
{w1, w2} are the weights on this points. The least common multiple integer of the
weights is n = 407, so that for these designs to be optimal in practice, the allocation
on the support points should be {221, 186}. This implies that a solution to an optimal
design problem is only practically implementable when the sample size is large, which
makes these designs impractical for resource-constrained problems. Exact designs, on
30
the other hand, start off with a specified sample size, n, and through heuristic algo-
rithms, find the necessary support points to support a given model and the specified
sample size. Exact designs are used in practice, and statistical software such as SAS
or JMP have long implemented these procedures in their respective DOE modules.
In this research, the focus is on exact designs, but literature surveys might mention
continuous designs from time to time.
3.1.1 The Design Matrix
The design matrix is an important aspect of optimal design theory and was briefly
described in a previous section with the specification of GLMs. For a model or linear
predictor of the form η = Xβ, the expanded design matrix X is simply an N × p
matrix of augmented column vectors, where p is the the number of parameters in the
model of concern and N is the number of observations or sample size.
For univariate GLMs, the design matrix follows the same format but with the
additional specification of a link function, g(µ) = η. In this case, µ is a scalar. The
proportional odds model, in contrast, is classified as a multivariate GLM, so µ is a
c× 1-vector, where c is the number of response categories. The design matrix for the
proportional odds model is shown in Equation 3.1 (Fahrmeir and Tutz, 2001).
Xi =

1 x′i
1 x′i
. . .
...
1 x′i

(3.1)
and for each sample i, x′i is the expanded vector of covariate values that includes
every model term.
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The correct calculation of the information matrix (IM) (see Chapter 2.2.1) is
contingent on the accurate definition of the design matrix. All optimality-based
criteria are based on functionals of the IM. Since the weights matrix V (Equation
2.11) is fixed for a specific model, the choice of elements of the design matrix solely
affects a specified functional of the IM.
3.1.2 Classical Theory
Let M(ξ) be the information matrix for a design, ξ, and Φ be a functional that
measures the imprecision of the design. An optimal design, ξ∗, is a design that yields
the best solution to Φ{M(ξ)}. The measure of imprecision Φ{M(ξ)} distinguishes
among various optimal design criteria. The assignment of alphabetic criteria, such
as D- and G- optimality, goes back to the work of Kiefer (1959). The proposal of
maximizing the determinant of the information matrix to minimize the volume of the
confidence ellipsoid of estimates was proposed by Wald in 1943. This criterion would
later on be called D-optimality by Kiefer. Other widely used criteria in industrial
experiments are A-, D-, I-, and G-optimality, and Table 1 summarizes some of these
with their corresponding functional measures of imprecision.
Table 1: Optimality Criteria
Criterion Φ, Functional
D log |M−1|
G maxx∈χ f ′(x)M−1f(x)
I
∫
χ
f ′(x)M−1f(x)dx
DA log |ATM−1A|
A tr{M−1}
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The D-criterion maximizes the logarithm of the determinant of the IM (or con-
versely, it minimizes the functional of the inverse), which minimizes the volume of
the joint confidence ellipsoid of parameter estimates. It is the most popular criterion
for several reasons. In practice, D-optimal designs are favored because the criterion
is designed to assist in model-building and component screening, which is especially
useful when little is known about the product or process. To give an example, the
widely used 2k screening designs are D-optimal for the first-order polynomial model
or first-order with interaction terms Myers et al. (2009). Further, D-optimal designs
have been found to perform well with respect to other design criteria for some cases
(see Donev and Atkinson 1988). The D criterion also possesses attractive mathemat-
ical properties, such as the invariance of the design matrix to linear transformations
and its equivalence to G-optimality when the design is continuous (Kiefer and Wol-
fowitz, 1960). When constructing exact designs, the search for D-optimal designs is
computationally efficient because of the availability of a special update equation for
the inverse of the determinant (Goos, 2002).
The DA criterion (Sibson, 1972), a special case of D-optimality, is useful when
the interest is on a set of specific contrasts or s linear combinations of the parameter
vector, β. A is a matrix of constants of rank s < p. When s = 1, the resulting design
criterion is called c-optimality (Atkinson and Donev, 1992). The optimal design is
highly dependent on the matrix of constants, A.
The D-criterion and its variants are powerful for model building and effect test-
ing. When the objective is to make predictions within the design space, the G-
and I-optimality criteria are more appropriate. The G-criterion is the earliest doc-
umented optimality criterion in literature (Smith, 1918). The goal of G-optimality
is to minimize the maximum prediction variance in the design region. Compared to
the D-criterion, exact design algorithms for the G-criterion are less efficient, because
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of the relative complexity of the functional of the IM. Another prediction-based cri-
terion that is popular in industrial experiments is the I-criterion. Also known as Q-
(average variance) or IV-optimality, the I-criterion minimizes the average prediction
variance throughout the design region. In mixture experiments, this criterion is espe-
cially useful because mixture experiments are more focused on prediction or formula
optimization.
The next natural question is how to determine if a design, ξ, is optimal for the
design space. Initially, optimization theory in mathematics provided the necessary
theorems and methods for determining the solution to the optimal design problem.
Kiefer and Wolfowitz (1960) established the General Equivalence Theorem (GET) to
provide necessary and sufficient conditions for the optimality of a given design. If we
denote f(x) as a vector of explanatory variables, the GET shows that an upper bound
exists on the standardized variance of prediction, d(x, η) = f ′(x){M(ξ)}−1f(x). This
upper bound is equal to the number of parameters, p. For continuous designs, the
GET also establishes the equivalence of D-optimality and G-optimality. It follows
that a design ξ that has a maximum standardized variance of p must be D-optimal.
For some models, constructing continuous designs based on the GET is doable
using constrained optimization algorithms. Exact designs are harder to construct
because the design space, χ, has discrete elements. These problems are solved using
combinatorial optimization algorithms, which are among the toughest problems in
mathematics (e.g., the traveling salesman problem). Hence, heuristic algorithms for
finding optimal designs for a specific value of N have been proposed to address this
issue. Many of these algorithms are grid search methods (Atkinson, 1988), such
as point-exchange and coordinate-exchange algorithms. The coordinate exchange
algorithm (Meyer and Nachtsheim, 1995) are computationally less expensive and thus
has been more widely used in standard software, such as JMPr. For a survey of
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exchange algorithms in optimal designs, the reader is referred to Atkinson (1988) and
Nguyen and Miller (1992).
The equivalence of D- and G-optimality does not hold for exact designs. In fact, in
general, the GET only holds for continuous designs (Atkinson and Donev, 1992). The
GET’s role in exact designs is to provide a baseline for calculating design efficiencies.
Suppose that ξ1 is an exact design found in the feasible region, [−a, a] and ξ∗ is the
optimal, continuous design found in the same region. One way to compare the designs
with respect to the D-criterion is through a measure called D-efficiency:
Deff =
{
M(ξ1)
M(ξ∗)
}1/p
(3.2)
If there are two competing exact designs, a continuous design serves as a bench-
mark for checking which exact design is closer to the theoretical optimal. However, it
is not guaranteed that ξ∗ is even close to the exact, optimal design for the particular
problem, but it gives a useful discrimination.
In optimal designs for GLMs, some revisions of the GET have been proposed.
Perevozskaya et al. (2003) shows how the GET is used to find DA-optimal designs
for the proportional odds model. The difference between the GET statements of a
linear model (as in Kiefer and Wolfowitz 1960) and a GLM is the definition of the
directional derivative of M(ξ) which is the basis for d(x, η). As a result, the upper
bounds on d(x, η) are modified accordingly. For example, Perevozskaya et al. (2003)
proved that for the DA criterion, d(x, η) ≤ K−1, where K is the number of categories
of a response with a proportional odds structure.
3.2 Mixture Designs for Linear Mixture Models
The original designs proposed for mixture experiments had the same character-
istics as the early designs for the factorial space – emphasis was placed on balanced
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replication and estimation of polynomial models. The lattice designs on the simplex
space (Scheffe, 1958) are the foundations of mixture design literature. In this sec-
tion, these designs are revisited, along with some mixture designs of interest in this
research. Finally, important optimality results for mixture designs are surveyed and
reviewed for some canonical polynomials.
3.2.1 Standard Mixture Designs
The simplex-lattice and simplex-centroid designs were proposed by Scheffe (1958)
to fit a {q,m} canonical polynomial. Because of the presence of component con-
straints, the design points in the mixture space are best described using the simplex
coordinate system. A simplex is a polytope in q − 1 dimensions with q vertices, so
for q = 3, the resulting simplex is a triangle (see Figure 1). The simplex coordinate
system plots the proportions of each component in the mixture, where the vertices
indicate the pure mixtures and those along edges are mixtures of any two components.
In mixture literature, a “linear blend” suggests a pure mixture or a run that is purely
composed of one component, binary blends are combinations of two components,
ternary of three components, and so on. When the constraint on every component is
only bounded from below, the mixture space is a simplex and the standard simplex
designs can be used with no modifications.
When the interest is to fit a full {q,m} polynomial model, the {q,m} simplex-
lattice is the practical choice. The set {0, 1
m
, 2
m
, ..., 1} comprises the set of possible
simplex coordinates for the components when laid out in a simplex- lattice. The
design points are the complete combinations of the proportions of the components
from this set. For example, if the goal is to estimate a {3, 2} polynomial, then the set
of points follows the pattern {(0, 0, 0), (0, 1/2, 1/2), (1/2, 0, 1/2), ..., (0, 0, 1)}. There are(
m+q−1
m
)
design points in a full {q,m} simplex-lattice design, so for the example at
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Figure 1: Simplex Coordinate: Example of a {3, 2} Simplex-centroid design
hand, there are 6 design points in the simplex-lattice.
The full q-component simplex-centroid design has 2q−1 design points, and includes
all the pure blends, binary blends, ternary blends, and so on until the q-nary mixture
1
q
. It also includes the overall centroid of the simplex, as well as the centroids of
all lower-dimensional simplices, such as the centers of edges. The simplex-centroid
design can estimate models with terms up to β12...qx1x2...xq.
Both simplex-lattice and simplex-centroid designs are boundary designs, such that
most of the points are found on the vertices, edges, and faces of the simplex. Axial
designs were proposed so that information can be collected about the q-nary blends,
and this is accomplished by allocating points on the interior of the simplex, in addition
to the vertices. These designs are useful for component screening (Cornell, 2002).
The simplex-lattice, simplex-centroid, and axial designs are appropriate only when
the design region is a simplex. In the case of highly constrained regions, an option
available in commercial software is a type of space-filling design called the uniform
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design. Originally, space-filling designs were proposed for deterministic computer
models that are nonlinear in nature. However, researchers in the field of mixture
experiments recognized their usefulness in highly constrained, mixture regions, or
in cases when there is high uncertainty about the response surface model. Chan
(2000) proposed its application for model-uncertain cases, while Borkowski and Piepel
(2009) proposed two algorithms for finding uniform designs in highly-constrained
mixture spaces. The goal of uniform designs is to spread out the design points to
uniformly cover the design space for a specified number of runs N (Fang et al.,
2000). Measures of uniformity of scatter are used to evaluate uniform designs. An
example of a uniformity measure is the root mean squared distance, RMSD(D) =√
E[(d(x,D))2] (Borkowski and Piepel, 2009).
Standard designs, such as the simplex-based designs, and D-optimal mixture de-
signs tend to populate the boundaries of the simplex. Uniform designs are useful in
filling up the interior of any mixture space, so that different blends are included in
the experiment. As will be discussed in a proposal in Chapter 4, the uniform mix-
ture design is of interest in this research because work by Lin, et al. (2002) showed
that optimal designs for certain nonlinear models tend to be more space filling. This
result has not been confirmed in the case of mixture experiments with GLM-based
responses. As a final note about uniform designs, Wong (1996) calculated the D- and
G-efficiencies of uniform designs for a certain class of polynomial models, showing
that efficiencies are critically dependent on the choice of number of support points,
N . Examples of designs for simplex and non-regular simplex regions are found in
Appendix C.
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3.2.2 Optimal Mixture Designs
The General Equivalence Theorem (GET) provides the foundation for establishing
optimality results for mixture designs. For designs with specified support points, such
as the simplex-lattice, optimality could be established by the choice of weights on the
support points. This is called the optimal allocation problem (Chan, 2000).
Chan (2000) presents results for a variety of optimality criteria and mixture mod-
els, such as canonical polynomials with inverse terms and the Becker homogeneous
models. Another excellent review on the topic is found in Goos et al. (2016), where
the focus is on D- and I-optimal designs for the regular canonical polynomials. Many
of these optimality results deal with the optimal allocation problem. As a result, the
solutions are continuous designs with weights that are not integer multiples, which
is a good starting point for exact designs but not necessarily optimal for a specific
number of runs N . For example, Laake (1975) found the I-optimal allocation of the
design points of the {q, 3} simplex-centroid design for the special cubic Scheffe poly-
nomial. The weights or optimal allocation are (0.093, 0.148, 0.278) for the three pure,
three binary, and overall centroid design points. Obviously, it is difficult to find an
exact integer multiple of these weights. One solution is an approximation for a given
N . If N = 20, then the theoretical number of runs on each of the design points
becomes (1.86, 2.96, 5.56), and the rounded off values of (2, 3, 5) might be adopted as
the replications on the design points. A practical implementation of this design is to
allocate two points to each of the three pure blends, three to each of 3 binary blends,
and five to the overall centroid. Unfortunately, this practical design is not guaranteed
to be optimal for N = 20. Hence, a continuous design may fill in the role of being a
starting design of a heuristic method for exact designs.
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Optimality results have also been established for some standard designs. The
simplex-lattice and simplex-centroid are D-optimal for estimating the first, second-
order, and special cubic Scheffe’s polynomials (Kiefer, 1961). The D-optimal mixture
designs are minimum support points, i.e., the number of unique design points is equal
to the number of parameters in the model. Further, the weights on each design point
are equal, w1 = w2 = ... = wd =
1
p
(Goos et al., 2016). Hence, it is easy to implement
this in practice, because the design points are the same for the D-optimal exact and
continuous designs. If the desired number of runs, N , is not an integer multiple of
the number of design points, then replication has to be as balanced as possible, with
no particular relevance on which design points are replicated (Goos et al., 2016).
Establishment of I-optimality for some mixture designs focus mainly on deter-
mining the optimal allocation of weights among the design points. Lambrakis (1968)
and Laake (1975) present derivations of these weights for the simplex-centroid design.
In Goos et al. (2016), a sequential algorithm was used to derive I-optimal, continu-
ous designs. These designs were compared and constrasted with results in literature,
and showed that for some sample sizes, the exact simplex-centroid design is actually
I-optimal for the quadratic Scheffe model.
Finally, we comment on the algorithms for finding exact designs for specific mix-
ture design problems, such as highly constrained mixture spaces. Software packages,
such as JMP, implement coordinate exchange algorithms (CEA) instead of point-
exchange algorithms (PEA). PEA’s are computationally less efficient and could lead
to sub-optimal designs, even in simplex spaces (Goos et al., 2016). Further, PEA’s
are dependent on the grid of candidate design points, so the quality of the final design
depends on the choice of this candidate space. CEA’s, on the other hand, only require
a starting design or a set of random, starting designs. Piepel et al. (2005) proposed
a modification of the original CEA by Meyer and Nachtsheim (1995) to accommo-
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date the constraints in the mixture space. The two-step process involves finding a
feasible, starting design, and moving along the Cox effect direction (see Cornell 2002,
page 255) so that pairwise ratios of remaining components, other than the one being
varied, remain constant. This overcomes the challenge of the dependence in the com-
ponent proportions. In this research, the CEA algorithm will be used in the search
for optimal, exact designs.
3.3 Optimal Designs for GLMs
Attention on optimal designs for GLMs goes back to Box and Lucas (1959) in an
application of the D-optimality criterion for certain nonlinear models. Since then,
optimal designs for various types of GLM responses have been explored in literature.
Influential work in this area initially focused on the logistic regression model for binary
responses, such as the results in White (1975), Kalish and Rosenberger (1978), and
Abdelbasit and Plackett (1983). Other noted GLM responses that have received
attention in literature are Poisson counts (Minkin, 1993) and multinomial responses
(Fan and Chaloner, 2004; Thompson and of Wollongong, 2009).
3.3.1 The Design Dependence Problem in GLMs
Finding optimal designs for GLMs is encumbered by the design dependence prob-
lem – the fact that the information matrix (IM) is also dependent on the unknown
parameters. In linear models, the IM is simply a function of the design points; in
GLMs, the IM is also a function of the weights, which in turn are functions of the
parameters in the linear predictor.
Chernoff (1953) suggested using the best guess of parameter values, leading to the
concept of locally optimal designs. This approach was initially popular because once
a guess of the parameter vector is made, the problem reduces to the same optimal
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design problem for linear models. The downside of this approach is the dependence
of the performance of the design on the parameter guesses. As Khuri et al. (2006)
pointed out for the case of logistic regression models, an optimal design is actually
constructed for the linear predictor, say β′x. So, the estimates for β should be close
to the true value, otherwise it cannot be guaranteed that the design remains optimal.
In practice, historical data, initial experiments, or sound, technical knowledge are
some of the possible sources of parameter guesses. However, engineers and scientists
typically use RSM because they have very little knowledge about the empirical model,
so these methods are not always implementable. Despite these drawbacks, locally
optimal designs are still constructed for several reasons. First, they serve as good
reference to evaluate the performance of other designs. This is demonstrated in Yang
et al. (2015). Second, results derived from implementing locally optimal designs could
provide good parameter estimates for sequential experimentation (Ford et al., 1992)
and robust design methods.
Alternative approaches have been proposed in literature to incorporate robustness.
Khuri et al. (2006) and Thompson (2009) provide a good discussion of these methods.
Only a few methods of interest are briefly described here.
When parameter uncertainty is part of the problem, the natural solution is to
use Bayesian methods. The premise of the Bayesian approach is to assume a (prior)
statistical distribution for the parameters instead of a single point value. For example,
for a proportional odds model with one covariate and two responses, the parameters, β
could be assumed to follow a uniform distribution so that β ∼ U(a, b). The resulting
optimal design stands a better chance of being close to optimal, as the solution is
optimal for all the elements of that distribution.
Design criteria are modified by incorporating the prior distribution of the param-
eters. Chaloner and Larntz (1989) proposed maximizing the expectation of the prior
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distribution of the log determinant of the IM (see Equation 3.3). This criterion is the
analog of the D-criterion for linear models. In subsequent discussions, optimal design
criteria for GLMs will have the same alphabetic nomenclature used in linear models.
Φ(·) = Eθ[log|M(ξ)|] (3.3)
In Equation 3.3, evaluation of the expectation with respect to the parameter
vector, θ, results in the evaluation of complex integrals at every iteration, which is
the primary issue with the Bayesian approach. Workarounds have been proposed
and implemented in commercial packages to facilitate faster computing. In JMP,
the criterion workaround proposed by Gotwalt et al. (2009) is implemented using a
coordinate exchange algorithm.
A recent method proposed by Yang and Mandal (2014) promises faster compu-
tation time than Bayesian D-optimality. The approach reconfigures the criterion
by essentially maximizing log|Eθ(M(ξ)| = log|X′Eθ(W)X|. As a result of the last
expression, this approach is called EW D-optimality, and has been applied to the
proportional odds case in Yang et al. (2015).
Grid search algorithms have been implemented for locally optimal, Bayesian, and
EW D-optimality in the search for exact designs. In some cases (Yang and Mandal,
2014; Yang et al., 2015), exchange algorithms are used to find optimal allocations
on specified support points. Other algorithms, such as a variation of the coordinate
exchange proposed by Saleh and Pan (2014), find the support points as well as the
allocations. In any case, clever analytic techniques to evaluate the design criteria and
faster algorithms for grid searches are available and serve as the foundation in the
search for optimal designs for the mixture space.
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3.3.2 Optimal Designs for the Proportional Odds Model
Zocchi and Atkinson (1999) first dealt with continuous D-optimal designs for
multinomial logistic regression, a general case of ordinal regression for unordered,
categorical responses. Their study focused on a single covariate that compared local
and Bayesian D-optimal designs. As expected, the number of support points in the
Bayesian approach depended on the amount of uncertainty in the prior distribution
of the parameters, while the locally optimal design was found to be a minimal sup-
port design. Fan and Chaloner (2004, 2006) explored both D and c-optimal designs
for a trinomial response using the continuation-ratio logit model, an unequal slopes
model like multinomial regression. The search for optimal designs was facilitated
by a derivation of limiting optimal designs – a closed form expression of the design
criterion that constructs optimal designs at the limit.
Perevozskaya et al. (2003) provided the first documented attempt to explicitly
deal with optimal designs for the proportional odds model in a dose-response exper-
iment. The interest was in estimating the quantiles of the cumulative probabilities,
and the resulting designs were locally DA-optimal for a single covariate. Yang et al.
(2015) generalized this approach to accommodate general link functions and multiple
explanatory variables. Theoretical and numerical results in this work provided sim-
plifications of the IM for the PO model and established the necessary and sufficient
conditions for local optimality. Exact designs were also presented as an optimal allo-
cation problem and solved using point exchange methods. In the end, a comparison
was made between the Bayesian D-optimal and EW D-optimal designs.
It was previously mentioned that the work in this research area is not prolific, and
this is evident from the briefness of the survey in this section. We highlight some of
the gaps noted from the work just cited:
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1. The focus was on the continuous or approximate design problem. Yang et al.
(2015) dealt with an exact design but the support points were specified from a
regular 2k factorial design.
2. Most of the applications discussed were on dose-response experiments with a sin-
gle drug, hence there is potential for developing a method for drug-combination
problems.
3. None dealt with finding an exact design for a budgeted number of runs N when
the support points are not initially specified.
4. Most dealt with unconstrained design spaces. Perevozskaya et al. (2003) gave
some results for a restricted design space, but only in the case of a single co-
variate. Further, none of the work dealt with covariates that cannot be altered
independently, such as mixture components.
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Chapter 4
ANALYSIS OF SUBJECTIVE ORDINAL RESPONSES IN MIXTURE
EXPERIMENTS
Mixture or formulation experiments are prevalent in industries where several com-
ponents are treated as the experimental factors. Chemical and pharmaceutical com-
panies find strong motivations for using mixture experiments in formula optimization.
In a formulation experiment, R&D scientists are interested in determining how chang-
ing the proportion of a component affects an attribute of interest, e.g. the viscosity
of a mixture. A change in the proportion of one component results in an equal and
opposite change in the sum of the proportions of the remaining ingredients. The
dependence among factor settings motivated this entire subcategory of experimental
designs.
Modeling experimental data when factors have perfect dependence or collinearity
has presented challenges to researchers and practitioners. Nevertheless, the literature
is abundant on modeling mixture experiments when the response is continuous and
experimental errors are NID (0,σ2). Cornell (2002) and Piepel and Khuri (2006)
provide excellent reviews on this topic.
For consumer products, it often happens that the response of interest from a for-
mulation experiment is a sensory or subjective attribute, such as skin feel, clarity of a
mixture, or intensity of fragrance. Mixture formulations often manifest important at-
tributes that are costly to obtain, or for which a measurement system does not exist or
is unreliable. This is further exacerbated by issues with batch processes that produce
mixture formulations. For example, mixtures may not be completely homogeneous,
so a measurement device may be unable to produce repeatable measurements. For
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this reason, chemical scientists and engineers often resort to subjective ratings for
some attributes.
The case study presented in this paper involves a formulation experiment where
the response, fragrance intensity, is subjectively evaluated using a 7-point intensity
scale (Figure 2). Many household chemicals, such as beauty soaps and detergents,
include fragrance compounds and essential oils. Aside from the obvious utility of
enhancing a product’s appeal to consumers, these compounds mask unwanted odors
that are produced by some chemicals. Product scientists were interested in testing
the effect of adding a new combination of two essential oils (oil-based compounds or
OBC) into an existing formulation of a soap.
Figure 2: 7-point Scale Fragrance Intensity Rating
The two OBC’s shall collectively be called “new technology.” They are purported
to mask the undesirable traces of another component. As a result, the OBC’s are
expected to enhance the intensity of smell produced by the fragrance compound. For
purposes of maintaining the confidentiality of the proprietary technology and soap
formula, the three components in the experiment shall be called OBC1 (x1), OBC2
(x2), and balance (x3).
“Balance” comprise the fragrance compounds and remainder of the mixture (mostly
water-based compounds or WBC’s). These WBC’s produce an unwanted smell if not
sufficiently masked, so there is motivation to vary their proportion. On the other
hand, the proportion of fragrance compounds in the total mixture shall be held con-
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stant. The highly sensitive nature of the formula to changes in fragrance discourages
the formulators from changing its proportion. Changes require reformulation of this
compound at third-party fragrance houses. Reformulation is both tedious and costly.
The presence of fragrances can be tricky in formulations. Chemicals that make
up fragrances react with other compounds present in a formulation, affecting criti-
cal attributes such as viscosity. In addition, fragrance intensity cannot be measured
quantitatively, so product formulators resort to subjective assessments to solicit feed-
back.
Intensity ratings have been long-established to evaluate the strength of sensory
stimuli. These rating schemes are unipolar in the sense that they measure in one
dimension of the attribute (e.g., going from extremely weak to extremely strong), in
contrast with the bipolar scales that measure in two directions (e.g., the Likert scale,
where a neutral middle divides two opposing “feelings” or preferences). In practice,
unipolar rating schemes are primarily used for evaluating fragrance intensity.
Sensory panels and in-home use tests (IHUT) are two mechanisms for generating
subjective evaluations. Subjects in fragrance panels are usually trained and qualified,
because the sense of smell easily gets sensitized. Panelists should also be able to
discern among different levels of fragrances, as well as the fragrance’s specific olfactory
print. For example, a panelist should be able to distinguish between a lemon and
orange fragrance.
Interpreting responses from subjective evaluations has been the subject of great
debate among researchers, with one group saying it should be interpreted as interval-
scale data (for example, see Gacula et al. (2008)) and others asserting the ordinality
of the scales (Jamieson, 2004). For subjective evaluations, we agree with the lat-
ter paradigm so in this case study, the responses are treated and analyzed as ordinal.
When responses are treated as interval-scale, it is assumed that the distances between
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any two adjacent values of the response are known and equal. In subjective evalua-
tions, it is impossible to know (and correctly assume) the distance between categories,
especially when the scales are arbitrarily assigned. Analyzing the data in its true,
ordinal form also presents advantages, such as the availability of more parsimonious
models that use parameterizations similar to regression models for continuous data.
By maintaining the data’s natural ordering, ordinal models provide almost the same
resolution in interpreting factor effects as ordinary regression models.
When a subjective response is pertinent in a formulation experiment, the common
practice is to obtain response surface models for quantitative product attributes (e.g.,
viscosity, turbidity) and solicit some desirable formulations by using these models.
The selected formulas are tested in sensory panels or IHUTs to obtain evaluations
for the qualitative attribute. This case study required a different approach because
the primary response of interest is a qualitative attribute. The subjectively assessed
response therefore warrants its own analytical function.
The rest of this chapter is structured as follows. The next section expounds
on the experimental objectives, experimental design, and data structure. We also
illustrate a widely used approach for analyzing ordinal data in experiments and its
drawbacks. In a subsequent section, the choice of an appropriate ordinal regression
model is discussed. Model fitting and more importantly, the interpretation of model
parameters, are illustrated and explained.
4.1 Data Collection
4.1.1 Experimental Objective
The objective of a mixture experiment could either be to determine component
effects or predict within the experimental space. In some cases, it may be both. In
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the fragrance study, the scientists were interested in confirming if the new technology
affected panelists’ evaluation of fragrance intensity. In the original formula, OBC1 =
OBC2 = 0, so there is strong motivation to test all components together to confirm
if the addition is advantageous to the formula.
4.1.2 Experimental Design
We note that there is a lack of standard designs for ordinal responses in indus-
trial applications, so an I-optimal design generated by JMPr (for a response in
continuous scale) was selected for this experiment. Kiefer (1959) seminal work in-
troduced the concept of alphabetic optimality criteria in experimental designs, such
as the D-optimal and I-optimal designs. An I-optimal design for a mixture exper-
iment specifically minimizes the average prediction variance over the volume of the
constrained mixture space. For this reason, I-optimal designs are typically used in
formula optimization for continuous-scale responses. An I-optimal design was deemed
a better choice for this experiment because if fragrance intensity cannot be satisfac-
torily modeled as ordinal, the panelist ratings could be averaged for an experimental
run and analyzed as if they were numeric responses. This approach is standard prac-
tice for this company when dealing with subjective ratings, and its disadvantages will
be demonstrated in the next section.
The I-optimal design in Figure 3 is deployed for the mixture space defined by the
bounds in Equation 4.1. When there are active lower and upper bound constraints,
the feasible experimental space is not a simplex (Cornell, 2002). This is evident in
the highlighted area in the ternary plot.
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3∑
i=1
xi = 1.000
0.085 ≤ x1 ≤ 0.170
0.000 ≤ x2 ≤ 0.830
0.085 ≤ x3 ≤ 0.872
(4.1)
Figure 3: Ternary Plot I-optimal Design in the Mixture Space
The design was generated for a Scheffe’s polynomial with quadratic terms, im-
plying that terms for binary blends (i.e., xixj, i 6= j) are estimable. The choice of a
Scheffe quadratic model was a result of the principal scientist’s hypothesis about the
component interactions, as well as limitations in experimental resources. The scien-
tist specifically requested a minimum-run experimental design to answer the question,
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“Should we or should we not include this new technology?”, and if the decision was
to include it, to provide sound statistical results that would justify this decision to
upper management. The optimal design for a quadratic model was deemed a good
compromise to satisfy both resource and statistical requirements.
Since the design was developed for a continuous response, there is no guarantee
that the same properties will translate to other types of data. Of the 14 experimental
formulations, eight (8) are edge points, 4 are interior, and 2 are vertex points, with
some runs replicated. The nine (9) distinct design points are allocated for model
points, lack of fit tests, and replicates.
4.1.3 Subjective Evaluations
Trained and qualified fragrance experts evaluated the experimental formulations
for fragrance intensity. The 7-point intensity scale previously shown in Figure 2
was used in rating the fourteen formulations and a control (original) formula. In
sensory studies, it is common practice to evaluate a control formula alongside test
formulations. These experts periodically undergo intensive training evaluations where
they are requested to evaluate and distinguish between control and test formulations.
Ratings from these evaluations, specifically ratings on control formulations, serve as
benchmarks for future studies.
Test sessions were organized so that only two formulations – a control and one of
the 14 test formulations – were evaluated at each session. Forty highly-trained and
qualified fragrance panelists were used in the study. Each panelist evaluated between
2 to 5 test formulations (see Figure 4) throughout a period of three weeks, with one
to two test sessions scheduled for a particular day. Test formulations were randomly
assigned to panelists. Further, the order of assignment by which panelists experienced
a formulation within a session (i.e., control vs. test formula) and between sessions also
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proceeded in a random manner. Further, a panelist’s rating for a control formula in a
test session was compared with that person’s past ratings in training evaluations. If
the evaluations on a control formula in a test session deviated by ±1 from historical,
the panelist is asked to come back at a different session to repeat the evaluation.
When there are plenty of panelists, sometimes that data point is completely dropped
from analysis.
Figure 4: Panelist Assignments: Formulations and Ratings
Even when dealing with qualified experts, we concur that there may be legiti-
mate rater-to-rater differences that may contribute to the overall variability in the
data. In this case study, however, the rater-to-rater effect is negligible for several
reasons. First, the stringent test protocol was specifically designed to minimize these
differences. Panelists are frequently trained and qualified by running tests on control
formulations. In this manner, perceptions of a level ’5’ fragrance intensity, as an
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example, are calibrated as much as possible. In addition, each panelist only evalu-
ated a few formulations, and the evaluations were spread out in the testing period as
much as possible. Finally, from the perspective of drawing inferences from the model,
including the rater effect requires more parameters to be estimated and reduces the
degrees of freedom attributed to the error component.
4.1.4 Data Summary and Preliminary Analysis
The practice of calculating the usual summary statistics, i.e. the mean and stan-
dard deviation, is a subject of great controversy when the response is ordinal. Argu-
ments from opposing sides of this topic are presented in Knapp (1990) and Norman
(2010). Other researchers have weighed in on the unsuitability of using parametric
methods for ordinal data (for example, see Jamieson 2004).
In this section, we illustrate why taking the average ratings of panelists for each
formulation and treating them as numeric is not recommended. While this practice is
attractive for its simplicity, we argue that the numerical summaries are not meaningful
in interpretation. It may also present misleading conclusions.
To begin, Figure 5a shows the mixture design space with simple arithmetic av-
erages calculated at the design points. These averages were directly calculated from
panelist evaluations of fragrance intensity. The spread of the panelist ratings are
shown in Figure 5b on a batch-to-batch basis. Each test formulation garnered 10
ratings from different panelists, so this data set is considered small by categorical
data standards. From the jitter plot (Figure 5b), it is obvious that the panelists were
able to discern differences among the 14 formulations. Within a formulation, most
ratings tend to cluster within 3 categories of the response. For example, ratings for
Batch 8 fell mostly within categories 5, 6, and 7.
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(a) Averaged Responses (b) Actual Responses
Figure 5: (a) Ternary Plot (b) Jitter Plot
Next, we demonstrate the possible pitfalls of the approach of analyzing the re-
sponse averages, denoted as z, as if they were numeric and continuous. The Scheffe’s
polynomial in Equation 4.2 is posited to adequately fit the responses. This model is a
polynomial in canonical form, akin to ordinary polynomial regression functions. The
difference lies in the reparameterization of the function to remove the linear depen-
dencies on the model terms (consequently removing the intercept term). As a result,
the parameters are interpreted differently from parameters in regular polynomial re-
gression.
z = β1x1 + β2x2 + β3x3 + β12x1x2 + β13x1x3 + β23x2x3 + ε (4.2)
Canonical polynomials are estimated using the same methods as regular poly-
nomial regression. Ordinary least squares and maximum likelihood are the popular
estimation methods used in commercial software packages. The upper panel of Table
2 checks for the presence of linear and quadratic blending terms in the system. It first
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Table 2: Model Fit Summary for Response Averages
Sequential Model Sum of Squares
Source SS df MS F-value p-value
Linear vs. Mean 4.01 2 2.01 2.54 0.1236
Quadratic vs. Linear 0.50 3 0.17 0.16 0.9182
Sp. Cubic vs. Quadratic 0.76 1 0.76 0.71 0.4266
Cubic vs. Sp. Cubic (aliased) 0.15 2 0.073 0.050 0.9518
Residual 7.28 5 1.46
Model Summary Statistics
Source R2 R2adj R
2
pred
Linear 0.3162 0.1919 -0.0235
Quadratic 0.3556 -0.0471 -0.7250
fits a model with linear terms, and checks if this model yields improvement over the
simplest possible model namely, taking the mean of all responses. From Table 2, the
p-value of 0.1236 indicates that there is no statistical difference between a model with
linear blending and a simple, mean model. The evidence for a quadratic model, i.e.
xixj, i 6= j, is even weaker. More diagnostics in the lower panel of Table (2) further
confirm the inadequacy of the linear and quadratic models.
The absence of an adequate fit in the linear blending terms implies that none of the
three components are actively affecting fragrance intensity. For this case, these results
are doubtful because smaller laboratory studies have demonstrated that both OBC’s
affected intensity. Their inclusion also reduced the amount of the remaining water-
based compounds (WBC), so in theory, the fragrance should be more discernible.
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The response averages are also difficult to interpret when analyzed using numerical
methods. The lowest average rating collectively given by the panelists for a formula
is 2.83, and the highest is 4.79. From the scale in Figure 2, a rating of 2.83 suggests
the intensity is more than very weak and just slightly under weak. Another batch
attained a slightly higher rating of 3.05, so does a numerical difference of 0.22 warrant
a practical improvement in intensity, since a threshold (from very weak to weak) has
been crossed? Between batches where no threshold has been crossed, is it appropriate
to say that the batch that yielded a rating of 3.27 is more fragrant than the batch
that was rated a 3.22? This is difficult to justify because according to the scales, both
batches are categorically weak.
Questions raised on interpretation, as well as the incongruence of results with
expectations, compelled the analysis of the data in its true, ordinal nature.
4.2 Analysis and Interpretation
In the social and biomedical sciences where ordinal data are prevalent, the pro-
portional odds model (McCullagh, 1980) is the most parsimonious model for ordinal
regression. When responses are nominal and have more than two levels, multinomial
regression (MNR), an extension of the logistic regression model for binary responses,
is the gold standard. For subjectively assessed data, Anderson (1984) proposed the
stereotype model, which provides a compromise between the proportional odds’ par-
simony and the MNR’s flexibility. In this section, the forms of the proportional odds
and stereotype models are contrasted. It will be demonstrated how to fit the stereo-
type model using a standard SASr procedure, and how certain parameters of the
model provide evidence for the indistinguishability of categories.
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4.2.1 Fitting the Proportional Odds Model
For a multinomial response variable, y, having c = 1, 2, ...j ordered categories, the
proportional odds form of the logits of cumulative probabilities as shown in Equation
4.3 remains the most widely used.
logit P (y ≤ j) = logP (y ≤ j)
P (y > j)
= αj + β
′x
α1 < α2 < .... < αc−1
(4.3)
For a c-category response, there are c − 1 logits, one for each level, with the ex-
ception of the last category. Individual probabilities are easily calculable by inverting
the logit operator. The reader is referred to Agresti (2010) for technical details of the
proportional odds model. Only specific details about model fitting and interpretation
are discussed here.
 Constraining α1 = 0 to remove perfect linear dependency. The thresh-
olds, αi, are unique for each logit or category, but have no interesting interpreta-
tion. To maintain stochastic ordering of the cumulative logits, the thresholds are
constrained to be monotonically increasing. For the proportional odds model,
we used the canonical polynomial as the linear predictor of the first logit. By
constraining α1 = 0, the first intercept becomes aliased with other terms in the
model. The aliasing is inconsequential in the interpretation of effects. In PROC
NLMIXED, one has to specify initial estimates of the parameters. Providing
monotonically increasing estimates of the αj’s guarantees stochastic ordering.
 Interpretation of effects, β. The covariate effects, β, are best interpreted
using the log-odds ratios, as in Equation 4.4. Hence, for any covariate xi,
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exp[βi(a−b)] is the multiplicative effect of that covariate on the odds (at xi = b)
of being in a lower category of the response, compared to the odds at xi = a.
log
P (y ≤ j|x = a)/P (y > j|x = a)
P (y ≤ j|x = b)/P (y > j|x = b) = β
′(a− b) (4.4)
 Proportional Odds Assumption. The c − 1 logits differ in the αj’s, but
the effect of each covariate is constant across all categories of the response.
This is called the proportional odds assumption, where the same multiplicative
effect, exp(βi) is exercised by a covariate on the log cumulative odds ratios,
regardless of the level of the response. Concurrence to this assumption implies
that for every component in the fragrance study, the effect exerted on the odds
comparing the weaker categories to just right and stronger is the same as the
effect exerted on the odds comparing extremely weak to very weak and higher.
The proportional odds structure does not apply in many instances (Agresti, 2010).
A χ2 test based on a score statistic is available in standard software (e.g., SASr) to
check if the proportional odds assumption is satisfied. The test has been found to be
liberal in rejecting the null and care should be taken in its interpretation (Stokes et al.,
2000). When the null is rejected, the test gives no clue as to which set of covariates
exerts a nonproportional odds structure. We prefer graphing the empirical logits as
demonstrated in Derr (2013) and illustrated in Figure 6 for the fragrance intensity
data. The empirical logits (y-axis), which epitomize the behavior of the cumulative
logits, are plotted against the levels of the covariates (x-axis) and smoothed out. The
patterns of the different logits need to be similar and the distances between them
approximately the same for the proportional odds assumption to hold (Derr, 2013).
A SASr macro is available online to generate this plot (see Appendix B).
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Figure 6: Empirical Logits Original Data
It appears that the behavior of lower and higher empirical logits are different.
However, within each grouping (i.e., lower or higher), the logits depict a parallel
pattern. For example, for OBC2, logits 1, 2, and 3 depict the same behavior, but the
three are not parallel with logits 4, 5, and 6. This suggests that a nonproportional
odds structure may exist with the current discretization. The effect exerted by a
component on the odds of being in a lower category versus a higher category is
contingent on the actual category. The tendency of many processes to exhibit this
phenomenon is one of the motivations for the stereotype model.
For model fitting, the NLMIXED, LOGISTIC, MODEL, and CATMOD pro-
cedures in SASr can handle most ordinal regression models. In this paper, the
NLMIXED procedure is chosen for its versatility in estimating both the proportional
odds and stereotype models (High, 2013; Kuss, 2006). A sample SASr code is in-
cluded in Appendix B.
To demonstrate, estimates of the proportional odds model from PROC NLMIXED
are presented in Table 3. Parameter estimates are all negative, and with the parame-
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Table 3: Estimates for Proportional Odds Model (Original Data)
Parameter Estimate Std. Error t-value p-value
α1 0.0000 . . .
α2 1.4531 0.2503 5.81 < 0.0001
α3 2.9511 0.2840 10.39 < 0.0001
α4 4.4517 0.3055 14.57 < 0.0001
α5 5.5152 0.3321 16.61 < 0.0001
α6 6.9675 0.4300 16.20 < 0.0001
β1 -4.6338 2.7679 -1.67 0.0951
β2 -4.0480 0.4590 -8.82 < 0.0001
β3 -1.9831 0.5432 -3.65 0.0003
Estimates from SASr PROC NLMIXED. PROC LOGISTIC produces similar results.
terization in Equation 4.3, results indicate that fragrance intensity is increasing with
increasing proportions of the three components. This statement is consistent with ini-
tial findings for the OBC’s, but not for the balance. Increasing the balance increases
the WBC’s proportion, but not the fragrance. Increasing the WBC’s is expected to
dilute fragrance, not enhance it. These findings raised skepticism about the validity
of the whole PO model.
4.2.2 Steoreotype Model
Anderson (1984) made a distinction between two types of ordinal data, namely,
one that is an observed and discretized version of a latent, continuous variable, and
one that is a simplification of a multidimensional phenomenon, such as subjective
evaluations.
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Anderson (1984) referred to the former as “grouped continuous” and to the lat-
ter as an “assessed” type of response. In the fragrance study, every panelist has a
certain “stereotype” of the fragrance intensity, evaluating it on several aspects be-
fore providing a final rating. Such phenomena motivated the stereotype model in
Equation 4.5. The probability of being in response category j given x is denoted by
pij(x), and c is a baseline category, usually taken to be the last level of the response.
Restrictions on the parameters in Equation 4.5 are imposed so that the parameters
remain identifiable in estimation. Note that the predictor function is nonlinear in the
parameters.
logit pij(x) = log
P (y = j)
P (y = c)
= θj + φjβ
′x
θ1 = 0;φ1 = 1;φc = 0
(4.5)
The stereotype model assumes that the covariates, β, exert the same effect across
categories of the response, but the multiplicative (score) parameters, φj, provide a
flexibility that is lacking from the proportional odds model. The stereotype model
is a special case of the multinomial regression model with the additional restriction,
βj = βφj. The score parameters are conveniently viewed as distance measures, such
that when comparing the probabilities of being in response categories j′ and j′′,
the score parameters only exert an influence when φj′ − φj′′ is large (Kuss, 2006).
Formal tests for φj′ = φj′′ are possible in standard software and nonrejection of the
null suggests that these two categories are “indistinguishable” with respect to the
covariates. Indistinguishability implies that the covariates are not predictive between
two categories.
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If response categories are found to be indistinguishable, collapsing two or more ad-
jacent categories becomes a viable option. Model parsimony and better interpretabil-
ity result from such strategy. In addition, sparse data sets, a common problem with
experimental data, are more likely to be modeled with fewer issues.
The PO model previously fitted required 8 parameters to test for main effects. A
full multinomial logistic regression (MNR) model will require 19, while a stereotype
model only 13. In this aspect, the stereotype model is a good compromise between
the most flexible (MNR) and the most parsimonious model for categorical responses
(PO).
If the estimates of the score parameters satisfy the condition in Equation 4.6, then
the probabilities are stochastically ordered (Anderson, 1984). In contrast with PO,
ordering of the categories is not a necessary assumption for the stereotype model.
The condition in Equation 4.6 further suggests that the effects of the covariates are
becoming weaker as we go from the lower to higher categories (Kuss, 2006).
1 = φ1 ≥ φ2 ≥ ...φc ≥ 0 (4.6)
Kuss (2006) demonstrated the use of PROC NLMIXED in SASr to fit the stereo-
type model. This procedure requires the explicit specification of the likelihood func-
tion, allowing many ordinal models to be estimated with minimal modifications.
PROC NLMIXED uses an iterative algorithm, so reasonable starting values must
be provided to the procedure. Kuss (2006) proposed fitting a full MNR model to
the data and using the estimates from the model as starting values. The constraint,
α1 = 0, guarantees estimability despite the perfect dependence among covariates.
This is a slight modification to the original code as presented in Kuss (2006) and
is easily implemented with the BOUNDS statement. The full table of parameter
estimates are shown in the Appendix A.
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Table 4: Estimates of φj
φ1 φˆ2 φˆ3 φˆ4 φˆ5 φˆ6 φ7
1.0000 0.9965 0.9179 0.5078 0.1357 -0.4626 0.0000
Estimates from SASr PROC NLMIXED; constraints on φ1, φ7 were specified in the
procedure
We focus our attention on the estimates of φj in Table 4. Distances between
categories are assumed to be unknown in the ordinal scales. For the stereotype
model, the score parameters may be viewed as a “distance measure” of one category
from another. Of interest are categories with φ’s close in magnitude. Looking closely
at adjacent categories in Table 4, φ2 and φ3 are closer in magnitude to φ1. The
φ’s associated with the last three categories seem to be reasonably close, while φ4
seems to be farther from the rest. With the exception of φ6, the ordering of the φ’s
also seem to conform to the condition in Equation 4.6. Estimating the contrasts in
Table 5 is equivalent to testing φj′ = φj′′ for the fragrance data. This is conveniently
implemented using the ESTIMATE statement, an option included in the NLMIXED
procedure.
Results in Table 5 confirm the hypothesis that categories 1, 2, and 3 are indistin-
guishable with respect to the covariates, as are categories 5, 6, and 7. From the low
p-values of the tests involving φ4, it can be concluded that category 4 is distinct from
the two groups. Going back to the physical meaning of these numbered categories
from Figure 2, 3 and lower represent weak and weaker, 4 represents just right, and
5 and higher represent strong and stronger. Hence, results indicated by the statis-
tical tests are congruous with the physical meaning of the categories. With respect
to the OBC’s and WBC’s, panelists cannot distinguish among weak, very weak, and
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Table 5: Estimates and Tests on Contrasts
Contrast Estimate Std. Error t Value p-value
φ2 − 1 = 0 0.0335 0.3213 0.10 0.9169
φ3 − 1 = 0 0.0821 0.2863 0.29 0.7746
φ4 − 0 = 0 0.5079 0.2921 1.74 0.0830
φ4 − 1 = 0 -0.4921 0.2921 -1.68 0.0930
φ5 = 0 0.1357 0.4645 0.29 0.7704
φ6 = 0 -0.4626 0.7631 -0.61 0.5448
φ4 − 0.5 = 0 0.0079 0.2921 0.03 0.9786
Estimates from SASr PROC NLMIXED using the ESTIMATE statement
extremely weak, but they could distinguish between weak and just right. The original
discretization, which increased the resolution of weak and strong, may be unnecessary
as indicated by the distance measures.
The monotonic ordering of the score parameters φj brings light to the effects
of the covariates. As the response goes from weak to strong, the covariate effects
diminish. This means that if a covariate tends to populate the higher levels of the
response over the lower levels, this effect is reduced by a multiplicative factor exp(φj)
as we go from response category j − 1 to j. The negative estimates of the OBC’s
(βˆ1 = −2.83, βˆ2 = −0.68 from Appendix A) suggest that at higher categories of the
intensity rating, the OBC’s do not exert as much influence in enhancing intensity as
they do in the lower levels.
Anderson (1984) had advised maintaining the original discretization even when
indistinguishability has been proven. However, when dealing with multifactor studies,
parsimony is key. Simplification by collapsing the categories may facilitate better
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Table 6: Estimates: Recoded Fragrance Data
Parameter Estimates
Parameter Estimate Std. Error
φ1 1.0000 .
φ2 0.5596 0.1386
φ3 0.0000 .
β1 -1.8382 4.0241
β2 -0.5216 0.5115
β3 2.7700 0.7814
Contrast Estimate
Contrast Estimate p-value
φ2 − 0.5 = 0 0.0600 0.6673
interpretation of results, as will be demonstrated shortly.
4.2.3 Collapsed Fragrance Data
We collapse and rename categories 1, 2, and 3 as category 1, maintain and re-
name category 4 as 2, and collapse and rename categories 5, 6, and 7 as category
3. The stereotype model is refitted to the recoded data set. Estimates of the model
parameters are shown in Table 6.
Anderson (1984) and Agresti (2010) both noted that because of the multiplicative
nature of the parameters of the stereotype model, testing H0 : β = 0 poses issues
from a likelihood perspective. Under this null hypothesis, the score parameters φj
are not identifiable. Other alternatives to inferential tests have been proposed (for
example, see Ahn et al. 2009), but this discussion is irrelevant to our case. Of greater
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interest is the test on the contrast φ2 − 0.5 = 0. Nonrejection of the null confirms
that the distances among the three categories, φj − φk, j 6= k, are constant. When
these distances are equal, the stereotype model is equivalent to an adjacent-category
logit with proportional odds structure (Agresti, 2010). In short, collapsing the cate-
gories revealed a simpler explanation for the relationship between the covariates and
ordinality of the response.
Figure 7 shows that the empirical logits for the collapsed categories are roughly
parallel, implying that with this discretization, there are no issues in assuming a
proportional odds structure.
Figure 7: Empirical Logits Collapsed Data
For the recoded data, the PO model in Equation 4.3 is again fitted using PROC
NLMIXED. Parameter estimates are shown in Table 7.
Estimates for the proportional odds model in Table 3 for the original discretization
indicated that the WBC’s intensified fragrance, a result rejected outright by knowl-
edge of the process. The estimate obtained for the recoded data shows the reverse.
Based on Table 7, increasing the proportion of the WBC’s actually lowered panelists’
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Table 7: Estimates for Proportional Odds Model (Collapsed Data)
Parameter or Contrast Estimate Std. Error t Value p-value
α1 0.0000 . . .
α2 1.5088 0.1304 11.55 < 0.0001
β1 -1.6173 2.8387 -0.57 0.5695
β2 -1.1727 0.3811 -3.08 0.0023
β3 1.0878 0.5195 2.09 0.0371
β1 − β2 -0.4432 3.1643 -0.14 0.8887
β1 − β3 -2.7035 3.3000 -0.82 0.4132
β2 − β3 -2.2603 0.4042 -5.59 < 0.0001
Estimates from SASr PROC NLMIXED. PROC LOGISTIC produces similar
results.
evaluation of fragrance intensity. This conclusion reinforces confidence in the other
results derived from the newly fitted PO model.
Testing the significance of a model term is one of the nuances of mixture experi-
ments. In the non-mixture space, tests of significance in the form of H0 : βi = 0 are
useful in model reduction. In mixture experiments, of greater interest are contrasts
of the form H0 : βi = βj, i 6= j. The parameters are interpreted as heights of a plane
above the ternary plot, so a model term is significant if it produces a slope or addi-
tional curvature to this plane (Cornell, 2002). Both contrasts involving OBC1 show
non-significant differences, while the contrast involving OBC2 and balance presents
evidence that OBC2 is an active component in determining fragrance intensity.
Odds ratios are presented in Table 8 to facilitate interpretation of the β’s. Be-
cause the number of categories were reduced, parameters are more easily interpreted.
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Table 8: Odds Ratios Estimates
Effect Point Estimate Upper Limit* Lower Limit*
OBC1 0.198 <0.0001 57.344
OBC2 0.310 0.147 0.652
Balance 2.968 1.046 8.420
∗95% Wald Confidence Limits
Increasing OBC2 has the effect of populating the higher over the lower categories, as
reflected by the odds ratio. The odds of being in a lower category are 0.310 times the
odds of being in a higher category. Balance has the opposite effect, where increasing
the balance increases the odds of being in a lower category by a multiplicative factor
of ≈ 3. The confidence limits on OBC1 has a notably large range, suggesting that
the effect of this component on fragrance intensity cannot be established.
4.3 Summary
Analyzing the response data in its true, ordinal form revealed causal relationships
that were previously masked in an approach that treated the panelist responses as
numeric averages. The stereotype model showed that specific groups of categories of
the fragrance data are indistinguishable with respect to the covariates. Consequently,
these categories were collapsed, which resulted in sensible parameter estimates, model
parsimony, and clearer interpretation. We further showed that the recoded structure
of the data facilitated a proportional odds framework, allowing for the use of the more
parsimonious proportional odds model.
The original goal of the experiment was to confirm if the introduction of new
technology (OBC1, OBC2) in the soap formula affected panelists’ perception of fra-
grance intensity. Estimates involving OBC1 and OBC2 showed increasing odds of
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being in a higher category with increasing proportions of these components. How-
ever, the final PO model presented evidence that the effects of OBC1 and OBC2 are
not significantly different. In that portion of the mixture space, the odds of being in a
higher versus lower category do not change with changing proportions of both, given
a constant proportion of the balance. Further investigation of parameter estimates
and contrasts suggests that OBC2 is a more active ingredient than OBC1. These are
the practical insights that this modeling exercise provided.
As a result of this experiment, OBC2 was adopted as a fragrance enhancer in
the soap formula. The exclusion of OBC1 saved on unnecessary material and prod-
uct development costs. However, non-adoption of OBC1 presented the problem of
compensating for the proportion removed. A successful workaround was achieved by
combining the two components into one and analyzing the two-component mixture
(comprising of the combined new technology and the balance). In reality, the OBC1
component in the combined new technology was replaced with OBC2.
The subject of analyzing and optimizing ordinal responses when the experimental
space is a mixture presents novel and interesting tangents in research and practice.
Ordinal data, when analyzed in its true ordinal form, presents many modeling chal-
lenges, such as sparsity and separation. The mixture space presents more nuances,
particularly in the form of the perfect collinearity among the covariates. For this
study, we tried the quadratic form of Scheffe’s quadratic polynomial. The resulting
parameter estimates and standard errors were bloated and not sensible, and these
were most likely caused by the multicollinearity in the covariates. While more sophis-
ticated analytic techniques have been proposed to abate this problem in other fields,
the key in multifactor studies such as this one is simplicity. Non-statisticians are nat-
urally oriented to view an experimental response in terms of numeric measurements,
not odds or chances. Ordinal response functions are already challenging enough to
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interpret without the added complexity of nonstandard analysis.
As a final word about the stereotype model, we think that it can be an effective
analytic tool to simplify the interpretation of effects and categories. However, infer-
ential issues when testing parameter effects hinder the straightforward use of results
from this model. Its main enticing feature is the internal test for indistinguishability
that justifies collapsing of categories, which consequently allows the use of equivalent
but simpler models.
An article based on this chapter has been published at the Journal of Quality Tech-
nology. See Mancenido et al. (2016).
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Chapter 5
EXACT, D-OPTIMAL DESIGNS FOR MIXTURES WITH BINARY RESPONSES
In some cases, the response of interest in a mixture experiment is generated using
a pass–fail or 0–1 classification approach. In the literature, this type of data is com-
monly called binary, Bernoulli, or binomial. Binary responses are widely encountered
in Research and Development experiments in the chemical industries. For example,
surfactant systems, a common ingredient in household soaps, are known to affect the
clarity of formulations. Clarity is often assessed subjectively, so a mixture experi-
ment will produce a dichotomized response – clear or not clear. Certain surfactant
combinations may also result in phase separation, an undesirable product character-
istic for consumers. Hence, the response of interest could simply be dichotomized
as 0 (did not separate) or 1 (separated). Binary responses in mixture experiments
are also prevalent in toxicological applications. In aquatic toxicology, Brian et al.
(2005) investigated the effects of mixtures of estrogenic chemicals on the survival of
freshwater fish. Other toxicological applications are found in Chen et al. (1996) and
Jonker et al. (2005).
In the modeling literature, binary responses are typically analyzed as linear models
with a logistic link under the family of generalized linear models (GLMs). While other
link functions are available for binary responses, the logistic link – the logarithm of
the ratio of a positive versus a negative event (odds ratio) – provides the simplest
interpretation (McCullagh et al., 1989). This model is also known in the literature
as the logistic regression model and is the basic model used in this paper.
For GLMs such as the logistic regression model, construction of efficient experi-
mental designs normally proceeds by optimizing a design criterion. These criterion-
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based designs, proposed by Kiefer (1961) in a series of seminal papers in the 1950’s
and 1960’s, fall under the general discipline of optimal experimental designs. Before
this period, designs were evaluated based on properties such as symmetry and orthog-
onality. For this reason, the standard 2k factorial designs were widely popular. In the
same manner, Scheffe (1958) introduced standard designs for mixture problems, such
as the simplex-centroid and simplex-lattice. These mixture designs possess properties
analogous to the 2k designs.
Criterion-based designs are particularly useful for irregular experimental spaces,
non-standard number of runs, and nonlinear models. All three are typically observed
in mixture experiments with categorical responses. In this work, we examine sev-
eral aspects of mixture design construction for the binary logistic regression model.
The focus is on D-optimality – a design criterion that minimizes the volume of the
confidence ellipsoid of the parameter estimates. Its popularity can be attributed to
its good computational and mathematical properties (Goos, 2002) and usefulness in
practical applications, such as in model estimation and component screening. Some
standard mixture designs have been proven to be D-optimal for different forms of
the Scheffe canonical polynomial with normally distributed errors. For example,
the {3, 2} simplex-centroid is D-optimal for the {3, 2} Scheffe canonical polynomial
(Kiefer, 1961). However, these designs are not guaranteed to have good D-optimality
properties for modeling binary responses. Chen et al. (1996) used a variant of the
simplex-lattice design for a toxicology experiment, the binary response being the de-
velopment or non-development of tumor growth. GLM estimates from this study
yielded high standard errors, despite the relatively large number of experimental ob-
servations (N = 270), suggesting a poor design choice.
Sitter and Torsney (1995) and more recently, na Huang et al. (2014) explored
approximate or continuous, local D-optimal mixture designs with two components for
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binary response models. In contrast, this work investigates the construction of exact
D-optimal designs using heuristic optimization methods. Using methods to generate
exact optimal designs is more practical in applied work, because it accommodates
varying sample sizes, N . This is the reason why commercial design software, including
JMP, Design Expert, and SAS, feature exact optimal designs in lieu of continuous
designs.
In general, the construction of optimal designs for GLMs is hampered by the
design dependence problem – an issue where the optimal design is dependent on the
parameter values. This is not a problem in models where the error structure follows
a normal distribution, but it needs to be addressed for the binary logistic regression
model. The sensitivity of the D-optimal design to initial parameter estimates is also
investigated in this paper, and a method for incorporating robustness is discussed.
Upon the construction of local and robust D-optimal mixture designs, we pay
particular attention to the location of the optimal design points. For normally dis-
tributed responses, the D-optimal design chiefly situates support or design points on
the boundaries of the design region. This holds for both mixture and non-mixture
design spaces. Some studies have shown that this is not the case with other distribu-
tional forms in the GLM family and other non-linear models (Chipman and Welch,
1996).
We also investigate the relative D-efficiency of widely used mixture designs. At
the time of writing, commercial design software have yet to incorporate procedures
for generating optimal mixture designs for binary responses. Reasonable design surro-
gates that are conveniently available in commercial software include Scheffe’s propos-
als for the simplex mixture region (simplex-centroid, simplex lattice), and D-optimal
designs for normally distributed responses for non-regular simplex spaces. A design’s
relative D-efficiency is a measure of its performance against the known optimal design
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with respect to the D-criterion. In some instances, these surrogate mixture designs
work well, but we discuss the circumstances when they are expected to perform poorly.
Finally, we propose a method for constructing alternate D-optimal designs. Heuris-
tic methods for finding optimal designs, such as the candidate-based search methods
used here, are computationally expensive. We exploit the insights gained on the lo-
cation of the D-optimal design points in improving the computational efficiency by
limiting the search space. A similar approach was investigated and proposed for the
factorial space by Dror and Steinberg (2005), but our method incorporates the proce-
dure into an exchange algorithm to observe any improvement in calculation efficiency.
Further, this method can be applied to any number of variables, whereas Dror and
Steinberg’s approximation method is difficult to apply for problems with higher di-
mensionality. It can also be modified for non-candidate based search methods, such
as coordinate exchange. The important conclusion is that the primary principle ap-
plied – limiting the experimental region – could still yield alternate designs with high
relative D-efficiencies.
The remainder of the paper proceeds as follows. Section 2 discusses the GLM
formulation of the binary logistic regression model adapted for mixture data. Section
3 briefly describes the exchange algorithm for constructing local D-optimal designs
and the application of the maximin method for constructing robust designs. Section
4 investigates the D-efficiency of surrogate mixture designs for both regular and non-
regular simplex spaces. Insights on the structure of the optimal designs are also given
in this section via examples. Section 5 describes a method for constructing alter-
nate D-optimal designs. Using simulation, the relative D-efficiencies of the alternate
designs are also investigated.
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5.1 Binary Logistic Regression Model for Mixtures
Suppose that a mixture experiment yields independent responses, {yi}, i = 1, ...N ,
and yi ∼Binomial(ni, pii). Here, pii is the probability that yi = 1, (1 − pii) is the
probability that yi = 0, and ni is the covariate class size or the number of repeated
trials at an experimental combination. For simplicity, let us assume that the covariate
class size, ni = 1, so that in the N runs, there might be several replications of one or
more covariate classes.
Let xi, i = 1, ..., q be the components that vary in proportion relative to the
mixture total so that
∑q
i=1 xi = 1. In some cases, there might be constraints of the
form 0 ≤ Li ≤ xi ≤ Ui ≤ 1. Then, a viable model for yi is the GLM with the following
structure:
1. Distribution: yi ∼Binomial(ni, pii) with E(yi) = pii
2. Linear predictor: ηi = x
′
iβ
3. Link function: ηi = ln
pii
1−pii
This particular GLM form for binary responses is referred to in the literature as
binary logistic regression. The primary objective of binary logistic regression is to
examine the relationship between the expectation or response probability pi, and the
experimental factors, x.
Estimation of parameters in GLMs typically proceeds by maximization of the log-
likelihood function. The log-likelihood of the binary logistic regression model has the
form:
l(β; y) =
∑
i
∑
j
yixijβj −
∑
i
log(1 + exp
∑
j
xijβj) (5.1)
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Maximum likelihood estimators (MLE) of the parameter vector β are obtained
by iteratively solving simultaneous score equations of the form X′(y − µ) = 0. See
McCullagh et al. (1989) and Myers et al. (2012) for more details.
An important statistic based on the log-likelihood function is the Fisher informa-
tion, a matrix that indicates how well the observed data determines the parameters
in the model of interest. If p is the number of model terms, the Fisher information is
a p × p matrix of second partial derivatives of the log-likelihood with respect to the
parameters, βi, βj. The Fisher information for GLMs can be written as
M = X′WX (5.2)
In Equation 5.2, X is the expanded design matrix and W is the weights matrix.
For the binary logistic regression model, the weights matrix is an N × N diagonal
matrix with diagonal elements,
wii = nipii(1− pii) = ni
[
exp(x′iβ)
(1 + exp(x′iβ))
2
]
(5.3)
for i = 1, 2, .., N , where N is the number of runs or component combinations in the
experiment and ni is the number of observations at each component combination.
For the remainder of the paper, ni = 1 so this term is dropped from Equation 5.3.
Data from mixture experiments raises problems in estimation due to the perfect
linear dependency of the mixture components. For normal-theory responses, two
general models have been proposed to address estimation issues namely, Scheffe’s
canonical polynomials and the slack variable (SV) model. Scheffe’s canonical form
reparameterizes the polynomial regression model by aliasing the intercept term with
the other terms in the model, thus removing perfect linear dependency. On the other
hand, the SV approach designates one of the components as “slack” and simply drops
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it from the model. In GLMs, the same problems arise, therefore the linear predictor,
x′iβ, needs to take one of the two general forms to facilitate estimation.
Majority of the work done in modeling GLMs for mixture experiments have
adopted the canonical polynomials as the form of the linear predictor (Chen et al.,
1996; Akay and Tez, 2007). In the optimal design literature, Ruseckaite et al. (2014)
used the SV form of the linear predictor for calculating exact D-optimal designs for
the multinomial logistic regression model, a generalized version of logistic regression
for more than two categories of the response.
In this paper, we assume the Scheffe canonical polynomial as the form of the linear
predictor for the binary logistic regression model. For mixture data with active linear
blending in q components, the linear predictor has the canonical form
ηi = β1xi1 + β2xi2 + ...+ βqxiq (5.4)
When both linear and binary blends are active, the linear predictor has the canon-
ical form
ηi =
q∑
j=1
βjxij +
q∑ q∑
j≤k
βjkxijxik (5.5)
Focus will be on these two forms of the canonical polynomial in 3 components,
but methods in this research can be extended to any q-component, m-order Scheffe
polynomial.
For the form of the linear predictor in Equation 5.5, the expanded design matrix,
X, becomes
78
X =

x11 . . . x1q x11x12 . . . x1jx1q
x21 . . . x2q x21x22 . . . x2jx2q
...
. . .
...
...
. . .
...
xn1 . . . xnq xn1xn2 . . . xnjxnq

(5.6)
Notice that the column associated with the intercepts (
−→
1 ) is absent in the design
matrix. Excluding the intercept term facilitates estimation under maximum likeli-
hood.
Interpretation of Parameters, β
In binary logistic regression, the link function, log(·), maps the probability space to
the real number space so that the linear predictor has the range −∞ ≤ η ≤ +∞.
Further, to maintain symmetry, the link function is applied to the odds ratio, pi
1−pi
instead of being directly applied to the actual probability, pi. Hence, the parameters
in binary logistic regression can be interpreted in terms of the log-odds (log pi
1−pi ),
odds ( pi
1−pi ), or the probability of a positive response (pi).
To demonstrate, let’s look at a 3-component mixture problem with constraints:
0 ≤ xi ≤ 1, i = 1, 2, 3∑
i xi = 1
(5.7)
This set of constraints forms a regular, simplex region in the mixture design space.
Suppose that this is the true, logistic regression model for this process:
log
pi
1− pi = 4x1 + 4x2 − 2x3 (5.8)
79
The right-hand side of this equation is the Scheffe canonical polynomial with active
linear blending, as in Equation 5.4. For normally distributed responses, the coefficient
βi is interpreted as the height of the response above the vertex associated with a pure
blend on component xi (Cornell, 2002). In mixture experiments with a physical
quantity as a response (e.g., weight or length), these magnitudes are theoretically
always nonnegative (because weight or length cannot be negative).
For the model in Equation 5.8, the response – the log-odds – can take on positive,
negative, and zero values. A positive βi could be perceived as an elevation over
vertex i, a negative βi a depression at the vertex, and a zero log-odds neither an
elevation nor depression. It is also more meaningful to interpret the parameters
relative to a maximum change in one of the components. For example, moving from
a pure blend in component x3, {0, 0, 1}, along the x2-x3 edge to a pure blend in x2,
{0, 1, 0}, causes a β2 − β3 = 6 additive increase in the log-odds. This translates to
an exp(β2− β3) = 403 multiplicative increase in the odds of a positive response. The
odds has a more intuitive interpretation – for a pure blend in x3, it is 8.389 times
more likely to get a negative response than a positive response (or 1
8.389
= 0.135 times
less likely to get a positive response over a negative response). However, for a pure
blend in x2, the chance of a positive response increases to 0.135 × 403 = 54.6 times
than the chance of a negative response. In the probability scale, this amounts to a
exp(β2)
1+exp(β2)
− exp(β3)
1+exp(β3)
= 0.863 increase in the probability of a positive response. On
the other hand, moving from a pure blend in x2 to a pure blend in x1 does nothing
to the log-odds (β1 − β2 = 0), odds (exp(β1 − β2) = 1), and the probability of a
positive response. This discussion stresses the difference between interpretation of
parameters for logistic regression models with mixture components and models with
factors that can be changed independently (such as in factorial experiments). The
reader is referred to Myers et al. (2012) for examples of the latter case.
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5.2 Exact D-optimal Mixture Designs for Binary Responses
The focus of this section is on the construction of exact D-optimal mixture designs
for the binary logistic regression model described in detail in Section 2. The objective
is to discern patterns in the locations of the support points. As a design criterion,
D-optimality is useful in mixture experiments for model building and component
screening. The D-criterion maximizes the determinant of the Fisher information
(information matrix) so that:
ΨD = max
ξ
|M(ξ)| = max
ξ
|X′WX| (5.9)
where ξ is the set of all designs in the mixture space for a given sample size N .
Maximizing the objective function in Equation 5.9 is equivalent to maximizing the
precision of parameter estimates – the reason why D-optimal designs are excellent for
component screening and model building. Construction of an exact D-optimal design
for a user-specified run size N generally proceeds by heuristic optimization methods.
A widely used heuristic method is the point-exchange algorithm (PEA) by Fedorov
(1972). PEA is straightforward to implement when the experimental region is highly
constrained, which is often the case for mixtures. The downside of PEA is its high
computational expense, but for this study, design forms are of greater interest than a
method’s algorithmic efficiency. In the following discussion, we give a brief overview
of the methods used for constructing both local and robust D-optimal designs.
5.2.1 Design Construction
There are two major issues in constructing D-optimal mixture designs for the bi-
nary response model. First, changing the proportion of one component automatically
changes the proportions of the remaining components. Second, unlike linear models,
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locally generated optimal designs for GLMs suffer from design dependence – an at-
tribute where the design optimality is contingent on the specific parameters used to
calculate the design. This is evident in the dependence of the elements of the weights
matrix – and consequently, the Fisher information – on the unknown parameters, βi.
The first is actually a minor issue when using PEA. In PEA, a set of feasible
design points needs to be constructed. This is called the candidate set. Because we
are principally interested in the attributes of the local D-optimal design more than
algorithmic efficiency, we used modest-sized candidate sets in this study (between
3,000 to 5,000 points). The candidate set simply excludes points that do not meet
the mixture constraints. PEA proceeds by selecting a random design of N points from
the candidate set and exchanging each row of the design matrix with points from the
candidate set until there are no more improvements in the objective function. To
avoid falling into a local optimum, the procedure is iterated several times, with each
iteration using a different starting design.
Addressing the second issue – the design dependence problem – is not as straight-
forward. To construct a D-optimal design for the binary response model, one needs
to have initial estimates of the parameters, βi. To demonstrate the sensitivity of the
D-optimal design to changes in the parameter values, let’s take the mixture problem
in Equation 5.8 where β = [4, 4,−2]. Suppose that the experimenter’s initial estimate
is β = [2, 1,−4]. Figure 8 shows the difference between the D-optimal designs for the
true model parameters and the initial estimates.
The resulting design for the initial estimates yielded only a 62% D-efficiency rel-
ative to the D-optimal design for the true parameter values. D-efficiency, a relative
measure of design performance with respect to the D-criterion, is calculated as follows:
Deff =
[ |X′WX|ξ
|X′WX|ξ2
] 1
p
(5.10)
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Figure 8: D-optimal Designs for True Parameters and Initial Estimates for N = 20
with Run Allocations at each support point. The D-efficiency of the D-optimal
design generated for the initial estimates relative to the D-optimal design for the
true parameters is only 62%.
where ξ1 corresponds to the design being evaluated, ξ2 is D-optimal design, and p is
the number of model parameters.
This example demonstrates the sensitivity of the D-optimal design to parameter
inputs. The difference between the true and estimated parameter values is exponen-
tiated in terms of the odds. For example, in the true model, moving from a pure
blend in x1 to a pure blend in x2 has no effect on the odds. In the model with initial
estimates, a similar change decreases the odds by a multiplicative factor of 0.37. The
estimates for β1 and β2 were only off by 2 and 3, respectively, but the structure of
the odds ratios tells a completely different story.
The sensitivity of the D-optimal design to parameter inputs necessitates robust
approaches for constructing optimal designs. Robust design methods are widely stud-
ied in the literature and vary based on the assumptions about the initial estimates and
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methods for incorporating uncertainties. Examples of popular robust design methods
include Dror and Steinberg (2006) clustering approach, and the standardized max-
imin method (Chipman and Welch, 1996). In general, robust methods for calculating
exact designs construct multiple, local D-optimal designs for parameter vectors that
follow a specified uncertainty assumption. Depending on the method, the designs are
concatenated and clustered, or evaluated to come up with one design that is robust
to parameter uncertainties.
In this study, we opted for the standardized maximin D-criterion, a simple and
practical approach that does not amplify the issues of mixture spaces, such as the
inter-dependence of component proportions. The clustering method concatenates
local, D-optimal designs constructed using parameters randomly generated from prior
distributions. The design points are clustered using clustering methods such as k-
means. When using k-means for a mixture problem, the calculated centroids at each
iteration might not satisfy the overall or individual component constraint. This issue
can be rectified by selecting one of the design points as the cluster centroid at each
iteration, but may have disadvantages that have not been studied in the literature.
The maximin approach also facilitates more practical assumptions about the un-
certainties in the parameters. In calculating a Bayesian D-optimal design, the exper-
imenter needs to specify a prior distribution for each parameter, which is not always
possible or very difficult to do. The only prior knowledge required for the maximin
is a range of parameter values. The maximin D-criterion maximizes:
min
{ |M(ξ,β|)
|M(ξ[β],β|)
∣∣∣∣β ∈ B} (5.11)
where ξ[β] is the local D-optimal design for a fixed β and B is the space of possible
values of β.
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To put it simply, a local D-optimal design is calculated for each parameter vector
and evaluated on the other parameter vectors with respect to its D-efficiency. The
local D-optimal design with the highest, worst D-efficiency is chosen as the robust,
D-optimal design. In the next section, we demonstrate by showing examples for
parameters uniformly sampled within specified ranges.
5.2.2 Examples
The local and robust D-optimal designs are constructed for several mixture problems
with three components. For all examples, the sample size is fixed at N = 20. However,
the methodologies here can be directly extended to any q-component, N -run mixture
experiment at the expense of additional computing time, of course. In constructing
the maximin D-optimal design, 100 sets of parameters are sampled uniformly and
randomly from the range of parameter estimates.
Example 1
Suppose that a three-component mixture problem has the constraints in Equation 5.7.
The resulting feasible region for this mixture problem is a simplex. In determining a
range of parameter values, it is useful to make estimates about the probabilities and
then work backwards. For example, if an experimenter estimates that a pure blend in
x1 will have anywhere between 73% to 98% probability of yielding a positive response,
then the corresponding range for β1 = [1, 4]. Similar statements can be made for x2
and x3 so that for this example:
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1 ≤ β1 ≤ 4
1 ≤ β2 ≤ 4
−5 ≤ β3 ≤ −2
(5.12)
The local D-optimal design for parameter estimates in Figure 8 is compared with the
maximin D-optimal design in Figure 9.
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Figure 9: Maximin and Local D-optimal Designs for N = 20 with Run Allocations
at each support point.The D-efficiency of the maximin D-optimal design for the
parameters in Equation 5.7 is 82% , compared to 62% for the local D-optimal (using
parameter estimates).
The local and maximin D-optimal designs have 5 support points each, with 2
support points of the local D-optimal closely coinciding with 3 support points of the
maximin D-optimal. Figure 10 shows the distribution of D-efficiencies of both designs
for 100 local D-optimal designs constructed by randomly sampling from the ranges
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in Equation 5.12. The maximin D-optimal clearly outperforms the local D-optimal
design constructed based on a single-point estimate.
Figure 10: Distribution of D-efficiencies of the Maximin and Local D-optimal
Designs. The maximin D-optimal design (shadowgram) has a median D-efficiency of
92%, compared to 73% for the local D-optimal (histogram). D-efficiencies are
calculated relative to 100 local D-optimal designs constructed for randomly generated
priors.
Example 2
Aside from the totality constraint (
∑
i xi = 1), additional constraints may be imposed
on the design space. Upper-bound constraints such as
0 ≤ x1 ≤ 0.60
0 ≤ x2 ≤ 0.50
0 ≤ x3 ≤ 1.00
(5.13)
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result from knowledge of underlying chemical reactions that limit the allowable ranges
for specific components. The resulting design region is a non-regular simplex. A non-
regular simplex is a polytope subset of a simplex design space.
Suppose that the Scheffe {3, 2} canonical polynomial in Equation 5.5 is the true
form of the linear predictor and the ranges for the priors are given by
βR = {[0, 5], [0, 5], [−12,−7], [−15,−10], [0, 5], [0, 5]}
Figure 11 compares the maximin D-optimal to the local D-optimal design con-
structed with local prior
β = {0.50, 2.40,−8.10,−13.40, 0.80, 3.40}
Similar to Examples (1) and (2), this local prior could be generated using a best-
guess approach or by using existing information about the mixture components and
their relationships.
Figure 12 shows the distribution of D-efficiencies relative to 100 D-optimal designs
constructed using local priors randomly sampled from the range of each parameter.
The maximin D-optimal design is superior to the local D-optimal design relative to
the median D-efficiency and distributional variation. The local D-optimal design
performed very poorly for some parameters, yielding D-efficiencies as low as 70%. On
the other hand, the maximin D-optimal’s worst D-efficiency performance is still close
to 90%.
Example 3
Chen et al. (1996) used a mixture design to investigate the effects of dietary changes
– varying proportions of fat, carbohydrate, and fibre – on the development of tumour
in rats injected with carcinogens. The response – the absence or presence of tumour
88
00.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1 Maximin D-optimal
Local D-optimal (est)
x2
x3
x1
Figure 11: Support points of the Maximin and Local D-optimal Designs for
N = 20. For clarity, the run allocations for the support points were excluded. The
Maximin D-optimal has 10 unique support points, while the Local D-optimal design
has 8. The two designs have 4 support points in common.
– was modeled using the binary response model with a logistic link. Different forms
of the linear predictor were used by the authors in the study, including the {3, 2}
canonical polynomial. Here, we are interested in investigating the D-efficiency of the
mixture design used by the authors, taking their estimates of the binary response
model with the {3, 2} canonical polynomial as the true model form.
The constraints on the three dietary components namely, fat% (x1), carbohy-
drate% (x2), and fibre% (x3), are as follows:
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Figure 12: Distribution of D-efficiencies of the Maximin and Local D-optimal
Designs. The maximin D-optimal design (shadowgram) has a median D-efficiency of
97%, compared to 87% for the local D-optimal (histogram). D-efficiencies are
calculated relative to 100 local D-optimal designs constructed for randomly generated
priors.
0 ≤ x1 ≤ 0.951
0 ≤ x2 ≤ 1.000
0 ≤ x3 ≤ 0.079
x1 + x2 + x3 = 1.000
(5.14)
The maximum likelihood estimates (and standard errors) of the binary logistic
model with the {3, 2} canonical polynomial as the linear predictor are:
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Parameter β1 β2 β3 β12 β13 β23
MLE 0.854 0.180 -3.913 3.724 0.000 0.000
S.E.s 0.401 0.310 4.919 1.457 — —
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Figure 13: Comparison of the Local, D-optimal Design, the authors’ mixture
design, and the D-optimal design for linear models with normal responses for
N = 9. The authors’ design yielded a 62.5% D-efficiency relative to the local,
D-optimal design. The linear model D-optimal design has a 99% D-efficiency
relative to the local D-optimal design.
A D-optimal design is generated using the MLEs as the local priors, treating these
MLEs as the true values of the model parameters. The mixture design in the study
used d = 9 support points, N = 270, with each support point equally weighted.
The local D-optimal design is generated for N = 9 runs to make the two designs
comparable with respect to the location of the support points. The local D-optimal
design is shown with the authors’ mixture design in Figure 13. The authors’ design,
which requires 9 unique proportions for each component, resembles a simplex-lattice
design and yields a low D-efficiency for this problem. The local D-optimal design
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requires 6 unique proportions for x1, 9 unique proportions for x2 and approximately
3 unique proportions for x3.
For this example, the local D-optimal design locates all points (but one) on the
boundaries of the mixture region specifically on vertices and edges. This raises an
interesting question of how a D-optimal design, generated for the canonical {3, 2}
polynomial with normal errors, would perform in terms of D-efficiency. It is well-
known that D-optimal designs for linear models with normal errors locate most design
points on the boundaries of the experimental region. In the same figure, the D-optimal
design for a linear model is shown and compared with the local D-optimal design for
the binary response model. As expected, the linear model D-optimal design located
the support points on the vertices, centers of edges, and the centroid of the mixture
region. This design yielded a 99% D-efficiency relative to the true local, D-optimal
design, which suggests that in certain cases, designs based on normal-theory responses
could be good surrogates for designs for binary response models. The next section
investigates more examples.
5.3 Performance of Surrogate Mixture Designs for Binary Response Models
In introducing experiments for mixtures, Scheffe (1958) proposed standard designs
that are appropriate for the simplex design space, such as the simplex lattice, simplex
centroid, and simplex centroid with axial points. For non-regular simplex design
regions, optimal and space-filling designs have been proposed for linear models with
normal errors. D-optimal designs for normal-theory responses, while unique for a
specific model form, yield intuitive and general patterns with respect to the location
of support points. Example (3) from the previous section showed a D-optimal design
with majority of the support points on the vertices or centers of edges. This is
generally true for D-optimal designs for normal-theory responses.
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The design dependence problem of optimal designs for GLMs and nonlinear models
prevents similar proposals. Because the optimal design depends on a specific model
form and parameter values, it is difficult to propose standard designs or general design
patterns that work for all cases. In the absence of standard mixture designs for
GLMs, researchers and practitioners resort to the designs proposed for normal-theory
responses. In Example (3) of the previous section, it was pointed out that Chen et al.
(1996) used a variant of the simplex-lattice for a constrained region. Ozol-Godfrey
et al. (2008) evaluated the predictive optimality of some standard, simplex-based
designs for the binary response model with different forms of the linear predictor.
The widespread use of mixture designs for linear models for GLM-type responses can
be attributed to their simplicity and availability in commercial software such as JMP,
Minitab, and Design Expert.
In this section, we evaluate the D-efficiencies of mixture designs available for
normal-theory responses when the experimental response is binary. For succinctness,
we refer to these designs as “surrogate” mixture designs, as they act as surrogates for
the D-optimal design for the binary response model. Appendix C shows the surrogate
mixture designs evaluated in this study.
The objective of this simulation study is to check the D-efficiency performance of
surrogate mixture designs under different experimental scenarios. Design surrogates
were identified for the two types of design spaces namely, simplex and non-regular
simplex regions. The mixture region resulting from the upper-bound constraints in
Equation 5.13 serves as the example for the non-regular simplex case. For simplex
regions, the design surrogates are the standard simplex designs in Scheffe (1958) and
Cornell (2002). The number of support points is fixed for the simplex-based designs.
For example, the simplex centroid design has d = 7 support points. Because we are
interested in constructing designs with N = 20 runs, each unique support point is
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weighted as equally as possible for the surrogate designs. Design options for non-
regular simplex regions are more limited. In this study, we explore the computer-
generated D-optimal design for a linear model with normal-theory errors and the
uniform space-filling designs with varying number of support points (d).
Uniform space-filling designs were originally proposed for deterministic and non-
linear, computer models. However, researchers in the field of mixture experiments
have recognized their usefulness in highly constrained mixture regions or in cases
when there is high uncertainty about the response surface model. The goal of uni-
form designs is to spread out the design points to uniformly cover the design space
for a specified number of runs N . For details, see Borkowski and Piepel (2009).
In addition to the design regions, two forms of the canonical polynomials, the
Scheffe {3, 1} and {3, 2}, were tested ass model forms of the linear predictor. Different
ranges for the priors were also tested, varying with respect to the width of each range
and the presence of strong or weak individual components and blending relationships.
Table 9 summarizes the simulation cases.
For each case, the maximin D-optimal design is constructed. Five hundred (500)
new parameters are sampled from the range priors and the median D-efficiency is
calculated for this set of parameters. This step is iterated 500 times to derive an
empirical distribution for the median D-efficiencies. Figure 14 shows the median
D-efficiency of the empirical distribution of median D-efficiencies (MoM).
Inspection of the median D-efficiencies in Figure 14 confirms that the mixture
designs evaluated in the simulation study are generally poor surrogates for D-optimal
designs for binary responses. The best-performing surrogates are the simplex-based
designs for a binary response model with a canonical {3, 1} linear predictor. For
example, the simplex-centroid design performed reasonably well for the parameter
prior P7. Figure 15 shows the configuration of the two designs. The maximin D-
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Table 9: Simulation Cases
Surrogate Designs
Region Designs Code
Simplex Simplex Lattice, k = 2, 3 SLk
Simplex Centroid SC
Simplex Centroid with axial points SCA
Non- D-optimal for linear model D-Lin
simplex Uniform space-filling, d = 7, 8, 9 Ud
Parameter Priors
Region Parameter Priors Linear Predictor
Simplex P7 : β = {[1, 3], [−4,−2], [0, 2]} {3, 1}
P8 : β = {[1, 4], [1, 4], [−5,−2]}
Non-simplex P4 : β = {[−12,−9], [6, 8.5], [0, 3]} {3, 1}
P5 : β = {[−12,−9], [5, 7.5], [5, 7.5]}
P6 : β = {[0, 5], [0, 5], [−12,−7]}
Simplex/ P1 : β = {[−12,−9], [6, 8.5], [0, 3], [−15,−12], [9, 13], [5, 8]} {3, 2}
Non-simplex P2 : β = {[−12,−9], [5, 7.5], [5, 7.5], [0, 3], [−15,−12], [12, 15]}
P3 : β = {[0, 5], [0, 5], [−12,−7], [−15,−10], [0, 5], [0, 5]}
For all cases, N=20
optimal only requires 4 support points, compared to 7 for the simplex-centroid design.
The two designs have one support point in common.
For simplex and non-regular simplex regions with the canonical {3, 2} linear pre-
dictor, the surrogate designs performed very poorly across all parameter priors. The
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Figure 14: Median of Median D-efficiencies (MoM): Surrogate Designs
canonical {3, 2} contains both linear and binary blends, which are more typical in
chemical systems than the presence of only pure blends. Introduction of binary blend-
ing terms in the model increases model complexity, which results in nonlinearities in
the response surface in comparison to the planar response surface produced by the
{3, 1} canonical polynomial. Therefore, when more complex blendings are expected
in a mixture, the use of the surrogates is strongly discouraged.
5.4 Alternate D-optimal Mixture Designs for Binary Responses
Examples and simulation results from previous sections have confirmed that the
mixture designs for normal-theory responses are generally poor surrogates for binary
responses. In this section, we investigate the configuration of the support points
in the D-optimal designs and propose an improvement on heuristic approaches for
constructing these designs.
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Figure 15: Support Points of the Maximin D-optimal and Simplex-Centroid for
N = 20 and prior ranges P7. The Simplex-Centroid Design achieved an 81% MoM
D-efficiency relative to the Maximin D-optimal Design. This design provided the
best-case scenario among all surrogates.
5.4.1 Location of Support Points
D-optimal mixture designs for normal-theory responses produce known and con-
sistent patterns for the support locations, typically allocating majority of the points
on the extreme boundaries of the experimental region. For GLMs, the location of
the support points is primarily dependent on the parameters of the model and con-
sequently, on the predicted values of the response function.
The predicted response probabilities are calculated by:
pˆi =
exp x′iβˆ
1 + exp x′iβˆ
(5.15)
Figure 16 shows the contour plots of the predicted response probabilities for the
example in Figure 8 with true parameter values β = {4, 4,−2}. The support points
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of the local, D-optimal design for the binary response model and a surrogate design
(simplex-centroid) are superimposed on the graph. Each contour color represents a
range of predicted response probabilities.
Figure 16: Contour Plot of Predicted Response Probabilities: Simplex
Region with True Parameter Values β = {4, 4,−2}
It is evident in Figure 16 that the local, D-optimal design avoids locating the
support points in regions of extreme predicted response probabilities. For this exam-
ple, the D-optimal support points are located on the boundaries of the region where
the constant response contours are 0.21 ≤ pˆi ≤ 0.84. The simplex-centroid design –
D-optimal for the canonical polynomial to the special cubic order for normal-theory
responses (Kiefer, 1961) – locates majority of the support points on the vertices and
edges. In some of these regions, the predicted response probabilities are extremely
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high or low. For example, a pure blend in x1 or x2 produces a predicted response
probability pˆi = 0.98 and a pure blend in x3 results in pˆi = 0.12.
Dror and Steinberg (2005) observed this phenomenon for D-optimal designs for
factorial design spaces with binary responses. It was shown by the authors that for
the logistic link, a region of linearity is observed between 0.15 ≤ pi ≤ 0.85 or −1.73 ≤
ηi ≤ 1.73. In this region, the response probabilities increase in an approximately
linear fashion, while the weights wii are relatively constant with respect to the linear
predictor (Dror and Steinberg, 2005).
Intuitively, the D-optimal designs tend to locate support points in areas of high
“ambiguities” or uncertainties, such as regions where pˆi = 0.50. Selecting blends
with extremely high or low probabilities would result in majority of the responses
either being unity or zero. In practice, this does not provide new information to the
experimenter. In estimation, this results in the problem of separation, a phenomenon
where categorization of a response is nearly completely determined by a separation
variable (Agresti, 2010). Non-convergence of estimation algorithms, such as maximum
likelihood estimation, is a consequence of separation in categorical data analysis.
Figure 17 demonstrates with another example. This time, the region is defined
by the constraints in Example (2) of Section (3.1) with the linear predictor as the
canonical {3, 2} polynomial. Similar to the previous example, majority of the support
points are located on the boundaries of the region of linearity. Despite the added
complexity in the response contours, the local D-optimal design follows the curvature
in locating the support points. The D-optimal design for normal-theory responses
locates majority of its support points outside the region of linearity, explaining why
this design performs poorly with respect to D-efficiency.
Example (3) of Section (3.1) showed a surrogate D-optimal design that yielded a
99% D-efficiency for a mixture experiment discussed in Chen et al. (1996). Figure 18
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Figure 17: Contour Plot of Predicted Response Probabilities: Non-simplex
Region with True Parameter Values β = {−9.2, 5.5, 5.5, 1.40,−12.40, 14.90}. The
D-optimal design for normal theory responses attains a 44% D-efficiency.
shows the true, local D-optimal and surrogate designs superimposed on the contours
of predicted response probabilities.
The D-optimal design for normal-theory responses in Figure 18 was a good sur-
rogate for this specific case. Response probabilities at the boundaries of the mixture
space formed regions of ambiguities, forcing the local D-optimal design to locate ma-
jority of support points here. The computer-generated D-optimal design for normal
responses, as expected, located its runs at the boundaries, coinciding with the support
points of the D-optimal design for the binary response.
5.4.2 Construction of Alternate Designs
While we cannot make generalizations about the exact location of support points
of D-optimal designs for binary responses, we can narrow down the region where
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Figure 18: Contour Plot of Predicted Response Probabilities: Mixture
Experiment in Chen, Li, and Jackson (1996) with Parameter Values
β = {0.854, 0.180,−3.913, 3.724, 0, 0}. The D-optimal design for normal theory
responses attains a 99% D-efficiency.
majority are expected to be located. As an additional contribution of this study, we
investigate the performance of D-optimal designs that are constructed only within
the regions of ambiguity. Dror and Steinberg (2005) proposed a similar approxima-
tion, relying primarily on a graphical approach for approximating the location of the
support points. This approach is practical and efficient for experimental problems
with 1-3 factors and standard design spaces. However, mixture problems typically
involve a large number of components and have highly constrained regions, making
construction by graphical evaluations difficult.
That being said, a practical use of this information involves limiting the search re-
gion or candidate spaces in heuristic algorithms, such as the point-exchange algorithm
(PEA) used in this study. Implementation of the approximation for both PEA and
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the coordinate-exchange algorithm (Myers et al., 2012) is straightforward, as briefly
discussed in the remarks below.
Remark 1. Exclude points from the candidate space that are outside the region of
linearity −1.73 ≤ ηi ≤ 1.73.
Remark 2. Terminate further evaluation for an exchange that results in ηi < −1.73
or ηi > −1.73.
Using the adjustment in Remark (1) to construct a set of local, D-optimal designs,
we derive the alternate Maximin D-optimal designs for the simulation cases in Section
(4). We use the same simulation methodology in evaluating the MoM D-efficiencies
of the resulting designs, as shown in Figure 19.
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Figure 19: Median of Median D-efficiencies (MoM): D-efficiencies of
Approximate, Maximin D-optimal Designs for N = 20
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For both simplex and non-regular simplex regions, the approximations work very
well with the canonical {3, 1} as the linear predictor. Designs for models with binary
blends do not perform as well, especially in cases with higher uncertainties in the
priors (P2, P3). Figure (10) in Section 5.1 shows a lone support point of the local,
D-optimal design located at a comfortable distance from the region of linearity. These
situations happen in more complex models, and cutting off a highly-weighted point
naturally results in lower D-efficiencies.
In general, the resulting alternate D-optimal designs still yield decent D-efficiencies
in comparison to the surrogate designs evaluated in Section 4. An advantage of using
this approach is the improvement in computational efficiency especially when using
exhaustive algorithms such as PEA. For the examples presented in this study, the PEA
with a reduced candidate set yielded an average 84× improvement in computing time
over regular PEA in the construction of the maximin D-optimal designs.
5.4.3 When Approximations Don’t Work
In extreme cases, the predicted response probabilities within the constrained re-
gion could be completely out of the region of linearity or ambiguity. This case hap-
pened for some parameters from the prior ranges P3 for the non-regular simplex
region, resulting in the PEA’s failure to produce local, D-optimal designs. Figure 20
shows an example where the response probabilities within the feasible mixture space
did not make the cutoff for the approximation. The resulting candidate space for
PEA approximation is the null set.
In practice, such extreme cases are uncommon. In a typical laboratory setting,
experimenters are cognizant of the range of component proportions that produce
interesting, scientific results. A designed experiment that produces mostly positive
or negative responses yields no value to scientific investigation.
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Figure 20: Contour Plot of Predicted Response Probabilities: Local
D-optimal design for a Non-simplex Region with True Parameter Values
β = {0.5, 2.4,−8.10,−13.40, 0.80, 3.40}. An example where the approximation
method fails to produce a local, D-optimal design.
5.5 Summary
This study investigated exact D-optimal designs for the binary response model
with a logistic link function. Mixture experiments normally produce highly-constrained
regions, which present challenges in modeling and designing.
This work revealed that both local and maximin D-optimal mixture designs for
binary responses have special structures – the location of the design points tended
towards regions of ambiguity where the expected response probabilities are approxi-
mately between 0.15 to 0.85. Regions where the expected probabilities are very high
or very low are usually avoided in the placement of support points. The result is intu-
itive, because placing points in regions with extremely high or low probabilities might
result in the full occurrence of either a positive or a negative event, especially with
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a relatively small number of experimental runs. In modeling, this is called complete
separation and the optimal designs tend to prevent this phenomenon from happening.
This is the reason that in general, surrogate designs for mixtures – which in this
study were defined as designs originally proposed for normal-theory responses – per-
formed poorly in terms of D-efficiency. D-optimal designs for normally distributed
responses tend to locate points on the boundaries of the mixture design region, such
as at the vertices and centers of edges. However, when the expected response proba-
bilities at the boundaries of the mixture space fall within the region of ambiguity, the
standard mixture designs were found to work well. Aggressive changes in predicted
response probabilities within the mixture design region detriments the performance
of the surrogates.
Exploiting this fact, we proposed a revision to the standard exchange heuristic
methods in constructing alternate D-optimal designs. For the PEA, this meant lim-
iting the candidate space to only include points that met the cutoff for the region
of ambiguity. The resulting alternate D-optimal designs yielded high D-efficiencies
(≥ 98%) for the binary response model with the {3, 1} canonical polynomial as the
linear predictor. D-efficiency performance decreased for models with binary blending
but these alternate designs are still generally better (D-efficiencies ≥ 80%) than the
surrogate designs. In rare cases, the approximation method could fail to converge to
a D-optimal design. This happens when the predicted response probabilities across
the feasible mixture space are out of the region of ambiguity.
The examples provided in this article only considered designs for a fixed run size
(N = 20). This is a relatively small sample size when modeling binary responses, and
it was done this way because the focus was in determining the location of the support
points. We did try for larger sample sizes – specifically for cases where N = 50 and
N = 100. The resulting support points from higher-run designs are similar to the
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examples presented in this article. Finally, sparsity and separation are always issues
in small-sample studies with categorical responses. The ramifications and possible
solutions to sparsity and separation issues in small-sample experiments are areas that
we think is an immediate and useful extension to this study.
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Chapter 6
MIXTURE DESIGN CONSTRUCTION FOR ORDINAL RESPONSES
Certain situations motivate the use of ordinal scales in evaluating the attributes
of a mixture. Subjective assessments of a sensory attribute produce responses that
are measured in the Likert scale, which are appropriately treated as ordinal. This
research was motivated by a fragrance study conducted in a chemical consumer goods
company (Mancenido et al., 2016). The mixture experiment involved three chemical
components with a subjective response measured in an ordered intensity scale (1-7)
and solicited from fragrance experts. In the absence of recommended mixture designs
for ordinal responses, the authors used a computer-generated, I-optimal design as an
alternative.
Aside from facilitating the mapping of psychological responses to numerical mea-
surements, such as in the fragrance intensity study, ordinal scales could also serve
as measurement surrogates for quantifying a dynamic system’s progression through
phases. As an example in process engineering, it may be of interest to observe the
level of hydrolysis in a formula as a result of gradual chemical reactions over time.
The assignment of ordinal responses may also happen by chance, such that after an
experiment, the responses may be found to fall into naturally ordered groupings.
This article investigates the construction of exact D-optimal mixture designs for
ordered, categorical or simply, ordinal data. For a mixture experiment with a set
of q components x = (x1, x2, ..., xq)
T and an ordinal response Y with J categories,
the most parsimonious model is the cumulative logistic response or proportional odds
model by McCullagh (1980):
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log
Pj
1− Pj = αj + β
Tx, j = 1, 2, ..., J − 1 (6.1)
where Pj is the cumulative probability of belonging to the j
th category or lower and
log(·) is the logit link function. This model belongs to the class of multivariate
generalized linear models (mGLM) (Fahrmeir and Tutz, 2001). Other link functions
are available (see Agresti (2010)), but the focus of this article is only on the logit link.
The topic of constructing optimal designs for GLM-type responses has received ad-
equate attention due to its widespread applications in engineering and scientific exper-
iments. Majority of the work done, however, has focused on experiments where factors
can be varied independently, such as in factorial design spaces. Sitter and Torsney
(1995) developed D-optimal dose-response experiments with binary responses. In
fact, the binary response model is a special case of the proportional odds with J = 2.
For J ≥ 3 with no constraints on the ordering of categories, Thompson and of Wol-
longong (2009) investigated optimal designs for the multinomial logistic regression
model.
On the other hand, the literature on constructing efficient experiments for mix-
tures with ordinal responses are meager to non-existent. Several challenges confront
researchers. First, the interdependence of components present issues in heuristic algo-
rithms, such as the coordinate-exchange algorithm (CEA) by Meyer and Nachtsheim
(1995). When using CEA for the mixture space, a change in one coordinate should
result in a change in at least one other coordinate to keep the totality constraint
consistent. In this regard, Piepel et al. (2005) proposed a modification by doing ex-
changes along the Cox direction. Because exchanges are restricted along the Cox
direction, the number of reference blends or starting points have to be increased for
maximal coverage of the design space in the search for an optimal solution.
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Second, the proportional odds model is a multivariate GLM that imposes a strict
stochastic ordering on the ratio of the cumulative odds of probabilities. This yields an
information matrix that is more complex than the binary and multinomial response
cases. In general, constructing a D-optimal design for GLM-type responses involves
maximizing the determinant of the information matrix, M(ξ) so that:
ΦD = max
Ξ
|M(ξ)| = max
Ξ
|X′WX| (6.2)
where X is the model matrix, W is the weights matrix, and Ξ is the set of all designs
for a given run size, N . For GLMs, W is unique to a distribution of interest. For
factorial experiments, Perevozskaya et al. (2003) derived the information matrix for
the proportional odds with a logistic link function, while Yang et al. (2015) provided
a generalization of the information matrix for any number of factors and type of link
function.
In this paper, we derive an explicit form of the weights matrix for the proportional
odds model with a linear influence composed of mixture components. The explicit
definition of the weights matrix allows the decomposition of M(ξ) into Equation 6.2,
which facilitates the efficient updating of the D-criterion at each iteration.
Because the proportional odds model is a multivariate model, the dimensionality
of X and W increases with the number of runs N , the number of experimental
components q, the number of terms in the linear predictor p, and the number of
categories, J . Further, it is necessary to consider as many Cox directions as possible
in exchanges, which also increases the computational expense of an algorithm.
Fedorov (1972)’s point-exchange algorithm (PEA) and Meyer and Nachtsheim
(1995) coordinate-exchange (CEA) for constructing optimal designs for normal-theory
responses both proposed efficient updating to the D-criterion at each row or coordinate
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exchange. To our knowledge, there are no published proposals for an efficient update
formula in the construction of D-optimal designs for multi-categorical response models
under the GLM framework. For succinctness and to differentiate it from Piepel et al.
(2005)’s algorithm, the new algorithm proposed in this research will be referred to
as the mixture exchange algorithm or MEA. MEA addresses the issue of growing
computational expense with increasing problem size i.e., increasing any of the design
parameters previously mentioned. The key feature of MEA is the decomposition of
the densely populated M(ξ) into several sparse matrices that make up the update
or delta function. The D-optimality delta function, ∆D(xij, x), is the multiplicative
change in the D-criterion at each exchange.
Execution times of regular PEA, CEA, and MEA are compared. D-efficiencies
of designs constructed using MEA will be measured against designs from PEA. Be-
cause PEA is an exhaustive search algorithm, sufficient iterations and large candidate
spaces almost guarantee the generation of designs with the highest D-criterion – which
makes PEA a good baseline for checking the D-efficiencies of new algorithms. A re-
lated work in Ruseckaite et al. (2014) reported that the Cholesky decomposition of
M(ξ) for the D-criterion with a multinomial logistic model resulted in a factor-of-2
improvement in computational time. Because the proportional odds model is based
on the multinomial distribution, we can use the reported improvement as another
baseline for the computational efficiency of MEA.
In improving the computational efficiency of regular CEA for constructing local
D-optimal designs, we address yet another challenge in optimal design construction
for GLM’s. Local D-optimal designs for GLMs suffer from the design dependence
problem where the constructed design is only optimal for the local point prior or
estimator. This is due to the fact that the weights matrix of the proportional odds
model, W, is dependent on the unknown category probabilities, pij, and consequently
110
on the parameters of the linear predictor, αj and β. To overcome this challenge, we
use a range of parameter priors in generating maximin D-optimal designs – designs
which are robust to parameter choices. We show that these designs are robust to
uncertainties in the parameters and present a more practical approach than Bayesian
construction methods for mixtures.
The methods cited and developed in this paper fall under the general problem
of exact optimal design construction, in lieu of the approximate or continuous de-
sign problem. In contrast with approximate or continuous designs, exact D-optimal
designs require a user-specified total number of runs, N . The exchange algorithms
discussed do not require fixing the support points as in Yang et al. (2015).
The rest of this paper is organized as follows. Section (6.1) provides a brief dis-
cussion of the proportional odds model for ordinal responses, as well as necessary
alterations to the model to comply with the totality constraints and MCCs in mix-
tures. Here, we show the decomposition of the information matrix M(ξ) to follow
the structure of Equation 6.2. Section (6.2) discusses the mixture design construc-
tion algorithm for the proportional odds model. In Section (6.3) the computational
efficiency of MEA is investigated and compared with brute-force PEA and CEA. In
Section (6.4), several examples of generating local and robust D-optimal mixture de-
signs are demonstrated using MEA. The D-optimality performance of some standard
mixture designs, such as Scheffe (1958)’s simplex-centroid and simplex-lattice, are
also evaluated and it will be discussed why these designs do not generally work for
ordinal responses.
6.1 Information Matrix for the Proportional-Odds Model in Mixtures
The proportional odds model with a logistic link was characterized in Chapter
2.2.2 as a member of the family of Generalized Linear Models (GLMs). In Chapter
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4.2.1, the re-parameterization of the model and difference in the interpretation of
parameters for mixture data were demonstrated and discussed. In this section, we
take a closer look at the information matrix of the proportional odds model for a
mixture problem.
The proportional odds model falls under the sub-class of multi-categorical response
models of the GLM family. Because ordinal responses are assigned numeric-type
categories, it is often not evident that ordinal responses are multivariate. It helps to
think of assigning dummy variables, y˜, to the J−1 categories. Let Y have J possible
values so that Y ∈ {1, 2, ..., J}. Define the variable y˜ = (y˜1, y˜2, ..., y˜J−1) as:
y˜j =

1 if Y = j, j = 1, 2, ..., J − 1
0 otherwise
Then Y = j ⇐⇒ y˜ = (0, 0, 1, ..., 0) and P (Y = j) ⇐⇒ P (y˜j = 1) (Fahrmeir and
Tutz, 2001). Consider nj repetitions at each category j and define yj =
∑nj
i=1 y˜j. Then
the vector y ∼ MNL(m,pi), where pi = (pi1, pi2, ..., piJ−1) and MNL is the multinomial
distribution, the base distribution in multi-categorical response models.
An easy interpretation of the proportional odds model is as a coarse discretization
of an underlying, continuous latent variable, η. Suppose that η and a vector of
predictor variables, x, are connected by the relation η = x′β + . For the category
boundary interpretation, the relationship between Y ∈ 1, 2, ..., J and η becomes:
Y = r ⇐⇒ αj−1 ≤ η ≤ αj (6.3)
where j = 1, 2, ..., J and α1 < α2 < ... < αJ . Then Y is determined by the thresholds,
[α1, α2, ..., αJ−1]. The distribution of the errors, F (), determines the link function.
If F () is the extreme value distribution, what results is the proportional odds model
with a logistic link function.
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Yang et al. (2015) showed the complete specification of the information matrix
M for a proportional odds model. Methods for constructing exact optimal designs
involve the iterative re-calculation of functionals of the information matrix or Φ(M).
For the D-criterion, Φ = |M|. In general, re-calculating Φ directly at each iteration is
computationally expensive and therefore efficient update formulas have been proposed
in the literature based on decompositions of the information matrix.
We take two important results namely, a theorem in Yang et al. (2015) that
states that the information matrix can be expressed as an augmented matrix of three
unique matrices with special structures, and the fact that for a generalized linear
model (GLM), the Fisher information can be written as M = X′WX. These two
results facilitate the generalization of the weights matrix for the proportional-odds
model. From Yang et al. (2015):
Theorem 1. The Fisher information matrix M can be written as
M =
m∑
i=1
niMi
where the (d+ J − 1)× (d+ J − 1) matrix
Mi =
Mi1 Mi2
MTi2 Mi3
 =
 (eixisxit)s=1,...,d;t=1,...,d (−xiscit)s=1,...,d;t=1,...,J−1
(−cisxit)s=1,...,J−1;t=1,...,d Ai3
 (6.4)
and the (J − 1)× (J − 1) matrix Ai3 is symmetric tri-diagonal with diagonal entries
ui1, ..., ui,J−1 and off-diagonal entries −bi2, ...,−bi,J−1 for J ≥ 3.
In Theorem (1):
ei =
J∑
j=1
(gij − gi,j−1)2
piij
, i = 1, ...,m (6.5)
cit = git
(
git − gi,t−1
piit
− gi,t+1 − git
pii,t+1
)
, i = 1, ...,m; t = 1, ..., J − 1 (6.6)
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uit = g
2
it(pi
−1
it + pi
−1
i,t+1), i = 1, ...,m; t = 1, ..., J − 1 (6.7)
bit = gi,t−1gitpi−1it , i = 1, ...,m; t = 2, ..., J − 1, (J ≥ 3) (6.8)
In Equations 6.4 – 6.8, m is the number of support points, J is the number of
categories, ni is the number of observations allocated to each support point, and t
and s are indices of elements in Mi, bounded by the number of logits (J − 1) and
predictors (d).
A corollary to this theorem is proposed. Consider ni = 1, because in the exact
design problem, the support points and the allocation of the N runs among the
support points are solved simultaneously. From Chapter 3, the model, incidence, or
design matrix for the proportional odds model is written as:
Xi =

1 x′i
1 x′i
. . .
...
1 x′i

(6.9)
Corollary 1. The information matrix Mi can be decomposed into the quadratic form
X′iWiXi. Further the symmetric tri-diagonal matrix Mi3 = Wi.
Proof. The matrix Xi can be written as
Xi =
[
IJ−1 X˜i
]
.
where X˜i is the N × p matrix of model terms. Therefore,
X′iWiXi =
 Wi WiX˜i
X˜′iWi X˜
′
iWiX˜i

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It can be shown by induction that:Mi3 MTi2
Mi2 Mi1
 =
 Wi WiX˜i
X˜′iWi X˜
′
iWiX˜i

Then, by Theorem (1), the weights matrix of any observation i has the form:
Wi =

ui1 −bi2 0 · · · 0
−bi2 ui2 −bi3 · · · 0
0 −bi3 . . . . . . 0
...
. . . . . . . . . −bi,J−1
0 0 0 −bi,J−1 ui,J−1

(6.10)
For a three-category response, the weights associated with the vector y˜i for ob-
servation i ∈ N can therefore be compactly expressed as
Wi =
 ui1 −bi2
−bi2 ui2
 (6.11)
The respective elements of Wi are calculated for each observation i by
ui1 = g
2
i1(pi
−1
i1 + pi
−1
i2 ) (6.12)
ui2 = g
2
i2(pi
−1
i2 + pi
−1
i3 )
bi2 = −gi1gi2pi−1i2
where gij = (g
−1)′(ηij) and ηij is the linear predictor for i = 1, 2, ..., N and j = 1, 2, 3.
Further, g(·) is the link function. For the proportional odds model, g(·) = log Pj
(1−Pj)
where Pj = P (Y ≤ j). For the logistic link function, (g−1)(ηij) = exp(ηij)1+exp(ηij) and
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(g−1)′(ηij) = (g−1(ηij))(1 − (g−1(ηij))). Finally, the linear predictor associated for
observation i and logit j is defined, as usual, as:
ηij = αj + xi
′β (6.13)
The perfect collinearity of the columns of xi and consequently, X, poses problems
in both estimation and maximization of the D-criterion. If X is singular, then by
simple linear algebra, |X| = 0 so |X′WX| = 0. In this research, the approach has
been to arbitrarily set α1 = 0. This is equivalent to re-parameterizing the linear
predictor so that for a three-component mixture problem with only linear blends
active, the first and second logits become:
ηi1 = (α1 + β1)x1 + (α1 + β2)x2 + (α1 + β3)x3 (6.14)
ηi2 = α2 + (α1 + β1)x1 + (α1 + β2)x2 + (α1 + β3)x3
Past and future references to an element βj ∈ β imply aliasing with the first threshold
parameter. For convenience, α1 has simply been dropped from the model. It follows
that the expanded model matrix for a three-category response becomes
X =

0 x1
′
1 x1
′
0 x2
′
1 x2
′
...
...
0 xN
′
1 xN
′

(6.15)
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Despite the absence of references to the first threshold parameter, it is implicit
that the construction of designs take into consideration the optimization over the
possible values −∞ < α1 < +∞.
6.2 Mixture Exchange Algorithm
The decomposition of the information matrix in the previous section facilitates
the development of an efficient algorithm for constructing exact D-optimal designs
for the proportional odds model. Seminal papers on efficient exchange heuristics for
finding optimal designs for linear models proposed update formulas for recalculating
the D-criterion at each exchange. Fedorov (1972) and Meyer and Nachtsheim (1995)
developed delta functions (∆D) for the D-criterion that avoid the full evaluation of the
determinant of the new information matrix. For GLMs, proposals are sparse. Gotwalt
et al. (2009) proposed a quadrature approximation to the Bayesian D-criterion in
the construction of robust, D-optimal designs. Zwerina et al. (1996) and Ruseckaite
et al. (2014) investigated the construction of D-optimal designs for multinomial choice
experiments in the factorial and mixture spaces, respectively. None of the work for
GLMs reported the execution times of algorithms, except for a minimal description
in Ruseckaite et al. (2014) stating that a Cholesky decomposition of |M| improved
computations by a factor of 2.
The Mixture Exchange Algorithm (MEA) is proposed to speed up the search for
D-optimal mixture designs for the proportional odds model characterized previously.
MEA was developed in the spirit of CEA adapted for mixture experiments in Piepel
et al. (2005), which primarily addressed the issue of keeping the totality constraint
consistent with every single-element change in X. This is accomplished by exchanging
coordinates along the Cox direction so that for a δi change in component xi:
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x˜i = xi + δi (6.16)
x˜j = xj − δixj
1− xi
j 6= i, i = 1, 2, ..., q
Movement along the Cox direction of a reference blend, x, guarantees that the
pairwise ratios of the remaining components remain fixed and the totality constraint
consistent. The reference blend is taken as the first design point in a starting design
matrix. After finding the optimal exchange along the first coordinate’s Cox direction,
the second coordinate is exchanged and so on. Evaluations on the D-criterion are
done until every coordinate has been exchanged and no additional improvement is
realized.
Exchanging component proportions along the Cox direction cleverly solves one
stumbling block in the construction of mixture designs but introduces another. A
key aspect in Meyer and Nachtsheim’s original work on the CEA is the development
of ∆D, the multiplicative change to the determinant of the information matrix. The
efficiency in the ∆D calculation results from the partitioning the factors into exchange
and fixed subgroups. For obvious reasons, such partitioning is not possible when
moving along the Cox direction.
With the proportional odds model, an additional complication arises at each co-
ordinate exchange. A single coordinate exchange xi → x˜i results in changes in J − 1
rows in X and a diagonal submatrix, wi, in W.
MEA takes advantage of these low-rank changes in both matrices to efficiently
calculate ∆D. Define Dx and Dw as the difference matrices for X and W respectively.
Let Xs and Ws be the model and weights matrices of the starting design randomly
chosen for exchange. Therefore, at each exchange:
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Xs+1 = Xs + Dx (6.17)
Ws+1 = Ws + Dw
It follows that X′s+1Ws+1Xs+1 = (Xs+Dx)
′(Ws+Dw)(Xs+Dx). Note that Dx and
Dw are sparse matrices. Except for the J − 1 rows in Xs and the diagonal submatrix
wi involved in the exchange, the remaining elements are 0. The new information
matrix can be expressed as:
X′sWsXs + AD (6.18)
and
AD =
3∑
i=1,k∈{s,d}
Fi(Xs,Wk,Dx) +
2∑
i=1,k∈{s,d}
Gi(Wk,Dx) +H(Xs,Dw) (6.19)
where F , G, and H are efficient matrix multiplications on the matrices involved.
Each operation involves at least one sparse matrix, which greatly lessens the number
of vector operations in the evaluation. In fact, it can be easily shown that at any
exchange, F , G, and H only operate on submatrices of rank J − 1. The pseudo-code
in Algorithm (1) demonstrates the calculation of function G. Matlabrcodes for other
functions are found in Appendix D.
Following Sylvester’s determinant theorem (Mardia et al., 1979), the determinant
at each exchange is calculated by:
|X′sWsXs + AD| = |X′sWsXs||I + (X′sWsXs)−1AD| (6.20)
|X′sWsXs + AD| = ∆d|X′sWsXs|
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Algorithm 1 Efficient Calculation of Gi = D
′
xWkDx
1: procedure Gi(Dx,Wk)
2: i˜: index of point involved in exchange
3: Cs: returns a row vector containing the sum of each column
4: dx(˜i) ← Dx, dx(˜i) has dimension 1× p.
5: wi˜ ←Wk, wi˜ has dimension J − 1× J − 1.
6: w+
i˜
= Cs(wi˜)
7: e = dx(˜i)
′ ⊗w+i
8: e+ = Cs(e
′)
9: g˜i = e
+ ⊗ dx(˜i)′
10: Return g˜i
11: end procedure
where I is the identity matrix. Note that the inverse and determinant of the original
information matrix is only calculated once for each starting design. From Equation
6.20, ∆d = |I + (X′sWsXs)−1AD| is the MEA delta function. Along each Cox direc-
tion, the objective is to find the exchange that results in the maximization of ∆d.
This is recursively done through all q coordinates.
6.3 Performance of the Mixture Exchange Algorithm
In this section, we study the performance of the proposed algorithm with the
Scheffe {3, 1} and {3, 2} polynomials as the forms of the linear predictor. The goal is
to compare its D-efficiency performance with designs constructed using regular PEA
and its computational efficiency relative to both PEA and CEA.
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6.3.1 D-efficiency Performance
D-efficiency, a relative measure of design performance with respect to the D-criterion,
is calculated as follows:
Deff =
[ |X′WX|ξ
|X′WX|ξ2
] 1
p
(6.21)
where ξ1 corresponds to the design being evaluated, ξ2 is a known D-optimal design,
and p is the number of model parameters (or the number of columns of the model
matrix). The objective is to check if MEA is producing high-efficiency designs com-
pared to the known best designs for each case – designs constructed using regular
PEA (ξ2). For this study, PEA designs were constructed with large candidate spaces
(3,056 and 5,151 design points) and k = 30 starting designs.
We consider design problems for q = 3, N = 20, J = 3, varying with respect
to the forms of the linear predictor, the constraints in the mixture design space,
and parameter vectors. Two types of mixture designs are considered namely, regular
and non-regular simplex spaces. For the regular simplex space, xi ∈ [0, 1], while for
the non-regular simplex space, {x1, x2, x3} ∈ {[0, 0.6], [0, 0.5], [0, 1]}, with the totality
constraint
∑3
i=1 xi = 1. Table 10 lists the parameter vectors considered for all cases.
The MEA design D-efficiencies are summarized and shown in Figure 21. All
cases yielded D-efficiencies 90% or higher, with designs for the simplex mixture space
outperforming designs for the non-regular simplex cases. The PEA was iterated many
times over thousands of design points in the candidate sets, so the PEA designs were
expected to equal or outperform the designs constructed using MEA. The marginal
losses in efficiency are not a cause for concern, as the baseline designs are the best
possible designs that can be constructed using heuristic methods.
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Table 10: Parameter Vectors for D-efficiency Calculations
Region Parameter Vector Linear Predic-
tor
Simplex P7 : β = {2, 2.90,−3.60, 0.70} {3, 1}
P8 : β = {2, 3.10, 3.70,−3.50}
Non- P4 : β = {2,−10.40, 6.60, 1.80} {3, 1}
regular P5 : β = {2,−9.90, 6.30, 5.90}
simplex P6 : β = {2, 1.30, 1.40,−7.70}
Simplex P1 : β = {2,−10.60, 7.00, 2.30,−12.50, 11.70, 6.00} {3, 2}
P2 : β = {2,−11.10, 7.00, 6.90, 0.80,−12.20, 13.90}
P3 : β = {2, 1.50, 2.40,−10.80,−11.20, 4.90, 1.40}
Non- P1 : β = {2,−10.30, 6.90, 0.90,−12.80, 12.70, 7.70} {3, 2}
regular P2 : β = {2,−11.20, 6.60, 6.40, 1.10,−13.10, 13.40}
simplex P3 : β = {2, 0.10, 0.80,−11.80,−14.10, 3.10, 0.90}
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Figure 21: MEA Design D-efficiencies Relative to PEA D-optimal
Designs. MEA respectively yielded 98% and 93% average D-efficiencies for simplex
and non-regular simplex regions.
The exercise of calculating MEA D-efficiencies verifies the new algorithm’s capa-
bility of generating designs that are close to D-optimal for different design problems.
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The next section investigates the computational efficiency of MEA compared to reg-
ular CEA.
6.3.2 Computational Performance
We consider design problems where the number of mixture components, sample
sizes, and mixture constraints are varied so that q ∈ {3, 4, 5, 6, 9}, N ∈ {10, 20, 40, 80, 100},
and with design spaces defined in the previous section. Starting designs were con-
structed following the procedure in Piepel et al. (2005). Each test case utilized
k = 10 starting designs. The benchmark for comparison is the regular CEA which,
in the absence of an update function, recalculates the new information matrix at
each exchange. All calculations were implemented using a personal computer with
an IntelrCoreTM i7-4600U 2.69GHz processor and 8.00GB of RAM.
Tables 11 and 12 reports the relative computational performance of MEA to CEA
for the {q, 1} and {q, 2} canonical forms of the linear predictor. For the simplex
design space, the determinants of the two methods were equal across test cases, so
D-efficiency values were not reported from the tables. The relative execution time of
MEA to CEA, rt is reported in the last column.
For many problems in the area of optimal designs for linear models, CEA is
considered one of the fastest search heuristics. This is evident in Figure 22 for small
problem sizes, specifically for N = 10, where CEA and MEA’s performance are almost
indistinguishable. The computational advantage of MEA becomes more apparent
with increasing problem size i.e., increasing q, p, and N . Even for a small problem size
such as q = 3 and N = 40 for the {q, 1} predictor, MEA has achieved an improvement
of one order of magnitude over CEA. For problems with the {q, 2} linear predictor
(consequently, higher p, the number of terms in the model), the performances of
CEA and MEA are more separated. As indicated in Figure 22, the execution times
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Table 11: Computational Performance of MEA: Simplex Design Space and {q, 1}
Linear Predictor
Test Cases MEA Execution
Time (seconds)
MEA Relative
Performance to
CEA
q p N rt
3 4 10 1.786 0.95
3 4 20 5.235 0.78
3 4 40 8.137 0.31
3 4 80 9.951 0.20
3 4 100 19.729 0.13
4 5 10 3.019 1.04
4 5 20 5.880 0.59
4 5 40 11.776 0.30
4 5 80 23.753 0.15
4 5 100 29.434 0.12
5 6 10 3.958 1.06
5 6 20 7.800 0.58
5 6 40 15.799 0.30
5 6 80 32.829 0.17
5 6 100 41.614 0.14
6 7 10 4.908 1.05
6 7 20 9.989 0.57
6 7 40 20.351 0.31
6 7 80 39.472 0.15
6 7 100 51.007 0.12
9 10 10 7.842 1.01
9 10 20 15.945 0.57
9 10 40 31.370 0.27
9 10 80 76.803 0.17
9 10 100 98.364 0.13
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for both algorithms appear to increase exponentially with increasing q or p, but the
rate is slower for MEA. MEA’s computational advantage for a non-simplex region is
also demonstrated in Table 13 and Figure 23 for a three-component mixture problem
with varying p and N . MEA resulted in equivalent or better D-criterion values for
test cases in the non-regular simplex region, so D-efficiency values were also reported
in Table (13).
Table 12: Computational Performance of MEA: Simplex Design Space and {q, 2}
Linear Predictor
Test Cases MEA Execution
Time (seconds)
MEA’s Relative
Performance to
CEA
q p N rt
3 7 10 2.584 0.93
3 7 20 5.067 0.51
3 7 40 10.060 0.26
3 7 80 20.189 0.13
3 7 100 25.226 0.11
4 11 20 7.419 0.45
4 11 40 15.045 0.23
4 11 80 29.828 0.12
4 11 100 37.636 0.10
5 16 20 9.728 0.36
5 16 40 32.083 0.33
5 16 80 39.659 0.10
5 16 100 56.772 0.08
6 22 40 25.344 0.16
6 22 80 50.702 0.08
9 46 100 106.82 0.07
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Figure 22: Comparison of Execution Times for Simplex Region with {q, 1} and {q, 2} Linear Predictors:
MEA vs. CEA. The first and second rows respectively represent execution times for models with {q, 1} and {q, 2}
linear predictors. MEA shows orders of magnitude of improvement with increasing q and N .
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Table 13: Computational and D-efficiency Performance of MEA: Non-Regular
Simplex Region and {3, 1}, {3, 2} Linear Predictor
Test Cases MEA Execution Time
(seconds)
MEA’s Relative Performance to CEA
q p N rt D-efficiency
3 4 10 1.571 1.09 1.00
3 4 20 3.134 0.63 1.01
3 4 40 6.930 0.35 1.01
3 4 80 13.245 0.14 1.01
3 4 100 15.399 0.11 1.01
3 7 10 1.713 0.82 1.05
3 7 20 3.326 0.51 1.01
3 7 40 7.134 0.27 1.00
3 7 80 14.071 0.13 1.01
3 7 100 17.779 0.11 1.00
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Figure 23: Comparison of Execution Times over N for Non-regular
Simplex Region: MEA vs. CEA CEA posts an exponential increase while
MEA’s execution time tapers off with increasing N .
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Finally, the computational improvement over PEA is demonstrated for some of
these design problems in Table 14. PEA is extremely expensive computationally so
comparisons are only made for N = 20. Even at a small sample size, MEA already
outperforms CEA by 3 orders of magnitude.
In the implementation of PEA, the candidate space for the simplex region was
smaller (k = 3056) than the candidate space for the non-simplex region (k = 5151).
This explains the difference in execution times for the two types of design regions.
For linear models with normal-theory responses, candidate spaces for constructing D-
optimal designs are typically formed using points at the extreme vertices, edge centers,
face centers, and overall centroids. It will be demonstrated in the next section that
in general, this collection of candidate points is a poor choice for an exact D-optimal
design for ordinal responses. In our implementation of PEA, the mixture design space
was covered as much as possible which explains the high cardinality of the candidate
sets.
Table 14: Comparison of PEA and MEA: Regular and Non-Regular Simplex
Regions for {3, 1}, {3, 2} Linear Predictors
Test Cases PEA Execution Time
(seconds)
MEA’s Improvement
Over PEA
q Predictor Region (order of magnitude)
3 {3, 1} Simplex 4435.5 103
3 {3, 2} Simplex 4550.3 103
3 {3, 1} Non-simplex 5119.0 103
3 {3, 2} Non-simplex 5317.7 103
6.4 Examples
Construction of exact D-optimal designs using the mixture exchange algorithm is
demonstrated for different design problems. Section (6.4.1) compares local D-optimal
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designs constructed using PEA with designs from MEA. Comparisons are made with
respect to the number and location of support points. Section (6.4.2) addresses the
issue of design dependence by demonstrating the construction of robust D-optimal
designs using the maximin approach. It will explained why this is a more practical and
straightforward approach for mixtures than approaches based on Bayesian methods.
Section (6.4.3) evaluates the D-efficiency of some mixture designs commonly used in
the literature and in practice, such as the simplex-centroid design in Scheffe (1958).
Evaluations show that these designs are generally poor surrogates for ordinal-response
models.
6.4.1 Local D-optimal Designs
The examples considered in this section are based on the design problems pre-
viously evaluated in Section (6.3.1) using the parameters defined in Table 10. We
compare the local D-optimal designs constructed using PEA and MEA. To facilitate
the easy representation of designs in a two-dimensional space, designs with q = 3 are
shown here. The Appendix shows constructed designs for q > 3. Designs are con-
structed for N = 20. For both algorithms, the number of random, starting designs
was set at i = 30.
Example 1: Simplex Region with {3, 1} Linear Predictor
Consider the simplex region formed by the constraints 0 ≤ xi ≤ 1, i = 1, 2, 3 and∑3
i xi = 1, and a proportional-odds model with parameter vector (P7):
β = {α2, β1, β2, β3} = {2, 2.90,−3.60, 0.70}
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As previously discussed, the intercept associated with the first logit, α1, is con-
strained at 0 for the parameters to be identifiable. Figure 24 compares designs con-
structed from the two algorithms.
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Figure 24: Local D-optimal Designs for Simplex Region with {3, 1} Linear
Predictor, Parameter P7, N = 20, and J = 3. Run allocations shown for each
support point. The D-efficiency of the MEA D-optimal design relative to the PEA
D-optimal design is 100%.
The PEA local optimal design yielded more unique support points (11) than MEA
(6). In Figure 24, design points that are almost overlapping were considered as one in
determining run allocations. The locations of the support points for the two designs
are similar for support points with high allocations. For example, the design point
(0, 0, 1) has 5 runs for MEA, with another 2 runs at the neighboring point (0, 0.1, 0.90).
PEA allocated 6 runs at three points in between the MEA’s support points. The stark
difference between these two designs is the PEA’s choice to allocate 3 runs each at
two-component blends in x1 and x2 and x2 and x3. MEA chose to allocate 6 runs at
a neighboring two-component blend in x2 and x3.
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Example 2: Simplex Region with {3, 2} Linear Predictor
Next, we consider a design problem with the same simplex region and an ordinal-
response model with a {3, 2} linear predictor and parameter vector (P1):
β = {2,−10.60, 7.00, 2.30,−12.50, 11.70, 6.00}
Figure 25 shows the local D-optimal designs.
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Figure 25: Local D-optimal Designs for Simplex Region with {3, 2} Linear
Predictor, Parameter P1, N = 20, and J = 3. Run allocations shown for each
support point. The MEA D-optimal design has a 96% D-efficiency relative to the
PEA D-optimal design.
The resulting designs from the two algorithms appear more similar than the de-
signs in the previous example. Several support points overlap. (The first run alloca-
tion at overlapping points corresponds to MEA, the second to CEA). In this example,
MEA yields more unique support points (10) than PEA (9). Note that these designs
are not guaranteed to be (and most likely are not) minimal-support. Yang et al.
(2015) showed that for a factorial-type experiment, the minimum number of support
points for the proportional-odds model is q + 1, where q is the number of predictors.
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Example 3: Non-regular Simplex Region with {3, 2} Linear Predictor
Now we consider the construction of a design in a more constrained mixture space.
For this problem, multi-component constraints are imposed, in addition to the totality
constraint:
0 ≤ x1 ≤ 0.60
0 ≤ x2 ≤ 0.50
0 ≤ x3 ≤ 1.00
The resulting region is a non-regular simplex. An important aspect in the effective
use of MEA is to find starting designs with non-singular information matrices. In
the development of MEA, we used Piepel et al. (2005)’s method of finding random,
starting designs that satisfy the constraint set. However, for highly-constrained and
high-dimensional mixture regions, random designs are not guaranteed to yield non-
singular design matrices. Meyer and Nachtsheim (1995) proposed an augmentation
procedure that may be extended to mixture problems. We defer this problem as an
area for future work.
For this example, the generation of random, starting designs did not run into
singularity problems. Figure 26 shows the local D-optimal designs for the following
parameter vector (P2):
β = {2,−11.20, 6.60, 6.40, 1.10,−13.10, 13.40}
For this design problem, the PEA optimal design generated a lower number of
unique support points than MEA. It is also noteworthy that both algorithms avoided
locating points on blends where x1 = 0. This observation is counter to how D-optimal
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Figure 26: Local D-optimal Designs for Non-simplex Region with {3, 2}
Linear Predictor, Parameter P2, N = 20, and J = 3. Run allocations not
shown for clarity. The MEA D-optimal design has a 90% D-efficiency relative to the
PEA D-optimal design.
designs are typically structured, especially for the case of normal-theory responses
where majority of support points are always located at the edges or vertices. In the
previous chapter, it was shown through various examples that D-optimal designs for
binary responses tend to favor regions of “moderate probabilities”, where uncertain-
ties in the predicted responses are high. The D-optimal mixture designs for ordinal
responses seem to follow a similar pattern, and in Section (6.4.3), this will be inves-
tigated.
Example 4: Fragrance Study
In the absence of an optimal mixture design for ordinal responses, the fragrance study
in Chapter 4 used an I-optimal mixture design for a linear model with normal-theory
responses as a surrogate.
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The mixture space for the 3-component fragrance study was defined by the con-
straints:
0.085 ≤ x1 ≤ 0.170
0.000 ≤ x2 ≤ 0.830
0.085 ≤ x3 ≤ 0.872
The resulting region is a highly-constrained non-simplex mixture space. Because
the design space is highly-constrained, a modification on the MEA with respect to
the step size at each exchange, δi = |xi− (xi + δ)|, is required. In previous examples,
δ = 0.10, but because the feasible region for this example is smaller, this step size
must be refined to allow for maximal coverage of the interior blends. For the fragrance
study, δ = 0.05 converged to designs close to designs constructed using PEA.
After collapsing the 7-category intensity scale into three, the proportional-odds
model was deemed a good fit. From Chapter 4, the maximum likelihood estimates
of a three-category (J = 3) proportional-odds model with active linear blends were
calculated as:
βˆ = {αˆ2, βˆ1, βˆ2, βˆ3} = {1.5,−1.62,−1.17, 1.09}
These estimates were used as local priors for the D-optimal design constructed using
MEA in Figure 27, where the I-optimal surrogate design (ISD) is also overlaid to
compare the two designs.
In the original problem, runs were uniformly allocated at the 14 support points
of the surrogate design. On the other hand, the D-optimal design, as in previous
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Figure 27: Local D-optimal Designs for Fragrance Study with {3, 1}
Linear Predictor, N = 140, and J = 3. Run allocations not shown for clarity.
The I-optimal surrogate design has a 95% D-efficiency relative to the MEA
D-optimal design.
examples, yielded non-uniform allocations at each support point as shown in Table
15. The surrogate design yielded a high D-efficiency for this problem at 95%.
Table 15: Run Allocations for the Local D-optimal Design: Fragrance Study,
N = 140
i Support Point Run
Allocation, Ni
i Support Point Run
Allocation, Ni
1 (0.15, 0.00, 0.85) 33 10 (0.09, 0.66, 0.25) 4
2 (0.16, 0.64, 0.20) 22 11 (0.17, 0.48, 0.35) 3
3 (0.09, 0.71, 0.20) 15 12 (0.16, 0.54, 0.30) 3
4 (0.16, 0.74, 0.10) 14 13 (0.09, 0.36, 0.55) 3
5 (0.09, 0.26, 0.65) 12 14 (0.09, 0.31, 0.60) 3
6 (0.09, 0.76, 0.15) 8 15 (0.16, 0.14, 0.70) 2
7 (0.09, 0.61, 0.30) 6 16 (0.09, 0.21, 0.70) 1
8 (0.09, 0.81, 0.10) 5 17 (0.09, 0.11, 0.80) 1
9 (0.09, 0.16, 0.75) 5
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The first six support points in Table 15 make up 78% of the total runs for the
D-optimal design. Of these six points, three (i = 1, 5, 7) coincide or are very close
to a surrogate design support point. The remaining three highly-allocated D-optimal
support points have neighboring surrogate points, which is one explanation for the
high D-efficiency of the surrogate design for this particular problem. As we will see
in a later section, this is a special case. There are many cases when boundary designs
(such as the D- or I-optimal designs for linear models) are not good surrogates for
ordinal-response mixture experiments.
It is clear from the four examples that exact D-optimal designs for ordinal re-
sponses do not necessarily allocate runs uniformly on the support points. This finding
is consistent with results in Yang et al. (2015). In a way, the non-uniform allocation
of runs favors experimenters who are interested in seeing variations in prototypes.
The I-optimal surrogate in Example 4 yielded only 9 distinct support points, while
the D-optimal design yielded 17. Having a wide variety of prototypes increases the
possibility of yielding a good formula among the experimental batches which in our
experience, is often added by experimenters in the shortlist of final solutions.
In certain cases, too many distinct formulations is considered unfavorable, such
as in chemical processing. Formulations are often mixed in large vats, the sizes of
which may not be under the control of the experimenter due to the design of the
machine. Running a large number of vats of formula and using only a portion of each
batch is wasteful and discouraged. To minimize the number of distinct formulations,
clustering can be applied to the design points of the MEA-generated D-optimal design.
Dror and Steinberg (2006) proposed using the k-means clustering method for finding
robust designs for multivariate GLMs. The issue with implementing the original k-
means algorithm for mixture spaces is that an iteration’s calculated cluster centroid
may not fall within the feasible mixture region. An easy modification is to simply use
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the original support points from the D-optimal as the new cluster centroids at each
new iteration.
Suppose that only 9 unique batches are desired, so k-means is applied to the
original design points with k = 9. Figure 28 compares the clustered design with
the original D-optimal design. The cluster centroids become the new support points,
with each point from the original design assigned to a cluster. The cluster size now
represents replications at that support point. After 100 iterations of k-means, the
final clustered design was found to achieve a D-efficiency of 97%.
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Figure 28: Design Points Clustering an MEA-generated D-optimal
Design with k = 9. Run allocations not shown for clarity. The nine-point design
achieves a 97% D-efficiency.
6.4.2 Maximin D-optimal Designs
It follows that the design dependence problem – discussed in Chapter 5 for the
binary logistic regression case – is also an issue in constructing D-optimal designs for
the proportional-odds model. D-optimal designs used in practice must be, in some
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ways, robust to uncertainties in prior estimates. Ruseckaite et al. (2014) used the
Bayesian approach for constructing robust D-optimal mixture designs for multinomial
choice experiments. Other robust design approaches are comprehensively covered in
Khuri et al. (2006).
In this study, we propose the simple approach of constructing a robust, D-optimal
design by maximizing the maximin D-optimal criterion:
min
{ |M(ξ,β|)
|M(ξ[β],β|)
∣∣∣∣β ∈ B} (6.22)
where ξ[β] is the local D-optimal design for a fixed β and B is the space of possible
values of β. There are two reasons for the author’s fondness for this criterion namely,
its algorithmic simplicity and the priors being based on ranges, instead of probabil-
ity distributions. Further, with the MEA’s posted improvement in computational
efficiency, computational improvement also follows for the maximin D-criterion. In
the previous chapter, each calculation of the maximin D-optimal design for the logis-
tic regression model (J = 2) with N = 20 and 100 randomly generated parameters
posted an average execution time of 7 hours. Some computational improvement was
realized for the alternate D-optimal designs with reduced candidate spaces, but it
still required an average execution time of 1.35 hours to generate a robust design.
Obviously, PEA will be an inefficient search heuristic for constructing robust mixture
designs for ordinal responses.
Bayesian approaches are attractive in terms of producing designs that are inte-
grated over a prior parameter distribution. In the author’s experience, however, it
is difficult to solicit information from experimenters about prior distributions on pa-
rameters. It is easier to solicit ranges that represent the possible values of each model
parameter, which makes the maximin approach more attractive for practical design
construction.
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In this study, parameter vectors for the construction of local D-optimal designs
are generated using Latin Hypercube Sampling (LHS) scheme. A similar proposal can
be found in Chipman and Welch (1996) for factorial-type design spaces. Compared
to Monte Carlo (MC) sampling, LHS provides a good coverage of the parameter
space, especially when the posteriors of individual parameters are strongly correlated.
Chipman and Welch (1996) showed this to be the case for the logistic regression model.
Minimal modifications to MEA are required when constructing maximin designs.
The pseudo-code is shown in Algorithm (2). Obviously, the execution time of the
maximin algorithm is expected to increase linearly with increasing number of elements
in b. The construction of maximin D-optimal designs using MEA are shown for the
two types of design regions with N = 20 and the {3, 1} linear predictor.
Algorithm 2 Maximin D-optimal MEA
1: procedure Maximin(b,B, D, ξi)
2: Sample b ∈ B
3: for each i ∈ b do
4: Calculate ξi using MEA
5: (Dj(ξi)/Dj(ξj))
(1/p), i 6= j
6: mi(ξi) = min (Dj(ξi)/Dj(ξj))
(1/p), i 6= j
7: end for
8: l(ξ) = arg maxbmi(ξi)
9: k = index(l(ξ))
10: ξ∗ = ξk.
11: end procedure
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Example 1: Simplex Region with {3, 1} Linear Predictor
The three-component mixture problem in a simplex mixture space is considered for
the parameter space formed by {[1, 3] ⊗ [−4,−2] ⊗ [0, 2]}. For simplicity, a range
was not specified for the intercept term, which was set to α2 = 2 for all examples.
Parameter vectors b′100×3, were sampled using LHS from B and a local optimal
design for N = 20 was calculated for each.
Figure 29 shows the maximin D-optimal design, overlaid with a local D-optimal
design constructed with a degenerate prior β = {2, 1.38,−2.2, 0.16}
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Figure 29: Maximin and Local D-optimal Designs for N = 20 and {3, 1} Linear
Predictor with Run Allocations at Each Support Point
The maximin D-optimal design generated more unique support points for this
example than the local D-optimal design. Interestingly, the local D-optimal design
yields only three support points, where runs are allocated uniformly. The design
points are also located at the vertices, where the D-optimal design for a linear model
typically locates design points.
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To compare the performance of the two designs for randomly generated parameter
vectors, Figure 30 shows the distribution of D-efficiencies relative to 100 D-optimal
designs. The maximin D-optimal design outperforms the local D-optimal design with
respect to the median D-efficiency and distributional variation. The local D-optimal
design performed very poorly for some parameters, yielding D-efficiencies as low as
65%. On the other hand, the maximin D-optimal’s worst D-efficiency performance is
close to 89%, the median of the local D-optimal design.
Figure 30: Distribution of D-efficiencies of the Maximin and Local D-optimal
Designs for a Simplex Mixture Space with a {3, 1} Linear Predictor. The maximin
D-optimal design (shadowgram) has a median D-efficiency of 96%, compared to 89%
for the local D-optimal (histogram). D-efficiencies are calculated relative to 100 local
D-optimal designs constructed for randomly generated priors.
Example 2: Non-regular Simplex Region with {3, 1} Linear Predictor
Next, we consider the non-regular simplex space in Example 3 of Section (6.4.1) for
the parameter space formed by {[−12,−9]⊗ [6, 8.5]⊗ [0, 3]}. A local D-optimal design
constructed using a degenerate prior β = {2,−10.61, 8.05, 3} is overlaid in Figure 31.
Distributional D-efficiencies are compared in Figure 32.
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Figure 31: Maximin and Local D-optimal Designs for N = 20 and {3, 1} Linear
Predictor with Run Allocations at Each Support Point for a Non-regular Simplex
Region. The first run allocation at intersecting support points is for the maximin
D-optimal, while the second is the run allocation for the local D-optimal design.
For this example, the two designs intersected at 5 unique support points, with
the local D-optimal design yielding more unique support points than the maximin D-
optimal. The difference in robustness between the two designs is remarkably similar
to Example 1.
6.4.3 Evaluation of Standard and Surrogate Mixture Designs
Optimal design procedures for constructing efficient mixture designs with ordinal
responses are still lacking in statistical packages such as JMPr, SASr, and Design
Expertr. For this reason, mixture design surrogates, such as the I-optimal design for
normal-theory responses used in Chapter 4, are often used in practice. In this section,
the D-efficiency performance of some standard and surrogate mixture designs are
evaluated relative to the true, local D-optimal designs. The parameter priors defined
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Figure 32: Distribution of D-efficiencies of the Maximin and Local D-optimal
Designs for a Non-regular Simplex Space with a {3, 1} Linear Predictor. The
maximin D-optimal design (shadowgram) has a median D-efficiency of 96%,
compared to 89% for the local D-optimal (histogram). D-efficiencies are calculated
relative to 100 local D-optimal designs constructed for randomly generated priors.
in Table 10 in Section 6.3.1, plus two new parameter vectors (P9 and P10), are used to
construct the local D-optimal designs. For each type of design space (simplex, non-
regular simplex), standard mixture designs or design surrogates are evaluated, similar
to the simulation methodology in Chapter 5. Table 16 shows the different simulation
cases. Test cases involving a non-regular simplex region used the multi-component
constraints in Example 2 of Section 6.4.2. The mixture designs evaluated here can be
found in Appendix C.
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Table 16: Simulation Cases for Evaluating D-efficiencies of Surrogate Mixture
Designs for Ordinal Responses
Surrogate Designs
Region Designs Code
Simplex Simplex Lattice, k = 2, 3 SLk
Simplex Centroid SC
Simplex Centroid with axial points SCA
Non- D-optimal for linear model D-Lin
simplex Uniform space-filling, d = 7, 8, 9 Ud
Local Parameter Priors
Simplex P7 : β = {2, 2.90,−3.60, 0.70} {3, 1}
P8 : β = {2, 3.10, 3.70,−3.50}
P9 : β = {2, 2,−2, 1}
Non- P4 : β = {2,−10.40, 6.60, 1.80} {3, 1}
regular P5 : β = {2,−9.90, 6.30, 5.90}
simplex P6 : β = {2, 1.30, 1.40,−7.70}
Simplex P1 : β = {2,−10.60, 7.00, 2.30,−12.50, 11.70, 6.00} {3, 2}
P2 : β = {2,−11.10, 7.00, 6.90, 0.80,−12.20, 13.90}
P3 : β = {2, 1.50, 2.40,−10.80,−11.20, 4.90, 1.40}
Non- P1 : β = {2,−10.30, 6.90, 0.90,−12.80, 12.70, 7.70} {3, 2}
regular P2 : β = {2,−11.20, 6.60, 6.40, 1.10,−13.10, 13.40}
simplex P3 : β = {2, 0.10, 0.80,−11.80,−14.10, 3.10, 0.90}
P10 : β = {2, 0.10, 0.80,−3.00, 2.00, 1.5,−0.50}
For all cases, N=20
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Figure 33: D-efficiencies of Surrogate Designs Relative to True, Local D-optimal Designs
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Figure 33 shows that in almost all test cases, the design surrogates performed
poorly with respect to the D-criterion. The simplex-based designs for {3, 1} linear
predictors (P7, P9) and the non-regular simplex designs for a {3, 2} linear predictor
(P10) emerged as the best cases.
In Chapter 5, the D-optimal mixture designs for the logistic regression model
were found to favor regions of uncertainties (or linearities) and avoid regions where
the predicted response probabilities tend to be closer to 0 or unity. The contours of
predicted response probabilities for the proportional-odds model in Figures 34 and
(35) exhibit similar patterns. For a three-category ordinal response, there are two
independent measures of predicted response probabilities. For any two of the three,
the D-optimal designs tend to locate support points and run allocations heavily at
regions of uncertainties. Similar to the binary response models, these regions appear
to be located in the mixture design space where 0.15 ≤ ηj ≤ 0.85, j ∈ A,A ⊂
{1, 2, 3}, |A| = 2.
In view of the foregoing, it is clear why the simplex-based and D-optimal sur-
rogate designs performed well for some parameter vectors. With these local priors,
the boundaries of the feasible mixture space are regions of uncertainties. D-optimal
designs for normal-theory responses, such as the best-performing surrogates, tend to
locate majority of support points at the boundaries of the experimental region. In
these cases, the true local D-optimal design will also be a boundary design, which
explains the high D-efficiency of some surrogates.
We observed that for the region boundary and the region of uncertainty to coin-
cide, every term in the model must have a small to moderate effect – a case observed
for P10 (see Figure 35). Aggressive component effects, which is equivalent to high
values of model parameters, appear to push the region of uncertainty inward into the
design space. This was the case when a simplex-lattice design was evaluated against
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the local D-optimal design with parameter prior P2 in Figure 34. (The design yielded
only a 10% D-efficiency).
Figure 34: Contour Plot of Predicted Response Probabilities: Local D-optimal
and Simplex Lattice Designs for Parameter Vector
β = {2,−11.10, 7, 6.90, 0.80,−12.20, 13.90}. Regions in white and the darkest shaded
region for pi1 are outside regions of uncertainties.
Figure 35: Contour Plot of Predicted Response Probabilities: Local D-optimal
and Surrogate Designs for Parameter Vector β = {2, 0.10, 0.8,−3, 2, 1.5,−0.50}. The
boundaries of the mixture space are regions of uncertainties.
147
6.5 Summary
This work considered the construction of exact D-optimal mixture designs for the
proportional odds model. An exchange heuristic, the MEA, was developed to address
the issues of constructing efficient designs for a multi-categorical response in the
mixture space. MEA was developed in the spirit of the original coordinate-exchange
algorithm. The original CEA proposed an efficient updating formula for the fast re-
calculation of the determinant of the information matrix at each exchange. However,
the original method was designed for linear models with normal responses. In this
research, an efficient multiplicative update formula for the determinant was proposed
for the case of ordinal response models.
The proportional-odds model had to be re-parameterized to alleviate problems
with model matrix singularity. A simple workaround proposed here was to constrain
the intercept of the first logit, α1 = 0. Analogous to the canonical forms of the full
polynomial in Scheffe (1958), the resulting re-parameterized model only differed in
the interpretation of parameters.
The re-parameterization allowed for the search for exact D-optimal designs in
several mixture spaces that were studied as test cases. MEA resulted in D-optimal
designs that yielded comparable D-efficiencies to designs from the point-exchange
algorithm. PEA designs are considered the gold standard because of the exhaustive
(but computationally expensive) nature of the search. In some test cases, MEA even
outperformed designs from regular or brute-force CEA.
The primary advantage of MEA is its relatively high computational efficiency,
resulting from the efficient update of the D-criterion at each exchange. MEA outper-
formed brute-force PEA by 3 orders of magnitude for small problem sizes. Compared
to CEA, MEA’s computational expense increases at a much slower growth rate.
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Finally, D-efficiencies of standard and surrogate mixture designs were evaluated
against local D-optimal designs for a variety of test cases. The surrogate and standard
mixture designs were found to perform poorly for models with aggressive component
effects. Examination of the contours of predicted response probabilities showed that
similar patterns emerge as in the binary response cases – D-optimal design points tend
to be located at regions of uncertainties. When component effects are aggressive, the
regions of uncertainties tend to be pushed into the interior of the mixture space. This
is the reason why boundary designs, such as the mixture designs evaluated here, did
not perform well for these test cases. On the other hand, moderate component effects
place regions of uncertainties at the boundaries of the mixture space. In such cases,
the surrogate designs performed reasonably well.
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Chapter 7
CONCLUSION
This research addressed the topic of designing and analyzing mixture experiments
when responses are binary and ordinal. As a result of individual and totality con-
straints on the component proportions, unmodified design matrices for mixture data
are singular, presenting issues in estimation and design. Mixture models have been
therefore tailored to address this specific nuance, but in general, existing studies in
the literature have primarily focused on mixture models for normal-theory responses.
Recommendations for modeling mixture data when responses are binary and ordinal
are meager to non-existent. It follows that recommendations for efficient mixture
designs for these response types are also lacking. The first part of this dissertation
addressed the first issue i.e., modeling binary and ordinal responses from mixture
experiments, while the second part addressed the construction of efficient mixture
designs for these response types.
Unlike normal-theory linear models, models for categorical responses typically ap-
ply transformations on continuous and unobserved latent variables. Assumptions on
the latent variables yield appropriate transformations from the continuous to proba-
bility to discrete measurement scales. These transformations are nonlinear functions,
such as the logistic link considered in this research. This approach for modeling
categorical responses yields the family of generalized linear models (GLM’s). Bi-
nary logistic regression and some ordinal response models, the base models used this
research, fall under the class of GLMs.
Modeling binary responses from mixtures using the GLM framework required min-
imal modification to the linear predictor. Instead of using the full polynomial model to
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establish a relationship between the components and the binary response, the Scheffe
(1958) canonical forms of the linear influence term were proposed in Chapter 5. This
reparameterization guarantees that all terms in the logistic regression model are iden-
tifiable, thus facilitating the convergence of maximum likelihood estimation methods.
While reparameterization of the logistic regression model is not novel and has been
considered in existing work, this research emphasized the difference in interpretation
of the GLM parameters for mixture data. Parameters associated with linear blends,
for example, represented heights of the predicted odds, log-odds, or response prob-
abilities over the vertices of the mixture region. Further, transformations on linear
contrasts provide insights on the effect of a mixture component when moving from
one blend to another. Binary logistic regression is a special case of multi-categorical
response models where the number of response categories J = 2.
On the other hand, ordinal data are multi-categorical and strictly ordered re-
sponses for J ≥ 3. In Chapter 4, two types of ordinal models were considered for an
experiment with subjective, ordinal responses namely, the proportional-odds model
and the lesser-known stereotype model. To address issues with estimation because of
the perfect collinearity among component proportions, a constraint was imposed on
the intercept term associated with the first logit for both models, such that α1 = 0.
This guaranteed the estimability of both models under maximum likelihood.
Analyzing the response data in its true, ordinal form revealed causal relationships
that were previously masked in an approach that treated the panelist responses as
numeric averages. The stereotype model showed that specific groups of categories
of the fragrance data were indistinguishable with respect to the covariates. Conse-
quently, these categories were collapsed, resulting in sensible parameter estimates,
model parsimony, and clearer interpretation. It was further shown that the recoded
structure of the data allowed for the use of the parsimonious proportional odds model.
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This research confirmed Anderson (1984) proposal that there are two interpreta-
tions of ordinal data namely, as a discretized version of a latent, continuous variable
and as a summary of a multi-dimensional phenomenon, such as subjective assess-
ments. This research demonstrated that the latter appeared to be more sufficiently
estimated by the stereotype model.
The second part of this research dealt with the construction of exact D-optimal
mixture designs for GLM-type responses. Chapter 5 investigated the construction of
exact D-optimal designs for the binary response model with a logistic link function.
Exact D-optimal designs for linear models with normal-theory responses tend to locate
majority of the design points at the boundaries of the mixture region, such as at
the vertices or centers of edges. This research revealed that this generality is not
necessarily true for D-optimal mixture designs for binary responses. Instead, majority
of the support points of the D-optimal design tended towards regions of uncertainty
where the expected response probabilities are approximately between 0.15 to 0.85.
Regions where the expected probabilities are very high or very low are usually avoided
in the placement of support points. The result is intuitive, because placing points in
regions with extremely high or low probabilities might result in the full occurrence
of either a positive or a negative event, especially with a relatively small number
of experimental runs. This is also the reason that in general, surrogate designs for
mixtures – which in this study were defined as designs originally proposed for normal-
theory responses – performed poorly in terms of D-efficiency.
Exploiting this fact, this study proposed a revision to the standard exchange
heuristic methods in constructing alternate D-optimal designs. For the PEA, this
meant limiting the candidate space to only include points that met the cutoff for
the region of ambiguity. The resulting alternate D-optimal designs yielded high D-
efficiencies (≥ 98%) for the binary response model with the {3, 1} canonical poly-
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nomial as the linear predictor. D-efficiency performance decreased for models with
binary blending but these alternate designs are still generally better (D-efficiencies
≥ 80%) than the surrogate designs.
Chapter 6 focused on the development of a faster search heuristic for construct-
ing D-efficient designs for ordinal responses with a proportional-odds structure. The
proposed algorithm, the mixture exchange algorithm or MEA, decomposes the in-
formation matrix into the sum of sparse matrices. MEA is loosely based on the
coordinate-exchange algorithm, a fast and simple exchange heuristic that changes
each coordinate and evaluates the new determinant at every iteration. Calculation of
the determinant of the information matrix at each exchange is computationally ex-
pensive. In the original coordinate-exchange algorithm for normal-theory responses,
efficient update formulas were proposed but at the time writing, there are no known
proposals for multi-categorical response systems. Because of the characteristics of the
mixture space and multi-categorical response models, a single exchange in the model
matrix results in low-rank changes both in the weights matrix and the non-exchange
columns of the model matrix. MEA addresses these issues by using the low-rank
changes to efficiently update the D-criterion.
MEA computationally outperformed regular PEA by several orders of magnitude.
Compared to regular CEA, the execution time of MEA was found to increase at a
slower rate of growth with increasing problem size. In some cases, MEA also outper-
formed CEA in terms of D-efficiency performance. The computational improvement
resulting from the implementation of MEA facilitated the construction and investiga-
tion of robust, D-optimal designs for ordinal responses. The robust design methods
proposed in this research addressed the design dependence problem of optimal designs
for GLMs and issues arising from the constrained design space.
153
Finally, the local D-optimal designs for ordinal response models proposed in this
research appeared to follow the same behavior as the D-optimal designs for binary
responses. Contour plots of predicted response probabilities showed that majority
of the support points of a D-optimal design tended towards regions of uncertainties,
defined similarly as in the binary response cases. In general, standard and surrogate
mixture designs were also found to perform poorly with respect to D-efficiency per-
formance. Increasing component effects tended to push the boundaries of the region
of uncertainty into the interior of the mixture space, while moderate effects tended to
result in the overlap of the region of uncertainty and the boundaries of the mixture
space. For this reason, boundary mixture designs were found to perform well in cases
where the component effects have moderate magnitudes.
The constructed designs in Chapter 6 only considered cases for J = 3, but methods
proposed here can be easily extended to higher-category design problems. In a similar
manner, methods proposed in Chapter 5 can also be extended for higher-dimensional
problems or for q > 3.
Mixture experiments with categorical responses appear in many cases in indus-
trial research and development, biomedical research, chemistry studies, and in lesser-
known applications in toxicology and ecology. Experimentation is always an integral
part of research work, so the applications of this research are widespread. This dis-
sertation proposed practical methods for constructing efficient mixture experiments,
which can directly be applied by practitioners and research scientists from various
fields. The mixture exchange algorithm, as well as the revised PEA algorithm for
binary responses, are both easily implementable in standard programming languages
such as R or Matlab. In this research, Matlabrcodes were developed and are found
in the Appendix. The constructed D-optimal designs and evaluations of existing mix-
ture designs in commercial software can also serve as guidelines for the appropriate
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choice of a mixture design for a specific problem. Finally, in designing efficient ex-
periments, one has to keep in mind that larger sample sizes are typically required for
categorical responses models to avoid sparsity and separation issues in estimation. In
the next chapter, small-sample estimation for experimental data is proposed as an
area for future study.
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Chapter 8
AREAS AND ISSUES FOR FURTHER STUDY
Research on the construction of efficient mixture experiments for multi-categorical
response models is still meager. This dissertation discussed, demonstrated, and ad-
dressed the fundamental issues in mixture design construction. The results of this
research are useful baselines for the development of faster algorithms that yield better
design performances, better models, and more efficient approaches to experimenta-
tion. Note that due to the categorical nature of ordinal and binary responses, large
sample sizes are typically recommended to avoid sparsity and separation issues. Es-
timation approaches, such as Bayesian estimation (Chipman and Hamada, 1996),
may alleviate small-sample estimation issues but at the time of writing, this problem
has not been addressed for experiments with mixtures. This problem presents an
important and obvious tangent of this research.
In subjective evaluations that yield ordinal responses, rater-to-rater differences are
typically present and has to be considered in modeling and design. In this research,
the rater effect was assumed to be negligible because of the institution of training
and qualification standards for expert fragrance panelists. A natural extension to
account for rater effects would be to use the class of Generalized Linear Mixed Models
(GLMMs), which accommodate random effects. The added complexities introduced
by GLMMs naturally have to be addressed in the calculation of the D-criterion for
search heuristics.
The extension of GLMMs to mixture data also presents a potential solution for
designing efficient experiments when formulations undergo batch or continuous pro-
cessing. For example, soap bar manufacturing requires preparing a large batch of
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the mixture, which are subsequently processed into soap bars. Each large batch
represents a true replicate in the mixture experiment, but it is not cost-effective to
prepare a large number of batches and only use a small portion in rating studies. A
possible approach is to treat each large batch as a whole plot, divide the whole plot
into subplots, and consider the subplots as the experimental replicates. GLMMs are
appropriate for modeling categorical data resulting from this experimental set-up.
We also propose the extension of MEA to other robust design criteria, such as
Bayesian D-optimality. This dissertation only considered maximin D-optimality, but
it would be interesting to see the comparative performance of robust design methods
in the context of mixtures.
It was mentioned in Chapter 6 that MEA needs to be augmented with a better
method for searching for starting designs that are non-singular to a coarser precision.
This is especially critical in highly-constrained design spaces in higher dimensions,
where model terms are expected to have higher levels of collinearity. For example, this
four-component mixture problem (Cornell, 2002) yields a very small feasible mixture
space:
0.40 ≤ x1 ≤ 0.60
0.10 ≤ x2 ≤ 0.50
0.10 ≤ x3 ≤ 0.50
0.03 ≤ x4 ≤ 0.08
It takes MEA several tries to find non-singular starting designs for certain param-
eter priors. A faster and accurate algorithm for searching for non-singular designs in
the mixture space would greatly enhance the capabilities of MEA.
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This work only considered the D-criterion, which is useful in model building and
component screening. Many mixture applications, however, are geared towards pre-
diction and formula optimization. The construction of I-optimal and G-optimal de-
signs for ordinal or binary responses would be a natural extension of this research.
Often in mixtures, both quantitative and quality attributes are of equal interest
to the experimenter. For example, in liquid soaps, the experimenter may be inter-
ested in optimizing both the viscosity (quantitative) and the clarity (qualitative) of
the formulation. For purposes of efficiency, an experimenter would prefer running
one set of experiments and measuring both types of responses, in lieu of running a
different experiment for each type. An interesting research direction is to consider the
construction of a mixture design that is optimal for both types of responses, which
requires redefining an optimality criterion to handle two or more different information
matrices.
Finally, mixture experiments with process variables (MPV) – variables that can
be varied independently of each other and of other mixture components – are widely
encountered in many applications. MPV’s could also yield both quantitative and
qualitative responses. As an example, optimizing both mixing speed (process vari-
able) and component proportions (mixture variables) is often encountered in chemical
manufacturing applications. The construction of optimal MPV’s yielding quantita-
tive and/or qualitative responses requires exchanges in two design spaces namely, the
factorial and mixture design spaces.
An on-going work by the author is a generalization of MEA to other multi-
categorical response models, such as multinomial logistic regression and other forms
of the ordinal response model.
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APPENDIX A
ESTIMATES FOR STEREOTYPE ODDS MODEL
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Table 16: Estimates for Stereotype Odds Model (Original Data)
Parameter Estimate Std. Error t Value p-value
α1 0.0000 . . .
α2 1.0134 0.3877 2.61 0.0094
α3 1.9554 0.33393 5.76 < 0.0001
α4 2.3391 0.2542 9.20 < 0.0001
α5 1.5977 0.3142 5.08 < 0.0001
α6 0.9369 0.5375 1.74 0.0823
φ1 1.0000 . . .
φ2 0.9663 0.3212 3.01 0.0028
φ3 0.9179 0.2862 3.21 0.0015
φ4 0.5079 0.2921 1.74 0.0830
φ5 0.1359 0.4642 0.29 0.7699
φ6 -0.4622 0.7625 -0.61 0.5488
φ7 0.0000 . . .
β1 -2.8358 4.7569 -0.60 0.5515
β2 -0.6840 0.7632 -0.90 0.3708
β3 2.7355 1.7683 1.55 0.1228
Estimates from SASr PROC NLMIXED
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APPENDIX B
ESTIMATION OF ORDINAL MODELS WITH SAS/STAT
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B.1 Estimation of Proportional Odds Model With PROC/NLMIXED
PROC NLMIXED is a versatile procedure in the SAS/STAT module. Originally
intended for nonlinear, mixed models, the random coefficients option can simply be
omitted if absence of correlation among responses is assumed. In this procedure, rea-
sonable starting values are required for convergence. Estimates from a full multino-
mial model are good starting values (Kuss, 2006). The procedure can handle different
ordinal regression models by simply changing the likelihood function.
PROC NLMIXED DATA = WORK.DATASET;
/** STARTING VALUES **/
PARMS ALPHA1 0 ALPHA2 0.1 ALPHA3 0.2 ALPHA4 0.3 ALPHA5 0.4 ALPHA6
0.5 BETA1 -5 BETA2 -2 BETA3 3;
/** PARAMETER CONSTRAINTS **/
BOUNDS 0¡=ALPHA1¡=0;
/** LINEAR PREDICTOR **/
ETA1 = ALPHA1 + (BETA1*A + BETA2*B + BETA3*C);
ETA2 = ALPHA2 + (BETA1*A + BETA2*B + BETA3*C);
ETA3 = ALPHA3 + (BETA1*A + BETA2*B + BETA3*C);
ETA4 = ALPHA4 + (BETA1*A + BETA2*B + BETA3*C);
ETA5 = ALPHA5 + (BETA1*A + BETA2*B + BETA3*C);
ETA6 = ALPHA6 + (BETA1*A + BETA2*B + BETA3*C);
ETA7 = 0 + 0*(BETA1*A + BETA2*B + BETA3*C);
/** CUMULATIVE PROBABILITIES **/
C1 = EXP(ETA1)/(1+EXP(ETA1));
C2 = EXP(ETA2)/(1+EXP(ETA2));
C3 = EXP(ETA3)/(1+EXP(ETA3));
C4 = EXP(ETA4)/(1+EXP(ETA4));
C5 = EXP(ETA5)/(1+EXP(ETA5));
C6 = EXP(ETA6)/(1+EXP(ETA6));
/**INDIVIDUAL PROBABILITIES **/
P1 = C1;
P2 = C2-C1;
P3 = C3-C2;
P4 = C4-C3;
P5 = C5-C4;
P6 = C6-C5;
P7 = 1 - P1 - P2 - P3 - P4 - P5 - P6;
/** LIKELIHOOD FUNCTION **/
Z = (P1**(INTENSITY=1)) * (P2**(INTENSITY=2)) * (P3**(INTENSITY=3)) *
(P4**(INTENSITY=4)) *
(P5**(INTENSITY=5)) *(P6**(INTENSITY=6)) * (P7**(INTENSITY=7));
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IF (Z¿0.00000001) THEN LL = LOG(Z);
ELSE LL = -1E100;
MODEL INTENSITY GENERAL(LL);
/** TEST ON CONTRASTS **/
ESTIMATE ’BETA1-BETA2’ BETA1-BETA2;
RUN;
B.2 Estimation of Stereotype Model With PROC NLMIXED
PROC NLMIXED DATA = WORK.DATASET;
/** STARTING VALUES **/
PARMS ALPHA1 0 ALPHA2 0.10 ALPHA3 0.2 ALPHA4 0.3 ALPHA5 0.4 ALPHA6
0.5 PHI1 1 PHI2 0.9 PHI3 0.8 PHI4 0.7 PHI5 0.6 PHI6 0.5 PHI7 0 BETA1 -5 BETA2
-2 BETA3 3;
/** PARAMETER CONSTRAINTS **/
BOUNDS 0¡=ALPHA1¡=0, 1¡=PHI1¡=1, 0¡=PHI7¡=0;
/** LINEAR PREDICTOR **/
ETA1 = ALPHA1 + PHI1*(BETA1*A + BETA2*B + BETA3*C);
ETA2 = ALPHA2 + PHI2*(BETA1*A + BETA2*B + BETA3*C);
ETA3 = ALPHA3 + PHI3*(BETA1*A + BETA2*B + BETA3*C);
ETA4 = ALPHA4 + PHI4*(BETA1*A + BETA2*B + BETA3*C);
ETA5 = ALPHA5 + PHI5*(BETA1*A + BETA2*B + BETA3*C);
ETA6 = ALPHA6 + PHI6*(BETA1*A + BETA2*B + BETA3*C);
ETA7 = 0 + 0*(BETA1*A + BETA2*B + BETA3*C);
TOTAL = EXP(ETA1) + EXP(ETA2) + EXP(ETA3) + EXP(ETA4) + EXP(ETA5)
+ EXP(ETA6) + EXP(ETA7);
/** CALCULATE PROBABILITIES **/
P1 = EXP(ETA1)/TOTAL;
P2 = EXP(ETA2)/TOTAL;
P3 = EXP(ETA3)/TOTAL;
P4 = EXP(ETA4)/TOTAL;
P5 = EXP(ETA5)/TOTAL;
P6 = EXP(ETA6)/TOTAL;
P7 = 1 - P1 - P2 - P3 - P4 - P5 - P6;
/** SPECIFY LIKELIHOOD FUNCTION **/
Z = (P1**(INTENSITY=1)) * (P2**(INTENSITY=2)) * (P3**(INTENSITY=3)) *
(P4**(INTENSITY=4)) * (P5**(INTENSITY=5))
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*(P6**(INTENSITY=6)) * (P7**(INTENSITY=7));
IF (Z¿0.00000001) THEN LL = LOG(Z);
ELSE LL = -1E100;
MODEL INTENSITY GENERAL(LL);
/** TESTS FOR INDISTINGUISHABILITY **/
ESTIMATE ’PHI2=1?’ 1-PHI2;
ESTIMATE ’PHI3=1?’ 1-PHI3;
ESTIMATE ’PHI5=0?’ PHI5-0;
ESTIMATE ’PHI6=0?’ PHI6-0;
ESTIMATE ’PHI4=0?’ PHI4-0;
ESTIMATE ’PHI4=0.5?’ PHI4-0.5;
ESTIMATE ’PHI4=1.0?’ PHI4-1;
RUN;
SOURCE: KUSS, O (2006). ON THE ESTIMATION OF THE STEREOTYPE
REGRESSION MODEL. COMPUATATIONAL STATISTICS AND DATA ANAL-
YSIS, 50(8), pp. 1877 1890.
B.3 Empirical Logit Macros for SAS
The %EmpiricalLogitPlot macro was used to generate the empirical logits in this
paper. The code can be found in support.sas.com/statpapercode.
171
APPENDIX C
STANDARD AND SURROGATE MIXTURE DESIGNS
172
00.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
x2
x3
x1
Figure 36: Simplex Centroid Design
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Figure 37: Simplex Centroid with Axial Points
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Figure 38: Simplex Lattice, k=2
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Figure 39: Simplex Lattice, k=3
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Figure 40: D-optimal Design for {3, 2} Canonical Polynomial with Normal Errors
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Figure 41: Uniform Space-filling Design, d=7
175
00.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
x2
x3
x1
Figure 42: Uniform Space-filling Design, d=8
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Figure 43: Uniform Space-filling Design, d=9
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D.1 Mixture Exchange Algorithm
This code has a built-in option for generating the Maximin D-optimal design.
clear;
%load parameter4;
pi=5; %alpha + q
%summation of the elements in mixture
s=1;
t=1;
%number of design points*2
N=40;
itern=30;
ucons=[0.6,0.5,1];
lcons=[0,0,0];
r=.05;
OptDesign=zeros(1,7);
parameter=[2,0.10,0.80,-3,2,1.5,-0.50];
for par=1:size(parameter,1)
bi=parameter(par,:);
k=1;
X=zeros(N,pi);
for i=1:N/2
X(k,1)=0;
m=1:100;
a=m(sort(randperm(max(m),pi-1)));
b=diff(a);
b(end+1)=max(m)-sum(b);
X(k,2:end)=b/max(m);
X(k+1,:)=X(k,:);
X(k+1,1)=1;
k=k+2;
end
if t==1 || t==0
[fd,fx]=inter(zeros(size(X(:,2:end))),X(:,2:end),t);
X=[X,fx];
end
W=CalculatorW (X,bi,1);
Cinv=inv(X’*W*X);
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I=eye(size(X,2));
for iter=1:itern
for i=1:2:size(X,1)
w=W(i:i+1,i:i+1);
% x=X(i,2:pi);
for j=2:pi
p=0;
if 1-X(i,j)~=0
p=-X(i,j):r:1-X(i,j);
for ind=1:size(p,2)
x=X(i,2:pi);
k=p(1,ind);
D=-(k)/(1-X(i,j))*x;
D(1,j-1)=k;
l1=x+D<=ucons ;
l2=x+D>=lcons;
if sum(l1)==size(x,2) && sum(l2)==size(x,2)
fd=[];
fx=[];
if t==0 || t==1
[fd,fx]=inter(D,x,t);
end
D=[D,fd];
x=[x,fx];
wd=CalculatorW(x+D,bi,2)-w;
a=fXWD(D,x,w);
ad=fXWD(D,x,wd);
b=fDWD(D,w);
bd=fDWD(D,wd);
f=fXwdX(x,wd);
diff2=a+a’+ad+ad’+b+bd+f;
dtemp(1,ind)=det(I+diff2*Cinv);
else
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dtemp(1,ind)=0;
end
end
[m1,m2]=max(dtemp);
k=p(1,m2);
D=-(k)/(1-X(i,j))*X(i,2:pi);
D(1,j-1)=k;
fd=[];
if t==0 || t==1
[fd,fx]=inter(D,X(i,2:pi),t);
end
D=[D,fd];
X(i,2:end)=X(i,2:end)+D;
X(i+1,2:end)=X(i+1,2:end)+D;
% x=X(i,2:end);
%
W(i:i+1,i:i+1)=CalculatorW(X(i,2:end),bi,2);
Cinv=inv(X’*W*X);
w=W(i:i+1,i:i+1);
end
end
end
end
for k2=1:size(parameter,1)
bk2=parameter(k2,:);
W=CalculatorW (X,bk2,1);
obj(par,k2)=det(X’*W*X);
end
OptDesign=[OptDesign;X];
end
for par=1:size(parameter,1)
obj3(:,par)= (obj(:,par)/ max(obj(:,par))).^(1/(size(X,2)));
end
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for par=1:size(parameter,1)
obj2(1,par)=min(obj3(par,:));
end
[e,g]=max(obj2);
OptDesign(1,:)=[];
finaldesign=OptDesign((g-1)*N+1:g*N,:);
finaldet=obj(g,:)
mindet=e
D.2 Calculation of Weights for Three-category Response
function W=CalculatorW (X,b,i)
% Define model matrix here:
c=@(x)([x(1);x(2);x(3);x(4)]);
p1f = @(x)(exp(b*c(x))/(1+exp(b*c(x))));
p2f= @(x,y)(exp(b*c(y))/(1+exp(b*c(y)))-exp(b*c(x))/(1+exp(b*c(x))));
W=zeros(size(X,1),size(X,1));
k=1;
if i==1
for i=1:size(X,1)/2
Wtemp=zeros(2,2);
p1=p1f(X(k,:));
p2=p2f(X(k,:),X(k+1,:));
p3=1-p1-p2;
p1^2*(p2+p3)^2*(1/p1+1/p2);
Wtemp(1,1)=p1^2*(p2+p3)^2*(1/p1+1/p2);
Wtemp(2,2)=(p1+p2)^2*p3^2*(1/p2+1/p3);
Wtemp(1,2)= p1*p3/p2*(p2+p3)*(p1+p2)*-1;
Wtemp(2,1)=Wtemp(1,2);
W(k:k+1,k:k+1)=Wtemp;
k=k+2;
end
end
if i==2
X=[[0,X];[1,X]];
Wtemp=zeros(2,2);
p1=p1f(X(1,:));
p2=p2f(X(1,:),X(2,:));
p3=1-p1-p2;
p1^2*(p2+p3)^2*(1/p1+1/p2);
Wtemp(1,1)=p1^2*(p2+p3)^2*(1/p1+1/p2);
Wtemp(2,2)=(p1+p2)^2*p3^2*(1/p2+1/p3);
Wtemp(1,2)= p1*p3/p2*(p2+p3)*(p1+p2)*-1;
Wtemp(2,1)=Wtemp(1,2);
W=Wtemp;
end
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D.3 Calculation of F, G, H Functions
F Function
function f=XWD (D,X,w)
ws=sum(w);
e=kron(X’,ws);
d=sum(e’);
d=d’;
j=kron(D,[ws(1,2);d]);
f=[zeros(size(j,1),1),j];
G Function
function f=DWD (D,w)
e=kron(D’,ws);
d=sum(e’);
d=d’;
j=kron(D,d);
f=[[0;zeros(size(j,1),1)],[zeros(1,size(j,1));j]];
H Function
function f=XwdX (X,w)
ws=sum(sum(w));
e=kron(X’,ws);
f=kron(e,X);
j=kron(X’,w(2,1)+w(2,2));
f=[[w(2,2);j],[j’;f]];
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