We formulate probabilistic numerical approximations to solutions of ordinary differential equations (ODEs) as problems in Gaussian process (GP) regression with non-linear measurement functions. This is achieved by defining the measurement sequence to consists of the observations of the difference between the derivative of the GP and the vector field evaluated at the GP-which are all identically zero at the solution of the ODE. When the GP has a state-space representation, the problem can be reduced to a Bayesian state estimation problem and all widely-used approximations to the Bayesian filtering and smoothing problems become applicable. Furthermore, all previous GP-based ODE solvers, which were formulated in terms of generating synthetic measurements of the vector field, come out as specific approximations. We derive novel solvers, both Gaussian and non-Gaussian, from the Bayesian state estimation problem posed in this paper and com-pare them with other probabilistic solvers in illustrative experiments.
Introduction
We consider an initial value problem (IVP), that is, an ordinary differential equation (ODE) y(t) = f y(t), t , ∀t ∈ [0, T ], y(0) = y 0 ∈ R d ,
with initial value y 0 and vector field f :
Numerical solvers for IVPs (Butcher, 2008) approximate y : [0, T ] → R d and are of paramount importance in almost all areas of science and engineering; but they have-until recently-omitted a probabilistic consideration of the (for all but the most trivial ODEs) inevitable uncertainty from the numerical error over their outputs. Moreover, ODEs are often part of a pipeline surrounded by preceding and subsequent computations which are themselves corrupted by uncertainty from model misspecification, measurement noise, approximate inference or, again, numerical inaccuracy (Kennedy and O'Hagan, 2002) . In particular, ODEs often already contain estimated parameters or are integrated afterwards. See Zhang et al (2018) and Chen et al (2018) for recent examples of such computational chains involving ODEs. The field of probabilistic numerics (PN) (Hennig et al, 2015) seeks to overcome this ignorance of numerical uncertainty-and the resulting overconfidence-by providing probabilistic numerical methods. These solvers quantify numerical errors probabilistically and add them to uncertainty from other sources. Thereby, they can take decisions in a more uncertainty-aware and uncertainty-robust manner (Paul et al, 2018) .
In the case of ODEs, one family of probabilistic solvers has first (Skilling, 1991; Hennig and Hauberg, 2014; Schober et al, 2014) treated IVPs as Gaussian process (GP) regression (Rasmussen and Williams, 2006, Chapter 2) . Then, Kersting and Hennig (2016) and Schober et al (2018) sped up these methods by regarding them instead as stochastic filtering problems (Øksendal, 2003, Chapter 6) . These (completely deterministic) filtering methods converge to the true solution with high polynomial rates (Kersting et al, 2018) . The 'data' for the Bayesian update is generated via a data generation mechanism (Schober et al, 2018, Section 2.2) by evaluating the vector field f under the current GP estimate of the solution y(t) and linked to the model with a Gaussian likelihood. The inclusion of generated data with another likelihood in a Bayesian framework is discussed by Wang et al (2018, Section 1.2) .
The contributions of this paper are the following: Firstly, we circumvent the issue of generating synthetic data, by recasting ODEs as a stochastic filtering problem in a well defined Bayesian state-space model. This enables application of all Bayesian filtering and smoothing techniques to ODEs-as collected, for example, in Särkkä (2013) . Secondly, we show how the application of certain inference techniques recovers the previous filtering-based methods. Thirdly, we discuss novel algorithms giving rise to both Gaussian and non-Gaussian solvers. Finally, we present some illustrative experiments demonstrating that these methods are practically useful both for fast inference of the unique solution of an ODE as well as for representing multi-modal distributions of trajectories.
Related work: Sampling-Based Solvers
Instead of formulating the solution of Equation (1) as a (Bayesian) GP regression problem, another line of work on probabilistic solvers for ODEs (comprising the methods from Chkrebtii et al 2016; Conrad et al 2017; Teymur et al 2016; Lie et al 2017; Abdulle and Garegnani 2018; Teymur et al 2018) aims to represent the uncertainty arising from the discretization error by a set of samples. While multiplying the computational cost of classical solvers with the amount of samples, these methods can capture arbitrary (non-Gaussian) distributions over the solutions and can reduce overconfidence in inverse problems for ODEs-as demonstrated in Conrad et al (2017, Section 3.2.) , Abdulle and Garegnani (2018, Section 7) and Teymur et al (2018) . The solvers can be considered as more expensive, but more statistically expressive. This paper contributes a particle filter as a sampling-based filtering method at the intersection of both lines of work, providing a previously missing link.
Bayesian Inference for Initial Value Problems
Formulating an approximation of the solution to Equation (1) at a discrete set of points {t n } N n=0 as a problem of Bayesian inference requires, as always, three things: a prior measure, data, and a likelihood relating the prior to the data.
We start with examining a continuous-time formulation in Section 3.1, where Bayesian conditioning should, in the ideal case, give a Dirac measure at the true solution of Equation (1) as posterior. This has two issues:
(1) conditioning on a whole function is not feasible on a computer in finite time and (2) the conditioning operation itself is intractable. Issue (1) is present in classical Bayesian quadrature (Briol et al, 2015) as well. There, the integrand can be evaluated wherever one may wish, but this is infeasible with a bounded computational budget, which is why only a finite number of evaluations of the integrand are used. Issue (2), on the other hand, is unique to Bayesian solutions of ODEs, and turns what is linear Gaussian process regression in Bayesian quadrature into non-linear Gaussian process regression. While this is unfortunate, it appears reasonable that something should be lost as the inference problem is more complex.
With this in mind, a discrete-time non-linear Bayesian filtering problem is posed in Section 3.2, which targets the solution of Equation (1) at a discrete set of points.
A Continuous-Time Model
Like all previous works mentioned in Section 1, we will consider priors given by a Gaussian process
wherex(t) is the mean function and k(t, t ) is the covariance function. The vector X(t) is given by
where X (1) (t) and X (2) (t) models y(t) andẏ(t), respectively. The remaining q − 1 sub-vectors in X(t) can be used to model higher order derivatives of y(t) as in Schober et al (2018) ; Kersting and Hennig (2016) , they can also be used to produce a richer class of prior measures in general. We define this prior by a stochastic differential equation (Øksendal, 2003) , that is
where F is the state transition matrix, u is a forcing term, L is a diffusion matrix, and B(t) is a vector of standard Brownian motions. Note that for X (2) (t) to be the derivative of X (1) , F , u and L are such that
The use of an SDE-instead of a generic GP prior-is computationally advantageous because it restricts the priors to Markov processes due to Øksendal (2003, Theorem 7.1.2). This allows for inference with linear timecomplexity in N , while the time-complexity is N 3 for Gaussian process priors in general (Hartikainen and Särkkä, 2010) . Inference requires data, and an associated likelihood. Previous authors, such as Schober et al (2018) ; Chkrebtii et al (2016) , put forth the view of the prior measure defining an inference agent, which cycles through extrapolating, generating measurements of the vector field, and updating. Here we argue that there is no need for generating measurements, since by re-writing Equation (1) we have the natural requiremenṫ
This suggests, that a measurement relating the prior defined by Equation (3) to the solution of Equation (1) ought to be defined as
The measured outcome of Z(t) should of course be z(t) = 0. Heuristically, it should hold that
The conditioning of a random variable on the null set E can be measure-theoretically formalised using the concept of disintegration (Cockayne et al, 2017) . Though the difference between the development in this paper and that of (Cockayne et al, 2017) is that here the problem is formulated as a standard non-linear Bayesian filtering problem.
A Discrete-Time Model
In order to make the inference problem tractable, we shall only attempt to condition the process X(t) on Z(t) = z(t) at a set of discrete time-points, {t n } N n=0 . Without loss of generality, a uniform grid is considered, t n+1 = t n +h. From Equation (3) an equivalent discretetime system can be obtained (Grewal and Andrews, 2001) , hence the inference problem becomes
where A(h), ξ(h), and Q(h) are the parameters for the discrete time system equivalent to Equation (3), and z n is the realisation of Z n . The matrices C andĊ are defined such that CX n = X
(1) n andĊX n = X
(2) n , respectively. A measurement variance, R(h), has been added to Z(t n ) for greater generality. This should not affect the posterior contraction towards the true solution if R(h) tends to 0 at a fast enough rate in h.
Note that the inference problem posed in Equation (8) is a standard problem in non-linear Gaussian process regression (Rasmussen and Williams, 2006) , also known as filtering and smoothing in stochastic signal processing (Särkkä, 2013) . Furthermore, it reduces to Bayesian quadrature when the vector field does not depend on y. This is Proposition 1 below.
, and R(h) = 0. Then the posteriors of {X (1) n } N n=1 are Bayesian quadrature approximations for nh 0 g(τ ) dτ, n = 1, . . . , N.
Proof See Appendix A.
Remark 1 The Bayesian quadrature method outlined in Proposition 1 conditions on function evaluations outside the domain of integration for n < N . This corresponds to the smoothing equations associated with Equation (8). One can show that if the integral on the domain [0, nh] is only conditioned on evaluations of g inside the domain then the filtering estimates associated with Equation (8) are obtained.
Gaussian Filtering
The inference problem posed in Equation (8) is a standard problem in statistical signal processing and machine learning and the solution is often approximated by Gaussian filters and smoothers (Särkkä, 2013) . In this context the relationships between the filter mean, µ F n , and covariance, Σ F n with the predictive mean, µ P n+1 , and covariance Σ P n+1 are given by
which are the prediction equations. The update equations, relating the predictive moments µ P n and Σ P n with the filter estimate, µ F n , and its covariance Σ F n , are given by (cf. Särkkä, 2013) 
where the expectation (E), covariance (V) and crosscovariance (C) operators are with respect to N (µ P n , Σ P n ). Evaluations of these operators are intractable in general, though various approximation schemes exist in the literature and have been deeply studied. Some standard approximation methods shall be examined below. In particular, we will see that the methods of Schober et al (2018) and Kersting and Hennig (2016) come out as particular approximations to Equation (11).
Taylor-Series Methods
A classical method in the filtering literature to deal with non-linear measurements of the form in Equation (8) is to make a first order Taylor-series expansion, thus turning the problem into a standard update in linear filtering. However, before going through the details of this it is instructive to interpret the method of Schober et al (2018) as an even simpler Taylor-series method. This is Proposition 2 below.
Proposition 2 Let R(h) = 0 and approximate f (CX n , t n ) by a constant in x n according to
Then the approximate posterior moments are given by
which is precisely the solver by Schober et al (2018) since R(h) = 0 by assumption.
Proof See Appendix B.
A First Order Approximation. The approximation in Equation (13) can be refined by using a first order approximation, which is known as the extended Kalman filter (EKF) in the signal processing literature (Särkkä, 2013) . That is,
where J f being the Jacobian of f with respect to CX n . The filter update is theñ
Hence the extended Kalman filter computes the residual, z n −ẑ n , in the same manner as Schober et al (2018) . However, as the filter gain, K n , now depends on evaluations of the Jacobian the resulting probabilistic ODE solver is different in general. While Jacobians of the vector field are seldom exploited in ODE solvers, they play a central role in the exponential Rosenbrock methods (Hochbruck et al, 2009 ). The Jacobian of the vector field was also recently used by Teymur et al (2018) for developing a probabilistic solver.
Numerical Quadrature
Another method to approximate the quantities in Equation (11) is by quadrature, which consists of a set of nodes {X n,j } J j=1 with weights {w n,j } J j=1 that are associated to the measure N (µ P n , Σ P n ). These nodes and weights can either be constructed to integrate polynomials up to some order exactly (see e.g. McNamee and Stenger, 1967; Golub and Welsch, 1969) , or by Bayesian quadrature (Briol et al, 2015) . In either case, the expectation of some function ψ(X n ) is approximated by
Therefore, by appropriate choices of ψ the quantities in Equation (11) can be approximated. For a crosscovariance assumption and a particular choice of quadrature, the method of Kersting and Hennig (2016) is retrieved. This is Proposition 3.
Proposition 3 Let {X n,j } J j=1 and {w n,j } J j=1 be nodes and weights, corresponding to a Bayesian quadrature rule with respect to N (µ P n , Σ P n ). Furthermore, assume R(h) = 0 and that the cross-covariance betweenĊX n and f (CX n , t n ) vanishes,
Then the probabilistic solver proposed in Kersting and Hennig (2016) is a Bayesian quadrature approximation to Equation (11).
Proof See Appendix C.
While a cross-covariance assumption of Proposition 3 reproduces the method of Kersting and Hennig (2016) , Bayesian quadrature approximations have previously been used for Gaussian filtering in signal processing applications by Prüher andŠimandl (2015), which in this context gives a new solver.
Particle Filtering
The Gaussian filtering methods from Section 3.3 may often suffice. However, there are cases where more sophisticated inference methods may be preferable, for instance when the posterior becomes multi-modal due to, for example, bifurcations. While the sampling-based line of probabilistic ODE solvers (introduced in Section 2) could-if sufficient samples are computed-pick up such phenomena, the previous ODE solvers (introduced in Section 1), that (like this paper) recast ODEs as a regression problem with GP prior, fail-due to their restriction to Gaussian distributions-to do so (see Section 1). We overcome this limitation by particle filters, which are based on a sequential formulation of importance sampling (Doucet et al, 2001) .
Denote the (intractable) filtering density associated to the inference problem in Equation (8) by p(x 0:n | z 1:n ). The particle filter operates on a set of particles, {X n,j } J j=1 , a set of positive weights {w n,j } J j=1 associated to the particles that sum to one and an importance density, g(x n+1 | x n , z n ). The particle filter then cycles through three steps (1) propagation, (2) re-weighting, and (3) re-sampling (see Särkkä, 2013) .
The propagation step then involves sampling particles at n + 1 from the importance density:
The re-weighting of the particles is done by a likelihood ratio with the product of the measurement density and the transition density of Equation (8), and the importance density. That is, the updated weights are given by
where there's a proportionality sign to indicate the weights need to be normalised to sum to one after they have been updated according to Equation (19). The weight update is then followed by an optional re-sampling step to keep particle diversity, see Särkkä (2013) for details.
Constructing the Importance Density. In terms of variance, the locally optimal importance density is given by (Doucet et al, 2001 )
While Equation (20) is almost as intractable as the full filtering distribution, the Gaussian filtering methods from Section 3.3 can be used to make a good approximation. For instance the approximation to the optimal importance density using Equation (13) is given by
g x n | x n−1 , y n = N (x n ; µ n , Σ n ) .
An importance density can be similarly constructed from Equation (15), resulting in:
4 Experimental Results
The Logistic Equation
In this experiment the logistic equation is considered:
which has the solution:
In the experiments r is set to r = 3. We compare the zeroth order solver Equation (13) (Schober et al, 2018) (SCH), the first order solver Equation (15) (EKF), a numerical integration solver based on Proposition 3 (Kersting and Hennig, 2016) (KER), and a numerical integration solver based on approximating Equation (11) (UKF). Both numerical integration approaches use a third degree fully symmetric rule (see McNamee and Stenger, 1967) . The filters use a q times integrated Brownian motion prior with σ = 1·10 −1 in four different scenarios, h ∈ {3 · 10 −1 , 3 · 10 −2 } and q ∈ {1, 2}. The prior for all methods is set to match y(0) andẏ(0) exactly, while the higher order derivatives are given a Gaussian zero mean prior with unit covariance. From Fig. 1 (left column) it can be seen that the solution estimates are fairly similar across experiments. On the other hand, it can be seen that the SCH and KER tend to underestimate the solution in the interval of large growth, most easily seen in Figs. 1f and 1h . While the errors of EKF and UKF tend to be uniformly small over the entire interval.
However, the largest difference appears to be in the uncertainty reported by the different solvers. While the uncertainty of SCH and KER tend to grow over the entire integration domain 1 , the uncertainty of EKF and UKF grows in the area where y(t) grows (steep vector field) to then shrink as their estimates reach the equilibrium point at y(t) = 1. This can best be seen in Figs.  1b, 1d, 1f, and 1h .
Furthermore, it should be noted that the confidence bands of SCH are not well calibrated for q = 2, see Figs. 1h and 1f. The same issue is faced by KER for q = 2 and h = 3 · 10 −2 , see Fig 1h. While this can be addressed by selecting a larger σ, the fact that this issue is not present for EKF/UKF suggests they make better use of the available information in this case.
The FitzHugh-Nagumo Model
The Fitzhugh-Nagumo model is given by:
1 Note that the diffusion adaptation proposed by Schober et al (2018, Section 4) is not used here. This, and similar, adaptations can also be used with the proposed Gaussian solvers. where we set (a, b, c) = (.2, .2, 3) and y(0) = [−1, 1] T . We compare SCH, EKF, and UKF using a twice integrated Brownian motion prior (q = 2) with σ = 1 for h ∈ {1 · 10 −2 , 1 · 10 −1 }. The prior is set to match y(0) andẏ(0) deterministically whileÿ(0) is given a Gaussian prior, N (0, 1 · 10 3 I). Additionally, a solution is computed using a fourth order Runge-Kutta scheme with step-size h · 10 −2 , we take this to be ground truth. For small step-sizes, h = 1·10 −2 , all the methods return similar estimates as can be seen in Fig. 2 . On the other hand, the uncertainty reported by the methods is, as in Section 4.1, qualitatively different. While the uncertainty of SCH just expands over the domain of integration, the uncertainty of EKF and UKF exhibit an oscillatory behaviour, expanding in areas where there is rapid change in the solution estimate, to then contract in areas of small change, see Fig. 3 . Note that EKF and UKF return very similar estimates and uncertainties why the EKF is difficult to see in the figures.
For the larger step-size, h = 1 · 10 −1 , the EKF and UKF continue to give reasonable estimates while SCH starts behaving erratically at around t = 2 and subsequently moves out of phase, see Fig. 4 . This invites the hypothesis that EKF and UKF have better stability properties than SCH, in the sense of tolerating larger step-sizes.
A Bernoulli Equation
In the following experiments we consider a transformation of Equation (23), η(t) = y(t), for r = 2. The resulting ODE for η(t) now has two stable equilibrium points η(t) = ±1 and an unstable equilibrium point at η(t) = 0. This makes it a simple test domain for different sampling-based ODE solvers, because different types of posteriors ought to arise. In Section 4.3.1 we Fig. 4 Solution estimates of the Fitzhugh-Nagumo model for SCH, EKF, and UKF with q = 2 and h = 1 · 10 −1 . The legend is the same as in Fig. 2 compare Gaussian filters to particle filters for uncertain initial conditions on η(t). Section 4.3.2 focuses on certain initial conditions on η(t), and compares particle filtering to the sampling-based solvers of Chkrebtii et al (2016) and Conrad et al (2017) in terms of how uncertainty over trajectories is represented.
Comparing Gaussian Filters to the Particle Filter
We compare the particle filter (PF) without re-sampling, using 5 particles and the proposal density specified by Equation (21) with EKF and UKF. Encoding Gaussian uncertainty on the initial conditions, we set η 0 ∼ N (m 0 , 1 · 10 −3 ), with m 0 = 1 · 10 −2 . The ODE solvers use a q ∈ {1, 2} order integrated Brownian motion with diffusion constant σ = 1. For q = 2, the prior on the initial conditions is set to
where f (η) is the vector field associated withη(t) and J f is its derivative. For q = 1 the last dimension is simply removed. Additionally, PF uses R(h) = h 2q+1 and the EKF/UKF uses R(h) = 0. For each q two different step-sizes are compared, h ∈ {3 · 10 −1 , 3 · 10 −2 }. The ODE is then estimated on the interval [0, 10]. We also sample trajectories from the correct measure (GT) by sampling η 0 and plugging it into the exact solution.
The results are shown in Fig. 5 . Across all q and h PF appears to sample feasible trajectories as compared to sampling from the correct measure. However, the EKF and UKF have more variation in their behaviour. For q = 1 and h = 3 · 10 −2 The EKF estimate goes toward the stable equilibrium at 1 with a confidence band that sharply widens during the growth of the estimate to then sharply decline as the equilibrium point is reaches, see Fig. 5a . On the other hand, the UKF estimate gets stuck close to the unstable equilibrium point while its confidence bands grow to cover almost all feasible trajectories. For q = 1 and h = 3 · 10 −1 the EKF and UKF behave similarly to the UKF for q = 1 and h = 1 · 10 −2 , with the notable difference that the confidence band of the EKF expands more than those of the UKF, see Fig. 5b . For (q, h) = (2, 1 · 10 −1 ) and (q, h) = (2, 1·10 −2 ) the EKF and UKF behave similarly to the EKF for q = 1 and h = 1 · 10 −1 , but the confidence bands of the UKF neither expand nor contract as rapidly as those of the EKF. Additionally, the UKF estimate is much slower to reach the equilibrium point at 1, see Figs. 5c and 5d .
Furthermore, since y(t) → ±1, t → ∞, for y 0 > 0 and y 0 < 0, respectively, the asymptotic (in t) distribution for y(t) is given by Fig. 5 The estimates of EKF and UKF compared to 5 samples from PF and the true measure. 95% confidence intervals for the EKF and UKF are shown as dashed lines.
experiment that means the UKF performs the best for q = 1 and the EKF performs the best for q = 1 and h = 3 · 10 −1 . It is possible that σ can be tuned so that EKF/UKF performs well (in the sense of Gaussian approximations to the asymptotic distribution of y(t)) for all q and h, however the issue of calibration shall be left for future work.
Sampling-Based Solvers
We compare the proposed particle filter using both the proposal Equation (21) (PF(1)) and EKF proposals (Equation (22)) (PF (2)) with the method by (Chkrebtii et al, 2016) (CHK) and the one by (Conrad et al, 2017) (CON) for estimating η(t) on the interval t ∈ [0, 5.01] with initial condition deterministically set to η 0 = 0. Both PF and CHK use the same prior as in Section 4.3.1, while PF uses a measurement noise of R(h) = h 2q+1 and CHK uses R(h) = 0. CON uses a Runge-Kutta method of order q with perturbation variance h 2q+1 . The solution is estimated for the same values of q and h as in Section 4.3.1 and the methods are compared in terms of kernel density estimates for the marginal probability distribution of the solution at times t ∈ {0.99, 3, 5.01}.
As can be seen in Figs. 6 and 8 for small step-sizes the distributions stay tight around the unstable equilibrium for a fairly long time, particularly for q = 2 (better prior). The solver by (Conrad et al, 2017) disperses quicker than the alternatives, followed by the particle filters (see e.g. Figs. 6, 7, and 8 ). Interestingly the particle filters appear to be the only alternatives producing tri-modal distributions, with two modes going towards both the stable equilibrium points and one staying around the unstable one, see Fig. 6c . Other than that the particle filters behave qualitatively similar to CHK with the particle filters going bi-modal slightly faster.
Additionally, to further contrast the behaviour of the particle filters and CON, five trajectories are simulated from PF2 and CON, see Fig. 10 . In addition to escaping the unstable equilibrium point quicker, it can be seen that CON generates rougher paths than PF2.
Lastly, we note that it is not entirely clear how to determine the quality of the solver in this case. If there were uncertainties in ODE due to for example random initial condition then obviously the solver being closest to the correct measure over solutions (in some sense) would be the best option. However, this is not the case here as the ODE is completely deterministic. On the other hand, the solver which contracts to a Dirac at 0 (true solution) as h tends to zero could be a partial measure of quality (in which case CON appears to perform the worst). However, it is to the authors not entirely clear yet how a solver should behave for fixed h in this scenario. We merely note that there are some nontrivial qualitative differences in how different sampling based solvers represent uncertainty over trajectories. 
Conclusion and Discussion
In this paper, we have presented a novel formulation of probabilistic numerical solution of ODEs as a standard problem in Gaussian process regression with a nonlinear measurement function, and with measurements that are identically zero. Unlike the previous methods, we do not need to rely on synthetic data. Furthermore, as special cases of our method we can recover many of the previously proposed sequential probabilistic ODE solvers. The new formulation enables the derivation of new solvers based on filtering methods from signal processing, where EKF, UKF, and PF have been demonstrated in this paper. More advanced filtering methods can easily be employed in the future, such as the iterative Gaussian filters (Bell and Cathey, 1993; Garcia-Fernandez et al, 2015; Tronarp et al, 2018) . The theoretical properties of the resulting methods will be analyzed in future work. However, for h → 0, we expect that the novel Gaussian filters (EKF,UKF) will exhibit polynomial worst-case convergence rates of the mean and its credible intervals, that is, its (Bayesian) uncertainty estimates, as have already been proved in (Kersting et al, 2018) for 0-th order Taylor-series filters with arbitrary constant measurement variance R (see Section 3.3.1).
Our Bayesian recast of ODE solvers might also pave the way toward an average-case analysis of these methods, which has already been executed in (Ritter, 2000) for the special case of Bayesian quadrature. For the PF, we deem a convergence analysis similar to Chkrebtii et al (2016) , Conrad et al (2017) , Abdulle and Garegnani (2018) and Del Moral (2004) . While the understanding of the convergence properties of ODE filters is advancing along these lines, their numerical stability remains unknown. However, the results on spline approximations for ODEs (see, e.g., Loscalzo and Talbot, 1967) might also apply to the present methodology via the correspondence between GP regression and spline function approximations (Kimeldorf and Wahba, 1970) . (c) t = 5.01. Fig. 9 Kernel density estimates of the distribution of the solution at different time-points for q = 2, h = 3 · 10 −1 , t ∈ {0.99, 3, 5.01}.
A Proof of Proposition 1
First note that, by Equation (4), we have dC X (1) (t), X (2) (s) dt = C X (2) (t), X (2) (s) .
That is the cross-covariance matrix between X (1) (t) and X (2) (t) is just the integral of the covariance matrix function of X (2) . Now define X (i) T = X 
Since Equation (3) defines a Gaussian process we have that X (1) and X (2) are jointly Gaussian distributed and from Equation (26) the blocks of C[X (1) , X (2) ] are given by C X (1) , X (2) n,m = nh 0 C X (2) (t), X (2) (mh) dt which is precisely the kernel mean, with respect to the Lebesgue measure on [0, nh], evaluated at mh, see (Briol et al, 2015 , Section 2.2). Furthermore, V X (2) n,m = C X (2) (nh), X (2) (mh) , that is, the covariance matrix function (referred to as kernel matrix in Bayesian quadrature literature Briol et al (2015) ) evaluated at all pairs in {h, . . . , N h}. From Gaussian conditioning rules we have for the posterior means and covariance matrices, denoted by E D [X (1) (nh)] and V D [X (1) (nh)], respectively, that E D X (1) (nh) = E X (1) (nh) + w n z + g − E X (2) = E X (1) (nh) + w n g − E X (2) ,
where we used the fact that z = 0 by definition and w n are the Bayesian quadrature weights associated to the integral of g over the domain [0, nh], given by (see (Briol et al, 2015 , Proposition 1))
