Abstract-We extend a 2D linear skewed memory organization to 3D and introduce the associated de-skewing scheme designed to provide conflict-free access to projection rays of voxels for use in a volume rendering architecture. This is an application of a 3D linear skewing scheme which supports real-time axonometric projection from 26 primary orientations.
I. INTRODUCTION
A common approach to represent 3D datasets or models for manipulation and visualization employs a 3D raster (array) of voxels. A voxel is a volume element which contains numeric values associated with a unit cubic volume of the real object or phenomenon. A voxel-based representation is inherent in applications dealing with volumetric data, such as those arising in biomedical imaging and scientific visualization [8] . However, a voxel space of typical resolution (e.g., 5123) contains a vast amount of data, which implies that parallel processing is imperative in order to achieve real-time performance [8] .
Ray casting is a common technique for rendering voxel-based datasets [8] . Rays are cast from each pixel in the projection plane (screen), traversing the voxels along the line-of-sight to determine the pixel color. This process is time-consuming because the entire 3D voxel space ought to be traversed. One parallelization approach is to distribute rays to processors (e.g.. [3] ), while another is to distribute the voxels of each ray to processors [ 171. The latter approach is employed by the Cube architecture for volume visualization 161, which generates in real time orthogonal projections (i.e., parallel orthographic projections whose projection plane is perpendicular to a principal axis). It has been accomplished with a skewed 3D memory organization which permits simultaneous conflict-free access in O( 1 ) time to voxels of any ray parallel to a principal axis. While the serial projection time of an n3 voxel space is O(n'), in Cube a projection takes only 0(n2logn) time using an ~( l o g t r )
projection time along each of the n2 rays [6] . For a full comparison between Cube and other voxel-based architectures see survey [8] .
In this paper we introduce a 3D linear skewing scheme and the associated de-skewing scheme which extend the capabilities of the Cube architecture from six orthogonal projections to 26 primary axonometric projections (i.e., parallel orthographic projections whose projection plane is not necessarily perpendicular to a principal axis). These skewinglde-skewing schemes enable a real-time display of 26 primary views of the 3D data, which is sufficient for many static visualization applications. Other views can be generated by employing supplementary mechanisms [6] , [7] , which are up to three times slower. Other possible applications of the 3D skewinglde-skewing schemes are access along the 26 primary directions for 3D transformation and manipulation of the 3D raster, and for writing into the 3D [16] . In this paper we extend a 2D linear skewing scheme to 3D and formulate the conditions on the coefficients of the skewing formula, so as to provide a 3D memory organization for conflict-free access to any 3D vector along 26 primary directions. We also show that this memory organization is an all-diagonal Latin cube, which is the 3D counterpart of a double-diagonal Latin square. Furthermore, we introduce a new de-skewing method, based on distributed computation, for addressing and de-skewing the rays, which is necessary for the ray casting mechanism. Since the 3D voxel raster is a 3D memory and conflict-free access is required to 3D vectors, a 2D skewing scheme is insufficient.
DEFINITIONS AND TERMINOLOGY
A Pbeam of a d-dimensional array is a vector parallel to the p axis. For example, the x-beams and the ?-beams in a 2D array are called "rows" and "columns," respectively, while 3D beams also include z-beams called "axles." A minor diagonal of a 3D array is a vector having a 45" angle with two of the principal axes, and a major diagonal is a vector whose direction makes the same angle with the three principal axes. An S-slice of a 3D array is a 2D array parallel to one of the principal planes. For example, a y-slice is a 2D array whose elements have a constant v coordinate, and is parallel to the xand z-axes.
An entry of the 3D array with coordinates (x. y , z) is termed a voxel. A ray is a connected sequence of voxels along beams and along major or minor diagonals. The ray orientation is defined by its variable components. For example, a zy-ray is a minor diagonal ray with a constant s (the ray resides in an x-slice). There are three possible orientations for beams, six for minor diagonals, and four for major diagonals, for a total of 13 ray directions. The ray can travel in two opposite directions for each of the orientations, resulting in 26 types of rays (Le., the number of faces, edges, and vertices in a cube). These 26 directions define 26 axonometric projection orientations that are supported by our skewing scheme. The ray head identifies a particular ray. It is the first voxel along the ray, which lies on the 3D raster boundary. Thus, a ray has three attributes: orientation, direction, and head location. A ray can also be described as a sequence of voxels mO, ..., m,. ..., qI, where mi identifies the memory module number holding the ith voxel. A conflict-free access to such a ray is possible if all its voxels reside in different memory modules. We say that mi is in distance i. In other words, the distance is the distance of the voxel from the ray head mo.
LATIN CUBE MEMORY ORGANIZATION
The n3 voxel space in the Cube architecture [6] is partitioned into n memory modules, each with n2 voxels, allowing a simultaneous, conflict-free access to any beam. A voxel at (x, y, z) is mapped onto the mth module by the simple skewing function:
Since for any beam, two of its coordinate components remain constant along the ray, (1) guarantees that for any value of the free coordinate component, the memory module number m is different.
We generalize here the definition of a Latin square [5] 
IV. ALL-DIAGONAL LATIN CUBE
In order to enable conflict-free access not only to beams, but also to diagonal rays, a more general 3D skewing scheme is proposed here. We call this 3D scheme all-diagonal Latin cube, as the 2D counterpart scheme is called a double-diagonal Latin square [5] (see Fig. 2(a) ). An all-diagonal Latin cube of order ti is a 3D array of integers 0, ..., n -1 , such that each integer occurs exactly once in each beam and diagonal ray of the cube. In an all-diagonal Latin cube, every slice is a double-diagonal Latin square. Linearizing the 3D array, (1) Latin cube provides conflict-free access to strides of 1 , n, n2. The all-diagonal Latin cube scheme provides in addition conflict-free access to strides of n ? 1, nz ? 1, n2 f n, nz ? n ? I. Norton and Melton [ 111 proposed address permutation algorithms which allow uniform conflict-free access to power-of-two strides. However, their scheme does not guarantee a single conflict-free access to strides starting at an arbitrary address. Since all-diagonal Latin cube requires non-power-of-two strides starting at an arbitrary position in the volume (a ray is cast not necessarily from the origin), we chose instead a linear skewing scheme [I] , [9] and extended it to 3D: m = Ax+By+Cz(mod N) 0 I n, y, z < n .
(2)
A vector (ray) is &ordered if its elements are "ordered" in successive memory modules which are 6 apart modulo N. In order for a linear skewing scheme to define an all-diagonal Latin cube, we need to impose conditions on A, B, and C, which are the orders along the x-, y-, and z-beams, respectively. An &ordered ray of n voxels is conflict-free if and only if N 2 n . gcd(6, N) [ 16] .3 Clearly N 2 11. In this paper we assume the case N = n. This assumption simplifies the condition for a conflict-free &ordered ray to gcd(6, n) = I . The conditions on the orders A, B, C are:
These three conditions provide conflict-free access to beams in the six orthogonal projections. These conditions are trivially satisfied for (1).
The order of a minor diagonal ray is a combination of the orders of its two free coordinate components. The six conditions for conflict-free access to minor diagonals are:
Similarly, the major diagonal rays are a combination of the three base orders A, B, C gcd(A+Bf C, n) = 1 .
The thirteen conditions (3), (4), (5) hold for rays with opposite directions too, because the sign does not change the gcd. A linear skewing scheme that satisfies all these conditions provides an alldiagonal Latin cube.
V. THE RAY CASTING MECHANISM
The Cube architecture ray casting mechanism 161 casts for each pixel a ray I' = (mo, ..., m,) into the voxel space to retrieve the value (color) and the distance from the ray head of the first opaque voxel encountered along the ray. We denote with DM,(m,) the function, associated with the ray r, that calculates the distance of the voxel at module m,. All modules simultaneously compute the distance of their own candidate voxel. Then, all candidate voxels attempt to write their distance on a projection bus that selects the voxel "9 with the smallest distance in O(1ogn) time. The value of voxel mr and the distance DM&) are then employed in the shading of the corresponding pixel.
Other projection functions, such as compositing translucent voxels, maximum value projection, and summation projection (X-ray), can be accomplished with a projection treekone [12] instead of the projection bus.
In the following, we introduce the calculation of the distance DM,(m,) of an &ordered ray r, which is the de-skewing of the ray r, used in the axonometric projections. Unlike conventional parallel memory architectures, in the Cube architecture the processors and the memories are tightly coupled. Each processor is an addressing unit that calculates the address of the single voxel which resides in its memory module and is met by the ray. Also, each processor de-skews that voxel to find its distance. The self-addressing and self-deskewing are intemal functions executed locally and independently by every module. This approach avoids the routing of the ray through an interconnection network [9] whose complexity is higher than the O(1ogn) minimum operation.
VI. DE-SKEWING
Each of the 26 directions is associated with a ray order, denoted by 6, and the 13 conditions (3), (4), (5) guarantee that all orders are relatively prime to n. Let M be the skewing mapping of the vector r, that is, M,(i) = m, maps the jth element of r to the mjth memory module, then DM&) = j is the de-skewing function of the ray r.
Provided with the ray attributes, each module outputs its voxel's gcd-greatest common divisor location along the ray. In fact, the DM function is distributed among the modules and executed at each module m, by a local function Dm, , where the ray attributes, marked r, are the input arguments: D m , (' 1 DMr(m,) .
(7)
For example, assume a minor diagonal ray in a z-slice emanating from a ray head (G, yo, a) ) (see Fig. 2) . Then, the module number mo of the ray head is: (8) m,, = Ax,, + By,, + Czo (modn) . 
At distance
To support this calculation, mo is broadcast to all modules, or it can be locally calculated incrementally. In practice, for each one of the 26 directions, 8' is broadcast to the modules once per projection.
Then, for each ray every module independently computes (1 1) and outputs its distance. Note that for the beams in the original Cube architecture (1) 6 E 6-I 1, and the de-skewing of (1 1) is unnecessary there.
VII. COMPUTING 6'
Given 6 s (0, ..., n -11, find &'such that 6 .6-' = l(mod n). If n is a prime number, then a simple algorithm based on Fermat theorem (6"-' = 1 (mod n)) can be employed:
where 6 "-* can be computed in only log(n -2) steps. If n is not a prime number, we can use the Euler theorem, which is the generalization of Fermat theorem for n relatively prime to 6. Let Nn) be the totient function (i.e., the number of integers in the range 1 to n -1 that are relatively prime to n). Since 6 WnJ = 1 (modn):
6-I = 6C(n)-1 (modn) . (13)
A simpler way to compute 6-1 when n is not prime is to employ the Euclid algorithm for computing gcd(6, n), The algorithm generates a sequence of qi such that: From the properties of continued fractions we get that: nQ,n.l -6Pm., = (-1)"'. Since nQ,., = O(mod n), we get: 6Pm.I = (-l)"-'(mod n) and hence:
For example, the linear skewing mapping:
satisfies the conditions in (3), (4) 
VIII. EMPLOYING LOOK-UP TABLES
Equation 11 involves one subtraction and one multiplication in modulo n arithmetic. Unfortunately, JI is not a power of two, because no even number can satisfy all the conditions ((3), (4), (S)), and the computation of (1 1) can thus be expensive. As an altemative, a lookup table T can be employed. Since the number of entries needed is n, T can be simply defined by:
where mo is the ray head of the ray r. Note that each module has a different table T,, . An interesting and useful property is that where 6 is the ray order, and + is taken in modulo n arithmetic. The meaning of (19) is that one generic (cyclic) table is common to all modules. Every module has only to add its offset to the table:
For each one of the thirteen different orders, however, a different generic table is needed. The tables are broadcast only once per projection or, preferably, are built-in within each module. Note that the table size and the number of processors and modules, 11, is bounded. It is typically about 256 or 512, and no current application requires n > 1024. Although n is not a power of two, it can be chosen to be very close to a power of two, h. When n > b (e.g., n = 517; h = 51 2), the additional memory needed is negligible, but logb + 1 address bits are used. When n < b (e.g., n = 509; h = 5 12), only logb address bits are used, but the 3D dataset has to be trimmed slightly to fit into fewer memory modules.
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I. INTRODUCTION
This paper introduces a new class of binary errors, named tluunidirectional errors, wherein the number of erroneous bits may be at most t and the number of bytes to which the errors are confined may be at most 14. As the number of erroneous bits and erroneous bytes are both bounded, these errors are also called bitlbyte bounded unidirectional errors. This model is an extension of a model that we meviware W , R.L. Grimsdale and W. Strasser, eds., Springer-verlag, Berlin,
1987.
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bithyte bounded error model analyzed in this paper has not been presented before. In designing codes for the new model, we draw on known techniques for unidirectional error control code design. Error locating codes are useful to perform repair. In memories organized as byte-per-module, to perform repair and backward recovery, it is sufficient to determine which byte is erroneous (Le., which module is faulty). To perform repair by module replacement, it is not necessary to know exactly which bits within a byte are erroneous. In practice, a combination of error correcting and error locating capability may be used, to allow for forward recovery in the presence of a small number of errors, and repair and backward recovery for less likely errors. Unidirectional error locating codes have not received sufficient attention yet. This paper presents binary error control codes for tll -unidirectional error location, correction and detection. Fujiwara and Jiang [7] have independently presented a design of an error locating code similar to our design [ 141. Proofs of our results have been omitted due to lack of space; the interested reader is referred to [13] , [I41 for the same.
PRELIMINARIES
We begin with some notation and a few definitions. Bit weight of a word X is the number of nonzero bits in X and byte weight of X is the number of nonzero bytes in X . Let b denote the number of bits in an information byte. A codeword in a systematic code consists of some information bytes and some checkbytes. f denotes the number of information bytes in a codeword, numbered 1 throughj k denotes the total number of information bits in a codeword, therefore, k = bf. 
