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Abstract
We initiate the study of wall crossing phenomena in orientifolds of local toric Calabi-
Yau 3-folds from a topological string perspective. For this purpose, we define a notion
of real Donaldson-Thomas partition function at the large volume, orbifold and non-
commutative point in Ka¨hler moduli space. As a byproduct, we refine the constant
map contribution to the partition function of the real topological string on a local toric
background. We conjecture the general relation between the real large volume and
real non-commutative/orbifold Donaldson-Thomas partition function of orientifolds of
local toric Calabi-Yau 3-folds without compact divisors. The conjectured relation is
confirmed at hand of the conifold and local An singularity, for which we explicitly
derive the real non-commutative/orbifold Donaldson-Thomas partition function com-
binatorially.
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2
1 Introduction
Recently, some notable progress has been achieved in understanding orientifolds in the
context of topological string theory (with the orientifold acting anti-holomorphically
in the A-model), both in compact [1] and non-compact [2, 3] settings (for previous
studies of orientifolds in topological string theory see [4, 5, 6, 7]). Perhaps the most
astonishing new observation is a topological version of tadpole cancellation [1]. Namely,
it appears that if the orientifold possesses a fixed-point locus of specific topology, only
a combination of unoriented and open topological amplitudes possesses an expansion
into Gopakumar-Vafa like integer invariants, i.e., can be given a BPS state counting
interpretation (for followup studies of topological tadpole cancelation, see [8, 9]). The
open topological sector needed for consistency comes from a single D-brane, which
necessarily sits on the special Lagrangian 3-cycle defined by the fixed-point locus,
i.e., on the O-plane. Such a D-branes is usually referred to as real brane. In the
non-compact case, one should note that the D-brane defined in this fashion does not
necessarily belong to the universality class of “toric” branes constructed in [10]. The
topological string on such a background with O-plane given by the real locus of an
anti-holomorphic involution and a single D-brane placed on top is usually referred to
as the real topological string.
While in the B-model formulation of the real topological string on, both, compact
and non-compact backgrounds still some obstacles have to be overcome in order to
achieve the same degree of computability as the ordinary topological string (for the
current state of art, see [2]), in the A-model on non-compact toric backgrounds both
are now on equal footing thanks to the real vertex formalism developed in [2, 3] as an
extension of the ordinary topological vertex of [11]. Besides the computational power
of the real and ordinary vertex formalism (the vertex yields the full genus expansion for
given degree), a remarkable aspect of the ordinary vertex is that it allows to identify
topological string partition functions with the partition functions of certain combi-
natorial systems [12]. Thus, the vertex translates the calculation of Gromov-Witten
invariants, being roughly said a count of holomorphic maps from a Riemannian surface
to a target space, to a combinatorial problem. In detail, the combinatorial systems
whose partition functions are equivalent to topological string partition functions are
sets of 3d partitions (also known as plane partitions) with boundary conditions along
the three axes given by 2d partitions (Young diagrams), where the 3d partitions are
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patched together along common boundaries to form a crystal like arrangement. Since
a 3d partition can be seen as a monomial ideal, which in turn can be seen as an ideal
sheaf on a C3 patch, an interpretation of the combinatorial system in terms of ideal
sheaves is implicit. Indeed, one can show that the combinatorial systems described
above compute Donaldson-Thomas invariants [13, 14]. Hence, the vertex formalism al-
lows to connect topological string theory with Donaldson-Thomas theory. At least for
local toric backgrounds, the precise relation between the topological string (Gromov-
Witten) and Donaldson-Thomas partition function is a simple change of variables [14],
i.e.,
Z˜(Qi, q) = Z˜(Qi, e
gs → −q) , (1.1)
where we denoted the Gromov-Witten partition function without constant map contri-
bution by Z˜ and the Donaldson-Thomas partition function without degree 0 contribu-
tion by Z˜, Qi := e−ti refers to the set of Ka¨hler parameters ti ∈ H2(X,Z), gs denotes
the string coupling and q is the expansion parameter of the Donaldson-Thomas parti-
tion function.
From a physical point of view, one can see the Donaldson-Thomas partition func-
tion as a generating function counting BPS bound states of D6, D2 and D0 branes
(being particles in space-time), at least for appropriate values of the B-field [15]. We
will denote the generating function of such bound states as ZBPS. The partition func-
tion ZBPS is globally defined over Ka¨hler moduli space. However, BPS states exhibit
wall crossing phenomena upon crossing walls of marginal stability (where BPS bound
states can decay/form), hence, ZBPS is a discontinuous function and only at a specific
region in Ka¨hler moduli space there is an interpretation in terms of Donaldson-Thomas
invariants. One might ask if ZBPS counts other mathematical invariants at other re-
gions in moduli space. Indeed, at specific points in Ka¨hler moduli space other than
large volume, like for example the orbifold [16] or non-commutative point [17, 18], one
can define other notions of Donaldson-Thomas invariants which are counted by ZBPS.
We will denote the corresponding Donaldson-Thomas partition functions by Zˇ. For
specific orbifolds, i.e., finite subgroups of SU(3), the definition is particularly simple.
Namely, the Donaldson-Thomas invariants can be defined just as a sign weighted euler
characteristic of a Hilbert scheme of points on the orbifold. In contrast, the definition
of Donaldson-Thomas invariants at the non-commutative point is mathematically more
sophisticated. Roughly said, one can see them as counting cyclic representations of a
quiver with relations.
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At least for a certain class of models (backgrounds without compact divisor),
there is a simple relation between the large volume and the orbifold, respectively,
non-commutative Donaldson-Thomas partition function [17, 16, 19]. Namely, under
a (model dependent) reparameterization of the non-commutative/orbifold partition
function one has the relation
Zˇ(Q, q) =WZ(Q, q) , (1.2)
with
W = Z˜(Q−1, q) , (1.3)
where Z denotes the (large volume) Donaldson-Thomas partition function including
degree 0 contribution. (Recall that we have the factorization
Z = Z0 Z˜ , (1.4)
with Z0 the degree 0 part of the partition function.) We will refer toW as wall crossing
factor, since it arises in a BPS state counting perspective from crossing walls of marginal
stability (separating the different chambers in Ka¨hler moduli space). Especially, if we
index the crossed walls by i and cross an infinite number of walls while going from the
non-commutative/orbifold to the large volume point, the wall crossing factor factorizes
as W =
∏∞
i=1Wi, with Wi the jump of the partition function under crossing the ith
wall. This leads to the BPS state partition function in the Nth chamber
Z
(N)
BPS = Z(Q, q)
∞∏
i=N
Wi , (1.5)
with Z
(1)
BPS ≡ Zˇ (under reparameterization) and Z
(∞)
BPS ≡ Z.
It is a natural question to ask how much of these results extend to the real case,
i.e., hold in a similar fashion for specific orientifolds. As shown in [3], the real vertex
possesses a combinatorial interpretation as well. This suggests that one should be able
to define a real version of Donaldson-Thomas theory. The most naive approach to
do so is to mimic the definition of real Gromov-Witten invariants, which can be seen
as counting maps equivariant with respect to the orientifold projection. Hence, the
most natural definition of real Donaldson-Thomas invariants is as counting equivariant
sheaves. We will denote the corresponding partition function as Zreal. In toric settings,
the calculation of Gromov-Witten and Donaldson-Thomas invariants boils down to
localization under the natural toric action, denoted by T, on the respective moduli
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spaces. In the real case only the sublocus of the moduli spaces invariant under the
subtorus T′ ⊂ T surviving the action of the orientifold projection contributes. This
implies that
Z˜real(Q, q) = Z˜real(Q, egs → −q) , (1.6)
should hold, constituting a real version of the Gromov-Witten/Donaldson-Thomas cor-
respondence. The requirement that (1.6) holds (which one may also see as simply
defining the real Donaldson-Thomas partition function via the substitution egs → −q),
translates to certain sign choices in the mathematical localization calculation of Z˜real.
As we will discuss in section 2, the signs can be borrowed from the results of [3].
The Donaldson-Thomas formulation has certain advantages over the Gromov-
Witten formulation in the real case. Essentially, while in the real Gromov-Witten
case we have to make certain assumptions to be able to compute the partition function
via localization on the moduli space of maps (i.e., that topological tapdole cancella-
tion ensures that ordinary Hodge integrals are sufficient to compute the fixed-point
contributions), in real Donaldson-Thomas theory in contrast there is a clear way to
deal with the fixed points. Another advantage of the Donaldson-Thomas viewpoint is
that it gives an intuitive way to deduce the degree 0 contribution to Zreal (from which
one can infer the constant map contribution to Zreal), as we will discuss in section 2.3.
However, since Donaldson-Thomas theory is essentially a theory of signs (cf., the local-
ization calculation of [14]), the prize one has to pay is that for the real version certain
sign choices have to be made for consistency which are somehow more complex than
the sign choices one has to perform in real Gromov-Witten localization calculations.
Since the calculation of orbifold and non-commutative Donaldson-Thomas invari-
ants similarly boils down to localization to T fixed-points, one can define in the same
spirit a real version of these invariants by localizing with respect to the T′ subtorus.
However, as is already the case for the large volume real invariants, this localization
might require certain additional sign choices which are not immediately clear how to
derive from first principles.
The real topological string partition function possesses a factorization into the
purely closed and oriented topological partition function and a “reduced” real par-
tition function Z ′ capturing the open and unoriented sector. Hence, Zreal possesses a
similar factorization due to relation (1.6), i.e.,
Zreal = Z1/2Z ′ , (1.7)
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where it is understood that in Z1/2 the Ka¨hler classes are identified according to the
orientifold action on the second homology. Combined with the fact that the orientifold
acts anti-holomorphic on the geometry, so holomorphic on the Ka¨hler moduli space, it
is immediate that a relation similar to (1.2) should hold in the real case. That is, for
every background for which (1.2) with (1.3) holds, it is expected that correspondingly
we have the relation
Zˇreal(Q, q) =Wreal Zreal(Q, q) , (1.8)
with
Wreal = Z˜real(Q−1, q) , (1.9)
and with the same reparameterization of Zˇreal as for Zˇ. Especially, (1.2) is valid for
all models without compact divisors, and so we claim that (1.8) holds for the real
orientifolds of these models. In turn, we can use (1.8) as guideline to deduce the
correct sign insertions in the localization calculation of real orbifold, respectively real
non-commutative invariants. We will discuss this mainly at hand of two examples.
Namely, the local An singularity (C
2/Zn × C orbifold), to be discussed in section 4.3,
and the non-commutative conifold, which we will discuss in section 5.2.
Note that due to (1.7), we can split the wall crossing factor as
Wreal =W1/2W ′ , (1.10)
and isolate the wall crossing behavior of the reduced real partition function, i.e.,
Zˇ ′(Q, q) =W ′ Z ′(Q, q) . (1.11)
Clearly,W ′ = Z˜ ′(Q−1, q). From (1.7) and the holomorphic action on the Ka¨hler moduli
space it is clear that the chamber structure is essentially unchanged (up to identification
of chambers). Correspondingly, we expect as an analog of (1.5)
Z ′
(N)
BPS = Z
′(Q, q)
∞∏
i>⌊N/2⌋
W ′i , (1.12)
with Z ′
(1)
BPS ≡ Zˇ
′ (under reparameterization) and Z ′
(∞)
BPS ≡ Zˇ
′. The partition function
Z ′
(N)
BPS captures BPS states arising from the open and/or unoriented sector, i.e., D2-
D0 bound states on curves which have boundaries and/or are unoriented, modulo
the removal of some states as an imprint of topological tadpole cancellation. (The
boundaries are provided by a D4 brane living in two space-time dimensions. It is the
world-volume theory of this brane the BPS states live in).
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As is clear from the discussion above, a complete treatment of real (orientifold) wall
crossing is beyond the scope of a single work. The aim of this note is rather to initiate
the study of this topic by explaining what one should understand under real Donaldson-
Thomas invariants at specific points in Ka¨hler moduli space and giving evidence that
the expected real wall crossing relation (1.8) indeed holds for certain models and sign
choices. Hence, one may see this work roughly as a real analog of [17, 16]. Especially,
we are not going to discuss in detail the BPS state counting interpretation of the real
partition functions or relation (1.8), which we leave for subsequent work.
The outline is as follows. In section 2 we will discuss the large volume point in
moduli space. Firstly, we briefly review the definition of ordinary Donaldson-Thomas
invariants in section 2.1. Then, we define real Donaldson-Thomas invariants following
the tactic described above. This allows us to confirm and refine the constant map
contribution to the real topological string, as we will describe in section 2.3. In section
3, we will discuss the real partition functions for a particular simple class of models
for which one can express the partition functions completely in terms of (generalized)
MacMohan functions. We will illustrate this at hand of the resolved conifold and the
resolved local An singularity in sections 3.2 and 3.3.
In section 4 we will discuss the orbifold point. After giving the definition of real
orbifold Donaldson-Thomas invariants in section 4.1, we will briefly recall some basics
about the transfer matrix approach in section 4.2, which will be our main calculational
tool to evaluate partition functions. In section 4.3 we will discuss our main example
for the orbifold point. Namely, the C2/Zn × C orbifold.
The non-commutative point will be discussed in section 5. The definition of real
non-commutative Donaldson-Thomas invariants will be given in section 5.1 and exam-
ples will be discussed in sections 5.2 and 5.3. We conclude in section 6, where we as
well offer a brief outline of possible followup directions of research.
In appendix A we give some useful expressions for generalized MacMohan functions.
Appendix B collects Schur function identities which are used in the main text. Some
details of the main computations are redirected to appendix C.
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2 Large volume point
The purpose of this section is to give a definition of real Donaldson-Thomas invariants
at the large volume point in Ka¨hler moduli space. However, we will not attempt to
give a fully rigorous treatment but rather aim at a qualitative construction to give
a rough impression about what we mean by real Donaldson-Thomas partition func-
tions/invariants in subsequent sections. The reader who is confident with taking (1.6)
as definition and is not interested in the degree 0, respectively, constant map contri-
bution, may directly proceed with section 3.
2.1 Review of ordinary Donaldson-Thomas invariants
In order to set the stage and fix notation, let us first give a brief introduction to
ordinary Donaldson-Thomas invariants of a local toric Calabi-Yau 3-fold X , mainly
following [14]. Let In(X, β) denote the moduli space of ideal sheaves I on X which
satisfy
χ(OY ) = n , (2.1)
and
[Y ] = β ∈ H2(X,Z) . (2.2)
Here, Y ⊂ X is the subscheme determined by I via the exact sequence
0→ I → OX → OY → 0 . (2.3)
The moduli space In(X, β) is isomorphic to the Hilbert scheme of curves of X , i.e.,
subschemes Y ⊂ X with (2.1) and (2.2). Especially, the degree 0 moduli space In(X, 0)
is simply the Hilbert scheme of n points on X , which we will denote as Hilbn(X).
The Donaldson-Thomas invariant dn,β is defined via integration against the virtual
fundamental class
dn,β =
∫
[In(X,β)]
vir
1 , (2.4)
and the Donaldson-Thomas partition function as the formal sum
Z =
∑
β∈H2(X,Z)
∑
n∈Z
dn,β q
nQβ , (2.5)
where q is a parameter and Qβ := Qd11 . . . Q
dl
l with Qi = e
−ti . We made a choice of basis
t1, . . . , tl of H2(X,Z) such that any effective curve class β is given by β =
∑
i diti with
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di ≥ 0. Note that in the BPS state counting interpretation of (2.5) one can identify n
with the D0 charge and β with the D2 charge of the state.
Factorizing Z as in (1.4), one can rigorously proof that the degree 0 partition
function is given by [14, 20]
Z0 = M(1,−q)χ(X) , (2.6)
where M(1, q) is the MacMohan function (see (A.1)) and χ(X) the euler characteristic
of X .
Since we take X to be toric, we have a torus action on X, denoted as T, which lifts to
an action on In(X, β) and hence reduces the integration in (2.4) via virtual localization
to a sum over fixed-points under T. Let us denote the T-fixed subspace of In(X, β) as
In(X, β)
T. In order to evaluate (2.4) we have to enumerate all I ∈ In(X, β)
T.
For that, note that the to I associated subscheme Y ⊂ X must be T-fixed as well.
Thus, Y ⊂ XT, where XT denotes the invariant locus under the T-action on X . The
geometry of X is full encoded in a toric fan, basically being a collection of n-cones.
Each n-cone corresponds to a 3 − n dimensional T invariant subspace of X . For X
being Calabi-Yau, one can project the toric fan to a two dimensional graph, called the
toric diagram of X . Taking the graph dual, we obtain a linear trivalent graph Γ also
known as (p, q)-web diagram. Note that the (p, q)-web precisely corresponds to the part
of XT with complex dimension smaller two, i.e., the vertices of the web correspond to
the fixed points while the edges to the fixed curves under T. Let us denote the set of
vertices of the web by V , the vertices by vα and an edge connecting the vertices vα and
vβ by eαβ (where is at most one edge between two vertices). The set of all edges eαβ
will be referred to as E.
Around each vα where is a canonical T-fixed open chart Uα on which I is given by
a monomial ideal Iα, i.e.,
Iα = I|Uα ⊂ C[x1, x2, x3] , (2.7)
where C[x1, x2, x3] denotes the polynomial ring over C
3. Since a monomial ideal is
equivalent to a (not necessarily finite) 3d partition, we can identify each I|Uα with a
3d partition πα, i.e., we take
πα =
{
(i, j, k) : xi1x
j
2x
k
3 /∈ Iα
}
. (2.8)
Recall that a 3d partition π is a set of boxes (i, j, k) ∈ Z3≥0 such that if any of the
boxes with coordinates (i+ 1, j, k), (i, j +1, k), (i, j, k+1) are in π, so is the box with
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coordinate (i, j, k). We define the volume of the partition |π| to be the number of boxes
it contains, and the renormalized volume |π|′ as
|πα|
′ = |πα ∩ [0, . . . , N
3]| − (N + 1)
3∑
i=1
|λαi| , (2.9)
where N ≫ 0 is a cutoff and λαi the asymptotics of πα along the ith axis, i.e., λαi is a
2d partition (Young diagram).
It remains to determine I|Uα∩Uβ . But this is exactly what the set of edges of the
web tell us. Namely, each edge eαβ can be associated with an intersection Uα ∩ Uβ .
Since an edge eαβ corresponds to a P
1, the local geometry encoded by the edge is given
by a local curve, that is Nαβ → P1, where Nαβ denotes the normal bundle of the P1 in
X , i.e.,
Nαβ = O(mαβ)⊕O(−2−mαβ) . (2.10)
Let us take the coordinate x1 of the chart Uα to be a coordinate of one of the two
canonical patches of the P1, while the coordinates x2 and x3 are taken to be on the
normal bundle. Similarly, for Uβ we take x
′
1 = 1/x1 to be a coordinate on the other
patch of the P1 while x′2 = x2 and x
′
3 = x3 are coordinates on the bundle. The transition
function between the patches Uα and Uβ reads
(x1, x2, x3)→ (x
−1
1 , x
−mαβ
1 x2, x
2+mαβ
1 x3) . (2.11)
In particular, along the x1 axis corresponding to the coordinate of the P
1, the asymp-
totic of πα and πβ (with πi associated to Ui) is the 2d partition λαβ ,
λαβ =
{
(j, k) : xj2x
k
3 /∈ Iαβ
}
, (2.12)
with
Iαβ = I|Uα∩Uβ ⊂ C[x
±1
1 , x2, x3] . (2.13)
We conclude that the set of I (the T fixed points) is encoded via the following
combinatorial data
ΠI = {πα;λαβ1, λαβ2, λαβ3} . (2.14)
That is, the set of 3d partitions πα with boundary condition along the axis given by
the three 2d partitions λαβi (recall that each vertex of the web is trivalent).
Virtual localization tells us that [14]
dn,β :=
∫
[In(X,β)]
vir
1 =
∑
ΠI
(−1)
∑
α |πα|
′+
∑
α<β f(mαβ )+
∑
α<βmαβ |λαβ | , (2.15)
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with
f(mαβ) =
∑
(i,j)∈λαβ
(mαβ(j − i) + 2(j − 1) + 1) . (2.16)
The explicit expression of the Donaldson-Thomas invariant given above allows us to
rewrite the partition function (2.5) as
Z =
∑
ΠI
(−1)
∑
α,βmαβ |λαβ |(−q)
∑
α |πα|
′+
∑
α<β f(mαβ)
∏
α<β
Q
|λαβ |
αβ . (2.17)
Using the relations
κ(λ) = 2
∑
(i,j)∈λ
(j − i) , (2.18)
and
||λ||2 = 2|λ|+ 2
(
λ
2
)
, (2.19)
we can rewrite (2.16) as
f(mαβ) =
(mαβ + 1)
2
κ(λαβ) +
||λαβ||2 + ||λtαβ||
2
2
. (2.20)
Setting nαβ = mαβ + 1, we deduce
Z =
∑
ΠI
(−1)
∑
α<β(nαβ+1)|λαβ |(−q)
∑
α |πα|
′+
∑
α<β
nαβκ(λαβ )+||λαβ||
2+||λtαβ||
2
2
∏
α<β
Q
|λαβ |
αβ . (2.21)
Using the relation between the topological vertex and a 3d partition πα with bound-
ary partitions (λαβ1 , λαβ2, λαβ3) [12]
Cλαβ1λαβ2λαβ3 =M(1, q)
−1q
1
2
(||λtαβ1
||2+||λtαβ2
||2+||λtαβ3
||2)
∑
πα∈P ′
q|πα|
′
, (2.22)
where P ′ denotes the set of 3d partitions with boundaries (λαβ1, λαβ2 , λαβ3), we imme-
diately deduce that
Z = M(1, q)χZ˜(−egs) . (2.23)
Equation (2.23) is the celebrated Gromov-Witten/Donaldson-Thomas correspondence
of [14] (see also [13]). Note that we observe from (2.23) that Z0 = (Z0)
2
, where Z0
denotes the constant map contribution to the topological string partition function, in
agreement with (2.6).
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2.2 Real Donaldson-Thomas invariants
Let us now discuss the real case. For that, let us consider the pair (X, τ) with
τ : X → X , (2.24)
an anti-holomorphic involution acting on the coordinates xi of X as xi → Mij x¯j with
Mij a phase. In general, the action of τ leaves only a subtorus T
′ ⊂ T of the original
torus action of X intact. It is this subtorus which is used to define real Gromov-
Witten invariants via localization on the moduli space of maps [21, 1, 2] (combined
with a choice of signs). As outlined in the introduction, we define in a similar spirit real
Donaldson-Thomas invariants via localizing (2.4) with respect to the same subtorus
and choosing signs appropriately. The choice of signs is motivated by the expectation
that the Gromov-Witten/Donaldson-Thomas correspondence (2.23) should still hold
in the real case, i.e., we arrange the signs such that
Z˜real(Q, q) = Z˜real(Q, egs → −q) , (2.25)
holds. One might see this as simply defining Z˜real as the partition function of the real
topological string Z˜real under the substitution egs → −q.
In the remainder of this section we will show that this is indeed well defined, i.e.,
that there exists a choice of signs such that we can recover Zreal(Q, egs → −q) from
localizing (2.4) under the action of the torus T′. Fortunately, we can borrow most of
the technicalities from the real topological vertex formalism of [3].
Note first that the τ action induces a split of H2(X,Z) into
H2(X,Z) = H
a
2 (X,Z)⊕H
b
2(X,Z) , (2.26)
where a refers to the subgroup of H2(X,Z) formed by the invariant elements under τ
and b to the subgroup formed by the non-invariant elements. Let us denote a basis of
Ha2 (X,Z) by t
a
1, . . . , t
a
l and a basis of H
b
2(X,Z) by t
b
1, . . . , t
b
k. Note that dimH
b
2(X,Z) ≡
0mod 2. The effective curve class β splits accordingly, i.e., β = βa + βb =
∑
i d
a
i t
a
i +∑
i d
a
i t
b
i . The quotient can be implemented by replacing Qi → Q
1/2
i (clearly, the curves
fixed under the involution have half the volume of the corresponding covering space
curve, whereas the non-invariant curves pair up with their mirror image and cancel the
factor of 1/2). By abuse of notation, we will sometimes refer to βb after identification
of moduli and dividing by 1/2 just as βb.
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Figure 1: Illustration of a symmetric 3d partition pi ⊂ S. Note that the volume of the
partition is halved in the quotient.
The explicit splitting (2.26) can be read of from the action of τ on the web diagram.
If we denote the set of edges as E and set of vertices as V , τ acts on the web diagram
as τ : V → V and τ : E → E. Both, the set of vertices and the set of edges splits into
an invariant and non-invariant set under τ , i.e.,
V = Va ∪ Vb .
E = Ea ∪ Eb .
(2.27)
Since the edges are associated with elements of H2(X,Z), we can infer the splitting
(2.26) from the splitting of E.
Let us consider first the vertices. Note that nothing changes for the set Vb, i.e., we
can still associate a 3d partition πβ to each v ∈ Vb because locally on these charts the
τ action keeps the full original T intact. For the set Va in contrast, the orientifold acts
locally as (we consider only line reflections and point-reflections sitting on edges of the
web diagram, cf., [3])
τ : (x1, x2, x3)→ (x¯2, x¯1, x¯3) , (2.28)
and preserves only a T′ = C∗ of the original T action. We conclude that the τ invariant
Iα are generated by monomials x
i
1x
j
2x
k
3 with (i, j, k) ∈ πα ∈ S, where S ⊂ P denotes
the subset of symmetric plane partitions, that is, if (i, j, k) ∈ πα so is (j, i, k) ∈ πα
(see figure 1). Thus, we associate the ideal on a fixed chart with a symmetric plane
partition. Especially, the partition λαβ3 asymptotic on the x3 axis needs to be self-
conjugate, as is clear from figure 1. However, one should note that the volume of the
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partition is halved in the quotient. Hence, for a single (fixed) vertex we obtain from
(2.17) the partition function (cf., (A.6))
Zreal± =
∑
π∈S
(∓1)Tr(π) (−q)|π|/2 = M real± (1,−q) , (2.29)
where Tr(π) denotes the number of boxes on the diagonal slice of π, i.e., the number
of boxes on the reflection symmetry plane illustrated in figure 1 (since π is symmetric,
(±1)|π| = (±1)Tr(π)). The origin of the sign can be seen in taking a squareroot of (−q).
Let us now go on to the edges. Clearly, for the edges belonging to Eb nothing
changes. However, for the edges in Ea we have to distinguish between three cases.
Either the orientifold acts on the edge eαβ ∈ Ea as a point-reflection, as a line reflection
along the edge or as a line reflection orthogonal to the edge [3]. More explicitly, the
different orientifolds of the local Nαβ → P1 geometry represented by the edge eαβ act
on the coordinates of the geometry as follows
σ∅ : (x1, x2, x3)→ (−x¯
−1
1 , x¯3,−x¯2) ,
σ| : (x1, x2, x3)→ (x¯
−1
1 , x¯3, x¯2) ,
σ⊥ : (x1, x2, x3)→ (x¯
−1
1 , x¯2, x¯3) .
(2.30)
Especially, σ∅ and σ⊥ act on the bundleNαβ = O(mαβ)⊕O(−2−mαβ) via identification
of the two summands. Thus, we have that necessarily mαβ = −1 for these cases and
these two actions are only consistent if the local geometry is a resolved conifold. The
first action acts free, while the second possesses a fixed point locus being topologically
S1 × R2 (cf., [22]). In contrast, σ⊥ maps each summand of the bundle to itself, hence
mαβ is unrestricted. The topology of the fixed-point locus is as for σ|.
From the actions (2.30) and (2.12) we deduce that for σ∅ and σ| the 2d partition
λαβ needs to be self-conjugate, i.e., λαβ = λ
t
αβ, while for σ⊥ the partition λαβ is
unrestricted, see also figure 2. In the quotient the volume of the partition is halved for
both cases. We therefore weight each box by 1/2. Therefore, (2.16) gains a factor of
1/2 for the edges in Ea. This leads us to the real Donaldson-Thomas invariants
Dn,βa,βb =
∑
ΠaI ,Π
b
I
(−1)[
∑
α<βmαβσ(λαβ )+
∑
α |πα|
′+
∑
α<β f(mαβ )+
∑
α<β mαβ |λαβ |]/2
|ΠaI|∏
α=1
σTr(πα)α ,
(2.31)
where ΠaI =
{
πα ∈ S;λαβ1 = λαβ2 , λαβ3 = λ
t
αβ3
}
with α running over the elements of
V a, ΠbI as in (2.14) with index running over V
b, and σα a sign which corresponds in
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Figure 2: Left: Illustration of the action of σ∅ and σ| on λαβ . Right: The action of σ⊥.
Especially, the volume of λαβ is always halved in the quotient.
the real topological vertex formalism to the choice between twisted versus non-twisted
topological vertex associated to πα ∈ S. Furthermore, we performed an ad hoc sign
insertion of
σ(λαβ) =

0 for eαβ ∈ Eb
r(λαβ) for eαβ ∈ Ea and σ∅, σ|
c(λαβ) or c(λ
t
αβ) for eαβ ∈ E
a and σ⊥
 , (2.32)
where r(λαβ) denotes the rank of the Young diagram, i.e., the number of boxes on
the diagonal, and c(λαβ) the number of columns of odd height of λαβ . Note that the
choices of signs σα and c(λαβ) versus c(λ
t
αβ) is correlated, as discussed in detail in [3].
Roughly, the real Donaldson-Thomas invariant can be seen as arising from the
integration over the moduli space of ideal sheaves on X which are invariant under the
action of the (anti-holomorphic) involution σ.
We assemble the real invariants into the partition function
Zreal =
∑
β∈H2(X,Z)
∑
n∈Z
σβaDn,βa,βb q
n/2Qβa/2Qβb , (2.33)
with σβa =
∏dimHa2 (X,Z)
i=1 σ
dai
i and σi a sign. From a physical point of view, one should
note that now the D0 and D2 charge can take fractional, i.e., half-integer, values.
It is immediate from the construction that
Z˜real(Q, q) = Z˜real(Q,−egs) , (2.34)
as we wanted to observe for our sign insertions. However, in order to explicitly show
this relation in full generality, one would need the real analog of (2.22), which so far
has been given only for the vertex with trivial partition along the x3 axis [3].
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2.3 Degree 0 contribution
After the previous discussions, it is easy to infer how one can deduce the degree 0 con-
tribution. In terms of the web diagram, one can see the degree 0 contribution simply
as removing the edges eαβ such that the web diagram is a collection of vertices. Cor-
respondingly, in this case ΠI is a disjoint union of 3d partitions, i.e., ΠI = {πα; ·, ·, ·}.
We deduce (via simply setting |λαβ| = 0 in (2.17) and letting N →∞)
Z0 =
∏
α
∑
πα∈P
(−q)|πα| = M(1,−q)|v|, (2.35)
where |v| is the number of vertices of the web diagram of X . Recall that the web is
graph-dual to the toric diagram, so each vertex corresponds to a 3-cone. Since the
number of 3-cones is simply χ(X) we obtain (2.6).
The degree 0 contribution in the real case can be obtained in a similar fashion. We
split the set of vertices as in (2.27) of section 2.2. To each element of Vb we associate a
MacMohan functionM(1, q) and divide by two, since we are interested in the quotient.
For each element of Va instead, we associate a real MacMohanM
real
± (1, q). We conclude
that
Z0σ
real
=
∏
α,β
∑
πα∈P
(−q)|πα|
∑
πβ∈S
σ
Tr(πβ)
β (−q)
|πβ |/2 = M(1,−q)|Vb|/2
|Va|∏
i=1
M realσi (1,−q) ,
(2.36)
where α runs over Va, β over Vb and |Va| denotes the number of vertices fixed under
the action of τ and |Vb| the number of non-fixed vertices. Clearly, |Va| + |Vb| = |V |.
Further, we introduced a sign σ = (σ1, . . . , σ|Va|), where the possible choices of σi are
globally correlated in a similar fashion as the choice between real versus twisted real
vertex in the real vertex formalism of [3].
Let us define χa = |Va|, χb = |Vb|/2, take the squareroot of (2.36), perform the
substitution q → −egs and for simplicity assume that all σi are equal, i.e., σi = ±1.
Under these conditions we recover the qualitative form of the real topological string
constant map contribution conjectured in [3], i.e.,
Zreal± ∼tk→∞ M
real
± (1, q)
χa
2 M(1, q)
χb
2 , (2.37)
with
χa + 2χb = χ(X) . (2.38)
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However, one should note that we now know the value of χa for a local toric Calabi-Yau
3-fold X and the global constraints on the signs σi.
Finally, from the factorization (1.7) and invoking (A.11), we deduce the degree
0 contribution to the reduced real Donaldson-Thomas partition function (defined via
equation (1.7)) to be
Z0σ
′real
=
χa∏
i=1
∞∏
n=1
(
1− σi(−q)n−1/2
1 + σi(−q)n−1/2
)1/2
. (2.39)
A similar result holds for the constant map contribution to the reduced real topological
string partition function Z ′.
3 A simple class of backgrounds
In this section, we will derive the large volume real partition functions of the two main
examples we will consider at different points in Ka¨hler moduli space in the remaining
sections. Namely, the conifold and the C2/Zn × C orbifold. These models fall into a
class of models for which it is particular easy to qualitatively derive the real partition
functions, as we will explain below.
3.1 Large volume partition functions
An intriguing feature of the closed topological string on some specific class of local
backgrounds is that one can express the topological partition function as a product of
generalized MacMohan functions M(x, q), i.e.,
Z˜ =
∏
a
M(Q
f1(a)
1 . . . Q
fn(a)
n , q)
g(a) , (3.1)
where q = egs with gs the string coupling, Qi = e
−ti with ti the Ka¨hler moduli of
the background (we assume there are n), a ∈ N a model dependent parameter and
fi(a) and g(a) some model dependent functions fi : N → N, respectively g : N → Z.
The simplest example of a background for which (3.1) holds is the resolved conifold,
for which we just have a = f1(a) = g(a) = 1. Other well-known examples are the
topological vertex geometry [23] and the resolution of a orbifold C2/Zn × C [16, 24].
The backgrounds X for which (3.1) holds can be deduced as follows. Recall that
one can express the topological string partition function in terms of Gopakumar-Vafa
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Figure 3: Left: Toric diagram and (p, q)-web of the topological vertex geometry, i.e., a
resolution of C2/(Z2 ×Z2)×C. Right: The action of the anti-holomorphic involution on the
web diagram (reflection along the red line).
invariants n
(g)
~d
(~d labels the Ka¨hler class, i.e., ~d = (d1, d2, . . . , dn)) as [25, 26]
Z˜ =
∏
~d,j>0
(1−Q
~d qj)jn
(0)
~d
∏
~d,g>0
2g−2∏
l=0
(1−Q
~d qg−l−1)
(−1)g+l
(
2g−2
l
)
n
(g)
~d , (3.2)
where Q
~d = Qd11 Q
d2
2 . . . Q
dn
n .
If all higher genus Gopakumar-Vafa invariants vanish, this simply becomes (cf.,
(A.1))
Z˜ =
∏
~d
M(Q
~d, q)−n
(0)
~d . (3.3)
Hence, (3.1) holds for all models with n
(g>0)
~d
= 0. In detail, the parameter a in (3.1)
can be identified with ~d, fi(a) with di and g(a) with −n
(0)
~d
.
Let us illustrate (3.3) at hand of the topological vertex geometry. The topological
vertex geometry corresponds to the resolution of the C2/(Z2×Z2)×C singularity shown
in figure 3 and possesses three Ka¨hler parameter ti. The non-vanishing Gopakumar-
Vafa invariants are [23]
n
(0)
1,1,0 = n
(0)
1,0,1 = n
(0)
0,1,1 = −1 ,
n
(0)
1,0,0 = n
(0)
0,1,0 = n
(0)
0,0,1 = n
(0)
1,1,1 = 1 .
(3.4)
Thus, we have
Z˜ =
M(Q1Q2, q)M(Q1Q3, q)M(Q2Q3, q)
M(Q1, q)M(Q2, q)M(Q3, q)M(Q1Q2Q3, q)
. (3.5)
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It is an interesting question to ask if a similar simple structure as (3.3) holds in
the real case. In order to answer this question, note that the real topological string
partition function possesses an integer expansion into real Gopakumar-Vafa invariants
N
(χ)
~da,~db
[1], which is very similar to the original closed topological string Gopakumar-Vafa
expansion [27, 28]. Namely, the (reduced) real free energy can be expanded as
G ′σ =
∑
χ≥−1
~da,~db
k odd
σk~daN
(χ)
~da,~db
1
k
(
2 sinh
(
kλ
2
))χ
Q
k/2
~da
Qk~db
, (3.6)
where ~da denotes the part of the Ka¨hler classes associated to the moduli invariant
under the orientifold action, and ~db to the part which is not invariant (here, ~db is to be
understood in the quotient, i.e., after identification of moduli). The summation runs
over the euler number χ which is related to the genus gˆ of the covering space curve via
χ = gˆ − 1 and we inserted an additional sign degree of freedom σ~da given by
σ~da =
|~da|∏
i=1
σdii , (3.7)
with σ = (σ1, . . . , σ|~da|) a set of arbitrary signs. The origin of these signs is the square-
root of Qk~da
and one may absorb them into the real Gopakumar-Vafa invariants.
Using the fundamental relation Z˜ ′σ = expG
′
σ, it is straight-forward to express the
reduced real topological partition function Z˜ ′σ as an infinite product, similar as (3.2).
One obtains
Z˜ ′σ =
∏
~da,~db
n>0
1− σ~daQ1/2~da Q~dbqn−1/2
1 + σ~daQ
1/2
~da
Q~dbq
n−1/2
−N
(−1)
~da,~db
/2
×
∏
χ≥0
~da,~db
χ∏
n=0
1− σ~daQ1/2~da Q~dbqχ/2−n
1 + σ~daQ
1/2
~da
Q~dbq
χ/2−n
−N
(χ)
~da,~db
(−1)n(χn)/2
.
(3.8)
As for the ordinary topological string partition function, we can express the χ = −1
part of (3.8) in terms of generalized MacMohan functions such that for models with
N
(χ≥0)
~da,~db
= 0 we simply have
Z˜ ′σ =
∏
~da,~db,n>0
1− σ~daQ1/2~da Q~dbqn−1/2
1 + σ~daQ
1/2
~da
Q~dbq
n−1/2
−N
(−1)
~da,~db
/2
=
∏
~da,~db
M ′σ~da
(Q~daQ
2
~db
, q)
−N
(−1)
~da,~db , (3.9)
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where M ′σ~da
(x, q) is the generalized reduced real MacMohan function defined in (A.11).
Since we have the relation
Z˜ ′ :=
Z˜real
Z˜1/2
, (3.10)
we infer from (3.3) and (3.9)
Z˜realσ =
∏
~d
M(Q~daQ~dbQ~dc , q)
−n
(0)
~d
/2
×
∏
~d′
M(Q~daQ
2
~db
, q)
−n
(0)
~d′
+N
(−1)
~da,~db
2 M realσ~da
(Q~daQ
2
~db
, q)
−N
(−1)
~da,~db ,
(3.11)
where ~d is the set of ~d = (~da, ~db, ~dc) which is not invariant under the projection and
~d′ = (~da, ~db, ~db) the invariant set. One should note that (3.11) is not just a squareroot
of (3.3).
Let us illustrate (3.11) at hand of the topological vertex geometry. The orientifold
is taken to identify Q2 and Q3, while Q1 is mapped to itself, see figure 3. From the
fundamental relation [1]
n
(gˆ)
~d
≡ N (χ)~da,~db
mod 2 , (3.12)
and (3.4) we immediately deduce that the non-vanishing real Gopakumar-Vafa invari-
ants are
|N (−1)0,1 | = |N
(−1)
1,0 | = 1 ,
|N (−1)1,1 | = 1 .
(3.13)
Unfortunately, the exact signs of the invariants are not determined by (3.12). Let us
utilize the real topological vertex [2, 3] to explicitly compute the invariants (3.13). The
real topological partition function of the topological vertex geometry can be expressed
in the vertex formalism as
Z˜real =
∑
R1=Rt1,R2
(−1)(|R1|−r(R1))/2+|R2|qκ(R2)/4CrealR2R1
√
CRt1··CRt2··Q
|R1|/2
1 Q
|R2|
2 , (3.14)
with κ(R) as in (2.18), CR1R2R3 the topological vertex (see equation (2.22)) and C
real
R2R1
the real topological vertex (cf., [3]). In fact, there are several possible consistent sign
schemes in (3.14), depending on the use of twisted or non-twisted real vertex and the
choice of ±1 in the r-type sign. Accordingly, this translates to different sign schemes
of the invariants (3.13). However, what one can do is to bring the expression of the
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partition function (3.9) (and so (3.11)) to a canonical form by replacing in each factor
the σ~da sign by a σ~da,~db sign and move, in case N
(χ)
~da,~db
has not the same parity as n
(χ+1)
~d′
,
the sign of the exponent into this sign. For example, in the case of the topological
vertex geometry one can arrange that the real topological partition function can be
expressed as
Z˜real =
M(Q1Q2, q)M
real
− (Q
2
2, q)
M real+ (Q1, q)M(Q2, q)M
real
− (Q1Q
2
2, q)
. (3.15)
But one should keep in mind that in (3.15) there are more consistent (and also incon-
sistent) sign choices. The advantage of this canonical form is that it allows a simple
heuristic derivation of the qualitative partition function of models with n
(g=0)
~d
= ±1
and n
(g>0)
~d
= 0. Namely, the way (3.11) arises heuristically from (3.3) is that after
identification of Ka¨hler moduli, one identifies the MacMohan factors which are paired
up and the factors which do not pair up are replaced via
M(x, q)→M realσ (x, q) , (3.16)
with some sign σ .
The upshot is, while we can predict the qualitative form of the product expansion
of Z˜real for models with n
(g>0)
~d
= 0 and n
(g=0)
~d
= ±1 via (3.11) (due to relation (3.12)),
we still have to invoke a real topological vertex computation to fix a consistent sign
scheme. The examples we are going to discuss have a simple enough sign structure such
that we can directly infer Z˜real (and so Z˜) in the heuristic fashion described above.
Nevertheless, we will discuss them in some more detail in the following sections.
3.2 Example 1: Resolved conifold
The closed topological string partition function of the resolved conifold is given by
Z = M(1, q)M(Q, q)−1 , (3.17)
with q = eiλ and Q = e−t, where t denotes the single Ka¨hler parameter of the geometry.
There are two different orientifold projections. Namely, either acting freely or with
fixed-points. The action on the toric and web diagram in the fixed-point free case is
illustrated in figure 4. In the fixed-point free case, the corresponding partition function
has been derived in [4] and one can express it in terms of the generalized real MacMohan
function as
Z˜real± =M
real
± (Q, q)
−1 . (3.18)
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Figure 4: Toric fan and web diagram of the resolved conifold with indicated action of the
point-reflection (reflection along the red line).
This trivially confirms the qualitative prediction of the previous section. Note that the
origin of the sign degree of freedom can be most clearly seen in the dual Chern-Simons
gauge theory on S3 where it corresponds to a choice between SO and USp gauge group
[4].
The case with fixed-points can be dealt with in the real topological vertex formalism
of [2, 3]. Explicit expansion of the resulting partition function reveals that actually
(3.18) still holds. This is as expected, since the counting of cross-caps and (odd degree)
disks in the conifold should be interchangeable.
With the real Donaldson-Thomas/Gromov-Witten correspondence described in sec-
tion 2.2, we deduce
Zreal± =M(1,−q)M
real
± (Q,−q)
−1 , (3.19)
where we also included the expected degree 0 contribution M(1,−q) (the action of the
involution on the web diagram exchanges the two vertices, see figure 4).
3.3 Example 2: Resolved C2/Zn × C
Let us consider the family of geometries given by the resolution of C2/Zn × C (also
known as resolution of local An). The corresponding toric diagrams can be obtained
by subdividing the long edge of the C3 toric diagram into n pieces of equal length
by inserting n − 1 additional vertices and performing a (unique) triangulation. The
corresponding web diagram is the graph dual, and it is easy to see that the edges of
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Figure 5: Toric diagram and (p, q)-web of the resolution of C2/Z3×C (left) and C
2/Z4×C
(right). The webs are drawn in blue. The numbers correspond to the k label of the edges
defined in (3.20).
the web are given in the (p, q)-plane by the set
(p, q) = (1, 1− 2k/n) , (3.20)
with k ∈ {0, . . . , n} and n additional edges (p, q) = (0, 1). Each edge parameterized
by 0 < k < n correspond to one of the n − 1 blown-up P1 in the geometry with
Ka¨hler modulus tk. We define Qk := e
−tk . For illustration, we show the toric and web
diagrams for n = 3 and n = 4 in figure 5.
The closed topological string partition function (without constant map contribu-
tion) for these geometries can be easily calculated in the topological vertex formalism
of [11]. One obtains the expression
Z˜n =
∑
R
q−
∑
i κRi/2C··R1
n−2∏
i=1
CRti·Ri+1 CRtn−1··
n−1∏
i=1
Q
|Ri|
i , (3.21)
with R = {R1, . . . , Rn−1}, κ(R) as in (2.18) and CR1R2R3 the topological vertex (see
(2.22)).
It can be shown that the partition function Zn (including the constant map contri-
bution) can be expressed in terms of the generalized MacMohan function M(x, q) as
[16, 24]
Zn(Qk, q) = M(1, q)
n
∏
1≤i≤j<n
M(Q[i,j], q) , (3.22)
where we defined
Q[i,j] =

QiQi+1 . . . Qj for i < j
QiQi−1 . . . Qj for i > j
Qi for i = j
. (3.23)
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Figure 6: (p, q)-web of the resolution of C2/Z3 × C (left) and C
2/Z4 × C (right) with
representation assoicated to the edges. The action of the involution is indicated via the red
line. Note that for n odd we have a single fixed vertex, while for n even a single fixed edge.
Let us turn to the real case. The toric, respectively, web diagrams possess a line
reflection symmetry which we use to perform an orientifold projection following the
formalism developed in [2, 3]. In our parameterization (3.20) the orientifold simply
acts on the geometry via k → n − k. As is apparent from the action on the web
diagrams shown in figure 6, we have to distinguish between n odd and n even. While
for n odd there is a single fixed vertex, for n even there is instead a single fixed edge.
Thus, for n odd there are no fixed Ka¨hler moduli tk under the projection and (n−1)/2
moduli remain in the quotient, while for n even there is a single fixed modulus tn/2 and
n/2 moduli remain.
We deduce that for n odd the real partition function in the real topological vertex
formalism is given by
Z˜realn odd =
∑
R
q
−
∑
i κRi/2−κR(n−1)/2/4C··R1
(n−1)/2−1∏
i=1
CRti·Ri+1 C
real
Rt
(n−1)/2
·
(n−1)/2∏
i=1
Q
|Ri|
i , (3.24)
with R = {R1, . . . , R(n−1)/2}, while for n even we have
Z˜realn even =
∑
R
q−
∑n/2
i κRi/2C··R1
n/2−1∏
i=1
CRti·Ri+1 Q
|Rn/2|/2
n/2
n/2−1∏
i=1
Q
|Ri|
i , (3.25)
with R = {R1, . . . , Rn/2}. Note that for n odd there is the freedom to replace the real
vertex by a twisted real vertex while in the n even case we may insert an additional
(−1)|Rn/2| sign. This sign is similar to the ±1 freedom of the r-type sign of the (freely
acting) orientifold of the conifold. We will denote the partition functions (3.24) and
(3.25) with real vertex, respectively without extra sign insertion by Zrealn,+ , while with
twisted real vertex, respectively with extra sign insertion by Zrealn,− .
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Following the general philosophy of the relation between the closed topological
string partition function expressed in terms of generalized MacMohan functions and
the corresponding real partition functions discussed in section 3, we expect the following
product forms to hold
Z˜realn odd,σ(Qk, q) =
∏
1≤i≤j≤(n−1)/2
M(Q[i,j], q)
∏
1≤i<j≤(n−1)/2
M(Q[i,(n−1)/2]Q[(n−1)/2,j], q)
×
∏
1≤i≤(n−1)/2
M realσ (Q[i,(n−1)/2]Q[(n−1)/2,i], q) ,
(3.26)
and
Z˜realn even,σ(Qk, q) =
∏
1≤i<n/2
M(Q[i,n/2], q)
∏
1≤i≤j<n/2
M(Q[i,j], q)
×
∏
1≤i<j<n/2
M(Q[i,n/2]Q[n/2−1,j], q)
×M realσ (Qn/2, q)
∏
1≤i<n/2
M realσ (Q[i,n/2−1]Qn/2Q[n/2−1,i], q) .
(3.27)
We have verified these product forms for small n via low-degree expansion and compar-
ing with the expansions obtained from explicitly evaluating the real vertex expressions
(3.24) and (3.25).
Note that for n = 2 (i.e., O(−2)⊕O(0)→ P1) we can easily derive Z˜real2,σ explicitly.
We deduce from (3.25) (recall that CR·· = q
κR/2sRt(q
ρ), with ρ = (−1
2
,−3
2
, . . . ))
Z˜real2,σ =
∑
λ
(−1)
(1−σ)λ|
2 Q|λ|/2sλt(q
ρ) =
∑
λ
(−1)
(1−σ)|λ|
2 sλ(−Q
1/2q−ρ) . (3.28)
Invoking the Schur function identity (B.9) we arrive at
Z˜real2,± =
∞∏
i=1
1
1±Q1/2qi
∞∏
1≤i<j
1
1−Qqi+j−1
= M real± (Q, q) , (3.29)
which translates to the real Donaldson-Thomas partition function
Z˜real2,± = M(1,−q)M
real
± (Q,−q) , (3.30)
where we already included the degree 0 contribution (see below).
The reduced real partition functions Z˜ ′, as defined in (3.10), are given by
Z˜ ′n odd,σ =
∏
1≤i≤(n−1)/2
M ′σ(Q[i,(n−1)/2]Q[(n−1)/2,i], q) , (3.31)
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and
Z˜ ′n even,σ = M
′
σ(Qn/2, q)
∏
1≤i<n/2
M ′σ(Q[i,n/2−1]Qn/2Q[n/2−1,i], q) . (3.32)
The corresponding real Donaldson-Thomas partition functions can be obtained by
simply substituting q → −q in the above expressions. Finally, note that since |V a| ≡
nmod2 and |V b|/2 = ⌊n/2⌋, as can be easily inferred from figure 6, and following the
degree 0 discussion of section 2.3, we expect that
Z0
real
n,σ =M
real
σ (1,−q)
nmod 2M(1,−q)⌊n/2⌋ , (3.33)
captures the degree 0 contribution in the real case.
4 Orbifold point
In this section we are going to discuss a real version of orbifold Donaldson-Thomas
invariants, whose definition is particularly simple. The main class of examples we
are going to discuss are the orbifolds C2/Zn × C, for which we will derive the real
orbifold partition functions in a combinatorial fashion and compare with the large
volume partition functions derived in the previous section.
4.1 Real orbifold Donaldson-Thomas invariants
One can define Donaldson-Thomas invariants of orbifolds C3/G with G a finite sub-
group of SU(3) as follows [16] (we restrict to the case with G abelian). We define
HilbR(C3/G) = {Y ⊂ C3 : Y isG−invariant, H0(OY ) = R} ⊂ Hilb
n(C3) , (4.1)
with R a n-dimensional representation of G. The T action of C3 commutes with G
and therefore induces a T action on C3/G and HilbR(C3/G). One can use Behrend’s
ν-function [29, 30] to define the orbifold Donaldson-Thomas invariant as a weighted
euler characteristic of the Hilbert scheme, i.e.,
dˇR = χ(Hilb
R(C3/G), ν) =
∑
α
(−1)dimTαM , (4.2)
where TαM denotes the Zariski tangent space of Hilb
R(C3/G) at the fixed-point α ∈
HilbR(C3/G) under the T action. Similar as in (2.7), each fixed-point α can be identified
with a 3d partition, which however one can now see as a representation of both, the
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T and G action. Let us denote the irreducible representations of G (which are 1
dimensional) by Ri. Hence, R =
∑
i diRi. To each irreducible representation we
associate a variable qi and with the abbreviation q
R = qd00 . . . q
dr
r we define the orbifold
Donaldson-Thomas partition function as
Zˇ =
∑
R
dˇR q
R . (4.3)
At least in certain cases, the partition function Zˇ can be explicitly evaluated combi-
natorially [16]. We will come back to this at hand of G = Zn in section 4.3.
The above definition of orbifold Donaldson-Thomas invariants changes in the real
case as follows. We define
HilbRτ (C
3/G) := {Y ⊂ C3 : Y isG and τ−invariant, H0(OY ) = R}
⊂ HilbR(C3/G) ⊂ Hilbn(C3) ,
(4.4)
with τ as in (2.24). The real orbifold Donaldson-Thomas invariants are defined to be
DˇR =
∑
α
(−1)
dimTαM
2 σα , (4.5)
where α runs over the fixed points of T′ ⊂ T acting on HilbRτ (C
3/G) and σα a model
dependent sign (which is however trivial for the class of models we will discuss in section
4.3). Let us split the irreducible representations of G into two sets, Rai and Rbi, where
the Rai are identified with themselves and the Rbi are identified pairwise under τ (we
take the Rbi to be in the quotient in the following). Then, R =
∑
i daiRai+2
∑
j dbjRbj .
Associating the variables ±q1/2ai with Rai and ±q
1/2
bi
with Rbi , we define the real orbifold
partition function as
Zˇreal± =
∑
Ra,Rb
(±1)Ra DˇRa,Rb q
Ra/2qRb . (4.6)
A hint that the above made definitions are indeed what we are after comes from the
fact that we obtain for G = 1 and σα = 1,
Zˇreal± = Z
real
± , (4.7)
as it should be. Finally, note that the total “charge” R may now be fractional, i.e., it
can take integer and half-integer values.
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4.2 Review of transfer matrix approach
In the explicit examples to be discussed in the following sections, we have to evaluate
the partition functions of certain combinatorial systems. At least in specific cases, this
can be conveniently achieved via the transfer matrix approach of [12, 31], which we
briefly review here for completeness.
The transfer matrix approach is best suited for combinatorial setups which can
be viewed as a stack of 2d partitions (integer partitions), where each element of a
2d partition carries the same weight qg, however not necessarily constant for all 2d
partitions. A 2d partition is usually represented by a Young (also known as Ferrers)
diagram, and a stack is a sequence of Young diagrams λ(i), which interlace in a specific
manner. Two 2d partitions are said to interlace, denoted as λ ≻ µ, if they satisfy
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . , (4.8)
with λi and µi the ith column of the partition. One may view the different weights qg
associated to the Young diagrams as a coloring of the stack.
The partition function of the setup can be evaluated as follows. We associate to each
2d partition λ a state |λ〉 in the Hilbert space of a complex fermion. Via bosonization,
we introduce the operators Γ±(q) and Γ
′
±(q) given by [32]
Γ±(q) = exp
∑
k>0
qk
k
α±k ,
Γ′±(q) = exp
∑
k>0
(−1)k−1qk
k
α±k ,
(4.9)
where α±k are bosonic annihilation and creation operators satisfying the commutation
relation [αn, α−m] = nδn,m. As can be easily inferred from the definition (4.9), the Γ
operators fulfill the following commutation relations (see for instance [16])
Γ+ (x) Γ− (y) =
(
1
1− xy
)
Γ− (y) Γ+ (x) , Γ+ (x) Γ
′
− (y) = (1 + xy) Γ
′
− (y) Γ+ (x) ,
Γ′+ (x) Γ
′
− (y) =
(
1
1− xy
)
Γ′− (y) Γ
′
+ (x) , Γ
′
+ (x) Γ− (y) = (1 + xy) Γ− (y) Γ
′
+ (x) .
(4.10)
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Especially, applied to a state of the Hilbert space |λ〉, these operators yield for q = 1
Γ− (1) |λ〉 =
∑
µ≻λ
|µ〉 , Γ+ (1) |λ〉 =
∑
µ≺λ
|µ〉 ,
Γ′− (1) |λ〉 =
∑
µt≻λt
|µ〉 , Γ′+ (1) |λ〉 =
∑
µt≺λt
|µ〉 .
(4.11)
That is, they generate all states |µ〉 which correspond to a 2d partition µ interlacing
with λ. Furthermore, we introduce operators qˆg with the property that qˆg |λ〉 = q
|λ|
g |λ〉,
where |λ| denotes the number of elements (or boxes) of the 2d partition λ. Note that
the operators qˆg commute with the Γ operators as follows [16]
Γ+ (x) qg = qgΓ+ (xqg) , qgΓ− (x) = Γ− (xqg) qg ,
Γ′+ (x) qg = qgΓ
′
+ (xqg) , qgΓ
′
− (x) = Γ
′
− (xqg) qg .
(4.12)
We conclude from the relations (4.11) that via applying the operators Γ(1) and qˆg in an
appropriate order to the vacuum (represented by the state |·〉), we obtain the partition
function of the corresponding combinatorial system. Hence, in order to obtain the
explicit partition function, we just have to evaluate a correlator
〈· |. . . | ·〉 , (4.13)
where the dots stand for the insertion of (possibly infinitely many) Γ and qˆg operators
with order determined by the interlacing pattern. Let us assume that there is at
least one local maximum (or minimum) in the stack of Young diagrams, that is, there
is a λ(i) with weight qi in the stack for which λ
(i−1) ≺ λ(i) ≻ λ(i+1), respectively,
λ(i−1) ≻ λ(i) ≺ λ(i+1) holds. With qˆi the corresponding weight operator, the correlator
(4.13) takes the form
〈· |. . . qˆi . . . | ·〉 . (4.14)
It is convenient to define a left and right state, 〈ΩL|, respectively, |ΩR〉, via〈
ΩL
∣∣∣qˆ−1/2i qˆ1/2i ∣∣∣ΩR〉 := 〈· |. . . qˆi . . . | ·〉 . (4.15)
A maximum can be “blown up” by inserting additional partitions λ(i,j) with j ∈
{1, . . . , N − 1} with interlacing pattern
λ(i−1) ≺ λ(i,0) ≻ λ(i,1) ≺ λ(i,2) ≻ · · · ≺ λ(i,N−2) ≻ λ(i,N−1) ≺ λ(i+1) , (4.16)
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where we defined λ(i,0) := λ(i). A similar blow up can be performed for a minimum. We
denote the operator which implements the blow up in the correlator as Wˆ and hence
(4.15) reads after the blow up 〈
ΩL
∣∣∣WˆN−1∣∣∣ΩR〉 . (4.17)
For reasons that will become clear later, Wˆ is referred to as wall crossing operator [33].
As we will see more explicitly in the examples below, in the evaluation of the
correlators the following identities relating the Γ operators to skew Schur functions are
particular useful∏
i=1
Γ− (xi) |λ〉 =
∑
µ
sµ/λ(x) |µ〉 , 〈λ|
∏
i=1
Γ+ (xi) =
∑
µ
〈µ| sµ/λ(x) ,∏
i=1
Γ′− (xi) |λ〉 =
∑
µ
sµt/λt(x) |µ〉 , 〈λ|
∏
i=1
Γ′+ (xi) =
∑
µ
〈µ| sµt/λt(x) .
(4.18)
If the combinatorial arrangement possesses a Z2 symmetry which is compatible
with the representation of the setup as a stack of Young diagrams, we can use the
transfer matrix formalism as well to calculate the partition function of the Z2 invariant
subset [3]. Especially, the symmetry requires that a local maximum or minimum exists
which is fixed under the Z2. In the examples we are going to discuss below, we have to
distinguish between two cases. Either the symmetry leaves the central Young diagram
in the stack invariant, or it acts on it as a reflection along the diagonal (cf., figure 2).
In the latter case the central Young diagram needs to be self-conjugate, i.e., λ = λt.
It follows that in order to obtain the quotient partition function, in the first case we
simply have to sum over all possible central Young diagrams, that is, the projected
correlator is given by ∑
λ
(−1)
(1−σ)|λ|
2
〈
λ
∣∣∣qˆ1/2i ∣∣∣ΩR〉 , (4.19)
while for the second case we have∑
λ=λt
(−1)
(1−σ)|λ|±r(λ)
2
〈
λ
∣∣∣qˆ1/2i ∣∣∣ΩR〉 , (4.20)
where r(λ) denotes the number of diagonal boxes of the Young diagram λ. In both
cases we allowed for an additional sign weighting (−1)|λ| (parameterized by σ) of the
central 2d partition. Note the insertion of the extra sign (−1)±r(λ)/2 in (4.20). The
reason for this sign insertion will be explained in section (5.2).
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Clearly, we can still blow up the maximum, respectively minimum in the projected
correlator. For that, we need to split the operator WˆN−1 into a left and right part,
i.e.,
WˆN−1 = WˆL WˆR , (4.21)
and only WˆR enters (4.19) and (4.20). Note that the splitting (4.21) is different for
N − 1 even and odd, as is apparent from (4.16), and will become more clear in the
explicit examples to be discussed in section (5.2) and (5.3).
4.3 Example: C2/Zn × C orbifold
Let us now consider our main example for the orbifold point, namely the C2/Zn × C
orbifold. The orbifold Donaldson-Thomas partition function for this model has been
derived in [16] via translating the calculation to a combinatorial problem. The essential
ingredients for this translation are that one can identify each T fixed point with a Zn-
colored plane partition and that dimTαM = |π|0 [16]. Thus, from the definitions (4.2)
and (4.3) one infers
Zˇn(−q0, q1, . . . ) ≡ Pn(qk) =
∑
π∈Pn
n−1∏
k=0
q
|π|k
k , (4.22)
where Pn is the set of Zn-colored plane partitions, qk are weights and |π|k denotes the
number of boxes of color k in π. Recall that a Zn-colored 3d partition is a 3d partition
with boxes colored with n colors such that addition in Z3≥0 respects the group law of Zn.
Note that a choice of coloring of the unit vectors (and null-vector) uniquely determines
a coloring of the partition. We choose that the boxes at (0, 0, 0) and (0, 0, 1) carry color
0 (the identity element of Zn) and the boxes at (1, 0, 0) and (0, 1, 0) color 1, respectively
n− 1 (the inverse of 1). In this coloring scheme, the partition is monochromatic in the
z-direction, while in the (x, y)-plane, it is monochromatic with color k along the rays
y−x = k. This means that in diagonal slicing the Zn-colored 3d partition decomposes
into monochromatic slices and we can apply the transfer matrix approach to compute
the partition function as outlined in section 4.2.
As shown in [16], the orbifold partition function can be obtained from the large
volume partition function (given in equation (3.22) up to q → −q), via the substitution
M(x,−q)→ M˜(x,−q) = M(x,−q)M(x−1,−q) , (4.23)
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and performing the reparameterization
Qk → qk, q → q[0,n−1] . (4.24)
That is, as already outlined in the introduction, the partition function at the large
volume point is connected to the reparameterized partition function at the orbifold
point via a wall crossing factor as in (1.3), i.e.,
Zˇn(Qk, q) =WZn(Qk, q) = Zn(Q
−1
k , q) Z˜n(Qk, q) , (4.25)
where Zˇn(Qk → qk, q → q[0,n−1]) ≡ Zˇn(qk). One should note that the reparameterized
partition function can be given a BPS state counting interpretation in terms of D6-
D0 bound states, i.e., Zˇn(Qk, q) ≡ Z
(1)
BPS, where however the D0-branes are fractional
branes, that is, they can carry D0 and D2 charge. The origin of the D2 charge are D2-
branes wrapped on 2-cycles which become point-like at the orbifold point.
Let us now consider the additional action of the orientifold. Since the Zn group
action on C2 is given by
(x, y)→ (ωix, ω−iy) , (4.26)
with ω = e2πi/n and i ∈ {0, . . . , n− 1}, hence commutes with the orientifold action
τ : (x, y)→ (y¯, x¯) , (4.27)
we can obtain the orbifold partition function in the real case in a similar fashion as
above. Namely, via calculating the partition function of a Zn-colored symmetric 3d par-
tition (each symmetric partition corresponds to a fixed-point surviving the orientifold
projection) and identifying colors according to the τ action, that is, setting qk = qk−n.
Thus,
Zˇrealn,σ (−q0, q1, . . . ) ≡ Rn,σ(qk) =
∑
π∈Sn
(−1)
(1−σ)Tr(π)
2
n−1∏
k=0
q
|π|k/2
k , (4.28)
where Sn ⊂ Pn denotes the set of symmetric Zn-colored 3d partitions, up to identifica-
tion of colors. For illustration, a colored symmetric 3d partition (after identification of
colors) entering the real orbifold partition function of C2/Z3 × C is shown in figure 7.
We inserted an additional factor of 1/2 in the exponent because we take the quotient
and an additional sign weighting of the diagonal 2d partition to account for the sign
freedom as in (4.6). However, we inserted no extra sign to account for σα in (4.5), i.e.,
we set σα = 1. As we will see below, this sign choice yields the expected result.
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Figure 7: Left: 3-colored symmetric plane partition. Right: After identification of (two)
colors and taking the quotient.
The partition function (4.28) can be explicitly calculated via the transfer-matrix
approach outlined in section 4.2. In detail, we have to evaluate the correlator
Rn,σ =
∑
λ
(−1)
(1−σ)|λ|
2
〈
λ
∣∣∣∣∣qˆ1/20
∞∏
(Γ− (1) qˆn−1Γ− (1) qˆn−2 . . .Γ− (1) qˆ0)
∣∣∣∣∣ ·
〉
, (4.29)
and identifying colors afterwards. Commuting the qg operators to the right using the
relations (4.12) we obtain
Rn,σ =
∑
λ
(−1)
(1−σ)|λ|
2
×
〈
λ
∣∣∣∣∣
∞∏
i=1
(
Γ−
(
q
−1/2
1 . . . q
−1/2
n−1 q
i−1/2
)
. . .Γ−
(
q
1/2
1 . . . q
1/2
n−1q
i−1/2
))∣∣∣∣∣ ·
〉
,
(4.30)
where we set q = q0q1 . . . qn−1. We can express this correlator entirely in terms of
Schur functions with help of the relations (4.18) and then use Schur function identities
to solve it. The calculation is straight-forward, however rather lengthy and cumber-
some. Therefore we give the details of the calculation in appendix C.1 and here just
quote the result. That is, from the calculation in appendix C.1 we deduce that the
reparameterized real Donaldson-Thomas partition function at the orbifold point can
be obtained via substituting (4.23) and
M real± (x,−q)→ M˜
real
± (x,−q) = M
real
± (x,−q)M
real
± (x
−1,−q) , (4.31)
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in the large volume partition functions (3.26) and (3.27). This fits nicely with the
general expectation (1.8), i.e., the real partition functions are related via a wall crossing
factor of W = Z˜realn (Q
−1
k , q). The corresponding reduced wall crossing factor W
′ =
Z˜ ′n(Q
−1
k , q) can be easily deduced from (3.31) and (3.32).
Finally, note that the combinatorial derivation allows us to identify the degree 0
contribution. We deduce (see appendix (C.1)) that the degree 0 contribution is as
stated in equation (3.33).
5 Non-commutative point
In this section we will define real non-commutative Donaldson-Thomas invariants.
As examples, we will discuss the non-commutative resolutions of the conifold and
of C2/Z2 × C. Especially, we will derive the corresponding real non-commutative
Donaldson-Thomas partition functions and compare to the real large volume partition
functions.
5.1 Real non-commutative Donaldson-Thomas invariants
Consider a quiver (connected oriented graph) Q = {V,E} with superpotential W .
The set V consists of vertices vi ∈ V and oriented edges xij ∈ E connecting vertices
vi and vj . The set of oriented paths formed by the edges defines a C-algebra, with
product given by concatenation of oriented paths. We refer to the algebra as the
path algebra CQ. The superpotential is a linear combination of closed oriented paths
(loops) an therefore is an element of the path algebra, i.e., W ∈ CQ. We can define a
differentation ∂xiW by taking each term in W containing xi, rotating it cyclically until
xi is at the first position and then delete xi. We require that each edge xi occurs exactly
once in two different terms of W corresponding to loops with opposite orientation (the
orientation of a loop is reflected in W by a ±1 sign of the corresponding term). This
condition ensures that we can construct a brane tiling (a T2 periodic infinite bipartite
graph) that encodes the quiver Q with superpotential W (cf., appendix A of [34]).
The vertices of the quiver map to faces, edges to edges and the superpotential terms
to loops encircling the vertices of the brane tiling (for a detailed introduction to brane
tilings we refer to [35]). Since the superpotential defines an ideal IW = 〈∂W 〉, we can
define the quotient algebra
A = CQ/IW . (5.1)
35
Note that we will denote the quiver with relations as Γ := (Q, IW ). Under certain
conditions (for details we refer to the mathematics literature), A is a smooth non-
commutative 3-Calabi-Yau algebra and the spectrum of the center of the algebra Z(A)
is a toric Calabi-Yau 3-fold singularity,
X = SpecZ(A) . (5.2)
Especially, the algebra A is a non-commutative crepant resolution of X [36]. This
resolution is what we mean by non-commutative point in Ka¨hler moduli space.
A representation of Γ is specified by associating to each vj a vector space Uj of
dimension nj and to each edge xij a linear map Ui → Uj satisfying the relations IW .
We encode the dimensions of the vector spaces in the dimension vector ~n ∈ N|V |. In
order to be able to construct a moduli space of representations of a quiver, we need
to introduce a notion of θ-stability [37]. Therefore, let us associate to the vertices
real numbers θj which satisfy the condition ~θ · ~n = 0 for a given dimension vector
~n, where ~θ := (θ1, θ2, . . . ). A representation of Γ is called semi-stable, if for every
proper subrepresentation with dimension vector ~n′, we have that ~θ · ~n′ ≤ 0, and stable
if ~θ · ~n′ < 0. Let us choose one vertex vi and add a new vertex v∗ connected with a
single edge x∗i to vi. This yields a new dimension vector which we take to be given
by (n∗ = 1, ~n) ∈ N|Q| × N and a new stability θ′ taken to be (θ∗ > 0, ~θ) ∈ R|Q| × R.
Since we made the choice n∗ = 1 (physically, corresponding to introducing a single D6
brane) and θ∗ > 0, stability is equivalent to cyclicity, in the sense that a vector in U∗
(or equivalently, a vector in Ui) generates the entire representation. Thus, we have
that the moduli space of cyclic representations of the quiver Q with relations 〈∂W 〉 is
given by
M~n,i =
{xkl ∈ Hom(Uk, Ul), u ∈ Ui : xkl satisfy 〈∂W 〉 , u generates ⊕j Uj}∏
j GL(Uj)
. (5.3)
Following [17, 18], we define a notion of non-commutative Donaldson-Thomas in-
variants as follows. We define similar as in the orbifold case the non-commutative
Donaldson-Thomas invariant via Behrend’s ν-function as the weighted euler character-
istic
dˇi,~n = χ(M~n,i, ν) =
∑
α
(−1)dimTαM , (5.4)
where the last equality follows from localization with respect to a torus action onM~n,i
inherited from the T action of the toric background. The sum runs over the T fixed
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points and TαM is the Zariski tangent space ofM~n,i at the fixed-point α. We assemble
the invariants dˇi,~n into the non-commutative Donaldson-Thomas partition function
Zˇi =
∑
~n
dˇi,~n q
~n , (5.5)
with q~n = qn11 q
n2
2 . . . q
n|V |
|V | , where qi is a variable associated to the ith vertex. Note that
the invariants and so the partition function explicitly depend on the choice of vertex
vi. Since we will only consider fully symmetric examples, we will drop this index in
the following sections.
As discussed in detail in [18], each fixed-point α corresponds to a perfect matching
∆α of the brane tiling corresponding to Γ (recall that a perfect matching is a collection
of edges of a brane tiling with the property that this set of edges cover all vertices in a
way that each vertex is covered only by a single edge), which asymptotically approaches
the empty room matching ∆0. (The empty room matching is the matching which
alignes with the web diagram). Hence, we can explicitly calculate the invariants dˇi,~n by
enumerating perfect matchings. As shown in [38], there is a one-to-one correspondence
between a perfect matching and a configuration of a crystal. Hence, one can as well
compute (5.5) by solving a combinatorial problem, which was also the original approach
of [17] for the non-commutative conifold.
In the real case, we define real non-commutative Donaldson-Thomas invariants
similar as for the large volume and orbifold point via localization with respect to the
T
′ invariant under the τ action. Hence,
Dˇi,~na,~nb =
∑
α
(−1)
dimTαM
2 σα , (5.6)
where the sum now runs over the fixed-points α of T′ and we parameterized an ad-
ditional sign weighting of each fixed-point contribution by σα. Further, we split the
dimension vector ~n into a part ~na invariant under the action of the orientifold and a
non-invariant part ~nb, where ~nb is taken in the quotient. In quiver language, the rea-
son for this splitting is that the projection on the quiver identifies some of the vector
spaces Uj with themselves while others are identifed with each other. Thus, we have
the partition function
Zˇreali,σ =
∑
~na,~nb
(±1)~naDˇi,~na,~nb q
~na/2q~nb . (5.7)
Since the fixed-points of the T action are in one-to-one correspondence to perfect
matchings of a brane tilling, it is clear that the fixed-points of the T′ action are in
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Figure 8: Left: Brane tiling corresponding to the C3 quiver. One of the Z2 reflection
symmetries is indicated via the red line. Right: The perfect matching corresponding to the
empty room configuration. The web diagram is indicated via the blue lines. Note that each
edge of the web diagram correspond to a path xni ∈ CQ (to a mesonic operator in physical
language).
correspondence to perfect matchings which are symmetric with respect to the action
of the orientifold projection on the brane tilling. It thus remains to deduce the action
of τ on the brane tilling (from which one can then easily infer as well the action on the
corresponding crystal). But this is simple. We know how τ acts on the coordinates of
the geometry. Combined with the fact that the coordinates are encoded in the quiver as
mesonic operators, which in turn are specific paths in the brane tilling, we can directly
infer the action of τ on the tilling (see for instance the extensive discussion in [34]). For
example, we illustrate the pure C3 case in figure 8. It is straight-forward to translate
the action on the tilling to an action on the corresponding crystal configuration. In the
remaining sections we will discuss two explicit examples. Especially, for the conifold
we will observe that there is a non-trivial sign σα in (5.6).
5.2 Example 1: Non-commutative conifold
As discussed in detail in [17], the non-commutative Donaldson-Thomas partition func-
tion Zˇ of the conifold can be inferred by counting partitions of a 2-colored pyramid
of length 1. (For the conifold, the translation from a perfect matching of the brane
tilling to a pyramid partition is straight-forward, see for instance [39].) A 2-colored
pyramid of length N is an infinite stack of layers of stones, where on each layer the
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Figure 9: Left: A 2-colored length-1 pyramid (empty room configuration). Right: Diagonal
slicing of the pyramid. The slicing is compatible with a point reflection (indicated with the
red dot) but not with a line reflection (dotted line).
stones are equally colored and the coloring alternates from layer to layer. Let us label
the layers by an integer i ≥ 0. On layers 2i there is a rectangular array of (i+1)(i+N)
black stones and on layers 2i+ 1 a rectangular array of (i+ 1)(i+N + 1) grey stones.
(length N means that there are N top stones.) The arising setup is also referred to
as empty room configuration and is illustrated in figure 9 for the length 1 case. A
pyramid partition π in the set of length N pyramid partitions PN is defined as a finite
subset of stones of the length N empty room configuration such that for every stone in
π the stones on top of the stone in the immediate layer above it (which are of different
color) are also contained in π. In the length 1 case, the partition function is given by
Zˇ(−q0, q1) ≡ P (q0, q1) =
∑
π∈P1
q
|π|0
0 q
|π|1
1 , (5.8)
with |π|i the number of stones of color i in π (we take black to be 0 and grey to be
1). The pyramid partition function (5.8) can be evaluated explicitly. Either via dimer
shuffling [39] or using a transfer matrix based approach [16]. We focus on the latter
way since it is the one which is most easily generalized to the orientifold case.
Observe first that we can diagonally slice a pyramid partition, as shown in figure
9. The slices alternate in color and one may see each slice as a Young diagram. Let us
index the slices by an integer k ∈ Z with k = 0 for the central slice passing through
the top stone and k < 0 for the slices to the left and k > 0 for the slices to the right of
the central slice. We denote the 2d partition corresponding to the kth slice as πk and
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its transpose as π′k. One can then show that the following interlacing conditions hold
[16]
π2k ≻ π2k+1 , π′−2k ≻ π
′
−(2k+1) ,
π′2k+1 ≻ π2k+2 , π−(2k+1) ≻ π−(2k+2) .
(5.9)
These interlacing conditions combined with the alternating coloring scheme translates
to the following commutator yielding the partition function (5.8) (cf., section 4.2)
P =
〈
·
∣∣∣∣∣
∞∏(
Γ+ (1) qˆ1Γ
′
+ (1) qˆ0
) ∞∏(
Γ− (1) qˆ1Γ
′
− (1) qˆ0
)∣∣∣∣∣ ·
〉
. (5.10)
Especially, the right state, as defined via (4.15), is given by
|ΩR〉 =
∞∏(
Γ− (1) qˆ1Γ
′
− (1) qˆ0
)
|·〉 . (5.11)
Splitting the middle qˆ0 into two halves and commuting the qˆi operators on the left of
it to the left state and on the right side of it to the right state via the relations (4.12)
yields
P =
〈
·
∣∣∣∣∣
∞∏(
Γ+ (ui) Γ
′
+ (vi)
) ∞∏(
Γ− (vi) Γ
′
− (ui)
)∣∣∣∣∣ ·
〉
, (5.12)
with
ui := q
1/2
1 q
i−1/2 , vi := q
−1/2
1 q
i−1/2 , (5.13)
where we defined q := q0q1.
The usual approach to evaluate correlators like (5.12) is via commuting the Γ oper-
ators of different kind through each other such that they are annihilated by the vacuum
[12]. However, as we will see below this tactic is not suitable in the orientifold case.
The reason for this is that after the projection we only have one kind of operator (with
kind we mean Γ+ versus Γ− and similarly for the primed operators). Thus, we need to
find a way to evaluate (5.12) without commuting the Γ+ through the Γ−. Fortunately,
there is a simple way to do so.
Since the primed operators commute with the non-primed ones of the same kind,
we can commute all Γ′− to the right and all Γ
′
+ to the left. Hence, invoking the relations
(4.18), we can express (5.12) entirely in terms of Schur functions, i.e.,
P =
∑
λ,ρ,µ
sλt(v)sρ/λ(u)sρ/µ(v)sµt(u) . (5.14)
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Applying the Schur function identity (B.5), we deduce
P =
∏
i,j
1
1− uivj
∑
λ,ρ,µ
sλt(v)sλ/ρ(v)sµ/ρ(u)sµt(u) , (5.15)
which yields after invoking the identities (B.4) and (B.1)
P =
(∏
i,j
1
1− uivj
)2∏
i,j
(1 + vivj)(1 + uiuj) =M(1, q)
2M(−q1, q)
−1M(−q−11 , q)
−1 .
(5.16)
This is in agreement with the results obtained previously in [39, 16].
Let us now consider the orientifold case. Note first that the diagonal slicing of
the 2-colored pyramid partition is compatible with a point-reflection but not with
a line reflection, see figure 9. We therefore focus on the case with point-reflection.
Following the definition of real non-commutative Donaldson-Thomas invariants, we
have to enumerate T fixed-points which are invariant under the orientifold projection
and make a choice of sign insertion σα. This yields,
Zˇrealσ (−q0, q1) ≡ Rσ(q0, q1) =
∑
π∈S1
(−1)
(1−σ)Tr(π)±r(Tr(π))
2 q
|π|0/2
0 q
|π|1/2
1 , (5.17)
where S1 ⊂ P1 is the subset of P1 invariant under the point reflection and Tr(π)
denotes the number of boxes on the central diagonal slice. The reason for the chosen
sign will become clear below. As discussed in section 4.2, the evaluation of the projected
partition function boils down to evaluation of the correlator (4.20), which reads
Rσ =
∑
λ=λt
(−1)
(1−σ)|λ|±r(λ)
2
〈
λ
∣∣∣∣∣q1/20
∞∏(
Γ− (1) q1Γ
′
− (1) q0
)∣∣∣∣∣ ·
〉
. (5.18)
Similar as in the closed case discussed above, we can express Rσ entirely in terms of
Schur functions, namely
Rσ =
∑
λ=λt
(−1)
(1−σ)|λ|±r(λ)
2
∑
µ
sλ/µ(v)sµt(u)
=
∑
λ=λt
(−1)
|λ|−σr(λ)
2
∑
µ
sλ/µ(iv)sµt(iu) .
(5.19)
Using the identities (B.10) and (B.3) we infer
R±(ui, vi) =
∏
i
(1± ivi)
∏
i<j
(1 + vivj)
∏
i,j
1
1− uivj
∑
λ=λt
(−1)
|λ|∓r(λ)
2 sλ(iu) . (5.20)
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Figure 10: Empty room configuration of a length 2 pyramid. The big red dot marks the
origin of the point reflection symmetry and the blue lines indicate the web diagram.
Invoking the Schur function identity (B.9), we arrive at
R± = M(1, q)M
real
± (−q1, q)
−1M real± (−q
−1
1 , q)
−1 . (5.21)
Using the same reparameterization as in [17], i.e.,
Q→ −q1, q → −q0q1 , (5.22)
we deduce
Zˇreal± (Q, q) = M(1, q)M
real
± (Q,−q)
−1M real± (Q
−1,−q)−1 , (5.23)
with Zˇreal± (Q → −q1, q → −q0q1) = Zˇ
real
± (q0, q1). This confirms the prediction made
on general grounds in the introduction. Also note that we infer from (5.21) that the
degree 0 contribution is indeed M(1, q), confirming the discussion of section 2.3.
Now it is clear why we choose the σα sign in (5.6) to be the r-type sign for the
point-reflection conifold example. This sign is necessary to be able to transform the
Schur function summation over λ = λt into the expected product form via the identities
(B.9) and (B.10).
We can consider as well pyramids of length N with partition function denoted
as PN . For example, the empty room configuration of length 2 is shown in figure
10. The physical interpretation (without orientifold) of the corresponding partition
functions has been given in [40] (see also [41]) there it was found that they correspond
to counting D6-D2-D0 bound states in different chambers, i.e., in quiver language for
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different choices of stability parameters. Thus, we have that up to reparameterization
Z
(N)
BPS ≡ ZˇN(−q0, q1) = PN(q0, q1) . (5.24)
The partition function PN can be obtained via blowing up the length 1 pyramid
as sketched in section 4.2, i.e., via inserting the operator WˆN−1 into (5.10). We know
that WˆN−1 takes the form [33]
WˆN−1 =
[
Γ− (1) qˆ1Γ
′
+ (1) qˆ0
]N−1
. (5.25)
In order to determine the real partition function RN,σ we split WˆN−1 into a left and
right part as in (4.21). As is clear from figures 9 and 10, the splitting is N dependent.
For N − 1 even the origin of the point reflection sits on a black stone, while for N − 1
odd it sits on a grey stone. Let us start with the N − 1 even case. We have
WˆR = qˆ
1/2
0
[
Γ− (1) qˆ1Γ
′
+ (1) qˆ0
](N−1)/2
. (5.26)
Commuting the qˆi operators to the right, the Γ
′
+ operators to the left, and defining
xˆ = (qˆ0qˆ1)
(N−1)/2 yields
WˆR =
(N−1)/2∏
i≤j
(
1
1 + viu
−1
j
)
(N−1)/2∏
i=1
[
Γ′+
(
u−1i
)] (N−1)/2∏
i=1
[Γ− (vi)] xˆqˆ
1/2
0 , (5.27)
where we used (4.10) and ui, vi is defined as in (5.13). Thus, we have to evaluate
RN odd,σ =
∑
λ
(−1)
(1−σ)|λ|±r(λ)
2
〈
λ
∣∣∣WˆR∣∣∣ΩR〉
=
(N−1)/2∏
i≤j
(
1
1 + viu
−1
j
)
×
∑
λ
(−1)
(1−σ)|λ|±r(λ)
2
〈
λ
∣∣∣∣∣∣
(N−1)/2∏
i=1
[
Γ′+
(
u−1i
)] ∞∏
i=1
[
Γ− (vi) Γ
′
− (x · ui)
]∣∣∣∣∣∣ ·
〉
.
(5.28)
The evaluation of (5.28) is elementary. We will give the details in appendix C.2.
In the N − 1 odd case, we have
WˆR = qˆ
1/2
1 Γ
′
+ (1) qˆ0
[
Γ− (1) qˆ1Γ
′
+ (1) qˆ0
]N/2−1
, (5.29)
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which can be rewritten similar as in the N − 1 even case as
WˆR =
N/2−1∏
i≤j
1
1 + viu
−1
j
N/2∏
i=1
[
Γ′+
(
q1/2u−1i
)]N/2−1∏
i=1
[
Γ−
(
q
i−1/2
1 q
i
0
)]
xˆqˆ
1/2
0 . (5.30)
We infer
RN even,σ =
N/2−1∏
i≤j
1
1 + viu
−1
j
×
∑
λ
(−1)
(1−σ)|λ|±r(λ)
2
〈
λ
∣∣∣∣∣∣
N/2∏
i=1
[
Γ′+
(
q1/2u−1i
)] ∞∏
i=1
[
Γ−
(
q1/2vi
)
Γ′− (x · ui)
]∣∣∣∣∣∣ ·
〉
.
(5.31)
We again perform the evaluation of the correlator in appendix C.2.
From the calculations in the appendix we deduce that
RN,σ = M(1, q)M
real
σ (−q1q
N−1, q)−1M realN,σ (−q
−1
1 q
−(N−1), q)−1 , (5.32)
with M realN,σ (x, q) as defined in (A.8). With the redefinition of parameters
Q := −qN−1q1 , (5.33)
and q → −q, we arrive at
ZˇN,σ(Q, q) = M(1,−q)M
real
σ (Q,−q)
−1M realN,σ (Q
−1,−q)−1 . (5.34)
Especially, for N = 1 we recover (5.23), while for N →∞ we approach (3.19). Defining
Zˇ ′N,σ =
ZˇrealN,σ
Zˇ1/2N,σ
, (5.35)
we infer that
Z ′
(N)
BPS ≡ Zˇ
′
N,±(Q, q) = Z
′
±(Q, q)M
′
N,±(Q
−1,−q)−1 = Z ′±(Q, q)
∞∏
i>⌊N/2⌋
Wi , (5.36)
with
Wi =
(
1∓Q−1/2(−q)i−1/2
1±Q−1/2(−q)i−1/2
)1/2
, (5.37)
where we used (A.13) and (A.12).
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5.3 Example 2: Non-commutative C2/Z2 × C
The crystal model associated to the non-commutative resolution of C2/Z2×C has been
discussed in [33] and corresponds to a 2-colored triangular stack of stones. Note that the
partition function of this crystal is equivalent to the partition function of the 2-colored
plane partition discussed in section 4.3 (the same holds for all C2/Zn × C). Hence,
the orbifold partition function is equivalent to the non-commutative one. However,
since we will need below some parts of the derivation of the partition function, we will
briefly rederive the partition function here in a more economical fashion than in the
more general derivation done in appendix C.1. That is, from (4.30) and (4.18) we infer
Zˇ(−q0, q1) ≡ Rσ(q0, q1) =
∑
λ
(−1)
(1−σ)|λ|
2
∑
µ
sλ/µ(v)sµ(u) . (5.38)
Using (B.8), (B.3) and (B.7) we deduce
R± =
∏
i
1
1± vi
∏
i<j
1
1− vivj
∏
i,j
1
1− viuj
∑
λ
(−1)
(1±1)|λ|
2 sλ(u)
= M(1, q)M real± (q1, q)M
real
± (q
−1
1 , q) .
(5.39)
Let us now consider the blow up of the crystal via inserting powers of a wall crossing
operator Wˆ (see section 4.2) given by
Wˆ = [Γ− (1) qˆ1Γ+ (1) qˆ0] . (5.40)
For illustration, some blown up stack of stones are shown in figure 11. The line reflection
of the crystal setup sits either on a 2d partition composed of grey stones (operator qˆ0)
for N −1 even or on a 2d partition of yellow stones (operator qˆ1) for N −1 odd. Let us
start with the N − 1 even case. We split WˆN−1 as in (4.21) and we have (very similar
to the conifold discussed in section 5.2, essentially, the difference is just a substitution
Γ′+ → Γ+)
WˆR = qˆ
1/2
0 [Γ− (1) qˆ1Γ+ (1) qˆ0]
(N−1)/2 . (5.41)
With the basic right state |ΩR〉, which can be inferred from (4.29) to be given by
|ΩR〉 =
∞∏
[Γ− (1) qˆ1Γ− (1) qˆ0] |·〉 , (5.42)
the evaluation of
RN odd,σ =
∑
λ
(−1)
(1−σ)|λ|
2
〈
λ
∣∣∣WˆR∣∣∣ΩR〉 , (5.43)
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Figure 11: Left: Crystal setup for N = 3 with indicated web diagram. Right: Setup for
N = 4 with indicated order of Γ operators.
boils down to evaluating
RN odd,σ =
(N−1)/2∏
i≤j
(
1− viu
−1
j
)
×
∑
λ
(−1)
(1−σ)|λ|
2
〈
λ
∣∣∣∣∣∣
(N−1)/2∏
i=1
[
Γ+
(
u−1i
)] ∞∏
i=1
[Γ− (x · ui) Γ− (vi)]
∣∣∣∣∣∣ ·
〉
.
(5.44)
The details of which will be given in appendix C.3.
For N − 1 odd we have instead the wall crossing operator
WˆR = qˆ
1/2
1 Γ+ (1) qˆ0 [Γ− (1) qˆ1Γ+ (1) qˆ0]
N/2−1 , (5.45)
which is again almost the same as in the conifold case. We deduce
RN even,σ =
N/2−1∏
i≤j
(
1− viu
−1
j
)
×
∑
λ
(−1)
(1−σ)|λ|
2
〈
λ
∣∣∣∣∣∣
N/2∏
i=1
[
Γ+
(
q1/2u−1i
)] ∞∏
i=1
[
Γ− (x · ui) Γ−
(
q1/2vi
)]∣∣∣∣∣∣ ·
〉
.
(5.46)
The evaluation can be found in appendix C.3. The final result is given by
RN,σ = M(1, q)M
real
σ (q1q
N−1, q)M realN,σ (q
−1
1 q
−(N−1), q) , (5.47)
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from which we obtain by the redefinition of variables Q := qN−1q1 and q → −q,
ZˇN,σ(Q, q) = M(1,−q)M
real
σ (Q,−q)M
real
N,σ (Q
−1,−q) . (5.48)
For N = 1 we recover (5.39) and for N → ∞ we approach (3.30). The reduced wall
crossing factorW ′ can be inferred as in the previous section, and is identical to (5.37).
6 Conclusion
In this work, we have initiated the study of wall crossing phenomena in orientifolds
of local toric backgrounds. For this purpose, we gave a definition of real Donaldson-
Thomas invariants at several points in Ka¨hler moduli space, i.e., at the large volume,
orbifold and non-commutative point. Especially, the Donaldson-Thomas formulation
allowed us to confirm and refine the constant map conjecture to the real topological
string partition function made in [3]. In detail, the definitions are based on localization
with respect to the subtorus T′ ⊂ T surviving the orientifold projection plus certain
sign insertions. Though, the made definitions are on solid ground, it would be desirable
to formulate real Donaldson-Thomas invariants in a more rigirous, respectively direct
way, than we did in sections 2.2, 4.1 and 5.1. It would be very interesting to see if one
can derive the signs which we inserted in an ad hoc fashion from first principles. For
example, at the large volume point via carefully performing the localization calculation
of [14] in a real setting or at the non-commutative point via deriving the quiver whose
path algebra yields the non-commutative resolution of the orientifolded background (in
the quotient). Presumably, in gauge theory language the corresponding quiver might
involve enhanced gauge groups and 2-tensor representations and it would be interesting
to see how the sign insertions translate to this language.
We conjectured that, at least for models without compact divisors, the (properly
reparameterized) real Donaldson-Thomas partition function at the orbifold, respec-
tively non-commutative point in Ka¨hler moduli space is related to the real Donaldson-
Thomas partition function at the large volume point via the relation
Zˇreal(Q, q) = Z˜real(Q−1, q) Z˜real(Q, q) , (6.1)
i.e., the wall crossing factor W is simply given by W = Z˜real(Q−1, q). Explicit con-
firmation for this proposal has been found at hand of the conifold and the orbifold
C2/Zn × C, for which we explicitly computed Zˇreal combinatorially. (Note that these
calculations also confirm the predicted degree 0 contribution.)
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Especially, for models with n
(g>0)
~d
= 0, the basic building block of the reduced wall
crossing factor W ′ (defined in equation (1.10)) reads
W ′i =
∏
~da,~db
1−Q−1/2~da Q−1~db qi−1/2
1 +Q
−1/2
~da
Q−1~db
qi−1/2
±N
(−1)
~da,~db
/2
. (6.2)
This factor is qualitatively similar to the pure open wall crossing factor derived in [42],
but includes in addition a contribution arising from the unoriented sector.
It would be nice to obtain an understanding of the relations (6.1) and (6.2) from
a BPS state counting point of view. This could be achieved either from a M-theory
perspective, perhaps similar as in [19, 42], or from a supergravity point of view follow-
ing [15, 43]. For the M-theory approach, it would be useful to first give a M-theory
derivation of the real Gopakumar-Vafa expansion (3.6), which would also be of more
general interest. Namely, it would be interesting to understand real Gopakumar-Vafa
invariants from a M-theory perspective along the lines of [27, 28, 25, 44]. In contrast,
for the supergravity approach one should first derive an orientifold version of the semi-
primitive wall crossing formula of [15], which is an interesting problem of its own.
Turned around, (6.1) and (6.2) give some hints how such a formula should look like.
Finally, one should note that our orientifold action (and hence the real topological
string) is different from the orientifold action used in [45], where an orientifold version
of the OSV conjecture [46] was proposed. It would be interesting to clarify the simi-
larities/differences between the two cases. One possible approach which might lead to
further insight into the orientifold version of the OSV conjecture would be to reconsider
[47, 48] for a general Riemannian surface, i.e., with boundaries and crosscaps.
We are looking forward to further research on these matters.
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A Generalized MacMohan functions
For the readers convenience, we recall in this appendix the definitions of the generalized
MacMohan functions, which play a major role in the main text. The generalized
MacMohan function is the generating function for weighted 3d partitions (also known
as plane partitions) and the most compact expression is given by
M(x, q) :=
∑
π∈P
xTr(π)q|π| =
∞∏
n=1
1
(1− xqn)n
, (A.1)
where P is the set of plane partitions, |π| denotes the number of boxes in π and Tr(π)
the number of boxes on the diagonal. It is easy to see that we can express M(x, q) via
the following double product
M(x, q) =
∞∏
i,j
1
(1− xqi+j−1)
=
∞∏
i≤j
1
(1− xqi+j−1)
∞∏
i>j
1
(1− xqi+j−1)
=
∞∏
i=1
1
(1− xq2i−1)
(
∞∏
i<j
1
(1− xqi+j−1)
)2
.
(A.2)
We define the function MN(x, q) as the product in (A.1) starting from n = N , i.e.,
MN (x, q) :=
∞∏
n=N
1
(1− xqn)n
. (A.3)
Note that one can express MN (x, q) as
MN(x, q) =
∞∏
i,j
1
1− xqN−1qi+j−1
∞∏
i=1
1
(1− xqN−1qi)N−1
=M(xqN−1, q)
∞∏
i=1
1
(1− xqN−1qi)N−1
,
(A.4)
or, alternatively, as
MN (x, q) =
∞∏
i,j
1
1− xqNqi+j−1
∞∏
i=1
1
(1− xqN−1qi)N
= M(xqN , q)
∞∏
i=1
1
(1− xqN−1qi)N
,
(A.5)
where the latter expression can be obtained from (A.4) by rearranging factors. Espe-
cially, we observe that M1(x, q) =M(x, q) and M∞(x, q) = 1.
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The generalized real MacMohan function is defined to be the generating function
of weighted symmetric plane partitions
M real± (x, q) :=
∑
π∈S
(∓1)Tr(π)xTr(π)/2q|π|/2 =
∞∏
n=1
1
(1± x1/2qn−1/2)
∞∏
n=1
1
(1− xqn)⌊n/2⌋
,
(A.6)
where S ⊂ P is the subset of symmetric plane partitions. The additional weighting
x → x1/2 and q → q1/2 occurs because we quotient by the symmetry, i.e., only half
of the boxes are in the quotient. Especially, the boxes on the diagonal are cut into
half-boxes and therefore each box on the diagonal contributes only by a factor of 1/2.
The last factor in (A.6) can be rewritten as a double product, i.e.,
M real± (x, q) =
∞∏
i=1
1
(1± x1/2qi−1/2)
∞∏
i<j
1
(1− xqi+j−1)
. (A.7)
Similar as in (A.3), we define the function
M realN,±(x, q) =
∞∏
n>⌊N/2⌋
1
(1± x1/2qn−1/2)
∞∏
n=N
1
(1− xqn)⌊n/2⌋
, (A.8)
which can be rewritten as
M realN,±(x, q) =
∞∏
i=1
1
(1± x1/2q⌊N/2⌋qi−1/2)
∞∏
i<j
1
(1− xq2⌊N/2⌋qi+j−1)
∞∏
i=1
1
(1− xqN−1qi)⌊N/2⌋
=M real± (xq
2⌊N/2⌋, q)
∞∏
i=1
1
(1− xqN−1qi)⌊N/2⌋
.
(A.9)
We observe that M real1,± (x, q) =M
real
± (x, q) and M
real
∞,±(x, q) = 1.
Finally, the reduced generalized MacMohan function M ′±(x, q) is defined via
M ′±(x, q) :=
M real± (x, q)
M(x, q)1/2
. (A.10)
Using (A.2) and (A.7), we immediately deduce that
M ′±(x, q) =
∞∏
n=1
(1− xq2n−1)1/2
1± x1/2qn−1/2
=
∞∏
n=1
(
1∓ x1/2qn−1/2
1± x1/2qn−1/2
)1/2
. (A.11)
Let us define
M ′N,±(x, q) :=
∞∏
n>⌊N/2⌋
(
1∓ x1/2qn−1/2
1± x1/2qn−1/2
)1/2
=
∞∏
n=1
(
1∓ x1/2q⌊N/2⌋qn−1/2
1± x1/2q⌊N/2⌋qn−1/2
)1/2
=M ′±(xq
2⌊N/2⌋, q) .
(A.12)
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For N = 1 we recover (A.11) while for N →∞ we have M ′∞,±(x, q) = 1. Using for N
odd (A.4) and for N even (A.5), we deduce that
M ′N,±(x, q) =
M realN,±(x, q)
MN(x, q)1/2
, (A.13)
holds, consistent with (A.11).
B Schur function identities
In this appendix we collect Schur function identities which are used in the main text.
Derivations and detailed discussions can be found for instance in [49, 50].
Firstly, we have the well-known orthogonality relations of Schur functions∑
λ
sλ(x)sλ(y) =
∏
i,j
1
1− xiyj
, (B.1)
∑
λ
sλt(x)sλ(y) =
∏
i,j
(1 + xiyj) . (B.2)
If we replace in (B.1) and (B.2) the Schur function sλ(y) by a skew Schur function
sλ/ρ(y), the identities change to∑
λ
sλ(x)sλ/ρ(y) = sρ(x)
∏
i,j
1
(1− xiyj)
, (B.3)
∑
λ
sλt(x)sλ/ρ(y) = sρ(x)
∏
i,j
(1 + xiyj) . (B.4)
Replacing also the remaining Schur functions in (B.3) and (B.4) by skew Schur
functions, the relations get modified to∑
ρ
sρ/λ(x)sρ/µ(y) =
∏
i,j
1
1− xiyj
∑
ρ
sλ/ρ(y)sµ/ρ(x) . (B.5)
∑
ρ
sρt/λ(x)sρ/µ(y) =
∏
i,j
(1 + xiyj)
∑
ρ
sλt/ρ(y)sµt/ρt(x) . (B.6)
Especially, for x = qρ and y = Qqρ the products in the above identities yield
generalized MacMohan functions M(Q, q), respectively M(−Q, q)−1, as is apparent
from (A.1).
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In the real case, the analog of the orthogonality relations (B.1) and (B.2) may be
seen in the following relation∑
λ
(∓1)|λ|sλ(x) =
∏
i
1
1± xi
∏
i<j
1
1− xixj
. (B.7)
For x = Q1/2qρ this identity yields a generalized real MacMohan function M real± (Q, q),
as is clear from the definition given in (A.7).
Similarly, the real analog of (B.5) and (B.6) is the relation∑
ρ
(∓1)|ρ|−|λ|sρ/λ(x) =
∏
i
1
1± xi
∏
i<j
1
1− xixj
∑
ρ
(∓1)|λ|−|ρ|sλ/ρ(x) . (B.8)
Finally, the following two identities are particularly useful in the real case with
point-reflection
∑
λ=λt
(−1)
|λ|∓r(λ)
2 sλ(x) =
∏
i=1
(1± xi)
∏
i<j
(1− xixj) , (B.9)
∑
λ=λt
(−1)
|λ|∓r(λ)
2 sλ/µ(x) =
∏
i=1
(1± xi)
∏
i<j
(1− xixj)
∑
λ=λt
(−1)
|λ|∓r(λ)
2 sµt/λ(−x) . (B.10)
Note that for x = Q1/2qρ the occuring products yield M real± (Q, q)
−1.
C Evaluation of correlators
In this appendix we give details about the evaluation of certain correlators occuring in
the examples discussed in sections 4.3, 5.2 and 5.3. The calculations are elementary,
however for completeness we include them here.
C.1 Derivation of real partition function of C2/Zn × C
In this subsection we evaluate the correlator (4.30). Invoking the relations (4.18), we
express the correlator (4.30) in terms of Schur functions as follows
P realn,σ =
∑
λ
(−1)
(1−σ)|λ|
2
× sλ
(
q
−1/2
1 . . . q
−1/2
n−1 q
1/2, q
1/2
1 q
−1/2
2 . . . q
−1/2
n−1 q
1/2, . . . , q
1/2
1 . . . q
1/2
n−1q
1/2,
q
−1/2
1 . . . q
−1/2
n−1 q
3/2, q
1/2
1 q
−1/2
2 . . . q
−1/2
n−1 q
3/2, . . . , q
1/2
1 . . . q
1/2
n−1q
3/2, . . .
)
.
(C.1)
Let us distinguish between the case with n odd and n even.
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n odd
For n odd, only q0 is fixed, hence, after identifying colors,
P realn odd,σ =
∑
µ
(−1)
(1−σ)|λ|
2
× sµ
(
q−1
[1,n−1
2
]
q1/2, q−1
[2,n−1
2
]
q1/2, . . . , q1/2, qn−1
2
q1/2, q[n−1
2
,n−3
2
]q
1/2, . . . , q[n−1
2
,1]q
1/2,
q−1
[1,n−1
2
]
q3/2, q−1
[2,n−1
2
]
q3/2, . . . , q3/2, qn−1
2
q3/2, q[n−1
2
,n−3
2
]q
3/2, . . . , q[n−1
2
,1]q
3/2,
. . .
)
,
(C.2)
where we defined q[i,j] similar as in (3.23) and q is now given by q = q
1/2
0 q
2
[1,n−1
2
]
.
We solve (C.2) via using the Schur function identity (B.7). The first factor of (B.7)
yields
∞∏
i=1
(n−1)/2∏
j=1
(
1
1± q[j,n−1
2
]q
i−1/2
)(
1
1± q−1
[j,n−1
2
]
qi−1/2
)(
1
1± qi−1/2
)
. (C.3)
In order to evaluate the second factor of (B.7), let us define K0 =
n+1
2
, K1 =
{1, . . . , n−1
2
}, K2 = {
n+3
2
, . . . , n} and let Kmi denote the m-th element of the set Ki.
We define indices kmi and k
′m
i running over {K
m
i , 2K
m
i , 3K
m
i , . . . } and reexpress the
product in the second factor of (B.7) in these variables, i.e.,
∏
i<j
=
 ∏
k10<k
′1
0
(n−1)/2∏
j=1
∏
k10<k
j
1
(n−1)/2∏
j=1
∏
k10<k
j
2

×
(n−1)/2∏
j=1
∏
kj1<k
1
0
(n−1)/2∏
i,j=1
∏
ki1<k
j
2
 ∏
1≤i,j≤n−1
2
∏
ki1<k
j
1

×
(n−1)/2∏
j=1
∏
kj2<k
1
0
(n−1)/2∏
i,j
∏
ki2<k
j
1
 ∏
1≤i,j≤n−1
2
∏
ki2<k
j
2
 .
(C.4)
We have to evaluate nine factors. The first factor∏
k10<k
′1
0
1
1− xk10xk′10
=
∏
i<j
1
1− qi+j−1
, (C.5)
combines with the last factor of (C.3) to a real MacMohan M realσ (1, q) which we asso-
ciate with the constant map contribution.
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Let us split the sixth factor into two factors with i < j and i ≥ j, i.e.,
∏
1≤i<j≤(n−1)/2)
∏
ki1<k
j
1
1
1− xki1xkj1
=
(n−1)/2∏
k<l
∏
i≤j
1
1− q−1
[k,n−1
2
]
q−1
[n−1
2
,l]
qi+j−1
, (C.6)
and ∏
1≤j≤i≤(n−1)/2)
∏
ki1<k
j
1
1
1− xki1xkj1
=
(n−1)/2∏
k≤l
∏
i<j
1
1− q−1
[k,n−1
2
]
q−1
[n−1
2
,l]
qi+j−1
=
(n−1)/2∏
k=1
∏
i<j
1
1− q−2
[k,n−1
2
]
qi+j−1
(n−1)/2∏
k<l
∏
i<j
1
1− q−1
[k,n−1
2
]
q−1
[n−1
2
,l]
qi+j−1
.
(C.7)
Combining (C.6) with the second factor of (C.7) gives the second factor of (3.26), while
the first factor of (C.7) combines with the first factor of (C.3) to
(n−1)/2∏
j=1
M realσ (q
−2
[j,n−1
2
]
, q) . (C.8)
The ninth factor can be evaluated similarly and yields the same terms as the sixth
factor under the replacement qk → q
−1
k .
The second factor of (C.4) yields
(n−1)/2∏
j=1
∏
k0<k
j
1
1
1− xk0xkj1
=
(n−1)/2∏
k=1
∞∏
i<j
1
1− q−1
[k,n−1
2
]
qi+j−1
. (C.9)
The seventh factor of (C.4) gives a similar expression with q−1k → qk. The third factor
can be evaluated as
(n−1)/2∏
j=1
∏
k10<k
j
2
1
1− xkj2
xk10
=
(n−1)/2∏
k=1
∏
i≤j
1
1− q[k,n−1
2
]q
i+j−1
. (C.10)
The fourth factor gives a similar factor with qk → q
−1
k . We combine these four factors
to
(n−1)/2∏
k=1
M(q[k,n−1
2
], q)M(q
−1
[k,n−1
2
]
, q) . (C.11)
The fifth factor yields
(n−1)/2∏
i,j=1
∏
ki1<k
j
2
1
1− xki1xkj2
=
(n−1)/2∏
k,l=1
∏
i≤j
1
1− q−1
[k,n−1
2
]
q[n−1
2
,n+1
2
−l]q
i+j−1
. (C.12)
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Similarly, the eighth factor results in
(n−1)/2∏
i,j=1
∏
ki2<k
j
1
1
1− xki2xkj1
=
(n−1)/2∏
k,l=1
∏
i<j
1
1− q−1
[k,n−1
2
]
q[n−1
2
,n+1
2
−l]q
i+j−1
. (C.13)
We combine (C.12) and (C.13) to obtain
M(1, q)(n−1)/2
∏
1≤i≤j<(n−1)/2
M(q[i,j], q)M(q
−1
[i,j], q) . (C.14)
The first factor can be identified with the constant map contribution and the second
factor after combination with (C.11) yields the first factor of (3.26) plus a similar factor
with qk → q
−1
k .
In summary, we deduce that the real partition functions at the orbifold point for n
odd are given by the substitutions (4.23) and (4.31) into (3.26). Furthermore, we infer
that the degree 0 contribution is given by (3.33).
n even
It remains to discuss the case with n even. For n even, q0 and qn/2 are fixed under
identification of colors. We obtain
P realn even,σ =
∑
λ
(−1)
(1−σ)|λ|
2
× sλ
(
q−1[1,n
2
−1]q
−1/2
n/2 q
1/2, q−1[2,n
2
−1]q
−1/2
n/2 q
1/2, . . . , q
−1/2
n/2 q
1/2,
q
1/2
n/2q
1/2, q[n
2
−1,n
2
−1]q
1/2
n/2q
1/2, q[n
2
−1,n
2
−2]q
1/2
n/2q
1/2, . . . , q[n
2
−1,1]q
1/2
n/2q
1/2,
q−1[1,n
2
−1]q
−1/2
n/2 q
3/2, q−1[2,n
2
−1], q
−1/2
n/2 q
3/2, . . . , q
−1/2
n/2 q
3/2,
q
1/2
n/2q
3/2, q[n
2
−1,n
2
−1]q
1/2
n/2q
3/2, q[n
2
−1,n
2
−2]q
3/2, . . . , q[n
2
−1,1]q
3/2,
. . .
)
,
(C.15)
with q now given by q = q
1/2
0 q
2
[1,n
2
−1]q
1/2
n/2.
Similar as in the n odd case discussed above, the first factor of the Schur function
identity (B.7) yields
n/2−1∏
k=1
∞∏
i=1
(
1
1± q[k,n
2
−1]q
1/2
n/2q
i−1/2
) 1
1± q−1[k,n
2
−1]q
−1/2
n/2 q
i−1/2

×
(
1
1± q1/2n/2q
i−1/2
)(
1
1± q−1/2n/2 q
i−1/2
)
.
(C.16)
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In order to evaluate the second factor of (B.7) we define K0 =
n
2
, K0 =
n
2
+ 1,
K2 = {1, . . . ,
n
2
− 1} and K3 = {
n
2
+ 2, . . . , n} and let Kmi denote the m-th element of
Ki. As before, we define indices k
m
i and k
′m
i running over {K
m
i , 2K
m
i , . . . }. Then,∏
i<j
=
 ∏
k10<k
′1
0
 ∏
k10<k
′1
1
n/2−1∏
j=1
∏
k10<k
j
2
n/2−1∏
j=1
∏
k10<k
j
3

×
 ∏
k11<k
′1
0
 ∏
k11<k
′1
1
n/2−1∏
j=1
∏
k11<k
j
2
n/2−1∏
j=1
∏
k11<k
j
3

×
n/2−1∏
j=1
∏
kj2<k
1
0
n/2−1∏
j=1
∏
kj2<k
1
1
n/2−1∏
i,j=1
∏
ki2<k
j
2
n/2−1∏
i,j=1
∏
ki2<k
j
3

×
n/2−1∏
j=1
∏
kj3<k
1
0
n/2−1∏
j=1
∏
kj3<k
1
1
n/2−1∏
i,j=1
∏
ki3<k
j
2
n/2−1∏
i,j=1
∏
ki3<k
j
3
 ,
(C.17)
and we have to evaluate sixteen factors.
The sixth factor yields∏
k11<k
′1
1
1
1− xk11xk′11
=
∏
i<j
1
1− q−1n/2q
i+j−1
. (C.18)
We combine it with the third factor of (C.16) to a real MacMohan M real(q
1/2
n/2, q) which
we identify with the fourth factor in (3.27). Similarly, the first factor of (C.17) combines
with the fourth factor of (C.17) to M real(q
−1/2
n/2 , q).
The second factor of (C.17) gives∏
k10<k
′1
1
1
1− xk10xk′11
=
∏
i≤j
1
1− qi+j−1
, (C.19)
which combines with the fifth factor of (C.17) to M(1, q), which we identify with part
of the constant map contribution.
The third factor of (C.17) results in
n/2−1∏
j=1
∏
k10<k
j
2
=
n/2−1∏
k=1
∏
i<j
1
1− q−1[k,n
2
]q
i+j−1
, (C.20)
which we combine with the ninth factor to
n/2−1∏
k=1
M(q−1[k,n
2
], q) . (C.21)
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Similarly, we combine the eights factor with the fourteenth factor to
n/2−1∏
k=1
M(q[k,n
2
], q) . (C.22)
We identify this factor with the first factor in (3.27).
The fourth factor yields
n/2−1∏
j=1
∏
k10<k
j
3
=
n/2−1∏
k=1
∏
i≤j
1
1− q[n
2
−1,k]qi+j−1
, (C.23)
which can be combined with the thirteenth factor to
n/2−1∏
k=1
M(q[k,n
2
−1], q) . (C.24)
Similarly, we combine the seventh with the tenth factor to
n/2−1∏
k=1
M(q−1[k,n
2
−1], q) . (C.25)
The twelfth factor yields
n/2−1∏
i,j=1
∏
ki2<k
j
3
=
n/2−1∏
k,l=1
∏
i≤j
1
1− q[k,n
2
−1]q
−1
[n
2
−1,l]q
i+j−1
. (C.26)
The fifteenth factor is similar, but with the second product only over i < j. Combina-
tion of both factors yields
M(1, q)n/2−1
∏
1≤k≤l<n/2−1
M(q[k,l], q)M(q
−1
[k,l], q) . (C.27)
We identify the first factor with part of the constant map contribution (which is now
in totalM(1, q)n/2) and after combination of the second factor with (C.24) and (C.25),
it yields the second factor in (3.27).
Let us split the eleventh factor into two parts with i < j and i ≥ j, i.e.,
∏
1≤i<j≤n/2−1
∏
ki2<k
j
2
1
1− xki2xkj2
=
n/2−1∏
k<l
∏
i≤j
1
1− q−1[k,n/2]q
−1
[l,n/2−1]q
i+j−1
, (C.28)
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and
n/2−1∏
1≤j≤i
∏
ki2<k
j
2
1
1− xki2xkj2
=
n/2−1∏
k=1
∏
i<j
1
1− q−2
[k,n−2
2
]
q−1n/2q
i+j−1
n/2−1∏
k<l
∏
i<j
1
1− q−1[k,n
2
]q
−1
[n−2
2
,l]
qi+j−1
.
(C.29)
We combine the first factor of (C.29) with the second factor of (C.16) to
n/2−1∏
k=1
M real± (q
−2
[k,n−2
2
]
q−1n/2, q) , (C.30)
and the second factor of (C.29) with (C.28) to∏
1≤i<j<n/2
M(q−1[i,n/2]q
−1
[j,n/2−1], q) . (C.31)
The sixteenth factor can be evaluated in a similar fashion and we obtain from it the
third and fifth factor of (3.27).
Collecting all factors, we deduce that the real partition functions at the orbifold
point for n even are given by the substitutions (4.23) and (4.31) into (3.27). Further-
more, we infer that the degree 0 contribution is given by (3.33).
C.2 Derivation of real conifold length N pyramid partition function
In this subsection we evaluate the correlators (5.28) and (5.31). Let us start with
(5.28).
N − 1 even
We can either let the Γ′+ operators act on the left state and use the relation (4.18), or we
can commute them to the right via the relations (4.10) such that they are annihilated
by the vacuum state. The latter is more convenient. We infer
RN odd,σ =
(N−1)/2∏
i≤j
1
1 + viu
−1
j
(N−1)/2,∞∏
i,j
(1 + u−1i vj)
(N−1)/2,∞∏
i,j
1
1− xu−1i uj
× Rσ(ui → x · ui, vi) ,
(C.32)
with Rσ(ui → x · ui, vi) as in (5.20). We rewritte the second factor of (C.32) as
(N−1)/2,∞∏
i,j
(1 + u−1i vj) =
∞∏
i=1
(1 + q−11 q
i)(N−1)/2
(N−1)/2∏
i≥j
(1 + u−1i vj) . (C.33)
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Observe that the second factor of (C.33) cancels against the first factor of (C.32),
while the first factor is a part of M realN,±(−q
−1
1 q
−(N−1), q)−1 (cf., (A.9)). From (5.20) we
infer that the Rσ(ui → x · ui, vi) factor yields M real± (−q1x
2, q)−1, M real± (−q
−1
1 , q)
−1 and
the second factor of (5.20) combines with the third factor of (C.32) to the degree 0
contribution M(1, q). In summary, we obtain (5.32).
N − 1 odd
As in the N − 1 even case, we commute the Γ′+ operators to the right and obtain
RN even,σ =
N/2−1∏
i≤j
1
1 + viu
−1
j
N/2,∞∏
i,j
(1 + qu−1i vj)
N/2,∞∏
i,j
1
1 + xq1/2u−1i uj
× Rσ(ui → x · ui, vi → q
1/2vi) .
(C.34)
We rewrite the second factor of (C.34) as
N/2,∞∏
i,j
(1 + qu−1i vj) =
∞∏
i=1
(1 + q−11 qq
i)N/2
N/2−1∏
i≥j
(1 + u−1i vj) . (C.35)
Note that the second factor of (C.35) cancels against the first factor of (C.34) while
the first factor is a part of M realN,±(−q
−1
1 q
−(N−1), q)−1. Similar as in the N − 1 even case,
the Rσ(ui → x · ui, vi → q
1/2vi) factor yields M
real
± (−q
−1
1 q, q)
−1, M real± (−x
2q1, q)
−1 and
a factor which combines with the third factor of (C.34) to the degree 0 contribution.
Hence, we obtain (5.32) as well for N − 1 odd.
C.3 Derivation of real C2/Z2 × C length N pyramid partition function
In this section we evaluate (5.44) and (5.46). This is very similar to the correlators
evaluated in section C.2. Therefore we will be brief.
N − 1 even
Commuting the Γ+ operators to the right yields
RN odd,σ =
(N−1)/2∏
i≤j
(1− viu
−1
j )
(N−1)/2,∞∏
i,j
1
1− u−1i vj
(N−1)/2,∞∏
i,j
1
1− xu−1i uj
× Rσ(u→ x · u, v) .
(C.36)
with Rσ(u → x · u, v) as in (5.39). Comparing with (C.32), we immediately deduce
that we can obtain in a similar fashion (5.47).
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N − 1 odd
Similar as above, we obtain
RN even,σ =
N/2−1∏
i≤j
(1− viu
−1
j )
N/2,∞∏
i,j
1
1− qu−1i vj
N/2,∞∏
i,j
1
1− xq1/2u−1i uj
×Rσ(u→ x · u, v → q
1/2v) ,
(C.37)
from which we again deduce that (5.47) holds.
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