We study the entropy numbers of the anisotropic classes in the spaces of functions with mixed smoothness and those of the classes of functions with mixed smoothness in the anisotropic spaces. Exact orders of the corresponding entropy numbers are obtained.
Introduction and Main Results
Let K be a compact subset of a Banach space X. For n ∈ N, the nth entropy number e n (K, X) is defined as the infimum of all positive ε such that there exist x 1 , . . . , x 2 n in X satisfying K ⊆ 2 n k=1 (x k + εBX), where BX is the unit ball of X, that is, e n (K, X) = inf ε > 0 : K ⊆ 2 n k=1 (x k + εBX), x 1 , . . . , x 2 n ∈ X .
Let T ∈ L(X, Y ) be a bounded linear operator between the Banach spaces X and Y . The nth entropy number e n (T ) is defined as Entropy numbers enjoy many properties which can be stated as follows:
Let X, Y, Z be Banach spaces and the operators T, T 1 , T 2 ∈ L(X, Y ), S ∈ L(Y, Z), Then for m, n ∈ N (see Refs. 8 and 15) (1) T = e 0 (T ) ≥ e 1 (T ) ≥ · · · ; (2) e n+m (T 1 + T 2 ) ≤ e n (T 1 ) + e m (T 2 ); (3) e n+m (ST ) ≤ e n (S)e m (T ), in particular e n (ST ) ≤ S e n (T ), e n (ST ) ≤ e n (S) T .
Entropy numbers are good characterization of the compactness of operators or set. A linear operator is compact if and only if lim n→∞ e n (T ) = 0. The famous Carl-Triebel inequality describes the relations between the eigenvalues of compact operators and entropy numbers (see Refs. 8 and 10) . In recent years, this classical approximation characterization draws more application in the theory of function spaces and spectral theory, 8 information-based complexity, 9, 13, 17 signal and image processing, 4,6 probability theory, 24 learning theory. 5, 11 In this paper, we mainly focus on the problems of entropy numbers of some function classes including the anisotropic classes and functions with mixed smoothness. Now, we give the necessary definition of related function spaces. Our definition agrees with the one for the problem of widths of function classes in Refs. 25 Here and subsequently, for an vector r = (r 1 , . . . , r d ) ∈ R d , we will write the condition r j ≥ 0, j = 1, . . . , d simply as r ≥ 0 when no confusion can arise. Let
be the generalized derivative of f in the sense of Weyl. Then for R = (R 1 , . . . , R d ) > 0, r = (r 1 , . . . , r d ) > 0, define the anisotropic Sobolev space W R p and the Sobolev space W r mix,p of functions with mixed derivative by On the entropy numbers between the anisotropic spaces where e d := {1, 2, . . . , d}, x = (x 1 , . . . , x d ), x e = χ e (1)x 1 , . . . , χ e (d)x d , χ e (·) is the characteristic function of the set e.
For R, r > 0, choose a positive integer k such that k > max(r 1 , . . . , r d , R 1 , . . . , R d ). The anisotropic Hölder-Nikolskii space H R p and the Hölder-Nikolskii space H r mix,p of functions with mixed smoothness are defined in the following way respectively:
where t = (t 1 , . . . , t d ) > 0, and
When R i = r i = 0, i = 1, . . . , d, the Sobolev spaces W R p and W r mix,p recede to the usual space L p . When R 1 = R 2 = · · · = R d > 0, W R p is the usual Sobolev space, H R p is the usual Hölder-Nikolskii space, and the spaces W R p , H R p are called the isotropic spaces.
In what follows, we shall write the notation F R p as one of the anisotropic spaces W R p , H R p with the norm · F R p , and F r mix,p stands for one of the spaces W r mix,p , H r mix,p with mixed smoothness with the norm · F r mix,p . The main purpose of this paper is to investigate the entropy numbers of the anisotropic classes in the spaces of functions with mixed smoothness and those of the classes of functions with mixed smoothness in the anisotropic spaces. In the periodic case, the investigation of approximation of functions with mixed smoothness and anisotropic (isotropic) classes has a long history, many authors widely studied the related problems such as widths, m-term approximations, entropy numbers, etc (see Refs. 19-23 and references therein). We note that all these investigations were restricted in the space L q . Recently, as the increasing interest in the approximation of multivariate functions with mixed smoothness and anisotropic classes, many papers were concentered in the d-dependence and tractability of approximation of multivariate problems (see Refs. 2, 3, 7, 14 and 13) . In many cases, functions to be approximated depend on a large number of variables d ∈ N, which means the approximation problem may suffer from the curse of dimensionality. One is interested in finding suitable models and frameworks in order to restrict the bad influence of the dimension d. It has been shown that the functions which have to be approximated often possess a mixed Sobolev regularity, as for instance eigenfunctions of certain Hamilton operators in quantum chemistry, see Yserentant's lecture note 27 and the references given there. Moreover, we are especially concerned with measuring the approximation error in the anisotropic smoothness. There are few papers concerning the approximation problems with measuring error in the anisotropic (isotropic) or mixed smoothness (see Refs. 7, 13, 25 and 26) . In this paper, we mainly study the entropy numbers between the anisotropic spaces and the spaces of functions with mixed smoothness. Our main results can be formulated as follows:
The conditionᾱ := min 1≤i≤d α i > (1/p − 1/q) + in Theorem 1.1 and (1 − υ)g(R) > (1/p − 1/q) + in Theorem 1.2 guarantee the compact embedding of the anisotropic space in the spaces of functions with mixed smoothness and those of the space of functions with mixed smoothness in the anisotropic spaces (see Refs. 1, 25 and 26). To get the expected results, we establish the upper and lower bounds of entropy numbers separately. Our approach to the upper estimates is based on the function decomposition and characterization by tensor product wavelet base, combined with discretization techniques. These tools are frequently used in the computation of widths such as Kolmogorov widths, linear widths, and Gelfand widths. Unlike the estimates in widths, we need more delicate process due to the different asymptotic behavior between widths and entropy numbers. More precisely, for the normed linear space M p (for its definition, see Sec. 3), the widths s n (B M p , M q ) = 0 if n ≤ M , where s n represents the Kolmogorov width, the linear width, or the Gelfand width, while the entropy numbers e n (B M p , M q ) > 0 have more complicated asymptotic behaviors (see Lemma 4.2) . In our lower estimates, we use the similar arguments as stated in the estimates of the widths (see Ref. 25) .
The organization of the paper is as follows. In Sec. 2, we review some of the standard facts on wavelet system, which will be of great use in the estimates of entropy numbers. The discretization theorems of estimates of entropy numbers are given in Sec. 3 On the entropy numbers between the anisotropic spaces
Wavelet System
There are various ways to associate the function space to vector space. In this section, we introduce the tensor product periodic wavelet system and apply it to discretize the anisotropic space and space of mixed smoothness in Sec. 3. The advantage of using wavelet system lies in the fact that we can provide not only the upper estimates of the entropy numbers but also we can get the lower estimates of entropy numbers.
Wavelet bases in periodic function spaces are a well-developed concept. First of all, we need to fix some notations. By N, we denote the set of natural numbers, by N 0 the set N ∪ {0}, and by Z d the set of all lattice points in R d having integer components.
First, we introduce the univariate wavelet bases. We follow the notation of Ref. 25 , for the original definition see Ref. 18 . Let ϕ ∈ L 2 (R) be a univariate scaling function on R with (l+1)-regularity. The corresponding wavelet function denoted by ψ also satisfies the (l + 1)-regular condition. Then the set {2 k/2 ψ(2 k · −j), j, k ∈ Z} of normalized integer shifts and scales of ψ constitutes an orthonormal basis in L 2 (R).
We shall use the standard abbreviations in
For each k = 0, 1, . . . , the above-mentioned functions {w j,k } 2 k −1 j=0 are orthonormal. We are thus led to the following statement that for all k = 0, 1, . . . the spaces V k := span{v j,k , j = 0, 1, . . . , 2 k − 1} and W k := span{w j,k , j = 0, 1, . . . , 2 k − 1}, satisfy:
From what has already been stated above, it follows that
so the functions {w j,k , k = 0, 1, . . . , j = 0, 1, . . . , 2 k − 1} form an orthonormal basis of • L 2 ([0, 1]). Let us introduce a different indexing for the functions w j,k which will be more convenient for later analysis. We will denote by In the multivariate periodic case, the tensor products of the univariate periodic basis functions yield multivariate periodic wavelet. For the convenience of the reader, we repeat the relevant material from. 25 Let us denote by
the tensor products of the univariate periodic basis 16, 18 
is an orthonormal multivariate periodic wavelet basis of
It is easy to verify that for any I ∈ D d , 1 ≤ p, q ≤ ∞ we have
where |I| is the length of an interval I.
It is understood that the cardinality #ρ(s) of ρ(s) is #ρ(s) = 2 |s| = 2 s1+···+s d .
Furthermore, for f ∈
It follows that (Ref. 25 (2.2))
In the remainder of this paper, we assume ψ to be (l +1)-regular univariate wavelet, On the entropy numbers between the anisotropic spaces
Discretization of the Problem of Estimates of Entropy Numbers
For x = (x 1 , . . . , x M ) ∈ R M , we introduce the norm
Then we obtain the normed linear space
Recall that for f ∈ BF 
The inequality (3.1) holds, the proof is completed.
Under nearly the same argument, we have the following result:
Now, we give the discretization theorems of the lower estimates of entropy numbers between the anisotropic spaces and the spaces of functions with mixed smoothness. 
where [a] denotes the integer part of a. There exists a positive integer N , such that N = 2 |s| M, and N ≥ 2M . We define On the entropy numbers between the anisotropic spaces Hence, for the operatorũs ,p : 2 |s| p → BF R p ∩ As defined bỹ
its operator norm satisfies
Meanwhile, for g(x) = I∈ρ(s) g I w I (x) ∈ F r mix,q ∩ As, by (2.2) and (2.3) again, we have
Define the operatorṽs ,q : F r mix,q ∩ As → 2 |s| q . Under the similar argument, the operator norm ofṽs ,q satisfies
Now, the operator id : 2 |s| p → 2 |s| q can be factored as follows:
By (3.3)-(3.5), and the properties of entropy numbers, we obtain that
The analogous result for the lower estimate of entropy numbers of the classes of functions with mixed smoothness in the anisotropic spaces can be formulated as follows. 
Proofs of Theorems 1.1 and 1.2
We need the following two important lemmas before we give the proofs of the main results. 1 (Ref. 21, pp. 9-10) . Let κ > 0, α = (α 1 , . . . , α d ) > 0, β = (β 1 , . . . , β d ) > 0, γ i = α i /β i , i = 1, . . . , d, and 1 = γ 1 = · · · = γ ν < γ ν+1 ≤ · · · ≤ γ d , 1850065-9 Int. J. Wavelets Multiresolut Inf. Process. 2019.17. Downloaded from www.worldscientific.com by 52.11.211.149 on 03/05/20. Re-use and distribution is strictly not permitted, except for Open Access articles. Lemma 4.2 (Refs. 8, 10 and 12 ). For 0 < p ≤ q ≤ ∞ and all k, n ∈ N, we have
1)
and in the case 0 < q < p ≤ ∞, it holds 
From now on, we make the assumption ( 
.
For the second part
, we obtain that where in the last second inequality, we used the fact that
for small positive ρ.
Combining with (4.4)-(4.7), we get the upper estimate. The proof of Theorem 1.1 is completed.
Proof of Theorem 1.2
The proof of Theorem 1.2 is standard. However, the computation is more complicated.
The lower estimate of Theorem 1.2 runs the same line as in Theorem 1.1, we only need to replace Theorem 3.3 by Theorem 3.4, we omit the details.
where α j j = β j j = α j − 1/p + 1/q, α j i = α i − 1/p + 1/q +ᾱ −(1+νρ) ( where α j j = β j j = α j − 1/p+1/q, α j i = α i − 1/p+1/q + R i , β j i = α i − 1/p+1/q +νR i , i = j. The last second inequality follows fromᾱ > (1 + ρ)(1/p − 1/q) for small positive ρ.
Combing with (4.11), (4.14)-(4.15) and (4.18)-(4.19), we get the upper estimate. The proof of Theorem 1.2 is completed.
