INTRODUCTION
In 1996, Dragomir and Goh [2] p roved the following analytic inequality for the logarithmic map kd*). They applied inequality (1.1) in information theory for the entropy mapping, conditional entropy, mutual information, etc.
In this paper, we obtain similar results to Theorem 1 and apply them for Shannon's entropy and mutual information. The following corollary, containing another application of (2.1), holds. 
APPLICATIQNS FOR SHANNON'S ENTROPY
Now, let X be a discrete random variable with the range R = (21,. . . , z,} and the probability distribution pi,. . . ,p,, (pi > 0, i = 1, . . . , n). Define the entropy mapping
The following theorem is well known in the literature and concerns the maximum possible value of H(X) in terms of the size of R (see [3, p. 171).
THEOREM 3. Let X be defined as above. Then OIH(X)Ilnn.
(3.1)
Furthermore, H(X) = 0 iflpi = 1 for some i and H(X) = Inn iflpi = l/n for all i E (1,. . . ,n}.
In the recent paper [2], Dragomir and Goh, by the use of the analytic inequality (l.l), proved the following converse result. (3.5)
In The following corollary holds. l<g<n@I -PA2 = cgpf -(@i)') --which, by inequality (3.7), can be maximised by [J (n-Cf]) (P-1-4~.
Finally, using (3.9), we can deduce the desired inequality (3.8).
The following corollary also holds. Using (3.11), we deduce the first inequality in (3.10).
For the second inequality, we observe that ab i ;(a + b)2, a,bEIR, and then for a = l/n -p, b = P -l/n, we deduce (iep) (P-g iy2, and the corollary is proved. 
APPLICATIONS FOR MUTUAL INFORMATION
We consider mutual information, which is a measure of the amount of information that one random variable contains about another random variable. It is the reduction in the uncertainty of one random variable due to the knowledge of the other [5, p. 181. Using the second part of (4.2), we deduce (4.7). REMARK 1. Taking into account that for any a, b E R we have Comparing now the upper bounds provided by Corollaries 6 and 7, we can conclude that the last one is better.
