If we assume that magnitudes of earthquakes are distributed identically and independently according to a negative-exponential function, then the maximum likelihood estimate proposed by Utsu for the b-value is biased from the true value.
Bias of the Maximum Likelihood Estimate
According to Gutenberg-Richter's law (GUTENBERG and RICHTER, 1944) , the number N(M) of earthquakes having magnitude equal to or larger than M can be expressed by the equation (1) UTSU (1965) proposed the estimate for b with the equation (2) where N is the number of earthquakes and M0 is the minimum magnitude in a given sample. AKI (1965) suggested that this is nothing but the maximum likelihood estimate which maximizes the likelihood function (3) where (4) and fl = b/log10e. Using the large sample theory for the maximum likelihood, provided the asymptotic error band for b. It is further seen that the maximum likelihood estimate Eq. (2) tends to be the true value b° and that b is the asymptotically unbiased estimate of b0; i.e., E(8)-bo_??_0 as N increases.
For fixed N, however, b is not unbiased. Indeed, using the exact distribution density of b in (2) (5) which is derived from Eq. (4) by UTSU (1966), we have (6) This suggests that the bias is not small when N is small or b° is large.
A natural way for correcting the bias of b arises immediately based on Eq. (6); that is, (7) which is the unbiased estimate for bo. Although there are many unbiased estimators of b0 besides b, we will show that the estimator Eq. (7) enjoys certain optimality.
Relation between b and 17 from a Bayesian Viewpoint
Without loss of generality we shall consider the relationship between and instead of b and b, respectively, where Xi=Mi-M0 is distributed according to f (x 13)=@/+5/@e -@/+5/@x. Suppose there is a prior distribution n(/3) for the parameter /3. Then by applying the Bayes theorem we have the posterior distribution (8) Consider the case where (9) although this is not the probability density; this is called the uniform improper prior, Then Eq. (8) provides the standardized likelihood which is conventionally used for the confidence probability distribution; (10) where the sum E is taken from i= 1 up to i = N, and the mode is given by the maximum likelihood estimate /3. In general, the uniform improper prior Eq. (9) does not seem to be appropriate when characterizing a situation where "nothing (or more realistically, little) is known a priori." JEFFEREYS (1961) suggested the rule that noninformative prior distribution is given by the square root of Fisher's information measure. The rule is justified on the grounds of its invariance under parameter transformations; see also Box and TIAO (1973) and AKAIKE (1978) for examples. In the present case the Fisher's information measure is Thus the noninformative prior is improper and 74)6)=1@/+5/@, (0 </3 < co). Therefore, the posterior probability is given by (11) where the sum E is taken from i= 1 up to i= N. It is easily seen that the mode of the posterior distribution Eq. (11) is fi while the posterior mean (Bayes estimate) is (12) which is equal to the maximum likelihood estimate @/+5/@.
Entropy Maximization Principle and the Performance of the Estimates
AKAIKE (1977) introduced and formulated the entropy maximization principle, which may be specifically described for our purpose as follows. Denote by x the vector of observations (x1, x2, . , xN). Assume that the true distribution of x is specified by an unknown density function f(z) =f(z1, z2, ... , zN) and is considered to be included in a parameterized density g(z 18). Considering y = (y1, y2, ... , yN) as the future observation with the same distribution as x, and supposing that we predict it based on the present data set x, we may call g(y 18) a predictive distribution, where 6 --6(x) is an estimate of the true parameter 80 satisfying f CO= g(y |_??_0).
As the measure of the correct fit of g(y f B) to f(y) we use the entropy off (y) with respect to g(y 6), defined by (13) Note here that B(f;g) is the function of x. Thus we consider the expected entropy (14) where Ex and Ex are expectations with respect to the random vectors X and Y , respectively. AKAIKE (1977) justified the use of this measure based on the process of conceptual sampling experiments, and described the natural relation to the log likelihood. Further, the AIC was derived from this quantity (AKAIKE, 1973) .
Here we use the expected entropy J (8) Table 1 , which shows that the unbiased estimator IT performs best. Thus we see that different losses lead to different preferences with the estimators. Therefore we should be cautious about the meaning of losses. Our purpose here is to compare the performance of the estimator b with the maximum likelihood estimator 5. The maximum likelihood method (as well as AIC) is viewed as an optimal realization of the entropy maximization principle (AKAIKE, 1973 (AKAIKE, , 1977 ; we already know that the expected log likelihood is almost the probabilistic definition of entropy itself. Thus, we have used the loss Eq. (14) to examine the effect of b as the refinement of the maximum likelihood estimator.
Predictive Distributions Using Posteriors
In the previous section we have only considered the case where the predictive distribution is given in the form of g(y g) by substituting the point estimate 6 = 8(x). AKAIKE (1978) suggested that the predictive distribution of the form _??_ g(y|_??_)p(_??_|x) d_??_ fitted better on average than a particular g(y g) with 8 randomly chosen according to the posterior distribution p(8 x).
The implication of this is that the full use of posterior distribution performs better than the point estimates. For example the posteriors Eqs. (10) and (11) for the estimate of b-value provides the so-called confidence limits or error bars of the inferential distributions. Incidentaliy, both distributions Eqs. (10) and (11) tend to be normal distributions in a sense as the sample size increases, and the confidence limits provided in AKI (1965), for example, are obtained.
To see the performance of posteriors with a fixed sample size we calculate the expected entropy. For the predictive distribution with the posterior Eq. (10), we have (18) and for the predictive distribution with the posterior Eq. (11), we have (19) Note that these quantities also are independent of the true value of flu. Therefore (20) which suggests that the posterior distribution with the noninformative prior works better than one with the uniform prior from the predictive viewpoint.
To compare the values of Eqs. (15), (16), (18), and (19), we carried out numerical calculation using the approximation of the digamma function for the large x and also used the relation P(x+ 1) = W(x) + 1/x. Table 2 suggests that the predictive distribution used in averaging the posterior is more effective than those based on the point estimates. (20) . This suggests that the same consequence as that in section 4 holds for the present parameterization of Gutenberg-Richter's law.
Concluding Remarks
The entropy maximization principle suggests that the full use of posterior Eq. (11) is the most effective among the considered estimations for the b-value. Thus the confidence limits, for example, should be made based on the posterior Eq. (11). As far as the point estimation is concerned the unbiased estimate @/+5/@-=(N-1)/_??_Xi is better than the maximum likelihood estimate @/+5/@= N/_??_Xi, and furthermore is the best among the _??_/_??_Xi type family.
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