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0. 11 est connu la fonction de Green du modtYe de cordes (string models) 
dans la theorie quantique de champs euclidien de particules Clementaires s’ex- 
prime moyennant fonction de Neumann dans la theorie potentiel classique re- 
lativement aux problemes aux bords limites. Dans cette article nous allons 
deduire l’hpafion de Schriidinger y associee comme une application des formules 
variationelle d’Hadamard. Celles-ci qui sont regardees comme “condition d’in- 
t6grabilite”’ de deformation des domaines envisages (voir [ll]) peuvent Ctre 
aussi regardees comme iqquation d’HamiZton- Jacobi. Ce modele sera generali& 
au modele de “varietes differentiables plongees dans un espace euclidien de 
dimension plus elevee” au lieu de celui de “cordes” qui est actuellement utilise 
dans les physiques. La demonstration des formules de variation d’Hadamard 
des fonctions de Green et Neumann Ctant delicate si le domaine ni s’acroit ni 
decroit monotonnement, dans Sections l-3 nous allons les demontrer au moyen 
de continuation analytique des solutions des equations integrales de Fredholm 
associees aus problemes aux bords limites dans le sens d’Hilbert (d6formation 
des iquations intPgrales de Fredholm). Dans Section 4 une generalisation des 
formules d’Hadamard sera obtenue dans le cas des formes differentielles (voir 
aussi [ 151). Dans Section 5 les equations de Schrodinger du modele de varietes 
differentiables plongees seront obtenues a la man&e rigoureuse. 
L’auteur est t&s reconnaissant d’avoir discute avec Prof. K. Kikkawa et aussi 
Prof. D. Fujiwara. 
1. Probltmes aux bords limites dans le sens d’Hilbert. 2. Formules de variation 
d’Hadamard gCnCralisCes. 3. Cas des formes difkentielles. 4. Equations de SchrGdinger 
dam le modele de variCtts diffkrentiables plongkes dans les champs euclidiens. 
I. LE PROBLkME AUX BORDS LIMITES AU SENS D'HILBERT 
Soit X une variete Cm compacte Riemannienne de dimension I, munie de la 
metrique ds’! = ~~,j=lgij d.ri d.+ par rapport aux coordonnees locales (xi, 
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G,..., ~7) et B bord C”- iiS. Soit X un domaine fermC de X h bord C”- dl = ?X- 
qui ne rencontre jamais 2X tel que X soit la Anion des deus domaines X+ et 
_Yp avec X+ n A- z 2Xx et %X+ = 2X 1 2-F (somme disjointe). On note 
par A = C:,j=, ( l/g1”)(~las”)(g11’gi’(F/F2ci)) I’opCrateur de Laplace-Beltrami 
dans X avec 1’ClCment de volume glfl d9 A . . . A Al. 
Soit E(.y,y) une fonction ClCmentaire dans X, de source ~7. de l’opkrateur 
(-.A + S) pour s >, 0 telle que E(s, y) s’annule pour .r E ?X 
et 
E(? y)lax = 0 
(1.1) 
(-A + s) E(x, 4’) = I(.l”, 4’) 
oh Y(.Y, y) dksigne la mesure de Dirac en y. On sait que la fonction E(s, y) est 
spmetrique. Pour z&(x) E Cc(X*) on dksignera par 2u*([)/iu:- les d&i&es 
normales extkrieure et intkrieure en 5 E 2X- par rapport B la paire (S-, ;X-), et 
par &([)/&J, si u = u* , x e X* et &L+(~)/~v,-- = ?u~(E)/?v,-. 
Considerons les trois problkmes suivants: Etant dorm.6 un nombre h E C, 
est-ce-qu’ils existent deus fonctiorzs u*(x) sat$zisant (-A + s) u*(x) = 0, 
s > 0 duns X- , X- - [y]. respectizrement elles que 
u+(x) est Cm duns X+, 
u-(x) - E(.r, y) est Cm duns A- et que 
U-2) 
u’(() = u-(5). (1 + A)/(1 - A), 
au+([)pQ+ = au-@/a+- duns ax-. 
(1.3) 
On conviendra de dire ce problkme I,, . A la man&e analogue, au lieu de (1.3), 
considerons 
h+(tyavs+ = au-(()jav,-. (1 - xy(i + x). 
On dira ceci If. Considerons aussi le probkme suivant dit II,*; 
U-4) 
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Llu+ = 0 duns X+, 
du- = 1y.q y) duns X- oh ~1 E X- 
u+lax = Const, 
u’(t) = u-(E) et 
?u +(#%v,- + x/r : (I - X),:(1 + A) . (iu-(s’)l’Lv- - ,1/r) 
(2.5) 
pour [ E %X- oh by de’signe le z)olume de %S-. 
Dans cette situation on a 
hVIME 1. Les solutions de I,, , If et II: sont uniques si 1 A 1 Q 1. 
D6monstration. On va seulement le demontrer pour IA , parce que les autres 
peuvent &tre demontres de la meme maniere. Supposons que I’on ait deux 
solutions z++(s) et U&X). Alors la difference V*(X) := z+*(x) - z+*(x) satisfait 
a la condition suirante: 
2’ ‘(0 = r(f) . (I - A)/( 1 - /I), 
h~(~)/?V~~~ = h-( [)/at- pour [ E i-X-, 
z’ $ ]a,r = 0 et z’- est Cx dans 2. 
(1.6) 
Alors les integrales de Dirichlet dans Xx, 9,r+(z~-~, z+ ) et 9,r-(El-, z!-) sont 
egales P 
= T j;,- Pz~*(~)/Pv, . F*(.$ d& , 
d’ou il vient que 
(l-7) 
9,r+(z’+, 21’) = -(I -+ A)!( 1 - X) * 6F,&-, r). 
D’autre part L2x*(z~*, z!*) 3 0. P ar consequent Sr*(c*, z.1’) = 0, d’ou r+ sont 
constantes. Or z~+]~r- = 0 entraine z+ = 0 dans .Y+, par suite ZI- = 0 dans X-. 
PROPOSITION 1. Si / X j < 1, Probkmes IA et If sont r&ohs moyennant les 
fonctions u*(x) = G*(.r, y; A) et il’ ( ‘* x, y; A) avant les expansions qui conzqergent: _ 
x E& , y) dSil ... dS;, + -‘., 
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N*(x, y; A) = E(X, v) + 2x j” E(x, 5,) aEE ’ ‘) 6, 
Cl 
+ . . . + (2h)k 1 qx, 5,) “!; ’ “) 
il 





. . . dS 
bk 
+ . . . (1.9) 
suivant que x E X* et y E X-. G(x, y; A) et N(x, y; A) sont mbromorphespar rapport 
ci A duns @ et G*( y, x; A) = N*(x, y; A) d’aprb la thborie de Fredholm. 
Dkmonstration. On n’a qu’g utiliser les formules fondamentales pour 
potentiels de couches simple et double suivants: 
l$$ (J%x, 5mkd5) &j* = s,,- awt, 5whd5) ds,f b,(5), (1 .lO> 
BEX+ 
a 
- I a+* ax- E(t, 5) ~(5) ds, = j- aW, 5P, - (~(5) ds, T MO (1.11) ax- 
pour 9) 15 C=(aX-). 
De la mCme manikre on a 
PROPOSITION 2. Si 1 X 1 < 1, le Probkme II: est r&olu moyennant les functions 
u*(x) = N(x, y; A) + 2X/V j- N(x, 5; A) dS, 
ax- 
(1.12) 
- l/V lj- 
ax- 
N(5, Y; 4 ds, + WT’s,,- N(5, 5; 4 ds, 6) 
suivant que x E X* et y E X-. 
Dans la suite on dCfinira les fonctions G(x, y; A), G(4, y; A), G(x, 7; A), aG([, y; 
A)/&, et aG(x, 7; A)/&,, comme suit: 
G(x, y; A) = G+(x, y; A), rcX+, 
= G-(x, y; A), XEX-. 
(1.13) 
G(5, y; A) = E(5, y) + 2X j” 
ax- 
aE;: “) E(5, , y) dSL, 
61 
i< E(&, , I) dS,, ... dS<, + ... (6 E 2X-h (1.14) 
MODkLE DES VARIkTiS DIFPhRENTIABLES 497 
G(x, 7; 4 = E(x, 7) + 2A [ 
'2X- 
aE;’ “) E(5, , y) dScl 
Cl 
aw, 5,) am1 , 5,) -t .-+(2h)“( r WL, , Lt) _ . . . 
,ax-,~ dvcl aviT avik 
x E(<, , 7) dS,, ... dS,, + .-. cq E aq, 
aG(t, Y; h)iave 
- aE;;J’) + 2h p.f. -Ix- Tp E(& , y) dScl 
61 
+ ... -t (2h)” p.f. J a’-W, 5,) aE(t,> 5,) . . . WL , 5,) 
tax-F tit av& avte avt, 
x E(& , ~1) dS<, ... dS,, + ... (pour p.f. voir section 2), 
x ~-WL-1~ cd WL, 7) dS -~ 
?'v& a% 
51 
. . . dS 
Lk 
+ ... 
alors on a, grace B (1. IO) et (1.1 I), 
G*(x, rl; A)(,= & G(.r, y; 4) = G(x, T; A), 
usx, 
aG*(k, 2’; ii)pyE* = aqt, J’; h):avp , 
aG*(x, 7; h)iaYn* = (Id) aG(x, v; A)i&” . 
Retmrque 1. On pose 
G-(x, Y; 4 = WC Y) + j a-@, +k, . ~(7) dS,, , 
ax- 
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Alors les deux fonctions G-(x, y; /\) et N-(x, y; X) sont obtenues en rbolvant les 
Cquations d’inttgrale de Fredholm suivantes: 
lbnarque 2. Si s = 0,l a premiere partie de ( 1.19) a la solution unique pour 
A = 1, mais la seconde partie n’en a pas pour h = - 1. Dans ce dernier cas 
l’tquation integrale modifiee 
8 .3,(4‘) + j Wt. 7)/h . h(7) 6, = - (a&t, Y)h f +) (1.20) 
ax- 
a la solution unique &([) telle que 
j hii3 6 = 0 (1.21) 
ax- 
car 
1 aE(S, Y)/& ds, + 1 = 0. (1.22) 
‘8X- 
D’apres la thkorie de Riesz-Schauder la fonction 
est tgale a 
WX,Y) = E&Y) + j W, 7) h(7) 6, (1.23) 
ax- 
;i?, ]Nx, Y; A) + WV * ix- W, 4; 4 dS,f (1.24) 
et satisfait a 
alv&f, r)/aQ = - li v. (1.25) 
2. LA RI~JLARISATION DES INT~XULES sax- aP+qE(5,7)/av~9avnq~7)dS~ 
Soit 
Q:(-1,l) x M-+X 
P, 43 - Qt(5) 
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une famille diffbrentiables de plongements diffkrentiables d’une variete compacte 
M de dimension (I - 1) dans X. Supposons l’image q,(M) = Mt soit le bord 
8X,- = 3X- d’un domaine X,- = X- de X, et que la metrique induite Q*(ds2) 
dans (- 1, 1) x M ait l’expression suivante: 
t-1 
Q*(ds”) = gll(t, 5) dt* + x gij(t, 6) dEi ’ dP 
i-j=1 (2.1) 
par rapport aux coordonnees locales (f, [l,..., [r-l) de X oh Mt soit defini par 
t = Const. Alors on a par l’hypothese 
gn(t, 5) > 0. (2.2) 
La matrice symetrique ((&)) definit la metrique Riemannienne dans Mt . 
Remarquons que g,, n’est pas necessairement positif. 
On note par av, la differentielle &g,, 1’2 dt en (t f) E Mt suivant que la variation 
de Mt est la m&me ou contraire que la direction lxterieure de X, . On conviendra 
de dire 6v, la “variation infinitesimale normale de Mt .” La deride normale 
aI&, est Cgale a & l/g:i2 . a/at suivant que 6v, = -+g$” dt. L’operateur de 
Laplace-Bertrami alors s’ecrit par 
d:& + w, 5) am, + if, E 
oh d et H(t, [) dtsignent l’operateur de Laplace-Bertrami sur Mt et la courbure 
de moyenne de Mt en 6. Par consequent, 
LEMME 2.1. Si (-A + s)u = 0, alors 
iqa+ = --(qt, 5) au/avF + du - m). (2.4) 
On designe par grad II ou grad u, u E C?(X) ou C=(aX-) les vecteurs gradients 
dans X ou Mt respectivement. 
Soit T(x, y) > 0 le car& de la distance entre deux points x, y E X, l’interieure 
de X. Alors la fonction Clementaire E(x, y) a la singular-it6 locale comme suit: 
Pour k E Zf”{O} quelconque, il existent une suite de fonctions Cffi, A&, y) 
et Bj(x, y) telles que 
E(x, y) = (A, + -47 + ... + Ap)p-*)l’2 + E&y), 
si I impair et 
(2.5) 
qx, y) = (A, + AJ + ... + A,P)/P-*‘/’ 
+ (ql + w + ... + Bk-(1-2),2r~-‘~-“‘/“) log r + El@, y), 
(2.6) 
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si 1 pair. Ici E designe une fonction Cm pour x f y et satisfait a o(ra-(l-a)p) 
(voir [7]). 
On s’interesse maintenant une regularisation des integrales 
pour 5 E %X- et p, Q >, 0. Pour cela on utilisera la partie finie au sens 
d’Hadamard-Leray, a-savoir la “complexification des integrales” et le theoreme 
d’isotopie du a R. Thorn que voici (voir [I], [7] ou [lo]): 
Supposons que dans un voisinage de 6 E SX-, 8X- s’ecrit relativement aux 
coordonnees locales (x1, x2,. . . , x2), 5 correspondant a l’origine, 
xl = h(X2 )..., x’), (2.8) 
h &ant de classe C”, telle que l’on ait 
h = i Xj(Xj)’ + O(p3) = p”h(p, w), (2.9) 
j-2 
Oh R(p, w) est CcF pour p = 1 x’ 1 = [(x’)~ + ... + (.$)2]1fi et ,j = $/I .T’ /, 
1 2 j > 2. On peut aussi supposer que le car& de distance entre 3c = 
et 7] = ($, n*,..., #) E ax- a la forme 
qx, 7) = (0 - qy2,..., $)) + (T2j2 + ... 
= (2 - /&(O, co))” + p2 + O(p2 + &y/2, 
oti h(O, w) = xi=, A++“, de sorte que l’on ait 




oti r&x, 7) designe (a - p2h(0, w))” -/- p2 et r,/r, = O(rt’“) pour r, - 0. 
Considerons d’abord l’integrale 
(2.12) 
oti v E Ca(X-) pour un petit nombre positif a. Celle-ci est une combinaison 
lineaire des integrales 
I q&., 1)-1/2+1-,a . (fonction Ce) dS, (2.18) 8X--ldIQ 
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si 1 impair, et celle des integrales (2.13) plus 
s log F . (fonction P) dS,, , m-.ln’lsp (2.14) 
si I pair. Elles sont transformees respectivement, grace B (2.1 I), en 
s To@, 17)-z/2+1-Q . (2.15) ax-.Iv’l~~ 
ou 
s 
( j0 log To -,z 4(X> 7wocT 7Y + B’(XY 7) 6 I (2.16) tW-.l?J’l<U 
pour j,, assez grand. Ici aj(x, 7) et ai sont tous C”. /3(x, 7) et /3’ sont C” si x # T 
et O(T,(x, 77)lfjo). 
La regularisation de (2.12) est done revenue aux intrtgales suivantes: 
s ro(x, 7)-z/2+j * #(x,7) ds,, , et (2.17) l+l<” 
f 
log To - 4(x, 7) dsn > I pair, (2.18) 
WI<5 
pour 3(x, 7) C” et j un entier. 
Considerons I’espace fib& &(3X-) sur &F- dont la fibre est isomorphe au 
produit de la (I - 2)-sphere Sz-2 et la droite reelle R de sorte que I’on ait 
I’application fib&e de &(8X-) dans I’espace fibre tangent de ax-, T(&Y-) 
comme suit: 
9-2 x R + Iwz-1 
b PI WP 
(2.19) 
sur chaque fibre. Vu que dS, = J(p, w) p1e2dp . dw, J(p, w) P dans &‘(&I?-) 
et JO, w) = 1 les integrales ci-dessus ont les formes 
s o(~~=a.wssz-p ((0 - p2ho, UN + P~I-~‘~+~ * v’(,, a) P’-~ dp * dw (2.20) 
et 
s Wb - p21i(0, w))” + p”) * !?‘(p, w) P’-~ dp . dw (2.21) O<OC&WOOS~-~ 
58ol34/3-12 
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respectivement, ou ?P(p, W) designe P. Si u # 0, les domaines des integrations 
peuvent &tre remplaces par 
(2.22) 
suivant 1 pair ou impair, vu que les integrales par rapport a w donnent fonctions 
paires de p. 
Supposons que l’on ait I’expansion de Taylor de a,b(p, w), pour --a < p < u 
et m assez grand, comme suit: 
YP, w> = YLI + PI , (2.23) 
oh Y. designe C:z,, &!P(O, w)/dp” . pK/,! Al ors la partie des integrales (2.22) 
relativement au second terme de (2.23) sont bien definies et assez differentiables 
par rapport a cr. DCfinissons une rkgularisation des integrales 
*(S *s ) {(u - p”R(0, co))’ + p2}-z’z+j O<KP -Q<0<0 
w&-a wss’-2 
x (Y - Yl(p, w)) pz-* dp * dw, ou (2.24) 
log{@ - p2h(0, w)>” + p”} 
o&-Z w&s-2 
x (Y - YJ pz-2 dp . dw, (2.25) 
con-me suit: Supposons que les deux racines 01 et G de l’Cquation(o- p*&(O,w))* +
p* = 0 par rapport a p qui se trouvent dans un petit voisinage de I’origine sont 
contenues dans U, = (1 p j < l }. Les integrations de (2.24) et (2.25) relativement 
a p sont faites le long des chemins y comme suit: 
Soient c+ et c- les cycles relatifs [-a, a] mod{--a, u) qui sont “detournes” de 
l’orjgine ainsi que a! et Cu dans le plan complex superieur et inferieur respec- 
tivement: 
MODhLE DES VARIiTkS DIFFkRENTIABLES 503 
cim = [-a, -E]“[E, a]“{1 p 1 = E, Imp > 0}, 
c- = [-a, --E]“[E, u]“{/ p ( = E, Imp < 0). 
Soient 9 (ou Y*) le systkme local (ou dual de 9’) dans Sr-* x {U,, - {a, G}) 
defini par la representation lineaire 
(2.26) 
correspondant aux monodromies des fonctions {(u” - p%(O, w))* + p*}‘/* 
ou log{(G - ,c&(O, w)) + p*} suivant I impair ou pair. Alors les cycles 
St-* x (1/2)(c+ + c-) definient certains elements dans HL-r(Sz-* x 
(Ua, - (a, E>, P*), de sorte que les integrales 





log&r2 - p*hc(O, w))” + p2} . (@ - @J pz-* dp . dw (2.28) 
S’-~Xu/2)(C++C-) 
peuvent &tre regardees comme “forme bilineaire” entre cohomologie et homo- 
logic (voir [1]): 
Hz-,(S’-* x (U,, - {a, E}), S*) x W1(S’-* x (U,, - {a, Z)), 9’) + @. (2.29) 
Celles-ll dtfinissent fonctions analytique de u a l’origine. 
On definit alors la “partie finie” d’integration de (2.17) et (2.18) que voici: 
p.f. J r,- z’2+i&r, 7) dS,, 
E i(u - I 
p%(O, co))2 + p*}-“*+j 
x IJ,(~, w) pz-2 dp dw + 1 {(o - p2h(0, w))2 + p2}-z’2+j($ - &) pl-” dp dw 
(2.30) 
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si 1 impair ou pair et 
p.f. s log T, . I,!+, ?) dS,, e I log T,, . zJ++~ dp dw 
+I 
log r, . (I/I - I,Q pr-’ dp dw, 
s’-*xw2)(c++c-) 
(2.31) 
si 1 pair. Elles sont done Ca par rapport a u pour 1 u j petit et ne dependent pas 
du choix de a. Par consequent on a 
(d/du)m . p.f. s ro(x, ~)-~‘~+j - 4(x, 7) dS,, 
In’ls& 
= p.f. J (a/&~)~ - (ro(x, 7)-z’2+j - a/(x, 7)) dSq . 
I~‘lsa 
(2.32) 
Nous pouvons maintenant definir la regularisation de l’integrale 
(2.33) 
pour x assez proche a ax-. 
DEFINITION 2.1. Supposons que (2.33) est une combinaison lineaire des 
indgrales de type (2.13) ou (2.14). Alors pour un petit nombre positif ‘a, on 




. dx, rl) dsn 
= P-f* Jsl-‘x(,n.,<.l Gz’2+1--(1 ( 5” 2 a& d/r&, di + B(x, 7) dsn 
+-S a”@, dPsq - dx, 7) ds, 





* dxy 4 6, 
ax- 
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si I pair oh aj ,,!I, al et /I’ sont definis par (2.15) et (2.16). Celles-ci ne dependent 
ni du choix de j,, ni celui de a, pourvu que j0 assez grand et a assez petit. 
Par consequent on a 
PROPOSITION 3. Si 9 E P(aX-), on a 
P 2 0. (2.36) 
Celles-ci sont Cm par rapport 2 6 E %X-. On a hidemment 





. t&) dS, = \ aEif ‘) . ~(1) dS,, . (2.38) 
-ax- n 
Remarque I. Soient Df*(M, a) les deux memes disques fermes dans M, 
de centre 6 E Met de rayon a, et S&M, a) le bord de D$(M, a). Considerons le 
C W-complex 
llT = u {(ICI - D,+(M, a)) w (M - D,-(M, a)) u (S&M, u) x [-a, a])) 
EM 
obtenue par l’identification naturelle 
S,(M, a) x {a> % a(M - D,+(M, a)), 
S&M, a) x {-a} 3 a(M - D,-(M, a)). 
Soit A?, la complexification partielle de B par l’extension de l’intervalle [-a, a] 
au plan complex C. On note par rr la projection naturelle de flc sur M. Les 
systemes locaux 9’ et Y* sont definis sur chaque fibre z--l([) et ne dependent 
pas de 5. Alors la “partie finie” (2.34) et (2.35) n’est autre chose qu’une paire de 
dualite entre H,(rr-l(f) - S&M, a) x {0}, Y*) et H*(+(f) - S,(M, a) x 
{Oh q. 
D’apres le thtoreme d’isotopie de R. Thorn (voir [12] et [13]) on a 
PROPOSITION 4. 
est Ca relativement 2 (.$, t) E M x (-1, 1) pourvu que ~~(7) est Cm. 
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3. DEMONSTRATION DE LA FORMULE D'HADAMARD 
Considerons la variation 6 dtfinie par dt @ a/& = SV, @ a/&~~ , le long du 
champs de vecteur a]& dans (-1, 1) x M. On a Cvidemment 
ad& = H(4) lb, dS, , (3.1) 
oti H(t) dksigne Ia courbure de moyenne de 8X,- en 4. La proposition 4 entraine 
immCdiatement le 
LEMME 3.1. Sous la &me hypottise que dans la Proposition prkckdente 
Remarque 3.1. La function E{x, y) &ant symhique, on a pour x, y E X-, 
s aqx, 5) ax- r %Y . E(L-, y) ds, = j E(x, 5) * =fCy’ dS, . (3.3) ax- 
Ceci entraine les suivants: 
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x 6vci - dS,, -*- dSrmsl + p.f. 
s gradzl E(x, 5,) (dX,-F’ 
(3.7) 
Dhonstration. Le premier membre de (3.7) est Cgal g 
F; p.f. s,,,,-,.-l aEt;,‘l) ... ‘~;~;v,‘;~) ... aE(‘;;2 ’ &-‘) E([,-, , y) 
i L-1 
x 8vci dSc, ’ . . dSrmel f
s 
wx, 51) . . . mL2 7 L-1) 
(ax,-)-1 av51 av,,-, 
x aE(kz-l ‘d &,c,-l . ds ... dS,,,,m, + ni1 p.f. [ a-J+, 51) 
akl 51 i-2 . cax,-,nl-l avc, 
X aE(sl ’ k) 
avc2 
. . . a2E(5i-1 ’ li) . . . E([,-, , >,) . &,,, ds,, 




a'% 5 52) . . . Wk-2 I ka-& E([,-, , v) 
avcp avcm-, 
x Sv,, dS,, .” dS 
6,-l + Ii: J~ax,-,m~l 
aJq.T 51) awl , 52) . . . 
aV Cl %* 
* aJwL2 9 L-1) 
av6,-1 
W-m-, , v) * Svci W5i) ds,, dSrn ... dSs,-l. (3.8) 
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D’autre part d’apres Lemme 2.1 on a 
a2qx, 5) 
avz2 = -H(5) * a/avc E(x, C) - a, E(x, 5) + sE(x, 5). (3.9) 
Par consequent, pour v E cyax,-), on a 
p.f. j- &W, 5) . d5) ds, 
ax- 
= -p.f. s gr4 J%!, 5) * g4 d5) ds, , (3.10) 
ax- 
d’oti la proposition. 
La combinaison des deux Propositions 1 et 5 donne 
T&O&ME 1. 
+ j * grad, G(x, 5; A) * grad, G({, y; A) 6vC dS, 
ax,- 
+ s s G(x, 5; 4 - W, Y; 4 6~ dSc] et (3.11) 
ax,- 
wx, y; 4 = 2 rg _ aN(;v 5; ‘1 < aNtkv,; ‘1&,< ds, 
t c 
+ s grad, N(x, 5; A) l gra& N(5, y; A) 6~ dsr 
ax,- 
+ s s,, _ N(x, 5; 4 N(1, Y; 4 svc dJ’c] . 
t 
(3.12) 
Dhmnstration. G(x, y; A) ou N(x, y; A) &ant meromorphe en h E @, on n’a 
qu’a demontrer ThCoreme 1 pour 1 A 1 < 1. Si 1 X 1 < 1, G(x, y; A) ou N(x, y; A) 
a I’expansion (1.8) ou (1.9) comme series de puissance en A. On applique la 
formule (3.7) pour chaque terme, d’oti le theoreme. 
D’apres la theorie classique de potentiel les Problemes In et Ij‘ sont uniquement 
rbolus. G-(X, y; A) et N-(x, y; A) sont done holomorphes en h = 1 et h = - 1 
respectivement. De plus les fonctions G-(x, y; 1) et N-(x, y; -1) (S > 0) 
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donnent les fonctions de Green et Neumann G(x, y) et N(x, y), satisfaisant aux 
conditions aux limites suivantes respectivement: 
G(s, y)lax- = 0, 
(-A + s) G(x, >) = I’+, y), s > 0, et 
5 E ax-, 
(-A + s) N(x, y) = E’(x, y), s > 0. 
En vue des formules (1.10) et ( 1. I 1) il vient 
Gb-, 7; 1) = G(x, 7) = W, y) = 0, [, 7 E a,\--, 
2 aG(x, 17; 1) = X+, rl) 
Pv, av,- ’ 




Par conskquent on a la formule classique d’Hadamard (voir [2]), grace h(3.11) 
et (3.12): 
T&O&ME 2. 
6G(x, y) = 1 AG+ - aGkcy) 8vc dS, , s 3 0, (3.17) 
-ax- h 
-8N(x, r) = j 3; N(.x, 5) . grad, N(<, y) 6~~ ds; 
ax- 
+ q,- 
N(x, 5) - N(<, y) 6v, dS, , s > 0. (3.18) 
Dans le cas ou s = 0, la fonction de Neumann N,,(x, y) satisfaisant aux 
condition aux limites: 




No(5, y) dS, = 0 
-ax- 
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s’exprime de la forme suivante, en vertue du Remarque 2, 
N&, r> = p$ [N+, -?; A) + 2X/ 1.’ . j ~(.r, 5; A) dS, 
iix- (3.20) 
- l/V j 
dX- 
N(5, I’; 4 dS, + .%,‘I’ . j;axm,2 N(5, 5; 4 ds, d&l. 
Par consequent, 
T&OR&E 3. Si s = 0, on a 
-SN(X, y) = j” grade N(N, 5) . grad, N(1, J,) 6vc dS, 
ax- 





En prenant les valeurs aux limites x - 5, et y + 7, 6, r) E ZX-, on a 
THI!WU.IME 2’. 
SG(.& 7) = p.f. 1 
ax- 
aG;;; ‘) . aG;t; ‘) 6v, dS, 
+ aW, 7) 6v, + aG(L 7) 
avs as 
&,, ?l, s 3 0, (3.22) 
--SN(t, 7) = p.f. 1 grads N(5, 5) . grad, N(L7) Sq dSc 
-ax- 
et 
N(C-, 5) . N(5, 7) Sv, dS, , s > 0, (3.23) 
THI?OR&ME 3. Si s = 0. 





4. UNR Gl?NhLISATION DANS L’ESPACE DES FORMES DIFFBRENTIELLES 
Dans ce qui suit on suivera les formalitks de l’article de P. E. Conner [3]. 
On dksigne par Q.(X) l’algkbre de de Rham, de formes difkentielles dans X 
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et par d I’opCrateur de Laplace dd* + d*d, oh d* dksigne l’adjoint de la d&iv&e 
extkrieure d. Une forme quelconque v de Q’(X) s’kcrit moyennant les coordonnkes 
locales (x1, .Y2 ,..., x’) avec x1 = t, .x1 = $,..., xl = fz-l, relativement Q ax,- 
dans Section 2: 
oti y’ et v” ne contient pas dt. On dksigne alors par VT = dt A v’ (composante 
normale), TF = v” (composante tangente), rp/du = CJJ’ et 2~/& = drp/dv (d&i&e 
normale). On utilise les notations %, 2, a* et d = ;E * IE* + c?* * ;E par rapport g 
la mktrique induite dans 2X,-. On note par fi’(X, X) = xi=, J&(X, X) le dual 
de Q’(X) Gj Q(S), ’ - a savoir, l’espace des bi-formes de courants dans X. 
Soit E(s, y) E $‘(X, X) la forme de Green dans X satisfaisant aux propriCtCs 
suirantes: 
(A, + s) E(x, y) = Y(x, ?I>, 
S-J% Y) lax = T,E(X, y) Iax = 0, 
(4.1) 
pour y E X fix& oti Y((x, y) dksigne la mesure de Dirac E 0.(X, X) (voir [9]). 
Dans ce cas-li on a la formule de Green: 
- 
1 E(x, Y) * *r d,(v) + j- d,*-W, Y) A VP = -p(y), (4.2) 
‘X- X- 
pour CJZ E Q’(P) quelconque. On considkre les formes de Green G1-Gvr associkes 
aux six problkmes aux limites suivantes dans le domaine X-: 
(4 + s) G(x, v) = W, Y), G(x, y) - E(.r, Y) (4.3) 
est de classe Cic auec les conditions am limites: 
(1) ~,G(.rv Y) IdX- = ccG(‘1~, y) lax- = 0, 
(II) v,G(x, Y) lax- = vs. 4% Y) Iax- = 0, 
(II*) T~G(x, y) IEX- = d,*G(x, y) Iax- = 0, 
(III) T~G(.~c, y) Iax- = VI d,G(x, y) Iax- = 0, 
(III*) v,G(x, y) Iax- = d,*G(s, y) Iax- = 0, 
(4.4) 
(IV) d,*G(x, y) Iax- = I’~ d,G(x, y) IEX- = 0 
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Definissons les formes de serie de Neumann G,(x, y; h) et G,,(x, y; h) E 
@(X,X) ana o 1 g ues aux fonctions G(x, y; A) et N(x, y; X) dans Section 1 comme 
suit (voir [3]): 
oh E = (-l)‘p+z+l, et 
G:,(x, y; A) = E(x, y) + 5 (2i1)~+1 
VI =o 
h '*z,, dz,E(zo 9 Y) 
(. *z,E(zo >y) i ” (4.6) 
suivant que x E X* et y E X-. Ce que celles-ci sont meromorphes en h E @ 
decoule immediatement des deux lemmes suivants dus B D. F. G. Duff, D. C. 
Spencer et P. E. Conner (voir [3]): 
LEMME 4.1. G,-(x, y; A) s’exprime de la fan: 
G,-(x, y; A) = E(x, y) + s +G Y) * *z dzE(z, 4 
3X- 
(4.7) 
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oti OL(.T, y) et /3(x, y) satisfont au systkme des kquations int&rales: 
--X7&E(X, y)]5=c = +.&7,*$(x, Y)lz=c +h j 
ax- 
+ h s,,- dtE(z, 4 * ~,*.z*zk Y)]~=~ 9
et 
De mCme manibre on a 
LEMME 4.2. Gr;(x, y; A) s’exprime de la forme: 
GG(x, y; A) = E(x, y) + j dz*E(x, 4 * *z/‘% Y) 
ax- 
(4.10) 
oh OL(X, y) et ,3(x, y) satisfont au systhe des +uations int&rales: 
--h-r,*,% Y)ln=~ = +b,*zi% Y)]z=c + h j 
ax- 
Tz*z di+W~, x) A *z&, y)] 
X4 
et 
+Yl T,*,&, x) * *a d&t Y), (4.11) ax- 
-A, d&x, y)]x=< = iv, 44x, YL + h j vz 4 d%(z, x) * *AZ, Y) 
ax- 
+ A s,,- vx d,cE(z, 4 * *z 44zt Y)] - (4.12) 
2-E 
Dkmonstration. On a qu’g utiliser les formules pour potentiels de coucle 
simple our double suivants: 
= biT&~ Y)lz==a + s,,- +, Y) * Tz*.z 4% x)]~=~ , (4.13) 
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Les valeurs aux bords limites de G,-(x, y; A) et GJx, y; A) satisfont aux 
proprittCs suivantes: 
v,G:I(x, y; ALP = (1 f A) vfGu(4, y; A), 
vx 4Gk Y; 41,=, = (1 f W4, GdI, Y; 4, 
~.rG;;(x, Y; 4lz=e = ~zG;;@, Y; 41.-e ,
T+ dzGi(x, y; 4lx=e = ~z dzG(x, Y; 4le=f 
oh (QG~(E, y; A), v,G,(~, y; A)) et (~pG1(& Y; 4, WfG(S, Y; 4) sent d&nis 
comme suit: 
= (T3cE(& YL 9 %J%, Y)lrJ 
+ i. Wrnfl J w%l 9 Y), *zoJwll 2 Y)) 
(ax-P+l 
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respectivement. En particulier Gr-(x, y; A) et Gn(x, y; A) sont hoIomorphes en 
h = 1. G,-(x, y; 1) et Gn(x, y; 1) ainsi co’incident avec les formes de Green 
G&Y) et G&Y) d es ro P bl emes I et II respectivement. 
De la m&me man&e que dans Section 2, on a une generalisation des formules 
de variation d’Hadamard comme suit: . 
Pour la variation du bord ax,-, 8~~ @ a/&, = dt @ a/at, on obtient 
T&OR&ME 1. Si G(x, y; A) est un de GI et GII on a 
=(x, y; 4 = A [j- & (W(x, z; 4 A *z d,G(z, y; A)) Sv, 
2x- 2 
+ j-,- & (d,*G(x, z; 3 A *z dzG(z, y; A)) 8~. 
+ s s,,- & (W, z; A) A *z d,G(z, y; A) Sv,l. (4.19) 
En particulier on a 
THBOR~IME 2. 
N&(x, y) = [s,,- & W, 5) A SC & GIG-, Y) svc 
+ s & & Gdx, 5) A j, g $- ~~(6, Y) svc] (4.20) c c 
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et 
+ s j- G&G 5) A ~Gn(L Y) h). (4.21) 
5. Dans la suite on supposera que X soit un espace euclidien de dimen- 
sion 1. Soit W une variCtC compacte Cm a bord C”, a W, telle que ( W, 8 W) 3 
([a, /3] x M, ,B x M) avec aW = /3 x M. On fera l’hypothese suivante pour 
un plongement differentiable Q: W---f X, 
[H, 11 Dam [a, p] x M la mt%trique induite Q * ds2 a la form 
Z-l 
Q* ds2 = (dt)” + 1 &(t, [) de . dej, 
iA==1 
(5.1) 
ori chaque Mt E t x M est d+ni par t = Const. telle que (a/t) gl/* = 0, autre- 
ment dit la courbure de moyenne H(f) s’annule partout dans Mt , OL < t < j?. Ceci 
correspond a la condition de “light cone gauge” dans le modele des cordes (voir 
[8, p. 11121). On dbignera par W, la variCtC compacte Ccc dans W dont le bord 
est Mt. Le volume de M, ne depend pas de t, 01 < t < B par I’hypothbe. 11 
sera note par V. 
Soit X le dual de X avec du produit interieur ( , ) et C”(M, 8) (ou C,“(M, k)) 
I’espace des applications differentiables P de M dans X (telles que sM P 0 
q;l dS, = 0 respectivement). Soit N,,(f, 7) la restriction a Mt de la fonction de 
Neumann N&x, y) satisfaisant aux propriMs (3.19). Elle est Cm par rapport a t, 
a! < t < /3. Considerons la fonctionnelle 9(P, t) sur Ca(M, X) comme suit: 
Ndf, ?KP a !K’(fh p o 93rlD 6 ds,] * (5.2) 
Celle-ci est analogue a celle de Green dans la theorie quantique de champs du 
modele de cordes. Nous conviendrons de la dire “fonction de Green dans le 
mod2le des variitbs P plongkes” (voir [6, p. 22931 et aussi [8, p. 11171). 
La differentiation de (5.2) par rapport a t donne 
qp, t) 
at = alat * exp [-+ S,,,,, X,(5, M’ 0 $(f), P 0 4%)) ds, * 41 
= a/at exp [ -4 JMtXMt Wf, 77) 
x <P 0 q;‘(f), (P 0 q;Yd - P 0 qt’(f)D 6 dS,l] 
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= CqP, t) [-4 P.f. s, XM a,at &(59 7) 
t t 
car ~(6) et ~(7) = 0. D’autre part conformement g (3.24) dans ThCorkme 3’ 
on obtient 
-a/at . N&f, 7) = p.f. s gradi N&t, i’) * grad< N,([, T) dS, - $ (5.4) 
Mt 
ce qui entraine: 
ag(p, t) 
at = g(P, t) [t p.f. JMtXM ds, dsn t 
x p.f. [ j 
Mt 
grad< N,(S, 5) * grad, Wrl, 5) ds, - +] 
x (P o at> * (P o 4m - p o Qt*m]. 
Le second membre se r&it de la manihe suivante: 
(5.5) 
On remarque l’opkrateur Laplacien pour 9, 
6 
SP 0 q;1(5) )> 
e GqP, t) (5.7) 
n’est pas bien dkfini, car Em,,, IV&[, 7) = 00. On dkfinit sa renormalisation: 
DEFINITION 5.1. On note par 
I,, dSE :((a sp o &) ,“>: 
5w343-‘3 




dS, lim grad, grad, 
62 
Mt n-*8 tip O 4;w w o 4;‘(17) 
) + N(t, 7)). V-8) 
(5.6) entraine immkdiatement 
THBOE&ME 6. 
Pour Cviter la rkgularisation de l’optrateur de Laplace on pose 
Nsing(t, 7) = 2 E([, q) + i (-2)” I?([, 1,) aEtb’ 52) -.. 
! P=l 61 
(Remarque que cette fonction est symktrique A cause de (3.3)-(3.6)). La fonction 
N&f, 7) = IV&.$, 7) - N,&f, 7) est alors Cl dans Mt x Mt . La formule de 
variation de Nr,,( [, 7) s’krit comme 
ahdf, 7) 1 
at - V- M, s- gra& h&, 0 - grad, &&I, 5) dS, 
- p.f. JM, grad, Nsine(l, 5) * grad, N~(rl, 5) dSc (5.11) 
- p.f- s grad, N&, 5) * grad, &&T, 5) ds, - Ktf, d, 
Mt 
oh K(t, q) dksigne 
p.f. jM, grads Nsmg(S, 5) - gradr Nsing(T, 5) dS, + aNsi$” ‘) , (5.12) 




%eg(P, t) = 
M XM NedS, d(P 0 qtl(W 0 qt%)> ds, G,] 
exp [: f dt JMe grads grade N&f, 0 dS,] 
(5.13) 
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oti c designe un nombre positif constant tel que t > c. Par suite de mankre 
analogue a Theo&me 6, on obtient 
THBORBWIE 6’. 
P 0 q,‘(c) dS, , grad * 
b w o q;l(C) 
) 
+ fW, TM’ 0 G’(5) . P 0 q&)? ds, ds,,] greg 3 (5.14) 
ozi A-([, ?) est donne’par (5.12). 
Probkme. Les bquations (5.9) et (5.14) p euvent etre regardkes comme kquations 
de chaleur. 11 semble intkressant de se poser la question si les fonctionnelles ‘3’ 
ou dreg ont les proprietes analogues aux noyau de Gauss. Plus exactement, soit v 
W g [CX, /3] x M g [M, /3] x M avec a W g Ma - A& . Moyennant la fonction 
de Neumann N&X, y) on considere la fonctionnelle suivante: 
Wl 3 t1 ; p2 I t2) 
-&.I - ~vt,K, W’, 0 q?(t) . P, 0 q;l(rl)\ ds, d&l. (5.15) 
(Mt2)’ 
La premiere question a poser est la suivante: Soit t, fix&. Est-ce qu’il existent 
une mesure convenable maiGv$xke 2?P dans un espacejxk S contenant C,~(M, 2) et 
une fonction positive Cc U(t, , tP) dans OL < t, < t2 < /3, telles que 
lim t2+t1 s Z 
g(pl&l ; p; ’ &) @(PI) G?Pl = @(P,) 
17 2 
(5.16) 
pour une fonctionnelle quelconque au moins polynomiale @ sw Z? 
La deuxieme est la suivante: Est-ce qu’elle a la propri& d’&tre transitive: 
r w,, t,; P,,h) .p vt2 , t3) - qp,, t, ; PI, t1), U(t3 3 4) 3= gcp2, t2 ; p17 t1) ? q'(tz 7 t1) (5 17) 
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EXEMPLE. En particulier soit W = [0, T] x M de la metrique de produit 
par rapport a (t, 6) E [0, T] x M, 
1-l 
Q* ds2 = (dt)’ + c gij(f) dp . d[j, 
i.j=l 
(5.18) 
alors la fonction de Neumann iVs(x, y) de d = a2/at2 + 2, satisfaisant a la 
condition aux limites: 
awt, Y) 1 =-- 
av, 2v 
dans M,, = 0 x M, 
awt,~) = 1 --- 
al2 2v 
dans MT = T x M, 
j N&5 Ads6 + j ~~(6, Y) d& = 0. (5.19) 
Mt MO 
Soit {urn(~)} m = 0, 1, 2, 3 ,... une suite orthonormale des fonctions propres de 
-d dans M avec les valeurs propres X,, , 0 = A,, < A, < A, < ... . Alors 
Ns(x, y) s’ecrit comme: 
N&J@, 6; t’, 0 
= z1 ch Ay;;2:$:; - t, u,(f) u,(r) 
+&(t’-t+$), tat’ et 
pour 3~ = (t, 6) ety = (t’, e), de sorte que l’on ait 
N,(T, 5; T, 5’) = f 
ch &I2 T 
Xl," & h1'2T um(E) ' um('f') + $ 
m=1 m m 
= Nreg(T, 6; T, 5’) + Nsing(Tt 5; TV 5’1, (5.21) 
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oh on pose 
-- 
Alors Nres( T, t; T, .$‘) est Cm, et la trace de grad, grad, N&6,7)): C,,cp(M, x)-t 
CoK(M, 8) est Cgale a 
tr(grad grad N,,,) = 2 c 2e-2”~“/(l - e-2AcT) 
log c (1 - e-2hi!8r 
WZ=l 
(5.23) 
L’equation de variation pour NO( T, .$; T, f) s’exprime 
dN,e,(T, 5; T, ~3 - = - 
dT I 
grad, N&T, 5; T, 5) . grad< K&T, 5; T, 5’) d& 
M 
- 2(-6,)1’2 N(T, 5; T, 4’) + 1/4V. 
On definit une regularisation de %,,a(Pr , t,; P2 , t2) comme suit: 
(5.24) 
%eg(P, I t1 ; p2, t2> 
exp [- 3 j- Nr,,(T, 5; T, ElWV) . P(P)) ds, d&] 
M =-- -- 
El (1 - e-2APT)z/2 
-- (5.25) 
alors on a finalement: 
THkORknfE 7 (Equation de Nambu renormalisee). 
d%xz(P1, t, ; P2, 4 
4 
= [a//+3&$) 
+ f dsd-W* -& - 1/q 
M 
x %x(Pl , t, ; p, , t2). (5.26) 
Celle-ci est exactement une version euclidienne de l’equation de Schr6dinger 
dans le modele de cordes si I = 1. 11 ne semble pas que nos problemes ont 
resolus m&me dans ce cas. 
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Remarque 5.1. La fonctionnelle quadratique y(P, t) sur COx(M, X) suivante 
Y(P, t) = 4 1 %(f, 7)<p 0 q;l(t), P 0 q;‘(v)j dS, dS, (5.27) 
est Cgale a la valeur stationnaire de I’integrale de Dirichlet Sr,-(a-, 7~) par 
rapport a V- E C=(X-, k) telle que V-lax,- = P 0 q;l. Elle d&nit certain 
Lagrangean de la mechanique classique consideree dans P(M, k), de sorte 
que y(P, t) satisfait a l’equation d’Hamilton-Jacobi que voici: 
%(P, t> 
at 
+ H (6 Y, sp o;;l(E) 
1 
= 0, (5.28) 
oh H designe la fonctionnelle 
7 : s r grad, SY - SY M SP 0 q;‘(E) . grad, SP 0 q,-‘(f) > ds, - 
Autrement dit, la formule d’Hadamard (5.4) n’est autre chose que I’equation 
d’Hamilton- Jacobi. 
Added in proof. Recemment, dans une serie des articles, M. Sato, M. Jimbo et T. 
Miwa ont etabli la theorie de deformation reliee au probleme de Riemann-Hilbert pour 
equations de champs quantiques holonomiques. Comme ils ont remarques, notre theorie 
de variation est etroitement lie a celle-ci. Voir le suivant: M. Jimbo and T. Miwa, Studies 
in holonomic quantum fields, XIII, PTOC. .fapan Acad. A 55 (1979), 115-120. 
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