The k-and k-l eddy viscosity turbulence models are now used extensively in environmental flow modelling. In the present work computations for oscillatory flows are examined over a broader range of experimental parameters than considered previously. Comparisons are made with field measurements and laboratory data, including new measurements reported here for the first time. It is confirmed that the bed friction velocity and mean flow profiles are, in general, adequately predicted by both models (the k-model is, however, somewhat more accurate than the k-l formulation). Reynolds shear stress, turbulent kinetic energy, and eddy viscosity are less well predicted, although the k-model again gives more accurate results than the k-l model. An attempt has been made to assess the uncertainty in the experimental data for Reynolds stress and eddy viscosity: it is found that the k-model computations for both quantities more frequently lie within the estimated uncertainty bounds. Those bounds are nonetheless wide, emphasizing the need for improved experimental resolution of rough bed flows. Such an improvement would assist in the evaluation of proposed refinements to commonly used turbulence models such as those under investigation here and, indeed, to greater reliability in the development and assessment of more sophisticated schemes.
INTRODUCTION
Oscillatory boundary layers in the natural environment occur in estuaries and coastal regions due to tidal flows and short-period wind waves. The bed is generally hydraulically rough and, at high Reynolds numbers, the boundary layer may be characterized by the parameter a/k s provided that d/h < 1, where a is the amplitude of particle motion outside the boundary layer, k s is the Nikuradse roughness height, h is the water depth, and d is the unbounded boundary layer thickness (defined, for example, by Jensen et al. 1989) . There have been several numerical investigations based upon k-e and k-l eddy viscosity turbulence models (k is the turbulent kinetic energy, e is the rate of viscous dissipation of k, and l is a turbulence length scale). The application of both k-l (Justesen 1991; Sajjadi & Waywell 1998) and k-e models (Justesen 1991; Baumert & Radach 1992; Stansby 1997; Sajjadi & Waywell 1998; Thais et al. 1999 ) to rough bed boundary layers has indicated that a broadly satisfactory performance is achieved. It should, however, be noted that predictions of eddy viscosity have not been assessed, and it is the eddy viscosity that determines the mixing of solute and sediment (at least within an assumed Fickian framework). Clearly, such predictive capability is of fundamental importance within general environmental flow and material transport modelling. In this paper we report 1D-vertical numerical simulations using the above turbulence models for various laboratory and field conditions covering a wide range of a/k s (from 86 to 3.6 × 10 6 ) and k s /h (from 10 − 4 to 10 -1 ). The lower bound on the a/k s range is close to the limit of applicability of the present modelling approach because of assumptions implicit in the associated 'wall functions' (which provide the bed boundary conditions on the momentum and turbulence transport equations); the upper value of k s /h represents rather shallow flow which is nonetheless of practical importance.
d/h varies from approximately 0.2 to values in excess of 1;
for d/h > 1 the boundary layer interacts with the free surface and in such cases the particle amplitude, a, is defined at the surface.
The sources of experimental data and the defining parameters of the various cases are listed in Table 1 . The Jade estuary data are given by McLean (1983) and the Elbe estuary data by Schrö der (1987) . The cases 'JSF13' and 'JSF12' refer to the data of Jensen et al. (1989) obtained in an oscillating water tunnel (Justesen (1991) has previously reported model comparisons with the JSF data). 'UKCRF' denotes previously unpublished data from the work of Lloyd et al. (1997) Table 1 for the Jade and the Elbe are taken from Baumert & Radach (1992) ; the JSF values are supplied by the original authors, and in the UKCRF and UMTF cases k s is taken as 2d (where d is the grain diameter).
Bed friction velocity is compared with the JSF, UKCRF, and UMTF data. Phase-averaged (or 'mean') The Jade and Elbe data have previously been modelled by Baumert & Radach (1992) and Stansby (1997) using the k-e model: it is Stansby's scheme that is adopted here (the 1D version in present use is based upon a general 3D solver and incorporates a parabolic mesh generator to give high flow definition at the bed). Sajjadi & Waywell (1998) have applied eddy viscosity and also Reynolds stress transport models to these cases. Their k-e model results were similar to those of Baumert & Radach (1992) and all the models tested were in good agreement with the data.
An important aspect of the present study is an assessment of the accuracy with which the k-e and k-l models compute eddy viscosity. Under experimental conditions it is necessary to employ many oscillation cycles (at least 50) in order to obtain statistically meaningful estimates of this quantity (Sleath 1987; Jensen et al. 1989) . In relation to the experimental work discussed above, data of this quality are available only for the JSF and UMTF cases. An attempt has been made here to quantify the uncertainty in the experimental estimates for eddy viscosity in order to permit a realistic evaluation of model capabilities.
Some preliminary findings in this area were presented by Letherman (1999) .
While there have been numerous studies of smooth bed flows, the present work is concerned only with 
MATHEMATICAL FORMULATION
The governing equations are written in a phase-averaged In Equation (1) t is time, is density, p is pressure, n is molecular kinematic viscosity, and − KuwL represents the phase-averaged Reynolds shear stress (with u and w the horizontal and vertical fluctuating velocities, respectively). The introduction of an eddy viscosity, n t , relates the Reynolds stress to the vertical velocity gradient:
In the k-e eddy viscosity model n t is determined as a function of the phase-averaged turbulent kinetic energy, k, and the rate of viscous dissipation of k, denoted by e:
The model incorporates differential equations for the determination of both k and e. In a physical sense, therefore, transport (unsteady and diffusive) effects influence the evolution of both turbulence quantities through a cycle. The k-and e-transport equations are
The constants appearing in Equations (3)- (5) where k is the von Ká rmá n constant (taken as 0.4 throughout the present study). It follows from Equations (3) and (6) that n t may be expressed in terms of k and z only:
e appearing as the sink term of Equation (4) 1983) and Schrö der (1987), the same authors (Sajjadi & Waywell 1997) found a stress transport model to be more accurate than a k-l formulation in comparison with the laboratory data of Sumer et al. (1987) and Jensen et al. (1989) . It remains the task of the present study to carefully evaluate established k-e and k-l models against a range of experimental data for rough bed oscillatory flows.
Boundary conditions
The lower boundary condition on velocity is given by the semi-logarithmic velocity profile (or 'law-of-the-wall') for fully rough turbulent boundary layers (Schlichting 1979 ,
where the friction velocity, U t = (zt b z/ ) 1/2 and t b is the bed shear stress. The subscript 1 denotes the first velocity node above the bed. Conventional bed-adjacent boundary conditions on k and e are applied:
where the subscript 1(t) denotes the first turbulence node above the bed. The equilibrium assumptions underlying Equations (9) and (10) are discussed by Cotton & Stansby (2000) . At the upper boundary the shear stress is zero and hence the velocity gradient ∂U/∂z = 0. Upper boundary conditions on k and e at the surface are also supplied using the zero gradient conditions ∂k/∂z = ∂e/∂z = 0 (Rodi 1993) .
Input parameters
Two versions of the 1D-vertical computer code were used in the present study. The principal difference between the two lies in the input parameter for solution of the momen- In the larger-scale UKCRF and UMTF experiments, however, volumetric flow rate or bulk velocity was the controlled quantity. In simulating these cases an integral continuity constraint in which bulk velocity is prescribed as a function of time is added to the equation set:
Numerical procedures
The present numerical procedures are described in detail by Stansby (1997) for the parent 3D algorithm. Here we limit discussion to a brief treatment of the spatial flow discretization and method of time advancement adopted in the 1D program.
The nodes for velocity, U, and the turbulence variables, k and e, are staggered in the vertical direction. Steep gradients of flow variables occur in the near-bed region and therefore a parabolic mesh spacing is employed to
give high resolution in the lower part of the domain.
Following Cotton & Stansby (2000) an attempt was made to use 100 velocity nodes and also to position the first velocity node to satisfy the dual criteria:
The first criterion (in which z + l,max = z 1 , U t,max /n) was satisfied without exception in the present work. It proved not to be possible, however, to use 100 nodes and to simultaneously satisfy Equation (14) for all the cases examined.
To cite two examples, in simulating the JSF experiments 100 nodes were used and Equation (14) was satisfied; making comparison with the UMTF data, in contrast, only 10 velocity nodes could be used while maintaining z 1 /k s within the specified range. In fact, the maximum value of z 1 /k s did frequently exceed 0.1: in a third example (the Jade) a value z 1 /k s = 1.8 was used in conjunction with 100 nodes.
The solution is marched in time using an implicit solution algorithm. Thus, for the momentum equation (Equation (1)) the velocity, U, which appears in both the unsteady and shear stress gradient terms, is evaluated at a new time step using a specified value of pressure gradient (or bulk velocity) and the 'old' eddy viscosity distribution (Equations (2) and (3)). In the case of the turbulent kinetic energy, k (Equation (4)), a similar procedure is adopted and the net production-minus-dissipation generation rate is treated explicitly as a source term. A slightly different technique is applied in the treatment of the e-equation (Equation (5)): here, the production-minus-destruction source term is handled in a semi-implicit manner (Stansby 1997 
Sensitivity tests
The sensitivity of the computed results to both physical and numerical parameters was investigated in the course of the study. The physical tests that relate to turbulence model constants have been indicated above and will be discussed under Results. An extensive series of numerical sensitivity tests was conducted on simulations of the two JSF cases and the UMTF data: an assessment of sensitivity to changes in a given parameter was made by reference to the value of the wave friction factor,
The largest change in f w ( − 11%) was recorded when z + l,max was increased from approximately 40 to 90 while simultaneously the number of spatial nodes was halved. At least in respect of the wave friction factor, this figure must be seen as a measure of the uncertainty associated with a conventional implementation of rough bed boundary conditions. (Some further discussion of numerical sensitivity issues may be found in Cotton & Stansby (2000) .)
RESULTS
The k-e and k-l models are compared below against the six experimental cases detailed in Table 1 . In addition to those variables defined previously, Table 1 is generally close to the data, although a degree of discrepancy is again apparent in Figure 4 (c).
Comparison is made in Figure 5 with the turbulent kinetic energy data of JSF13. In representing the data it should be noted that turbulent kinetic energy is correctly The variation of eddy viscosity, n t , over the first half cycle is shown in Figure 6 . Rearrangement of Equation (2) (7) and (9) leads to the classical mixing length result:
and hence n t adjacent to the bed does not depend directly upon C m .
The UKCRF
In the remaining tests against the UKCRF and UMTF data we revert to the standard prescriptions of the k-e and k-l models. Lloyd et al. (1997) Figure 9 (as in the UKCRF case, the experimental points were obtained using semi-logarithmic fits to the measured velocity profiles).
U t,max as measured and also computed using the two turbulence models is approximately 8-10% lower than the value given by Equation (15). Within the reliability of the processed data, it appears that both the k-e and k-l models lead the data by a phase margin of roughly 20°. The finding is similar to that obtained in comparison with the UKCRF friction velocity data, which were processed in a similar manner, but not in examination of the direct measurements of Jensen et al. (1989) . Clearly then, caution must be exercised in interpreting model performance under conditions where data for an unsteady boundary layer characterized by phase shifts in the vertical direction are implicitly assumed to be quasi-steady. Velocity profiles are shown in Figure 10 : at three phase positions (0°, 60°, •Data, --k-e model, ---k-l model.
and 180°) the models are in acceptable agreement with the data, although the peak occurring at 120°is not resolved. 
