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 1Communication is simply the process of transferring information from one place to another. Although this definition is simple, the subject of communication is complex. 
The question addressed in this thesis is how communication is achieved in the 
human brain. Many findings suggest that neuronal oscillations play a fundamental 
role for shaping the functional architecture of the working brain (Bressler and 
Richter, 2015; Buzsaki and Draguhn, 2004; Varela, et al., 2001). That is, cognition, 
perception and social interaction depend upon coordinated neural activity. This 
coordination operates within noisy and distributed neural networks at multiple 
timescales. Traditionally, neuronal oscillations are divided into several frequency 
bands: i.e. delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz) and 
gamma (>30 Hz) (Fig. 1). Important but unresolved questions are whether these 
different oscillations subserve distinct functional roles and how they interact in 
different cognitive processes. In addition to their role in normal brain functioning, 
there is also increasing evidence that altered oscillatory activities are associated with 
neuropsychiatric disorders, such as Major Depressive Disorder (MDD), schizophrenia 
and attention deficit hyperactivity disorder (ADHD)(Basar and Guntekin, 2008; 
Fingelkurts and Fingelkurts, 2015; Uhlhaas, et al., 2008). In this thesis, I aim to 
characterize brain oscillations in cognition and disease. In the following parts, I will 
firstly briefly review the functional role of theta, alpha, beta and gamma oscillations 
and point out the lack of unifying framework. Since neuronal oscillations are not 
independent and they can coexist at multiple frequency bands, it is important to 
investigate interactions between oscillations in different frequencies. Subsequently, 
I will give an introduction on the functional role of cross-frequency coupling (CFC) 
and the necessity to develop a novel tool to investigate directionalities between 
neuronal oscillations. In the end, previous work about neural oscillation disruptions 
in MDD will be discussed as well.
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Figure 1. Brain oscillations at different frequency bands. (a) Delta oscillation (0.5-4 Hz); (b) 
Theta oscillation (4-8 Hz); (c) Alpha oscillation (8-13 Hz); (d) Beta oscillation (13-30 Hz); (e) 
Gamma oscillation (30-100 Hz).
1. Function role of brain oscillations 
Theta oscillations
Hippocampal theta oscillations (4–8 Hz) are one of most studied rhythms in the 
mammalian brain (Buzsaki, 2005; Colgin, 2013; Kahana, et al., 2001). It is generally 
agreed that the medial septum (MS) is involved in generating theta rhythms mostly 
because lesion or inactivation the MS disrupts theta oscillations (Toth, et al., 1997). 
MS pacemaker cells are believed to be GABAergic inhibitory interneurons imposing 
a rhythmic drive at theta frequencies on hippocamcal neurons (Stewart and Fox, 
1990). In conjunction, intrinsic generators within the hippocampus and entorhinal 
cortex (EC) are also responsible for producing hippocampal theta oscillations 
(Colgin, 2013).
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 1Studies in rodents reveal that the phase of hippocampal place cell firing relative to the ongoing theta oscillations advances gradually as the rat passes through the cell’s 
place field (Okeefe and Recce, 1993). This phenomenon, called phase precession, 
has been demonstrated as a mechanism to increase the spatial coding precision 
(Jensen and Lisman, 2000)and to bind assemblies of place cells for the representation 
of movement trajectories (Buzsaki, 2005). Another study provided support that rat 
hippocampal theta activity chunk information during spatial memory processing 
(Gupta, et al., 2012). In humans, hippocampal theta activity increases during 
virtual navigation (Ekstrom, et al., 2005; Kahana, et al., 1999). Moreover, human 
hippocampal theta oscillatory activity mediates context-dependent episodic memory 
effects (Staudigl and Hanslmayr, 2013). When the context matched, high theta power 
during encoding was related to successful recognition, whereas the opposite pattern 
emerged in the context-mismatch condition.
Human theta activity does not appear to be restricted to subcortical hippocampal 
regions, it is also extended to neocortex (Kahana, et al., 2001). A large body of work 
has suggested that cortical theta oscillations play a crucial role in working memory 
(WM) and long-term memory (LTM) (Lisman and Jensen, 2013). Pronounced 
frontal and other cortical theta band activity have been revealed during WM 
maintenance (Jensen and Tesche, 2002; Raghavachari, et al., 2001). Regarding LTM, 
right parietotemporal theta activity was stronger for recognized items compared 
with correctly rejected new items during retrieval (Osipova, et al., 2006). Besides, 
medial temporal theta power preceding the stimulus predicts subsequent memory 
in humans (Fell, et al., 2011). 
Additionally, theta oscillations are believed to be critical for long-range communication 
(Buzsaki, 2005; Colgin, 2013; Lisman and Jensen, 2013). Synchronization in the theta 
band between hippocampal subregions is thought to be responsible for episodic 
memory encoding and retrieval (Hasselmo, et al., 2002a; Squire and Zola-Morgan, 
1991). In addition, several studies have demonstrated that hippocampal theta 
is strongly coupled to medial prefrontal cortex (mPFC), striatum and amygdala 
(DeCoteau, et al., 2007; Jones and Wilson, 2005; Seidenbecher, et al., 2003). Moreover, 
theta coupling between V4 and prefrontal cortex predicts visual short-term memory 
performance (Liebe, et al., 2012).These findings collectively suggests the importance 
of theta oscillation in long-range communication between the distant brain regions 
(Colgin, 2013; Lisman and Jensen, 2013). 
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Alpha oscillations 
Alpha oscillations (8-13 Hz) were first discovered by Berger in 1920s. It is by far the 
strongest electrophysiological signal measured from the human waking brain (Berger, 
1929). The cortical alpha rhythm is produced in the neocortex but alsoinfluenced by 
thalamic pacemakers that synchronizes the rhythm over larger neocortical areas (da 
Silva, et al., 1973; Saalmann, et al., 2012; Sauseng, et al., 2007). Both the pulvinar 
and the lateral geniculate nucleus (LGN) seem to be involved (Hughes, et al., 2004; 
Saalmann, et al., 2012).
Since alpha activity is most prominent over occipital cortex when eyes are closed 
and subjects are in a relaxed state, the rhythm has been regarded as reflecting 
cortical idling (Pfurtscheller, et al., 1996). This view has changed to alpha oscillations 
being related to functional inhibition of task-irrelevant processing (Foxe and Snyder, 
2011; Jensen and Mazaheri, 2010; Klimesch, et al., 2007). A somewhat different, but 
necessarily contradictory view, is that alpha oscillations are directly involved in 
active information processing (Palva and Palva, 2007).
Various studies on attention, WM and LTM support the notion that alpha activity 
reflects active inhibition under top-down control. The alpha oscillations might serve 
to direct the information flow through the brain and allocate resources to relevant 
regions (Haegens, et al., 2011; Park, et al., 2014; Payne, et al., 2013; Worden, et al., 
2000; Zumer, et al., 2014). For example, hemispherically lateralized alpha activity is 
observed in visual attention tasks, where alpha power decreases contralateral to the 
attended side while it relatively increases contralateral to the ignored side (Worden, 
et al., 2000). A similar phenomenon is found during saccade planning (Medendorp, 
et al., 2007), and in the somatosensory system (Haegens, et al., 2011). In cross-modal 
paradigms, visual alpha appears when attention is allocated to the auditory modality 
(Adrian, 1944; Foxe, et al., 1998; Fu, et al., 2001; Mazaheri, et al., 2014) Likewise, a 
LTM study demonstrated that visual alpha activity could serve to block memory 
encoding when directed by a cue (Park, et al., 2014). Moreover, alpha activity has been 
suggested to reflect long-range communication. One suggestion is that interregional 
coherence between the thalamus (pulvinar) and parts of visual cortex in the alpha 
bands sets up the routing required for selective attention (Saalmann, et al., 2012).
Beta oscillations 
Frequencies between 13 and 30 Hz are termed beta oscillations. Beta oscillations 
occur in all cortical areas and numerous subcortical structures (Engel and Fries, 
2010; Uhlhaas, et al., 2008). It has been linked to neurotransmitter systems including 
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 1metabotropic glutamate as well as GABA(A) receptor and N-methyl D-aspartate (NMDA) receptors generate beta oscillations (Kopell, et al., 2000; Traub, et al., 2004; 
Yamawaki, et al., 2008). 
Many classical observations have linked beta activity to motor and somatosensory 
functions (Baker, 2007; Salmelin and Hari, 1994). Numerous studies have provided 
evidence that beta activity is particularly pronounced during steady contractions 
and attenuated by voluntary movements or motor imagery (Chakarov, et al., 2009; 
Klostermann, et al., 2007; Sanes and Donoghue, 1993). Besides, somatosensory beta 
activity also predicts tactile detection performance and manual response latencies 
towards these stimuli (van Ede, et al., 2011; van Ede, et al., 2012). 
In addition to motor and somatosensory domain, beta activity has been implicated in 
a variety of other cognitive tasks, such as sensory gating, language and LTM (Engel 
and Fries, 2010). In a sensory based decision paradigm, beta activity was related to 
the perceptual decision accuracy, independent of the motor response (van Ede and 
Maris, 2013). In a language study, decreased left frontal beta activity is associated 
with hearing and processing incongruent semantic information (Wang, et al., 2012). 
Moreover, when people encode nouns in LTM, decreased beta power in bilateral 
temporal and frontal regions predicts successful recall. Interestingly, this effect was 
absent when the words were encoded without processing their semantic content 
(Hanslmayr, et al., 2009). In summary, these studies suggest that beyond their well 
known functional role in sensorimotor processes, beta oscillations are involved in 
other cognitive domain throughout cortex (Engel and Fries, 2010).
Gamma oscillations 
Rhythms at frequencies higher than >30 Hz are referred to gamma oscillations 
and occur in virtually all brain structures. Experimental and theoretical evidence 
suggests that gamma oscillations emerge from coordinated interactions between 
excitation and inhibition (Buzsaki and Wang, 2012), in which firing of pyramidal cells 
excites fast-spiking interneurons, which then rapidly inhibit the entire population of 
pyramidal cells. After the GABAergic inhibition has decayed, pyramidal cell firing 
is reinitiated, thereby generating the next gamma cycle. 
Gamma oscillations are thought to be of key importance for mechanisms such as 
feature binding, communications and temporal encoding of information (Fries, et 
al., 2007; Lisman and Jensen, 2013). Numerous studies on attention, WM and LTM 
tasks suggest that activity in the gamma range reflects engagement/processing 
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(Fries, et al., 2007; Jensen, et al., 2007). For example, gamma activity is enhanced 
in for attended stimuli compared to the ignored stimuli (Fries, et al., 2001). In WM 
tasks, gamma power was observed during the delay period (Palva, et al., 2010; Roux, 
et al., 2012). Importantly, this increase varies with the number of items being held 
in memory. Finally, gamma oscillations may be involved in LTM because gamma 
power is higher during successful encoding and recall (Gruber, et al., 2004; Osipova, 
et al., 2006; Sederberg, et al., 2003). 
There is also substantial evidence suggesting that gamma synchronization between 
regions may actually control the routing of information (Fries, 2005; Siegel, et al., 2012). 
A recent study by Bosman et al. provided compelling evidence that gamma coherence 
reflects communication between brain regions in an attention task (Bosman, et al., 
2012). In a rat study, synchronization between CA3 and CA1 in the gamma band 
reflected performance in a spatial memory task of the behaving rat (Montgomery and 
Buzsaki, 2007). Besides, slow gamma (25–50 Hz) oscillations serve to synchronize 
CA1 with inputs arriving from CA3 and fast gamma (65–140 Hz) oscillations are 
associated with medial entorhinal cortex (MEC) input to CA1 in rat hippocampal 
network(Colgin, et al., 2009). In epileptic patients, gamma synchronization between 
rhinal cortex and hippocampus predicted memory formation (Fell, et al., 2001). These 
findings are in support of the communication through coherence (CTC) hypothesis 
(Fries, 2005). The general idea is that only coherently oscillating neuronal groups can 
interact effectively, because the transmission windows for input and for output are 
open at the same times. However, this hypothesis has been challenged and is current 
debated (Lisman and Jensen, 2013; Ray and Maunsell, 2015).
Lack of unifying framework
The summary above indicates that it may be difficult to associate specific cognitive 
functions in a unique way with oscillatory activity in a single frequency band. In 
other words, it is unlikely that a given frequency band subserves a single cognitive 
function in the brain. Major unifying hypotheses regarding the physiological origins 
and functional relevance of the different oscillations are still lacking although 
suggestions have been made. Two recent monkey studies provide exciting and novel 
insight towards this issue (Bastos, et al., 2015; van Kerkoerle, et al., 2014). These 
studies demonstrated that feedforward processing in the visual system was reflected 
by activity in the gamma band from low level visual regions, whereas feedback was 
reflected by activity in the alpha and beta band from higher level visual regions. 
These findings can be applied to interpret human electrophysiological activity in 
complex visual task and might even generalize to other high-level cognitive task. 
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 1A general framework is outlined in Fig.2. Fast oscillations (gamma oscillations) promote the feedforward (bottom-up) flow of information from lower primary 
areas to higher-order areas whereas slow oscillations (alpha and beta oscillations) 
promote feedback influences (top-down) from higher-order regions to primary areas 
(Jensen, et al., 2015; Zheng and Colgin, 2015). However, it should be noted that theta 
oscillations are not in this framework, but theta and alpha oscillations might serve 
similar roles for coordinating neuronal activity (Lisman and Jensen, 2013).
Figure 2. Differences in the direction of information flow across the brain in terms of different 
cortical rhythms (Bosman, et al., 2012; van Kerkoerle, et al., 2014). Fast oscillations (gamma 
oscillations) promote the feedforward (bottom-up, black arrow) flow of information from 
lower primary areas to higher-order areas. Slow oscillations (alpha and beta oscillations) 
promote feedback influences (top-down, blue arrow) from higher-order regions to primary 
areas. 
2. Function role of cross-frequency coupling (CFC)
As discussed above, neuronal oscillations have both distinct and overlapping 
functional roles. It has been suggested that they are not independent and could 
coexist, a phenomenon termed cross-frequency coupling (CFC) (Canolty and 
Knight, 2010; Jensen and Colgin, 2007). For instance, low-frequency oscillations may 
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be nested within oscillations in higher frequency bands, depending on brain region 
and task. This might support multiplexing mechanisms that allows for several 
parallel communication streams and provide the mechanistic basis for neural 
communication.
Cross -frequency coupling 
There are many kinds of CFC (Jensen and Colgin, 2007), including power-to-power 
coupling, phase-to-phase coupling, phase-to-frequency coupling and phase-to-
power coupling. In particular, we are interested in phase-to-power coupling, in which 
the power of faster oscillations is modulated by the phase of the slower oscillations. 
It should be kept in mind that these measures of CFC are not mutually exclusive, 
e.g., a power-to-power coupling might co-exist with phase-to-power coupling. 
Numerous studies has investigated CFC in relation to behavior including learning, 
attention, WM performance and reward processing across species (Johnson and 
Knight, 2015). In particular, the strength of CFC differs across brain areas in a task-
relevant manner, changes quickly corresponding to sensory, motor, and cognitive 
events, and correlates with task performance. Therefore, CFC is proposed to serve 
as a mechanism that integrates functional systems across multiple spatiotemporal 
scales (Canolty and Knight, 2010). 
Sensory processing by theta/alpha- gamma coupling
Recently, it has been proposed that theta/alpha-gamma coupling is involved in 
prioritizing sensory processing (Jensen, et al., 2014; Lisman and Jensen, 2013). That 
is: theta and alpha oscillations set up the timing organizing neuronal coding; gamma 
oscillations, on the other hand, segment the representations in time and also limit 
the number of representations within each oscillatory cycle. In this framework, a 
signature of engaged cortex is a reduction in the power of alpha/theta oscillations 
and modulation of gamma amplitude by the phase of alpha/theta oscillations. 
Although numerous studies showed theta/alpha-gamma coupling in visual and 
hippocampal regions (Bahramisharif, et al., 2013; Belluscio, et al., 2012; Colgin, et 
al., 2009; Foster and Parvizi, 2012; Osipova, et al., 2008; Roux, et al., 2013; Spaak, 
et al., 2012; Tort, et al., 2009), their prevalence in many other regions has also been 
identified. Early work in the olfactory cortex provided evidence that theta-gamma 
couplings were involved in cortical sensory processing (Woolley and Timiras, 1965). 
In the striatum, robust CFC has been reported in both rats and humans (Cohen, 
et al., 2009; Tort, et al., 2008). Moreover, in the auditory system, ongoing syllables 
and words seem to be segmented by an oscillatory cortical decoder based on nested 
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 1theta and gamma oscillations (Giraud and Poeppel, 2012; Gross, et al., 2013; Luo, et al., 2010). Taken together, these findings raise the possibility that theta/alpha-
gamma coupling provides a general framework for organizing neuronal processing 
(Canolty and Knight, 2010; Lisman and Jensen, 2013). The stage is now set to test 
these ideas in different cognitive tasks across sensory modalities.
Directional cross- frequency coupling 
As discussed above, brain oscillations interact in terms of CFC. However, it remains 
unknown how exactly the neuronal dynamics in different frequency bands influence 
each other. In particular, it remains unknown whether the phase of slower oscillations 
drives the power of oscillations at higher frequencies. An alternative possibility is 
that the power of the higher frequency oscillations directs the phase of the slower 
oscillations (Fig. 3). One might even ask whether this directional CFC is task-
modulated. For example, during salient stimulus-driven events, primary sensory 
areas sends a reorienting signal to higher-order areas, which might be reflected 
by gamma power in primary sensory areas driving the alpha phase in high-order 
areas. Conversely, during states where spatial attention is allocated, higher-order 
areas bias primary sensory areas, restricting processing in primary sensory areas to 
behaviorally important stimuli. In this case, the alpha phase in higher-order areas 
might control gamma power in primary sensory areas. Therefore, a novel signal-
processing tool to probe the directional CFC needs to be developed. 
Figure 3. Directionality between the phase of slower oscillations (top panel, blue curve) and 
the power of the higher frequency signals (bottom panel, red curve) illustration.
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3. Temporal coordination by neural oscillations impaired in disorders
What happens if temporal coordination by neural oscillations is impaired? A 
number of neurological and psychiatric disorders—including Parkinson’s disease, 
depression, autism, schizophrenia, and anxiety—are associated with abnormalities 
in oscillatory activity (Basar and Guntekin, 2008; Uhlhaas, et al., 2008; Voytek 
and Knight, 2015). In this thesis, I have investigated MDD. MDD is a disorder 
associated with the deregulation of mood, cognition, sensorimotor physiology, and 
homeostatic processes. Over 10% of the world population suffers MDD (Fingelkurts 
and Fingelkurts, 2015; Smart, et al., 2015). 
In clinical practice, diagnosis and treatment of depression is difficult and somewhat 
subjective. Assessing depression severity, on which subsequent treatment is based, 
relies on rating scales such as the Hamilton Depression Rating Scale (HAM-D). 
More objective approaches, such as neurobiological diagnostic methods, are 
currently highly desired (Insel, et al., 2010). Complementary neuroimaging and 
electrophysiology techniques have emerged as critical contributors to meeting these 
challenges, providing a versatile platform to characterize brain circuit dysfunction 
underlying specific symptoms, as well as changes associated with their successful 
treatment (Stephan and Mathys, 2014). 
Considering that different neuronal oscillations reflect functionally different 
components of information processing acting on various temporal scales, it is possible 
to relate neuronal oscillations to mental or behavioral states (Buzsaki and Draguhn, 
2004). For the functional significance of the altered neuronal oscillations in MDD, 
multiple frequencies are involved in reflecting dysfunctional networks underlying 
the psychopathologic process (Fingelkurts and Fingelkurts, 2015; Smart, et al., 
2015). Converging findings suggest that during resting state EEG, the oscillatory 
pattern in MDD with relatively more left than right frontal alpha activity appears 
to characterize patients with depression compared to healthy controls (Debener, et 
al., 2000; Henriques and Davidson, 1990). However, groups differed in temporal 
stability of this anterior alpha asymmetry (Allen, et al., 2004). The healthy control 
group showed reliable anterior alpha asymmetry during different retest phases. This 
asymmetry was less present in depressed patients. Moreover, there is also evidence 
of changes in asymmetry across assessment sessions that are not strongly predictive 
of depression severity. Thus, it can be questioned to what extent the frontal alpha 
asymmetry allows for a reliable quantification of depression. Therefore, there is a 
need to identify better makers for depression. 
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 14. Overview of the thesis
In this thesis, I started investigating the functional role of alpha oscillation in a 
cross-modal memory encoding paradigm. I showed that alpha oscillations play 
an important role for gating information to the memory system. I then introduced 
a new measurement to quantify the directionality of interaction between slow 
neuronal oscillations in the alpha band in relation to faster gamma band activity. 
This tool demonstrated that, surprisingly, the phase of human alpha oscillations was 
driven by the gamma band activity. Subsequently, this novel method was further 
applied to LFP recordings of CA1 and CA3 in rats during exploration engaged the 
memory system. I found that theta activity in CA1 was driven by CA3 slow gamma. 
Lastly, I showed that depression severity could be predicted by the magnitude and 
distribution of alpha oscillation during rest. This might suggest that depressed 
patients were impaired in their ability to gate memory encoding. I will detail the 
findings in the individual chapters below. Finally, in the discussion, I will elaborate 
not only on core findings but also on the future research questions arising from this 
work. 
In Chapter 2, we ask whether allocation of resources by alpha oscillations generalizes 
to LTM encoding in a cross-modal setting in which we acquired the ongoing brain 
activity using magnetoencephalography (MEG). Subjects were asked to encode 
pictures while ignoring simultaneously presented words and vice versa. We 
quantified the brain activity during rehearsal reflecting subsequent memory in the 
different attention conditions. The key finding was that successful LTM encoding 
is reflected by alpha power decreases in the sensory region of the to-be-attended 
modality and increases in the sensory region of the to-be-ignored modality to 
suppress distraction during rehearsal. These findings demonstrate that alpha band 
activity plays an important role for gating information from sensory regions to the 
memory system. 
In Chapter 3, we ask if the interaction between alpha and gamma oscillations 
is in the direction of the phase of slower oscillations driving the power of faster 
oscillations or, conversely, from the power of faster oscillations driving the phase 
of slower oscillations. To answer this question, we introduced a new measure to 
estimate the cross-frequency directionality (CFD). This measure is based on the 
phase-slope index (PSI) between the phase of slower oscillations and the power 
envelope of faster oscillations. The method was firstly validated on simulated data 
and next applied to resting state electrocorticography (ECoG) data. These results 
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demonstrate that the method works reliably. In particular, we found that the power 
envelope of gamma oscillations drove slower oscillations in the alpha band. This is 
a surprising finding challenging the notion that alpha band activity controls gamma 
band activity. 
Moving on to Chapter 4, we investigated information flow in rat hippocampus. The 
data were recorded from freely exploring rats, a task engaging the hippocampal 
memory system. Granger analysis revealed that CA3 drives CA1 in the theta and 
gamma band. Further, the gamma power in CA3 was strongly coupled to the theta 
phase in CA1. Importantly, the CFD measure demonstrated that CA3 slow gamma 
power was driving CA1 theta phase whereas CA1 theta phase was driving CA3 fast 
gamma power. Taken together, these findings revealed complex oscillatory inactions 
controlling the information flow in the rat hippocampus. 
In Chapter 5, we explored the patterns of neuronal oscillation in MDD patients. We 
recorded resting-state data from healthy controls (HC) and MDD patients. Individual 
power spectra were calculated at the source level. Bayesian linear regression was 
applied to predict HAM-D values. In MDD patients, decreased theta (4-8 Hz) and 
alpha (8-14 Hz) activity was observed in central-frontal areas and posterior areas 
respectively, whereas increased beta (14-30 Hz) activity was observed in fronto-
central regions in comparison with healthy controls. In particular, posterior alpha 
power was negatively related to the HAM-D score. The Bayesian linear regression 
model showed depression severity could be predicted based on both alpha and beta 
power respectively. Our findings therefore have potential value for diagnosis of 
depression and subsequent monitoring of the recovery process. 
Finally, Chapter 6 concluded this thesis with a summary and an overview of the 
further implication of the work presented in this thesis.
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Chapter 2 
Modality-specific alpha modulations facilitate long-term 
memory encoding in the presence of distracters
Adapted from:
Jiang, H., van Gerven, M.A.J. and Jensen, O (2015). Modality-specific alpha 
modulations facilitate long-term memory encoding in the presence of distracters. 
J Cogn Neurosci, 27(3), 583-92.
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Abstract
It has been proposed that long-term memory encoding is not only dependent on 
engaging task-relevant regions but also on disengaging task-irrelevant regions. 
In particular, oscillatory alpha activity has been shown to be involved in shaping 
the functional architecture of the working brain since it reflects the functional 
disengagement of specific regions in attention and memory tasks. We here ask if 
such allocation of resources by alpha oscillations generalizes to long-term memory 
encoding in a cross-modal setting in which we acquired the ongoing brain activity 
using magnetoencephalography. Subjects were asked to encode pictures while 
ignoring simultaneously presented words and vice versa. We quantified the brain 
activity during rehearsal reflecting subsequent memory in the different attention 
conditions. The key finding was that successful long-term memory encoding is 
reflected by alpha power decreases in the sensory region of the to-be-attended 
modality and increases in the sensory region of the to-be-ignored modality to 
suppress distraction during rehearsal period. Our results corroborate related findings 
from attention studies by demonstrating that alpha activity is also important for 
the allocation of resources during long-term memory encoding in the presence of 
distracters.
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Introduction 
In our daily life, our sensory systems are bombarded by sensory information of 
which only a small fraction needs to be remembered. For example, when reading 
a paper while ignoring colleagues conversing in the background. This implies that 
we rely on mechanisms that maintain relevant information to be encoded and just 
as importantly, mechanisms for suppressing irrelevant information to be ignored.
Oscillatory activity in the alpha band (8–12Hz) has been proposed to play an 
important role in the engagement and disengagement of sensory areas depending 
on task demands (Foxe and Snyder, 2011; Klimesch, 2012; Klimesch, et al., 2007). The 
alpha rhythm reflects active inhibition or top-down processing and might serve to 
direct information flow through the brain and allocate resources to relevant regions 
(Jensen and Mazaheri, 2010). Various studies on attention and working memory 
support this mechanism. For example, hemispherically lateralized alpha activity 
is observed in visual attention tasks, where alpha power decreases contralateral 
to the attended side while it relatively increases contralateral to the ignored side 
(Kelly, et al., 2006; Worden, et al., 2000). This lateralized alpha activity correlates 
with visual detection performance (Handel, et al., 2011; Thut, et al., 2006). A 
similar phenomenon is found during saccade planning (Medendorp, et al., 2007), 
and somatosensory working memory tasks (Haegens, et al., 2011; Haegens, et al., 
2012). In cross-modal paradigms, visual alpha appears when attention is allocated 
to the auditory modality (Adrian, 1944; Foxe, et al., 1998; Fu, et al., 2001). Further, 
increased alpha activity in supramarginal gyrus (SMG) has been reported when 
attention is deployed to the visual modality (Mazaheri, et al., 2014). Since a number 
of neuroimaging studies have indicated a critical functional role of the SMG in higher 
level auditory processing (Celsis, et al., 1999; Gaab, et al., 2003; Sabri, et al., 2008), 
it was suggested that the increase of alpha power in the SMG reflects inhibition of 
non-visual processing. Moreover, increased alpha power after a cue to ignore the 
item can aid short-term memory, supposedly filtering out incoming information 
(Dube, et al., 2013; Payne, et al., 2013; Sauseng, et al., 2005). Likewise, a recent long-
term memory (LTM) study demonstrated that visual alpha activity could serve to 
block memory encoding when directed by a cue (Park, et al., 2014). However, little 
is known about the role of alpha activity during LTM encoding in the presence of 
distracters in a cross-modal setting.
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We hypothesize that alpha oscillations play a functional role for the allocation of 
resources in a cross-modal memory task. In our paradigm, we presented subjects 
with auditory (words) and visual stimuli (pictures) simultaneously. Subjects 
were instructed in blocks to attend to one of the modalities while ignoring the 
other. Consequently, we expect modulations of alpha activity during encoding 
in extended visual and auditory areas to be predictive of subsequent LTM 
performance. To investigate this, we have recorded ongoing brain activity using 
magnetoencephalography (MEG). This allows for characterizing the temporal 
characteristics of oscillatory brain activity in the involved brain regions. 
Materials and Methods
Participants
Twenty participants (21-28 years of age, 12 females) gave written informed consent 
to participate in this study. All participants were reported to be right-handed, native 
Dutch speakers and had no history of neurological or psychiatric disorders. The 
study was approved by the local ethics committee (CMO region Arnhem/Nijmegen).
Stimuli
We selected 648 high-frequency (>90 occurrences per million) concrete Dutch nouns 
with a word length of 2–13 letters from the Celex database (http://celex.mpi.nl). 
High-quality auditory stimuli were recorded by a native female Dutch speaker 
and further trimmed to 600 ms duration using the Goldwave software (http://
www.goldwave.com). For the visual stimuli, images that matched the words were 
selected from the Internet. These images were resized to 400 × 300 pixels with Adobe 
Photoshop CS2, converted to grayscale and normalized with the SHINE toolbox to 
have matching luminance (Willenbockel, et al., 2010). 
The words were presented via MEG-compatible wire tubes and visual images were 
projected onto the screen using a liquid crystal display video projector (Sanyo Pro 
Xtrax Multiverse; refresh rate of 60 Hz). The visual angle of the stimuli was 8 degrees 
horizontally. The volume was adjusted individually to make sure that subjects 
could hear the auditory stimuli clearly and feel comfortable at the same time. The 
experiment was controlled by Psychtoolbox software (http://psychtoolbox.org). 
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Experimental design
The experiment consisted of an encoding and a recognition session (Fig. 1). The 
encoding session had six blocks, alternating between Attend-Visual and Attend-
Auditory. Each block had 36 trials in which visual and auditory stimuli were presented 
simultaneously (pictures and spoken words were always incongruent). A trial 
started with the presentation of a fixation cross (400 ms). Subsequently, the stimuli 
were presented (600 ms), followed by a 3000 ms rehearsal period. In the Attend-
Visual condition, subjects had to encode the pictures while not paying attention to 
the words (Unattended-Auditory). In contrast, in the Attend-Auditory condition, the 
words had to be encoded while ignoring the images (Unattended-Visual). Before 
each block, a visual cue indicated whether to encode pictures or words. The first 
block (Attend-Auditory or Attend-Visual) was counter-balanced across subjects. The 
encoding session lasted about 20 minutes in which respectively 216 words and 
pictures were supposed to be encoded.
The recognition task session followed after a 10-minute break in the MEG system. 
During this session, 216 images and 216 words presented during the encoding 
session were randomly intermixed with 108 new images and 108 new words (foils). 
Behavioral responses were recorded using right-hand button presses. Subjects were 
instructed to give an ‘old’ response by pressing a right button for stimuli they were 
confident to have seen in the encoding session. For stimuli they considered ‘new’, 
they had to press the left button. Subjects were asked to push the middle button 
when they were uncertain about stimulus novelty. Before the full experiment, the 
subjects performed a practice session in order to get familiar with the task. Thus, 
subjects were aware that they later would be tested on the cued modality during the 
encoding session. This promoted that they allocated attention according to the cue 
instructions. 
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
R13
R14
R15
R16
R17
R18
R19
R20
R21
R22
R23
R24
R25
R26
R27
R28
R29
R30
R31
R32
R33
R34
R35
R36
R37
R38
R39
Chapter 2
26
Figure 1. A cross-modal long-term memory paradigm. (A) In the encoding session, subjects 
were presented with auditory (words) and visual stimuli (pictures) simultaneously and cued 
in blocks to attend one of the modalities. In the Attend-Visual condition, subjects had to encode 
visual images while ignoring the concurrently presented words, and vice versa in the Attend-
Auditory condition. Before each block of 36 stimuli, a visual cue indicated which modality to 
attend. In total, 216 pictures and 216 words were presented of which half were attended. (B) 
In the recognition session, previously presented items were randomly intermixed with 108 
new visual and 108 new auditory stimuli (foils). Subjects were instructed to indicate if they 
had seen a given item in the encoding session by pressing one of three buttons corresponding 
to new, don’t know or old.
Data acquisition 
MEG data were recorded with a 275-sensor CTF Omega whole-head gradiometer 
system (VSM MedTech, Coquitlam, BC, Canada). Two sensors were not functioning 
due to technical problems and ignored in the analysis. The data were sampled at 
1200 Hz and low-pass filtered at 300 Hz. Head localization was done before and 
after the experiment using marker coils that were placed at the cardinal points of 
the head (nasion, left and right ear canal). The head position was continuously 
monitored online and adjusted if head motion exceeded 5 mm (Stolk, et al., 2013). 
The magnetic fields produced by these coils were used to estimate the position of the 
subject’s head with respect to the MEG sensor array. In addition, bipolar electrodes 
were attached to record the electrocardiogram (ECG) and electrooculogram (EOG). 
After the MEG recording, participants underwent an anatomical MRI scan using 
a 1.5T Siemens Magnetom Avanto MRI scanner (Siemens Healthcare, Erlangen, 
Germany). To realign the MEG source reconstructions and the structural MRI data, 
earplugs containing oil with vitamin E were placed in the ear canals during MRI 
acquisition.
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Data analysis
The data acquired in the encoding session were analyzed using the FieldTrip toolbox 
(Oostenveld, et al., 2011a). First, trials with high variance due to MEG sensor jumps, 
movement or muscle artifacts were removed based on visual inspection (on average 
6% of the trials). Furthermore, we used independent component analysis to identify 
components reflecting eye artifacts. These components were then removed from the 
data. Following artifact rejection, the trials were sorted according to the conditions. 
Three participants were excluded due to abundant eye blinking, muscle activity and 
movement artifacts during the recording sessions. One more subject was excluded 
because of electronic failure, leaving data sets for 16 participants (9 females). 
Spectral analysis
Epochs of 5 s, including a 400 ms fixation period preceding the onset of stimulus 
presentation, 600 ms of stimuli presentation, and 3000 ms of rehearsal period 
were used in the time-frequency (TF) of power analysis. Additionally, 500 ms time 
windows preceding the baseline and following the end of the rehearsal period 
were included in order to avoid edge effects in the subsequent TF analysis. A time-
frequency representation (TFR) was calculated for each trial using a fast Fourier 
transform using a taper approach applied to a sliding time window moving in 50 
ms increments. For the analysis in the 5–30 Hz range, we applied an adaptive time 
window of five cycles for each frequency (e.g. ΔT = 500 ms for f = 10 Hz). Prior to 
the Fourier transform, a Hanning taper of the same length was multiplied to each 
segment. The power was averaged over trials for each condition first and then a 
logarithmic (base 10) transform was applied to reduce inter-subject variance. The 
difference between conditions was calculated as log-transformed power difference. 
Since we applied a block design, there might have been systematic differences in the 
baseline intervals. Thus, the TFRs were not baseline corrected. 
Source analysis
To identify the sources of the oscillatory activity, we applied a beamforming approach 
in the frequency domain based on an adaptive spatial filter approach (Gross, et al., 
2001). Cross-spectral density matrices were calculated from the Fourier transformed 
data for each condition. Realistically shaped single-shell descriptions of subjects’ 
brains were constructed from each individual’s anatomical MRI. The brain volume 
of each individual subject was divided into a grid with a 0.8 cm resolution and 
normalized to the template MNI brain (International Consortium for Brain Mapping, 
Montreal Neurological Institute, Canada) using SPM8 software (http://www.fil.ion.
ucl.ac.uk/spm). The lead fields were calculated for each grid point. Then, a spatial 
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filter was constructed for each grid point using the cross-spectral density matrices 
for the frequency of interest and the lead fields. The spatial distribution of power 
of oscillatory activity was estimated in each condition, whereas the cross-spectral 
densities were calculated for the Fourier transformed combined data.
The grid points (‘voxels’) included in ROIs were selected on the basis of Anatomy 
toolbox in SPM8 (Tzourio-Mazoyer, et al., 2002). We used the following two ROIs: 
occipital cortex (including bilateral occipital superior cortex, bilateral occipital 
middle cortex and bilateral occipital infeiror cortex) and SMG (bilateral SMG) for 
later cluster analysis. 
Statistical analysis
Nonparametric cluster-based randomization tests were applied to the sensor and 
source data (Maris and Oostenveld, 2007). This test controls for Type I errors in 
situations involving multiple comparisons by clustering neighboring sensors or 
gridpoints. We averaged over the time and frequency of interest. Sensors/gridpoints 
become part of a cluster when the dependent samples t-value between the conditions 
exceeded an a priori threshold (p < 0.05) and these were subsequently clustered on 
the basis of spatial adjacency. The cluster-level statistic was defined as the sum of the 
t-values over the sensors/gridpoints in the cluster. The cluster with the maximum 
sum was used as a test statistic. By randomizing the data across the two conditions 
and recalculating the test statistic 1000 times, we obtained a reference distribution of 
maximum cluster t values to evaluate the statistic of the actual data. 
Results
Behavioral outcomes
Behavioral results from the recognition session are reported in Fig. 2. Trials in the 
recognition session were classified as correctly identified stimuli (HIT), unrecognized 
old stimuli (MISS), correctly rejected new stimuli (CR) and new stimuli incorrectly 
identified as ‘old’, i.e., false alarm (FA). A 2 by 3 repeated measures ANOVA analysis 
of recognition-rate with the factors modality (auditory, visual) and attention 
(attend, unattended, foils) revealed significant main effects for attention, F(2,30)= 
186.82, p < 0.001 and significant modality by attention interaction, F(2,30)= 11.25, 
p = 0.001 (Greenhouse-Geisser Corrected). There was no main effect for modality. 
The recognition-rate for the attended stimuli (auditory: 60.8 ± 17.0%; visual: 75 ± 
14.7%) was significantly greater than for the unattended stimuli as shown in Fig. 
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2A. These results demonstrate that subjects remembered more attended compared 
to unattended items. Further, the low false alarm rate for the foils indicated that 
random guessing was relatively low during retrieval. Regarding the response time 
(Fig. 2B), there was a main effect for modality, F(1,15)=10.40, p=0.021, but only a 
trend for attention, F(2,30)=4.47, p=0.061. No significant modality by attention 
interactions were found (F(2,30)=0.64, n.s.). Subject response was faster in visual 
conditions than auditory conditions (Attend-Visual: 0.38 ±0.12s; Attend-Auditory: 0.49 
±0.24s; Unattended-Visual: 0.49 ±0.18s; Unattended-Auditory: 0.64 ±0.38s; Foils-Visual: 
0.50 ±0.28s; Foils-Auditory: 0.75 ±0.66s). Memory performance was further assessed 
by the standard d’ (d-prime) measure calculated for Attend-HIT versus FA rates while 
‘compliance’ was computed by the d’ measure between Attend-HIT and Unattended-
HIT rates in visual and auditory modalities respectively (see Park et al., 2014 for the 
compliance measure). The higher d’ value (Fig. 2C) for the visual modality suggests 
that the visual task was easier than the auditory task. Moreover, the high d’ values 
for compliance indicated that subjects did follow the attention cueing. 
Figure 2. Behavioral results from the recognition session. (A) Recognition rates for the 
different conditions. The HIT rate was significantly higher for attended items compared to 
unattended items in both the visual and auditory conditions. The false alarm rate for the foils 
was relatively low. (B) Response time for the different conditions. Subjects response faster in 
visual conditions than auditory conditions (C) The left bars reflect the memory performance 
(d’ calculated for Attend-HIT versus False Alarms). The right bars reflect compliance defined 
as the d’ calculated for Attend-HIT versus Unattended-HIT (i.e. Unattended-HIT trials are 
considered false alarms in the d’ measure).
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Temporal modulations in alpha power suggest a two-stage process during LTM 
encoding
We first set out to investigate the difference in oscillatory activity when comparing 
Attend-Visual with Attend-Auditory memory encoding. The TFRs of power were 
calculated per trial and averaged for the different conditions. Fig. 3A shows two 
distinct phases of modulations in the alpha band during rehearsal. During the first 
second after stimulus offset, alpha power was higher in the visual as compared to 
the auditory condition. Subsequently, it was higher in the auditory as compared 
to the visual condition. In order to avoid interference from early visual evoked 
responses and to dissociate early and late effects, we focused the subsequent analysis 
on the following two time windows: early rehearsal (1-1.6 s after stimulus onset) 
and late rehearsal (1.6-2.6 s after stimulus onset). A non-parametric permutation 
analysis resulted in a cluster of sensors located over occipital-parieto regions in both 
intervals (1-1.6 s: p=0.003; 1.6-2.6 s: p=0.048; Fig. 3B). Source reconstruction using 
a beamforming approach revealed that the early power decrease was produced in 
visual areas and an increase in right SMG (visual areas:p=0.003; SMG: p=0.046; Fig. 
3C, left). This suggests that alpha power decreases in the visual system in order to 
support memory encoding of visual compared to auditory items. We speculate that 
the right SMG alpha power increases in order to prevent auditory encoding. In the 
late rehearsal period, alpha power showed a relative increase in visual cortices and 
SMG (visual areas:p=0.043; SMG: p=0.048; Fig. 3C, right). This finding suggests that 
the visual cortex and right SMG is blocked by an alpha increase during the later part 
of the rehearsal period when comparing visual to auditory items. This might reflect 
the disengagement of occipital areas preventing interference from the visual system. 
In short, this modulation of alpha power suggests two phases during LTM encoding. 
Note that this finding just as well also reflects an early increase in occipital alpha 
associated with the encoding of auditory items. We will next consider the Attend-
Visual and Attend-Auditory conditions in more detail, in order to bring further insight 
into this issue. 
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Figure 3. Alpha band activity for the Attend-Visual condition compared to the Attend-Auditory 
condition. (A) Relative differences in TFRs of power for the contrast Attend-Visual versus 
Attend-Auditory obtained for posterior sensors. In the subsequent analyses in this paper, we 
considered the alpha activity in the 1-1.6 s and 1.6-2.6 s time window. (B) Scalp topographies 
of the difference in 8-12 Hz power 1-1.6 s and 1.6-2.6 s after stimulus onset. Sensors marked 
with dots are part of the significant clusters obtained in a permutation analysis controlling 
for multiple comparisons (p<0.05). (C) Source reconstruction of the difference in alpha power 
modulation in visual cortex and SMG (Attend-Visual versus Attend-Auditory). The regions of 
significant difference were identified using a cluster-level permutation test (p<0.05). This 
allowed us to control for multiple comparisons in visual cortex and bilateral SMG respectively. 
Left (1-1.6 s early rehearsal period): negative significant clusters in visual cortex and positive 
significant clusters in right SMG; Right (1.6-2.6 s late rehearsal period): positive significant 
clusters in visual cortex and right SMG.
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Subsequent memory effects for visually attended items
Next, we set out to identify the temporal dynamics reflecting subsequent memory 
effects for visually attended items. We choose the time windows based on the 
findings from Figure 3. Note that this contrast (auditory versus visual) is orthogonal 
to the subsequent memory contrast. Figure 4A shows the TFR of power for later 
remembered (HIT) versus later forgotten items (MISS) for the visually attended 
items (log power difference). We refer to this contrast as the Attend-Visual subsequent 
memory effect (SME). The TFRs revealed an initial decrease in alpha activity for the 
Attend-Visual SME over posterior sensors during early rehearsal (Fig. 4A). A cluster-
based randomization test showed that the effect was significant in the alpha band 
activity in occipital sensors in the early rehearsal period (p=0.008; Fig. 4B). Sources 
reflecting the relative alpha power decrease for the Attend-Visual SME were located 
in the visual cortex (p=0.002; Fig. 4C, left). We did not identify a subsequent effect in 
the later interval. These findings suggest that successful memory encoding relies on 
engagement of occipital areas as reflected by an alpha band decrease. Besides, alpha 
sources reflecting an increase were found in the right SMG (p=0.019; Fig. 4C, right), 
indicating disengagement of the auditory system. The latter effect was however not 
reflected at the sensor level. Summarizing, these results suggest that decreased visual 
alpha accompanied by increased auditory alpha promotes successful encoding of 
visually attended items.  
Subsequent memory effects for auditory attended items
We then performed the subsequent memory analysis for the Attend-Auditory 
condition. Figure 5A and 5B top panels show the TFR of power for the Attend-
Auditory HIT versus MISS conditions in the early and late rehearsal respectively. In 
the early rehearsal interval, we found a relative alpha decrease over left temporal 
areas associated with better memory encoding. In the late rehearsal interval, we 
found increased alpha activity over posterior sensors. A cluster-based randomization 
test revealed two clusters: a negative cluster over left temporal sensors in the early 
rehearsal period, and a positive cluster over parieto-occipital sensors in the late 
rehearsal period (1-1.6 s: p=0.041; 1.6-2.6 s: p=0.003; Fig. 5B). The source reflecting 
memory-related alpha power decrease in the early time window was strongest in 
left SMG (p=0.044; Fig. 5A, bottom panel). This might reflect that engagement of the 
left extended auditory system boosts memory encoding of auditory items. In the 
late time window, we found sources reflecting memory encoding in the visual cortex 
(p=0.033; Fig. 5B, bottom panel). This is likely to reflect the disengagement of the 
visual system to prevent distraction during rehearsal. The posterior alpha difference 
occurs somewhat late after the stimulus offset; However, it is consistent with the 
findings from Meeuwissen’s study (Meeuwissen, et al., 2011). 
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Figure 4. Alpha band activity for Attend-Visual HIT versus Attend-Visual MISS. (A) The TFR of 
power for the contrast Attend-Visual HIT versus Attend-Visual MISS. (B) Scalp topographies of 
the differences in the 8-12 Hz band for 1-1.6 s and 1.6-2.6 s after stimulus onset. Sensors marked 
with dots are part of the significant clusters obtained in a permutation analysis controlling for 
multiple comparisons (p<0.05). (C) Source reconstruction of the difference in alpha power 
modulation during the early rehearsal period (1-1.6 s) in visual cortex and SMG (Attend-Visual 
HIT versus Attend-Visual MISS). The regions of significant difference were identified using a 
cluster-level permutation test (p<0.05). This allowed us to control for multiple comparisons in 
visual cortex and bilateral SMG respectively. Negative significant clusters in visual cortex and 
a positive significant cluster in right SMG were found.  
Incidental encoding of visual items 
We then set out to investigate the neuronal activity associated with the incidental 
encoding of unattended items. We did this by comparing the TFRs of power for 
Unattended-Visual HIT versus Unattended-Visual MISS (Fig. 6). We observed a highly 
robust decrease in alpha power over posterior sensors in the memory rehearsal 
interval (1-2.6 s) (Fig. 6A). The topography revealed the strongest effect in the alpha 
band in sensors over occipital regions (1-1.6 s: p=0.018; 1.6-2.6 s: p=0.01; Fig. 6B). 
The significant sources of the alpha decrease were found in the visual cortex in the 
late interval (1.6-2.6s) (p=0.002; Fig. 6C). We propose that the incidental encoding of 
Unattended-Visual items might be reflected by a relative reduction of occipital alpha 
band activity reflecting the engagement of the visual system.
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Figure 5. Alpha band activity for Attend-Auditory HIT versus Attend-Auditory MISS. (A) 1-1.6 
s early rehearsal period. Top panel: difference TFRs of power for the contrasts Attend-Auditory 
HIT versus Attend-Auditory MISS illustrating grand-averaged activity for all subjects across 
sensors of significant clusters (marked by dots in topographical plots). Middle panel: scalp 
topographies of the difference in the 8-12 Hz band. Sensors marked with dots are part of 
significant clusters obtained from a permutation analysis (p<0.05). Bottom panel: source 
reconstruction of the difference in alpha power in visual cortex and SMG (Attend-Auditory 
HIT versus Attend-Auditory MISS). The regions of significant difference were identified using 
a cluster-level permutation test (p<0.05). This allowed us to control for multiple comparisons 
in visual cortex and bilateral SMG respectively. A negative significant cluster in left SMG was 
found. (B) The 1.6-2.6 s late rehearsal period. The annotations are similar as described for A. 
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Figure 6. Alpha band activity reflecting the incidental encoding of unattended-visual items, 
i.e., Unattended-Visual HIT versus Unattended-Visual MISS. (A) The TFR of power for the 
contrast Unattended-Visual HIT versus Unattended-Visual MISS. (B) Scalp topographies of the 
differences in the 8-12 Hz band for 1-1.6 s and 1.6-2.6 s after stimulus onset. Sensors marked 
with dots are part of the significant clusters obtained in a permutation analysis controlling 
for multiple comparisons (p<0.05). (C) Source reconstruction of the difference in alpha power 
modulation during the early rehearsal period (1.6-2.6 s) in visual cortex and SMG (Unattended-
Visual HIT versus Unattended-Visual MISS). The statically reliable sources were identified using 
a cluster-level permutation test (p<0.05). Significant clusters reflecting a negative difference 
were identified in the visual cortex.
Incidental encoding of auditory items 
Next, we investigated the modulations in oscillatory activity associated with the 
incidental encoding of unattended auditorily presented words. The TFRs of power 
for the Unattended-Auditory HIT versus Unattended-Auditory MISS contrasts shown 
in Fig. 7A revealed a significant power decrease in the alpha band during the late 
rehearsal period. The corresponding topographical plots are shown in Fig. 7B. When 
statistically comparing HIT versus MISS for the Unattended-Auditory condition, we 
found a cluster over occipital-parietal-temporal sensors for the second time window 
(1.6-2.6 s; p=0.011). Contrary to our expectation, source reconstruction indicated that 
the power decrease for late rehearsal was produced in the visual areas (p=0.007; 
Fig. 7C). These could be explained by the incidental encoding of unattended words 
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being reflected by visual imagery in the visual cortex.
Figure 7. Alpha band activity reflecting the incidental encoding of unattended auditory items, 
i.e., Unattended-auditory HIT versus Unattended-Auditory MISS. (A) The TFR of power for the 
contrast Unattended-auditory HIT versus Unattended-Auditory MISS. (B) Scalp topographies 
of the differences in the 8-12 Hz band for 1-1.6 s and 1.6-2.6 s after stimulus onset. Sensors 
marked with dots are part of the significant clusters obtained in a permutation analysis 
controlling for multiple comparisons (p<0.05). (C) Source reconstruction of the difference in 
alpha power modulation during the early rehearsal period (1.6-2.6 s) (Unattended-Auditory 
HIT versus Unattended-Auditory MISS). The statically reliable sources were identified using 
a cluster-level permutation test (p<0.05). Significant clusters reflecting a negative difference 
were identified in left visual cortex.
Alpha power predicts differences in individual memory performance
Lastly, we asked if the modulation in alpha band activity reflected individual memory 
performance. Across subjects, we correlated the difference in posterior alpha power 
for the Attend-Visual versus Attend-Auditory condition with memory performance 
(d’ value) for the Attend-Visual condition (Fig. 8A). We selected posterior sensors 
because posterior parietal alpha modulation significantly correlated with memory 
performance (Park, et al., 2014).. We observed a significant negative correlation 
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in the early interval. This suggests that subjects who can successfully decrease 
posterior alpha activity during visual encoding also have better memory for the 
visual modality. On the contrary, a positive correlation was found in the auditory 
modality which was significant in the late interval (Fig. 8B). This suggests that 
subjects who can increase their alpha activity during the encoding of auditory items 
have better memory for that modality. In short, these data suggest that a better 
ability to modulate posterior alpha activity during memory encoding leads to better 
subsequent memory performance in a modality-specific manner.
Figure 8. Correlation between alpha band difference between Attend-Visual and Attend-
Auditory condition over posterior sensors during rehearsal and memory performance. (A) 
Correlation for visual memory performance in early (1-1.6 s) and late (1.6-2.6 s) rehearsal 
periods. (B) Correlation for auditory memory performance in early (1-1.6 s) and late (1.6-2.6 
s) rehearsal periods. 
Discussion 
We have used magnetoencephalography to examine modulations of alpha activity 
in a cross-modal long-term memory task. We presented subjects auditory (words) 
and visual stimuli (pictures) simultaneously, and asked subjects to attend to only 
one of the modalities. We found that successful long-term memory encoding was 
reflected by an alpha power decrease in the sensory region of the to-be-attended 
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modality (Fig. 4 and 5). The modulations were predictive of individual memory 
performance. Moreover, the alpha power increase in the sensory region of the to-be-
ignored modality might serve to suppress this modality. This interpretation could 
be further substantiated in a future EEG/fMRI study by considering if the alpha 
increase is associated with a BOLD decrease. This suggests that oscillatory alpha 
band activity reflects the engagement and disengagement of sensory regions in a 
cross-modal setting supporting long-term memory encoding.
The notion that alpha oscillatory activity serves to allocate resources during memory 
encoding is derived from studies on attention (Mazaheri, et al., 2014; Thut, et al., 
2006; Worden, et al., 2000), working memory (Dube, et al., 2013; Jokisch and Jensen, 
2007; Klimesch, et al., 1999; Sauseng, et al., 2005; Thut, et al., 2006) and long-term 
memory (Meeuwissen, et al., 2011; Park, et al., 2014; Waldhauser, et al., 2012). 
Based on these findings, we focused specifically on alpha activity in a cross-modal 
encoding task. The distinct dynamics of alpha power modulation extends the notion 
that alpha band activity is involved in long-term memory encoding by modulating 
the functional engagement and disengagement of sensory specific regions. That is, 
alpha power decreases in task-relevant areas and increases in task-irrelevant areas 
(Jensen and Mazaheri, 2010).  
Modulations of alpha band activity with attention and memory has been extensively 
reported in visual and somatosensory regions. However, recently, alpha band 
modulations have also been reported in the extended auditory system including 
the SMG (Mazaheri, et al., 2014; Weisz, et al., 2014a). Further intracranial recordings 
have confirmed the existence of alpha activity in the auditory system (Gomez-
Ramirez, et al., 2011). In our study, we found alpha band modulation in SMG 
rather than in primary auditory cortex per se. Previous neuroimaging studies have 
implicated the SMG in higher level auditory-verbal processing. For instance, left 
SMG is activated both during speech perception and pitch memory (Celsis, et al., 
1999; Gaab, et al., 2003; Sabri, et al., 2008). Further, performance is impaired in a 
phonological decision task after perturbating the SMG with transcranial magnetic 
stimulation (Hartwigsen, et al., 2010). This has led to the speculation that the left 
SMG plays a vital role in successful auditory-verbal memory encoding. Thus, we 
speculate that the increase of alpha in the SMG might reflect the disengagement 
of the extended auditory-verbal system which then reflects reduced memory 
formation for aurally presented items. Conversely, a lack of alpha increase in SMG 
is taken to facilitate successful encoding of auditory items. This is further confirmed 
by decreased alpha activity in left SMG in the Attend-Auditory SME. It is as this stage 
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
R13
R14
R15
R16
R17
R18
R19
R20
R21
R22
R23
R24
R25
R26
R27
R28
R29
R30
R31
R32
R33
R34
R35
R36
R37
R38
R39
Modality-specific alpha modulations facilitate long-term memory encoding
39
Ch
ap
ter
 2
not clear to us why we find an alpha decrease reflecting subsequent memory for 
words in left SMG, whereas when comparing the visual to auditory encoding with 
found the right SMG to be implicated. Possibly this is explained by left hemisphere 
dominance in language related function processing (Ojemann, et al., 1989). It should 
also be mentioned that the lateral posterior parietal cortex (PPC), which includes the 
SMG has been implicated in long-term memory processes in several brain imaging 
studies (Uncapher and Wagner, 2009). From these studies, the view has emerged that 
increased activation in dorsal PPC is associated with later memory success while 
the engagement of ventral lateral PPC reflects later memory failure. Assuming that 
increased alpha activity reflects disengagement, this notion is not easily reconciled 
with our findings pertaining to subsequent memory in the left SMG. However, the 
difference in alpha power in the right SMG when comparing the visual to auditory 
contrast might reflect a differential engagement of the ventral lateral PPC associated 
with supramodal memory encoding (Uncapher and Wagner, 2009). 
Several M/EEG studies have shown that decreased alpha activity (Hanslmayr, et 
al., 2009; Park, et al., 2014; Sederberg, et al., 2006; Spitzer, et al., 2009) as well as 
increased alpha activity (Khader, et al., 2010; Meeuwissen, et al., 2011) are related 
to successful memory encoding. This seems to paint a rather complex picture of 
the relation between brain oscillations and memory formation. In Meeuwissen’s 
study (Meeuwissen, et al., 2011), subjects were instructed to retrieve the order of 
three words and they found that parieto-occipital alpha power during the rehearsal 
period was markedly stronger for successfully than unsuccessfully encoded LTM 
sequences. The rehearsal of the words probably relied heavily on language-related 
areas and thus was associated with a strong posterior alpha increase. A study by Park 
et al (Park, et al., 2014) used a paradigm in which a cue indicated where an upcoming 
picture should be encoded or ignored. In line with our findings, they demonstrated 
that alpha power in posterior regions served to gate encoding. Besides, incidental 
encoding was associated with an insufficient alpha increase. Importantly, they 
quantified the cuing interval prior to the onset of the memory items. In our study, 
we applied a cross-modal paradigm in which we characterized the oscillatory brain 
activity after item onset: i.e. the encoding and rehearsal period. Thus, we found 
that the anticipatory effects identified by Park et al extend into the encoding and 
rehearsal period for both the visual and auditory modality. 
Attention and memory are likely to share overlapping mechanisms (Awh and 
Jonides, 2001; Norman, 1968). This is supported by the correlation between posterior 
alpha difference during the visual versus auditory attention contrast and memory 
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performance, i.e., a negative correlation in visual memory performance and a 
positive correlation in auditory memory performance. This suggests that modality-
specific changes in alpha activity reflect attentional modulation which facilitates 
successful long-term memory encoding. These results also suggest that difficulties 
in prioritizing attention and suppressing irrelevant information in elderly people 
(Guerreiro, et al., 2010) might be due to an inability to successfully modulate alpha 
activity.
Our findings provide evidence that alpha activity gates long-term memory 
encoding. Successful memory encoding is facilitated if alpha activity decreases in 
task-relevant areas to encode relevant information and increases in task-irrelevant 
areas to block out irrelevant information. In order to further explore the mechanistic 
underpinnings of these findings, future work may involve transcranial magnetic 
stimulation to entrain visual regions at ~10 Hz in the auditory encoding condition 
to investigate the possible enhancement of auditory memory performance. This 
will allow us to determine a causal role of the alpha band activity for attentional 
allocation, supporting memory encoding. 
In conclusion, our study adds to a growing body of evidence demonstrating that 
gating to different regions if reflect by local alpha band activity. We have here 
demonstrated that this mechanism also works in a modality specific manner when 
long-term memory representation must be encoded and rehearsed. 
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Chapter 3 
Measuring directionality between neuronal 
oscillations of different frequencies
Adapted from:
Jiang, H., Bahramisharif, A, van Gerven, M.A.J. and Jensen, O (2015). Measuring 
directionality between neuronal oscillations of different frequencies. 
NeuroImage, 118:359–67
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Abstract
It is well established that neuronal oscillations at different frequencies interact with 
each other in terms of cross-frequency coupling (CFC). In particular, the phase of 
slower oscillations modulates the power of faster oscillations. This is referred to 
as phase-amplitude coupling (PAC). Examples are alpha phase to gamma power 
coupling as observed in humans and theta phase to gamma power coupling as 
observed in the rat hippocampus. We here ask if the interaction between alpha and 
gamma oscillations is in the direction of the phase of slower oscillations driving 
the power of faster oscillations or conversely from the power of faster oscillations 
driving the phase of slower oscillations. To answer this question, we introduce a 
new measure to estimate the cross-frequency directionality (CFD). This measure 
is based on the phase-slope index (PSI) between the phase of slower oscillations 
and the power envelope of faster oscillations. Further, we propose a randomization 
framework for statistically evaluating the coupling measures when controlling for 
multiple comparisons over the investigated frequency ranges. The method was firstly 
validated on simulated data and next applied to resting state electrocorticography 
(ECoG) data. These results demonstrate that the method works reliably. In particular, 
we found that the power envelope of gamma oscillations drives slower oscillations 
in the alpha band. This surprising finding is not easily reconcilable with theories 
suggesting that feedback controlled alpha oscillations modulate feedforward 
processing reflected in the gamma band. 
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Introduction
Cross-frequency coupling (CFC), in which the phase of slower oscillations is coupled 
to the power of neuronal activity in higher frequency bands, has been observed in 
various brain regions in different species. The aim of this paper is to present a new 
tool which allows to determine if the phase of the slower oscillations is driving the 
power of higher frequency signals or vice versa. 
Phase-to-power interactions have initially been identified in the rat hippocampus, 
in which the gamma power is phasically modulated by ongoing theta oscillations 
(Bragin, et al., 1995). This is a highly robust phenomenon thought to coordinate 
neuronal processing in the hippocampus system (Colgin, et al., 2009; Igarashi, et al., 
2014; Lisman and Jensen, 2013; Tort, et al., 2009). This phenomenon has also been 
identified in the human medial temporal lobe (Axmacher, et al., 2010; Hermes, et 
al., 2014) and in neocortical areas from intracranial recordings (Canolty, et al., 2006; 
Hermes, et al., 2014). The phase of alpha oscillations has also been demonstrated 
to modulate gamma power in the visual system in both humans and non-human 
primates using intra- and extracranially recorded data (Bahramisharif, et al., 2013; 
Foster and Parvizi, 2012; Osipova, et al., 2008; Roux, et al., 2013; Spaak, et al., 2012; 
Voytek, et al., 2010) The alpha-gamma coupling phenomenon has proposed to be 
involved in a mechanism serving to prioritize visual processing (Jensen, et al., 
2014). A recent study in non-human primates demonstrated that alpha band activity 
reflects feedback processing whereas the gamma band activity reflects feedforward 
processing (van Kerkoerle, et al., 2014). Laminar V1 recordings demonstrated that 
alpha oscillations were generated in the superficial and deep layers and propagated 
toward the granular layer (Bollimunta, et al., 2011). Gamma oscillations, on the other 
hands, were generated in granular layers and propagated towards the deep and 
superficial layers. However, it remains unknown how the neuronal dynamics in 
the alpha and gamma band interact. In particular, it remains unknown whether the 
phase of slower oscillations drives the power of the higher frequency signals. An 
alternative possibility is that the power of the higher frequency oscillations drives 
the phase of the slower oscillations. One might even ask whether this direction is 
task dependent. We here present a novel signal processing tool to probe the direction 
of functional coupling by considering the phase relationship between the power 
envelope of the higher frequency activity in relation to slower oscillations. We here 
refer to directed functional coupling as a ‘drive’ in the sense that the signals from 
the driver are predictive of the signals in the receiver. The precondition is that the 
receiver follows the driver by a fixed time lag over a frequency range in which the 
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interactions occur. As demonstrated by (Nolte, et al., 2008), this can be assessed 
using the phase-slope index (PSI).
PSI was initially proposed to assess the direction of interaction of coupling between 
two oscillatory signals of similar frequencies. Considering an oscillator operating in 
a frequency range of 
48 
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by a fixed time lag over a frequency range in which the interactions occur. As demonstrated by 
(Nolte, et al., 2008), this can be assessed using the phase-slope index (PSI). 
PSI was initially proposed to assess the direction of interaction of coupling between two 
oscillatory signals of similar frequencies. Considering an oscillator operating in a frequency 
range of 	to , we assume that this oscillator leads another system with a fixed time lag. As a 
consequence, there will be a phase difference between the oscillations measured from the two 
systems. Importantly this phase difference will change linearly with frequency in the range  to  (Gotman, 1983; Mima, et al., 2000; Schoffelen, et al., 2005). This is illustrated in Fig. 1. A 
positive slope of the phase difference as a function of frequency will mean that the first 
oscillator is leading the other (Fig. 1, left panel), whereas a negative phase slope suggests the 
reverse (Fig. 1, right panel). PSI is a robust method to quantify the phase slope, which allows to 
infer if one oscillator is leading or lagging a second oscillator by considering the slope of phase 
differences in a frequency range. It is based on the assumption that there exists a phase lag 
between the two oscillators which is constant in time for the considered range of frequency 
fluctuations. It should be mentioned that the PSI cannot be used to infer a causal interaction 
per se, but in line with Nolte et al. 2008, we apply the measure to infer the direction. In this 
paper, we have applied the PSI to the power envelope of the faster frequency of the signal in 
relation to the phase of slower oscillations. We term the resulting measure cross-frequency 
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direction of functional coupling by considering the phase relationship between the power 
envelope of the higher frequency activity in relation to slower oscillations. We here refer to 
directed functional coupling as a ‘drive’ in the sense that the signals from the driver are 
predictive of the signals in the receiver. The precondition is that the receiver follows the driver 
by a fixed time lag over a frequency range in which the interactions occur. As demonstrated by 
(Nolte, et al., 2008), this can be assessed using the phase-slope index (PSI). 
PSI was initially proposed to assess the direction of interaction of coupling between two 
oscillatory signals of similar frequencies. Considering an oscillator operating in a frequency 
range of 	to , we assume that this oscillator leads another system with a fixed time lag. As a 
consequence, there will be a phase difference between the oscillations measured from the two 
systems. Importantly this phase difference will change linearly with frequency in the range  to  (Gotman, 1983; Mima, et al., 2000; Schoffelen, et al., 2005). This is illustrated in Fig. 1. A 
positive slope of the phase difference as a function of frequency will mean that the first 
oscillator is leading the other (Fig. 1, left panel), whereas a negative phase slope suggests the 
reverse (Fig. 1, right panel). PSI is a robust method to quantify the phase slope, which allows to 
infer if one oscillator is leading or lagging a second oscillator by considering the slope of phase 
differences in a frequency range. It is based on the assumption that there exists a phase lag 
between the two oscillators which is constant in time for the considered range of frequency 
fluctuations. It should be mentioned that the PSI cannot be used to infer a causal interaction 
per se, but in line with Nolte et al. 2008, we apply the measure to infer the direction. In this 
paper, we have applied the PSI to the power envelope of the faster frequency of the signal in 
relation to the phase of slower oscillations. We term the resulting measure cross-frequency 
directionality (CFD).  
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difference as a function of frequency will mean that the first oscillator is leading the 
other (Fig. 1, left panel), whereas a negative phase slope suggests the reverse (Fig. 
1, right panel). PSI is a robust method to quantify the phase slope, which allows to 
infer if one oscillator is leading or lagging a second oscillator by considering the 
slope of phase differences in a frequency range. It is based on the assumption that 
there exists a phase lag between the two oscillators which is constant in time for 
the considere  range of frequency flu tuations. t hould be mentioned that the PSI 
cannot be used to infer a causal interaction per se, but in line with Nolte et al. 2008, 
we apply the measure to infer the direction. In this paper, we have applied the PSI 
to the power envelope of the faster frequ ncy of the signal i  relation to the phase 
of slower oscillations. We term the resulting measure cross-frequency directionality 
(CFD). 
As we will demonstrate, the CFD can b  calculated very efficiently as an extension of 
CFC measures based on coherence (Osipova, et al., 2008). This allows the CFD and 
CFC measures to be compared. This is important since we expect the CFD measure 
to be robust mainly in cases where there is already a significant CFC. 
The paper is organized as follows. We will first explain how the CFD measure is 
implemented in relation to a measure of CFC based on coherence. As for the CFC, 
the CFD measure allows for frequency-by-frequency diagrams associating the 
phase of slower oscillations to the power of the faster oscillations. Then we will 
test the measure on simulated data and illustrate how the output measures can be 
assessed and interpreted. We will also outline how the statistical robustness of the 
estimates can be quantified. Lastly, the measure is applied to intracranial recordings 
in humans in which robust alpha phase to gamma power couplings have already 
been identified (Bahramisharif, et al., 2013). 
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Figure 1. Phase spectra between low frequency signal and high frequency envelope. The red 
curves represent the envelope of high frequency signals. Figure 1 is adapted form (Schoffelen, 
Oostenveld, & Fries, 2005). Left panel: The low frequency signal is leading the high frequency 
envelope by 10 ms. This constant lead translates into a phase-lead that linearly increases with 
frequency (e.g., 0.25 rad for 4 Hz, 0.50 rad for 8 Hz and 0.75 rad for 12 Hz). Right panel: 
The low frequency signal is lagging the high frequency envelope by 10 ms. This constant lag 
translates into a phase-lag that linearly decreases with frequency (e.g., -0.25 rad for 4 Hz, -0.50 
rad for 8 Hz and -0.75 rad for 12 Hz).
Materials and Methods
We here describe the general framework for how CFC and CFD are computed. CFC 
quantifies the coupling between the phase of the low frequency signal and the power 
of the higher frequency signal. The CFD estimates the directionality of the phase-to-
power coupling. The initial steps for calculating these measures are similar. 
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We denote the time series of signal x as 
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The paper is organized as follows. We will first explain how the CFD measure is implemented in 
relation to a measure of CFC based on coherence. As for the CFC, the CFD measure allows for 
frequency-by-frequency diagrams associating the phase of slower oscillations to the power of 
the faster oscillations. Then we will test the measure on simulated data and illustrate how the 
output measures can be assessed and interpreted. We will also outline how the statistical 
robustness of the estimates can be quantified. Lastly, the measure is applied to intracranial 
recordings in humans in which robust alpha phase to gamma power couplings have already 
been identified (Bahramisharif, et al., 2013).  
Materials and Methods 
We here describe the general framework for how CFC and CFD are computed. CFC quantifies 
the coupling between the phase of the low frequency signal and the power of the higher 
frequency signal. The CFD estimates the directionality of the phase-to-power coupling. The 
initial steps for calculating these measures are similar.  
  ti  s ri s of sig l  s (, ,⋯ , ) where N is the number of samples, 
collected at a sampling frequency of Fs. The estimation of the CFC and CFD involves the 
following steps (also see Fig. 2): 
here  is t e ber f 
samples, collected at a sampling frequency of Fs. The estimation of the CFC and CFD 
involves the following steps (also see Fig. 2):
Figure 2. Steps applied to compute both CFC and CFD. (A) High frequency power at 
frequency v is estimated from the original signal by applying a sliding Hanning tapered time 
window followed by a Fourier transformation (red line). After that, both the original signal 
and the power envelope of the high-frequency signal are divided into segments. Within each 
segment, the original signal and the power envelope of the high-frequency signal are Fourier-
transformed and cross-spectra between them are computed. The red segment indicates the 
frequency range over which the PSI is calculated. (B) CFC and CFD quantification. CFC 
is quantified by coherence and CFD is calculated from the PSI between the phase of slow 
oscillation fi and power of fast oscillation vj. The PSI is calculated for the bandwidth β. 
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Estimation of the temporal evolution of the power of the signal at frequency ν
The temporal evolution of the power of the activity at frequency ν is termed 
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quantified by coherence and CFD is calculated from the PSI between the phase of slow 
oscillation fi and power of fast oscillation vj. The PSI is calculated for the bandwidth β.  
Estimation of the temporal evolution of the power of the signal at frequency � 
The temporal evolution of the power of the activity at frequency � is termed ν =
(ν, ν, … , ν ). In both CFC and CFD, ν will be compared to the phase of the signal x. As such, 
� constitutes the frequencies of the y-axis in a CFC diagram. This set of frequencies can be 
arbitrarily chosen, e.g. from 40 to 100 Hz in 5 Hz increments: � = (40, 45,…, 100). The power as 
a function of time is estimated by applying a discrete Fourier transform to successive segments 
of the data with M samples (a ‘sliding time window’). Prior to the Fourier transform, each data 
segment is multiplied by a Hanning taper h, also M samples long, to reduce spectral leakage: 
                                             												 =  ∑ /                                               (1) 
The length of M is typically chosen to be about  cycles long with respect to the frequency �, 
i.e.  =  ∙  ⁄ . As such the length of the window decreases with increasing frequency as is 
also the case for Morlet wavelets (Tallon-Baudry and Bertrand, 1999). Typically,  in a range of 
4 to 6 cycles is appropriate when analyzing how gamma band power is related to the phase of 
slower oscillations. Note that the time-series x can be zero-padded to reduce boundary effects 
at the start and end of the segments.  
Estimation of the Fourier transform and cross-spectral densities of segmented data.  
Next, x and y are segmented into a set of S successive segments with l overlapping time points 
(Fig. 2A). There will be k time points in each segment. We refer to the time course and the 
temporal evolution of power of segment s as   and	 . Using a standard Fast Fourier 
Transform (FFT) algorithm, the complex representations are calculated after applying a Hanning 
window: 
 = FFT(, ) 
 and CFD, 
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Estimatio  of t e Fourier t ansform and cross-sp ctral densities of segm nt d data.  
Next, x and y are segmented into a s t f S successive segments with l overlapping time points 
( ig. 2A). There will be k time oints in each egm nt. We refer to the time course and the 
temporal evolutio  f p w r of s gment s   and	 . Using a standard Fast Fourier 
Transform (FFT) algorithm, the complex representations are calculated after applying a Hanning 
window: 
 = FFT(, ) 
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quantified by coherence and CFD is calculated fro  the PSI between the phase of slow 
osci lation fi and power of fast osci lation vj. The PSI is calculated for the bandwidth β.  
Esti ation of the te por l evolution f  power of th  signal at fr quency  
Th  te poral evolution of the power of the activity at frequency  is ter ed ν
(ν, ν, , ν ). In b th CFC and CFD, ν wi l be co par d to the phase of the signal x. As such, 
 constitut s the frequencies of the y-axi  in  CFC diagra . This set of frequencies can be 
arbitrarily chosen, e.g. fro  40 to 100 Hz in 5 Hz incre ents:  = (40, 45,…, 100). The power as 
a function of ti e is esti ated by applying a discrete Fourier transfor  to successive seg ents 
of the data with  samples (a ‘sliding ti e window’). Prior to the Fourier transfor , each data 
seg ent is ultiplied by a Hanning taper h, also  sa ples long, to reduce spectral leakage: 
 	  ∑ /    (1) 
The length of  is typica ly chosen to be about  cycles long with respect to the frequency , 
i.e.  ∙  ⁄ . As such the length of the window decreases with increasing frequency as is 
also the case for orlet wavel ts (Ta lon-Baudry and Bertr nd, 1999). Typica ly,  in a range of 
4 to 6 cycles is appropriate when analyzing how ga a band power is related to the phase of 
slower osci lations. Note that the ti e-series x can be zero-padded to reduce boundary e fects 
at the start and end of the seg ents.  
Esti a ion of the Fouri  transfor  and c ss-spectral d nsiti s f seg nted data.  
Next, x and y are seg ented into a s t f S successive seg ents with l overlapping ti e points 
(Fig. 2A). There wi l be k ti e points i  each seg ent.  refer to the ti e course and the 
e poral evolutio  of pow r of s g ent as   and	 . Using a standard Fast Fourier 
Transfor  (FFT) algorith , the co plex representations are calculated after applying a Hanning 
window: 
 FFT(, ) 
a standard Fast Fourier Transform (FFT) algorithm, the complex representations are 
calculated after a plying a Hannin  wi do :
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quantified by coherence and CFD is calculated from the PSI between the phase of slow 
oscillation fi and power of fast oscillation vj. The PSI is calculated for the bandwidth β.  
Estimation of the temporal evolution of the power of the signal at frequency � 
The temporal evolution of the power of the activity at frequency � is termed ν =
(ν, ν, … , ν ). In both CFC and CFD, ν will be compared to the phase of the signal x. As such, 
� constitutes the f equ ncies of the y-axis in a CFC diagr m. This set of fr quencies can be 
arbitrarily chosen, e.g. from 40 to 100 Hz in 5 Hz increments: � = (40, 45,…, 100). T  power as 
a function f tim  is estimat d by applying a discr te Fourier transfor  to successive segments 
of the d ta with M samples (a ‘sliding time window’). Prior to the Fourier transform, each data 
segment is multiplied by a Hann ng aper h, also M samples long, to reduce spectral leakage: 
                                            												 =  ∑ /                                            (1) 
The length of M is typically chosen to be about  cycles long with respect to the frequency �,
i.e.  =  ∙  ⁄ . As such the length of the window decreases with increasing frequency as is 
also the case for M rlet wavelets (Tall n-Baudry nd Bertrand, 1999). Typically,  in a rang  of 
4 to 6 cycles is appropriate when analyzi  ow gamma band power i  related to the phase of 
slower oscillations. Note that the time-series x can be zero-padded to reduce boundary effects 
at the start and end of the segments.  
Estimation of the Fourier transform and cross-spectral densities of segmented data.  
Next, x and y are segmented into a set of S successive segments with l overlapping time points 
(Fig. 2A). There will be k time points in each segment. We refer to the time course and the 
temporal evolution of power of segm nt s as   and	 . Usin  a standa d Fast Four er 
Transform (FFT) algorithm, the compl x represe tation  are calculated after applying a Hanning 
window: 
 = FFT(, ) 
and
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and 
                																											, = 	 FFT(,, )                                                         (2) 
where , is the power of segment s at high frequency v and  defines the frequency 
resolution on the x-axis (∆ =   ⁄ ) of the CFC diagram (Fig. 2B, left panel). This results in 
the vectors  = (, , … ,  )		 and  , = (,, ,, … , , )  which are Fourier 
transforms centered at the frequencies ∈ 0,  , … ,  1 − . The cross-spectra () for 
the individual segments are defined as , = (,)∗  where ‘*’ denotes the complex 
conjugate.  
How long should a segment be? Typically, a choice of 3-5 cycles in relation to the slower 
oscillation is sensible. For example, a segment length of ~400 ms for 10 Hz oscillations is chosen 
which then translates to k = 400 points if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency resolution defined by  should be larger 
than k and is recommended to be a power of 2 for optimal computation.  For executing the FFT, 
zero padding can be done to extend the segments to		points. Note that increasing  
results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherence 
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequency coherence (η):              
                                               							(, ) = ∑ , ∑ ||∙∑ |,|                                                               (3) 
with frequencies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
Estimating the cross-frequency directionality (CFD) 
              (2)
where
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, is the power of s gment s at high frequency v and  defines the frequency 
res lution on the x-axis (∆ =  ⁄ ) of the CFC diagram (Fig. 2B, left panel). This results in 
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transforms centered at the frequ ncies ∈ 0,  , … ,  1 − . The cross-spectra () for 
the individual s gments are defined as , = (,)∗  where ‘*’ d no es the complex 
conjugate.  
H w long should a s gment be? Typically, a hoice of 3-5 cycles in relati n to the slower 
oscillation is sensible. For example, a s gm t length of ~400 ms for 10 Hz oscillations is chosen 
which the  tran lates to k = 400 po nt  if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
re sonable i.e. l ~ 0.5 k to 0.75 k. The frequency res lution defined by  should be larger 
th  k and is recommended to be a power of 2 for optimal computation.  For execu ing the FFT, 
zero padding can be done to extend the s gments to		points. Note that increasing  
results in interp lat on in th  frequency domain. When considering a phasic modulation 
ex rcised by a low frequency rhythm, a 0.5 Hz frequency res lution is a propriate, i.e.  = 
2048 i  re sonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherence 
The CFC can be quantified by es ma ing the coherence b tween the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term thi  cross-frequency coherence (η):         
        							(, ) = ∑ , ∑ ||∙∑ |,|        (3) 
with frequ ncies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
Es ma ing the cross-frequency d rectionality (CFD) 
the power of segment a high frequency v a d 
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and 
           							 , = 	 FFT(,, )                                       (2)
where , is the power f segm nt s at high frequ ncy v  defin s the fr qu ncy 
resolution on the x-axis (∆ =  ⁄ ) of the CFC diagram (Fi . 2B, left panel). This re ult  in 
the vectors  = (,  … ,  )		 and  , = ( , , ,, … , )  which are Fouri r 
transforms cent red at th  fr qu nci s ∈ 0,  , … ,  1 − . The cross-spectra () fo
the indivi ual segments ar  d fin d as , = (,)∗  where ‘*’ d notes the complex 
conjugate.  
How long should a segment be? Typically, a hoice of 3-5 cycles in relation to he sl wer 
oscillat on s sen ible. For example, a segment length of ~400 ms for 10 Hz oscillat ons s ch sen 
which then transl tes o k = 400 points if Fs = 1000 Hz. For choosing l, a 50% to 75  overlap is 
reasonable i.e. l ~ 0 5 k to 0.75 k. The fr qu ncy resolution defin d by  should be larger 
than k and is recommend d to be a p w r of 2 for ptimal computation.  For executing the FFT, 
zero padding can be do e to ext nd the segments to		p ints. N te that incre sing  
result  in in erpolation in he fr qu ncy domain. Whe  considering a phasic modulation 
exercised by a low frequ ncy rh thm, a 0.5 Hz frequ ncy resolution is appro iate, i. .  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequ ncy coupling using coheren  
The CFC can be qu tified by estimating the coherenc  b tw en the sig al xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequ ncy coherenc  (η):       
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with frequ nci s  ∈ 0,  , … ,  1 − . This measure constitu es he fr qu ncy ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
Estimating the cross-frequ ncy dir ctionality (CFD) 
 fi th frequency 
resolution on the x-axis 
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where , is the power of segment s at high frequency v and  defines the frequency 
resolution on the x-axi (∆ =  ⁄ ) of the CFC diagram (Fig. 2B, left panel). This results in 
the vectors  = (, , … ,  )		 and  , = (,, ,, … , , )  which are Fourier 
transforms centered at the frequencies ∈ 0,  , … ,  1 − . The cross-spectra () for 
the individual segments are defined as , = (,)∗  where ‘*’ denotes the complex 
conjugate.  
How long should a segment be? Typically, a choice of 3-5 cycles in relation to the slower 
oscillation is sensible. For example, a segment length of ~400 ms for 10 Hz oscillations is chosen 
which then translates to k = 400 points if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency resolution defined by  should be larger 
than k and is recommended to be a power of 2 for optimal computation.  For executing the FFT, 
zero padding can be done to extend the segments to		points. Note that increasing  
results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherence 
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequency coherence (η):             
                                               							(, ) = ∑ , ∑ ||∙∑ |,|                                                               (3) 
with frequencies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
Estimating the cross-frequency directionality (CFD) 
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where , is the power of segment s at high frequency v and  defines the frequency 
resolution on the x-axis (∆ =  ⁄ ) of the CFC diagram (Fig. 2B, left panel). This results in 
the  = (, , … ,  )		 and  , = (,, ,, … , , )  which are Fourier 
transforms centered at the frequencies ∈ 0,  , … ,  1 − . The cross-spectra () for 
the individual segments are defined as , = (,)∗  where ‘*’ denotes the complex 
conjugate.  
How long should a segment be? Typically, a choice of 3-5 cycles in relation to the slower 
oscillation is sensible. For example, a segment length of ~400 ms for 10 Hz oscillations is chosen 
which then translates to k = 400 points if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency resolution defined by  should be larger 
than k and is recommended to be a power of 2 for optimal computation.  For executing the FFT, 
zero padding can be done to extend the segments to		points. Note that increasing  
results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherence 
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequency coherence (η):              
                                               							(, ) = ∑ , ∑ ||∙∑ |,|                                                               (3) 
with frequencies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
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Estimating the cross-frequency directionality (CFD) 
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conjugate.  
How long should a segment be? Typically, a choice of 3-5 cycles in relation to he slower 
oscillation is sen ible. For example, a segment length of ~400 ms for 10 Hz oscillations is chosen 
whic  then translates to k = 400 points if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
reasonable i. . l ~ 0.5 k to 0.75 k. The fr quency resolution defined by  should be large  
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2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherenc  
The CF  can be quantified by estimating the coherenc  betw en the signal xs and yv,s
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et al., 2008). We term this cross-frequ ncy coherenc  (η):              
      						 (, ) = ∑ , ∑ ||∙∑ |,|       (3)
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Estimating the cross-frequency directionality (CFD) 
 
which are Fourier transforms centered at the frequencies. The cross-spectra (
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the individual segments are defined as , = (,)∗  where ‘*’ denotes the complex 
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How long should a segment be? Typically, a choice of 3-5 cycles in relation to the slower 
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How long should a segment be? Typically, a choice of 3-5 cycles in relation to the 
slower oscillation is sensible. For example, a segment length of ~400 ms for 10 Hz 
oscillations is chosen which then translates to k = 400 points if Fs = 1000 Hz. For 
choosing l, a 50% to 75% overlap is reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency 
resolution defined by 
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which then translates to k = 400 p ints if Fs = 1000 Hz. For choosing l, a 50% to 75% overlap is 
reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency resolution defined by  should be larger 
than k and is recommended to be a power of 2 for optimal computation.  For executing the FFT, 
zero padding can be done to extend he segments to		points. Note that increasing  
results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifying cross-frequency coupling using coherence 
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequency coherence (η):              
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with frequencies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
Estimating the cross-frequency directionality (CFD) 
 should be larger than k and is recommended to be a 
power of 2 for optimal computation. For executing the FFT, zero padding can be 
done to extend the segments to 
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results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Quantifyi g cross-fr quency coupling usi g coher nce 
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
  
(Osipova, 
et al., 2008). We term this cross-frequency coherence (η):              
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with frequencies  ∈ 0,  , … ,  1 − . This measure constitutes the frequency ‘rows’ 
of the CFC in Fig. 2B on the left panel.   
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exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
2048 is reasonable if Fs = 1000 Hz.  
Q a tifying cross-frequency coupling using coherence 
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(Osipova, 
et al., 2008). W term this cross-frequency coherence (η):              
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of the CFC in Fig. 2B on the left panel.   
Estima ing the cross-frequency directionality (CFD) 
 results in 
interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, 
i.e. 
53 
 
and 
                                    																											, = 	 FFT(,, )                                                           (2) 
where , is the power of segment s at high frequency v and  defines the frequency 
resolution on the x-axis (∆ =  ⁄ ) of the CFC diagram (Fig. 2B, le t panel). This results in 
the vectors  = (, , … ,  )		 and  , = (,, ,, … , , )  which are Fourier 
transforms centered at the frequencies ∈ 0,  , … ,  1 − . The cross-spe tra () for 
the individual segments are defined as , = (,)∗  where ‘*’ denotes the complex 
conjugate.  
How long should a segment be? Typically, a choice of 3-5 cycles in relation to the slower 
oscillation is sensible. For example, a segment length of ~400 ms for 10 Hz oscillations is chosen 
which then translates to k = 400 points if Fs = 1000 Hz. For choosing l, a 50% t  75% overlap is 
reasonable i.e. l ~ 0.5 k to 0.75 k. The frequency resolution defined by  should be larger 
than k and is recommended to be a power of 2 for optimal computation.  For executing the FFT, 
zero padding can be done to extend the segments to		points. Note that increasing  
results in interpolation in the frequency domain. When considering a phasic modulation 
exercised by a low frequency rhythm, a 0.5 Hz frequency resolution is appropriate, i.e.  = 
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Quantifying cross-frequency coupling using coherence
The CFC can be quantified by estimating the coherence between the signal xs and yv,s
 
(Osipova, et al., 2008). We term this cross-frequency coherence (η):
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 This measure constitutes the 
frequency ‘rows’ of the CFC in Fig. 2B on the left panel. 
Estimating the cross-frequency directionality (CFD)
The estimation of the CFD is based on the PSI, which has been developed to estimate 
the direction of interaction between signals. Considering a signal (sender) oscillating 
in a given f que cy range is driving another signal (receiver) and the transmission 
is associated with a fixed delay, the phase difference between the two signals will 
change systematically with frequency as observed in the phase spectrum (Gotman, 
1983; Mima, et al., 2000). The PSI estimates the slope of the phase difference as 
a function of frequency in a given frequency band. The sign of the slope reflects 
the direction of interaction. We here applied the PSI to the signal x and the power 
envelope of the signal 
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The estimation of the CFD is based on the PSI, which has been developed to estimate the 
direction of interaction between signals. Considering a signal (sender) oscillating in a given 
frequency range is driving ano her sig al (rec iver) and the transmission is associated with a 
fixed delay, the phase difference between the two signals will change systematically with 
frequency as observed in the phase spectrum (Gotman, 1983; Mima, et al., 2000).  The PSI 
estimates the slope of the phase difference as a function of frequency in a given frequency 
band. The sign of the slope reflects the direction of interaction. We here applied the PSI to the 
signal x and the power envelope of the signal 	at frequency tile	, :  
																																										,  = Im∑ ∗,   ,  + ∆                                      (4) 
where 	,  = ∑ (,)∗∑ || ∑ |,|  is the complex coherency, ∆	is frequency resolution and 
Im	denotes the imaginary part. We use β to denote the bandwidth for which the phase slope is 
calculated and choose it to be between 4 and 8 times of the frequency resolution (Fig. 2B, right 
panel). For example, when calculating directionality for a phase modulation for a 10 Hz rhythm 
with a 0.5 Hz frequency resolution, a phase slope estimated between 9 to 11 Hz is reasonable 
(β = 2 Hz). 
Extending the framework to multiple trials 
The above framework is easily extended to data consisting of multiple trials. This is 
accomplished by considering each trial as a segment. Note that these segments could be 
further divided into smaller segments in order to further optimize the Fourier transform 
estimation. In general, the CFC and CFD estimations are improved with the number of total 
segments. However, decreasing the length of the segments to increase their number will come 
at the expense of the frequency resolution.  
Statistical assessment of CFC and CFD 
 f
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(β = 2 Hz). 
Extending the framework to multiple trials 
The above framework is easily extended to data consisting of multiple trials. This is 
accomplished by considering each trial as a segment. Note that these segments could be 
further divided into smaller segments in order to further optimize the Fourier transform 
estimation. In general, the CFC and CFD estimations are improved with the number of total 
segments. However, decreasing the length of the segments to increase their number will come 
at the expense of the frequency resolution.  
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The estima ion of the CFD is based on the PSI, which has b en developed to estimate the 
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The estimation of the CFD i  based on the PSI, which has been dev loped to stimat  the 
direction of int ra tion b twee  gnals. Considering a signal (s nder) oscillat g in a given 
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Extending the framework to multiple trials 
The above framework is easily ext nded to data consisting of multiple trials. This is 
accomplished by considering each trial a  a s gmen . Not  that the e s gments could be 
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The estimation of the CFD is based on the PSI, which has been developed to estimate the 
direction of interaction between signals. Considering a signal (sender) oscillating in a given 
frequency range is driving another signal (receiver) and the transmission is associated with a 
fixed delay, the phase difference between the two signals will change systematically with 
frequency as observed in the phase spectrum (Gotman, 1983; Mima, et al., 2000).  The PSI 
estimates the slope of the phase difference as a function of frequency in a given frequency 
band. The sign of the slope reflects the direction of interaction. We here applied the PSI to the 
signal x and the power envelope of the signal 	at frequency tile	, :  
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where 	,  = ∑ (,)∗∑ || ∑ |,|  is the complex coherency, ∆	is frequency resolution and 
Im	denotes the imaginary part. We use β to denote the bandwidth for which the phase slope is 
calculated and choose it to be between 4 and 8 times of the frequency resolution (Fig. 2B, right 
panel). For example, when calculating directionality for a phase modulation for a 10 Hz rhythm 
with a 0.5 Hz frequency resolution, a phase slope estimated between 9 to 11 Hz is reasonable 
(β = 2 Hz). 
Extending the framework to multiple trials 
The above framework is easily extended to data consisting of multiple trials. This is 
accomplished by considering each trial as a segment. Note that these segments could be 
further divided into smaller segments in order to further optimize the Fourier transform 
estimation. In general, the CFC and CFD estimations are improved with the number of total 
segments. However, decreasing the length of the segments to increase their number will come 
at the expense of the frequency resolution.  
Statistical assessment of CFC and CFD 
inary part. We use β to denote the bandwidth 
for which the phase slope is calculated and choose it to be between 4 and 8 times 
of the frequency resolution (Fig. 2B, right panel). For example, when calculating 
directionality for a phase modulation for a 10 Hz rhythm with a 0.5 Hz frequency 
resolution, a phase slope estimated between 9 to 11 Hz is reasonable (β = 2 Hz).
Extending the framework to multiple trials
The above framework is easily extended to data consisting of multiple trials. This is 
accomplished by considering each trial as a segment. Note that these segments could 
be further divided into smaller segments in order to further optimize the Fourier 
transform estimation. In general, the CFC and CFD estimations are improved with 
the number of total segments. However, decreasing the length of the segments to 
increase their number will come at the expense of the frequency resolution. 
Statistical assessment of CFC and CFD
To assess the statistical significance of the CFC and CFD measur s, we applied a non-
parametric approach based on randomizations. This approach controls for multiple 
comparisons with respect to the frequency-by-frequency tiles and is derived from 
(Maris and Oostenveld, 2007). First, all observed CFC/D values in all of the tiles 
were pooled into one distribution. The 99.5th percentile defined the threshold (right 
panel in Fig. 3A). For the CFD, we also considered values below the 0.5th percentile 
(since the CFD can have negative and positive values, whereas the CFC only have 
positive values). Observed CFC/D values that exceed the threshold became cluster 
candidates. Neighboring CFC/D candidates were assigned to the same cluster 
(left panel in Fig. 3A). Each cluster required at least two or more adjacent CFC/D 
candidates to be considered for further analysis. Note that the number of adjacent 
candidates to form the cluster controls the cluster size and it depends on the 
frequency-by-frequency tiles resolution. For the frequency resolution we applied, 
we found 8 adjacent candidates to be reasonable. 
To assess whether the identified cluster could be considered significant, we defined 
a cluster score. This was simply the sum of the CFC/D values within the cluster 
(the observed cluster score). In order to preserve the autocorrelation among segments 
during the randomization, ‘circular shifts’ were applied (Canolty, et al., 2006). We 
circularly shifted a random number of segments of the Fourier transformed phase 
segments 
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To assess the statistical significance of the CFC and CFD measures, we applied a non-parametric 
approach based on randomizations. This approach controls for ultiple comparisons with 
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‘circular shifts’ were applied (Canolty, et al., 2006). We circularly shifted a random number of 
segments of the Fourier transformed phase seg ents   with respect to the amplitude 
envelope segments and the CFC/D values were recomputed.  This procedure was repeated 
1000 times, resulting in a shuffled distribution of CFC/D (left panel in Fig. 3B). For all 
randomizations, we identified the clusters exceeding the threshold and for each cluster we 
summed the CFC/D values (e.g., cluster score1, cluster score2 and so on in Fig. 3B, left panel). 
The resulting 1000 maximum cluster scores formed the cluster-level reference distribution. The 
significance level of the cluster to be tested was determined by comparing the observed cluster 
score to the reference distribution (right panel in Fig. 3B). Observed clusters with a score higher 
than the 99.5th percentile (one-tailed tests for CFC) were considered statistically significant 
with p<0.005. For the CFD we also considered clusters below the 0.5th percentile.  
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identified the clusters exceeding the threshold and for each cluster we summed 
the CFC/D values (e.g., cluster score1, cluster score2 and so on in Fig. 3B, left panel). 
The resulting 1000 maximum cluster scores formed the cluster-level reference 
distribution. The significance level of the cluster to be tested was determined by 
comparing the observed cluster score to the reference distribution (right panel in Fig. 
3B). Observed clusters with a score higher than the 99.5th percentile (one-tailed tests 
for CFC) were considered statistically significant with p<0.005. For the CFD we also 
considered clusters below the 0.5th percentile. 
Figure 3. Statistical assessment of the CFC and CFD when controlling for multiple comparisons 
over frequencies. (A) Observed CFC/D and clustering threshold. All the observed CFC/D 
values were pooled together (i.e. all frequency by frequency bins) and the threshold is set at 
the 99.5th percentile of the resulting distribution (right panel). Contiguous CFC/D values 
exceeding the threshold formed a cluster (left panel). The summed CFC/D values from a 
given cluster were considered the cluster score. (B) Circular shifted CFC/D and the cluster 
reference distribution. Random number of the Fourier-transferred phase segments sequences 
were circular shifted with respect to the amplitude envelope segments and the CFC/D were 
recomputed 1000 times. For each randomization the CFC/D contiguous values exceeding 
the threshold were used to form reference clusters (e.g., cluster1, cluster2, and so on in the 
left panel) and the respective cluster scores were calculated. The resulting 1000 maximum 
cluster scores formed the cluster-level reference distribution. For the observed cluster score, 
the p-value was determined by considering the fraction of cluster scores in the reference 
distribution exceeding the observed cluster score (right panel).
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Simulations for testing the framework
We constructed simulated data in which the higher frequency power (~70 Hz; 
γ signal) is coupled to the phase of a slower rhythm (~10Hz; α signal). We also 
imposed a direction of interaction by shifting these signals 10 ms forward or 
backward in time. The simulated data were generated as follows (Fig. 4):
 I. The α signal 
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considering the fraction of cluster scores in the reference distribution exceeding the observed 
cluster score (right panel). 
Simulations for testing the framework 
We constructed simulated data in which the higher frequency power (~70 Hz; γ signal) is 
coupled to the phase of a slower rhythm (~10Hz; α signal). We also imposed a direction of 
interaction by shifting these signals 10 ms forward or backward in time. The simulated data 
were generated as follows (Fig. 4): 
I.  The α signal () was composed of d segments. Each signal () corresponding 
to segment j was Tj ∈ [0.08,0.12] seconds long (randomly chosen from a Gaussian 
distribution with mean 0.1 and variance 0.2) with amplitude Aj, yielding 																																									 = (sin2 + 1.5 + 1)        (5) 
where 0 <  < 	 and Aj is drawn from a Gaussian distribution with mean 10 and 
standard deviation 1. These  = 5000 segments were concatenated to construct an α 
signal in the 8-12 Hz range with fluctuating amplitude. That is, the concatenated 
signal is given by: () = 	()||()|| … ||(). Since every segment started 
and ended at zero amplitude, the concatenated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
																																					() = 1 − (()) sin2 + 1																													(6)             
where  = 10  and  = 6. The sigmoid function serves to increase the γ signal when 
the α signal 	() is below c. Directionality is imposed by advancing or delaying () with respect to	() by ∆ seconds (Fig. 4B): 
                                   ∆ () = 	 ( + ∆)                                     (7) 
 
III. The final signal S() is obtained as (Fig. 4C): 
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sig al is given by: () = 	()||()|| … ||(). Since every segment started 
and ended t zero amplitude, the concatenated alpha signal is continuous. A 1s long  
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II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
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where  = 10  and  = 6. The sigmoid fu ction serves to increase the γ signal when 
the α signal 	() is below c. Directi ality is imposed by advancing or delaying () with respect to	() by ∆ seconds (Fig. 4B):
                                   ∆ () = 	 ( + ∆)                                     (7) 
 
III. The final signal S() is obtained as (Fig. 4C): 
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I.  The α ignal () was compo ed of d segments. Each signal () corresponding 
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signal in the 8-12 Hz range with fluctuating amplitude. That is, the concatenated 
signal is given by: () = 	()||()|| … ||(). Since every segment started 
and ended at zero amplitude, the concatenated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
																																					() = 1 − (()) sin2 + 1																													(6)             
where  = 10  and  = 6. The sigmoid function serves to increase the γ signal when 
the α signal 	() is below c. Directionality is imposed by advancing or delaying () with respect to	() by ∆ seconds (Fig. 4B): 
                                   ∆ () = 	 ( + ∆)                                     (7) 
 
III. The final signal S() is obtained as (Fig. 4C): 
 segments 
were concatenated to construct an α signal in the 8-12 Hz range with 
fluctuating amplitude. That is, the concatenated signal is given by: 
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coupled to the phas  of sl wer r ythm (~10Hz; α signal). We lso imposed a direction of 
interaction by shifti g thes  s gnals 10 ms forwar or backward in time. The simulated data 
were generated as follows (Fig. 4): 
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i   se me t started and 
ended at zero amplitude, th  conc enated alpha signal is con i uous. A 
1s long α signal with a 1000 Hz sampling frequency is shown in Fig. 4A. 
 II. e then constructed a γ signal 
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distribution with mean 0.1 and varian e 0.2) with amplitude Aj, yi lding 																																									 = (sin2 + 1.5 + 1)        (5) 
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standard deviation 1. These  = 5000 segments were concatenated to construct an α 
ig al in the 8-12 Hz ra ge with flu tuating amplitude. That is, the concatenated 
si l is giv n by: () = 	()||()|| … ||(). Since very segment start  
and ended at zero amplitude, the concate ated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
																																					() = 1 − (()) sin2 + 1																													(6)             
where  = 10  and  = 6. The sigmoid function serves to increase the γ signal when 
the α signal 	() is below c. Directionality is imposed by advancing or delaying () with respect t 	() by ∆ seconds (Fig. 4B): 
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III. The final signal S() is obtained as (Fig. 4C): 
 ing fγ   s ill t
periodically reduced by the α pulses:
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to segment j was Tj ∈ [0.08,0.12] seconds long (randomly cho n from a Gaussian 
distribution with mean 0.1 and variance 0.2) with amp itude Aj, yielding 																																									 = (si 2 + 1.5 + 1)        (5) 
where 0 <  < 	 and Aj is drawn from a Gaussian distribution with mean 10 and 
standard deviation 1. These  = 5000 segments were concatenated to construct an α 
signal in the 8-12 Hz range with fluctuating amplitude. That is, the conca enated 
signal is give  by: () = 	()||()|| … ||(). Since ev ry segment started 
and ended at zero amplitude, the concatenated alpha signal is continuous. A 1s lon   
signal with a 1000 Hz sampling frequency is show  in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
																																					() = 1 − (()) sin2 + 1																													(6)             
where  = 10  and  = 6. The sigmoid function serves to increase the γ signal when 
the α signal 	() is below c. Directionality s imposed by advancing or delaying () with respect to	() by ∆ seconds (Fig. 4B): 
                                   ∆ () = 	   + ∆)                                     7) 
 
III. The final signal S() is obtained as (Fig. 4C): 
 (6)
where 
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We constructed simulated data in which the higher frequency power (~70 Hz; γ signal) is 
coupled to the phase of a slower rhythm (~10Hz; α sig al). We also imposed a direction of 
interac ion by shifting the e signals 10 ms forw rd r backward in time. The simulated data 
were generated as follows (Fig. 4):
I.  The α signal () was co posed of d e ments. Each signal () corresponding 
to segment j was Tj ∈ [0.08,0.12] sec nds long (ra d mly cho en from a Gaus ia  
distribution with mean 0.1 and variance 0.2) with amplitud  Aj, yielding 																																									 = (s n2 + 1.5 + 1)       (5) 
where 0 <  < 	 and Aj is drawn from a Gaussian distribution with mean 10 and 
standard d viation 1. Thes   = 5000 segments were catenated to construct an α 
signal in th  8-12 Hz range with fl ctuating amplitude. That is, the concatenated 
signal is given by: () = 	()||()|| … ||(). Si ce very segment started 
and ende  at zero amplitud , the concatenated alpha signal is continuous. A 1s long  
sign l with  1000 Hz s mpli g frequ ncy is shown in Fig. 4A.  
 
II. W  then co structed a γ signal () by having f� = 70 Hz scillations periodically 
reduced by the  pulses: 
																																					() = 1 − (()) sin2 + 1																													(6)             
where  = 10  and  = 6. The sigmoid function serv s to i crease the γ signal when 
the α signal 	() is below c. Directi ality is impo ed by advancing o  delay g () with respect to	() by ∆ seconds (Fig. 4B):
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III. The final signal S() s obtained as (Fig. 4C): 
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γ signal when the α signal 
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to segment j was Tj ∈ [0.08,0.12] seconds long (randomly chosen from a Gaussian 
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signal is given by: () = 	()||()|| … ||(). Since every segment started 
and ended at zero amplitude, the concatenated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
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III. The final signal S() is obtained as (Fig. 4C): 
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where 0 <  < 	 and Aj is drawn from a Gaussian distribution with mean 10 and 
standard deviation 1. These  = 5000 segments were concatenated to construct an α 
signal in the 8-12 Hz range with fluctuating amplitude. That is, the concatenated 
signal is given by: () = 	()||()|| … ||(). Since every segment started 
nd ended at zero amplitude, the concat ated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
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where  = 10  and  = 6. The sigmoid function serves to increase the γ signal when 
the α signal 	() is below c. Directionality is imposed by advancing or delaying () with respect to	() by ∆ seconds (Fig. 4B): 
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where 0 <  < 	 and Aj is draw  from a Gaussian distribution with mean 10 and 
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sig al in the 8-12 Hz range with fluctuating amplitude. That is, the concatenated 
sig al is given by: () = 	()||()|| … ||(). Since every segment started 
and ended at zero amplitud , the concatenated alpha signal is continuous. A 1s long  
signal with a 1000 Hz sampling frequency is shown in Fig. 4A.  
 
II. We then constructed a γ signal () by having f� = 70 Hz oscillations periodically 
reduced by the  pulses: 
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where  = 10  and  = 6. The sigmoid function serves to i crease the γ signal when 
th  α signal 	() is below c. D rectionality is imposed by advancing or delaying () with respect to	 () by ∆ seconds (Fig. 4B):
                                   ∆ () = 	 ( + ∆)                                     (7) 
 
III. The final signal S() is obtained as (Fig. 4C): 
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c si eri g t e fracti  f cl ster sc res i  t e refere ce istri ti  excee i g t e serve  
cl ster sc re (rig t a el). 
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i teracti  y s ifti g t ese sig als  s f r ar  r ack ar  i  ti e. T e si late  ata 
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      (7)
 III. The final signal S(t) is obtained as (Fig. 4C):
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                                  () = () + ∆ () + () + ()                            (8) 
where () represents white noise obtained by standard normal distribution and ()  represents pink noise with power spectrum roll-off of 60 dB per octave. To 
control the noise level, scaling factors	 and 	 were set to 0.8 and 0.3 respectively.   
 
 
Figure  4. A simulation in which gamma power is phase-coupled to alpha phase. (A) 8-12 Hz α 
signal (blue line) and the soft threshold below which the 70 Hz γ signal occurs (red line). (B) The 
γ signal only emerges when the α signal is below threshold. In this simulation, the γ signal is 
shifted 10 ms to the left in order to construct the case where gamma power leads alpha phase. 
(C) The final modulating signal was obtained by adding the α signal and the shifted γ signal. 
Independent Gaussian and pink noise was added. 
Results 
Simulation results 
We generated three different simulated datasets. In the simulations, an α signal at ~10 Hz 
fluctuating both in amplitude and frequency was constructed. The signal was asymmetric in 
amplitude (Mazaheri and Jensen, 2008). That is, the magnitude of the peaks fluctuated while 
the troughs remained the same (Fig. 4A). We assumed that this activity inhibited the gamma 
 (8)
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Figure 4. A simulation in which gamma power is phase-coupled to alpha phase. (A) 8-12 Hz 
α signal (blue line) and the soft threshold below which the 70 Hz γ signal occurs (red line). 
(B) The γ signal only emerges when the α signal is below threshold. In this simulation, the 
γ signal is shifted 10 ms to the left in order to construct the case where gamma power leads 
alpha phase. (C) The final modulating signal was obtained by adding the α signal and the 
shifted γ signal. Independent Gaussian and pink noise was added.
Results
Simulation results
We generated three different simulated datasets. In the simulations, an α signal at 
~10 Hz fluctuating both in amplitude and frequency was constructed. The signal 
was asymmetric in amplitude (Mazaheri and Jensen, 2008). That is, the magnitude 
of the peaks fluctuated while the troughs remained the same (Fig. 4A). We assumed 
that this activity inhibited the gamma band activity in a pulsed manner. As such, 
when the signal was below a given threshold, this allowed for ~70 Hz gamma band 
activity to emerge (Fig. 4B). These two signals were then combined and noise was 
added (Fig. 4C). To impose directionality, we introduced lags between α and γ 
signals for -10 ms, 10 ms or 0 ms (no lag) respectively. The sampling frequency was 
set to Fs = 1000 Hz.
We then applied the CFC coherence measure to the simulated data. As seen in the 
upper panels of Fig. 5A, the CFC measure faithfully uncovered that the phase of the 
alpha band signal modulated the gamma band signal. Note that the CFC is similar 
for the different delays. Cross spectra were calculated for a k = 2048 point window 
with a l = 1024 point overlap. As noted in the Materials and Methods section, for the 
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Fourier transform, 
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band activity in a pulsed manner. As such, when the signal was below a given threshold, this 
allowed for ~70 Hz gamma band activity to emerge (Fig. 4B). These two signals were then 
combined and noise was added (Fig. 4C). To impose directionality, we introduced lags between 
α and γ signals for  -10 ms, 10 ms or 0 ms (no lag) respectively.  The sampling frequency was 
set to Fs = 1000 Hz. 
We then applied the CFC coherence measure to the simulated data. As seen in the upper panels 
of Fig. 5A, the CFC measure faithfully uncovered that the phase of the alpha band signal 
modulated the gamma band signal. Note that the CFC is similar for the different delays. Cross 
spectra were calculated for a	 = 2048 point window with a  = 1024 point overlap. As noted 
in the Materials and Methods section, for the Fourier transfor , =2048 results in a ~0.5 Hz 
frequency resolution.  We used  = 5 cycles to extract high frequency power. This was done 
from 40 to 150 Hz in steps of 5 Hz.   
We then applied the CFD measure to the simulated data (lower panel in Fig. 5A).  In the lower 
left panel, the CFD values were negative for alpha phase versus gamma power.  This means that 
the 10 Hz signal lags the 70 Hz signal and is consistent with how the surrogate signal was 
constructed. To calculate CFD, bandwidth was set to β = 2 Hz at central phase frequency from 4 
to 40 Hz in 1 Hz step. Analogously, in the lower middle panel, we demonstrate that the 10 Hz 
signal correctly leads the 70 Hz signal. No directionality was found when there was no shift 
between the 10 Hz and 70 Hz signals (lower right panel in Fig. 5A). Furthermore, Figure 5B 
shows the phase spectra between 10 Hz alpha phase and 70 Hz gamma power for the three 
simulation conditions in Fig. 5A. As observed, the phase slopes in the phase spectra properly 
identified the directionality as quantified by the CFD. In conclusion, our proposed CFD method 
correctly identified the directionality between phase and amplitude in the simulated data. 
 = 2048 results in a ~0.5 Hz frequency resolution. We used 
w = 5 cycles to extract high frequency power. This was done from 40 to 150 Hz in 
steps of 5 Hz. 
We then applied the CFD measure to the simulated data (lower panel in Fig. 5A). In 
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power. This means that the 10 Hz signal lags t e 70 Hz signal and is consistent with 
how the surrogate signal was constructed. To calculate CFD, bandwidth was set to 
β = 2 Hz at central phase frequency from 4 to 40 Hz in 1 Hz step. Analogously, in 
the lower middle panel, we demonstrate that the 10 Hz signal correctly leads the 70 
Hz signal. No directionality was found when there was no shift between the 10 Hz 
and 70 Hz signals (lower right panel in Fig. 5A). Furthermore, Figure 5B shows the 
phase spectra between 10 Hz alpha phase and 70 Hz gamma power for the three 
simulation condit ons in Fig. 5A. As observed, the phase slopes in the phase spectra 
properly identified the directionality as quantified by the CFD. In conclusion, our 
proposed CFD method correctly identified the directionality between phase and 
amplitude in the simulated data.
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Figure 5. Simulation results. (A) CFC and CFD calculated for the simulated signals. Left 
panels: CFC and CFD estimates for gamma power leading alpha phase. Middle panels: 
CFC and CFD estimates for alpha phase leading gamma power. Right panels: CFC and CFD 
estimates for in the absence of directional coupling. The upper panels show coupling between 
alpha phase and gamma power as identified by the CFC measure. The lower panels show 
that the CFD measure can extract the directionality in the simulated data. (B) Phase spectra 
between 10 Hz alpha phase and 70 Hz gamma power under three simulation conditions in 
A. The phase slopes in the phase spectrum properly identify the directionality as quantified 
by the CFD.
ECoG results 
We then tested our method on ECoG data recorded from four epileptic patients. 
It included two datasets collected in New York (Dataset 1), USA and Utrecht, The 
Netherlands (Dataset 2) respectively. Three of the subjects from Dataset 1 had their 
eyes closed and one subject (Subject 3) from Dataset 2 was fixating on a blue “O” on 
a screen located ∼100 cm ahead. The duration of the experiment was between 3 and 
12 min. The sampling frequency was 512 Hz for Subject 3 and 1000 Hz for the other 
three subjects. Subjects were non-medicated during the recordings. To remove line 
noise, 58–62 Hz and 48–52 Hz band-stop frequencies were used for Datasets 1 and 2 
respectively. Electrodes above the neocortical areas that were identified as epileptic 
and later resected were excluded from further analysis. Next, noisy electrodes were 
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the ones that showed a difference between the maximum and minimum raw voltage 
over all trials above a subjective threshold. A common average reference was applied 
using all measurement electrodes except the noisy ones. The resulting preprocessed 
data showed clear alpha peaks in the power spectrum (see Fig. 1 in Bahramisharif et 
al., 2013). Further, strong phase to power coupling between alpha and gamma band 
activity have been demonstrated (Bahramisharif, et al., 2013). We here identified the 
most posterior-ventral electrode in each subject as in Bahramisharif et al. 2013 (Fig. 
6A).
Figure 6B (upper panel) reveals a strong CFC coupling between alpha phase and 
gamma power in posterior-ventral electrodes as previously reported. Note that the 
alpha band activity was fairly consistent over subjects, whereas the range of the 
gamma activity varied over subjects. For the analysis, we used the same parameters 
as for the simulation above. Figure 6C (upper panel) shows the statistical assessment 
of the CFC. Note that the coupling is highly robust (p <0.001).
The CFD measure applied to the data revealed a consistently negative value in the 
alpha to gamma band range suggesting that the gamma power drives the alpha 
phase (Fig. 6B, lower panel). Figure 6C (lower panel) showed that the CFD coupling 
was highly robust when controlling for multiple comparisons over the investigated 
frequency ranges (p < 0.001). It is important to note that the strongest CFD values 
were observed where we also identified the strongest CFC coupling. Thus, we 
conclude that the CFD measure can reliably assess the directionality of cross-
frequency interactions in neurophysiological data. 
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Figure 6. CFC and CFD results for four epileptic patients. Subjects were at rest during 
recording. (A) The implanted grid array for each epileptic subject. The red arrow indicates 
the selected most posterior-ventral electrode. (B) Upper panel: CFC. Lower panel: CFD. Note 
the strong alpha phase to gamma power coupling. The consistently negative CFD value in 
the alpha to gamma band range suggests that gamma power drives alpha phase. (C) Cluster 
statistic for the estimates in B. All p-values are smaller than 0.001.  
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Discussion
We have introduced a novel method for extracting the directionality of cross-frequency 
interactions based on the relationship between the phase of a lower frequency signal 
and the power of a higher frequency signal. This was firstly validated on simulated 
data by showing that the CFD correctly detects the direction of connectivity. A 
framework for testing the statistical reliability of the coupling measures controlling 
for multiple comparisons over frequency ranges was proposed as well. Finally, we 
demonstrated that the CFD performs robustly on detecting the directionality of 
cross-frequency interactions in ECoG data over four subjects. Strikingly, we found 
that gamma power consistently drives alpha phase. 
Cross-frequency directional interactions 
Current methods for cross-frequency interaction detection, mostly based on 
assessing phase-phase or phase-amplitude synchrony (Tort, et al., 2010), do not 
estimate the directionality of such couplings. In contrast, our method reveals the 
directional flow of neuronal information across different frequency bands. Our 
tool is based on the PSI, which estimates the direction of interactions robustly with 
respect to instantaneous mixtures of independent sources with noise. Spectral 
Granger causality (GC) has been developed to estimate directional interactions in 
the frequency domain, but it has so far not been applied to the directionality of 
phase to power interactions (Dhamala, et al., 2008). One might argue that GC could 
be extended to detect the direction of phase to power interactions by considering 
the envelope of the high frequency signal in relation to the low frequency signal. 
However, GC is sensitive to the signal-to-noise ratio and the envelope of the high 
frequency signal does not have the same signal-to-noise ratio as the low frequency 
signal (Nolte, et al., 2010). Indeed, analysis of phase-to-power interactions using 
GC on the simulated data always found an alpha phase to gamma power drive, 
irrespective of the true interactions (data not shown). This problem could potentially 
be alleviated using improved measures of GC (Vinck, et al., 2015). Transfer entropy 
(Vicente, et al., 2011), on the other hand, offers a principled way to quantify the 
directionality of interactions between different frequency bands (Besserve, et al., 
2010). It remains to be investigated how this approach compares to our method. 
Dynamic causal modeling (DCM) could potentially also be applied in the same 
manner. This approach uses a generative model that can incorporate experimental 
manipulations allowing for inferring effective connectivity and has been extended to 
model directed cross-frequency interactions between regions (van Wijk, et al., 2013). 
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
R13
R14
R15
R16
R17
R18
R19
R20
R21
R22
R23
R24
R25
R26
R27
R28
R29
R30
R31
R32
R33
R34
R35
R36
R37
R38
R39
Chapter 3
58
Gamma power drives alpha phase 
Here we discuss how our measure can be interpreted from a physiological 
perspective. Recent studies suggest that CFC might play a fundamental role in 
neuronal computation (Canolty and Knight, 2010; Lisman and Jensen, 2013; Roux 
and Uhlhaas, 2014). In particular, it has been argued that alpha oscillations are a 
consequence of top-down modulation whereas gamma band activity reflects a 
feedforward signal (van Kerkoerle, et al., 2014). This might suggest that the alpha 
band activity sets the ‘state’ of a given area thus modulating the processing reflected 
by activity in the gamma band. As such, it has been proposed that alpha oscillations 
control neuronal processing reflected by activity in the gamma band (Jensen, et 
al., 2014). It has been consistently demonstrated that alpha and gamma power is 
anti-correlated. From this, one might expect that alpha oscillations are controlling 
the gamma band activity in a phasic sense. To our surprise, we found that that the 
envelope of gamma oscillations drives the alpha phase. This finding suggests that 
bouts of gamma band activity adjust the phase of the alpha oscillations. As such, our 
findings are not easily reconciled with theories suggesting that alpha oscillations 
modulate processing reflected in the gamma band. Another perspective pertains 
to the interaction between different cortical layers. Using laminar recordings in 
the striate cortex, Granger analysis was used to demonstrate that deeper layers 
exercise control over granular layers in the alpha band (Bollimunta, et al., 2011). 
Likewise granular layers control superficial layers also in the alpha band. Therefore, 
the direction of coupling between the alpha and gamma oscillations might be layer 
specific. It would be of great interest to investigate this using laminar recordings. 
Effect of core parameters 
In this paper, we settled on a predetermined set of parameters for the CFC and 
CFD estimates. We found these parameters to be reasonable in view of expected 
frequency variations in the alpha and gamma band. We divided the data into 
l = 2 s long segments to estimate the cross spectra which then resulted in a frequency 
resolution of the low frequency phase estimate of ~0.5 Hz (the x-axis in Fig. 2B, left 
panel). This is comparable to what would be used for calculating power spectra 
in the alpha band range. To estimate the high frequency power envelope, we used 
w = 5 cycles, which is based on the assumption that there are about 5 gamma cycles 
per alpha cycle (Jensen, et al., 2014; Lisman and Jensen, 2013). Finally, we chose the 
bandwidth for which the PSI was calculated to ~4 times of the frequency resolution 
(β = 2 Hz). This was chosen since this range covers the spectral width of the alpha 
band activity. 
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CFC/CFD is computationally efficient
Computational efficiency is an important issue when considering the applicability 
of connectivity measures. Our proposed CFC/D framework is reasonably fast. It 
took approximately 3 s to calculate the CFC/D within one ECoG channel (about 4 
minutes recording, Fs = 1000 Hz) on a 2200 MHz Linux computing cluster with 4 
cores. The additional statistical test took 7 minutes. As such, it is feasible to apply the 
method to larger data sets as well, such as whole-head EEG and MEG recordings. 
Limitations of the approach 
There are a few limitations in our approach. Firstly, a zero-phase (non-causal) 
filter was applied to estimate the power envelope of the high-frequency signal. 
This means that each envelope sample is computed from preceding (‘past’) and 
following (‘future’) samples of the actual signal (Widmann, et al., 2015). This 
might be problematic when assessing the directionality. For instance, if each bout 
of gamma activity in one alpha cycle starts with high amplitude and then fades 
out, the filtering results in slightly advancing the gamma signal. This would affect 
the CFD measure. While we have no reason to believe that the gamma envelope is 
associated with such temporal asymmetry, it is important to be aware of this caveat. 
A second concern when interpreting the cross-frequency interactions pertain to 
whether the high frequency gamma should be considered a distinct phenomenon 
or if it can be explained by a non-sinusoidal shape of slow frequency rhythms. This 
concern holds for both the CFC and CFD measure and caution should be exercised 
when the results are interpreted (Aru, et al., 2015). For the case of alpha phase to 
gamma power coupling, previous research has demonstrated that the gamma band 
activity is associated with more superficial layers whereas the alpha oscillations 
are associated with deeper layers (Spaak, et al., 2012). These findings speak to at 
least the alpha and gamma band activity being associated with different neuronal 
populations, which implies that they cannot be explained solely by non-sinusoidal 
effects. Moreover, our proposed CFD measure is based on PSI, which is unable to 
detect nonlinear interactions. However, one advantage of our approach is that it 
is very robust against false positives (Nolte, et al., 2010). Another limitation of our 
approach is that the identified directional interactions are not causal per se (Friston, 
et al., 2013). For instance, a third source could co-modulate the gamma envelope and 
alpha phase but with slightly different delays. This possibility cannot be ruled out 
by analytical means only. Lastly, our approach is bivariate and it would be valuable 
to extend it to a multivariate setting. These considerations provide directions for 
future research.
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Conclusions
We introduced a new metric for detecting the direction of cross-frequency 
interactions. It allowed to identify directional interactions in simulated data as well 
as in human ECoG data. Due to its computational efficiency, CFD is also a suitable 
method for quantifying directed interactions in larger electrophysiological data sets. 
The method can be applied to human ECoG, EEG and MEG data with the aim of 
understanding the functional role of neuronal oscillations for different cognitive 
paradigms. While we have applied the metric to study interactions within a region 
so far, it would be of great interest to apply this tool to investigate interactions in 
which the phase of slower oscillations in one region interacts with activity in higher 
frequency bands in other regions. 
 
Characterizing brain oscillations in 
cognition and disease
Haiteng Jiang
ISBN 978-94-6284-037-9 204
C
H
A
R
A
C
T
E
R
IZ
IN
G
 B
R
A
IN
 O
S
C
IL
L
A
T
IO
N
S
 IN
 C
O
G
N
IT
IO
N
 A
N
D
 D
IS
E
A
S
E
 
     H
A
ITE
N
G
  JIA
N
G
 
Chapter 4 
Dynamic information flow in rat hippocampus
Adapted from:
Jiang, H., Bahramisharif, A, van Gerven, M.A.J., Bieri,K., Colgin, L and Jensen, 
O.(In prep) Dynamic information flow in rat hippocampus
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Abstract
It is well established that theta (~4-12 Hz) and gamma (∼25–100 Hz) oscillations 
interact in the rat hippocampus. For instance, slow gamma (~25-55 Hz) and fast 
gamma (~60-100 Hz) oscillations are coupled to different theta phases in CA1. This 
cross-frequency coupling (CFC) might facilitate the transient coordination of local 
networks and integrate processing between more distant networks. However, it 
remains unclear whether the phase of theta oscillations drives the power of gamma 
activity or vice versa in the rat hippocampal network. We here applied spectral 
Granger causality (GC) and a novel measure termed cross-frequency directionality 
(CFD) to investigate directional interactions between local field potentials (LFPs) 
recorded in hippocampal subregions CA1 and CA3 of freely exploring rats. As 
expected, Granger analysis revealed that CA3 drove CA1 both in the theta and slow 
gamma bands. Further, slow gamma power in CA3 was strongly coupled to theta 
phase in CA1.Importantly, both CFD and GC measures demonstrated that CA3 slow 
gamma power drove CA1 theta phase whereas CA1 theta phase controlled CA3 fast 
gamma power. This suggests that local dynamics reflected by slow gamma activity 
in CA3 entrains theta oscillations in CA1. This may allow memory representations 
recalled in CA3 to be transferred to CA1 within discrete theta cycles. In contrast, 
CA3 fast gamma band activity, which may reflect processed sensory inputs from 
entorhinal cortex, was coordinated by the phase of theta oscillations in CA1. This 
result is consistent with the possibility that common circuitry triggers fast gamma 
activity in CA3 and theta activity in CA1. Overall, these data collectively implicates 
that the dynamic information routing in the rat hippocampus is controlled by the 
slow gamma band activity in CA3.
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Introduction 
Hippocampal circuits play a critical role in spatial and episodic memory function 
and serve as a model system for studying synaptic transmission and plasticity 
(Bliss and Collingridge, 1993; Burgess, et al., 2002). Numerous anatomical studies 
have demonstrated that information flows through the hippocampus via a series 
of subregions, beginning with the projection from the entorhinal cortex (EC) to the 
dentate gyrus (DG). The DG then connects to subfield CA3, which projects to subfield 
CA1 (Amaral, et al., 1991; Andersen, et al., 1966; Sandler, et al., 2015). Further, both 
CA3 and CA1 receive direct input from EC. The CA3 subregion has been associated 
with memory recall due to its abundant recurrent synaptic connections (Treves 
and Rolls, 1991). The EC input transmits processed sensory input from neocortical 
areas(Burwell and Amaral, 1998). Though it remains unknown how information 
flow between these regions is coordinated and routed, recent findings suggest that 
neuronal oscillations play a fundamental role in shaping the functional architecture 
(Buzsaki and Draguhn, 2004; Colgin, et al., 2009; Montgomery and Buzsaki, 2007). 
Two main types of synchronized neuronal activities termed theta oscillations 
(~4-12Hz) and gamma oscillations (∼25–100Hz) interact with each other in the 
hippocampal circuit. In particular, bursts of gamma oscillations are phase-locked 
to theta oscillations, a process called cross-frequency coupling (CFC) (Canolty 
and Knight, 2010; Jensen and Colgin, 2007). This theta-gamma coupling occurs 
prominently in exploring rats (Bragin, et al., 1995; Buzsaki and Wang, 2012; Colgin, 
2013; Csicsvari, et al., 2003; Jackson, et al., 2014) and is thought to play a key role in 
memory and spatial information processing (Buzsaki and Moser, 2013; Hasselmo, 
et al., 2002b). Further, theta–gamma coupling may coordinate sequences of events 
within each theta cycle and facilitate information transfer throughout the entorhinal–
hippocampal network (Colgin, 2015; Lisman and Jensen, 2013). 
In the entorhinal-hippocampal network, gamma activity is often divided into slow 
gamma (~25-55 Hz) and fast gamma (~60-100 Hz) oscillations (Colgin, et al., 2009). 
Slow and fast gamma oscillations emerge on different phases of the theta rhythms 
with which they co-occur and provide a mechanism for temporal segregation of 
potentially interfering information from different sources. More specifically, slow 
gamma oscillations serve to synchronize CA1 with inputs arriving from CA3, a 
region that is thought to play a critical role in memory retrieval (Brun, et al., 2002; 
Colgin, et al., 2009; Steffenach, et al., 2002; Sutherland, et al., 1983). Fast gamma 
oscillations are associated with medial entorhinal cortex (MEC) input to CA1, which 
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provides information about current spatial position (Brun, et al., 2008; Hafting, et 
al., 2005). Recent work suggests that slow and fast gamma rhythms differentially 
coordinate place cells, neurons with spatial receptive fields (O’Keefe, 1976), during 
the two different modes (Bieri, et al., 2014). Hippocampal place cells predict 
upcoming positions during slow gamma and encode current positions during fast 
gamma (Bieri, et al., 2014). In a spatial memory task, co-modulation of theta and 
slow gamma (30–50 Hz) power, but not fast gamma power, was significantly higher 
during retrieval than during exploration (Shirvalkar, et al., 2010). Additionally, fast 
but not slow gamma power in the MEC was reduced by the drug scopolamine, 
which impairs memory encoding but not memory retrieval (Newman, et al., 2013). 
Moreover, fast and slow gamma oscillations have also recently been shown to be 
associated with different running speeds (Kemere, et al., 2013). Fast gamma activity 
driven by MEC is predominant at high running speeds and slow gamma driven 
by CA3 is prevalent at low running speeds (Zheng, et al., 2015). Taken together, 
these findings suggest that slow and fast gamma oscillations correspond to distinct 
functional states in the entorhinal-hippocampal network (Colgin,2015).
Theta oscillations, on the other hand, are believed to be critical for temporal coding 
of active neuronal ensembles and long-range communication (Buzsaki, 2002; 
Colgin, 2013; Lisman and Jensen, 2013). Synchronization in the theta band between 
hippocampal subregions is thought to be responsible for episodic memory encoding 
and retrieval (Hasselmo, et al., 2002a; Squire and Zola-Morgan, 1991). Moreover, 
several studies have demonstrated that hippocampal theta is strongly coupled to 
medial prefrontal cortex (mPFC), striatum, and amygdala (DeCoteau, et al., 2007; 
Jones and Wilson, 2005; Seidenbecher, et al., 2003), suggesting that theta oscillations 
organize communication between the hippocampus and distant brain regions 
(Colgin, 2013). How theta oscillations are generated and coordinated is a complicated 
question that is still not fully understood. Pacemaking inhibitory projections from 
the medial septum (MS)(Freund and Antal, 1988; Hangya, et al., 2009) play an 
important role, but intrinsic theta generators also exist within the hippocampus and 
entorhinal cortex (EC) (Buzsaki, 2002; Goutagny, et al., 2009; Kocsis, et al., 1999).
It remains unclear whether communication across the hippocampal network 
is controlled primarily by theta or gamma, considering that these two types of 
oscillations co-exist and are coupled (Belluscio, et al., 2012; Bragin, et al., 1995; 
Colgin, et al., 2009). The question remains whether theta oscillations trigger slow/
fast gamma activity or whether slow/fast gamma activity initiates theta cycles. To 
investigate this question, we analyzed local field potentials (LFPs) recorded from 
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subfields CA1 and CA3 in rats traversing a linear track. A novel measurement of 
cross-frequency directionality (CFD), which can estimate the directionality between 
the phase of slow oscillations and the power of fast oscillations robustly was applied 
to these data (Jiang, et al., 2015a). The results suggest that CA3 slow gamma power 
drives the onset of CA1 theta cycles, while CA1 theta controls CA3 fast gamma 
power.
Materials and Methods
Subjects
The recordings used in this study were previously included in two other studies, 
and data collection methods were thus as described previously (Bieri, et al., 2014; 
Zheng, et al., 2015). In brief, drives containing independently moveable tetrodes 
(‘hyperdrives’)(Gothard, et al., 1996) were implanted in CA1 and CA3 in four male 
Long Evans rats weighing approximately 350–500g. The rats were housed on a 
reverse light dark cycle (lights off from 8 a.m. to 8 p.m. and lights on from 8 p.m. to 
8 a.m.), and behavioral sessions took place during the dark phase. After surgery, rats 
were housed individually in custom-built acrylic cages (∼40 cm × 40 cm × 40 cm) with 
environmental enrichment (e.g., wooden blocks, plastic balls, cardboard tubes). Rats 
recovered from surgery for at least one week prior to the start of behavioral testing 
and data collection. During the data collection period, rats were food-deprived to 
∼90% of their free-feeding weight. All experiments were conducted according to the 
guidelines of the United States National Institutes of Health Guide for the Care and 
Use of Laboratory Animals under a protocol approved by the University of Texas at 
Austin Institutional Animal Care and Use Committee.
Tetrode Placement
A few weeks after surgery, tetrodes were slowly lowered toward their target 
locations. Tetrodes were lowered to stratum pyramidale in either CA1 or CA3. In 
each hyperdrive, one tetrode was used as a reference for differential recording. 
Reference tetrodes was placed at the level of the corpus callosum or higher. During 
implantation, reference tetrodes were continuously recorded against ground to 
ensure that they were placed in a quiet location. All recording locations were verified 
histologically after experiments were finished. Final hippocampal recording sites 
used in this study were located in or near CA1 and CA3 stratum pyramidale.
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Data Collection
Data were collected using the Neuralynx data acquisition system (Neuralynx, 
Bozeman, MT). The recording drive was connected to a multichannel, unity gain 
headstage (HS-54, Neuralynx, Bozeman, MT). Continuous LFP recordings were 
sampled at 2000 Hz and digitally filtered in the 0.1–500 Hz band. LFPs were recorded 
differentially against a reference tetrode placed in an electrically silent region 
(see above). This reference signal was duplicated using a breakout board (MDR-
50 breakout board, Neuralynx, Bozeman, MT) and recorded continuously against 
ground. 
Behaviour
After recovering from surgery, rats resumed behavioural training, which consisted 
of three 10-min sessions per day on a linear track (2-m long, 10-cm wide, and 64 cm 
above the floor). Rats were trained to run back and forth on the track, as described 
previously (Bieri, et al., 2014). Rats were rewarded with small pieces of sweet cereal 
or cookies at both ends of the track. Before data acquisition began, rats were trained 
on the track for at least 3 days to ensure environmental familiarity. Each recording 
session was preceded and followed by ∼10-minute rest sessions. During each rest 
session, rats were placed in a towel-lined, elevated flowerpot.
Spectral analysis 
All analyses were done in MATLAB (MathWorks) and using FieldTrip (Oostenveld, 
et al., 2011b). The high frequency power envelope time series was extracted by 
applying a discrete Fourier transform to successive segments of the data with a 
Hanning taper (5 cycles long with respect to the frequency; a ‘sliding time window’). 
After that, the original data and the power envelope time series were divided into 2s 
epochs with 1s overlapping. 
Spectral coherence and Granger causality (GC) influences were estimated by 
applying a fast Fourier transform (FFT) after multitapering using 7 Slepian tapers 
(Mitra and Pesaran, 1999). The epoch lengths of 2 s resulted in a spectral resolution 
of 0.5 Hz and the multitapering in a spectral smoothing of ±2 Hz. For the analysis 
of GC influences, non-parametric spectral matrix factorization was applied to the 
cross-spectral density (Dhamala, et al., 2008). The nonparametric estimation of GC 
influences has certain advantages over parametric approaches, e.g., it does not 
require the specification of a particular autoregressive model order. We applied 
spectral coherence and GC between CA1 and CA3 original signals. Besides, spectral 
GC between the CA3 gamma power envelope and CA1orignal signals was also 
calculated. 
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Cross-frequency coupling (CFC) and directionality (CFD) analysis
The measure of CFC is based on coherence between phase of low frequency and 
power of high frequency signals (Osipova, et al., 2008). We term this cross-frequency 
coherence: 
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where  is the high frequency bin,  is the number of segments,   is the  FFT of raw  signal  
at segment  , , is the  FFT of high frequency power envelope ,	at segment  and  ∈
0,  , … ,  1 −  . The CFD is computed to evaluate the directionality between 
neuronal oscillations, which is based on the phase-slope index (PSI) between the phase of 
slower oscillations and the power envelope of faster oscillations (Jiang, et al., 2015a). PSI is a 
robust method to quantify the directionality, which allows to infer if one signal is leading or 
lagging a second signal by considering the slope of phase differences in a pre-specified 
frequency range (Nolte, et al., 2008). The assumption is that a constant lag in the time domain 
translates into phase differences, which will change linearly with frequency in the considered 
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for spectral GC analysis. This was done from 20 to 100 Hz in steps of 2 Hz. To calculate CFD, the 
bandwidth was set to 2 Hz at central phase frequency from 4 to 20 Hz in 1 Hz step. For example, 
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 is the complex coherency, Δf is frequency 
resolution, β is the bandwidth used to calculate the phase sl pe and Im denotes 
the imaginary part. For the CFC and CFD calculations, the high frequency power 
envelope was extra ted in the sam  way as for spectral GC analysis. This was d ne 
fr m 20 to 100 Hz in steps of 2 Hz. To calculate CFD, the bandwidth was set to 2 
Hz at central phase frequency from 4 to 20 Hz in 1 Hz step. For example, when 
calculating directionality fo  a phase modulation at 8 Hz rhythm with a 0.5 Hz 
frequency resolution, a phase slope b tw en 7 t  9 Hz is estimated (β = 2 Hz).
Statistic testing 
We first tested whether the interregional CA1 and CA3 coherence reliably exceeded 
the bias level. We estimated the bias by randomly pairing epochs before calculati n. 
The 1000 randomizations’ coherence values constituted the reference distribution 
and the 95th percentiles were used to determine the bias level.
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The significance of spectral GC differences was also assessed with a nonparametric 
randomization test. First, the spectral GC differences were calculated (the observed 
GC difference spectrum). Second, 1000 randomizations were performed. For each 
randomization, we bootstraped the epochs equal to the number of segments times 
and the corresponding bootstrapped GC difference spectrum was determined. 
Only the maximum and the minimum of this difference spectrum was retained and 
entered into two randomization distributions for maximal and minimal differences. 
For each frequency of the observed GC difference spectrum, the difference was 
compared to these two randomization distributions. If the difference was smaller 
than the 2.5th percentile of the minimal randomization distribution or larger than 
the 97.5th percentile of the maximal randomization distribution, it was considered 
significant at the p < 0.05 level. This corresponds to a two-sided test with multiple 
comparison correction across frequencies. Multiple comparisons over the considered 
frequency range are therefore controlled for each randomization, only the maximal 
and minimal differences across all frequencies are entered in the randomization 
distributions (Maris and Oostenveld, 2007; Nichols and Holmes, 2002).
To assess the statistical significance of the within and between regions CFC and CFD 
frequency-by-frequency measures, we applied a non-parametric cluster permutation 
approach as proposed by Jiang et al (Jiang, et al., 2015a). First, all observed CFC/D 
values in all of the frequency-by-frequency tiles were pooled into one distribution. 
The 99.5th percentile defined the threshold. For the CFD, we also considered values 
below the 0.5th percentile. Observed CFC/D values that exceed the threshold became 
cluster candidates. At least 6 adjacent CFC/D candidates were assigned to the same 
cluster and the sum of the CFC/D values within the cluster defined the cluster score 
(the observed cluster score). Next, we circularly shifted a random number of segments 
of the Fourier transformed power envelope with respect to the phase segments 
within or between regions and recomputed the CFC/D values; this was done 1000 
times. For all randomizations, we identified the clusters exceeding the threshold 
and then summed the CFC/D values for each cluster. The resulting 1000 maximum 
cluster scores formed the cluster-level reference distribution. The significance level 
of the cluster to be tested was determined by comparing the observed cluster score 
to the reference distribution. Observed clusters with a score higher than the 99.5th 
percentile (one-tailed tests for CFC) were considered statistically significant with 
p<0.005. For the CFD, we also considered clusters below the 0.5th percentile. Note 
that when statistically comparing the CFC/D difference, we used the CFC/D 
difference values in the test statistic in the cluster permutation framework.
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Results 
CA3 drove CA1 in the theta and slow gamma bands
First, interregional CA1 and CA3 synchronization was computed by the coherence 
metric. The coherence spectra generally revealed two distinct peaks: one in the 
theta band (~6-12 Hz) and one in the slow gamma band (~25-50 Hz) in rat 2 to 4 
(Fig. 1A). The coherence spectra in rat 1 showed sustained strong coherence from 
1-35 Hz frequency band making it difficult to discern clear spectral peaks. Next, 
we determined frequency specific directional influences by calculating spectral GC 
influences between CA1 and CA3 (Dhamala et al., 2008). The GC measure from CA3 
to CA1 revealed two distinct peaks in the theta (~8 Hz) and slow gamma band (~30 
Hz) in all four animals (Fig. 1B). After bootstrapping paired epochs between CA1 
and CA3 original signal equal to the number of segments times and recalculating 
corresponding bootstrapped GC difference spectrum 1000 times, permutation 
statistical analyses confirmed that the GC influence from CA3 to CA1 was stronger 
than the influence from CA1 to CA3 in the theta and slow gamma bands (Fig. 1B). 
In short, CA3 activity drove CA1 activity in the theta and slow gamma bands more 
than CA1 drove CA3.
Figure 1. Measures of coherence and Granger causality (GC) applied to CA3 and CA1 
interregional coupling. (A) Coherence between CA3 and CA1. Significant coherence marked 
by the shaded area (p<0.05). (B) GC spectra between CA3 and CA1 in both directions. 
Frequency ranges with significant differences marked by the shaded area (p<0.05).
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CA1 theta phase to CA3 gamma power coupling was stronger than local CA1 theta 
phase to gamma power coupling
Next, we quantified CFC within CA1 and between CA1 and CA3 regions. CFC 
provides a measure for determining whether the power envelope of faster oscillations 
correlates with the phase of slower oscillations. Figure 2A shows that the phase of 
CA1 theta oscillations was coupled to CA3 gamma power. We also quantified the 
intraregional CA1 phase to CA1 power CFC (Fig. 2B). To test the difference between 
CA1 intraregional and CA1-CA3 interregional CFC, we circularly shifted a random 
number of segments of the Fourier transformed CA3 power envelope with respect 
to the CA1 phase segments and recomputed the CFC difference 1000 times. Cluster 
permutation statistical analyses revealed that the CA1 theta phase to CA3 slow 
gamma power coupling was stronger than the CA1 theta phase to CA1 slow gamma 
power coupling (Fig. 2C).These findings demonstrate that theta-gamma coupling 
is prominent in the hippocampal network. Further, CA1 theta phase is strongly 
coupled to CA3 gamma power. 
Figure 2. Measures of cross-frequency coupling (CFC) applied to CA1 and CA3 interregional 
and intraregional CA1 signals. The phase (x-axis) to power (y-axis) coupling relationships are 
shown. (A) CA1 phase to CA3 power coupling. (B) CA1 phase to CA1 power coupling. (C) 
CA1 phase to CA3 power coupling versus CA1 phase to CA1 power coupling. The plots were 
masked to show only significant coupling differences in C (p<0.05).
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CA3 slow gamma controlled CA1 theta phase whereas CA1 theta phase drove CA3 
fast gamma power 
Lastly, we investigated directional coupling within CA1 and between CA1 and CA3 
using the CFD measure. CFD determines whether the phase of slower oscillations 
drives the power of faster oscillations (positive CFD) or conversely whether the 
power of faster oscillations drives the phase of slower oscillations (negative CFD). 
Within CA1, the CFD measure showed that CA1 slow gamma power controlled CA1 
theta phase in all four animals (Fig. 3A). This suggests that ‘oscillatory bursts’ of 
slow gamma activity can phase adjust the underlying theta oscillations. We then 
considered CA1 to CA3 interactions (Fig. 3B). The CFD measured revealed that CA3 
slow gamma power drove CA1 theta phase in all 4 animals, suggesting that bursts 
of slow gamma in CA3 can entrain theta oscillators in CA1. In contrast, CA1 theta 
phase tended to control CA3 fast gamma power (3 out of 4 animals). 
Figure 3. Measures of cross-frequency directionality (CFD) applied to intraregional CA1 and 
interregional CA1 to CA3 signals. The phase (x-axis) to power (y-axis) directional coupling 
relationships are shown. Positive CFD values suggest that the phase of slow oscillations 
drives the power of fast oscillations and vice versa for negative values. (A) CFD between CA1 
phase and CA1 power. (B) CFD between CA1 phase and CA3 power. The maps were masked 
to shown only significant effects (p<0.05). 
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To substantiate these findings, we performed a spectral GC analysis between CA3 
gamma power envelope and CA1 signal (Fig. 4). Slow and fast gamma power 
envelopes centered at 35 Hz and 70 Hz respectively were extracted using a sliding 
window FFT approach (see Methods). We first considered the slow gamma band. The 
GC spectra revealed a peak in the theta band (6-12 Hz) in both directions and was 
significantly stronger for CA3 slow gamma power to CA1 compared to the reverse 
direction (Fig. 4A). In contrast, CA1 causally influenced the CA3 high gamma power 
in the theta band (6-12 Hz) more than the reverse direction (Fig. 4B). Taken together, 
both CFD and GC measures indicate that slow gamma power in CA3 controls theta 
oscillations in CA1 whereas theta in CA1 drives fast gamma power in CA3.
Figure 4. Granger Causality measures applied to CA1 signals and CA3 gamma power 
envelopes. This was done for CA3 slow gamma and fast gamma in both directions. (A) GC 
spectra between CA1 phase and CA3 slow gamma power (~35 Hz) (B) GC spectra between 
CA1 phase and CA3 fast gamma power (~70 Hz). Frequency ranges with significant differences 
were marked by shaded areas (p<0.05).
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Discussion 
We here have provided novel insights into the neuronal dynamics supporting 
information flow between hippocampal subregions. This was done by analyzing 
LFP recordings from hippocampal subregions CA1 and CA3 in exploring rats. We 
confirmed the presence of prominent coupling between theta phase and gamma 
power within and between CA3 and CA1regions (Belluscio, et al., 2012; Bragin, et 
al., 1995; Colgin, et al., 2009). Importantly, we demonstrated a directional functional 
coupling from slow gamma power in CA3 to the phase of theta oscillations in CA1. 
Conversely, the phase of theta oscillations in CA1 was directionally coupled to CA3 
fast gamma power. 
Slow and fast gammas reflect different cognitive states 
What might the driving of CA1 theta phase by CA3 slow gamma power reflect 
from a functional point of view? Theta-modulated slow gamma has been proposed 
to promote memory retrieval (Colgin, 2015). Memory retrieval is thought to be 
supported by CA3 due to its extensive recurrent collateral system (Brun, et al., 2002; 
Steffenach, et al., 2002; Treves and Rolls, 1991). Phase synchronization between 
CA3 and CA1 in the slow gamma band might facilitate the transfer of retrieved 
memory representations from CA3 to CA1 (Carr, et al., 2012; Colgin, et al., 2009). The 
finding that CA3 drives CA1 strongly in the slow gamma band is consistent with 
this hypothesis. We also found that CA3 slow gamma power drove CA1 theta phase. 
One possibility is that bursts of slow gamma activity in CA3 may phase reset theta 
activity in CA1 to ensure that memory representations are transmitted from CA3 
to CA1 within discrete theta cycles. This is consistent with the notion that related 
information is packaged together within individual theta cycles(Colgin, 2013).
What functional role does the fast gamma activity play? Fast gamma activity has 
been proposed to be important for memory encoding (Colgin, 2015). In particular, 
fast gamma coherence between MEC and CA1 is thought to transmit information to 
hippocampus about current spatial location (Brun, et al., 2008; Colgin, et al., 2009; 
Hafting, et al., 2005). A recent study showed that during theta cycles exhibiting fast 
gamma activity, place cell ensembles preferentially coded recent positions (Bieri, et 
al., 2014). Such ‘retrospective’ firing may provide the repetitive activation necessary 
to drive memory encoding (De Almeida, et al., 2012). As such, fast gamma activity 
may support memory encoding by facilitating transmission of current sensory input. 
Here, we observed that CA1 theta phase tended to control CA3 fast gamma power. 
Much evidence indicates that theta activity coordinates long-range interregional 
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communication and may be important for different functions(Colgin, 2013; Lisman 
and Jensen, 2013). With regard to the present results, we speculate that theta 
oscillations organize communication in the hippocampal loop. To be more specific, 
theta oscillations in CA1 may temporally coordinate sensory information reflected 
in CA3 fast gamma. One possibility is that this interaction appears because both 
theta in CA1 and fast gamma in CA3 are entrained by inputs from EC (Schlesiger, et 
al., 2015). This interaction could ensure that encoding of sensory information from 
EC in CA3 is coordinated with theta-packaged information in CA1.
Concerns on artifactual coupling and directionality
We characterized the relationship between oscillations in three frequency bands: theta 
(~6-12 Hz), slow gamma (~25-55 Hz), and fast gamma (~60-100 Hz). In particular, 
we demonstrated CFC between theta and gamma oscillations by quantifying 
theta phase-to-gamma power coupling. A concern when interpreting CFC results 
pertains to whether fast oscillations are associated with distinct neuronal activity 
in the gamma band or if coupling is explained by the non-sinusoidal shape of theta 
oscillations (Aru, et al., 2015). In the latter case, coupling would be artifactual. We 
here showed that CA1 and CA3 interregional theta-slow gamma CFC was stronger 
than intraregional CA1 theta-slow gamma CFC. This strong interregional CA1 theta 
-CA3 slow gamma activity coupling implies that CFC cannot be explained by non-
sinusoidal effects in CA1. Moreover, the CFD results revealed directional coupling 
in the same frequency range as in CFC. Since CFD evaluates the phase slope over 
multiple frequencies, it is unlikely that non-sinusoidal effects produce systematical 
phase differences across the estimated frequencies. Furthermore, our conclusion 
is also supported by spike-field characterizations done in Colgin et al. (Colgin, et 
al., 2009), in which slow and fast gamma oscillations were associated with different 
patterns of neuronal firing.
Relation to other studies
A study by Jackson et al showed CFC between CA3 gamma (25-40 Hz) and subicular 
theta in rat in vitro and vivo LFP recordings (Jackson, et al., 2014). To assess if there 
was a time lag at which theta-gamma coupling was increased, they shifted the theta 
phase across different lags while keeping the gamma amplitude timing constant. 
CA3 slow gamma to subicular theta interactions were found to be the dominant 
directional interaction when rats were exposed to a novel open field environment. 
Another study by Voloh et al observed that post-cue theta-gamma (~40 Hz) coupling 
in an attention task between anterior cingulate (ACC) and lateral prefrontal cortex 
(PFC) correlated with gamma power but not theta power on correct trials (Voloh, et 
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al., 2015). Consistent with our results, these findings resulted in the speculation that 
slow gamma power ‘slaves’ theta activity, i.e. bouts of slow gamma entrain the phase 
of theta oscillations. Regarding high gamma activity, Voytek et al. demonstrated that 
PFC theta phase predicted primary motor (M1)/premotor (PMC) high gamma (80-
150 Hz) more so than in the opposite direction in a goal-directed task (Voytek, et al., 
2015). This makes sense from the view that PFC is processing task goals and then 
passing that information to M1/PMC for motor response execution. In our case, we 
found that CA1 theta phase tended to drive CA3 fast gamma power. This indicates 
that theta activity initiates a state that coordinates information encoding reflected in 
fast gamma band activity.
Conclusions
Our data provide evidence of directional communication in which CA3 slow 
gamma activity entrains the onset of CA1 theta cycles. Further, the phase of CA1 
theta oscillations tends to entrain CA3 fast gamma power. These findings shed 
novel insights on how information flow is controlled in the hippocampus. In future 
studies, it would be of great interest to study these interactions in the context of tasks 
requiring memory encoding and recall. 
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Chapter 5 
Posterior alpha oscillations predict depression severity
Adapted from:
Jiang, H., Popov, T., Jylänki, Pasi., Bi, K., Lu, Q., Yao, Z., Jensen, O., van Gerven, 
M.A.J.(submitted) Posterior alpha oscillations predict depression severity. 
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Abstract
In clinical practice, diagnosis and treatment of depression are difficult and somewhat 
subjective. Assessing depression severity, on which subsequent treatment is based, 
relies on rating scales such as the Hamilton Depression Rating Scale (HAM-D). More 
objective approaches, such as neurobiological diagnostic methods, are currently 
highly desired. In the present report, magnetoencephalography (MEG) was used to 
monitor and characterize resting-state brain activity in patients with major depressive 
disorder (MDD) and healthy controls (HC). Individual frequency band powers 
were calculated by Fourier transform and beamforming source reconstruction was 
performed to identify the brain areas. Moreover, Bayesian linear regression was 
applied to predict HAM-D values based on the spatial distribution of power. We 
found that MDD patients exhibited decreased theta (4-8 Hz) and alpha (8-14 Hz) 
power in central-frontal and posterior areas whereas increased beta (14-30 Hz) 
power in fronto-central regions. In particular, posterior alpha power was negatively 
related to HAM-D score. The Bayesian linear regression model showed significant 
depression severity prediction performance based on the spatial distribution of both 
alpha (r=0.68, p=0.0005) and beta power (r=0.56, p=0.007) respectively. Our findings 
point to a specific alteration of oscillatory brain activity in MDD patients during rest 
as characterized from MEG data in terms of spectral and spatial distribution. The 
Bayesian linear regression model yielded a quantitative and objective estimation for 
the depression severity, which in turn has potential for diagnosis and monitoring of 
the recovery process. 
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Introduction
Neural oscillations reflect temporally coordinated fluctuations of electrophysiological 
activity in larger group of neurons, representing the coordination, integration, and 
transmission of information both within and across neural systems (Buzsaki and 
Draguhn, 2004). As such, oscillatory activity might provide precise and useful 
information about the healthy and pathologic regimens of network operations 
(Watson and Buzsaki, 2015). 
There is a growing recognition in psychiatric research that it is critical to move 
beyond subjective rating approaches when evaluating psychiatric illness, and to 
engage in more evidence-based quantitative approaches for diagnosis and treatment 
assessment (Insel, et al., 2010). Thus, objective approaches, such as neurobiological 
diagnostic methods, are currently highly desired (Stephan and Mathys, 2014). One 
promising approach is to integrate neural and behavior measures to understand the 
various aspects of dysfunction associated with mental illness and their response to 
interventions. Indeed, emerging research suggest that neural rhythms are disrupted 
in major depressive disorder (MDD), for instance, and that they play a critical role 
not only in symptoms but also in deficits of cognition (Fingelkurts and Fingelkurts, 
2015).
Several studies have reported abnormalities in oscillatory activity in MDD in 
comparison with healthy controls (HC). Converging evidences also suggest that 
MDD is characterized by activity changes in both anterior and posterior hubs 
(Fingelkurts and Fingelkurts, 2015). Models of depression have posited differential 
activation of positive and negative affect systems in left and right frontal cortex 
respectively (Smart, et al., 2015). These ideas are complemented by resting state 
frontal alpha asymmetry (a pattern of relatively more left than right alpha band 
activity) which characterizes depressed individuals from healthy controls 
(Henriques and Davidson, 1990). However, groups differed in temporal stability of 
this anterior alpha asymmetry. The healthy control group showed reliable anterior 
alpha asymmetry during different retest phases. This asymmetry was less present 
in depressed patients (Debener, et al., 2000). Moreover, there is also evidence of 
changes in asymmetry across assessment session that are not closely predictive of 
depression severity (Allen, et al., 2004). This questions to what extent the frontal 
alpha asymmetry allows for a reliable quantifying of depression. Apart from alpha 
power measures, researches also showed decreased central-frontal theta activity in 
depressed patients (Volf and Passynkova, 2002) and increased beta power in the 
frontal regions (Flor-Henry, et al., 2004). 
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In contrast to anterior hub, posterior alpha power during rest was found to inversely 
relate to depression severity reliably in a large cohort study (Zoon, et al., 2013). The 
alpha rhythm has been proposed to reflect active inhibition or top-down control 
of posterior regions (Jensen and Mazaheri, 2010). Various attention and memory 
studies support this notion (Haegens, et al., 2011; Jiang, et al., 2015b). In addition, 
pre-stimulus alpha activity is also important for guiding behavior since it determines 
the brain state prior to visual input (Busch, et al., 2009; Weisz, et al., 2014b).
The present study had two goals. First, to discriminate MDD from healthy control 
subjects by evaluating the spectral characteristics of the MEG data during resting 
state conditions. The conventional frequency bands in the theta (4-8 Hz), alpha (8-
14 Hz), beta (14-30 Hz) and gamma (30-75 Hz) range were chosen for subsequent 
analysis. The second aim was to evaluate the link between oscillatory activity and 
depression severity as quantified by the HAM-D score. We did this by incorporating 
spatial (whole brain) and spectral (frequency specific) information. A state-of-the-
art Bayesian linear regression model was applied in order to demonstrate that 
knowledge derived from electrophysiology can be used to predict depression 
severity.
Materials and Methods
Subjects 
Twenty-two medication free participants diagnosed with MDD were recruited 
from Nanjing Brain Hospital. Twenty-two age and gender matched healthy control 
participants with no history of psychiatric disorders were recruited via local 
newspaper advertisements. Eligibility screening procedures for depression patients 
included a Structured Clinical Interview for the DSM-IV (SCID) and HAM-D. 
Exclusion criteria for all subjects included the following: other neurological and 
medical disorders, a family history of psychiatric or neurological illness in direct 
relatives, acutely suicidal or homicidal thoughts, present or previous substance 
abuse or dependence, pregnancy or breast feeding. Written informed consent was 
given to all participants and the study was approved by the local Research Ethics 
Review Board. Table 1 summarizes the demographic information of the present 
samples. 
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Table 1: Demographic information of the participants. There were no significant group 
differences between subject groups in age and education at p<0.05.
Depressed patients (n = 22) Healthy controls (n = 22)
Age (years) 33.3±7.8 29.9±7.1
Gender (Male/Female) 11/11 12/10
Education (years) 13.7±1.6 14.7±1.5
HAM-D value 26.4±4.1 -
Data Acquisition 
Eyes closed continuous recordings were collected from all subjects with a 275-channel 
whole-head MEG system (CTF/MISL, Coquitlam, British Columbia, Canada) at 300 
Hz sampling rate. The duration of recording was 4 minutes. Head localization was 
done before and after the experiment using marker coils that were placed at the 
approximate locations of nasion, left and right pre-auricular points. Structural (T1-
weighted) anatomical images were acquired with a GE 1.5T system using a high-
resolution, 3D gradient-echo pulse sequence. During MR acquisition, earplugs 
containing oil with vitamin E were placed in the ear canals to allow for offline co-
registration of the MRI and MEG data.
Data preprocessing and spectral analysis
Offline preprocessing was performed with the FieldTrip toolbox (Oostenveld, et al., 
2011b). First, the recording was divided into successive 2 s epochs with 1 s overlap. 
Then, the epoched data were visually inspected and any short sections with large 
signal jumps were removed. Independent component analysis (ICA) was applied 
in order to remove artifacts reflecting ocular and cardiac activity. After artifact 
rejection, spectral power was estimated at sensor level between 1 and 75 Hz in steps 
of 0.5 Hz using a Hanning tapper. The spectrogram for MEG sensor signals was 
computed for each epoch and then averaged. To make sensor level and source level 
data more comparable (Hamalainen, et al., 1993), the planar gradient for each sensor 
was estimated using a nearest neighbor interpolation. Finally, spectral power at each 
frequency bin was normalized over the sum of all frequency bins for each sensor.
Source reconstruction 
A Dynamic Imaging of Coherent Sources (DICS) beamforming method was used 
to reconstruct source activity (Gross, et al., 2001). Co-registration between the MRI 
and MEG coordinate systems was based on three fiducial coils placed on the nasion 
and the left and right pre-auricular ridges. After constructing a realistically-shaped 
single-shell head model from each individual’s anatomical MRI, the brain volume 
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was divided into grid points spaced 1 cm apart and warped to the template MNI 
brain using SPM8 software (http://www.fil.ion.ucl.ac.uk/spm). Lead fields were 
computed for each grid. In order to reduce the depth bias, the leadfield was further 
normalized by the sum of squares of the elements in the leadfield matrix (Fuchs, et 
al., 1999). Then, a spatial filter was constructed for each grid point using the cross-
spectral density matrices for the frequency of interest and the lead fields. Source 
space activity was estimated by applying the spatial filters to the axial sensor data to 
reconstruct the signal at each grid point throughout the whole brain
Statistical analysis
To statistically assess the group difference at the sensor and source level, a 
nonparametric cluster-based permutation test was applied (Maris and Oostenveld, 
2007). This test controls for multiple comparisons by clustering neighboring sensors 
or grid points. We averaged over the frequency band of interest. At the sensor level, 
sensors become part of a cluster when the independent samples t-value between the 
two groups exceeded an a priori threshold (p < 0.05) and these were subsequently 
clustered on the basis of spatial adjacency. The sensor level cluster statistic was 
defined as the sum of the t-values over the sensors in the cluster. At the source level, 
we computed normalized difference between two groups: (MDD-HC)/(MDD+HC). 
This was because beamforming seeks at making sources as focal as possible and we 
aimed to identify the maximum source activation difference. To obtain source level 
cluster candidates, we thresholded the observed normalized difference values at the 
95th percentile of this distribution (two-tailed). The source level cluster statistic was 
then defined as the sum of the normalized difference values over the gridpoints 
in the cluster. The cluster with the maximum sum was used as a test statistic. By 
randomizing the data across the two groups and recalculating the test-statistics 1000 
times, we obtained a reference distribution of maximum cluster statistic values to 
evaluate the statistic of the actual data. Observed cluster values being in the 95th 
percentile of the randomization permutation statistics were considered significant 
(two-tailed, p<0.05).
Bayesian linear regression 
Bayesian linear regression was used to study the predictive power of the MEG 
features derived from different sensors and frequency bands. The prior for the linear 
coefficients was chosen to enable automatic relevance determination so that no pre-
selection of sensors was needed. The linear model can be written as
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i, xi,j is the jth covariate (e.g., jth channel) related to subject i, wj is the regression 
coefficient for the jth covariate, w0 is a bias term and ei is additive Gaussian noise 
with unknown variance σ2. Because the number of input variables can be large 
compared to the number of observations (e.g., d=275 if alpha power from all the 
sensors is included), we employed independent Gaussian prior distributions with 
individual relevance hyperparameters for all coefficients:
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Figure 1. Theta band activity (4-8 Hz) for MDD patients versus healthy controls. (A) 
Topography of theta power in depression patients. (B) Topography of theta power in healthy 
controls. (C) Scalp topography of the group difference in the theta power. Sensors marked 
with dots are part of the significant clusters obtained in a permutation analysis controlling for 
multiple comparisons (p<0.05). (D) Power spectrum for MDD patients and healthy controls 
respectively. These were obtained by averaging over the sensors marked in C. (E) Source 
reconstruction of the group difference. Statistically significant differences were identified 
using a cluster-level permutation test (p<0.05). Significant clusters reflecting the negative 
difference were identified in superior frontal gyrus, middle frontal gryus, precentral gyrus 
and supplementary motor area.
Next, the evaluation focused on the alpha band activity (8-14 Hz) comparing MDD 
with healthy controls (Fig. 2). Both groups showed a clear peak in the spectrum 
at ∼10Hz (Fig. 2D) over posterior areas (MDD patients in Fig. 2A; healthy controls 
in Fig. 2B). A non-parametric permutation analysis resulted in clusters of sensors 
located over occipital-temporal-frontal regions when assessing significant group 
differences (Fig. 2C), reflecting decreased alpha power in MDD patients compared 
to healthy controls (Fig. 2D). Sources reflecting this group difference effect were 
mostly located in the occipital lobe, cuneus and paracentral lobule (Fig. 2E). 
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Figure 2. Alpha band activity (8-14 Hz) for MDD patients versus healthy controls. (A) 
Topography of alpha power in MDD patients. (B) Topography of alpha power in healthy 
controls. (C) Scalp topography of the group difference in the alpha power. Sensors marked 
with dots are part of the significant clusters obtained in a permutation analysis controlling for 
multiple comparisons (p<0.05). (D) Power spectrum for MDD patients and healthy controls 
respectively. These were obtained by averaging over the sensors marked in C. (E) Source 
reconstruction of the group difference. Statistically significant differences were identified 
using a cluster-level permutation test (p<0.05). Significant clusters reflecting the negative 
difference were identified in occipital lobe, cuneus and paracentral lobule.
MDD patients exhibit stronger frontal beta power compared to healthy controls 
Figures 3A and 3B illustrate central-parietal beta band activity (14-30 Hz) in both 
groups. Statistical evaluation suggested that that MDD group was characterized 
by stronger beta band power as compared to healthy controls (Figs. 3C and 
3D). Subsequent source analysis confirmed MDD’s stronger beta band activity 
predominantly in the supplementary motor area, precentral gyrus, postcentral 
gyrus, inferior frontal gyrus and middle frontal gyrus (Fig. 3E). 
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Figure 3. Beta band activity (14-30 Hz) for MDD patients versus healthy controls. (A) 
Topography of beta power scalp topography in MDD patients. (B)Topography of beta power 
in healthy controls. (C) Scalp topography of the group difference in the beta band power. 
Sensors marked with dots are part of the significant clusters obtained in a permutation 
analysis controlling for multiple comparisons (p<0.05). (D) Power spectrum for MDD and 
healthy controls respectively. These were obtained by averaging over the sensors marked in 
C. (E) Source reconstruction of the group difference. Statistically significant differences were 
identified using a cluster-level permutation test (p<0.05). Significant clusters reflecting the 
positive difference were identified in supplementary motor area, precentral gyrus, postcentral 
gyrus, inferior frontal gyrus and middle frontal gyrus. 
In short, in comparison to healthy controls, the pattern of spontaneous brain activity 
in MDD patients can be described as a decrease of frontal theta and parietal alpha 
power with a concomitant increase in beta power constraint to frontal cortex. There 
were no group differences in frequency bands >30Hz. In the following section, a 
potential relationship between the neural data and depression severity shall be 
addressed. 
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Alpha activity is associated with depression severity 
The relationship between oscillatory activity and depression severity is illustrated 
in Fig. 4. The corresponding oscillatory band power was averaged over sensors 
identified in Fig. 1C, Fig. 2C and Fig. 3C respectively. Although a weak negative 
correlation in the theta band (r = -0.08; p=0.80, Fig. 4A) and a weak positive 
correlation in the beta band (r = 0.16; p=0.43, Fig. 4C) were observed, these were 
not significant. However, we found a significant negative correlation between alpha 
power and depression severity represented by HAM-D value (r = -0.65, p=0.001; 
Fig. 4B). This was still significant after Bonferroni correction (N = 3 frequency bands; 
p=0.03). A homogeneity test confirmed that the slopes were significantly different 
for the slope of the regression of HAM-D on alpha versus HAM-D on theta (F = 
6.9, p < 0.02) as well as regression slope of HAM-D on alpha versus HAM-D on 
beta (F = 11.8, p < 0.002). Thus, the observed relationship between the neural data 
and depression severity was specific to the alpha band activity. Although a strong 
correlation between alpha power and depression severity was observed, this does 
not directly translate into an obje ctive prediction of depression severity based on 
neuronal data. In the following session, this objective will be met by using a state-of-
the-art Bayesian linear regression method.
Figure 4. Spearman correlation between HAM-D value and theta (A), alpha (B) and beta (C) 
power respectively. The corresponding oscillatory band power was averaged over sensors 
identified in Fig. 1C, Fig. 2C and Fig. 3C respectively.
Bayesian linear regression on oscillatory alpha power predicts depression severity
A Bayesian linear regression model was applied to predict individual MDD severity 
(Fig. 5). To this end, power in the frequency bands of interest were calculated and 
averaged per subject over each MEG sensor and spatial distributions of 275 sensors 
oscillatory power at each frequency band were then used as input to the Bayesian 
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linear regression model. To evaluate the Bayesian linear regression model, we used 
a 12-fold cross validation. This approach essentially partitioned the MDD group of 
participants with a unique HAM-D value into 12 subgroups. Of the 12 subgroups, 
a single group was retained as the validation data for testing the model, and the 
remaining 11 subgroups were used as training data. The cross-validation process 
was then repeated 12 times. Figure 5 illustrates the Bayesian linear regression model 
prediction performance based on theta, alpha and beta power respectively. In Fig. 
5A, the diagonal line would represent an exact match between subjective HAM-D 
values as estimated by clinical experts and objective HAM-D values as estimated 
by our model. Above the diagonal line, the subjective HAM-D values were higher 
than the objective HAM-D values and vice versa for values below the diagonal 
line. In line with the results from the previous section, there was no significant 
predictive performance from theta activity (Fig. 5A, left panel). However, there was 
a significant correlation between predicted HAM-D values and professional HAMD 
values in the alpha band (r = 0.68, p=0.0005; Fig. 5A, middle panel) as well as the 
beta band (r = 0.56, p=0.007; Fig. 5A, right panel). Figure 5B shows the correlation 
between predicted HAM-D values and theta, alpha and beta power respectively. We 
found a significant negative correlation in the alpha band (r = -0.57, p=0.006) but not 
in the theta band (r=-0.4, p=0.07) and the beta band (r=0.32, p=0.14). Taken together, 
this provides the potential to support MDD diagnosis in a clinical setting. That 
is, we can use our trained Bayesian linear regression model to predict depression 
severity after recording MEG resting state data in putative patients. Assessment by 
a psychiatrist can be further compared to model predictions. If there is a substantial 
difference in assessment, this could be either due to under-performance of the model 
or misdiagnosis by the psychiatrist, warranting closer monitoring. 
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Figure 5. HAM-D values estimated by the Bayesian linear regression model based on 
theta (left panels), alpha (middle panels) and beta (right panels) power respectively. (A) 
Bayesian linear regression model estimated HAM-D values. Predictive performance was 
evaluated by Spearman correlation between predicted HAM-D values and professionally 
evaluated HAM-D values. The numbers represented the MDD patients ID. (B) Relationship 
between predicted HAM-D values and ranked band power. The error bar represents the 
credible interval covering 40% of the posterior confidence interval. The red stars represent 
professionally evaluated HAM-D values. The black line shows the regression line between 
predicted HAM-D values and individual band power. 
Discussion
We here demonstrate that spontaneous oscillatory activity is altered in MDD 
patients. Reduced posterior alpha activity was shown to be negatively correlated 
with depression severity, reflecting a core neurophysiologic relation with clinical 
symptoms in MDD. Furthermore, it was shown that, using a Bayesian linear 
regression model applied to the neural data, it is possible to reliably predict HAM-D 
values for MDD patients. This provides a quantitative and objective measure of 
estimating depression severity, which may be useful clinically for early diagnosis of 
MDD as well as monitoring disease progression in personalized treatment.
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Disrupted oscillatory activity in MDD
Although we found decreased theta activity in central-frontal areas and increased 
central-frontal beta activity in MDD, these did not show a significant correlation 
with depression severity. Moreover, no gamma activity (30-75 Hz) difference was 
observed between MDD and healthy controls. This might be explained by the fact 
that gamma activity is normally only reliably elicited by presenting external stimuli 
such as oriented gratings and natural images (Brunet, et al., 2015; Hoogenboom, et 
al., 2006). Hence, it might be difficult to extract gamma activity during resting state. 
Frontal alpha asymmetries have been investigated as biomarkers of depression 
for a long time. However, enthusiasm for the use of this frontal alpha asymmetry 
as a clinical biomarker was somewhat attenuated by the failure to demonstrate a 
consistent correlation between asymmetry index and clinical state over the course of 
a depressive episode. This was due to the temporal instability of alpha asymmetry 
findings relative to depressive state (Smart, et al., 2015). Alpha power over the parietal-
occipital regions, on the other hand, are the most prominent and stable feature in the 
EEG and MEG during resting state. Posterior alpha activity has also been reported 
to be negatively associated with depression severity, indicating its critical role in 
the pathogenesis of MDD (Zoon, et al., 2013). These findings were replicated in the 
current study. In previous work, cortical excitability was found to have an inverse 
relationship with alpha power (Romei, et al., 2008). Thus, decreased posterior alpha 
power was proposed to be related to deficits in alpha synchronization mechanisms 
(Niedermeyer, 1997). In relation to the present findings, this would imply that MDD 
patients may show increased arousal expressed by enhanced neuronal excitability 
of posterior brain regions, possibly reflecting prolonged stress that may serve as an 
instigator for the development of psychopathology (Heller and Nitschke, 1998).
Diagnostic precision in psychiatric disorders
In contemporary psychiatry, diagnosis typically relies on self-reports and expert 
evaluations. Thus, it is inevitably subjective. In order to change the framework for 
how clinicians would diagnose and care for patients they were currently treating, the 
National Institute of Mental Health developed Research Domain Criteria (RDoC). 
In particular, the RDoC initiative aims to provide novel ways of classifying mental 
disorders based on dimensions of observable behavior and neurobiological measures 
(Cuthbert and Insel, 2013; Insel, et al., 2010). Although behavioral, physiological 
and neuroimaging work on MDD or other mental illness has made significant 
advances, direct translation of basic research into clinical applications remains rare. 
We argue that machine learning techniques could play a key role here since they are 
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instrumental for detecting representative patterns among vast amounts of neural 
data, offering individualized predictions (Helmstaedter, 2015; Lemm, et al., 2011). In 
the present report, application of a Bayesian linear regression model allowed for an 
enhanced prediction of depression severity, compared to what can be achieved by 
conventional analysis. For instance, a significant HAM-D prediction performance 
based on beta band power was achieved which was not reflected in the correlation 
analysis. These findings offer new opportunities for evidence-based diagnosis and 
monitoring of MDD patients.
Study Limitations
There are a few limitations in our study. First, there is a considerable degree of 
heterogeneity within the samples that are being studied. Our sample included 
subjects ranging from recent onset to those who had been ill for years. Hence, clinical 
heterogeneity in our sample might play a role in our findings as well. Second, the 
overall sample was relatively small. It would therefore be valuable to replicate 
our findings on large cohorts. Future work will also need to examine whether the 
increased posterior alpha activity that we report here is altered over the course 
of successful treatment. Furthermore, the reliability of quantitative evaluations 
provided by the Bayesian linear regression model needs further investigation. 
Lastly, in addition to the difference in power, connectivity analysis showed higher 
functional connectivity in MDD patients compared with healthy controls in a 
broad frequency range (Fingelkurts, et al., 2007; Leuchter, et al., 2012; Quraan, et 
al., 2014). These differences were most notable in the theta, alpha, and beta bands. 
The stronger functional coupling in the depressed patients could reflect altered 
neural communication (Menon, 2011). This also implies that patterns of functional 
connectivity that might distinguish between depressed patients and healthy controls 
should be further examined in the future. Moreover, functional connectivity can 
extend to cross-frequency couplings (CFC) because neuronal oscillations at different 
frequency bands interact with each other (Jensen and Colgin, 2007; Jiang, et al., 2015a). 
CFC appears to serve a functional role in neuronal computation and communication 
(Canolty and Knight, 2010). A recent study in Parkinson’s disease demonstrated 
large clinically relevant changes in beta-gamma coupling in the pathway connecting 
motor cortex and subthalamic nucleus with acute subthalamic nucleus deep brain 
stimulation (de Hemptinne, et al., 2013). Therefore, future studies are also needed to 
disentangle potential CFC alterations at the network level in MDD patients.
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Conclusions
The current study provides evidence for how disrupted resting-state posterior 
alpha activity contributes to characteristic clinical manifestations in MDD and 
a novel and compelling model for an objective individualized MDD severity 
prediction. Although this relationship is rather complex, an understanding of how 
spontaneously generated oscillatory activity relates to disruptions in cognition and 
affects in psychiatric illnesses could lead to innovations in diagnosis, monitoring 
and treatment of MDD patients.
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With the work presented in this thesis, I have attempted to characterize brain 
oscillations in cognition and disease. I set out to investigate the following questions. 
First, are alpha oscillations involved in routing the flow of information to long-term 
memory (LTM)? Second, how do slower oscillations (in the alpha and theta band) 
interact with gamma oscillations in the visual system? That is, does the phase of 
alpha oscillations drive the power of gamma oscillations or vice versa? Third, in this 
light, how is the communication in the rat hippocampal network controlled in terms 
of the interaction between theta and gamma oscillations? Lastly, how do neuronal 
oscillations reflect depression? Is it possible to predict depression severity based on 
neuronal oscillations? In this chapter, I will summarize my core findings related to 
these questions and speculate on the broader implications and outlook. 
Summary of core findings 
In Chapter 2, I have used magnetoencephalography (MEG) to examine modulations 
of alpha oscillations in a cross-modal LTM task. Subjects were presented auditory 
(words) and visual stimuli (pictures) simultaneously and instructed to attend to one 
modality while ignoring the other. For successful visually attended memory encoding, 
we found decreased visual alpha power accompanied by increased alpha in the 
supramarginal gyrus (SMG). Likewise, decreased SMG alpha followed by increased 
visual alpha power promotes successful encoding of auditory attended items. 
Moreover, alpha modulations were predictive of individual memory performance. 
Taken together, the distinct dynamics of alpha power modulation extends the notion 
that alpha band activity is involved in LTM encoding by modulating the functional 
engagement and disengagement of sensory regions in a modality specific manner.
In Chapter 3, I introduced a new tool for assessing cross-frequency directionality 
(CFD) which allows to determine if the phase of the slower oscillations is driving 
the power of higher frequency signals or vice versa. The method was validated on 
simulated data and next applied to resting state electrocorticography (ECoG) data. 
These results demonstrate that the method works reliably. In particular, we found 
that the power envelope of gamma oscillations drives slower oscillations in the alpha 
band. This finding suggests that bouts of gamma band activity adjust the phase of 
the alpha oscillations. As such, our findings are not easily reconciled with theories 
suggesting that alpha oscillations modulate processing reflected in the gamma band.
In Chapter 4, I have investigated how the communication in the rat hippocampal 
network is controlled in terms of interactions between theta or gamma oscillations. 
The data were recorded when rats were running on a linear maze during which 
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the memory system was engaged. Importantly, the results demonstrated that CA3 
slow gamma power drove CA1 theta phase whereas CA1 theta phase controlled 
CA3 fast gamma power. These results suggest that local dynamics reflected by slow 
gamma band activity in CA3 entrains the theta oscillations in CA1. This might serve 
to transfer memory representations recalled in CA3 to CA1. In contrast, CA3 fast 
gamma band activity, reflecting external sensory input, is coordinated by the phase 
of theta oscillations in CA1. 
In Chapter 5, I studied how the temporal coordination of neuronal oscillations might 
be altered in major depressive disorders (MDD) patients. MEG data measured at rest 
was analyzed. Posterior alpha power was decreased in MDD patients in comparison 
with healthy controls. Moreover, posterior alpha power was negatively related to 
depression severity. Further, the Bayesian linear regression model showed that the 
severity of depression could be predicted based on the spatial distribution of alpha 
oscillations. In association with the memory study in Chapter 2, this might suggest 
that the ability to gate memory encoding reflected by alpha oscillations in MDD 
patients was altered. 
Broader implications and outlook 
This work raises a number of outstanding issues that deserves further investigation. 
In this secession, I will speculate on the broader implications and outlook.
The coupling between the phase of slow oscillations (theta, alpha band) and 
power in the gamma band has been observed in various regions in both humans 
and non-human primates during rest (Bahramisharif, et al., 2013; Osipova, et al., 
2008; Roux, et al., 2013; Spaak, et al., 2012), visual (Voytek, et al., 2010) and auditory 
(Fontolan, et al., 2014) processing, memory operations (Axmacher, et al., 2010; 
Friese, et al., 2013; Lega, et al., 2014) and goal-directed attention (Voloh, et al., 2015; 
Voytek, et al., 2015). These findings suggest that the interaction between slow and 
fast oscillations plays an important role for coordinating neuronal processing. Our 
CFD tool further provides an excellent opportunity to investigate the information 
flow when considering the interaction between slow and fast oscillations. The rat 
study in Chapter 4 is an example, where we show that CA3 slow gamma power 
drives CA1 theta phase whereas CA1 theta phase controls CA3 fast gamma power 
during free exploration, in which the memory system is engaged. Since memory 
retrieval is dominated by slow gamma activity, we speculate that bursts in the 
CA3 slow gamma band activity phase-adjust the theta activity in CA1, supporting 
the transfer of recalled memory representations from CA3 to CA1. Conversely, 
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memory encoding is mainly reflected by fast gamma activity. In this case, CA1 theta 
oscillations coordinate fast gamma band activity in CA3, facilitating encoding of 
sensory information from EC in CA3. Taken together, slow gamma to theta coupling 
and theta to fast gamma coupling reflect different directions of information flow, 
providing two distinct communication channels possibly preventing interference 
between memory retrieval and encoding. 
Interestingly, there are also indications of slow and fast gamma in the monkey visual 
cortex. This is supported by the fact that granular slow gamma (~40 Hz) and fast 
gamma (~140 Hz) power is coupled to infragranular alpha phase (Spaak, et al., 
2012). Given these findings, a putative model for information flow between lower 
(e.g. V1) and higher visual regions (e.g. V4) is proposed in Fig.1. On the one hand, 
information flow from V4 to V1 is controlled by the phase of alpha oscillations in 
V4 coupled to the power of fast gamma oscillations in V1. On the other hand, the 
power of slow gamma oscillations in V1 drives the phase of alpha oscillations in V4. 
This model suggests that the brain uses both spatial and spectral multiplexing to 
optimize information transfer in the visual system. Further, we can test this model 
by implanting laminar electrodes in V1 and V4 and applying CFD measurement to 
the recorded local field potentials. 
Recent studies also indicate that gamma oscillations reflect a feedforward drive in 
the visual hierarchy whereas slower oscillations in the alpha and beta bands reflect 
feedback processing (Bastos, et al., 2015; Jensen, et al., 2015; van Kerkoerle, et al., 
2014). Based on empirical studies on attention, WM and LTM, alpha oscillations-
controlled by feedback mechanisms are thought to reflect active inhibition under 
top-down control (Foxe and Snyder, 2011; Jensen and Mazaheri, 2010; Klimesch, 
et al., 2007). In line with this notion in the memory study in Chapter 2, alpha 
oscillations might reflect feedback gating memory encoding. Moreover, linking to 
the depression study in Chapter 5, top-down processing in MDD patients might not 
work properly because of differences in alpha oscillations when comparing to the 
healthy controls. Gamma oscillations, on the other hand, have been demonstrated 
to play an important role in active neuronal processing such as attention, perception 
and memory (Buzsaki and Wang, 2012; Lachaux, et al., 2012). As the interaction 
between alpha and gamma oscillations might reflect the integration of feedforward 
and feedback information (Jensen, et al., 2015), it would be of great interest to 
investigate alpha-gamma coupling in the LTM task and the disruptions in MDD 
patients in the future.
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Figure 1. A putative model for information transfer in the visual system in the CFC scheme. 
Information flow from V4 to V1 (blue arrow) is reflected by V4 alpha phase driving V1 fast 
gamma power. Information flow from V1 to V4 (black arrow) is expressed by V1 slow gamma 
power controlling V4 alpha phase. 
Conclusions 
In this thesis, I started by showing that alpha oscillations gate LTM encoding. 
Successful memory encoding is facilitated if alpha activity decreases in task-
relevant areas to encode relevant information and increases in task-irrelevant areas 
to block out irrelevant information. Next, I provided a CFD tool to investigate 
the directionality between neuronal oscillations. Surprisingly, the phase of alpha 
oscillations was driven by the gamma band activity. This finding challenges the 
notion that alpha band activity controls gamma band activity. Furthermore, I 
showed how communication is achieved in the rat hippocampal network in terms 
of the interaction between theta and gamma oscillations. Lastly, I demonstrated that 
depression severity could be predicted by the magnitude and distribution of alpha 
oscillation during rest, indicating that depressed patients were impaired in their 
ability to gate memory encoding.
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Summarizing, the work in this thesis has shed light on various aspects of the 
functional role of neuronal oscillations in cognition and disease. In particular, 
the CFD provides the means to investigate the information flow concerning the 
interaction between the phase of slow oscillations (theta and alpha) and the power 
of gamma oscillations. In future research, it would be of great interest to test these 
interactions in different cognitive tasks within healthy populations and investigate 
disruptions in psychiatric patients.
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Nederlandse samenvatting 
Translated by Bart Gips based on the original English summary and discussion.
Communicatie is, simpel gezegd, het overdragen van informatie van een plek naar 
de ander. Hoewel deze definitie eenvoudig is, is communicatie een gecompliceerd 
onderwerp. De onderzoeksvraag behandeld in dit proefschrift is hoe communicatie 
bereikt wordt in het menselijk brein. Resultaten uit eerder onderzoek suggereren dat 
neurale oscillaties een fundamentele rol hebben in het vormen van de functionele 
architectuur van de werkende hersenen (Bressler and Richter, 2015; Buzsaki and 
Draguhn, 2004; Varela, et al., 2001). Dat wil zeggen dat cognitie, perceptie en 
sociale interactie afhangen van gecoördineerde neurale activiteit. Deze coördinatie 
vindt plaats in gedistribueerde netwerken onder de aanwezigheid van ruis en op 
verschillende tijdschalen. Traditioneel gezien zijn neurale oscillaties onderverdeeld 
in verscheidene frequentiebanden, zoals: delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 
Hz), beta (13–30 Hz) en gamma (>30 Hz). Belangrijke onbeantwoorde vragen zijn of 
deze verschillende oscillaties dienen tot verschillende functionele rollen en hoe deze 
oscillaties met elkaar omgaan in verschillende cognitieve processen. Naast hun rol in 
het opereren van een gezond brein, is er ook steeds meer bewijs dat veranderingen 
in de activiteit van de oscillaties verbonden zijn met neuronpsychiatrische 
aandoeningen zoals Major Depressive Disorder (MDD), schizofrenie end attention 
deficit hyperactivity disorder (ADHD) (Basar and Guntekin, 2008; Fingelkurts and 
Fingelkurts, 2015; Uhlhaas, et al., 2008). In dit proefschrift zal ik trachten om neurale 
oscillaties in cognitie en neuronpsychiatrische aandoening te karakteriseren.
In hoofdstuk 2 heb ik magentoencephalografie (MEG) gebruikt om de 
modulaties van alfaoscillaties te bestuderen in een crossmodale taak waarbij het 
langetermijngeheugen (LTM) werd getest. Proefpersonen kregen auditieve stimuli 
te horen (woorden) en kregen tegelijkertijd visuele stimuli (afbeeldingen) te zien. 
Ze kregen de opdracht om hun aandacht slechts op een van deze twee modaliteiten 
te richten en daardoor de andere dus te negeren. We vonden een afname van de 
amplitude van de visuele alfaoscillaties gepaard met een toename in de alfaoscillaties 
in de supramarginale gyrus (SMG) bij het succesvol coderen van de visuele stimuli 
waarop de aandacht gevestigd was. Van de andere kant zorgde een verlaging van 
de SMG-alfa gevolgd door een verhoging van de visuele alfa voor het succesvol 
coderen van de auditieve stimuli waarop de aandacht gevestigd was. Bovendien 
voorspelden modulaties in de alfa-amplitude het al dan niet correct uitvoeren van 
de taak. Samengevat betekent dit dat de dynamica van amplitudemodulatie van 
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alfaoscillaties het idee versterkt dat alfa-activiteit betrokken is in LTM-codering door 
middel van het modaliteitspecifiek functioneel in- en uitschakelen van sensorische 
gebieden.
In hoofdstuk 3 stel ik een nieuwe methode voor, bedoeld om zogeheten cross-
frequenctie-directionaliteit (CFD) te meten voor. Deze methode stelt ons in staat om 
er achter te komen of de fase van een langzamere oscillatie de amplitude van de 
snelle oscillatie aandrijft, of vice versa. Deze methode valideerden wij door deze 
toe te passen op gesimuleerde data en vervolgens is deze toegepast op resting state 
electrocorticografische (ECoG) data. Deze resultaten demonstreren dat de methode 
betrouwbaar werkt. In het bijzonder vonden wij dat de omhullende (dat wil zeggen: 
de envelop van de sterkte) van de gammaoscillaties de langzamere alfaoscillaties 
aandrijft. Dit suggereert dat partijen van activiteit in de gammaband de fase van 
alfaoscillaties aanpast. Deze vindingen zijn niet gemakkelijk te passen in bestaande 
theorieën die suggereren dat alfaoscillaties corticale verwerkingen moduleren die 
terug te vinden zijn in de gammaband.
In hoofdstuk 4 heb ik onderzocht hoe de communicatie in het netwerk van de 
hippocampus in de rat geregeld wordt in termen van interacties tussen theta- en 
gammaoscillaties. De signalen werden gemeten terwijl de ratten door een lineair 
doolhof renden. Hierbij werd het geheugensysteem van de rat geactiveerd. De 
belangrijkste resultaten lieten zien dat de sterkte van de langzame gamma in CA3 de 
fase van thetaoscillaties in CA1 aandrijft, terwijl de thetafase in CA1 juist de sterkte 
van de snelle gamma in CA3 bestuurt. Dit suggereert dat locale neurale dynamica die 
gereflecteerd is in de activiteit in de langzame gamma band in CA3 de thetaoscillaties 
in CA1 met zich mee voert. Dit zou overdracht van geheugenrepresentaties in CA3 
naar CA1 kunnen faciliteren. Hier staat tegenover dat de snelle gamma in CA3, die 
externe sensorische informatie weerspiegelt, gecoördineerd wordt door de fase van 
de thetaoscillaties in CA1.
In hoofdstuk 5 heb ik bestudeerd hoe de temporele coördinatie van neurale 
oscillaties aangepast zou kunnen zijn in patiënten met major depressive disorders 
(MDD). MEG metingen van patiënten in rusttoestand zijn hiertoe geanalyseerd. De 
amplitude van de alfaoscillaties achter in het hoofd was lager in MDD-patiënten 
dan in gezonde proefpersonen. Bovendien had de sterkte van deze alfa-amplitude 
een negatieve correlatie met de hevigheid van de depressie. Daarnaast liet een 
analyse met behulpt van Bayesiaanse lineaire regressie zien dat de hevigheid van 
de depressie voorspeld kan worden op basis van de spatiële verdeling van de 
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alfaoscillaties. Samen met de resultaten uit hoofdtuk 2 kan dit suggereren dat het 
vermogen van alfaoscillaties om geheugencodering op een correcte wijze door te 
sluizen naar relevante hersengebieden aangepast is in patiënten met MDD.
Samengevat heeft dit proefschrift licht geworpen op verschillende aspecten van 
de functionele rol van neurale oscillaties in cognitie en neuronpsychiatrische 
aandoeningen. In het bijzonder het feit dat CFD ons in staat stelt om de doorstroom 
van informatie te bestuderen als het gaat om de fase van langzame (theta en alpha) 
en de amplitude van snelle oscillaties (gamma). Het is belangrijk om in toekomstig 
onderzoek deze interacties te testen tijdens verschillende cognitieve taken; zowel 
binnen gezonde populaties als bij patiënten met psychiatrische aandoeningen.
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