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The end of the time machine
S. Krasnikov
Abstract
Any spacetime U has a maximal extension containing no closed
causal curves outside the chronological past of U . We prove this fact
and interpret it as impossibility (in classical general relativity) of the
time machines, insofar as the latter are defined to be causality violat-
ing regions created by human beings (as opposed to those appeared
spontaneously).
1 Introduction
In this paper we prove the following assertion.
Theorem. Any spacetime U has a maximal extension Mmax such that
all closed causal curves in Mmax (if they exist there) are conned to the
chronological past of U .
The signicance of the theorem lies in the fact that from the physical
standpoint it means that a time machine cannot be built. To make this
interpretation more clear suppose that one wants to undertake a time trip.
One way to do so is just to look for a ready-made closed timelike curve (CTC).
It is worth mentioning that such search is not hopeless however innocent the
spacetime looks at the moment. The possibility of a ‘sudden’, ‘unprovoked’
appearance of a CTC, in my view, must be taken quite seriously. Even
though it might seem more ‘natural’ to assume that, say, a Minkowski half-
plane will evolve into the full Minkowski space we actually do not have even a
slightest reason (either theoretical or observational) to believe that it will not
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instead evolve into the Deutsch-Politzer spacetime. Still, the discovery of a
ready-made CTC is a matter of luck. The alternative would be the creation
of such a curve. Manipulating with matter | and thus according to the
Einstein equations with the metric | an advanced civilization could try to
warp the spacetime so that a CTC would inevitably have to appear. Of course
one cannot x the evolution of the spacetime uniquely (in particular because
of unpredictable ‘pathologies’ like that transforming Minkowski’s space into
Deutsch-Politzer’s), but one could hope to arrange things in a spacetime so
that any its extension would have a CTC somewhere in the future (similarly
to how it sometimes takes place with singularities [1, theorem 4]). Thus
obtained articial CTCs could be rightfully called time machines (see [2] for
reviews and references). It is their possibility | conjectured in the seminal
paper [3] | that is excluded by the theorem formulated above.
Classical relativity does not fully determine the evolution of the Universe.
As it has been exemplied by the Minkowski half-plane (see [4, 5] for other
examples and some discussion) any extendible spacetime has innitely many
extensions and we have no clue at present as to how the real Universe choose
between them. When/if a theory lling this lacuna will emerge the theorem
will perhaps need reinterpretation and it may happen that within this hypo-
thetical new theory the time machine creation will turn out to be possible.
This seems unlikely though because of the paradoxes, which (as it has been
always intuitively clear and recently proved [5]) are associated with the time
machines.
Let us outline the proof the theorem. It is based on the observation that
a maximal extension M of any spacetime U to the past (i. e. a maximal
element of the set I−U ′(U), where U
0 are all possible extensions of U) is a
causally convex subset of any its extension | if a past-directed causal curve
could leave (not to mention return to) M , it would not be maximal. In
particular, M is causally convex in any its extension of the form M [ D,
where D is a ‘suciently good’ set (more specically D must be ‘diamond’,
see denition 10) and M \D is connected. Spacetimes sharing this property
of M we call ‘locally causally convex’ (LCC). An extendible LCC spacetime
can always be easily extended so that no new closed causal curves appear
(see remark 20). What is less obvious, it can be extended (without spoiling
the previous property) so that that its extension is also LCC. Our assertion
then follows from the Zorn lemma.
2
Notation
In this paper the spacetime is dened [1] to be a smooth connected paracom-
pact Hausdor orientable manifold endowed with a Lorentzian [I take the
signature to be (−;+;+;+)] metric. Whenever possible I use capital Latin
letters of dierent fonts to denote 4- and 3-dimensional sets (U , M , etc. for
the former and B, S, etc. for the latter), and Greek capital letters to denote
2- and 1-dimensional sets of points. Small Greek and Latin letters will denote
as a rule curves (and sometimes isometries) and points, respectively. Also
the following notation will be used:
<p; r>U  I+U (p)\ I−U (r); 6p; r>U  J+U (p)\J−U (r); 6p; r>  6p; r>M ;
where U is an open subset of a spacetime M .
1. Remark. If a; b 2 <x; y>U , then obviously
<a; b>
<x,y>U
= <a; b>U and 6a; b><x,y>U
= 6a; b>U :
2 Various types of sets
In this section I introduce the notions of ‘diamond’ and ‘locally causally
convex’ sets and for later use establish some basic properties of such sets.
Some of the material of the section (denitions 2, 4, 5 and | most likely |
propositions 3, 6) can be found elsewhere and is included to make the paper
self-contained.
(Causally) convex sets
2. Definition. An open set O is convex if it is a normal neighborhood of
each of its points.
With any two points x; y a convex set O contains also a (unique) geodesic
segment xy that connects them. To an extent this property is shared by the
closure of a convex set.
3. Proposition. If O is a convex subset of a convex spacetime M , a 2 O
and c; d 2 O, then
ac − c  O; cd  O:
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4. Definition. An open set O is called a causally convex subset of U if with
any two points a; b it contains also the set <a; b>U .
Note that in contrast to convexity, causal convexity is not an intrinsic prop-
erty of a set. That is if U1 is a convex and causally convex subset of M ,
then any U2 M isometric to U1 is also convex, but not necessarily causally
convex.
Simple sets
5. Definition. An open set O is simple if it is convex and its closure is a
compact subset of some other convex neighborhood.
The Whitehead theorem ensures the existence of a simple neighborhood of
any point of any spacetime. Since a neighborhood of a point is itself a
spacetime (and since any its simple subset is at the same time a simple
subset of the larger spacetime), this means that any point has ‘arbitrarily
small’ simple neighborhoods, or in other words that the simple neighborhoods
constitute a base of topology in any spacetime.
6. Proposition. Let O be convex. Then any connected component of O\O0
is convex (simple), if so does O0. Also if O is simple and its subsets O1; O2
are convex, then the following sets
O1; O2; O1 \O2
all are simple.
Simple sets are still ‘not simple enough’ for our needs. The problem
is that there is no direct relation between simplicity and causal convexity.
A timelike curve (provided it is not geodesic) leaving a simple set still can
return in it. Below we shall overcome this problem by distinguishing a special
subclass of convex sets. In doing so we shall lean upon the following fact.
7. Proposition. Any point q of any spacetime has a simple neighborhood
O such that the sets IO (p) are simple for any p 2 O.
Proof. Let fe(i)g with e(i)µe(j)µ = ij be a smooth frame eld in some simple
neighborhood O0 of q. Emitting all possible geodesics  from each point
of O0 we introduce a normal coordinate system Xµfpg for each p 2 O0 by
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the following procedure: for any point r we nd the geodesic pr(), where
 is an ane parameter such that p = pr(0); r = pr(1), and ascribe
to r the coordinates Xµfpg(r) equal to the coordinates of @ξ(p) in the basis
fe(i)(p)g. The functions Xµfpg(r) depend smoothly on both r and p. Hence,
in particular, for any  there exists a simple neighborhood Oδ of q such that
Oδ  O0; sup
p,r2Oδ
Xµfpg(r) < ; 8: (1)
We choose Oδ with suciently small  to be the desired O. So to prove the
proposition we only need to show that
9  : ab  IOδ(p) 8p; a; b : p 2 Oδ; a; b 2 IOδ(p) (2)
(strictly speaking (2) means that IO (p) are convex, but proposition 6 ensures
that they are simple as well).
For causal ’s (2) follows just from the denition of IOδ(p), so we can
restrict ourselves to the spacelike ones:
lµlµ = 1; where lµ  (@τ )µ: (3)
 here is understood to be an ane parameter. Let us introduce the function
(r)  g(x(r);x(r));
where x(r) 2 Tr is the ‘position vector’ [6] dened for a xed p by xµ(r) =




outside, (2) will be proved once we prove that, when  is small enough, a
spacelike geodesic can touch a null cone only from outside:
00(0) > 0; (4)
where ()    ab (); 0  d
d
; 0 : (0) = 0; 
0(0) = 0:
To obtain (4) let us rst use the relation ;µ = 2xµ (proved e. g. in [6])
0 = ;µ lµ = 2xµlµ: (5)
This gives
00 = (2xνlν);µ lµ = 2lνlµxν;µ (6)
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(in the last equation we used the fact that ab() is a geodesic). Now consider
the point ab(0), where ab touches the null cone, and for z 2 Tλab(τ0) denote
by T?z the 3-dimensional subspace of Tλab(τ0) orthogonal to z. It follows from
(5) that l(0) 2 T?x . Also x 2 T?x , since x is null (recall that (0) = 0).
Take a basis fx;d(1);d(2) g in T?x dened (non-uniquely, of course) by the
following relations:
d(α) 2 T?x \ T?e(0) ; g(d(α);d(β)) = αβ ;  = 1; 2: (7)





= 1; where l = l(1)d(1) + l
(2)d(2) + l
(3)x: (8)
The term l(3)x in l gives no contribution to the right hand side of (6) because
xνxν;µ = ;µ =2 = xµ and x















we nd from (1,7,8,9) that
j00 − 2j  4Γ:
l(α) are bounded [see (8)] and so obviously are dν(α). Thus Γ is nite and




A few useful characteristics of a set are obtained by simply forgetting about
the ambient space.
8. Definition. Let U be an open subset of a spacetime (M; g). We call U
intrinsically (strongly) causal if (U; g U ) is a (strongly) causal spacetime and
intrinsically globally hyperbolic (IGH) if (U; g U ) is globally hyperbolic.
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9. Proposition. Any point q of any simple set O has an IGH neighborhood
U of the form <p; r>O, where p; r 2 O.
Proof. Consider two sequences pm; rm 2 O:
pm; rm ! q; q 2 Qm  6pm; rm>O:
Each set Qm is closed in the topology of O [1, prop. 4.5.1], but it well may
be not closed in the topology of the ambient spacetime M . When the latter
is true there exists a point xm 2 Qm \ BdO. If xm would exist for innitely
many m, there would be a subsequence xn converging to some x 2 BdO
and the sequences of geodesics pnxn and rnxn (of which the former are
future- and the latter are past-directed) would converge to the same geodesic
qx, which thus would be both future- and past-directed at once. This is
impossible and hence there exists m0 such that Qm0 is closed in the topology
of M , or in other words (recall that O is compact)
9m0 : Qm0 = 6p; r>O is compact, where p  pm0 ; r  rm0 :
Being a subset of the simple neighborhood O the set U  <p; r>O is intrin-
sically strongly causal [7, prop. 4.10]. So, to prove that it is IGH it remains
only to show that 6a; b>U is compact for any a; b 2 U . Which follows from
the fact (see Remark 1) that
6a; b>U = 6a; b>O
and the right hand side is a closed subset of the compact Qm0 .

Diamond sets
10. Definition. Let R(D) be a set consisting of a spacetime D and all its
subsets of the form <x; y>. We call D diamond1 if any A 2 R(D):
(i) is convex; (ii) is IGH; and (iii) with any two points a; b contains also
points c; d such that a; b 2 <c; d>A.
1The name refers to the shape of an obvious diamond spacetime — the region <a, b>,
where a and b are some points in the Minkowski plane. After this paper had been written
I recalled that Yurtsever already used the term ‘diamond’ to denote another type of sets
[8]. The contexts however are so different that no confusion must arise.
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11. Remark. It follows from remark 1 that A 2 R(D) implies R(A)  R(D).
Therefore if D is IGH or diamond then so does any A 2 R(D).
With so many good qualities diamond sets are in the Lorentzian case a
good candidate for the role fullled in the Riemannian case by balls. The
following proposition shows that they also constitute a base of topology of
spacetime.
12. Proposition. Any point q of any spacetime has a diamond neighbor-
hood.
Proof. Let O and U  O be the neighborhoods of q from propositions 7 and 9
respectively. Then any A 2 R(U) is, rst, simple (by Props. 6,7) and, second
IGH (by proposition 9 coupled with remark 11). Condition (iii) obviously
also holds in A. So U can be taken as the desired neighborhood.

Locally causally convex sets
Now we are in position to introduce the notion that plays the central part in
our proof | local causal convexity, which is an analog of causal convexity,
but in contrast to the latter characterizes the set itself and does not depend
on the way it is embedded into a larger space. Let D be a diamond subset
of an extension Me of a spacetime M , and D_ be a connected component of
D \M .
13. Definition. M is locally causally convex (LCC) if for any Me and D
each D_ is a causally convex subset of D.
Generally, neither convex, nor IGH sets are LCC (consider a rectangle in
the Minkowski plane, and the ‘bad’ set from [9], respectively). However the
following holds.
14. Proposition. Any IGH convex spacetime M is LCC.
Proof. Consider a future-directed timelike curve γ  D from a to b, where
a; b 2 D_. We must show that the whole γ lies in D_.
Let c 2 γ \ D_. By proposition 6 D_ is convex. Therefore a geodesic
ac  D_ from a to c must exist. ac is future-directed [D is convex, so
ac is the unique geodesic connecting a and c in D, while the existence of γ
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guarantees that c 2 I+D(a)] and thus c 2 γ\J+D∨(a). Similarly, c 2 γ\J−D∨(b),
and so,
γ \D_ = γ \6a; b>D∨ :
The right hand side is compact (since both M and D are IGH and convex),
and D_ is open. Consequently, γ  D_.

15. Corollary. Any diamond set is LCC (and, accordingly, any point has
an arbitrarily small intrinsically causal LCC neighborhood).
The reverse of course is not true. One of the reasons is that local causal
convexity is loosely speaking a characteristic of the ‘supercial’ (i. e. lying
‘near the boundary’) regions of a spacetime rather than its bulk. This, in
particular, entails quite regular structure of the boundary of an LCC space.
16. Proposition. If M is an LCC subset of a spacetime M1 and U is a
neighborhood of some point of BdM , then within U there always exists a
diamond set H such that, H\BdH_ (where H_ is a connected component of
H \M) is a closed, imbedded, achronal three-dimensional C1− submanifold
in H .
Proof. We begin by proving that there is a timelike curve in M whose end
point lies in BdU M (the boundary of M in U). Let UM be a connected
component of U \ M and let p 2 BdU UM (see Fig. 1). Denote by B
the (maybe empty) sets of points of BdU UM which are the future (past)
endpoints of timelike curves lying in UM .
Clearly, any timelike curve in U connecting a point a 2 UM with p
contains at least one point of B+ [ B−. In particular, if B+ = ∅, then
I−U (p)  U − UM . And hence if also B− = ∅, then I+U
(
I−U (p)
  U − UM ,




is a neighborhood of p. So
B− [B+ 6= ∅:
Suppose for deniteness that it is B+ that is non-empty:
B+ 6= ∅:
Our next step is to show that B+ and B− are separated. Let q 2 B+. By the







(a)                                            (b)
M
Figure 1: Of the two curves meeting in p the upper one is B+ and the lower
one is B−. p does not belong to either.
Q. Without loss of generality (see proposition 12) U can be taken diamond.
Then q =2 B− since otherwise some points of B− also would lie in Q. Such
points would belong to X  (I+U (UM)\ I−U (UM)
−UM , but M is LCC, U is
diamond, and so, X must be empty by Denition 13. Thus
B \B = ∅: (10)
It follows that for a suciently small neighborhood H  U of q
H \B− = ∅: (11)
To complete the proof it suces now to require that H be diamond (which
by proposition 12 is always possible) and to choose as H_ a component of
H \M lying in UM . Any past directed timelike curve in H leaving H_ (and
thus also UM) would contain a point of B
−, which is impossible by (11). So
H_ is the past set in H and hence by [1, Prop. 6.3.1] its boundary is a closed,
imbedded, achronal three-dimensional C1− submanifold of H .

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3 Construction of MN
In this section for an arbitrary extendible LCC spacetime M we construct an
extension MN of a special type (as will be proved in the subsequent sections
MN is LCC and has no closed causal curves except those lying in M). MN
will be built in a few steps. First we glue a diamond region H to M obtaining
thus an extension MM (see Fig. 1b). Then to the ‘upper’ (that is lying outside
M) part of MM we glue yet another copy of H (in doing so we remove a three-
dimensional surface, so that the resulting spacetime M♦ (depicted in Fig. 2a)
be Hausdor). Finally, a smaller diamond set H 0 is glued to M♦ (see Fig. 3).
The spacetime MM.
17. Proposition. Any extendible LCC spacetime M has an extension MM
such that:
(I). MM = M [H , where H is diamond, and M \H is connected;
(II). M is a past set in MM, or (see remark 18 below)
(II0). M is a future set in MM.





spaces isometric to M and H , respectively:
M : M !

M; H : H !

H; M ; H | isometries.












  M  H−1 : H(H \M) ! M(H \M):




M along all but H_ connected com-
















Figure 2: M♦ is obtained by gluing ~K = ~H − ~S− to MM − S0.
From now on by M , H , and H_ we understand the corresponding regions
of MM (this must not lead to any confusion, since we shall not consider M1
any more). MM satises (I) by construction and (II), or (II0) (depending on
whether q was taken in B+, or in B−) by the reasons discussed in proposi-
tion 16.

18. Remark. In what follows we assume for deniteness that it is (II) that
holds for our MM.
19. Remark. Condition (II) of course implies that the boundary S  BdM
is a closed, imbedded, achronal three-dimensional C1− submanifold in MM.
This surface divides H into two parts: H_ and H^  H −H_.
20. Remark. By the denition of local causal convexity condition (I) im-
plies that all causal loops in MM (if there are any) are conned to M . If
in addition MM always were LCC, which unfortunately is not the case, we
would not need anything below up to proposition 35.
The spacetime M♦.
Now we want to construct for M another extension, which we shall denote
by M♦ (and which is not an extension of MM). We shall do this similarly to
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how we constructed MM that is by, rst, presenting some auxiliary spacetime
(MM−, see below) as a result of gluing together two spacetimes ( ~K and M^./)
and by then ungluing them along a connected component of their intersection.
Let H 0  H be a diamond neighborhood with the compact closure in H
and let it intersect S thus splitting the latter into three non-empty disjoint
parts (see Fig. 2):
S−  S \H 0; S0  S− S−;   S− − S−:
S− in its turn divides H 0 into two disjoint regions:
H 0_  H 0 \H_; H 0^  H 0 \H^:
Now let M^M and ~H be spaces isometric to MM and H , respectively. The
isometries are:
 M : MM ! M^M;  H : H ! ~H:
We shall often write ~A for  H(A) and sometimes A^ for  M(A). In particular:
~H^   H(H^); ~H 0_   H(H 0_); ~S−   H(S−); S^−   M(S−); etc.
Consider the spacetime MM −. Obviously
MM − = M^./ [ψMH ~K;
where
M./ MM − S0; K  H − S−;  MH   M   H−1:
Note that M./\K consists of two disjoint regions: H_ and H^, which enables
us to build a new spacetime by ungluing K from M./ along one of them.
Namely, we dene
M♦  M^./ [ψ ~K; where    MH H˜∧ : (12)
The denition (12) produces two natural isometries:
$M./ : M^./ !M♦; $K : ~K !M♦:
From now on for the subsets $M./(M^./), $M./(K^), $M./(S^−), etc. of M♦ we
shall write simply M./, K, S−, etc.2, while the images of $K we shall mark
by ♦, that is $K( ~K), $K( ~H 0_), $K( ~H_), etc. we shall denote by K♦, H 0♦_,
H♦_, etc. In this notation M./ \K♦ = H^, for example.
2Strictly speaking this is some abuse of notation because originally we took, say, M./
to be a part of MM (not of M♦) but it must not lead to any confusion, since we shall not




(a)                                    (b)
N
H'
Figure 3: MN can be viewed as a result of gluing N to M .
The spacetime MN .
We shall be interested in one particular type of extensions of M♦ obtained by
pasting one more copy ofH 0 toM♦. Namely, we take a spacetimeH 0N = &( ~H
0)
(where & is an isometry) and dene the extension MN of M♦ as follows
MN  M♦ [χ H 0N ; where   & $K−1 H′♦∨ :
It is easy to see that
MN −M♦ = H 0N^  &( ~H 0^):
21. Remark. Consider the region N  MN (depicted in Fig. 3) and the
projection  : N ! ~H dened as follows:
N MN − (M −H 0_) = H 0_ [K♦ [H 0N^;
 H′  ($M./   MH)−1;  K♦  $K−1;  H′N  &
−1:
Clearly N is an area in the universal covering of ~H − ~.
4 The structure of MN
Our proof in section 5 of that MN is LCC will be based on the fact that in
its extensions some curves with the same ends, are nonhomotopic, and thus
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cannot belong to the same diamond set. What makes the curves nonhomo-
topic is a singularity that presents in MN in spite of the fact that MN was
assembled of a few spacetimes each free from singularities. The nature of
this singularity is precisely the same as in the Deutsch-Politzer spacetime,
or, say, in the double covering of the Minkowski plane with a deleted point.
In this section we, rst, establish that indeed there is a singularity in MN
and then consider among other things the ensuing restrictions on homotopic
curves. Some of the facts concerning intersection of curves with the surfaces
S and H0^,_ seem obvious, but have to be proved because these surfaces are
not suciently smooth to fall under the standard results.
The singularity
Present MN in the following form:
MN = M./ [K♦ [H 0N : (13)
By construction (see proposition 17)M is a past set inM./. So (sinceK♦[H 0N
is open and has no common points with M) M is a past set in MN as well.
Similarly, H 0N^ is a future set inH
0
N and has no common points with M./[K♦
and hence is a future set in MN (and likewise it can be shown that H^ and
H♦_ are, respectively, a future and a past sets in MN ). Which means that
both S− = BdM and S+  BdH 0N^ are imbedded three-dimensional C1−
submanifolds achronal in MN . The intersection of S+ and S− is empty, their
union we shall denote by Sm. The following proposition loosely speaking says
that  cannot be glued back into the spacetime.
22. Proposition. In any extension Me of the spacetime MN the sets S
are closed.
Proof. It is easy to check that S+ is closed if so does S−. So we shall only
prove the proposition for the latter. Suppose fa(1)n g is a sequence of points
such that (contrary to our claim):
a(1)n 2 S−; 9 lim a(1)n = a =2 S−
and a^
(1)
n are the images of these points in M^M:




n are conned to the compact set  M(S−) and therefore there exist points
x, q^, and q:
x  lim a^(1)n ; q^ 2 I+MˆM(x); q   
−1
M (q^) 2 MN :
Obviously x 2  M () and so we can nd a sequence fa^(2)n g:
a^(2)n 2  M (S0); lim a^(2)n = x:
Now let fv^(i)n g and fv(i)n g with i = 1; 2 be the sequences in Tqˆ and Tq, respec-
tively, dened by
v^(i)n  exp−1qˆ (a^(i)n ); v(i)n  d M−1[v^(i)n ]:
Clearly,




n )] = expqfd M−1





that the existence of a implies the existence (for suciently small positive )
of a point a0:








lies in M (recall that v^
(2)
n is timelike and M^ is a past set in M^M) and hence
a0 2M . Moreover, since v also is timelike
a0 2M:
But repeating the same reasoning for  H and ~a
(i)
n   H   M−1(a^(i)n ) instead
of  M and a^
(i)
n , respectively, one nds that a0 2 K♦, which is impossible,




23. Definition. Let  : [0; 1] !Me be a timelike curve in an extension Me
of the spacetime MN . We call i a positive (negative) root if (i) 2 S. The
number of the positive (negative) roots of  we denote by n[].
Obviously for any future directed  MN the following holds:
(0) 2 M; (1) =2M ) n−[] = 1; otherwise n−[] = 0 (14a)
(0) =2 H 0N^; (1) 2 H 0N^ ) n+[] = 1; otherwise n+[] = 0 (14b)
Consider a homotopy ξ() with  2 [0; 1] such that ξ are timelike and
future directed. The curves ξ τ=τ0 we shall denote by τ0().
24. Proposition. If the curves 0,1 do not intersect Sm, then n[0] =
n[1].
Proof. Suppose 0 is not a root of ξ0. Then the point ξ0(0) does not
belong to the closed set Sm and therefore some its neighborhood U also does
not intersect Sm. So, around the point (0; 0) there exists a rectangle
δ  f;  : j − 0j < ; j − 0j < g
that does not contain roots.
Now suppose 0 6= 0; 1 is a root (positive for deniteness) of ξ0 . The
surface S+ lies in the spacetime MN , where it bounds the future set H 0N^,
hence for any (suciently small) 
ξ0( < 0) 2MN −H 0N^; ξ0( > 0) 2 H 0N^
when j − 0j < .
So, when a and a are suciently small any segment ξ(j − 0j < a)
with j − 0j < a will also lie in MN and have its ends one in H 0N^ and the
other outside. Which by (14) implies that in δaa there is exactly one root
for each .
Thus any point a = (0; 0) lies in the center of a rectangle such that the
number of the roots of ξ located between 0−a and 0 +a does not change
for  varying between 0 − a and 0 + a. Hence (due to the compactness
of ξ) such a positive constant ξ0 can be found for any 0 that n[ξ] does
not change for  2 (0− ξ0 ; 0 + ξ0). As  varies over a compact set [0; 1] its




25. Corollary. If n = n() is the nth root of ξ, then τn() is a continuous
curve. τn() and τk() are disjoint, when n 6= k
26. Remark. All timelike curves lying in a convex neighborhood and con-
necting the same two points have equal n. Thus for a convex neighborhood
we can speak about n[pq] understanding by it n[pq]; where pq is an ar-
bitrary timelike curve lying in this neighborhood and connecting the points
p and q. We also set n[pq] = 0 for p = q.
27. Remark. If points a; b; q1; q2 lie in a convex spacetime, a; b =2 Sm, and
a  b  q1; q2 (by x  y we mean x  y, or x = y), then
n[aq2]− n[aq1] = n[bq2]− n[bq1]: (15)
Let D  Me be a diamond set and DM be a connected component of
D \MN . The following two proposition will help us to use the fact that M
and H 0N^ are LCC in reducing the proof of the local causal convexity of MN
to examining K♦.
28. Proposition. If a future directed timelike curve   D starting and
ending in DM does not intersect Sm, then its ends lie either both in M , or
both in H 0N^, or both in K♦.
Proof. Consider a curve ’ : [0; 1] ! DM connecting the ends of . Cover ’




Fn  DM ; ’(0) = (0) 2 F1; ’(1) = (1) 2 FN
and pick N + 1 points qn =2 Sm such that:
q1  (0); qN+1  (1); qn 2 Fn−1 \ Fn for n 6= 1; N + 1:
For any pair qn; qn+1 (since they belong to the same diamond set Fn) we can
nd a point bn 2 I+DM (qn) \ I+DM (qn+1)− Sm.
Pick a point a such that
a 2 I+D(bn)− Sm 8n
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(it is always possible because D is diamond). Applying twice eq. (15) we get:
0 = n[] = n[a; (0)]− n[a; (1)] =
n[q1; b1]− n[b1; q2] + n[q2; b2]−    − n[bN ; qN+1]: (16)
Combining this with (14) we prove the proposition.

29. Proposition. The sets DM\M , DM\K♦ andDM\H 0N^ are connected.
Before proving the proposition we have to establish a lemma. Let ξ() be a
homotopy considered in proposition 24 with an additional requirement that
ξ for each  is a geodesic in D. We denote by ’()  ξ( 0()) a curve
(lying in the surface (; )) dened by a continuous function 0 6  0() 6 1
and consider the segment
u
ξ of ξ between ’ and an intersection of ξ with
Sm.
30. Lemma. If ’() MN and the condition
u
ξ  ξ([n;  0]) MN (17)
holds for  = 0 then it holds for all the rest  as well.
Proof. We shall prove the lemma for a negative root n (the case of a positive
root can be handled in much the same way). (17) then is equivalent (recall
that H^ is a future set and M is a past set in MN ) to
u
ξ  U  I+H∧(S−) [ S− [M: (18)
Let   [0; 1] be the set of all  for which (18) [and hence (17)] holds and let
 be a limit point of this set:
 = lim k; k 2 :
We want to show that
u
ξ∗  U . For n() =  0() it is trivial. For
n() >  0() (i. e. a past-directed
u
ξ∗) it follows from the fact that both
ξ∗(n − 0) and ξ∗( 0) lie in a connected component of the intersection of
LCC M and diamond D. Finally, consider the case n() <  0() (a future-
directed
u
ξ∗). By assumption ξ∗(
0) = ’() 2 MN . On the other hand, it
19
is a limit point of ξk(
0), so it lies in I+H∧(S−) \MN and thus in N . The
points [ξ∗(n)] and [ξ∗(
0)] can be connected in ~H by a geodesic γ. Since
~H and D are convex







and therefore (recall that
u
ξ∗ is timelike)




−1(γ) lies in I+H∧(S−) [ S− that is in U . Which means
that  is closed. It is also non-empty and obviously open. So,  = [0; 1].

Proof of proposition 29. Let a; b 2 DM \M and let a curve ’  DM from
a to b be such that for some x 2 D
’  I+D(x):
Consider a homotopy ξ() with ξ  D being a geodesic segment from x to
’(). Suppose ’ 6M and p = ξp(i), q = ξq(j) are, respectively, the rst
and the last points of ’ that do not lie in M , which means of course that
i and j are (ith and jth) roots of ξp and ξq , respectively. By lemma 30
the whole segment ξq([i; j ]) belongs to MN . But a timelike curve in MN
cannot intersect S− more than once. So actually j = i.
It follows then from corollary 25 that there is a curve τi  S− from p to
q consisting of points ξ() and thus lying in DM . So, the curve composed
of the segment of ’ from a to p, τi, and the segment of ’ from q to b can by
a small variation (sending all inner points of this curve slightly to the past)
be transformed into a curve ’0  DM \M .
The connectedness of DM \ K♦ and DM \ H 0N^ is proved in the same
manner.

Geodesics intersecting the boundary of ~H 0
Let us introduce two new sets (see Fig. 2b) | H0^  BdH˜ ~H 0^ − ~S− and
H0_  BdH˜ ~H 0_ − ~S− (note that generally the surfaces H0^,_ may not be
achronal in ~H). It is easy to see that H0^,_ are compact and that
H0_ \H0^  ~: (19)
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Let ξ() with  > 0;  2 [0; 1] be such a homotopy that ξ are geodesic
rays (not necessarily timelike) emitted from a single point p  ξ(0) =2 ~H 0
and lying in ~H − ~. Denote by h^() and h_() the intersections of ξ with
H0^ and H
0
_, respectively. The corresponding values of  we shall denote by
^ and _:
^,_()  −1ξ [h^,_()]:
Since both ~H and ~H 0 are convex the segment of ξ between h^() and h_()
(when they both exist) lies in ~H 0. Moreover, as ξ does not intersect ~ it
follows from (19) that the segment contains a point of ~H 0 and hence (see
proposition 3) the whole segment ξ[(^; _)] lies in ~H 0. Which means, in




_ except than in h^,_().
31. Proposition. If ξ0 with 0 2 [0; 1] intersects both H0^ and H0_, then
so do all the others ξ and the functions _,^() are continuous.
Proof. Consider the (non-empty by assumption) set   [0; 1] dened by
  f : 9h_(); h^()g:
Suppose 1 2 . Then
ξ1() 2 ~H^;  2 [^ − ; ^ + ]
ξ1(^ − ) 2 ~H^ − ~H 0^ ; ξ1(^ + ) 2 ~H 0^
assuming that  is suciently small and that (for deniteness) ^ < _.
Obviously this holds also for any  suciently close to 1. Consequently all
ξ with such  also intersect Bd ~H
0
^ and hence (recall that ξ do not pass
through ~) H0^. The same is true for H
0
_. So  is open.
Now let 2 be a limit point of . H
0
^ is compact, so it contains the limit
point h of h^():




ξ(^) = ξ2(): (20)
Similarly ξ2 must intersect H
0
_. So,  is closed and hence is equal to [0; 1].




32. Remark. As was mentioned in Remark 21 N is an area in a covering
of ~H − ~. Because this area is bounded not any curve in ~H − ~ can be
lifted to a continuous curve in N . It is easy to check, however, that if a curve
~γ : [0; 1] ! ~H satises the following condition
~γ(0) =2 ~H 0; ~γ \H0^ = ∅; or ~γ \H0_ = ∅; (21)
then there is a unique curve γ  N connecting −1(~γ(0)) with −1(~γ(0)) and
satisfying (γ) = ~γ. It is this γ that we understand by −1(~γ) from now on.
33. Proposition. Let ξ() be the homotopy from proposition 31, ~() 
ξ(1), and ~γξ()  ξ() τ2[0,1]. Suppose that ~ does not intersect ~S− and
that ~(0) =2 ~H 0. If ~γ0 satises (21) then so does ~γ1.




^(1); _(1) 6 1:
Then (by Proposition 31) so does 0 in contrast to ~γ0, which is only possible
if 0(1) lies on 0 closer to p than h^(0) (and thus also than h_(0) assuming
as before that ^ < _ ). So,
^(0); _(0) > 1
and there must exist 0 and 00:
0  maxfj ^() > 1g; 00  minfj  > 0; _() 6 1g; 0 < 0 < 00 < 1
The (open) segment of ~ between 0 and 00 is a continuous curve lying within
~H 0 (since ^ < 1 < _ here) and connecting ~H 0^ with ~H
0
_ without intersecting
~S−, which is impossible.

5 Proof of the theorem
For any region U denote by V(U) the causality violating subset of U , that
is the set of all points p satisfying J+U (p) \ J−U (p) 6= p. Note that V(U) is
determined by the causal structure of U , but not of the ambient spacetime
U 0  U (if it exists), in the sense that generally V(U)  V(U 0) \ U .
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34. Proposition. Any extendible LCC spacetime M has an LCC extension
whose causality violating subset is V(M).
Proof. We shall prove that MN , which (as was shown in section 3) can be
built for any extendible LCC M , satises the requirement of the proposition,
i. e. that MN is LCC and V(MN ) = V(M). The latter follows immediately
from remark 20 (since MN can be isometrically immersed into MM) and to
prove the former suppose that the assertion is false. Then there exists a
future directed curve   D from a to b such that
a; b 2 DM ;  6 DM :
Without loss of generality we may assume that  does not intersect Sm (and
thus has no roots). By Prop. 28 this implies that the ends of  lie either
both in M , or both in H 0N^, or both in K♦. But M and H
0
N are LCC, which
implies that the ends of  cannot lie in a connected component of D\M , or
D\H 0N and thus by proposition 29 in DM \M , or DM \H 0N . So, a; b 2 K♦.
Choose a and b so that (a); (b) =2 ~H 0 (it always can be done). We
want to show that they can be connected by a timelike curve | it will be
the geodesic ~γ1 | lying in D \ K♦. To this end let us, rst, pick a curve
() : [0; 1] ! D \ K♦ connecting a and b (its existence is guaranteed by
proposition 29).  can always be chosen (cf. proposition 28) so that for some
x; y 2 D
  <x; y>D:
Consider the geodesics ~γξ  ~H with ~γξ(0) = ~(0) and ~γξ(1) = ~() (as usual
~  ()). Let  be the set of all  such that
~γξ′ satisfy (21), γξ′  −1(~γξ′)  <x; y>D 80 6 : (22)
 is evidently open and (as small  obviously lie in it) non-empty. To see
that it is also closed consider its limit point c
n ! c; n 2 :
By construction none of ~γξ′ with 
0 < c meets ~. It is easy to check that
neither does ~γξc . Whence by proposition 33 the condition (21) holds for c.
Consequently there exists a geodesic γξc  −1(~γξ′), which (being the limit
of γξn) lies in <x; y>D  D and moreover (since a and b belong to a convex
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subset <x; y>D of D) in <x; y>D. Thus the whole condition (22) holds for
c and  is closed. So  = [0; 1].
We have proved thus that γ1  D \N . Besides, γ1 is timelike (since b is
connected to a with the timelike   D) and n[γ1] = 0 (since n[] = 0),
whence γ1  K♦. So, in D \K♦ a timelike curve from a to b exists indeed.
Which yields
(); (1− ) 2 DK ; (23a)
([; 1− ])  D1; ([; 1− ]) 6 DK ; (23b)
D1 \ Sm = ∅; (23c)
where D1  <a; b>D, DK is a component of D1 \ K♦, and  is chosen ap-
propriately small. To see that (23) is in fact impossible consider the region
D1 [ K♦ of the spacetime Me as a separate spacetime and extend it to a
spacetime He by gluing ~H to it [(23c) ensures that the resulting manifold is
Hausdor):
He  (D1 [K♦) [$K ~H
(in other words He is what results when the ‘hole’ in K♦, which appeared
when D1[K♦ was cut out of Me, is ‘closed up’ by gluing its edges (the former
S− and S+ ) together). He is an extension of ~H and D1 is (see remark 11)
its diamond subset. So (23a,b) contradict the local causal convexity of ~H.

35. Proposition. Any LCC spacetime M has a maximal extension Mmax
with V(Mmax) = V(M).
Proof. Consider the set E of all pairs (V; ), where  is an isometric imbedding
of M into V (we normally shall not distinguish (M) and M) and V is an
LCC spacetime with V(V ) = V(M). Pick a point p 2 M and introduce the
following order relation in E (cf. [1]). We write (V1; 1) 6 (V2; 2) if there
exists an isometric imbedding #12 : V1 ! V2 satisfying the conditions:
2
−1  #12  1(p) = p; d(2−1  #12  1) p = id:
It is easy to check that in agreement with its notation 6 is a partial order
(which it would not be if we relax any of the two conditions). Let f(Vα; α)g







where the equivalence is dened as follows:
x  y , 91; 2 : #α1α2(x) = y; or #α1α2(y) = x:
Let us further introduce the following notations: V e is an extension of V ; D
is a diamond subset of V e; DV is a connected component of V
e\D; ’  DV
is a curve between points a and b; ab  D is a timelike curve from a to b;
and ‘  V is a closed causal curve.
Since the curves ’ and ‘ are compact we can choose a nite number of
Vα: fVαng; n = 1; : : : N so that (from now on we do not distinguish Vα and




Vαn  Vα0 : (24)
Along with the whole ’ the points a,b lie in a connected component of Vα0\D
and (since Vα0 is LCC) so does ab. Hence V is LCC. Also V(V ) is equal to
V(M), since otherwise [by (24)] V(Vα0) would not be. So, (V; 1) 2 E and
obviously (V; 1) = supf(Vα; α)g. Which means that 6 is an inductive order
in E. It follows then by the Zorn lemma that M has an LCC extension Mmax
with V(Mmax) = V(M) which cannot be extended to any larger spacetime
with such properties. By Proposition 34 Mmax is maximal.

Proof of the theorem. Consider the set of all possible extensions of U of the
form I−U ′(U), where U
0 is an arbitrary spacetime. By repeating the procedure
employed in Proposition 35 it can be shown that U can be imbedded into
a maximal element | let us call it M | of that set. M = I−Me(U) in any
extension Me of M . So M is obviously LCC (since a past directed curve
even cannot leave M) and (tautologically) V(M)  I−Me(U). Which being
combined with Proposition 35 proves the theorem.

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