Recent failed attempts to replicate numerous findings in psychology have raised concerns about methodological practices in the behavioral sciences. More caution appears to be required when evaluating single studies, while systematic replications and meta-analyses are being encouraged. Here, we provide an additional element to this ongoing discussion, by proposing that typical assumptions of meta-analyses be substantiated. Specifically, we argue that when effects come from more than one underlying distributions, meta-analytic averages extracted from a series of studies can be deceptive, with potentially detrimental consequences. The underlying distribution properties, we propose, should be modeled, based on the variability in a given population of effect sizes. We describe how to test for the plurality of distribution modes adequately, how to use the resulting probabilistic assessments to refine evaluations of a body of evidence, and discuss why current models are insufficient in addressing these concerns. We also consider the advantages and limitations of this method, and demonstrate how systematic testing could lead to stronger inferences. Additional material with details regarding all the examples, algorithm, and code is provided online to facilitate replication and to allow broader use across the field of psychology.
Thirty-six percent 1 . The relatively low percentage of psychology studies successfully replicated in the recent initiative led by the Open Science Framework (Open Science Collaboration, 2015) has sparked an intense debate within academia (e.g., Anderson et al., 2016; Gilbert, King, Pettigrew, & Wilson, 2016; Lindsay, 2015) , relayed shortly after in the media. On the one hand, some have argued that low replication is a sign that the foundations of psychological science are shaky, and that many published findings are probably false, echoing the popular claim about the medical literature (Ioannidis, 2005) . In contrast, others have pointed out that the initiative itself shows the effectiveness of self-correcting mechanisms in science, and thus that its conclusions should be praised (Bohannon, 2015 ; but see also Ioannidis, 2012) .
Among several measures intended to improve the strength of psychology as a field (see e.g., Bersoff, 1999; Nosek & Bar-Anan, 2012; Nosek, Spies, & Motyl, 2012) , recent discussions have emphasized the need for larger sample sizes (e.g., Schimmack, 2012) . For a fixed effect size and Type I error rate, a larger sample size results in an increase in statistical power, the probability to detect an effect if it is present. In this context, meta-analyses represent an important step toward refining estimates of effect sizes and precision-more data points amount to more power and David Moreau and Michael C. Corballis, School of Psychology and Centre for Brain Research, The University of Auckland.
This methodological contribution was inspired by the recent push toward greater replicability in psychological research. David Moreau is particularly sensible to this issue given his work on cognitive interventions, a field where discrepancies and inconsistencies are numerous. We believe that finer analyses can contribute to more robust and replicable findings, an observation that motivated the development of tools to help refine our understanding of psychological phenomena, with the potential to benefit a large body of research. In this context, we hope that our contribution can facilitate detecting and accounting for deviations from typical assumptions, both in single experiments and meta-analyses, so as to refine cumulative science. This article is part of a larger project dedicated to the improvement of methodological practices and analyses in psychology and neuroscience, within the Brain Dynamics Lab at The University of Auckland (David Moreau is the principal investigator). The tools we develop (publications and repositories) can be found on the lab website, BrainDynamicsLab.com. We are grateful to Kristina Wiebels for her comments and suggestions on to more confidence about specific claims. Indeed, an important rationale for meta-analyses is that of increased power, compared with single studies-effects that might be too subtle to emerge from limited and noisy data can, when pooled together, reach significance.
This rationale is contingent upon meta-analyses leading to increases in precision around true effect sizes, that is, increases in accuracy. The latter is an assertion that, we argue, requires substantiation, given that it makes at least two implicit assumptions. First, it postulates that effect sizes come from a single distribution; if they do not, averages can be misleading, and possibly erroneous. Second, typical meta-analytic models assume that effect sizes are distributed continuously, at least in theory (e.g., Hedges & Vevea, 1998) . The latter is often acknowledged in meta-analyses, as deviations from normality can be quantified, for example via model fit indices. In contrast, the former is supposedly controlled for by random-effect models, yet even these models typically assume a normal, continuous distribution for the underlying effects. As we discuss in the article, this assumption has important limitations, with the potential to blur entire fields of research.
In this article, we propose to directly test for the plurality of distributions of effect sizes, before averaging. The idea complements typical quality controls undertaken prior to including studies in a meta-analysis-based on well-defined criteria, the researcher decides to include or exclude studies in the final analysis. Similarly, we argue, we should test mathematically whether effect sizes can be combined together, or if they are thought to have come from different distributions. In the latter case, no elaborate model or random-effects analyses can make up for the latent heterogeneity in the data. We explain the rationale for modeling underlying distributions of effect sizes, using the example of brain training. We then propose the use of mixture models, to test for the plurality of distribution modes (i.e., mixture components), with the goal to provide a more accurate description of a series of findings. This data-driven approach allows for minimal assumptions about distribution parameters, instead using available observations to build adequate models. Finally, we discuss the advantages and limitations of the proposed method, and suggest that it could allow for more accurate descriptions and analyses of a body of evidence. To facilitate reproducibility and allow the reader to extend upon our analyses, we provide all the code and data online (https://github .com/davidmoreau/MixtureModel).
Why Model Distributions of Effect Sizes?
We illustrate herein the importance of modeling effect size distributions with the example of brain training. This field of study has gained traction in recent years, for good reasons, including the prospect of finding an activity that can elicit transfer to a wide range of cognitive tasks, with apparently very few side effects (for a comprehensive review of this field of research, see Simons et al., 2016) . In short, the rationale is that a specific training regimen consisting of a single or multiple cognitive tasks can potentially lead to generalized improvement on a variety of similar (near transfer) or apparently unrelated tasks (far transfer). On the surface, this trend of research seems to contradict decades of evidence demonstrating the specificity of expertise (Chase & Simon, 1973; Ericsson, Krampe, & Tesch-Römer, 1993 ) and appears to be at odds with the highly heritable character of numerous cognitive abilities and traits (Benyamin et al., 2014; Davies et al., 2011) .
Beyond its obvious implications, the attention that this field of research has received is also driven by inconsistencies across findings. For example, some laboratories have consistently found sizable effects of working memory training on fluid intelligence (Jaeggi, Buschkuehl, Jonides, & Perrig, 2008; Jaeggi, Buschkuehl, Jonides, & Shah, 2011; Jaeggi, Buschkuehl, Shah, & Jonides, 2014) , whereas others have systematically failed to replicate these findings (Harrison et al., 2013; Thompson et al., 2013) , even in close replications of the original studies (Redick et al., 2013) . These discrepancies also extend to meta-analyses, with working memory training appearing to be effective (Au et al., 2015; Karbach & Verhaeghen, 2014) or not (Dougherty, Hamovitz, & Tidwell, 2016; Melby-Lervåg & Hulme, 2013) , depending on the particular research group assessing the literature. Although it has been suggested that failures to take into account individual differences may be partly responsible for such inconsistencies (Jaeggi et al., 2014; Moreau, 2014) , only systematic idiosyncrasies could explain the tendency for particular laboratories to consistently find an effect or fail to do so.
What mechanism could be responsible for findings that are internally reliable but externally inconsistent? Suppose that whether brain training elicits transfer or not is moderated by subtle details in the experimental setup, such as unreported design specificities, the particular population that was sampled from, or cues given by the experimenters. Brain training studies are rarely double-blind, and even if protocols are run by research assistants supposedly naive to the specific hypothesis being tested, previous literature published by a research group is typically known by all individuals involved in a project. In this context, it may not be that an effect exists or that it does not (i.e., brain training either "works" or "doesn't work"), but rather that either conclusion can hold under specific circumstances, depending on experimental conditions. This is a subtle but important consideration, because failures to account for confounded distributions can blur conclusions as evidence accumulates, as we illustrate in the next section. In this context, correctly modeling mixture distributions is critical to refine meta-analyses, and thus appears particularly valuable in the evaluation of replications. In numerous cases, modeling underlying distributions can substantially improve assessments of cumulative evidence-models accounting for multimodal distributions may provide finer estimates than those based on unimodal distributions. We further propose that many of the apparent discrepancies in the aggregation of studies in psychology and neuroscience have emerged from sampling two or more underlying distributions, rather than a single population (e.g., Nord, Valton, Wood, & Roiser, 2017) .
Mixture Models to Refine Cumulative Evidence
One particularly appealing approach for dealing with this kind of problems lies in the comparison of a model that assumes a single source of effect sizes-and therefore a single, typically Gaussian, distribution-versus a model that allows for multiple sources of effect sizes, oftentimes best described with a multimodal distribution. In the latter case, one can then estimate the probability of each effect size coming from a given distribution. Once the underlying distribution of effect sizes-or of individual This document is copyrighted by the American Psychological Association or one of its allied publishers.
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data points in the case of a single study-has been accurately modeled, the probability of belonging to a given distribution can be computed for each effect size. This idea is better illustrated with a concrete example. Suppose we conduct an experiment to estimate the effect of an intervention on cognitive abilities. In a minimalist design, we randomly assign participants to either an experimental or an active control group. In addition, let us assume that the true effect we set to detect is d ϭ 0.5, that is, the treatment is effective and leads to improvements of half a standard deviation on average. With a small sample size of 20 participants per condition, we would typically find that the true effect falls within our confidence interval, even though our estimate would be fairly imprecise. With a large sample size of 500 participants per condition, our estimate would be refined, as the error is reduced. In a meta-analysis of 25 studies with a small sample size of 20 participants per condition (making a total of 500 participants for each condition), our estimate would differ slightly from that of the large study and precision would be smaller, given that effects are modeled as random. Yet regardless of the specifics about the way observations are collected and aggregated-whether with a large single study or with a combination of smaller ones-larger sample sizes lead to increases in power, thus providing estimates that are both more accurate and more precise ( Figure 1A ).
In this example, the meta-analysis model is a random-effects model, because the simulated studies represent a random selection from a larger population of studies (for an excellent discussion of the difference between fixed-and random-effects models, see Hedges & Vevea, 1998) . The random-effects model is based on restricted maximum-likelihood estimation 2 , a method that provides an estimate for the amount of heterogeneity and takes that variability into account in the overall model (see e.g., Kalaian & Raudenbush, 1996) . Although there is some variability in the precise method used in meta-analyses (Hedges & Vevea, 1998; Kelley & Kelley, 2012; Schmidt, 1992) , this process matches how evidence is typically accumulated in the behavioral sciences, with each additional study thought to contribute to the refinement of our understanding about a particular research question.
In a number of cases, however, this may not be a realistic scenario. As recent discussions have suggested, many of the effects psychologists study in the lab are volatile-they can appear under the right circumstances and vanish under alternative conditions (Open Science Collaboration, 2015; for an illustration in the field of brain training, see Shipstead, Redick, & Engle, 2012) . To increase accuracy with the accumulation of evidence, this factor should be taken into account (Johnson, 2013; Kamary, Mengersen, Robert, & Rousseau, 2014; Marin, Mengersen, & Robert, 2005) . Continuing with our earlier example, imagine now that instead of studying a constant effect size of half a standard deviation, we set out to detect an effect size of d ϭ 1 present in some instances (say, P ϭ .4) but not in others (P ϭ .6). What would the literature look like in this case? Some well-powered studies would detect an effect worth reporting by frequentist standards of statistical significance (i.e., p Ͻ .05). Others studies would not allow rejecting the null-hypothesis, despite adequate power. The literature would be inconsistent, and yield disparate results.
This is exactly what we observe if we simulate such a model ( Figure 1B ). When more than one distribution is allowed to contribute to a sample of effect sizes, precision and accuracy no longer covary. If distributions are segregated (i.e., if they are not mixed with one another in single studies), a small study may yield a substantially different effect size from a large study, obscuring inferences drawn from the data and undermining out-of-sample predictions. More prejudicial still, a meta-analysis of 25 small studies provides a false impression of resolution, with an overall effect size estimated to lie somewhere between the two true population effect sizes. The inherent problem is that the degree of certainty associated with a point estimate typically increases with greater power. In cases where only one distribution is allowed to contribute to a sample of effect size, this may be reasonable ( Figure 1A ). However, this assumption is no longer valid if multiple distributions contribute to a sample of effect sizes ( Figure  1B ). In the latter case, greater power leads to an increase in precision around an erroneous effect size, with potentially detrimental consequences on applied policies and decisions. So, effect sizes vary, and cannot always be trusted to represent estimates of a single underlying effect. Is this not what randomeffects models in meta-analyses are designed to account for? Not exactly. Using random effects to model effect sizes coming from multiple sources is akin to scrambling eggs, only to later attempt to separate egg yolks from the whites (for a discussion of the assumptions and limitations of random-effects meta-analysis, see Higgins, Thompson, & Spiegelhalter, 2009 ). In contrast, by using mixture modeling-the identification and estimation of subpopulations within a distribution-we propose to deal with this issue before it becomes problematic, that is, before averaging (see Appendix A for details).
Random-effects models, in this context, have other important limitations; they do not take into account the inherent uncertainty in the between-study variance estimate (the profile likelihood approach, which uses nested iterations for converging, is an exception). Even post hoc corrections, such as the Hartung-KnappSidik-Jonkman method (Hartung & Knapp, 2001; Sidik & Jonkman, 2002) , do not allow disentangling underlying distributions of effect sizes. Figure 1B provides a visual example of these limitations-even though the meta-analysis depicted uses a randomeffects model, the average estimate is wrong. The problem does not lie in the averaging method per se, but rather in its application.
Note that the problem of combining results from different experiments is not new: work has been developed previously with the goal to model uncertainty when the exact pooling specifications are unknown (Evans & Sedransk, 2001; Malec & Sedransk, 1992) . This approach is especially popular in the field of individual differences, whereby differences across cognitive processes and variation within these processes are the central subject of investigation (e.g., Bartlema, Lee, Wetzels, & Vanpaemel, 2014; Dennis, Lee, & Kinnell, 2008) . Similarly, others have implemented Bayesian methods to combine results from binomial experiments (Consonni & Veronese, 1995) or to refine meta-analytic models by first 2 The restricted maximum-likelihood method is usually preferable to maximum likelihood models because the latter is biased when sample size is small. As N increases, results from both methods tend to converge (for an in-depth discussion, see Kelley & Kelley, 2012) .
3 By extension, ignoring a mixture structure within a study can potentially introduce bias when estimating effect sizes. Although perhaps less plausible in experimental psychology research, this problem can be partly remedied with the use of hierarchical mixture models, whereby individual and group parameters are estimated separately but within the same model. This document is copyrighted by the American Psychological Association or one of its allied publishers.
estimating the clustering structure of effect sizes (Moreno, Vázquez-Polo, & Negrín, 2017) . Although these approaches are perhaps more elegant mathematically than the one we describe in this article, they require prior model specifications that render them less user-friendly and have prevented their systematic implementation. Here, we have based our estimation of mixture proportion on a widely implemented algorithm, with well-known properties, which could facilitate a wider use in the experimental psychology community. This idea is gaining traction beyond this specific problem-mixture modeling has recently been applied to distributions of p values in the context of psychological research, to help refine publication bias estimates (Gronau, Duizer, Bakker, & Wagenmakers, 2017) . Before moving on to potential remedies, let us ponder the plausibility of the scenario depicted in Figure 1B . One might assume that such dichotomy is uncommon, perhaps specific to the particular example we chose. Given the striking between-labs variability but within-labs consistency in experimental results, we suspect it is not (Au et al., 2015; Dougherty et al., 2016; Karbach & Verhaeghen, 2014; Melby-Lervåg & Hulme, 2013; Simons et al., 2016) . At the behavioral level, moderating factors could include expectancy effects (Boot, Simons, Stothart, & Stutts, 2013) or experimenter bias, undocumented differences in protocol (Schultz, 1969) , systematic recruiting methods, or targeted populations. For example, cerebral laterality and handedness have been shown to influence a wide range of cognitive abilities, ranging from line bisection judgments (Scarisbrick, Tweedy, & Kuslansky, 1987) to spatial reasoning (Somers, Shields, Boks, Kahn, & Sommer, 2015) and intelligence (Papadatou-Pastou & Tomprou, 2015) . These effects can in some instances be indirect; for example, it has been argued that handedness may mediate the influence of other variables, such as stereotype threat, on reasoning task performance (Wright & Hardie, 2015) .
Additional sources of variations can be found at different levels of investigation. At the neural level, discrepancies could be based on individual thresholds for long-term potentiation or depression/ depotentiation, also critical factors of plasticity (Ridding & Ziemann, 2010) , and greatly affected by additional factors such as age (Barnes, 2003) . At the genetic level, the difference between the presence or absence of an effect could be variations in specific polymorphisms, such as COMT or BDNF, known to influence cortical plasticity (Witte et al., 2012) , response to training interventions (Moreau, Kirk, & Waldie, 2017) This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Moreau et al., 2017; Petryshen et al., 2010) . Given the sensitivity to protocol specificities inherent to experimental designs in general, and of repeated-measures experiments in particular, this list is only an excerpt of the variables of potential influence. In addition, and because the focus of psychology experiments is often on participants' behavior, researchers might be oblivious to extraneous variables, with unintended but conspicuous consequences (e.g., Simmons, Nelson, & Simonsohn, 2011) .
In theory, these disparities should be equated via random assignment, yet such assumption is highly dependent upon appropriate sample sizes, with typical designs being rarely satisfactory in this regard (e.g., Moreau, 2014) . Besides, random assignment only controls for interindividual variability if the latter is truly random, yet in many instances it is not the case. If the source of error, or bias, is systematic, this assumption no longer holds.
Furthermore, outcomes do not have to be binary to give rise to problematic and potentially misleading aggregates. Whenever effect sizes come from a discrete distribution, averaging methods can yield imprecise estimates. From the central limit theorem, we know that the sampling distribution of the mean representing repeated draws from a multinomial distribution eventually approximates a normal distribution, but it does not follow that the arithmetic mean necessarily reflects a genuine possibility on a single study or for a single individual. If one throws a fair six-sided die a number of times and compute the tally at the end of the sequence, the mean will soon approximate 3.5, even though 3.5 is not a possible outcome on a given trial. In order to model the behavior of a single die, one needs to be mindful when averaging outcomes. Thus, only if we consider that effect sizes truly vary along a continuum can we disregard the aforementioned reflections.
This idea has important implications, which perhaps depend on the primary goal of meta-analysis research. If the aim is to provide estimates of mean effect sizes, so as to best reflect the average outcome of a set of studies, then estimates that are not representative of a possible outcome are not necessarily problematic. However, with the growing emphasis on prediction in psychology (see e.g., Yarkoni & Westfall, 2017) , we might want to know the typical outcome of an experimental manipulation, a treatment, or an intervention. If the goal is to predict future outcomes, the ability to discard impossible outcomes is critical. In that sense, modeling effect size distributions can have important benefits. To be clear, we are not arguing that every distribution of effect sizes is plurimodal. We are not even arguing that it makes for the majority of cases-recent evidence from the Many Labs Project (e.g., Klein & Ratliff, 2014) or the Reproducibility Project: Psychology (Open Science Collaboration, 2015) may suggest that seemingly important variables do not always moderate effects (although we should point out that these large-scale projects may not be representative of the typical effects in psychology). But because mixture estimation is straightforward to implement and can provide additional insight into one's data, we believe that the plausibility of mixtures should be estimated, as these can genuinely inform conclusions based on cumulative evidence. In the next section, we explain how we propose to deal with such problems, to allow modeling multiple distributions, and finer estimates of a body of research.
Applications to Meta-Analyses
Continuing with our earlier brain training example, suppose that instead of assuming a single normal distribution, we directly test the plausibility of this assumption. Based on the expectationmaximization (EM) algorithm (see Appendix B for details), we can estimate the number of underlying distributions in the available sample of effect sizes (i.e., how many modes the distribution contains). Once we have determined the most plausible number of distributions, we can estimate posterior likelihoods for each effect size. These likelihoods allow quantifying the probability of coming from a given distribution for each data point. We can then infer the overall proportions of the entire set of data points that come from a given distribution. These estimates are known as mixing weights, or mixing coefficients.
In the simple but representative meta-analysis initially described in Figure 1 , this method allows for a more precise account of effect sizes, with a distinction between studies that tend to suggest the absence of an effect, and those that suggest a moderate effect. Specifically, the mixing weights allow differentiating between two underlying distributions, one with ϭ .64 and the other with ϭ .36 (Figure 2A ). Roughly speaking, this indicates that the overall population contains two distributions, one including 64% of the data points, while the other contains 36% of them. Each cluster of studies can then be aggregated separately, to provide precise estimates of effect size when an effect is present versus when it is not, or when an effect is ecologically meaningful versus when it is of limited influence. In our earlier example, this approach allows modeling two normal distributions, centered at d ϭ 0.06 and d ϭ 1.22, respectively ( Figure 2B ), making for a more accurate model of the underlying data ( Figure 2C ).
Interestingly, one can then look for reported or unreported differences in samples, designs, or analyses, so as to gain a better understanding of the specific circumstances that cause or prevent the effect under study. This is a clear improvement over averaging methods that do not take distribution properties into account, as the approach provides a more accurate depiction of reality-in this case, two separate effect sizes, with very different implications. It also highlights the potentially pernicious effect of typical metaanalytic techniques when conducted on inconsistent data. Importantly, the same approach can be applied to a single replication; rather than modeling mixture distributions from the effect sizes generated by all studies, the algorithm can be run on vectors of individual data points, to infer how likely they are to come from different distributions.
Let us gauge the reliability of this method on a real dataset. Consistent with our earlier example, we used a recent metaanalysis in the field of brain training (Melby-Lervåg, Redick, & Hulme, 2016) . Specifically, the study investigated the evidence for far-transfer following working memory training, that is, transfer to abilities that were not directly targeted in the training regimen. We applied the procedure presented on simulated data (and further detailed in the online material and R code) to the vector of effect sizes (Hedge's g) across studies. Results showed evidence for a mixture distribution with multiple components ( Figure 3A) . Further analyses indicated that a two-component solution was sufficient, after penalizing for model complexity (i.e., total number of components). The corresponding log-likelihoods, estimated for each data points, are shown in Figure 3B . The mixing weights This document is copyrighted by the American Psychological Association or one of its allied publishers.
extracted for the two components were ϭ .83 and ϭ .17, respectively. Posterior estimates suggested that two underlying distribution contributed to the overall distribution of effect sizes ( Figure 3C ). That is, brain training appears to have very limited influence on cognitive performance most of the time, but to be quite effective in other, more restricted instances. With the approach we presented in this article, we can extract estimates for the density of both distributions, allowing a more fine-grained analysis of the literature. We can then identify precisely the effect sizes that emerged from each distribution, thus providing fine-grained estimates of the discrepancies ( Figure 3D ). This result is interesting in and of itself, because it suggests that there are important differences that need to be further explored, whether related to protocols, demographics, or individual responses to training. One can then look for moderators or extraneous variables that were either initially coded but not analyzed, or, more plausibly, that were not thought to be of interest. This allows moving the discussion forward-rather than concluding that brain training has a limited effect, we can see that it appears to be ineffective most of the time, but possibly quite potent in rare instances.
Importantly, the problems we identify herein extend beyond the specific example we chose as an illustration. Based on a sample of 705 between-study estimates reported in meta-analyses published in the journal Psychological Bulletin between 1990 (van Erp, Verhagen, Grasman, & Wagenmakers, 2017 , we found that heterogeneity () between studies-within each meta-analysisspread widely ( ϭ 0.15; see additional analyses in the online R code). In addition, the distribution was rather skewed, indicating that although a large number of meta-analyses show consistency between studies, a nontrivial number of them show important internal variability (N ϭ 27 with Ͼ .5). Regardless of the specific example, mixture model estimation provides a structured framework to probe subtle differences within a given population. In given by the expectation-maximization algorithm (see https://github.com/davidmoreau/MixtureModel), show a random walk that eventually converges to the true mixing weights ( ϭ .64 and ϭ .36, respectively, horizontal dashed lines). The mixing weights help determine the shape of the underlying distribution of effect sizes, based on incomplete information (i.e., a given sample of effect sizes). In this example, effect sizes (Cohen's d) are simulated from a mixture distribution of two single Gaussian distributions N(, 2 ) with ϭ 0 or ϭ 1, with probability P ϭ .6 and P ϭ .4, respectively), and 2 ϭ 0.25. (B) The expectation-maximization algorithm evaluates model fit (log-likelihoods) for various numbers of Gaussian components by considering up to k components, and incrementally increasing the size of the mixture (number of components) as long as the difference between k and k ϩ 1 is significant (at the 5% level in the implementation we report in the article, but this parameter can be adjusted). The p-value tests the difference between H 0 (k components) and H 1 (k ϩ 1) until it no longer reaches significance. Here, the method allows determining the probability densities of effect sizes assuming a single distribution (dotted line) versus two distinct distributions (solid lines). Even with a limited number of observations, true values are retrieved fairly accurately, as shown by the peaks of the two solid density distributions. (C) These estimates of effect size can then be compared to the ones extracted from a random-effects meta-analysis. Recall that in this example (shown in Figure 1B ) a random-effects model gives a precise estimate of the wrong effect size; in contrast, estimating the mixture components first leads to two distinct estimates of effect sizes, including their respective true effect size. See the online article for the color version of this figure.
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psychology, many researchers are interested in these questions, but oftentimes analyses are performed after sources of discrepancies have been mixed and processed. Mixture model estimation enables moving away from dichotomous thinking based on averages, in favor of a more constructive focus on the source of discrepancies.
Robustness of the Method
The approach we propose is effective in a number of cases and with a wide range of parameters. However, it also has limitations that need to be acknowledged. In some instances, assessments of either the number of components of a mixture or the probability of the mixture distribution may become unreliable. Limitations are inherent to any statistical tool, yet it is important to understand the range of parameters under which the method performs well, so as to anticipate potential pitfalls. We address these limitations in detail in the online R code (https://github.com/davidmoreau/ MixtureModel), but present some of the main limitations hereafter.
One typical concern pertains to false alarms-specifically, how likely is a researcher to wrongly assume a mixture distribution when the best fit is a single distribution? To evaluate robustness formally, we generated effect size estimates from two underlying models. Model 1 was a single Gaussian, with a unimodal distribution. Model 2 was a mixture distributions generated from two Gaussian distributions. We aimed to determine how well the EM algorithm performs-how often do we correctly identify from which underlying distribution the data come?
Our analyses showed that false alarms remain low overall for plausible distribution parameters (see Table 1 for details). Generally, the algorithm shows improved performance as the distance between distributions increases. This makes intuitive sense: As the distribution modes spread out, overlap between these distributions increases, making it more difficult to identify the respective source of each data point. Related to this idea, we observed improved performance as 2 , the variance of each distribution, decreases. This translates into less overlap between distributions, which for our purpose is akin to a greater distance between modes. In addition, we observed better performance overall for unbalanced values, that is, when distribution densities are unequal. This suggests that the method might be better suited to picking up subtleties in distribution properties that random-effects modeling alone. Specifically, we observed better performance overall but a rapid decrease in model performance as 2 increases for unbalanced values, whereas this decrease was less steep for more balanced values. The correlation between ␦ (residuals) and l() (model fit) was r ϭ Ϫ .53 (BF ϭ 4.27, assuming a bivariate normal distribution and a uniform prior on ). The method performs well in a large This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
number of cases, with a fairly wide range of parameters. Only multiple distributions that overlap extensively are difficult to tease apart. Direct estimates of convergence (log-likelihoods) are reported in the R code available with this article. In all cases presented, convergence checks indicate adequate performance, with only minor fluctuations in subsequent log-likelihoods (see Table 1 ).
Note that the algorithm we present in this article makes an estimate regarding the number of components to be retained, that is, how many distributions are conflated. Ultimately however, the decision to retain a simpler, unimodal model is to be determined by the researcher based on the question at hand; no single algorithm can replace educated assumptions about the plausibility of a distribution. Even so, the degree of belief, rather than mere dichotomous thinking, can be modeled, so as to reflect confidence in a model. When in doubt, that is, when the evidence for mixture is weak, a sensible decision is to default to a unimodal distribution (e.g., N[, 2 ]). Importantly, when a mixture distribution is assumed, the influence of mixing weights on the model decreases as approaches 0 (see R code). This combination of algorithm-based mixture estimation and informed decision makes for a process that is fairly robust to overfitting.
Evaluating the robustness of mixture model estimation is also essential for a wide implementation. In the model we presented, we make particular assumptions about the shape of the underlying distribution-specifically, we assumed a normal distribution. We tested the extent to which deviations from normality impair the performance of the algorithm, and found that the method is fairly robust to violations of this assumption (for details, see R code). We also tested performance with non-Gaussian distributions such as t or Cauchy distributions. Although combinations of the former appeared to be well approximated by Gaussian mixtures, even as degrees of freedom approached one, the underlying parameters of a combination of the latter are often not well retrieved if one assumes normality. Importantly, nonparametric or semiparametric alternatives exist and can easily be implemented for all cases where the assumption of normality is violated. In the brain training example we discuss in this article, comparisons between values retrieved via parametric and semiparametric showed that densities from both methods were in agreement (see Figure 3 and online material). More generally, other alternatives exist-for example, one could assign a prior distribution to each parameter, for a fully Bayesian implementation of mixture modeling (e.g., Marin et al., 2005) . The approach we presented here is by no means the only one designed for this kind of problems, but it is a method that has shown to perform well in various circumstances (Dempster, Laird, & Rubin, 1977) .
Concluding Remarks
Through modeling and simulations, we have illustrated a potentially pervasive problem in the context of replication and metaanalysis: different underlying distributions conflated together in meta-analytic models. In a simple but potentially detrimental manifestation of this problem, some results in the literature may come from null effects (H 0 ), whereas others come from true positive effects (H 1 ). In more complex scenarios, this rationale can be extended to accommodate multimodal distributions, yet the inherent problems remain the same-typical models are sometimes too coarse to accurately aggregate a series of studies, and thus are at risk of misrepresenting overall trends and findings. Rather than solely relying on random-effect models-which can account for some but not all of the problems associated with mixture distributions-we have argued that meta-analytic methods should evaluate these discrepancies directly, by estimating the plausibility of mixture models and the corresponding mixing weights. This process allows for the identification of multimodality in distributions and refined estimates of effect sizes, paving the way for more accurate predictions and informed decisions based on all the evidence accumulated on a specific research question. In closing, we would like to leave the reader with a few related thoughts.
First, the discussion we hope to stir up in the context of metaanalysis in psychology has direct implications for replications. Although encouraging replication is a definite step forward, the degree to which combinations of studies are informative is contingent upon the use of appropriate aggregating methods. Specifically, and despite recent promising directions (e.g., Dreber et al., 2015; Earp & Trafimow, 2015) , disagreements remain regarding how to best determine whether a replication is supportive or unsupportive of the original study (Simonsohn, 2015; Verhagen & Wagenmakers, 2014) . There is currently no clear consensus concerning valid criteria for successful replications (SRs). Should it be statistical significance? Neighboring effect sizes? Subjective ratings? Or similar implications between studies regarding applied policies, such as health recommendations? For excellent discussions on this topic, see Brandt et al. (2014) and Makel, Plucker, and Hegarty (2012) . Note. The table shows the results of a Monte Carlo simulation of mixture distributions (N ϭ 100,000 observations per row) each generated from two normal Gaussian N (, 2 ) with fixed means ( ϭ 0; 1), but incremental variance ( 2 ϭ .1; .2, .3; .4) and mixing weights ( ϭ .1, .9, .2, .8; .3, .7; .4, .6; .5, .5). For each iteration, we estimated the mixing weightsˆ generated via the expectation-maximization algorithm. We provide indices of reliability with ␦ (residuals of the model) and log-likelihoods l() (model fit). This document is copyrighted by the American Psychological Association or one of its allied publishers.
To make interpretations even more difficult, original studies and replications often yield a wide range of effect size estimates, varying from one extreme to another. In this context, inferences about true effect sizes can be particularly arduous. Part of the discrepancies in the interpretation of replications lies in false dichotomous thinking, with replication studies being framed as "successful" or "unsuccessful." Well-powered replications are thought to bring a sense of resolution, a final verdict on a research question. This is hardly ever the case. Besides being ill posed, this position does not allow for constructive or solvable answers. Rather, questions addressing the extent to which a replication study provides independent evidence for the presence of an effect, or for a given theory, are useful and help the field move forward. All evidence is of importance, and ironically, converting a finegrained, continuous estimate into a binary characterization is akin to lowering statistical power-precisely what researchers are trying to avoid.
Promising solutions have been proposed to better model predictions in a replication context (Brandt et al., 2014; Simonsohn, 2015; Spence & Stanley, 2016; Verhagen & Wagenmakers, 2014) , within a dynamic that allows finer assessments of the literature. Many of these solutions have emphasized the role of power analyses to design more robust replications (Lakens & Evers, 2014; Perugini, Gallucci, & Costantini, 2014) . Some researchers have suggested heuristics to help guide researchers planning a replication, such as taking 2.5 times the sample size of the original study (Simonsohn, 2015) , or simply maximizing power (Brandt et al., 2014) . This current emphasis on power analysis is not coincidental-one of its appeals is its simplicity in providing a specific sample size based on effect size averages. In the case of one single distribution of effect size, increasing power is indeed an adequate way to increase accuracy.
As informative as these recommendations might be, they do not address a fundamental source of discrepancy in successive results-sampling from different underlying populations. If multiple distributions are allowed to contribute to a given effect, whether it is within a given study, across studies, or both, typical methods of aggregating data can yield spurious results (e.g., Speelman & McGann, 2013) . Power is therefore part of the answer, but it is not sufficient in and of itself. Traditional methods for improving the strength of an experimental design typically do not take into account discrepancies in underlying distributions, or only partially (e.g., random effects models, Hedges & Vevea, 1998) , and in this regard do not provide adequate safeguards against conceptual inaccuracies. These limitations need to be acknowledged, especially when results appear to be disparate.
With this in mind, we have also emphasized that inferring plurimodality in effect size distributions is not without pitfalls. When misapplied, it can lead to biased or erroneous assessments of a body of work, and provide misleading recommendations concerning the power of a replication. Although advances in computing and statistics allow refining probabilistic estimates via stochastic simulations (e.g., Markov chain Monte Carlo) complemented with advanced methods to cope with uncertainty (see e.g., Alfaro, Zoller, & Lutzoni, 2003; Liu & Chen, 1998; Rubinstein & Kroese, 2011) , these techniques only refine assessments if probabilities can be accurately estimated in the first place. Perhaps most importantly, for the posterior probabilities to be most accurate, all studies should be published (van Assen, van Aert, Nuijten, & Wicherts, 2014) . This gives additional weight to recent initiatives that either encourage preregistration of all studies (e.g., Open Science Framework, AsPredicted) or at least promote the use of data repositories. In practice, this allows determining the power of a study based on an accurate estimate for the probability of a planned test to detect an effect, rather than via distributionagnostic power analyses.
Finally, one broader lesson here is that in some instances (and contrary to common claims), more research is not needed, because the amount of data available exceeds what is necessary to make accurate estimates. Arguably, this is especially true in the behavioral sciences, because numerous experiments are not theory driven, at least not in the sense of a unified theory to explain brain-behavior interactions. Rather than additional data, what is often lacking are better methods to aggregate prior studies, to increase the quality of meta-analyses.
populations. In this context, the general mixture model framework is a way to mathematically represent subpopulations contained within a population. According to the framework, we can formally estimate densities of each value x i in a vector as follows:
where ϭ (, ) ϭ ( 1 , . . . , m , 1, . . . , ) 
This is because the model parameter of a normal distribution is defined by a mean and variance. However, the same model (Equation 1) can accommodate distributions that are non-normal. So, how exactly can we estimate the probabilities of coming from a given distribution (i.e., subpopulation) for each data point? One of the possible solutions to this problem lies with the EM algorithm. We discuss it in more details in Appendix B.
