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Abstract
We derive Laplace approximations to three functions of matrix argument which arise in statistics and
elsewhere: matrix Bessel A; matrix Bessel B; and the type II con1uent hypergeometric function of matrix
argument, . We examine the theoretical and numerical properties of the approximations. On the theoretical
side, it is shown that the Laplace approximations to A, B and  given here, together with the Laplace
approximations to the matrix argument functions 1F1 and 2F1 presented in Butler and Wood (Laplace approx-
imations to hyper-geometric functions with matrix argument, Ann. Statist. (2002)), satisfy all the important
con1uence relations and symmetry relations enjoyed by the original functions.
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1. Introduction
This paper is divided into two parts. In the 8rst part we present Laplace approximations to Bessel
functions of matrix argument A(X ) and B(X ) de8ned in [11], and to the con1uent type II matrix
argument hypergeometric function, (a; b;X ), given in [16]. These approximations complement the
Laplace approximations to the matrix argument hypergeometric functions 1F1 and 2F1 which were
given in [7].
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In the second part of the paper we present a collection of results concerning the theoretical
properties of the various Laplace approximations. In particular, we show that suitably calibrated
versions of the approximations inherit the symmetries and con1uence relations satis8ed by the original
functions.
Each of the functions considered has important statistical applications.
(i) The matrix argument Bessel function A(X ), which for practical purposes is interchangeable with
the matrix argument hypergeometric function 0F1, because they di?er by a factor which can be
expressed in terms of elementary functions, appears in the density of a noncentral Wishart matrix
(see [17, p. 442]); as the normalization constant of the von Mises–Fisher matrix distribution on a
Stiefel manifold (see e.g. [12,18,20]; and this function also appears in multivariate normal-based
approaches to shape analysis (see [10]).
(ii) The normalizing constant for the matrix generalized inverse Gaussian distribution can be ex-
pressed in terms of the matrix argument Bessel function B
(X ); see [5].
(iii) The Laplace transform for the Lawley–Hotelling statistic in classical multivariate analysis can
be expressed in terms of .
(iv) Hypergeometric functions of two matrix arguments, which appear in the density functions of
certain eigenvalue distributions, can be expressed as an integral over the orthogonal group
of the corresponding one argument function. This fact is exploited in [6], who produce new
approximations to hypergeometric functions of two matrix arguments, which are expressed in
terms of Laplace approximations to the corresponding hypergeometric function of one matrix
argument.
We brie1y review relevant aspects of Laplace’s approximation. More detailed discussion is given
in the companion paper [7].
1.1. Laplace approximation
Consider the integral
I =
∫
y∈D
h(y)e−g(y) dy; (1)
where D ⊂ Rd is an open set. If g(y) has a unique (stationary) minimum over the closure of D at
yˆ∈D, then Laplace’s approximation is well-de8ned and is given by
I˜ = (2)d=2|g′′(yˆ)|−1=2h(yˆ)e−g(yˆ); (2)
where
g′′(y) =
92g(y)
9y9yT
is the Hessian of g.
In practical applications, approximation (2) is applied with a particular integrand in (1) and its
apportionment to the factors exp(−g(y)) and h(y) is rather arbitrary. Thus the approximation I˜
depends on the choice of g and h, and so this issue needs careful consideration; see [7], and also
subsequent sections of this paper, for further discussion. This apportionment is particularly important
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for larger r since, in higher dimensional integration, the value of I˜ is quite sensitive to seemingly
small changes to g and h that can drastically alter its value.
2. Scalar Bessel A
The modi8ed Bessel function I(x) has the Poisson integral representation
I(x) =
(x=2)√
(+ 12)
∫ 1
−1
(1− y2)−1=2exy dy (3)
given in [1, 9.6.18]. We shall sometimes 8nd it more convenient to work with the closely related
function
A(x) = (x=2)−I(x) =
1
(+ 1) 0
F1(+ 1; x2=4) (4)
rather than I(x). The second equality is given in [1, 9.6.47] and is easily checked directly using the
series expansion. Note that A(x) is symmetric about 0, so we shall assume that x¿ 0 without loss
of generality.
Two Laplace approximations to (4) are motivated by the form of the integral in (3) which is
proportional to the moment generating function (MGF) of the central density of a sample correlation
coeLcient obtained from a bivariate normal population. One of these approximations is based on
Fisher’s [9] t-transform t=y=
√
1− y2, and the other approximation is based on Fisher’s z-transform
z = tanh−1(y). The latter is perhaps better known, but for present purposes we focus mainly on the
former, partly because it appears naturally in the con1uence relations derived later, and partly because
it has proved more accurate in the numerical examples we have considered.
2.1. t-transform approximation
A close inspection of the derivation of (2) in, for example, [19], suggests that an accurate value of
I˜ results from choosing g and h so that, when h(y) ≡ 1, then g(y) is “approximately quadratic”. This
situation is achieved by changing the variable of integration using the normalizing transformations
of Fisher: take h(t) ≡ 1 when integrating in the t-transform variable t=y=
√
1− y2. The di?erential
is dt=(1−y2)−3=2 dy so that the proposed Laplace approximation to A(x) in variable t is the same
as applying (2) in variable y but using the apportionment
h(y) =
1√
(+ 12)
(1− y2)−3=2
and
g(y) =−xy − (+ 1) log(1− y2):
A global minimum for g over y∈ (−1; 1) is attained at
yˆ t = r(ut) =
ut√
u2t + 1 + 1
(5)
with
ut = (+ 1)−1x¿ 0: (6)
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The Hessian computation results in
g′′(yˆ t) = 2(+ 1)
1 + yˆ2t
(1− yˆ2t)2
;
which leads to the raw Laplace approximation
A˜(t) (x) =
1
(+ 12)
√
(+ 1)(1 + yˆ2t)
(1− yˆ2t)+1=2exyˆ t : (7)
The approximation is further improved by calibrating its value according to the known value
A(0) =
1
(+ 1)
:
Since yˆ t = 0 when x = 0, a calibrated approximation to A(x) is given by
Aˆ(t) (x) =
A˜t(x)
A˜t(0)
A(0) (8)
=
1
(+ 1)
√
1 + yˆ2t
(1− yˆ2t)+1=2exyˆ t ; (9)
where yt is speci8ed in (5).
2.2. z-transform approximation
The z-transform
z =
1
2
log
(
1 + y
1− y
)
= tanh−1(y)
has di?erential dz = (1− y2)−1 dy. Laplace approximation in variable z is equivalent to taking
h(y) =
1√
(+ 12)
(1− y2)−1
and
g(y) =−xy − (+ 12) log(1− y2):
The development is the same as with the t-transform approximation and leads to the raw approxi-
mation, A˜(z) (x) say, which is the same as A˜
(t)
 (x) in (7) except that ut = x=(+1) in (6) is replaced
by uz=x=(+ 12). Likewise, the calibrated approximation Aˆ
(z)
 (x) is the same as Aˆ
(t)
 (x) in (9), except
that again ut is replaced by uz.
2.3. Other approximations
A number of other asymptotic approximations to the modi8ed Bessel function I are given in
[1, pp. 377–378]). Some of these are closely related to either the t or z approximation given above,
but none appear to be exactly the same.
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3. Matrix Bessel A
3.1. Derivation of Poisson integral representation
Suppose that Z is a symmetric p × p complex matrix. Bessel function A with argument Z was
introduced in [11] and may be expressed as
A(Z) =
1
p[+ (p+ 1)=2]
0F1
[
+ (p+ 1)=2;
1
4
ZZ ′
]
: (10)
We shall consider the case where Z is a real symmetric matrix and ¿−1. Hypergeometric function
0F1 has an integral representation given in [17] as
0F1[ n2 ;
1
4 XX
T] =
∫
O(n)
etr(XH1)(dH); (11)
where (dH) denotes normalized invariant measure on the orthogonal group O(n); X is a p× n real
matrix with p6 n, and H = [H1 :H2]∈O(n) with H1 as n × p. The dependence of 0F1 on X is
through the singular values of X only. This follows from the invariance of 0F1 to the transformation
X → O1XO2 for any O1 ∈O(p) and O2 ∈O(n). Let Xd = diag{x1; : : : ; xp} consist of the singular
values of X so that X 2d is diagonal in the eigenvalues of XX
T. Then, without loss of generality, we
take X = [Xd : 0] where 0 is a p× (n− p) matrix of 0 values. Furthermore, partition
H = [H1 :H2] =
[
Y
W
: H2
]
where Y is p× p and not symmetric. Then etr(XH1) = etr(XdY ) and (11) becomes
0F1[ n2 ;
1
4 XX
T] =
∫
etr(XdY )f(Y )(dY );
where f(Y ) is the density of Y with respect to Lebesgue measure on Rp
2
.
Lemma 1. For n¿ 2p, the Poisson integral representation for 0F1 of p× p matrix argument is
0F1[ n2 ;
1
4 XX
T] = c
∫
U
etr(XdY )|Ip − YY T|(n−2p−1)=2(dY ); (12)
where U= {Y :YY T ¡Ip} and
c = −p
2=2 p(n=2)
p((n− p)=2) :
Proof. This representation was 8rst proved in [11]. There are two steps involved. The 8rst step is
argued by Eaton [8, p. 683] who shows that H1 has a uniform distribution on the Stiefel manifold
Fp;n = {H1 :HT1 H1 = Ip} as a consequence of the uniform distribution of H on O(n). Using this
along with his Proposition 3.5 or Lemma 2.1 from Butler [4], it follows that the random matrix Y
has a density with respect to Lebesque measure if and only if 2p6 n. The density of Y is given by
the integrand in (12) with Xd = 0p, the p× p matrix of zeros.
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Note that when the restriction 2p6 n does not hold, then Y does not have a density with respect
to Lebesque measure.
Example 2. Suppose n= 2 and p= 1 so that
H =
(
cos % sin %
−sin % cos %
)
:
Then y = cos % with % ∼ Uniform (0; 2). From Lemma 1,
f(y) = −1(1− y2)−1=2:
Example 3. Let n = 3 and p = 1. Take H1 as the 8rst column of 3 × 3 matrix H with a uniform
distribution on the Stiefel manifold F1;3 or the unit sphere in R3. Then the marginal density of any
one of its components is known to be Uniform (−1; 1). This follows from Lemma 1 as
f(y) = −1=2( 32) =
1
2 :
The special case with p= 1 has
0F1( n2 ;
1
4 x
2) =
(n=2)√
((n− 1)=2)
∫ 1
−1
exy(1− y2)(n−3)=2 dy:
Using (4),
0F1( n2 ;
1
4 x
2) =
(x
2
)−n=2+1

(n
2
)
In=2−1(x)
and it is seen that the integral representation reduces to expression (3) for In=2−1(x).
3.2. Laplace approximation to 0F1
Both the t-transform and z-transform approaches generalize to the matrix argument setting. Like
their univariate counterparts, these two approximations, when calibrated, have the same structure
with only slightly di?erent maxima. The t-transform approximation has the raw form
0F˜1[ n2 ;
1
4 XX
T] =
2p
2=2p(n=2)
p((n− p)=2)np2=2
J−1=20;1
p∏
i=1
{(1− yˆ2i)(n−2p−1)=2exiyˆ i};
where yˆ i = r(uti) is the root in (5) with uti = 2xi=n, and
J0;1 =
{
p∏
i=1
(
1 + yˆ2i
(1− yˆ2i)2
)}

∏
16i¡j6p
(
1− yˆ2i yˆ2j
(1− yˆ2i)2(1− yˆ2j)2
)
 (13)
is the Hessian. When calibrated against the true value 0F1[n=2; 0p] = 1, we obtain the calibrated
approximation
0Fˆ1[ n2 ;
1
4 XX
T] = R−1=20;1
p∏
i=1
{(1− yˆ2i)n=2exiyˆ i}; (14)
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where
R0;1 =
p∏
i=1
p∏
j=i
(1− yˆ2i yˆ2j): (15)
The z-transform approach leads to approximation (14), but with roots yˆ i = r(uzi) based upon
uzi = 2xi=(n− 1).
3.2.1. Derivation of the t-transform approximation
The t-transformation corresponds to taking
h(Y ) = |Ip − YY T|−p−1=2
and
g(Y ) =−tr(XdY )− n2 log|Ip − YY T|:
We shall use the de8nition of matrix di?erential given in Magnus and Neudecker [14] throughout.
The 8rst di?erential is
dg(Y ) =−tr(Xd(dY )) + n2 tr[(Ip − YY T)−1(Y (dY )T + (dY )Y T)]
=−tr(Xd(dY )) + n2 tr[(dY )T(Ip − YY T)−1Y + Y T(Ip − YY T)−1(dY )]
= [− vecXd + n vec((Ip − YY T)−1Y )]T vec(dY ):
Now, since Xd is assumed diagonal, the square bracket can only be zero if Y is also diagonal. It
follows that, dg(Y ) = 0p has a unique solution Yˆ satisfying 0p ¡ Yˆ Yˆ T ¡Ip, and that Yˆ is of the
form Yˆ =diag{yˆ 1; : : : ; yˆ p} where, for each i=1; : : : ; p; yˆ i= r(uti) is the root in (5) with uti=2xi=n.
Note that this is the univariate uti value with = n=2− 1.
To derive J0;1, we compute the second di?erential as
d2g(Y ) = n{vec[G(Y (dY )T + (dY )Y T)GY + G(dY )]}T vec(dY ); (16)
where G = (Ip − YY T)−1. Using the fact that for any compatible square matrices A, B and C,
vec(ABC) = (CT ⊗ A)vec(B), we obtain for the 8rst term in (16)
vec(GY (dY )TGY ) = (Y TG ⊗ GY )vec(dY T)
= (Y TG ⊗ GY )Kpp vec(dY )
where Kpp is a commutation matrix; see [14, p. 47]. The other two terms combine as
vec[G(dY )(Y TGY + Ip)] = ((Y TGY + Ip)⊗ G) vec(dY ):
Since Kpp is symmetric,
d2g(Y ) = n vec(dY )T[Kpp(GY ⊗ Y TG) + ((Y TGY + Ip)⊗ G)] vec(dY ):
An application of Theorem 3.5 in [13] shows that, when evaluated at the diagonal matrices Y = Yˆ
and G = Gˆ = (Ip − Yˆ Yˆ T)−1, the determinant of
g′′(Yˆ ) = n[Kpp(GˆYˆ ⊗ Yˆ TGˆ) + (Yˆ TGˆYˆ + Ip)⊗ Gˆ];
turns out to be equal to (13) times np
2
.
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3.2.2. z-transform approach
To match the univariate case, this approach takes
h(Y ) = |Ip − YY T|−p
and
g(Y ) =−tr(XdY )− n−12 ln|Ip − YY T|:
The Laplace approximation is the same as above but replacing n=2 with (n− 1)=2.
3.3. Numerical accuracy
The accuracy of the t-transform 0Fˆ1 can be checked by using simulation based on the integral
representation in (11). Such simulations demonstrate its very high accuracy in a variety of settings.
By comparison, the z-transform and the Khatri and Mardia [12] approximations are found to be quite
inaccurate.
Suppose that H (1); : : : ; H (10
6) is a sequence of randomly generated orthogonal matrices that are
uniformly distributed on O(n). Then, according to (11), a Monte Carlo estimate of 0F1[n=2;
XX T=4] is
0 QF1[n=2;XX T=4] := 10−6
106∑
i=1
etr(XdY (i)) = 10−6
106∑
i=1
exp

 p∑
j=1
xjY
(i)
jj

 ; (17)
where Y (i) = (Y (i)kl ) is the p × p upper left block of H (i). Estimate 0 QF1 is the center of a 95%
con8dence interval that may also be determined by computing the sample variance of the terms
whose average is given in (17).
The generation of random orthogonal matrices is the most time-consuming and diLcult part of
the simulation and ultimately limits the simulation option when using large values of p and large
and small values of n. Each H (i) may be generated by constructing a Wishart (df; In) matrix with
df¿ n and extracting the matrix of eigenvectors. Generally software positions these vectors in the
orthogonal matrix so that the rank order of the associated eigenvalue is its column number. In
addition, the 8rst components are often all taken to be positive by convention. To counteract this,
randomly generated signs ±1 are used to rescale the 8rst p columns and then Y (i) is taken to be
the p× p upper left block. These random signs are necessary to assure that the simulation is over
O(n) and not just a single face. The fact that we have extracted components of the p “largest”
eigenvectors does not matter since H (i) is independent of its associated eigenvalues; see [17, p.
107]).
As df → ∞ in the Wishart simulation, Y (i)prob→ Ip and Monte Carlo variability decreases. Corre-
spondingly however, the run time for each of the 106 trials increases and this ultimately limits our
ability to provide accuracy in the simulation. The most accurate estimate results from trading o?
these competing factors and is re1ected in our choices for df below.
Table 1 displays con8dence intervals based on 0 QF1 and the t-transform Laplace approximation
0Fˆ1 for various dimensions p and parameters n. Some general observations are summarized based
on the tabulated results and other additional computations which are not shown.
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Table 1
Accuracy of 0Fˆ1 as compares with 0 QF1 for various values of p; n, and Xd
p n Xd df 0 QF1 ± 12 -width 0Fˆ1 % rel. err.
2 2 1,2 20 3:0742± 0:0101 3.030 −1:44%
4 1:8057± 0:0044 1.812 0:371%
6 1:4967± 0:0030 1.499 0:180%
5 5,10 100 2505:8± 54:5 2409.0 −3:86%
5 5 1(1)5 800 137:13± 5:20 124.3 −9:35%
10 100 13:473± 0:2005 13.62 1:09%
20 3:8651± 0:0253 3.864 −0:0354%
7 7 1(1)7 1200 7069:4± 1136:5 6365.0 −9:96%
14 1200 110:04± 5:553 115.51 4:97%
20 800 29:915± 0:4359 29.910 −0:0167%
10 10 1(1)10 1200 (2:295± 3:587) · 107 2:080 · 107 −9:38%
20 1200 7010± 988 9371 33:7%
30 1200 498:4± 51:80 516.20 3.57%
50 600 45:37± 3:936 45.04 −0:730%
15 30 1(1)15 1200 (1:078± 0:822) · 107 33:96 · 107 3050%
45 600 (2:091± 1:643) · 105 6:713 · 105 221%
70 600 6036± 1094 6303 4.42%
Blank entries are repeats of the entries directly above.
1. 0Fˆ1 provides very good accuracy over a wide range of values for p; n, and Xd. This accuracy is
measured in terms of the percentage relative error listed in the last column using 0 QF1 as the true
value.
2. The accuracy of 0Fˆ1 diminishes somewhat with larger eigenvalue entries in Xd. This might have
been anticipated given that 0Fˆ1 is 0F˜1 calibrated at 0p. For large entries in Xd, the uncalibrated
approximation may be more accurate.
3. The accuracy of 0Fˆ1 increases with larger values of n. Such larger values of n represent the
diLcult setting for the simulation alternative, since n determines the dimension of the simulated
orthogonal matrices.
4. Instances of the setting p6 n¡ 2p have special interest. Here integral representation (11) holds
but the integral representation (12), upon which 0Fˆ1 is based, is not valid. Approximation 0Fˆ1
does reasonably well despite this. Presumably this happens because 0Fˆ1, as an analytic function
in n, continues to accurately track the true analytic function 0F1 as n passes down through 2p and
onto the diLcult setting n = p. This general setting was also very diLcult to simulate; despite
long run times of more than 12 hours each on a 300 MHz PC, the simulations were unable to
reduce the half-widths of the con8dence intervals beyond that shown in the table when p¿ 5.
5. All other published approximations are quite inaccurate by comparison. Consider the p = 5 and
n=10 example in Table 1 where the simulated value is 13:473±0:2005. The z-transform Laplace
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approximation yields 155.1, the Khatri and Mardia [12, Eq. (2.19)] approximation is 12377 and
agrees with the 8rst-order approximations in [16, Section 5; 2]. The second- and third-order
approximations in the latter two references, which include terms of order O(X−1d ) and O(X
−2
d ),
respectively, are −37766 and 26419. Clearly all these are very inaccurate.
6. The theoretical di?erence between the very accurate t-transform and the inaccurate z-transform
is a matter of whether or not to included the additional factor |Ip − YY T|−1=2 in the expression
for h(Y ). This suggests that there exists a very narrow window of opportunity for accurately
estimating 0F1 using Laplace’s method.
4. Matrix Bessel B
Write
B
(/) =
∫
W¿0
h(W ) exp{−g(W )}(dW ); (18)
where W is symmetric and positive de8nite,
g(W ) = tr(W ) + tr(/W−1) + 
 log|W |; (19)
h(W ) = |W |−1=2(p+1) (20)
and / is a symmetric non-negative de8nite matrix. This is the matrix Bessel function of the second
kind, B
(/), which is de8ned in [11, p. 506]. The normalizing constant of the matrix generalized
inverse Gaussian distribution can also be expressed in terms of B
; see [5].
4.1. Scalar argument case
When p= 1 then the integral expression for B
 is
B
(/) =
∫ ∞
0
w−
−1 exp(−w − /=w) dw (21)
= 2K
(2
√
/)/−
=2: (22)
The raw Laplace approximation to the integral in (21), denoted as B˜
, is determined using the values
of g and h given in (19) and (20). The details of B˜
 are a special case of the matrix argument
setting of Section 4.2. By replacing B
 with B˜
 in (22), then K˜
 is determined by solving for K

and leads to
K˜
(x) = 2−(
+1)x
B˜
( 14 x
2):
This turns out to be the leading term in [1, expansion (9.7.8)].
4.2. Matrix argument case
We now derive a Laplace approximation to B
(/). The 8rst di?erential of g(W ) is given by
dg(W ) = tr(dW )− tr(/W−1(dW )W−1) + 
 tr(W−1(dW ))
= [vec(Ip)− (W−1 ⊗W−1)vec(/) + 
 vec(W−1)]Tvec(dW ): (23)
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Setting dg(W ) = 0, we obtain
vec(Ip)− (W−1 ⊗W−1)vec(/) + 
 vec(W−1) = 0;
which holds if and only if
Ip −W−1/W−1 + 
W−1 = 0p: (24)
Since / is symmetric and non-negative de8nite we may write /=Q2QT where 2=diag{31; : : : ; 3p},
where 3i¿ 0 for each i, and QTQ=QQT= Ip. Then Wˆ solves (24) if and only if Wˆ =QˆQT where
ˆ = diag{4ˆ1; : : : ; 4ˆp} and 4ˆj solves
42j + 
4j − 3j = 0 (16 j6p):
Consequently,
4ˆj = (−
+
√

2 + 43j)=2¿ 0 j = 1; : : : ; p: (25)
To obtain the Hessian of g(W ), we obtain the second di?erential of g(W ), starting from (23), as
follows.
d2g(W ) = 2 tr(/W−1(dW )W−1(dW )W−1)− 
 tr(W−1(dW )W−1(dW ))
= tr(C(dW )W−1(dW ))
= vec(dW )T(C ⊗W−1)vec(dW ); (26)
where C = 2W−1/W−1 − 
W−1. Using the relation vec(dW ) = Dp(dW ) = Dp d(W ), we get
g′′(W ) =
92g(W )
9(W )9(W )T = D
T
p(C ⊗W−1)Dp;
and evaluating the Hessian determinant, of g′′(W ) at W = Wˆ , using Theorem 4.14(iii) of [13], we
obtain
|DTp(C ⊗W−1)Dp|= 2p(p−1)=2
(
p∏
i=1
4ˆi
)−p−1
JB;
where
JB =
p∏
i=1
p∏
j=i
(3i=4ˆi + 3j=4ˆj − 
):
Therefore the raw approximation to B
(/) is given by
B˜
(/) = 2p=2p(p+1)=4J
−1=2
B
(
p∏
i=1
4ˆi
)−

exp
(
−
p∑
i=1
(4ˆi + 3i=4ˆi)
)
:
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It is easily shown that this approximation also preserves the identity
B−
(/) = B
(/)|/|
 (27)
in [11, p. 506] which is known to hold for the true function.
Calibration of the approximation needs a bit more care than in other cases because for 
 positive,
B
(0p) is in8nite. In this case, 8rst apply identity (27) to write
B˜
(/) = |/|−
B˜−
(/) (28)
and, for 
¿ 0, de8ne the calibrated version Bˆ
 in terms of the calibrated version Bˆ−
 also through
identity (28). For 
¿ (p − 1)=2 the value of B−
(0p) can be determined from the normalization
constant for the inverse Wishart distribution (see [17, p. 113]) to be
B−
(0p) = p(−
):
Thus, we may de8ne the calibrated approximation
Bˆ
(/) = |/|−
Bˆ−
(/) = |/|−
B˜−
(/) p(−
)
B˜−
(0p)
for 
¿ (p− 1)=2. In this instance, the raw approximation at /= 0p takes on the simple value
B˜−
(0p) = 2p=2p(p+1)=4

p−p(p+1)=4e−
p:
Using an analytic continuation argument, the calibrated approximation also makes sense whenever

 = ±k=2, k = 1; : : : ; (p − 1)=2. There are singularities at these half-integer values and it seems
probable that the approximation will deteriorate unless |
| is suLciently far above (p − 1)=2. This
speculation has been con8rmed in the numerical work.
4.3. Numerical accuracy of Bn=2(/)
With 
= n=2 and n¿p− 1, the accuracy may be checked using simulation based on the integral
representation in (18). In this case, let U ∼ Wishart (n; Ip) so that (18), after a change of variables,
may be rewritten as
Bn=2(/) = |/|−n=2B−n=2(/) = p( n2)|/|−n=2E{etr(−2/U−1)};
where E{·} is the expectation with respect to U . Random generation of i.i.d. values for U denoted
by U (1); : : : ; U (10
6) provides the simulation estimate
QBn=2(/) := p( n2)|/|−n=2 × 10−6
106∑
i=1
exp

−2
p∑
j=1
3j(U (i))jj

 ; (29)
where (U (i))jj denotes the (j; j) element of (U (i))−1. This estimate provides the center of a 95%
con8dence interval that is determined by also computing the sample variance of the terms summed
in (29).
Table 2 displays the calibrated and uncalibrated approximations Bˆn=2(/) and B˜n=2(/) and a con-
8dence interval based on QBn=2(/) for various dimensions p and parameters n and /. The “Best”
column computes the percentage relative error of the more accurate Laplace approximation denoted
in bold.
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Table 2
Accuracy of Bˆn=2(/) and B˜n=2(/) as compares with QBn=2(/) for various values of p; n, and /
p n=2 / QBn=2(/)± 12 -width B˜n=2(/) Bˆn=2(/) Best % rel. err.
1 2 5.1 3:6703 · 10−3 (exact) 3:736 · 10−3 3:894 · 10−3 1.79%
2 3 4,5 (1:700± 0:005) · 10−5 1:715 · 10−5 2:087 · 10−5 0.88%
6 (2:922± 0:0032) · 10−5 2:830 · 10−5 3:109 · 10−5 −3:15%
8,9 (3:419± 0:0063) · 10−9 3:373 · 10−9 3:706 · 10−9 −1:35%
12 4,5 (8:893± 0:0033) · 10−2 8:586 · 10−2 8:990 · 10−2 1.09%
6 1,2 92:23± 0:0408 86.56 95:08 3.09%
5 6 1(1)5 (1:875± 0:0042) · 10−5 9:747 · 10−6 3:435 · 10−5 −48:0%
12 (4:807± 0:0027) · 109 2:915 · 109 5:253 · 109 9.28%
18 (1:846± 0:0005) · 1031 1:290 · 1031 1:895 · 1031 2.65%
8 15 1(1)8 (1:818± 0:0016) · 108 3:870 · 107 2:363 · 108 30.0%
20 (7:667± 0:0038) · 1032 2:259 · 1032 8:542 · 1032 11.4%
30 (2:786± 0:0006) · 1095 1:204 · 1095 2:873 · 1095 3.35%
10 30 1(1)10 (2:320± 0:0008) · 1090 4:721 · 1089 2:494 · 1090 7.50%
15 40 1(1)15 (1:280± 0:0005) · 10152 2:548 · 10150 1:479 · 10152 15.5%
25 65 1(1)25 (9:188± 0:0040) · 10392 1:648 · 10390 11:73 · 10392 27.7%
90 (2:150± 0:0005) · 10921 8:279 · 10917 2:346 · 10921 8.84%
50 150 1(1)50 (1:008± 0:0003) · 102340 7:956 · 102323 1:352 · 102340 34.1%
The best approximation is emboldened and its relative error is given. Blank entries are repeats of the entries directly
above.
1. Except for a few instances in which n is small relative to p, the calibrated approximation is more
accurate.
2. The accuracy of Bˆn=2(/) increases with larger values of n when p and / are held 8xed. Its
accuracy decreases as the eigenvalues of / increase. This latter property should be expected
given that the calibration occurs using argument /= 0p.
3. The accuracy of B˜n=2(/) increases as the eigenvalues of / increase.
4. No other approximations to Bn=2(/) appear to have been published for comparison.
5. Con&uent hypergeometric type II of matrix argument
For real X that is p× p and symmetric, Muirhead [17, p. 472] de8nes this function as
(a; b;X ) =
1
p(a)
∫
Y¿0p
etr(−XY )|Y |a−(p+1)=2|Ip + Y |b−a−(p+1)=2(dY ): (30)
For a; b¿ (p− 1)=2;  is related to the Laplace transform of a matrix variate type-2 beta density
as described in [15].
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5.1. Scalar argument case
Function U (a; b; s) has integral representation
U (a; b; x) =
1
(a)
∫ ∞
0
e−xyya−1(1 + y)b−a−1 dy;
which, when a¿ 0 and x¿ 0, converges for all b. Note that  reduces to U when p = 1. For
x= 0, the additional condition b¡ 0 is needed for U to be 8nite. For a=m=2 and b= 1− n=2; U
is related to the Laplace transform of an Fm;n density according to
E(e−xFm; n) =
{(m+ n)=2}
(n=2)
U (m=2; 1− n=2; nx=m):
Following the discussion in Section 1 we take
h(y) =
1
(a)
y−1
and
g(y) = xy − a logy − (bp − a) log(1 + y)
where bp = b− (p+ 1)=2. The speci8cation of g yields a global minimum as follows: with a¿ 0,
yˆ = rc(x) =


1
2x{bp − x +
√
(bp − x)2 + 4xa} if x¿ 0
−a=bp if bp ¡ 0 x = 0
∞ if bp¿ 0 x = 0:
(31)
Laplace’s approximation with p= 1 is
Uˆ (a; b; x) =
√
2
(a)
[a(1 + yˆ)2 + (b1 − a)yˆ 2]−1=2yˆ a(1 + yˆ)b−a exp{−xyˆ}: (32)
A negative b allows Uˆ (a; b; x) to be calibrated according to its value at x=0 since, according to
(31), Uˆ (a; b; 0) has a 8nite positive value. In this instance, the true value is the beta function value
U (a; b; 0) = B(a; 1− b) a¿ 0; b¡ 1:
5.2. Matrix argument case
Laplace’s approximation is applied with
h(Y ) =
1
p(a)
|Y |−(p+1)=2
and
g(Y ) = tr(XY )− a log|Y | − (bp − a) log|Ip + Y |:
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From the form of the integral in (30), it is clear that we may assume X = diag{x1; : : : ; xp} without
loss of generality. Laplace’s approximation without calibration yields
˜(a; b;X ) =
2p=2p(p+1)=4
p(a)
J−1=2
p∏
i=1
{yˆai(1 + yˆ i)b−ae−xiyˆ i}
where
J =
p∏
i=1
p∏
j=i
{a(1 + yˆ i)(1 + yˆ j) + (bp − a)yˆ iyˆ j} (33)
and yˆ i = rc(xi) for rc(·) given in (31). The calibrated version ˆ(a; b;X ) is based on the fact that
(a; a+ (p+ 1)=2; Ip) = 1 and is given by
ˆ(a; b;X ) =
˜(a; b;X )
˜(a; a+ (p+ 1)=2; Ip)
(34)
= a−pa+p(p+1)=4epaJ−1=2
p∏
i=1
{yˆai(1 + yˆ i)b−ae−xiyˆ i} (35)
=
2p=2p(p+1)=4
ˆp(a)
J−1=2
p∏
i=1
{yˆai(1 + yˆ i)b−ae−xiyˆ i}; (36)
where J is given in (33) and
ˆp(a) = 2p=2p(p+1)=4e−paaap−p(p+1)=4
satis8es lima→∞ ˆp(a)=p(a) = 1. Note that ˆ is equal to ˜ but with ˆp(a) replacing p(a).
5.3. Derivation
The 8rst di?erential is
dg(Y ) = tr(X (dY ))− a tr(Y−1(dY ))− (bp − a) tr((Ip + Y )−1(dY ))
= [vec(X )− a vec(Y−1)− (bp − a) vec((Ip + Y )−1)]Tvec((dY )):
Since X is assumed diagonal, the square bracket can only be zero if Y is also diagonal. It follows
that Yˆ is of the form Yˆ = diag{yˆ 1; : : : ; yˆ p} where, for each i = 1; : : : ; p; yˆ i = rc(xi) is the root in
(31). The second di?erential is
d2g(Y ) = [a vec(Y−1(dY )Y−1)
+ (bp − a) vec((Ip + Y )−1(dY )(Ip + Y )−1)]T vec((dY ))
= vec((dY ))T[a{Y−1 ⊗ Y−1}
+(bp − a){(Ip + Y )−1 ⊗ (Ip + Y )−1}]vec((dY )):
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Since for any p× p symmetric matrix A; vec(A) = Dpv(A), we 8nd that the Hessian of g is given
by
g′′(Y ) ≡ 9
2g(Y )
9v(Y )9v(Y )T (37)
= DTp[[a{Y−1 ⊗ Y−1} (38)
+ (bp − a){(Ip + Y )−1 ⊗ (Ip + Y )−1}]Dp: (39)
Thus using Theorem 4.9 in [13]
|g′′(Y )|= 2p(p−1)=2J
[
p∏
i=1
yˆ−1i (1 + yˆ i)
−1
]p+1
where J is given in (33). The remaining details in the derivation of ˜ are straightforward.
5.4. Lawley–Hotelling density
The Laplace transform for the null density of the Lawley–Hotelling trace statistic T 20 is speci8ed
in terms of . Suppose E is a p×p matrix error sums of squares with a central Wishartp(n; <) dis-
tribution with n degrees of freedom and T is treatment sum of squares with a central Wishartp(m;<)
distribution. Then T 20 = tr(E
−1T ) has Laplace transform
’(s) = E(e−sT
2
0 ) =
p((n+ m)=2)
p(n=2)
(m2 ;
p+1−n
2 ; sIp)
as given in [17, p. 474]. Our approximation to  leads to an explicit approximation to this Laplace
transform. Since the argument is sIp, all the roots are the same and denoted yˆ=rc(s). The uncalibrated
approximate Laplace transform is
’˜(s) =
p((n+ m)=2)
p(n=2)
˜(m2 ;
p+1−n
2 ; sIp)
=
p((n+ m)=2)
p(n=2)p(m=2)
{
√
2(p+1)=4yˆ m=2(1 + yˆ)−(m+n−p−1)=2e−syˆ
×[m2 (1 + yˆ)2 − 12 (m+ n)yˆ 2]−(p+1)=4}p:
6. Complex arguments
In some statistical applications we may wish to evaluate 0F1; B
, or  when some arguments
are complex. With such arguments, the integral representations of these functions must now be
regarded as contour integrals to which Laplace’s approximation is no longer applicable. As contour
integrals however, the method of steepest descents becomes applicable (see [3] for a description of
this method). The main points to note with this method are that: (i) the maximum values in (5),
(25) and (31) are the appropriate complex-valued saddlepoints if we just substitute in our complex
arguments; and (ii) the Laplace approximation, also evaluated at our complex arguments, is the
leading and dominant term in the expansion resulting from the method of steepest descents.
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Table 3
Accuracy of the various functions when considered with some complex arguments
0F1 p n Xd Exact/Simulated Est. 0Fˆ1
1 1 1 1.5431 1.5782
6 1.0860 1.0861
6 i 0.91923 0.91934
6 1 + i 1:00347 exp(i 9:540◦) 1:00312 exp(i 9:549◦)
2 6 i; 2i 0.65051 0.65275
5 20 i(i)5i 0.24555 0.24652
Bn=2(/) p n=2 / Exact/Simulated Est. Bˆn=2(/)
1 4 3 + 4i 3:659 · 10−3 exp(i 91:1◦) 3:770 · 10−3 exp(i 91:5◦)
8 8:353 · 10−3 exp(−i 95:6◦) 8:409 · 10−3 exp(−i 95:4◦)
2 8 1 + i; 2 + 2i 161:0 exp(−i 25:2◦) 163:5 exp(−i 24:6◦)
5 18 1 + i; : : : ; 5 + 5i 5:201 · 1017 exp(−i 146:2◦) 5:307 · 1017 exp(−i 144:5◦)
Blank entries are repeats of the entries directly above.
6.1. Examples
Table 3 considers values of 0Fˆ1 and Bˆn=2 with selected complex arguments. Values of 0F1[n=2;
− 14X 2d ], for real Xd, are the result of assuming the purely imaginary eigenvalues in iXd. In this
instance (11) reduces to
0F1
[
n
2
;−1
4
X 2d
]
=
∫
O(n)
cos

 p∑
j=1
xjYjj

 (dH)
and this value is easily simulated as shown in the p=5 and n=20 example. For the most part, the
approximations are very accurate.
7. Con&uence relations
The hypergeometric functions of matrix argument satisfy con1uence relations which are analogous
to the con1uence relations satis8ed by the corresponding scalar argument functions. The following
con1uence relations will be of interest to us:
lim
b→∞ 2
F1(a; b; c; b−1X ) = 1F1(a; c;X ); (40)
lim
a→∞ 1F1(a; c; a
−1X ) = 0F1(c;X ) (41)
and
lim
c→∞ 2F1(a; b; c; Ip − cX
−1) = |X |b(b; b− a+ (p+ 1)=2;X ) (42)
= |X |a(a; a− b+ (p+ 1)=2;X ); (43)
where  is the type II con1uent hypergeometric function of matrix argument de8ned in (30).
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Con1uence relations (40) and (41) are given by [15, p. 490; 17, p. 265] and follow easily from
the expansions of 2F1 and 1F1 in terms on zonal polynomials. Con1uence relation (43) is given
as Lemma 10.6.4 in [17]; the equivalent con1uence relation (43) is a consequence of the fact that
2F1(a; b; c;X ) is symmetric in a and b (this may be seen from the expansion of 2F1 in zonal
polynomials).
Since 0F1 and A are related by (10), A also can be expressed as a simple con1uence limit of
1F1, and one may ask whether B
 is also a simple con1uence limit of a suitable function. It turns
out that the following result holds. A proof is also given as we have not found this result in the
literature.
Lemma 7.1. Suppose that the real part of the symmetric matrix X is positive de=nite. Then
lim
a→∞p(a)(a+ c − (p+ 1)=2; c; a
−1X ) = B
(X ); (44)
where 
= c − (p+ 1)=2.
Proof. Substituting U = aY−1 in the integral representation for , writing 
 = c − (p + 1)=2, and
rearranging, we obtain
p(a)(a+ 
; c; a−1X )
=
ap
p(a)
p(a+ 
)
∫
U¿0p
etr(−XU−1)|U |−
−(p+1)=2|Ip + a−1U |−a(dU ): (45)
The limit (44) is a consequence of the following two results: as a→∞,
|Ip + a−1U |−a → etr(−U )
and
ap
p(a)
p(a+ 
)
→ 1:
Remark 7.1. Using (44) and the partial di?erential equation (pde) for  given by Theorem 10.6.5
in [17], we 8nd that B
(X ) satis8es the pde for 0F1 given in [17, Theorem 7.5.6].
8. Laplace con&uence relations and symmetries
It turns out that the calibrated Laplace approximations 2Fˆ1 and 1Fˆ1, de8ned below and given
originally in [7], and the approximations 0Fˆ1, B˜
 and ˆ given above, inherit all of the important
con1uence relations and symmetries possessed by the original functions (these relations and sym-
metries were stated in the previous section). These 8nding are summarized in the two theorems
below.
First, we state the approximations to 1F1 and 2F1 given in [7], to which we refer the reader for
further details.
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8.1. Laplace approximations to 1F1 and 2F1
The calibrated Laplace approximations to 1F1 and 2F1 are as follows.
8.1.1. Calibrated 1F1 approximation
This approximation is calibrated so that 1Fˆ1(a; b; 0p) = 1 and is given by
1Fˆ1(a; b;X ) = bpb−p(p+1)=4R
−1=2
1;1
p∏
i=1
{(
yˆ i
a
)a(1− yˆ i
b− a
)b−a
exiyˆ i
}
; (46)
where X = diag(x1; : : : ; xp),
R1;1 =
p∏
i=1
p∏
j=i
{
yˆ iyˆ j
a
+
(1− yˆ i)(1− yˆ j)
b− a
}
and, for i = 1; : : : ; p,
yˆ i =
2a
b− xi +
√
(xi − b)2 + 4axi
:
8.1.2. Calibrated 2F1 approximation
This approximation is calibrated so that 2Fˆ1(a; b; c; 0p) = 1. It is given by
2Fˆ1(a; b; c;X ) = cpc−p(p+1)=4R
−1=2
2;1
p∏
i=1
{(
yˆ i
a
)a(1− yˆ i
c − a
)c−a
(1− xiyˆ i)−b
}
; (47)
where X = diag(x1; : : : ; xp),
R2;1 =
p∏
i=1
p∏
j=i
{
yˆ iyˆ j
a
+
(1− yˆ i)(1− yˆ j)
c − a −
b
a(c − a) LiLj
}
;
Li = xiyˆ i(1− yˆ i)=(1− xiyˆ i)
and, putting ?i = xi(b− a)− c,
yˆ i =
2a√
?2i − 4axi(c − b)− ?i
:
8.2. Two theorems
Theorem 8.1 (Laplace con1uence relation). The Laplace approximations 2Fˆ1, 1Fˆ1, ˆ, 0Fˆ1 and B˜
,
given in (47), (46), (36), (14) and (28), respectively, satisfy the following con?uence relations:
lim
b→∞ 2
Fˆ1(a; b; c; b−1X ) = 1Fˆ1(a; c;X ); (48)
lim
c→∞ 2Fˆ1(a; b; c; Ip − cX
−1) = |X |aˆ(a; a− b+ (p+ 1)=2;X ); (49)
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where X is non-negative de=nite;
lim
a→∞ 1Fˆ1(a; c; a
−1X ) = 0Fˆ1(c;X ) (50)
and
lim
a→∞p(a)ˆ(a+ 
; 
+ (p+ 1)=2; a
−1X ) = B˜
(X ); (51)
where X is non-negative de=nite.
Remark 8.1. Limit (51) remains true if, on the left hand side, p(a) is replaced by Stirling’s ap-
proximation ˆp(a) and/or ˆ is replaced by the uncalibrated approximation ˜.
Theorem 8.2 (Laplace symmetries). The following results hold for 2Fˆ1, 1Fˆ1, ˆ and B˜
 de=ned in
(47), (46), (36) and (28) respectively.
(i) 2Fˆ1(a; b; c;X ) is symmetric in a and b.
(ii) 2Fˆ1 satis=es the Euler relationships, i.e
2Fˆ1(a; b; c;X ) = |Ip − X |−b2Fˆ1(c − a; b; c;−X (Ip − X )−1)
= |Ip − X |c−a−b2Fˆ1(c − a; c − b; c;X ):
(iii) 1Fˆ1(a; c;X ) satis=es the Kummer relation
1Fˆ1(a; c;X ) = etr(X ) 1Fˆ1(c − a; c;−X ):
(iv) The function ˆ(a; b; X ) satis=es the identity
|X |aˆ(a; a− b+ (p+ 1)=2;X ) = |X |bˆ(b; b− a+ (p+ 1)=2;X ):
(v) The function B˜
(X ) satis=es
B˜
(X ) = |X |−
B˜−
(X ):
We brie1y give references for the corresponding results for the original functions. Part (i) for 2F1
is an immediate consequence of the de8nition of 2F1 in terms of zonal polynomials, and parts (ii)
and (iii) are given as Theorem 7.4.3 in [17]. We are not aware of a reference for part (iv), but we
note that it is a matrix argument generalization of the scalar argument result 13.1.29 in [1]. Part (v)
is given in [11] and has already been referred to in Section 4 of this paper; see (27).
9. Proofs
9.1. Proof of Theorem 8.1
Proof of (48). We 8nd that
lim
b→∞
?(a; b; c; b−1xi) = xi − c
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and so
lim
b→∞
yˆ (2;1)(a; b; c; b−1xi) = yˆ
(1;1)
i ≡ yˆ (1;1)(a; c; xi):
Also,
lim
b→∞
R2;1(a; b; c; b−1X ) = R1;1(a; c;X )
and
lim
b→∞
(1− b−1xiyˆ(2;1)i )−b = exp(xiyˆ(1;1)i ):
After substitution of these limits into (47), we obtain (46) with b replaced by c.
Proof of (50). As a→∞,
yˆ(1;1)i (a; c; a
−1xi) ∼ a√xi yˆ
(0;1)
i
where yˆ(0;1)i = yˆ
(0;1)(c; xi). Also, we 8nd that
c√
xi
yˆ(0;1)i = 1− (yˆ(0;1)i )2:
Consequently,
lim
a→∞R1;1(a; c; a
−1X )
=c−p(p+1)=2
p∏
i=1
p∏
j=i
[
c
yˆ(0;1)i√
xi
+ c
yˆ(0;1)j√xj − c
2 yˆ
(0;1)
i yˆ
(0;1)
j√
xi
√xj
]
=c−p(p+1)=2
p∏
i=1
p∏
j=i
[1− (yˆ(0;1)i )2 + 1− (yˆ(0;1)j )2
−{1− (yˆ(0;1)i )2}{1− (yˆ(0;1)j )2}]
=c−p(p+1)=2
p∏
i=1
p∏
j=i
[1− (yˆ(0;1)i )2(yˆ(0;1)j )2]
=c−p(p+1)=4R0;1;
where R0;1 = R0;1(c;X ) is de8ned in (15); and
lim
a→∞
p∏
i=1
{(
yˆ(1;1)i
a
)a(
1− yˆ(1;1)i
c − a
)c−a
exp(a−1xiyˆ
(1;1)
i )
}
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=
p∏
i=1
(
yˆ(0;1)i√
xi
)c
exp(2
√
xiyˆ
(0;1)
i )
= c−pb
p∏
i=1
{1− (yˆ(0;1)i )2}c exp(2
√
xiyˆ
(0;1)
i ):
Putting these results together we 8nd that
lim
a→∞ 1Fˆ1(a; c; a
−1X ) = 0Fˆ1(c; 14 (2X
1=2)2) = 0Fˆ1(c;X )
as required.
Proof of (49). As c →∞ we have
?(a; b; c; 1− c=xi) ∼ −c
(
b− a
xi
+ 1
)
:
Therefore,
yˆ (2;1)(a; b; c; 1− c=xi) ∼ xic yˆ
()
i
where yˆ()i = yˆ
()(a; a− bp; xi). The remaining details are straightforward.
Proof of (51). We 8nd that
yˆ ()(a+ 
; 
+ (p+ 1)=2; a−1X ) ∼ a
xi
yˆ(B)i (−
; xi):
Consequently,
p∏
i=1
(yˆ()i )
a+
(1 + yˆ()i )
−a exp(−a−1xiyˆ()i )
∼ ap

p∏
i=1
(
yˆ(B)i
xi
)
(
1 +
xi
ayˆ(B)i
)−a
exp(−yˆ(B)i )
∼ ap
|X |−

p∏
i=1
(yˆ(B)i )

 exp(−yˆ(B)i − xi=yˆ(B)i )
and the result now follows easily.
9.2. Proof of Theorem 8.2
Proof of part (i). Write ?i = xi(b− a)− c as before. It is easily shown by direct calculation that
Gi = ?2i − 4axi(c − b);
1− yˆ i
c − a and
xiyˆ i
a(1− xiyˆ i) (52)
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are all symmetric functions of a and b. Thus symmetry of 2Fˆ1 with respect to a and b will follow
if we can show that(
a(1− yˆ i)
(c − a)yˆ i
)−a
(1− xiyˆ i)−b (53)
and, for each 16 i6 j6p,
R(i; j)2;1 =
yˆ iyˆ j
a
+
(1− yˆ i)(1− yˆ j)
c − a − b
xixjyˆ iyˆ i(1− yˆ i)(1− yˆ j)
(1− xiyˆ i)(1− xjyˆ j)a(c − a)
are all symmetric functions of a and b.
With some further calculation it may be shown that, if we write
f(a; b; c; xi) =
a(1− yˆ i)
(c − a)yˆ i ;
then it so happens that 1− xiyˆ i = f(b; a; c; xi). Consequently the reciprocal of (53) may be written
in the form
f(a; b; c; xi)af(b; a; c; xi)b
and is therefore symmetric in a and b. To show the symmetry of R(i; j)2;1 requires more work. It turns
out that we may write
R(i; j)2;1 =
(
(1− yˆ i)(1− yˆ j)
(c − a)2
)(
xiyˆ ixjyˆ j
a2(1− xiyˆ i)(1− xjyˆ j)
)
S(i; j)2;1 ; (54)
where
S(i; j)2;1 = c
(c +
√
Gi)(c +
√
Gj)
4xixj
+
(√
Gi
xi
+
√
Gj
xj
)
2ab− c(a+ b)
4
+
c(a− b)2
4
:
Since, as noted in (52), Gi is symmetric in a and b, it follows that S
(i; j)
2;1 is also symmetric. Moreover,
since the other functions in (52) are also symmetric , R(i; j)2;1 in (54) must be symmetric in a and b,
and so part (i) of the theorem is proved.
Proof of part (ii). The 8rst Euler relationship can be proved by applying the transformation W =
Ip − Y in the integral representation for 2F1 and then appealing to the invariance property of the
Laplace approximation mentioned in [7]. The second Euler relation may be proved similarly for
symmetric X satisfying 0p6X 6 Ip using the transformation
U = (Ip − X 1=2YX 1=2)−1=2Y (Ip − X 1=2YX 1=2)−1=2:
The general case follows from an analytical continuation argument. Alternatively, both Euler relations
for 2Fˆ1 can be checked by direct calculation.
Proof of part (iii). The Kummer relation for 1Fˆ1 follows directly from (48) and the 8rst Euler
relation in part (ii). It is also easily shown by direct calculation.
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Proof of part (iv). This follows directly from (49) and part (i).
Proof of part (v). This result is easily checked by direct substitution.
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