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Abstract
Epilepsy is associated with a very high incidence of cognitive and behavioral comor-
bidities that are detrimental to overall quality of life. Current treatments for epilepsy,
namely anticonvulsant pharmacological agents, generally increase the amount of in-
hibitory drive in order to counteract the hyperexcitability observed in the disorder.
However, administration of these agents, while effective for 70% of epilepsy sufferers,
leave a residual 30% of patients who don’t become seizure-free. The concomitant
adverse side effects of anticonvulsants - these can paradoxically include increased
cognitive "fog" or confusion, automatisms, and even increased number of seizures -
are a great additional concern, as is the etiology, that is, the damage, responsible for
the disorders in the first place. These considerations, therefore, indicate a need for
novel treatment approaches to target both seizures and cognition. Previous and ongo-
ing research indicates a more complex story than the excitation/inhibition imbalance
that has become typical. Rather, specific patterns of neuronal loss and synaptic re-
organization are believed to lead to modifications in the firing properties of surviving
neurons. Interneurons, through variegated patterns of connectivity and physiology,
are critical for temporally regulating the firing of neuronal networks. Through the
implantation of interneuron progenitor cells obtained from the medial ganglionic em-
inence (MGE), we investigated changes in cognitive outcome and performance on
tasks of spatial working memory. We found that epileptic rodents receiving grafts
of MGE-derived progenitor cells in the dorsal hippocampus performed better on the
Morris Water Maze, a task of spatial navigation and cognition, when compared to
animals receiving only vehicle injections. Additionally, in vivo local field potential
and single-unit recordings in CA1 of the hippocampus revealed differences in firing
parameters between experimental groups, indicating modification of rate and tem-
poral coding of host cells by progenitors. These encouraging results will be further
explored in future studies.
For James & Mae, Paul & Todd
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1.1.1 History and Definition
Epilepsy, or rather, the epilepsies, are a collection of symptomatically related neuro-
logical diseases characterized by multiple, unprovoked seizures. Humans have written
on epilepsy, and its most easily detectable symptom, the seizure (to which the disorder
owes its name), for almost the entirety of recorded history, first being described by the
Mesopotamians in 2,000 BCE (Magiorkinis, Sidiropoulou, & Diamantis, 2011). Its
encephalic origins were intimated by Hippocrates in the 4th century BCE; however,
epilepsy’s attribution to the biological, and not the supernatural, would not generally
impact methods of classification and treatment until the 1500s. Despite centuries
of medical progress, the modern epileptologist faces great difficulty in accurately
characterizing and treating the disorder. This difficulty exists, in large part, due to
epilepsy’s complex, heterogeneous, and often ambiguous etiology. This is complicated
further, as previously mentioned, by the recognition of epilepsy as a constellation of
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symptoms, rather than a single distinct and definitive pathology.
Currently, epilepsy is defined as having two unprovoked seizures greater than 24
hours apart, although for individuals at a higher risk for seizure recurrence associated
with certain factors, one unprovoked seizure may be enough to warrant a diagnosis of
epilepsy (Fisher et al., 2014). Seizures, as they relate to epilepsy, are classified into
two categories: focal, which was previously referred to as ’partial’, and generalized.
The former denotes epileptiform activity originating in one hemisphere, whereas the
latter is reserved for seizures “originating at some point within, and rapidly engaging,
bilaterally distributed networks” (Berg et al., 2010). The usage of two subclasses
of focal seizures, simple and complex, indicating presence and loss of consciousness,
respectively, is now discontinued. The classification of generalized seizures, however,
relies on several electroclinical and physiological parameters, resulting in tonic-clonic,
absence, myoclonic, and atonic varieties. The International League Against Epilepsy
(ILAE) suggests the classes of genetic, structural, metabolic, immune, infectious, and
unknown when describing etiology (Scheffer et al., 2017). This is meant to displace
the diagnosis schemes of idiopathic, symptomatic, and cryptogenic.
1.1.2 Epidemiology/Burden
Epilepsy is one of the most common neurological disorders, projected to affect between
50 and 65 million people worldwide, and affects those of all ages, socioeconomic
statuses, races, and genders. Epidemiological studies reveal disparities in the rates of
prevalence and incidence of epilepsy, with developing countries experiencing higher
rates than developed countries (Banerjee, Filippi, & Allen Hauser, 2009; de Boer,
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Mula, & Sander, 2008). Epilepsy seems to affect men more than women, but this
finding has rarely reached statistical significance (World Health Organization, 2006).
1.2 Temporal Lobe Epilepsy
1.2.1 Definition
Temporal lobe epilepsy (TLE) is the most common form of focal epilepsy (Waldau,
Hattiangady, Kuruba, & Shetty, 2010). It clinically presents as localized seizures
preceded by aura, inter-ictal spike-wave discharges of anterior temporal lobe origin,
and hippocampal degeneration (Engel, 2001). TLE also has a robust association
with history of febrile seizures and tends to have an onset during childhood or early
adolescence (Bell, Lin, Seidenberg, & Hermann, 2011). It is notoriously hard to treat
for a subsection of patients, with surgical resection of the epileptic portion of the brain
being the only option for some. Unfortunately, surgical resection does not guarantee
seizure freedom. As such, TLE is the most common form of medically intractable
epilepsy (Bell et al., 2011), and is seen in around 30% of epileptic patients (Cavazos
& Cross, 2006; Shetty, 2011). It is frequently accompanied by a selective pattern of
neuronal loss known as hippocampal sclerosis, which is so common that the condition
is commonly referred to as mesial temporal lobe epilepsy (MTLE).
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1.2.2 TLE & Cognition
Along with seizures and subclinical epileptiform activity, chronic MTLE is associated
with progressive memory impairment (Helmstaedter, Kurthen, Lux, Reuber, & El-
ger, 2003) and declines in cognitive function (Hermann, Seidenberg, & Jones, 2008).
These memory deficits may be improved or worsened by surgical resection of the
epileptic area (Bell et al., 2011; Helmstaedter & Kockelmann, 2006). Specifically, it is
declarative memory that is particularly affected, with episodic, rather than semantic
memory deficits being observed (Arzimanoglou, 2005).
Animal models of TLE have essentially reproduced human observations. Mice in-
jected with increasing amounts of pilocarpine, which induces TLE-like symptoms, ex-
hibit anxious behavior and deficits in performance during a Morris Water Maze task,
a reliable test of working and spatial memory (Gröticke, Hoffmann, & Löscher, 2007).
Pilocarpine-exposed rats experience similar deficits during the same task (Lenck-
Santini & Holmes, 2008; Liu, Gatt, Werner, Mikati, & Holmes, 1994).
1.2.3 Animal Models
As previously mentioned, several animal models meant to mimic the symptoms seen
in chronic temporal lobe epilepsy exist. The two most popular and frequently used
are the pilocarpine and kainate models of TLE, which involve systemic administration
of the respective agents. These models are prized for capturing four major features
of TLE, including: spontaneous recurrent seizures of limbic origin, specifically the
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hippocampus, entorhinal cortex, and amygdala; an“initial precipitating injury”; a
latent, seizure-free period that follows the aforementioned injury; frequent presence
of hippocampal sclerosis (Curia, Longo, Biagini, Jones, & Avoli, 2008). With both
models, an aforementioned so-called latent period, a period free from epileptiform
activity, precedes the appearance of any spontaneous recurrent seizures. This period
is presumed to be implicit in the process of epileptogenesis, the actual mechanisms
by which epilepsy develops in the brain. The latent period coincides with extensive
neuronal reorganization in the form of mossy fiber sprouting and growth of recurrent
CA1 axon collaterals. However, there is little evidence to support that these phe-
nomena are necessary for epileptogenesis to occur (Cavazos & Cross, 2006; Curia et
al., 2008).
Pilocarpine is able to induce chronic TLE symptoms due to its ability to generate
status epilepticus (SE), that is, seizures lasting longer than 30 minutes, in animals. It
has been suggested to do so through activation of M1 muscarinic receptors (Hamilton
et al., 1997). However, there is evidence that rats exposed to pilocarpine but don’t
experience SE go on to develop spontaneous recurrent seizures (Navarro Mora et al.,
2009). Kainate, on the other hand, induces seizures via activation of GluK2 subunit-
containing kainate receptors and possible agonism of AMPA receptors (Fritsch, Reis,
Gasior, Kaminski, & Rogawski, 2014).
A modification of the pilocarpine model is now in frequent use. It involves injection
of lithium chloride prior to injection of pilocarpine, which results in lower amounts of
pilocarpine needed to generate SE (Curia et al., 2008). This seems to potentiate the
activity of pilocarpine, more consistently induce SE, and reduce the mortality rate
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relative to higher doses of pilocarpine required when not paired with lithium.
The use of electrical stimulation to generate convulsions has a history in the study
of epilepsy. The “kindling” model epilepsy has been used for decades and involves the
stimulation of the amygdala (Goddard, 1983). Status epilepticus can also be induced
by electrical stimulation of the hippocampus via chronically implanted electrodes.
Commonly used models of this variety include the perforant path stimulation model
(PPS) and the self-sustaining stimulation model (Reddy & Kuruba, 2013). In the case
of the former, 20Hz tetanic stimulation of hippocampal afferents results in necrosis
of CA1 and CA3 cells. Although this method produces results similar to those of the
aforementioned pharmacological methods, its caveats stem from its specificity, as it
only produces damage in the dorsal hippocampus, reduced neurodegeneration, and
the inconvenience of electrode implantation. The self-sustaining stimulation model
shares the caveats of the PPS model, but also shares its advantage of no direct
excitotoxic damage, which is a concern for chemoconvulsant models.
1.3 The Hippocampus
1.3.1 Anatomy
Like most other parts of the brain, the neuroanatomy of the hippocampus is fairly
ordered with somewhat strict delineation of different functional areas. However, there
is no definitive agreement on what constitutes the hippocampus as an entity; there
is usually a distinction made between the hippocampus and the “hippocampal for-
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mation”. Some define the hippocampal formation as including the cornu ammonis
(CA) areas, dentate gyrus, and subiculum, though others also include the entorhinal
cortex, presubiculum, and parasubiculum. Conversely, the “hippocampus proper”
usually refers specifically to the CA areas (CA 1-3) and the dentate gyrus, or can
be used as a shorthand for the hippocampal formation (Andersen, 2007). What is
known is that sections of the hippocampus form major, unidirectional, and excitatory
pathways with each other. These major pathways include: connections from the en-
torhinal cortex to the dentate gyrus, also known as the perforant path, dentate gyrus
to CA3, the aforementioned mossy fibers, CA3 to CA1, the so-called Schaffer collat-
erals, and CA1 to the subiculum. The former three pathways have been labeled the
classic “trisynaptic circuit” and described since Ramon y Cajal (Fanselow & Dong,
2010).
The distinct areas of the hippocampus can be seen macroscopically, as there are
visually observable differences in the morphologies of neurons present in each area.
For instance, the dentate gyrus is comprised of three layers: the molecular layer, the
granule cell layer, and the polymorphic region. The granule cell layer contains the
most well-characterized cells of the dentate gyrus, the dentate granule cell and the
pyramidal basket cell, which are its principal cell and major interneuron, respectively.
Granule cells exhibit a cone-shaped tree morphology with dendrites oriented super-
ficially toward the molecular layer. These cells innervate cells in CA3 to form the
perforant path. Basket cells in the dentate mostly contain markers for γ-aminobutryic
acid (GABA) and exhibit single apical dendrites that branch into the molecular layer,
along with basal dendrites that extend into the polymorphic region.
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The CA areas of the hippocampus also feature a laminar structure, albeit with a
larger number of layers and cell types. Layers of the CA region are divided into dif-
ferent strata, including (superficial to deep): the stratum lacunosum-moleculare, the
stratum radiatum, the pyramidal cell layer, and the stratum oriens. Each layer ac-
cordingly represents different combinations of axons and dendrites from principal cells
and interneurons. The principal cell in these areas is the pyramidal cell, whose somata
reside in the appropriately named layer. Pyramidal cells differ in their size, morphol-
ogy of dendritic trees, and area of innervation depending on whether they reside in
CA3 or CA1. As noted by Freund and Buzsaki (1996), the types of interneurons in
the hippocampus are multitudinous, offering several differences in molecular makeup,
morphology, electrophysiological profile, and innervation. As such, the profile of sev-
eral types of interneurons in the hippocampus will be discussed later.
1.3.2 Functions
Being one of the most studied parts of the brain, the role of the hippocampus in
memory formation has been well-established. However, there is still considerable
debate on what type(s) of memory the hippocampus encodes and whether different
regions within the hippocampus correspond with specific types of memory processing.
Scoville and Milnerś (1957) work with amnesiac patient H. M. revealed that the
hippocampus, of which H. M. was missing a substantial portion, was implicated
in the formation of memories. What came to be characterized was how integral
the hippocampus was to declarative memory, the explicit recall of facts, personal or
otherwise, rather than procedural memory, which involves the acquisition of motor
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skills and habits (Eichenbaum, 2000). Decades of additional research have expectedly
revealed a more complex picture of not only the hippocampus, but memory as well.
Firstly, early lesion studies showed that hippocampal damage did not result in
damage to declarative memories that had already been formed, suggesting that while
it played a part in the initial storage of memories, an independent system was re-
sponsible for the consolidation of long-term memories (Squire, Knowlton, & Musen,
1993).
Secondly, studies by John OḰeefe and collaborators provided evidence for a pop-
ulation of pyramidal cells within the hippocampus that fired in response to specific
locations within an organismś environment (OḰeefe & Dostrovsky, 1971). These par-
ticular cells are now known as “place cells” and are regarded as the neural correlate
of spatial navigation and memory. In fact, it is theorized that a full cognitive map
or representation of an organismś environment, rather than mere series of relations
between objects and landmarks, exists as a function of these place cells (OḰeefe &
Nadel, 1978).
It has been suggested that the hippocampus can be divided into two different func-
tional regions that coincide with its dorsal and ventral regions (Fanselow & Dong,
2010; Moser & Moser, 1998). Spatial learning has been found to be a function of the
dorsal portion of the hippocampus, as loss of dorsal neurons coincides with deficits
in water maze and radial arm maze performance, whereas the ventral hippocampus,
possibly because of its direct output to the amygdala, has been linked to emotional
behavior, and stress and contextual fear responses. Following the latter, the hip-
pocampus is associated with the HPA axis (Dedovic, Duchesne, Andrews, Engert, &
9
Pruessner, 2009).
1.3.3 Sclerosis and Post-ictal changes
Hippocampal sclerosis (HS) is a distinct pathology that often accompanies instances of
TLE. ILAE currently distinguishes between three different types of HS, each denoting
increasing amounts of damage and differences in the regions affected (HS ILAE Types
1-3). All types have in common pyramidal cell loss, severe astrogliosis, and abnormal
granule cell dispersion in the dentate gyrus, but there are differences in which areas of
the hippocampus are most affected. Type 1 involves selective loss of pyramidal cells
within CA4, whereas Types 1 & 2 predominately affect CA1 and, eventually, CA3
and CA4 as well (Blümcke et al., 2013). The aforementioned granule cell dispersion
results in increased thickness of the granule cell layer from roughly 4 cells thick to
10 cells thick and striking but aberrant bilaminar patterns of distribution (Thom,
2014). Although not technically considered proper HS, mossy fiber sprouting, that
is, the abnormal growth of granule cell axons into the dentate gyrus molecular layer,
is usually found in sclerotic tissue (Dudek & Shao, 2004). Mossy collaterals allow
for the formation of excitatory, recurrent connections on the apical dendrites and
spines of other granule cells; this is hypothesized to facilitate the synchronization
of neuronal populations and lead to the type of synchronous activity indicative of
seizures. Selective loss of somatostatin and neuropeptide Y-containing neurons has




Neocortical GABAergic inhibitory interneurons, and by extension, hippocampal in-
terneurons, are products of the ganglionic eminences, a series of developmentally
transient structures that are a part of the larger subpallium, which is itself part of
the ventral telencephalon (Kepecs & Fishell, 2014; Sultan, Brown, & Shi, 2013).
Starting as early as embryonic day 11, the progenitor cells that eventually become in-
terneurons tangentially migrate through the subventricular and marginal zones before
radially settling into the cortical plate. The bulk of interneurons seem to derive from
the medial ganglionic eminence (MGE). Interneurons expressing the calcium binding
protein, parvalbumin, mostly come from this area, accounting for roughly 20-24% of
GAD-positive interneuron numbers in the hippocampus (Freund & Buzsáki, 1996).
The particular interneuron subtypes associated with this marker are of the basket
and chandelier variety, though there are non-PV expressing chandelier cells as well.
The MGE is also a source of interneurons expressing the peptide hormone, somato-
statin, such as Martinotti and oriens lacunosum-moleculare (OLM) cells. The caudal
ganglionic eminence (CGE) is associated with rarer subtypes of interneurons such
as neurogliaform, bipolar, and vasoactive intestinal peptide (VIP) expressing cells
(Kepecs & Fishell, 2014).
However, overlap in markers and locations of origin and expression make interneu-
ron taxonomy difficult. For instance, cells of a single subtype may arise from different
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locations depending on where they end up after maturation. Similarly, cells named
according to their migratory destination may differentially express certain receptors
and proteins. It has been suggested that a combinatorial approach should be used,
taking into account several factors such as morphology, patterns of connectivity, ge-
netic markers, and electrophysiological profile (Kepecs & Fishell, 2014).
1.4.2 Functions
Interneurons represent the other half of neuronal electrical activity, inhibition. Broadly,
inhibition is thought of as the necessarily opposed force to excitation. As such, inhibi-
tion has a crucial impact on excitatory principal cells. In the hippocampus, this is seen
in the interplay between inhibitory interneurons and pyramidal cells. Interneurons
exhibit selectively in their targets, allowing increased computational power and the
power to direct the firing and timing properties of pyramidal cells (Roux & Buzsáki,
2015). In addition to the diversity of interneuron subtypes, there is a diversity of
ways in which interneurons connect to other cells and networks. They may target
the somatic region of neurons, as in the case of basket cells, target the axon initial
segment, or apical or basal dendrites. Diversity is similarly shown in network-level
patterns. Interneurons may regulate their own firing and the firing of other neurons
through feed-forward, feedback, lateral, and disinhibitory processes. The latter in-
volves the preferential targeting of GABAergic cells by other GABAergic cells; this
class of interneurons has been labeled as interneuron specific interneurons (ISI). It is
therefore widely recognized that, while temporal and spatial autonomy of principal
cell groups underlie neuronal oscillations, it is interneurons that set the constraints
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that allow for the synchronization of excitatory activity.
1.4.3 Potential as Cell Therapy
Given their critical role in establishing the rhythmic properties of principal neu-
rons, it perhaps comes as no surprise that novel treatments for epilepsy using cells
programmed for an interneuron fate are being devised. Reviews by Sebe and Bara-
ban (2011), Alvarez-Dolado and Broccoli (2011), Shetty (2011), and Southwell et
al. (2014) outline several assays that have been performed to test the viability of
interneuron-fated stem cells in host brains, under the hypothesis that enhancement
of inhibitory circuits curbs the hyperexcitability found in pyramidal neurons and den-
tate granule cells in the epileptic hippocampus. Additionally, findings from studies
injecting these cells into other regions of interest show interesting electrophysiologi-
cal and behavioral outcomes. Recently, injections of GFP+ MGE-derived interneuron
precursors into deep layers of the cortex of neonatal mice lacking the Kv1.1 potassium
channel revealed, after maturation, increased inhibitory input onto host pyramidal
cells and suppression of the duration and frequency of seizures (Baraban et al., 2009).
Likewise, Henderson et al. (2014) found increased rates of inhibitory post synaptic
currents in granule cells during whole-cell patch-clamp recordings and after optoge-
netic stimulation of transplanted cells after their grafting into the hippocampi of adult
pilocarpine-treated mice. Further studies have, likewise, observed increased synaptic
inhibitory tone in the hippocampus (Alvarez-Dolado et al., 2006) and reduction of
spontaneous recurrent seizures (Waldau et al., 2010) with MGE cell grafts in epileptic
mice and rats, respectively. These combined findings give some evidence that once
13
injected, interneuron precursors are able to integrate into host circuitry and increase
the amount of available inhibition.
The aforementioned studies offer especially interesting insight into the multi-
ple types of interneurons by exploring the genetic markers that interneuron pre-
cursors exhibit once integrated in host brains. Precursors expectedly primarily ex-
press GABA or the related GAD67, with different populations expressing interneuron
markers parvalbumin and somatostatin, along with smaller sized groups of calretinin,
neuropeptide-Y, and reelin expressing cells. One study was able to associate the
molecular profile of precursors with their electrophysiological response, identifying
that precursors formed separate and distinct, functional classes of interneurons (Hunt,
Girskis, Rubenstein, Alvarez-Buylla, & Baraban, 2013).
1.5 Brain Electrophysiology
1.5.1 Brain Oscillations and Implications for Pathology
Hans Bergerś invention of human electroencephalography (EEG) gave researchers one
of the first means to visually represent the electrical activity of populations of neurons
in the brain. This electrical activity was found to exhibit regular periodicity, and it
did so at varying frequencies and timescales. Currently, it is recognized that certain
brain regions show electrographically detectable patterns of behavior-associated neu-
ronal synchrony. These patterns have come to be regarded as neural “oscillations”.
Following Berger’s own nomenclature, oscillations are referred to by Greek alphanu-
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meric designations (e.g., alpha, beta, gamma), meant to denote particular frequencies.
Alpha (8 - 15 Hz in humans) and beta (16 - 31 Hz in humans) rhythms were the first
described, but perhaps the most studied now are the theta and gamma rhythms.
Theta, which is 1 - 4 Hz in humans and 5 - 12 Hz in rodents (Jacobs, 2013), is of
particular importance because of its association with hippocampal circuits and the
implications its presence means for learning and memory. Theta waves are elicited
by REM sleep and exploratory behavior in the rat and are believed to result from the
influence of GABAergic and cholinergic inputs from the medial septal nucleus (MS)
and diagonal band of Broca (DBB) on pyramidal cells in CA1, although cells in CA3
and the dentate gyrus also express theta rhythmicity (Buzsáki, 2002). Neurons fire
at specific instances within cycles of the theta rhythm, suggesting a role of theta in
the temporal organization of neuronal responses. In addition to more local synchro-
nization of hippocampal circuits, hippocampal theta may also show attunement with
oscillations of cortical origin, in the form of power, phase, and frequency relationships
(Jensen & Colgin, 2007).
The hippocampal theta rhythm is made possible by the presence of dipoles, paired
electrical charges of opposite polarity. These charges manifest as sources, which sig-
nify the influx of positive charges into the neuronal membrane, and sinks, which
signify efflux of positive charges (Buzsáki, Anastassiou, & Koch, 2012). The major
dipole responsible for generation of theta in CA1 of the hippocampus arises from the
simultaneous perisomatic inhibition of pyramidal cells by basket cells, which them-
selves receive excitatory cholinergic and inhibitory GABAergic afferents from the
MS-DBB complex, and the dendritic excitation of those same pyramidal cells via
axons from the entorhinal cortex (Buzsáki, 2002; Pignatelli, Beyeler, & Leinekugel,
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2012).
Hippocampal theta, as previously mentioned, has been suggested to be crucial
for both working and spatial memory. Studies have shown that abolishment of theta
negatively impacts tasks of spatial navigation (McNaughton, Ruan, & Woodnorth,
2006; Winson, 1978), administration of nootropic agents correlates with higher am-
plitude theta (Kinney, Patino, Mermet-Bouvier, Starrett, & Gribkoff, 1999), and
spatially dependent behavior results in enhanced correlation of prefrontal cortex and
hippocampal neurons in the theta range (Jones & Wilson, 2005).
1.5.2 Electrophysiological Methods
The ability to observe the firing behavior of neuronal populations is made possible
by two factors: the summative contribution of all transmembrane currents contained
within a given volume of brain tissue and electrodes that can record and visually
render the electric potential that exists in the extracellular medium as a result of
the former (Buzsáki et al., 2012). Collectively, the latter is known as the local field
potential or LFP. The development of depth electrodes, electrodes that can reach
parts of the brain deeper than just the neocortex, has allowed for much greater spatial
precision when recording the activity of subcortical regions in vivo. Depth electrodes
may be built for use with either anesthetized and restrained or freely-moving animals,
the latter having been employed since at least the late 1950s (Hubel, 1960). As
electrodes become cheaper to manufacture and smaller in size, restraints on what
animals can do while implanted with them become fewer. So-called “microelectrodes”
are now frequently used in conjunction with most behavioral tasks in rodents without
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risk of obstruction to their movement.
Along with recording the activity of larger networks, researchers are also interested
in recording the activity of individual neurons or single units. However, as it becomes
easier to record larger and larger populations of neurons, it also becomes more im-
perative to have precise methods of extracting the signals of single cells. The method
currently employed is deemed “spike sorting” and involves the use of algorithms that
allow the identification of spike events, which may then be clustered and assigned to
the neurons responsible for their generation (Brown, Kass, & Mitra, 2004).
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Chapter 2
A method for dissection and implantation
of interneuron progenitor cells from the me-
dial ganglionic eminence in rodents
2.1 Introduction
Spurred in part by the call to go beyond the seizure management paradigm in treating
epilepsies, alternative treatments have accrued much interest in recent years (Höller
and Trinka, 2014; Scott, 2016). One such treatment, the implantation of stem cells,
be they induced to express pluripotency or obtained from developing organisms (i.e.
embryos), has generated much research and application (Shetty and Hattiangady,
2009; Hunt and Baraban, 2015). One study that opened the door to the poten-
tialities of the latter type of implantation was the demonstration by Wichterle et
al.(1999) that neuronal precursors, multipotent cells that are fated to differentiate
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into a primarily neuronal phenotype, from a set of developmental structures known
as the ganglionic eminences, migrate extensively in vitro. Perhaps more excitingly,
however, the authors showed how these cells additionally exhibit robust migration
in vivo. These cells were consequentially recognized as possibly valuable restorers of
normative neuronal function. Indeed, stem cell implantation as a means to repair
nervous system regions of interest has now been seen in myriad models, including
schizophrenia (Takana, 2011), Parkinson’s disease (Martìnez-Cerdeño, 2010), anxiety
(Valente et. al, 2013) and the aforementioned epilepsy. The major aim of this study
was to develop a reliable and repeatable method for successful grafting of precursor
cells from the medial ganglionic eminence.
Many options were considered before reaching the final method of implantation.
Initially, it was decided that grafts would utilize neurospheres. Neurospheres are free-
floating clusters of progenitor cells and they have been demonstrated to survive in
adult rat brain (Gage et al., 1995; Jing et al., 2009). Neurospheres were believed
to have several advantages including, the ability to be stored in liquid nitrogen for
future use and the ability to have several "batches" at any given time, mitigating
any waste. As organic entities, cells have a relatively short "shelf life", and so, the
alternative would be difficult, requiring dissected cells to be implanted within hours
of being obtained. There was also the matter of labeling the cells. Regardless of
whether neurospheres or freshly dissected cells would be used, they would need to
be identifiable in host tissue. Because of their ease of use, transgenic donor animals
were initially deemed appropriate. However, since the host animals would be rats,
using cells from transgenic mice for xenografts was considered risky, as there could
be certain inflammation or immune responses, responses that would need to be ac-
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counted for when performing any kind of experiment. Transgenic rats were ruled out
as well. Reports comparing the intensity of fluorescence of cells between the few green
fluorescent protein (GFP) rats available described relatively low brightness across all
animals (Feng et al, 2000). The animals were also prohibitively expensive as they
had to be shipped internationally or were only available as cryopreserved embryos
and therefore impractical (Krause et al., 2012). Ultimately, a viral vector was used
for labeling purposes. Fears that, if not rinsed properly, excess virus could label en-
dogenous cells were accepted as a necessary risk as the short incubation time required
to label was seen as a major advantage.
It was necessary to refine this technique, as previous studies performing such im-
plantations have mostly been done in mice (De la Cruz, 2011; Hunt et al., 2013; Gilani
et al., 2014). Currently, there is no standard method of progenitor cell implantation,
with variations in donor cell source, volumes and amounts of cells implanted, and
what are considered the best locations to achieve maximum integration.
2.2 Method
2.2.1 Animals
All procedures and experiments were done with the permission of the Institutional
Animal Care and Use Committee at the University of Vermont. Timed pregnant
females (embryonic day 13; E13) and young adult Sprague-Dawley rats of both sexes
(Crl: CD(SD); Strain code: 001; postnatal day 40) were purchased from Charles
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River Laboratories, Canada. Animals were housed in standard facilities with a 12
hour night and day cycle and ad libitum access to food and water.
2.2.2 Dissection the medial ganglionic eminence
On embryonic day 13.5, pregnant dams were anesthetized with 4% inhaled isoflurane
and amply sprayed with a 70% ethanol solution, after which, a midline abdominal
incision was made to reveal the uterine horns. The uterine horns were then removed
and placed in a petri dish of 4°C Neurobasal-A medium (Thermo Fisher Scientific
Inc., Rockford, IL). Embryos were removed from the horns and placed in a separate
petri dish of media. Under a dissection microscope, heads were removed from the
rest of the embryo and separated into two halves. The medial ganglionic eminence,
evidenced by a large protuberance, was excised using a set of micro dissecting knives
(Fine Science Tools, Forest City, CA). Typically, 11-14 embryos were dissected as
such. All MGE tissue was then collected, suspended in a 15 mL centrifuge tube, and
mechanically dissociated through use of a 1000 mL pipetter (Eppendorf, Enfield, CT).
2.2.3 Preparation and implantation of neurosphere cultures
Dissociated cells were placed into 25 mL of Neurobasal medium containing B-27 sup-
plements along with epidermal and fibroblast growth factors (20 ng/mL each), and
grown for 5 days in tissue culture flasks (Millipore Sigma, St. Louis, MO) at 37°C
and 5% CO2. Cultures were kept healthy by mechanically dissociating and then
reintroducing 2.5 mL of cells to 25 mL of fresh media every 4-5 days. For storage
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purposes, 6 mL of a cell culture were concentrated by centrifuge (8 minutes at 25xg),
the supernatant removed, and 100 µL of Synth-a-Freeze cryopreservation medium
(Thermo Fisher Scientific) added to the precipitate. Tubes of 2 mL cell-medium mix-
ture were placed in liquid nitrogen until needed. Thawed cells were transfected with
a FUGW lentivirus (Addgene) driving the expression of EGFP under control of a hu-
man ubiquitin-C promoter, collected by centrifugation once again, resuspended, and
grown for 5 additional days in 100 mL of EGF and FGF-containing growth medium
(Fig.1A). Resulting fluorescent neurospheres were collected and dissociated in arti-
ficial CSF (aCSF) at a density of 80,000 viable cells/µl. Prior to implantation, the
proportion of progenitors expressing EGFP was determined by microscopy, and only
suspensions with at least 70% of cells labeled were used for transplantation. Injec-
tions were made into stratum radiatum of the CA3 subfield using a 5 µL capacity
syringe (Hamilton Company, Reno, NV) at the following stereotaxic coordinates:
anterior-posterior (AP) 1.75 mm, medial-lateral (ML) 2.3mm, dorsal-ventral (DV)
1.7 mm. A second group of injections was made at three sites along the length of the
hippocampus: AP 3.25 mm, ML 3.0 mm and DV 3.65 mm, 2.9 mm and 2.0 mm.
2.2.4 Preparation and implantation of freshly dissected cells
For immediate implantation after dissection, cells and media were moved to a 1.5 mL
centrifuge tube, along with 5 µL of a pAAV-hSyn-EGFP AAV8 viral vector (Addgene,
Watertown, MA). The cells were allowed to incubate at 37°C and 300rpm for 3 hours
(Thermomixer R, Eppendorf). The cells were then centrifuged at 1000rpm for 10 min
(Centrifuge 5804 R, Eppendorf), media was siphoned and replaced with fresh media,
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and mechanically dissociated again. This process was completed two additional times.
5 µL of cells in 20 µL media were set aside and exposed to 25 µL of 0.4% Trypan Blue
solution for counting through use of a hemocytometer as described (Marchenko &
Flanagan, 2007). The final count of cells injected in 1 µL of media was 2.4x106.
Cells were implanted at 2 sites per hemisphere: dentate gyrus (anterior-posterior
(AP): -3.3, medial-lateral (ML): 2.6, dorsal-ventral (DV): 3) and CA1 (AP: -3.3, ML:
1.6, DV: 2.2). Implantation was done using an auto-injection system (Nanoject II,
Drummond Scientific Company, Broomall, PA) at a rate of 0.5 µL per minute. The
pipette was left in place for 5 minutes before slow removal. Each injection consisted
of 1 µL, resulting in a total volume of 4 µL.
2.2.5 Preparation of tissue for graft confirmation
Animals were transcardially perfused with approximately 20 mL of room temperature
phosphate-buffered saline (PBS), followed by 20 mL of 4°C 4% paraformaldehyde
(PFA). Brains were removed, stored in vials of PFA, and allowed to fix for 48 hours
at 4°C. After the allotted time, PFA was removed and replaced with a 30% sucrose
solution for 72 hours or until the brains sank to the bottom of the vial. Fixed brains
were sectioned using a sliding microtome (HM 440E, Microm) at a thickness of 40 µm.




Implanted neurospheres survived but did not extensively migrate throughout the hip-
pocampus. Implantations were characterized by a chain of bright GFP fluorescence
along the path of transplantation with a few cells of possible neuronal or glial mor-
phology, exhibiting what looked like cell bodies and multiple projections extending
outwards (Fig.1C&D). One instance of a neuron-like cell was found several millimeters
away from the site of implantation (Fig.1B) but this was an anomalous occurrence.
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Figure 1. Cultured neurosphere implantation. (A) Light microscopy of representa-
tive neurospheres at 10x magnification. (B) Single instance of a cell of neuronal morphology
observed several millimeters from the implantation track in top right. Dorsal hippocampus.
Note the location of the cell in the upper wing of the dentate gyrus. Inset: Higher magnifica-
tion of cell. Scale bar = 200 µm. (C, D) Neurosphere grafts 3 weeks post-transplantation.
10x magnification. GFP-expressing progenitors extend from the CA1 region of the hippocam-
pus through the dentate gyrus. Scale bar = 100 µm
Implantation of freshly dissected progenitors resulted in large clusters of neu-
ronally morphologous cells that spread along both the rostral-caudal and ventral-
dorsal axes of the hippocampus (Fig.2A). Cells expressed GFP that was sufficiently
visible without the need for further immunostaining (Fig.2B-G).
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Figure 2. Freshly dissected cell implantation. (A) Image of a successful progenitor
implantation, using same-day dissected cells. Coronal section, dorsal hippocampus. >4
weeks post-transplantation. Immunostained for GFP and NeuN. (B, C, D) GFP-postive
cells slightly below lower wing of the dentate gyrus. Scale bar = 100 µm. (E, F ,G) Higher
magnification of implanted cells. Note clear cell bodies and projections. Scale bar = 100 µm
2.4 Discussion
We found that immediate implantation of MGE-derived progenitor cells but not cul-
tured neurospheres, provided the most consistent and replicable means by which to
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ensure transplanted cells’ survival, migration, and maturation in host tissue. The
latter findings are in accordance with those of Shetty et al. (2008) and Waldau et
al.(2010); the former study found that neurospheres cultured from transgenic mice
failed to migrate, with only roughly 5% of grafts differentiating into neurons, in
the lesioned hippocampus of aged mice, while the latter study saw more substan-
tive migration but with an overwhelming 60% of cells becoming either astrocytes or
oligodendrocyte progenitor cells. We performed no histological analyses to identify
astrocytes, so we may have missed neurospheres that developed into glial forms. We
also did no analyses of reactive astrocytosis, which has been posited as a reason for
the impaired development and migration of transplanted neurospheres.
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Chapter 3
Effects of MGE-derived interneuron pro-
genitor cell implantation on spatial cogni-
tion and hippocampal networks in a rodent
model of temporal lobe epilepsy
3.1 Introduction
Temporal lobe epilepsy (TLE) is a common neurological disorder affecting upwards
of 65 million people worldwide, possibly outranking only stroke and traumatic brain
injury (TBI) in its prevalence (Banerjee, 2009; Sander, 2003). It is grossly charac-
terized by its most conspicuous symptom, spontaneous recurrent seizures (SRS), and
noticeable cognitive deficits in the domains of working and episodic memory (Fisher et
al., 2014). Over three decades, the fields of epilepsy and basic neuroscience research
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have converged on identifying agents that promise both novel clinical applications
for treatment of the disorder and insight into the fundamental circuitry of norma-
tive brain function, respectively (Harward and Southwell, 2020). In the case of the
former, anxieties concerning the near 30% of TLE patients who find standard anti-
convulsant drugs insufficient (Shatskikh et al., 2009, Zhou et al., 2007) and suffer
from well-documented adverse side effects have generated a search for effective but
primarily innovative therapies (Engel, 2001; Helmstaedter and Kockelmann, 2006;
Semah and Ryvlin, 2005). In the case of the latter, inhibitory interneurons, not
merely being the antipode of excitatory principal cells, have come to be recognized
as crucial mediators of the computational power of neuronal assemblies (Cobb et al.,
1995; Royer et al., 2012; Jonas et al., 2004; Kepecs and Fishell, 2014; Klausberger and
Somogyi, 2008; Roux and Buzsaki, 2015). In other words, the properties of interneu-
rons, being able to dynamically control the amount and timing of excitation through
modulation of incoming dendritic currents or summation of currents at the axon ini-
tial segment, afford the synchronous activity necessary for proper functioning in areas
like the hippocampus. This synchronous activity manifests as oscillations of specific
frequency ranges (e.g. 4 - 12 Hz) and indicate the "preferred" timing of neuronal firing
in response to certain stimuli, with particular cell types differentially contributing to
the shape of the oscillation. Given the importance of interneurons, work in the late
1990s sparked greater interest in so-called interneuron "progenitor" or "precursor" cells
(Gage et al., 1995; Wichterle et al., 1999; Zaman, Turner, and Shetty, 2000). These
stem cells lie within developmental structures known as the ganglionic eminences, are
fated to mature into the multitude of interneuron subtypes, and migrate extensively
throughout the cerebrum and subcortical structures (Sultan, Brown, and Shi, 2013).
29
Researchers have found success in grafting progenitors in a number of central and
peripheral regions of the nervous system. Success in this paradigm indicates proper
survival, maturation, migration, and integration of these cells in host tissues (as de-
scribed in Chapter 2). While grafting has been carried out with diverse sources of
cells including induced pluripotent stem cells and cultured neurospheres, progenitors
obtained specifically from the medial ganglionic eminence (MGE) have been found to
be especially robust. Remarkably, some studies have found grafting of MGE progeni-
tors to induce improvements in behavioral, cognitive, and seizure outcomes in animal
models of acquired epilepsies. Indeed, Hunt et al. (2010) detailed how adult epileptic
mice performed better on a task of spatial cognition after MGE progenitor implan-
tation of the hippocampus but not the amygdala. Henderson et al. (2014) showed
decreased frequency and duration of seizures in pilocarpine-treated mice, similarly,
after implantation of MGE progenitors. These improvements have been posited to
be the result of increased inhibitory drive, presumably balancing the excessive excita-
tion associated with epileptic conditions. However, given the failure of anti-epileptic
drugs to restore cognitive deficits in animal models of epilepsy and the fact that proper
neuronal function consists of dynamic epochs of excitation and inhibition rather than
immutable steady states, there are perhaps subtler explanations.
We carried out this present study for two reasons: 1) in order to see if previously
reported behavioral and cognitive improvements from progenitor implantation could
be reproduced in rats and 2) to provide systems-level explanations for any observed
improvements using in vivo electrophysiology. To achieve this, we implanted pro-
genitors from timed-pregnant Sprague-Dawley females into the hippocampi of adult
rats that had been exposed to pilocarpine, an agent that induces status epilepticus
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(SE). Progenitor cells survived up to 10 months post-transplantation, migrated, and
matured into multiple interneuron subtypes, including those expressing somatostatin
(SST) and parvalbumin (PV). Recipients of progenitors performed the Morris Water
Maze (MWM), a standard and well-accepted task of spatial cognition and working
memory, and afterwards, were implanted with 4- and 8-wire electrodes to record neu-
ral activity in the CA1 region of the hippocampus during a foraging task. We found
that SE animals that received MGE grafts performed better on the MWM than SE
animals that received sham injections. This difference in water maze performance
correlated with changes in both local field potential (LFP) and single-unit electro-
physiological parameters such as mean firing rate, peak theta frequency and power,
and spike half-width. These latter findings suggest that progenitors positively modify
the disrupted temporal coding seen in SE animals and therefore, rather than stati-




All procedures and experiments were done with the permission of the Institutional
Animal Care and Use Committee at the University of Vermont. Timed pregnant
females and young adult Sprague-Dawley rats (Crl: CD(SD); Strain code: 001) were
purchased from Charles River Laboratories, Canada. Litters were housed together
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until the induction of status epilepticus, after which they were singly housed. Facilities
employed a 12-hour day-night cycle and animals were given ad libitum access to food
and water.
3.2.2 Pilocarpine administration and induction of status epilep-
ticus
18 hours prior to induction of status, rats aged postnatal day 45-50 were given in-
traperitoneal (IP) injections of lithium chloride (127mg/kg). 30 minutes before status
induction, animals were given methyl scopolamine (1mg/kg) to mitigate off-target
cholinergic effects. Initial injections of pilocarpine (13mg/kg) were followed by addi-
tional injections every 30 minutes until the observation of Stage 5 seizure symptoms
as categorized by the Racine scale. Seizures were categorized as described by Shibley
and Smith (2002): facial automatisms, "wet dog" shakes, and tail stiffening represent
stage 1/2; stage 3 entails primarily forelimb spasms or myoclonus; stage 4 is charac-
terized by additional hindlimb myoclonus and rearing with righting; finally, stage 5
includes all of the above along with the inability to maintain postural control. Seizures
were allowed to continue for 90 minutes after the first incidence of Stage 5 symptoms.
After 90 minutes, animals were put under the inhaled anesthetic, isoflurane (3% in
oxygen), for 30 minutes, followed by administration of diazepam (10mg/kg). Ani-
mals were then reintroduced to their home cage, hydrated with 10 mL of lactated
Ringer’s solution, and allowed to recover. Additional isoflurane and diazepam were
administered as needed if seizures persisted.
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3.2.3 Detection of seizures with video and selection
Roughly 14 days after status, coinciding with the pilocarpine model’s latent period,
animals were video monitored (LifeCam, Microsoft, Redmond, WA) during their 12-
hour daytime cycle each day for two weeks. Animals recorded expressing overt, be-
havioral seizures typical of this model were selected to receive progenitor cell implan-
tations. Implantations were carried out as described in Chapter 2.
3.2.4 Electrode construction
4- and 8-tetrode, independently drive-able electrodes for in vivo recording were cus-
tom built. Cases were 3D-printed in-house from a proprietary resin (Rapid Resin,
Formlabs, Somerville, MA). Tetrodes, bundles of 4 nichrome wires (0.0026 µm, A-M
Systems, Sequim, WA), were threaded through aluminum cannulae, which were at-
tached to shuttles, allowing for manual movement through the use of screws. Each
individual wire (16 or 32 in all) was further threaded through a printed cap, cut as
needed, and attached to gold-plated pins that would provide the interface through
which cables for recording could be connected. Before implantation, tetrode wires
were "bubble" tested, i.e., positive and negative leads from a 9V battery were con-
nected to each gold pin and a reservoir of saline, respectively. Wires were deemed
functional if the completion of this electrical circuit produced bubbles in the saline.
Functional wires were then gold plated using a liquid gold solution (Sifco ASC, Inde-
pendence, Ohio) and square pulse stimulator (Grass Instruments, West Warwick, RI).
Finally, the impedance of each wire was measured with an electrode impedance tester
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(Bak Electronics Inc., Umatilla, FL). Any wires that registered above 100 kOhms
were re-plated.
3.2.5 Electrode implantation surgery
Animals were anesthetized with a 4% isoflurane (Piramal Healthcare) and oxygen
inhalant before being shaved. An electric trimmer (Conair) was used to remove hair
from roughly 1 cm anterior to the eyes to the scruff of the neck. After shaving and
sufficient induction of anesthesia was completed, isoflurane was reduced to 2.5% and
animals were transferred to a stereotaxic frame, under which a heating pad was placed
so that the rat could maintain an adequate body temperature. The shaved area was
then covered with a layer of 10% liquid iodine solution (Medline Industries, North-
field, IL) for disinfection purposes for 2 minutes and cleaned with 70% ethanol. An
ophthalmic ointment (Dechra Veterinary Products, Overland Park, KS) was applied
to eyes to prevent drying and damage. A midline incision was made down the length
of the shaved area with a scalpel (#15, SMI, Belgium). The four corners of the
incision were held in place by 4-inch curved locking hemostats (Fine Science Tools)
while the adjacent tissue and skull were cleaned of blood with cotton-tipped applica-
tors (Puritan, Guilford, ME) and further cleaned with 3% hydrogen peroxide (Swan,
Smyrna, TN). Any additional bleeding was staunched using a cauterizer. Once fully
cleaned, the skull was scored with the scalpel blade to increase surface area and en-
sure better adhesion of dental cement to be applied. A drill and trephan were then
used to perform craniotomies at the following co-ordinates: AP -3.2, ML± 2.3, and
DV -2.4. Subsequently, a series of 3 or 4 additional holes were partially drilled into
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the skull; 2 holes were made on the far left-lateral and far right-lateral portions of
the supraoccipital bone and at least one hole was made on the left or right side of the
frontal bone, above bregma. These holes were filled with small stainless steel screws.
A thin layer of fast-setting bone cement (Palacos; Hareus Medical, St. Paul, MN)
was applied directly to the skull. Afterwards, two electrodes were held in place with
stereotaxic arms at a 20° angle while their ground and reference wires were soldered
to the supraoccipital screws and placed in a drilled hole above the cerebellum, re-
spectively. The electrode cannulae were then covered in petroleum jelly (Vaseline,
Unilever) and lowered to the desired depth. Finally, the electrodes were secured in
place with cement and allowed to dry before removing the animal from anesthesia,
hydrating with lactated Ringer’s solution, and returned to its home cage. Animals
were allowed at least 3 days to recover before recordings commenced.
3.2.6 Recording procedure
All electrophysiological recordings were done using Neuralynx acquisition hardware
and software (Digital Lynx SX; Cheetah). Typically, implanted animals were first
connected to a custom-built headstage or pre-amplifier, a small device for grounding
and amplifying the recorded signal. The signal then is fed through a cable that
leads to a commutator, which allows for continuation of the signal but also allows for
free movement of the animal, before moving on to the data acquisition system. The
system digitizes the signal, making it possible to be read by a connected computer and
depicted visually by Neuralynx’s Cheetah software. Thanks to an onboard reference
panel, the appropriate reference can be manually selected, which ensures maximal
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signal to noise conditions. Acquisition of either 16 or 32 channels, corresponding
to 4- or 8-tetrode electrodes, occurred at a 24bit resolution with a 32Hz sampling
frequency. LFP data were recorded "wide-band" or band-pass filtered, meaning all
signals from 1Hz to 8kHz were acquired (Fig.5A). The resulting "continuously sampled
channels" or CSCs were output as .csc files by the software and are the culmination of
all extracellular currents and spiking activity. It was these .csc files that were analyzed
by custom Matlab scripts to produce power spectra and values for theta frequency
and theta power. Single unit data were actively filtered in Cheetah. This high-pass
filtering of the signal makes it possible to record the activity of single action potentials
or spikes from each individual wire. These single tetrode or .ntt files contain spiking
information that can then be opened by spike sorting software as described below.
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Figure 3. Interfaces for recording and spike sorting. (A) The interface for Cheetah
software. Left: spike windows showing the waveforms and spike clouds of single units.
Right: window showing oscillatory, multi-channel LFP and spike trains. Bottom: real-time
tracking of animal’s location. (B) Clustering spikes in Neuralynx’s SpikeSort3D software.




The Morris Water Maze is a standard task of working memory and spatial navigation.
It consists of a metal tub, 200 centimeters in diameter, that is filled with water. A
platform is placed and hidden just under the water’s surface, the water being clouded
by white acrylic paint to further obscure the platform’s position. Three visual cues
are set up around the tub, including: 2 proximal cues placed 2 feet from the tub and
135° apart, consisting of one black and one black-and-white-striped 2x5 feet square
of paper on 3 foot wooden posts, and one large polka-dotted sheet hung on the wall
behind the platform that served as a distal cue. Habituation to the maze is achieved
by allowing a single, 120 second free swim period. After habituation, each water maze
"session" consists of four "runs" in which the animal is placed in the water at one of
four starting locations, indicated by cardinal directions (N, S, E, W) corresponding
to points along the tub (0°, 90°, 180°, 270°). Each trial is preceded by a 30-second
period where the animal remains on the platform or is held there if not stationary.
Animals are then given 120 seconds to successfully find the platform. Both the order
of the starting locations and order of which animal performs the task are randomized.
If an animal came into danger of drowning, they were removed from the maze and
completed no further trials for the remaining session. Animals completed one session
per day for 4 days. Final completed sessions were followed by a single "probe trial",
in which the platform is removed and the animal is given another 2 minute free swim
period. All sessions and the probe trials were recorded on video and later used for
38
analysis. Parameters for analysis include: mean time or latency to platform, mean
speed, and time spent in each quadrant.
Open Arena Foraging
Following electrode implantation, animals were connected to acquisition hardware
and software (Neuralynx, Bozeman, MT) and placed in a wooden cylindrical arena
76 centimeters in diameter. An automated food dispenser was placed above the arena
and programmed to release sucrose pellets (Bio-Serv, Flemington, NJ) every 30 - 60
seconds. Starting one week prior to the task, animals were food restricted, being given
only a portion of their typical feeding amount until they reached roughly 85% of their
free-feeding weight. This ensured enough motivation to chase dispensed pellets, which
is crucial for proper exploration of the arena. Implanted electrode drives were ad-
vanced until the observed local field potential (LFP) and action potential waveforms,
displayed visually through the acquisition software, indicated that tetrodes were in
the hippocampal pyramidal cell layer. After visual and audio confirmation of proper
electrode placement, electrophysiological recordings were carried out while the animal
forages for 15 - 20 minutes. Recordings were done until either loss of the electrode
or until the electrode is no longer in a location for proper recording (i.e. beyond the
cell layer).
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3.2.8 Immunohistochemistry and Imaging
Free-floating tissue sections were prepared as described in Chapter 2. Sections were
stained for the presence of proteins of interest with the following primary antibod-
ies in a blocking buffer solution comprised of 1x PBS, 0.4% Triton X-100, and
10% normal goat serum: NeuN, a pan-neuronal marker (1:500, Millipore Sigma
#MAB377,Burlington, MA), the neuropeptide, somatostatin (SST; 1:200, Santa Cruz
Biotechnology #SC55565, Dallas, TX), calcium binding protein, parvalbumin (PV;
1:200, Millipore Sigma #P3088), and the pan-interneuronal marker, GAD67 (1:200,
Millipore Sigma #MAB5406). After primary incubation, all sections were treated
with an Alexa Fluor 568 secondary antibody (1:500, Invitrogen #A11031). Finally,
sections were put on charged slides, covered in mounting media (DAPI Fluoromount-
G, SouthernBiotech, Birmingham, AL), and cover-slipped. Imaging was done at the
University of Vermont Microscope Imaging Center with confocal microscopy (C2 and
A1R, Nikon Instruments Inc, Melville, NY). The proportion of each marker of in-
terest was calculated as the ratio of that respective marker to the total number of
GFP-positive cells. Counting of cells was done using every 4th section of dorsal
hippocampus, approximately 160 µm apart. 18 slices from 4 animals were used for
quantifying GFP-marker-of-interest co-expression.
3.2.9 Rating of pilocarpine-induced damage
10x images of DAPI and NeuN-stained bilateral hippocampal sections were collected,
randomized, and coded to obscure from which experimental animal they originated.
40
Images were then given to 2 independent raters, raters who were familiar with the fea-
tures common to pilocarpine administration. They designated whether images were
from control or pilocarpine animals. Multiple images from the same animal were
included in order to reduce the probability of ties. Images were given a score based
on how much the ratings coincided with the actual group the animal belonged to
with (0) indicating a match between ratings and groups, (1) indicating a mismatch,
and (2) indicating a dispute. A Cohen’s kappa value was calculated for inter-rater
reliability. Table 1 denotes the ratings of all animals.
Control Pilocarpine MGE
Total 13 8 8
Undamaged 10 2 3
Damaged - 5 3
Dispute 3 1 2
Table 1. Total number of animals and their classification according to damage score
3.2.10 Analysis
Water Maze
The primary outcome of the Morris Water Maze, namely the time it takes reach the
platform, was treated in a time-to-event fashion, therefore data were analyzed using
an adjusted Cox proportional hazards regression. This method was deemed appro-
priate due to the categorical nature of the predictor variable (control vs. pilocarpine
vs. implanted), the lack of assumptions about the distribution of latency times, the
ability to accommodate censored values, and use of both time (time to platform) and
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Figure 4. Bihemispheric sections of dorsal hippocampus. (A) Example of a con-
trol, non-damaged brain. Note the dense cell layer characteristic of CA1. (B) Example of
a pilocarpine damaged brain. CA1 has been greatly lesioned, showing a sparse population of
remaining cells in the layer.
event (reaching the platform or not) information simultaneously. Additionally, this
allows for the reporting of the magnitude of main effects of individual covariates and
interactions through so-called "hazard ratios". Covariates included session, group,
damage, and presence of grafted cells. This analysis was performed using the sur-
vival package in the open-source R statistical programming language, while weighted
survival curve plots were produced with Stata (StataCorp, College Station, TX).
42
Single units and local field potential
Single unit data were isolated or "clustered" using SpikeSort 3D (Neuralynx) software.
The software renders individual spikes or action potentials (APs) as points in 3D
space along axes that are defined by features extracted from spike waveforms. These
features, including the peak amplitude and valley of the AP, spike width, and area
under the curve, among others, fit APs into defined clusters that can be assigned
to a single cell. In this so-called "feature space", noise is identified by waveforms of
a non-neuronal shape that are diffusely spread without any recognizable clustering.
Manual drawing of regions in the space can separate signal from noise. It is these
clustered signals that are then passed to custom Matlab (MathWorks, Natick, MA)
scripts that generate the values of several electrophysiological parameters such as
mean firing rate, theta depth, instantaneous firing frequency, etc. Theta oscillatory
activity, associated with normative hippocampal function, was defined as the range
of frequencies between 5 - 12 Hz. For the purpose of analysis, cells from animals of
the "disputed" damage group were incorporated into the "damaged" group.
Similar values for wide-band EEG data were also generated in that manner. Anal-
ysis of these data were done using generalized estimating equations (GEE) in SPSS
(25; IBM, Armonk, NY), which allow for within-animal correlations, selection of the
appropriate link function (a transformation of the dependent variable) given the dis-
tribution of the data, and control for the fact that multiple cells were recorded from
the same animal and thus are likely to be correlated with each other. Plots for these




After clustering of single unit data, clustered .ntt files were analyzed using custom
Matlab code to identify the presence of place cells. These are cells that encode an
animal’s physical location in an environment and are characterized by their likelihood
of increased firing given a certain place in 2D space. Given a cell, our code can
generate a so-called "place map". This map is composed of pixels and uses the tracking
data obtained through the Neuralynx system to visualize the rate of firing, color coded
to show the relative differences between different locations, of a given cell. Generally,
a cell’s "placiness" is defined by how tight or precise are its areas associated with
higher firing. In other words, if a cell fires more but only within a few pixels’ worth
of area of the arena, that cell is considered to have a tight place field. However, there
are more rigorous means by which to designate a place cell. For this work, place cells
are designated as: having a firing rate greater than zero, sharing edges with pixels
of cells known to be part of a pre-existing field, and the increase in firing of a single
pixel co-occurring with nine of its closest neighboring pixels. This latter criterion is
important as it factors into the measurement of coherence. For the purposes of this
work, coherence is a numerical value commensurate with the spatial properties of a
cell calculated by taking the Z-transform of the correlation between the firing rate of
each pixel and average firing rate of its eight closest neighbors.
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Quantifying cell marker co-expression
40 µm sections of dorsal hippocampus were used to count protein co-expression in cells.
Every fourth section, roughly 160 µm apart, from a given animal were imaged through
confocal microscopy (Nikon C2), with images being saved as Nikon proprietary .nd2
files. These files were opened in the ImageJ software package, FIJI (NIH, Bethesda,
MD). Cells were counted manually by setting markers on the soma of cells of interest
in the green channel (FITC), confirming marker location in the blue channel (DAPI),
and then checking the presence of fluorescence in the red channel (TRITC) as all
secondary markers (NeuN, GAD1, somatostatin, and parvalbumin) were stained with
an Alexa 568 secondary antibody. GFP-2° marker co-expression was measured as a
percentage of how many GFP+ cells also positively expressed the protein of interest.
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Figure 5. Timeline of experiments and procedures.
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3.3 Results
3.3.1 MGE-derived interneuron progenitors mature in host
tissue and express markers of neuronal and interneu-
ronal phenotype
Raters judged the extent of pilocarpine damage similarly between tissue sections,
agreeing 92.31% of the time with a Cohen’s kappa of 0.82, indicating strong agree-
ment.
Implanted, GFP-positive cells survived for upwards of 10 months, exhibited neu-
ronal morphology as described in chapter 2 (Fig.4A-L), and co-expressed markers of
NeuN (81%), GAD67 (35%), parvalbumin (36%), and somatostatin (18%; Fig.4M).
3.3.2 Progenitor cell recipients perform better on Morris
Water Maze
Compared with the first day of testing, animals (N = 29) were likely to find the
platform sooner on Day 2 (HR 2.3; 95%CI 1.7 - 3.1; p<0.001), Day 3 (HR 3.4; 95%
CI 2.5 - 4.6; p<0.001), and on Day 4 (HR 4.3; 95% CI 3.2 - 5.9; p<0.001) (Fig.8).
MGE progenitor recipients (n = 8) found the platform significantly faster than their
pilocarpine-sham counterparts (n= 8; Fig.7A). On average, pilocarpine animals were
only 21% as likely (95% CI 0.15 - 0.30; p<0.001) as controls (n = 13) to find the
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Figure 6. Co-expression and quantification of markers of interneuron sub-
types by implanted progenitors. (A, B, C) Image of a successful progenitor implanta-
tion, using same-day dissected cells. Coronal section, dorsal hippocampus. >4 weeks post-
transplantation. Immunostained for GFP and NeuN. (D, E, F) GFP-postive cells slightly
below lower wing of the dentate gyrus. (E, F ,G) Higher magnification of implanted cells.
Note clear cell bodies and projections. Scale bar = 100 µm
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platform; MGE animals’ performance (HR 0.78; 95% CI 0.44 - 1.39; p = .40) was
not significantly different from controls. Intriguingly, animals confirmed by raters
as having significant pilocarpine-induced damage performed better (HR 2.21; 95% CI
1.6 - 3.1; p<0.001) than sham controls (Fig.8), controlling for all other factors. Those
of disputed damage score did not perform significantly different from non-damaged
animals (HR 1.37; 95% CI 0.99 - 1.90; p>0.05), indicating phenotypes similar to con-
trols. Grafted animals performed worse (HR 0.18; 95% CI 0.09 - 0.36; p<0.001) than
non-grafted animals when accounting for all other factors. The latter two findings
suggest an interaction between severity of pilocarpine damage and implantation sta-
tus. If not accounting for damage, there are no differences in either time spent in the
target quadrant of a probe trial(Fig.7B) or path efficiency between groups (Fig.7C).
3.3.3 Differences in LFP parameters
Analysis of LFP recordings revealed significant differences in peak theta frequency
and theta power between groups (Fig. 9). Specifically, pilocarpine animals (n = 10)
exhibited a higher peak theta frequency (8.03 ± .02, p<.001) when compared to con-
trols (n = 18; 6.90 ± .17) and progenitor recipients(n = 16; 7.36 ± .18). Pilocarpine
animals, however, had a lower theta power value (.12, p <.001) when compared to pro-
genitor recipients (.18 ± .01) but only for those animals reported as having sustained
damage by histological observation.
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3.3.4 Differences in single unit parameters
GEE analysis revealed statistically significant differences in several single-unit elec-
trophysiological parameters. The mean firing rate of cells from MGE animals was
consistently lower (n = 37; .92 ± .05, p<.001) than in control (n = 33; 2.69 ± .30) or
pilocarpine animals (n = 19; 2.70 ± .06), regardless of whether animals were rated as
having sustained damage or not (Fig. 10A). Similarly, MGE cells typically fired at
higher frequencies within the theta oscillation band (11.08 ± .12, p<.001) than cells
in other groups, regardless of damage (Fig. 10B). Comparison of other parameters
show an interesting and more subtle pattern. Visualization of mean values for in-
terspike interval (ISI), spike width, theta amplitude, and theta depth for pilocarpine
and MGE animals show differences depending on whether they fall into undamaged
or damaged conditions (Fig. 10C-F). The degree of difference for cells from MGE
animals appears less drastic than those from the pilocarpine group; this is evidenced
by differences in slope. Further GEE analysis corroborates these differential findings
with significant interaction terms for the aforementioned parameters (Table 1).
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Pilocarpine MGE
Parameter Undamaged Damaged Undamaged Damaged Signif.
Firing Rate (Hz) 3.73 ± .00 1.65 ± .12 1.41 ± .10 .43 ± .00 p<.001
Theta Frequency (Hz) 10 ± .00 8.88 ± .22 11.02 ± .23 11.14 ± .00 p<.001
Interspike interval (ms) .27 ± .00 12.17 ± 2.36 10.45 ± 1.31 9.09 ± .00 p<.001
Spike width (ms) .33 ± .00 .64 ± .04 .39 ± .01 .58 ± .00 p=.003
Theta Amplitude (au) .03 ± .00 .08 ± .03 .15 ± .02 .05 ± .00 p<.001
Theta Depth (au) .00(2) ± .00 .02 ± .00 .03 ± .00 .02 ± .00 p<.001
Table 2. Means, standard errors, and significance values for single-unit parameters by
group and damage
3.3.5 Place cells
Place cells were recorded in some animals (Fig.11), however, place maps often showed
insufficient coverage of the environment (Fig.11B&F); therefore, direct comparisons
of coherence can’t be made.
3.4 Discussion
The goal of this work was multifocal. We wanted to see if a certain type of interneu-
ron progenitor cell could achieve viability in rat epileptic neural tissue, whether these
progenitors could affect behavior, and whether any change in cognitive or behavioral
outcome could be explained by means other than the typical excitatory/inhibitory
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imbalance paradigm common to epilepsy research. Progenitors from the MGE indeed
were able to survive for months at a time, migrate throughout the hippocampal for-
mation, and express morphology and immunohistochemical markers typical of mature
interneurons. This was perhaps not surprising as, mentioned before, successful stem
cell transplants of this nature have previously been carried out, albeit in mice. How-
ever, that this was achieved in a rat model deserves some recognition, as it seems to
be a rarer experimental paradigm. We hypothesized that progenitors implanted di-
rectly into the hippocampus, an area heavily damaged in our model of epilepsy, would
resolve the deficits known to be present in pilocarpine animals, namely impaired cod-
ing of spatial information and disruption of normative temporal firing (Lenck-Santini
and Holmes, 2008; Tyler et al., 2012). Our behavioral data provide positive evidence
for our former hypothesis; pilocarpine animals performed poorer than controls on the
water maze, while the performance of those that received grafts was closer to that of
controls. However, we discovered rather nuanced and subtle patterns for our latter
hypothesis. While direct differences of electrophysiology between groups, here mani-
fest as LFP and single-unit parameters, were observed, more interestingly, MGE cell
implantation seemed to confer slight resistance to pilocarpine damage, mitigating the
changes seen in damaged animals.
Considerations of the limitations of this work can provide context to our findings.
Firstly, we found variability in the amount of damage seen after pilocarpine adminis-
tration. Literature and correspondence with other lab members indicate that certain
"rounds" of pilocarpine injection produce either less hippocampal damage than is typ-
ical or alternate patterns of damage, such as ablation of the area where CA1 and CA2
meet, leaving the rest of the pyramidal layer intact. This was not the case for most
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of our animals but there were instances of raters classifying sections from pilocarpine
animals as instead being from controls. For that reason, we included a damage score
that acted as a covariate for all our statistical analyses.
Another limitation is the lack of meaningful inference on place cell activity. While
the data we have presented provide some evidence of disrupted temporal dynamics
in pilocarpine animals and progenitors mitigating this disruption, additional analyses
of place cells, which are a robust proxy for spatial encoding, would give a direct,
uni-dimensional, and easier-to-understand measure of network function. We were not
able to secure sufficient numbers of place cells for at least two reasons: poor explo-
ration of the environment and the nature of pilocarpine-induced damage. Animals
were appropriately food restricted and habituated to sucrose pellets that were placed
around the open arena to incentivize foraging behavior; still, some animals covered
only a small portion of the space. Cell yield was also a problem. It has been re-
ported, and also makes intuitive sense, that recording cells from epileptic animals is
more difficult, as there has been mass ablation of the cell layer (Shatskikh et al., 2009;
Zhou et al., 2007). We can assume that this extends to progenitor recipients as well.
Future replications of this work will find that increasing sample sizes may go a long
way in resolving these issues.
Many concerns have been raised over the course of this work regarding alter-
nate explanations for our findings. An early concern was the exact mechanism by
which implanted progenitors may bring about improvement. Would it be, as we’ve
intimated, that implanted cells would synapse onto remaining host cells and restore
their computational capacity? Or might it be that mere introduction of progeni-
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tors, regardless of type, would stimulate the release of neurotrophic factors (NTFs)
that would drive circuitry back to normality? Therefore, it was recommended that a
true control group would consist of animals injected with other types of stem cells,
parenchymal or heat-killed progenitors for examples, that could also induce factor
release. We ultimately decided on a sham-control group. Endogenous upregulation
of FGF-2 and BDNF after status epilepticus is a documented phenomenon (Park
and Poo, 2013; Danzer, He, and McNamara, 2004) but doesn’t happen on the time
scale that would match the improvements seen with implantation. In fact, numerous
lines of evidence suggest that NTFs might instead be mediators of epileptiform states
(Simonato, Tongiorgi, and Kokaia, 2006).
Seizures were not a primary focus of this work, despite using an animal model of
epilepsy. That is, we did not attempt to track any reduction either in frequency or
duration of seizures as previous studies have done. Also, we did not perform any long-
term monitoring to detect any epileptiform activity independent of the behavioral
seizures we noted in order to select which animals would receive progenitors. Instead,
we followed evidence that animals may acquire pilocarpine-induced epilepsy without
the necessary condition of having experienced status epilepticus (Navarro Mora et al.,
2009).
Direct manipulation of progenitors either through optogenetic or chemogenetic
means will aid future experiments in establishing a more direct influence of progenitors
on network function and behavior. Preliminary data regarding these means will be
discussed in Chapter 4.
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Figure 7. Performance on Morris Water Maze. (A) Kaplan-Meier survival curves
averaged for each group. A greater proportion of control animals found the platform given a
certain time than either pilocarpine or MGE animals. MGE animals, however, performed
better than pilocarpine animals, and thus, closer to controls. Curves account for group,
damage, graft, and day of experiment parameters. (B) Results of the probe trial. No mean
differences in the amount of time spent in the target quadrant. (C) Mean path efficiency.
No differences in strategy to find platform were found.
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Figure 8. Forest plot of hazard ratios. A forest plot of hazard ratios with 95% confi-
dence intervals. Ratios are presented on the left to two decimal points, with CIs underneath.
Relevant p-values are presented on the far right. Note: when accounting for all other vari-
ables, pilocarpine animals significantly worse than control and MGE animals. Cond =
experimental group; Session = day of water maze; dam = damage score; Graft = presence
of implanted cells.
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Figure 9. Differences in LFP parameters between groups. (A) Power spectrogram
of frequencies present in EEG recorded from experimental groups. MGE animals exhibited a
higher theta power and lower peak theta frequency than pilocarpine counterparts,more closely
resembling controls. (B) Quantification of theta power. (C) Quantification of peak theta
frequency.
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Figure 10. Boxplots, individual values, and mean values with lines for undam-
aged and damaged groups. (A) Mean firing rate. (B) Mean theta frequency. (C)
Mean interspike interval. (D) Mean spike width. (E) Mean theta amplitude. (F) Mean
theta depth. Blue = control; red = pilocarpine; green = MGE.
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Figure 11. Representative place maps for experimental groups. (A, C, E) Cells
that don’t encode enough spatial information to reach criteria to be designated as place cells.
Note the preponderance of the color yellow, indicating a consistent firing rate that shows no
preference for a particular location. (B, D, F) Cells exhibiting tight place fields, indicated
by a higher firing rate in certain (purple-colored) pixels. Poor exploration of the arena can
lead to erroneous place fields and coherence values, as only the places, and by extension,
pixels, explored are included in calculations.
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Chapter 4
Future directions and preliminary data
4.1 Introduction
Chapter 3 provided evidence that progenitor cells obtained from the developmental
structure known as the medial ganglionic eminence (MGE), cells that are neuronally
fated to become inhibitory interneurons, can induce a shift towards stability in dam-
aged networks when implanted in the hippocampus and therefore, improve cognitive
and behavioral outcome in a rodent model of temporal lobe epilepsy. This improve-
ment manifested as better performance on a task of working memory and spatial
cognition, the Morris Water Maze. Concordant with behavior, in vivo single-unit
and local field potential recordings revealed that the electrophysiological profile of
progenitor recipients more closely resembled that of controls. However, as briefly
discussed in the previous chapter, there are a multitude of potential mechanisms by
which our findings could have been brought about. Therefore, any future attempt to
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more directly implicate progenitors’ role in restoration of circuit dynamics will need
to directly and selectively modify the dynamics of the progenitors themselves.
What follows is a description of two experiments, one in vitro, one in vivo, that
represent the initial steps in addressing alternative explanations for the findings of the
previous chapter. Both experiments equally aim at the same goal, namely the direct
manipulation MGE-derived progenitors. To that end, we devised an experiment to
control the activity of MGE-derived progenitors in vitro through use of a viral vector
to induce expression of a designer receptor exclusively activated by designer drugs
(DREADD). The effects of DREADDs are catalyzed by a specific agent, clozapine-
N-oxide (CNO), that is otherwise physiologically inert (Roth, 2016). We prepared a
primary cell culture consisting of astrocytes, principal cells from the cortex of neona-
tal rats, and MGE progenitors that expressed DREADD receptor hM4di. When
stimulated hM4di activates G-protein inwardly rectifying potassium (GIRK) chan-
nels that hyperpolarize and attenuate neuronal activity (Zhu and Roth, 2014; Chen
et al., 2016). We predicted the modification of either action potentials or inhibitory
current after application of CNO.
Similarly, we decided to perform a supplemental in vivo experiment similar to the
one described in chapter 3. In brief, we implanted one animal with MGE progen-
itors using the above methods but with the addition of transfecting dissected cells
with a pAAV-hSyn-hM4D(Gi)-mCherry AAV2 viral vector. Our hypothesis was that
progenitors would express the hM4Di inhibitory DREADD, which would modulate
cells’ firing activity upon exposure to clozapine-N-oxide. We predicted this modula-
tion might most readily be seen as differences in mean firing rate of cells, reported in
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studies such as Boekhoudt (2016), as the excitatory cells of the CA1 pyramidal layer,
the location of our grafts, would be disinhibited by the downregulation of inhibitory
currents from inhibitory interneurons. Ultimately, we saw no such modulation, indi-
cating that the experiment should be replicated in the future to pinpoint the reasons
for our particular results.
4.2 Method
4.2.1 Experiment 1
Preparation of primary cultures
Firstly, a feeder layer of astrocytes was prepared as follows: astrocytes were obtained
from the cerebral cortices of P0 - P1 C57BL/6J mice (The Jackson Laboratory, Bar
Harbor, ME ; Strain code: 000664), mechanically dissociated with a pipette tip after
a 15 min incubation and agitation period, grown to confluency in a cell culture flask
containing a glutamine, 10% fetal bovine serum, and penicillin/strepomycin solution,
and plated onto 25 mm diameter coverslips coated with collagen and poly-D-lysine.
After 3 - 4 days, the cortices of P0 - P1 Sprague-Dawley rat pups were dissected and
placed in 0.5 mL of a carbogenated and filtered papain solution. The cell solution
was incubated at 37° and spun at 800rpm for one hour in a thermocycler. The
solution was then centrifuged and the supernatant removed, after which, 0.5 mL of
inhibitor solution was added and the tube was returned to the thermocycler for 10
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minutes. The inhibitor solution was removed and replaced with 37° Neurobasal-
A medium. 10 µL of cell solution was set aside for performing hemocytometer cell
counts. The target cell count was 1x104 −2x104cells per well of a 6-well plate. 100 µL
of cell solution was then combined with 2.5 mL of a cell culture medium comprised
of Neurobasal-A, B27 supplement, GlutaMAX, and penicillin/strepomycin (NBA+),
and split between 2 6-well plates containing astrocyte-covered coverslips. 40% of
medium was removed and replaced with fresh NBA+ every 4 days. Finally, MGE
progenitors were dissected and dissociated as previously described. Prior to being
plated, dissected cell suspensions were separated into two 1.5 mL tubes. 5 µL of two
viral vectors, pAAV-hSyn-EGFP AAV8 (titer ≥ 7x1012vg/mL) and pAAV-hSyn-
hM4D(Gi)-mCherry AAV2 (titer ≥ 7x1012vg/mL), were added to the respective
tubes, and incubated and agitated for 3-4 hours. Centrifuged and washed progenitors
were added to the plates containing astrocytes and primary cortical cells. Fresh
media was added every 3-4 days until progenitors expressed fluorescence under light
microscopy.
Primary culture electrophysiology
Recordings were done in collaboration with Matt Weston at the University of Ver-
mont and performed at room temperature (22-23° C). As such, methods were largely
adapted from McCabe et al. (2020) and Shore et al. (2020). Whole-cell current-clamp
recordings were performed with a patch-clamp amplifier (MultiClamp 700B ampli-
fier; Molecular Devices) controlled by Clampex 10.7 (Molecular Devices, pClamp).
Data were acquired at 10 kHz and low-pass filtered at 4 kHz. Patch electrodes were
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pulled from 1.5 mm thin-walled glass capillaries (Sutter Instruments, Novata, CA)
on a Flaming–Brown micropipette puller (model P-97; Sutter Instruments). Pipette
resistance was between 2 - 5MΩ. The series resistance was compensated, and only
cells with series resistances maintained at 20 MΩ were analyzed. Internal solution
contained the following: 136 mM K-gluconate, 17.8 mM HEPES, 1 mM EGTA, 0.6
mM MgCl2, 4 mM ATP, 0.3 mM GTP, 12 mM creatine phosphate, and 50U/ml
phosphocreatine kinase. Standard extracellular solution contained the following (in
mM): 140 NaCl, 2.4 KCl, 10 HEPES, 10 glucose, 4 MgCl2, and 2 CaCl2 (pH7.3, 305
mOsm). For current-clamp experiments, the intrinsic electrophysiological properties
of neurons were tested by injecting 500-ms square current pulses incrementing in 20
pA steps, starting at -100 pA. After a series of stimulations in regular solution, 1.5
mM of CNO was added to external solution. Traces were then exported to AxoGraph
X software (AxoGraph Scientific, RRID:SCR_014284) for analysis.
Resting membrane potential (Vm) was calculated from a 50ms average before cur-
rent injection. The membrane time constant (τ) was calculated from an exponential
fit of current stimulus offset. Input resistance was calculated from the steady state
of the voltage responses to the hyperpolarizing current steps. Membrane capacitance
was calculated by dividing the time constant by the input resistance. APs were evoked
with 500ms, 20 pA depolarizing current steps, and the rheobase was defined as the
minimum current required to evoke an AP during the 500 ms of sustained somatic
current injections. The AP threshold was defined as the membrane potential at the
inflection point of the rising phase of the AP. The AP amplitude was defined as the
difference in membrane potential between the AP peak and the threshold, and the
afterhyperpolarization was the difference between AP threshold and the lowest point
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of hyperpolarization. The AP half-width was defined as the width of the AP at half-
maximal amplitude. The membrane potential values were not corrected for the liquid
junction potential.
Preparation for imaging
Media from wells containing coverslips with cell cultures was siphoned off. Wells were
then filled with 1 mL of 1x PBS for 5 minutes. PBS was removed and replaced with
the same volume of 4% paraformaldehyde solution for 30 minutes, after which, it was
aspirated off and replaced with more PBS. Coverslips were then broken in quarters
with a diamond tipped pen and placed on charged slides with DAPI-infused mounting




One singly-housed Sprague-Dawley rat was used in accordance with the University of
Vermont’s Institutional Animal Care and Use Committee. It was housed in Stafford
animal facilities and given ad libitum access to food and water within a 12-hour
day/light cycle.
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Progenitor cell implantation preparation and implantation
Progenitor cells were dissected from the MGE of embryonic rats as previously de-
scribed. After dissection and mechanical dissociation, 5 µL of pAAV-hSyn-hM4D(Gi)-
mCherry AAV2 vector was added to a 5 mL vial containing cell suspension. The sus-
pension was incubated at 37° C and spun at 300rpm for three hours in a thermocycler,
after which, it was centrifuged, the supernatant removed, and fresh Neurobasal-A
medium added. Cells were considered ready for implantation after two additional
centrifuge and wash cycles. Like prior injections, implantation was done using an
auto-injection Nanoject system and delivered at a rate of 0.5 µL per minute. The
pipette was left in place for 5 minutes before slow removal. Each injection consisted
of 1 µL, resulting in a total volume of 4 µL. Cells were implanted at 2 sites per
hemisphere: dentate gyrus (anterior-posterior (AP): -3.3, medial-lateral (ML): 2.6,
dorsal-ventral (DV): 3) and CA1 (AP: -3.3, ML: 1.6, DV: 2.2).
Electrode surgery
One custom-built 4-tetrode electrode was implanted slightly above the CA1 region
of dorsal hippocampus of the right hemisphere (coordinates: AP -3.2, ML 2.3, DV
-2.4). The animal was allowed 3 days of recovery before screening occurred.
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Open arena foraging and recording of single units
A week prior to exposure to the open arena, the animal was food restricted until it
reached 85% of its free-feeding weight. It was also habituated to sucrose pellets, ones
that would be randomly distributed via feeder in the arena. Proper recording took
place after a series of screening sessions. These screening sessions involved gradual
lowering of the electrode’s "drives" until visual confirmation of action potentials and
oscillatory activity were achieved. Proper recording sessions consisted of 3 epochs,
including a 30 minute "baseline" when the animal explored the space and chased
dispensed pellets as is typical, a 30 minute "administration" period in which the
animal was injected (i. p.) with CNO dissolved in sterile PBS (5 mg kg) and allowed
to continue foraging, and a 30 minute "washout" period when any effects caused by
CNO should no longer have been active. Unfortunately, only one recording could be
performed before loss of the electrode. The animal’s brain was salvaged and fixed
with PFA as previously described.
Analysis of data
A single 1.5 hour recording was spike sorted with SpikeSort 3D (Neuralynx). For an
expanded description of the sorting/clustering process, refer to Chapter 3 methods.
After clustering, .ntt files were split into the aforementioned epochs, baseline, admin-
istration, and washout, using Neuraview software (Neuralynx). Our custom Matlab
script for basic cell analysis was then used to produce values for several electrophysio-
logical parameters (e.g., mean firing rate, peak frequency, theta depth, etc.). Plotting
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of these data was done in GraphPad Prism.
4.3 Results
4.3.1 Experiment 1
Survivability of MGE progenitor cultures
MGE progenitor cells, and astrocyte and cortical feeder layers, were able to survive
upwards of 4 weeks. Progenitors developed a neuronal morphology with cell bodies
and extending processes (Fig.12). They also expressed the tagged fluorophores of
their respective viral vectors, EGFP and mCherry (Fig.12E, H). However, there was
decreased survivability of hM4Di-transfected cells, in that there were fewer numbers
of cells present despite similar plating densities of the two cultures (Fig.12G-I). Ad-
ditionally, there were marked differences in the viral expression pattern, with EGFP
cells showing a consistently smooth and bright pattern throughout the entirety of
the cell (Fig.12D-F), and hM4Di cells instead showing distinct, diffuse punctae that
mainly clustered around the soma (Fig.12J-L).
Whole-cell patch-clamp recordings
Bath application of CNO induced no measurable changes in membrane excitability
of recorded cells (n = 3; Fig.13).
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Figure 12. Expression of GFP and hM4Di-mCherry by MGE-derived interneu-
ron progenitors in primary cell cultures. (A-C, D-F) DAPI, GFP, and merged im-
ages of progenitor cells at 10x and 20x. Cells show clear soma and processes which synapse
onto other cells. (G-I, J-L) DAPI, mCherry, and merged images of progenitor cells at 10x
and 20x. DREADD-expressing cells were substantially fewer in number than control GFP
cells and had a distinct, inconsistent pattern of expression. Scale bar = 100 µm
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Figure 13. In vitro electrophysiology. (A) Representative trace of APs generated by
injection of current. Trace in black represents pre-CNO application, post-CNO in red. (B)
Resting membrane potential. (C) AP threshold. (D) Input resistance. (E) Rheobase.
4.3.2 Experiment 2
Administration of CNO seemed to have no effect on single-unit parameters (Fig. 14).
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Figure 14. Single-unit parameters grouped by epoch in DREADD-MGE rat. (A)
Mean firing rate. (B) Spike width. (C) Peak theta frequency. (D) Theta amplitude.Blue
= control; red = pilocarpine; green = MGE
4.4 Discussion
Ultimately, bath application of CNO had no effect on MGE-derived, DREADD-
expressing interneurons cultured alongside astrocytes and primary cortical neurons in
vitro. It was technically difficult to secure recordings from these progenitors, largely
in part to the amount of attrition we saw in the culture transfected with the hM4Di
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vector. It was not only the case that viral transfection was less successful in DREADD
cultures but fewer cells were present than in the GFP-labeled control culture. It was
additionally hard to attain a proper seal, crucial for proper patch clamp recordings,
with the few cells that remained, indicating a possible problem with the health of the
culture even in cells that lived. We speculate that perhaps the serotype of DREADD
virus used played a large factor. Or rather, the particular serotype (AAV2) for this
particular virus introduced toxicity we hadn’t accounted for. We might have found
better results had we used an AAV8 virus. Unfortunately, time constraints prevented
us from follow-up cultures and experiments.
Similar results were achieved with the in vivo experiment; we found no difference
in cells before and after exposure to CNO. The reasons responsible for this outcome
are likely congruent to those outlined in the last chapter, and when looking at brain
sections from the animal used in this experiment, no appreciable mCherry fluorescence
was observed (not shown). While this could mean that cells weren’t successfully
transfected with the DREADD virus, it could also mean that cells experienced the
same kind of attrition seen in our cultures. It is also possible that our dosage of CNO,
though determined through review of current literature (Chen et al., 2016; Whissell,
Tohyama, and Martin, 2016), was not appropriate. Resources and timing prevented
us from performing additional attempts.
The future of this work lies, first, in the reconsideration of certain experimental
design choices. As already stated, larger numbers of rodents would help increase
statistical power and confidence in analyses. Analyses that help concatenate the
large amount of multi-dimensional data we acquired, here in the form of our several
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single-unit parameters, such as self-organizing maps (Fig. 15) might allow for in-
sightful ways to visualize, and therefore, make more solid inferences about recognized
patterns. Future instances of this work might also want to expand the battery of
cognitive tasks used. With the advancement of telemetry systems for in vivo electro-
physiology acquisition, it is now easier to record signals from animals while having
them perform tasks simultaneous. If utilized, there would be less of a need to split
recording and behavior into time-separated epochs. Instruments such as the T-maze
or delayed non-match-to-sample (DNMS) task approach the Morris water maze in
terms of standardization and validation. Also, these would act as nice alternatives
to our current open-arena foraging task which relies heavily on animal exploration,
something that was lacking for this study.
One bottleneck of this work is the long-hour days required to go from MGE dissec-
tion to implantation. If rats are used in future cases, it might be beneficial to gauge
the state of transgenic rats as progenitor cell donors, as they may be more appealing,
obviate the need to introduce a viral vector, and increase the number of animals that
can be implanted at one time. Instead, future experiments could manipulate the
presence and amount of neutrotrophic and signaling factors such as sonic hedgehog
(SHH) in cell media, see whether different extracellular environments affect the fate
of precursors, and whether this in turn affects behavioral and electrophysiological
outcomes.
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Figure 15. Self-organizing map of single-unit parameters with water maze per-
formance R-produced self-organizing map (SOM). Left: Clustering of single-units in ac-
cordance with SOM-generated configuration of values. Right: Graphical representation of
the magnitude of each value of a particular cell; each cell represents a unique combination of
values. dam_num = damage score; width = spike half-width; isi.peak = mean interspike in-
terval; Peak.Frequency = peak frequency; Mean.Firing.Rate = mean firing rate; Theta.Depth
= theta depth; Theta.Freq = peak thea frequency; Theta.Amp = theta amplitude; wmscore
= mean water maze escape latency
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