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NON-AUTONOMOUS CONFORMAL GRAPH DIRECTED MARKOV
SYSTEMS
JASON ATNIP
Abstract. In this paper we introduce and develop the theory of non-autonomous graph
directed Markov systems which is a generalization of the theory of conformal graph directed
Markov systems of Mauldin and Urban´ski, first presented in their book [9], and the theory
of non-autonomous conformal iterated function systems set forth by Rempe-Gillen and
Urban´ski in [12]. We exhibit several large classes of functions for which Bowen’s formula
for Hausdorff dimension holds. In particular we consider weakly balanced finite systems,
where we have some control over the growth of the derivatives, and ascending systems.
Our results, particularly for ascending systems, generalize and go well beyond what is
currently known for autonomous graph directed Markov systems and non-autonomous
iterated function systems. We also provide an application to non-autonomous conformal
dynamics by estimating the Hausdorff dimension of the Julia set of non-autonomous affine
perturbations of an elliptic function from below.
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1. Introduction
The theory of iterated function systems and their many generalizations has a rich history
dating back as far as the late 1940’s to Moran [11], while their contemporary construction
begins with Hutchinson’s 1981 paper, [5]. In the classical theory of iterated function sys-
tems one considers a finite collection of uniformly contracting similarity maps on a compact
subset of Euclidean space. This theory was then expanded to consider infinite collections
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of maps which are allowed to be conformal mappings as opposed to only considering sim-
ilarities. A map ϕ defined on an open connected subset of Euclidean space is said to be
conformal if its derivative is a similarity map at each point. See [7] for a detailed devel-
opment of this theory, which paved the way for conformal graph directed systems. Graph
directed systems were first pioneered by Mauldin and Williams in [10] and then by Edgar
and Mauldin in [3]. The book of Mauldin and Urban´ski on conformal graph directed
Markov systems, [9], represents the full generality of such autonomous systems. Recently,
work has been done to extend the theory of autonomous conformal graph directed Markov
systems to Carnot groups in [2]. Conformal graph directed Markov systems have also been
considered in the random setting by Roy and Urban´ski in [13].
The main focus of this article is to generalize the notion of non-autonomous conformal
iterated function systems (NCIFS) first developed in [12] by Rempe-Gillen and Urban´ski
to the setting of non-autonomous conformal graph directed Markov systems. In an au-
tonomous system we consider a fixed collection of contraction mappings, and then look at
all admissible compositions to define a limit set. In a non-autonomous system, we again look
at the limit set generated by admissible compositions of contraction mappings, however we
no longer consider a fixed set of mappings. The collections of mappings are in fact allowed
to change at each time step. In our article we go beyond the generality of non-autonomous
systems as presented in [12] and allow for mappings whose domain and codomain are not
the same space and allowed to change with each time step. In particular, our construction
allows for a countable collection of compact connected subsets of Euclidean space rather
than the finite collection of such spaces considered with autonomous graph directed Markov
systems. We would also like to mention that, as a consequence of this increased generality,
in this article we require many sequences of constants that were previously fixed values in
lesser generality to be subexponential in growth, e.g. limn→∞ 1/n log#Vn = 0 where Vn is
the collection of vertices at time n. Some such constants are required in [12], but we will
require many more here.
In this article we seek to prove that the Hausdorff dimension of the limit set of a system
Φ is equal to the unique “zero”, BΦ, of the pressure function. Such a formula is often
referred to as Bowen’s formula, being first discovered by Rufus Bowen for the context of
quasi-Fuchsian groups in 1979 in [1]. Since its conception Bowen’s formula,
HD(JΦ) = BΦ,
has been shown for all finite and infinite autonomous, as well as random, conformal iterated
functions systems, and their generalizations graph directed Markov systems. See, for ex-
ample, [9] for the autonomous setting and [13] for the random setting. However, this is not
the case for non-autonomous systems. In fact, there are examples of finite non-autonomous
conformal iterated function systems for which Bowen’s formula does not hold. For a general
finite system we will need some sort of control over the growth rate of the alphabets at
each time step. Specifically, Rempe-Gillen and Urban´ski showed that, for finite systems,
if limn→∞ 1/n log#I
(n) = 0, i.e. the system is subexponentially bounded, then Bowen’s
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formula holds. For non-autonomous graph directed systems we obtain a similar result, how-
ever, we will need an additional balancing condition on the growth of the derivatives and
a condition on the incidence matrices that allows for sufficiently many admissible words,
whose definitions will be given in Section 3. The main result of our paper is the following.
Theorem 1.1. If Φ is a finitely primitive non-autonomous conformal graph directed Markov
system of subexponential growth
lim
n→∞
1
n
log#I(n) = 0,
such that
lim
n→∞
1
n
log sup
a,b∈I(n)
∥∥∥Dϕ(n)a ∥∥∥∥∥∥Dϕ(n)b ∥∥∥ = 0,
then Bowen’s formula holds, i.e. HD(JΦ) = BΦ.
In general we are unable to remove the subexponential growth restriction on the alphabets
without imposing other restrictive assumptions. In fact, for any ε > 0 and 0 < s < t < d,
Rempe-Gillen and Urban´ski construct a finite non-autonomous conformal iterated function
system Φ such that
lim sup
n→∞
1
n
log#I(n) ≤ ε,
HD(JΦ) = s, and BΦ = t. The remainder of the article is devoted to removing any or all of
these conditions on the growth rate of the alphabet or size of the derivatives. In particular
we introduce a class of ascending systems for which I(n) ⊆ I(n+1) for each n ∈ N so that
at each time step we consider more and more maps without losing any information from
the previous stages. We then show that Bowen’s formula holds for all finite and infinite
systems without requiring any restrictions on the derivatives or alphabets. Specifically we
show the following.
Theorem 1.2. If Φ is a finitely primitive, ascending non-autonomous conformal graph
directed Markov system, then Bowen’s formula holds.
In the final section we present an application of our theory to non-autonomous conformal
dynamics. We show that given a particular elliptic function then for affine perturbations
sufficiently close to the original function then the non-autonomous Julia set has dimen-
sion greater than or equal to some positive number depending on the original function.
Specifically we show the following.
Theorem 1.3. Let f0 be an elliptic function. Then there are ε, δ > 0 such that if λn, λ
−1
n ∈
B(1, δ) and cn ∈ B(0, ε) for all n ∈ N then
HD(J (Fλ,c)) ≥
2q
q + 1
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where q is the maximum multiplicity of the poles of f0 and Fλ,c is defined to have iterates
F nλ,c = fn ◦ · · · ◦ f1, with fn = λn · f0 + cn
for each n ∈ N.
Structure of the Paper. In Section 2 we establish the fundamental definitions and neces-
sary assumptions for the objects which we will study, e.g. non-autonomous graph directed
systems, alphabets, and limit sets. In Section 3 we establish the definitions of subexponen-
tially bounded and finitely primitive systems and present results detailing the interplay of
these two assumptions. The pressure functions and their behavior are then described in
Section 4 as well as a result showing that the Bowen dimension of a system is always greater
than or equal to the Hausdorff dimension of the limit set. Section 5 is devoted entirely
to the proof of a technical theorem giving a general lower bound for the dimension of the
limit set which is then used in Section 6 to establish Bowen’s formula for sufficiently well
balanced finite systems. In Section 7 we extend Rempe-Gillen and Urban´ski’s results for
infinite and subexponentially bounded stationary non-autonomous iterated function sys-
tems, without balancing conditions, to the case of non-stationary non-autonomous iterated
function systems. In Section 8 we consider the Hausdorff measure of the limit sets of a
class of uniformly finite systems. Sections 9 and 10 are devoted to relaxing the subexponen-
tial boundedness and balancing conditions by providing similar conditions and introducing
ascending systems. The final section, Section 11, provides examples of non-autonomous
conformal graph directed Markov systems as well as an application to conformal dynamics.
In this paper we let “ const ” denote an arbitrary positive constant, which may change
from line to line.
2. Setup and Main Assumptions
We begin by introducing several definitions and notations necessary to give a proper
description of non-autonomous graph directed systems. As in the case of random and
autonomous graph directed Markov systems, a non-autonomous graph directed Markov
system, is based on a directed multigraph (V,E, i, t) and a sequence of edge incidence
matrices
(
A(n)
)
n∈N
. V will be a countable set of vertices and E will be a countable set
of edges. Each of the sets V and E may, and most likely will be, infinite. The functions
i, t : E → V give the direction on the graph such that for any given edge e ∈ E, i(e)
denotes the initial vertex of e and t(e) denotes the terminal vertex of e.
Furthermore, we assume that there are sequences (En)n∈N ⊆ E and (Vn)n≥0 ⊆ V , with
#Vn <∞ for each n ∈ N,
such that for each n ≥ 1 and each edge e ∈ En, we have
i(e) ∈ Vn−1 and t(e) ∈ Vn.
Here En may be infinite. Furthermore, without loss of generality, we assume that
V =
⋃
n≥0
Vn.
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Throughout the article, we fix d ∈ N, and for each n ≥ 0 and v ∈ Vn, we let
X (n) =
{
X(n)v : v ∈ Vn
}
where X
(n)
v is a non-empty compact, connected subset of Rd which is regularly closed, i.e.
X(n)v = Int(X
(n)
v ).
For fixed n ∈ N we assume that the X
(n)
v are disjoint ranging over Vn. However, this
assumption is nonessential and is taken only for the ease of exposition and simplification
of proofs. Remark 5.18 of [2] describes a process for lifting an autonomous graph directed
Markov system Φ, in which the spaces Xv are not necessarily disjoint, to a system Φ
′ such
that Φ and Φ′ have essentially the same limit set but the corresponding compact spaces X ′v
of Φ′ are disjoint. This procedure is easily modified to fit our non-autonomous framework.
For each time n ≥ 1, we consider En to be the alphabet at time n and let
Φ(n) =
{
ϕ(n)e : X
(n)
t(e) → X
(n−1)
i(e)
}
e∈En
be a collection of functions whose domains and codomains depend upon the direction and
time step of the multigraph. Later, for the sake of notational continuity, we will prefer
the notation I(n) := En for the alphabet at time n. Now for each n ∈ N there is an edge
incidence matrix
A(n) : En × En+1 → {0, 1}
defined by A
(n)
ab = 1 implies t(a) = i(b). Notice that when t(a) = i(b), then the domain
of ϕ
(n)
a , X
(n)
t(a), is equal to the codomain of ϕ
(n+1)
b , X
(n)
i(b), which shows that the composition
ϕ
(n)
a ◦ ϕ
(n+1)
b is possible, though not necessarily allowable. If A
(n)
ab = 1 will we say that the
composition ϕ
(n)
a ◦ ϕ
(n+1)
b is admissible, or allowable. In particular, this means that the
letter b is allowed to follow the letter a.
We now describe the many collections of words with which will be working. For 1 ≤
m ≤ n ≤ ∞ let
Em,n =
n∏
j=m
Ej .
If m = 1, we simply write En. For any finite word ω ∈ Em,n for 1 ≤ m ≤ n < ∞, we
let |ω| denote the length of ω, and we extend the notions of the functions i, t by letting
i(ω) := i(ωm) and t(ω) := t(ωn).
Definition 2.1. For 1 ≤ m ≤ n ≤ ∞, a word ω ∈ Em,n is called admissible if A
(j)
ωjωj+1 = 1
for all m < j ≤ n, or equivalently if we have
Am,jω :=
j∏
k=m
A(k)ωkωk+1 = 1.
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We let InA denote the set of admissible all words of length n, for 1 ≤ n ≤ ∞, that is,
InA :=
{
ω ∈ E∞ : A(j)ωjωj+1 = 1 for all 1 ≤ j ≤ n
}
.
If there is no confusion about the sequence A =
{
A(n)
}
n∈N
of incidence matrices, for
notational convenience we shall write In instead. Now for 1 < m ≤ n ≤ ∞ we let Im,n
denote the set of admissible words from time m to time n that are part of some infinite
admissible word. To say this another way in terms of extensions, we write
Im,n := {ω ∈ Em,n : A(j)ωjωj+1 = 1 for all m ≤ j ≤ n− 1,
and ∃α ∈ Im−1, γ ∈ I∞n+1 s.t. αωγ ∈ I
∞}.
If m = 1, we again abbreviate In := I1,n. We let I∗ denote the set of all finite admissible
words which originate from I(1), that is
I∗ = {ω : ∃n ∈ N s.t. ω ∈ In} .
For each finite word ω = ωmωm+1 . . . ωn ∈ I
m,n we associate the conformal map ϕm,nω given
by
ϕm,nω := ϕ
(m)
ωm
◦ · · · ◦ ϕ(n)ωn : X
(n)
t(ω) → X
(m)
i(ω); ϕ
(j)
ωj
∈ Φ(j), m ≤ j ≤ n.
From this moment on, for the sake of continuity of our notation and that of keeping with
the notation in [12], we will let
I(n) := En
denote the alphabet at time n. If no confusion arises, for the sake of notational convenience,
we will simply denote ϕω := ϕ
m,n
ω for ω ∈ I
m,n and ϕa := ϕ
(n)
a for a ∈ I(n). In particular, we
will use parentheses whenever we wish to talk about a single time step and no parentheses
when we wish to discuss longer words.
If we are interested in words originating from a particular vertex v, then for each of the
alphabets defined above, we can formulate the analogous definition for each 1 ≤ m ≤ n ≤
∞, by letting
Im,nv = {ω ∈ I
m,n : i(ω) = v} .
Using this notation we clearly have that
I(n) =
⋃
v∈V
I(n)v and I
n =
⋃
v∈V
Inv .
If a map ϕ : X → Y is conformal, or a similarity, we let Dϕ denote the usual derivative
ϕ′, or respectively the scaling factor, of ϕ, and set
‖Dϕ‖ = sup {|Dϕ(x)| : x ∈ X} .
We are now ready to define our primary object of study.
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Definition 2.2. A non-autonomous conformal graph directed Markov system (NCGDMS)
Φ is a sequence of maps, incidence matrices, and spaces together with a multigraph denoted
by
Φ =
((
Φ(n)
)
n∈N
,
(
A(n)
)
n∈N
,
(
X (n)
)
n≥0
, (Vn)n≥0 ,
(
I(n)
)
n∈N
, E, i, t
)
where
Φ(n) =
{
ϕ(n)e : X
(n)
t(e) → X
(n−1)
i(e)
}
e∈I(n)
,
such that the following hold:
(1) (Open Set Condition) ϕ
(n)
a (Int(X
(n)
t(a)))
⋂
ϕ
(n)
b (Int(X
(n)
t(b))) = ∅ for all n ∈ N, and
a 6= b ∈ I(n).
(2) (Conformality) For each v ∈ Vn and n ∈ N there is an open and connected W
(n)
v ⊇
X
(n)
v (independent of j) such that for each j ∈ I(n) with t(j) = v, the map ϕ
(n)
j
extends to a C1 conformal diffeomorphism of W
(n)
v into W
(n−1)
i(j) . Moreover, we can
assume that
diam(W (n)v ) ≤ 2 diam(X
(n)
v )(2.1)
for each n ∈ N and each v ∈ Vn.
(3) (Uniform Contraction) There is a constant η ∈ (0, 1) such that∣∣∣Dϕω|j+mj (x)∣∣∣ ≤ ηm
for all sufficiently large m ∈ N, all ω ∈ I∞, all j ≥ 1, and all x ∈ X(j+m)
t(ωj+m)
, where
ω|j+mj := ωjωj+1 . . . ωj+m.
In the sequel, for the ease of exposition, we assume that∣∣∣Dϕ(j)i (x)∣∣∣ ≤ η
for all j ∈ N, ω ∈ I∞, and x ∈ X
(j)
t(ωj)
.
(4) (Bounded Distortion) There is K ≥ 1 such that for all m ∈ N, for any k ≤ m, for
all ω ∈ Ik,m, ∣∣Dϕk,mω (x)∣∣ ≤ K ∣∣Dϕk,mω (y)∣∣
for all x, y ∈ X
(m)
t(ω).
(5) (Geometry Condition) There exists N ∈ N such that for all n ∈ N and all v ∈ Vn
there exist Γ
(n)
1 , . . .Γ
(n)
N ⊆W
(n)
v such that each of the Γ
(n)
j are convex, and
X(n)v ⊆
N⋃
j=1
Γ
(n)
j .
We also suppose there exists ϑ > 0 such that for each x ∈ X
(n)
v we have that
B(x, ϑ · diam(X(n)v )) ⊆W
(n)
v .(2.2)
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(6) (Uniform Cone Condition) There exist α, γ > 0 with γ < π
2
such that for every
n ∈ N, every v ∈ Vn, and every x ∈ ∂X
(n)
v there exists ux and an open cone
Con(x, ux, γ, α · diam(X
(n)
v )) ⊆ Int(X
(n)
v )
with vertex x, direction vector ux with unit length, central angle of Lebesgue mea-
sure γ, and altitude α · diam(X
(n)
v ) comparable to diam(X
(n)
v ).
(7) (Diameter Condition) For each n ∈ N we have
lim
n→∞
1
n
log dn = 0 and lim
n→∞
1
n
sup
k≥0
log
dk+n
dk
= 0,
where
dn = min
{
diam(X(n)v ) : v ∈ Vn
}
and dn = max
{
diam(X(n)v ) : v ∈ Vn
}
.
Furthermore, we assume that
lim
n→∞
1
n
log#Vn = 0.
A NCGDMS Φ is called stationary if the sequence of sets X (n) is constant, i.e. if X (n) =
X (m) for all n,m ∈ N. In other words, the collection X of compact connected spaces does
not depend on the time n. To emphasize when a particular NCGDMS is not stationary,
we will call that system non-stationary. If the collections Vn are singletons for every n ∈ N
and if the matrices A(n) contain only ones, i.e. every letter at time n + 1 is allowed to
follow every letter at time n, then we refer to the system Φ as a non-autonomous conformal
iterated function system (NCIFS).
A NCGDMS Φ is called finite if the collections Φ(n) are finite for each n, and infinite
otherwise. Φ is said to be uniformly finite if there is a constantM > 0 such that #I(n) < M
for each n ∈ N. In the sequel we will mainly work with finite NCGDMS in their full
generality. However, in Section 7 and parts of 10, we extend the results of [12] to particular
classes of infinite NCIFS.
Remark 2.3. Notice that this definition generalizes the notion of conformal GDMS and
NCIFS, in the sense of Rempe-Gillen and Urban´ski. In particular, if Φ is a stationary
NCGDMS such that the collections X (n) each contain the single space X , i.e. X (n) =
X (m) = {X} for all n,m ∈ N, then Φ is a NCIFS as described in [12]. Rempe-Gillen and
Urban´ski described what we would call a stationary NCIFS. Unless stated otherwise, in
this paper when we refer to a NCIFS we mean a NCGDMS, which is not necessarily non-
stationary, such that for each n ∈ N the collection X (n) of spaces at time n is a singleton
which may differ depending on the time n.
Now if Φ is stationary and the collections of functions Φ(n) = Φ(m) and the matrices
A(n) = A(m) for each n 6= m, then Φ is a conformal GDMS as described in [9]. If we wish
to emphasize a system’s lack of time dependence, we will call that system an autonomous
conformal GDMS. And of course, each of these different constructions is a generalization
of the theory of conformal iterated function systems as discussed in [7].
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Remark 2.4. We note that the Bounded Distortion Property (BDP) is automatically
satisfied whenever d ≥ 2. The case d = 2 follows from Koebe’s Distortion Theorem, and
the case d ≥ 3 follows from Liouville’s Theorem as whenever d ≥ 3 each conformal map
ϕ can be written as a composition of an inversion, a similarity, and a translation. In the
case that d = 1 the BDP needs to be checked. In the event that the system is comprised
of similarities, then the BDP is automatically satisfied taking K = 1.
An important consequence of the BDP is the following. Let m < n ∈ N and let ω ∈ In
such that ω = αβ with α ∈ Im and β ∈ Im+1,n then we have
‖Dϕω‖ ≤ ‖Dϕα‖ · ‖Dϕβ‖ ≤ K
2 ‖Dϕω‖ .
Remark 2.5. Although the Geometry Condition may seem overly prohibitive, we would
argue instead that this condition is in fact quite mild. We point out that this condition is
always satisfied in the case of any autonomous iterated function system or graph directed
Markov system, finite or infinite. Furthermore, this condition is satisfied if the set V of
vertices is finite. We also note that this condition is necessary in order to obtain the
following required dynamical assumption.
Proposition 2.6. There exists C > 0 such that for all m ≤ n ∈ N, all ω ∈ Im,n, and all
U ⊆ X
(n)
t(ω) we have
diam(ϕω(U)) ≤ C ‖Dϕω‖diam(U)(2.3)
and
diam
(
ϕω(X
(n)
t(ω))
)
≥ C−1 ‖Dϕω‖ diam(X
(n)
t(ω)).(2.4)
Proof. Let x ∈ U . Then either U ⊆ B
(
x, ϑ diam(X
(n)
t(ω))
)
or not. If so, let V denote the
convex hull of U . Then diam(V ) = diam(U) and V ⊆ W
(n)
t(ω). Then
diam(ϕω(U)) ≤ diam(ϕω(V )) ≤ ‖Dϕω‖ diam(V ) = ‖Dϕω‖diam(U).
Taking C1 = 1, suffices. Now, if U 6⊆ B
(
x, ϑ diam(X
(n)
t(ω))
)
, then
diam(U) ≥
1
2
ϑ diam(X
(n)
t(ω)).(2.5)
The Geometry Condition and mean value inequality together allow us to write
diam(ϕω(U)) ≤ diam
(
ϕω(X
(n)
t(ω))
)
≤
N∑
j=1
diam
(
ϕω(Γ
(n)
j )
)
≤
N∑
j=1
‖Dϕω‖ diam(Γ
(n)
j ).
In view of (2.1) and given that Γ
(n)
j ⊆W
(n)
t(ω) for each 1 ≤ j ≤ N we have
diam(ϕω(U)) ≤ N ‖Dϕω‖ diam(W
(n)
t(ω)) ≤ 2N ‖Dϕω‖ diam(X
(n)
t(ω)).
Finally, applying (2.5), we see that
diam(ϕω(U)) ≤
4N
ϑ
‖Dϕω‖diam(U).
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Taking C1 = max {1, 4N/ϑ} finishes the first assertion.
Now for the second assertion, fix x ∈ X
(n)
t(ω). Then
B(n)ω := B
(
x, ϑ diam(X
(n)
t(ω))
)
⊆ W
(n)
t(ω).
Let R ≥ 0 be the maximal radius such that B(ϕω(x), R) ⊆ ϕω(B
(n)
ω ). Then the Bounded
Distortion Property implies that
ϕ−1ω (B(ϕω(x), R)) ⊆ B
(
x,
∥∥D(ϕ−1ω )∥∥R) ⊆ B (x,K ‖Dϕω‖−1R) .
Therefore, K ‖Dϕω‖
−1R ≥ ϑ diam(X
(n)
t(ω)), as the maximality of R would be contradicted
if this were not the case. Hence we see that
ϕω
(
B(n)ω
)
⊆ B
(
ϕω(x), K
−1 ‖Dϕω‖ϑ diam(X
(n)
t(ω))
)
for every x ∈ X
(n)
t(ω). Thus taking C2 = ϑK
−1 finishes the second assertion as we have
diam
(
ϕω(X
(n)
t(ω))
)
≥ C2 ‖Dϕω‖ diam(X
(n)
t(ω)).
Finally, taking C ≥ max
{
C1, C
−1
2
}
completes the proof. 
In particular, the previous proposition gives that
C−1 ‖Dϕω‖diam(X
(n)
t(ω)) ≤ diam
(
ϕω(X
(n)
t(ω))
)
≤ C ‖Dϕω‖ diam(X
(n)
t(ω)),
and in fact
C−1dn ‖Dϕω‖ ≤ diam
(
ϕω(X
(n)
t(ω))
)
≤ Cdn ‖Dϕω‖ ,
for all ω ∈ In and n ∈ N.
Remark 2.7. While the two diameter conditions, may seem quite technical, we point out
that this is certainly true whenever there is some constant T ≥ 1 such that for each n ∈ N
and each v ∈ Vn
T−1 ≤ diam(X(n)v ) ≤ T.
We also note that the two diameter conditions together imply that
lim
n→∞
1
n
log dn = 0.(2.6)
Moreover, the assumption that
lim
n→∞
1
n
log#Vn = 0(2.7)
is quite reasonable given that Rempe-Gillen and Urban´ski showed that Bowen’s formula
does not hold in general for a stationary NCIFS for which the alphabets grow in size at
least exponentially. In fact we will see the same phenomena for NCGDMS, and since
#Vn ≤ #I
(n) for each n ∈ N we will see that our restriction (2.7) is much weaker than our
requirement of subexponential growth of the alphabets.
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Remark 2.8. The Uniform Cone Condition assures us that the spaces don’t become too
wild as the time step n goes to infinity. In particular, we know that the spaces X
(n)
v are
not being “pinched” too much, and instead we have that the ratio of the inner and outer
diameters is uniformly bounded in between two positive constants. We also point out that
this is a natural generalization of the cone condition presented in [9] for autonomous graph
directed Markov systems as well as the one presented in [13] for random graph directed
Markov systems.
As a consequence of the Bounded Distortion Property, Uniform Cone Condition and
Geometry Condition we have that there is some α′ ∈ (0, α] and γ′ ∈ (0, γ] such that
ϕω(X
(n)
t(ω)) ⊇ Con
(
ϕω(x), Dϕω(x)ux, γ
′, ‖Dϕω‖α
′ diam(X
(n)
t(ω))
)
⊇ Con
(
ϕω(x), Dϕω(x)ux, γ
′, C−1α′ diam(ϕω(X
(n)
t(ω)))
)
(2.8)
for each ω ∈ Im,n and x ∈ X
(n)
t(ω). See Theorem 4.1.7, and the preceding results, of [9] for
the details in the autonomous setting. The proof is similar in our setting, however we note
that (2.2) is crucial in showing that the constant K5, of Theorem 4.1.6 of [9] is finite.
The following definition and proposition provides natural conditions under which the
Uniform Cone Condition, and furthermore the Geometry Condition, is satisfied.
Definition 2.9. Given a compact connected space X , we respectively define the inner
radius to be the following
inrad(X) = sup {r : B(x, r) ⊆ X, x ∈ X} .
We say that a set X satisfies the radius ratio property if there is some T > 0 such that
inrad(X)
diam(X)
≥ T.
We say that a collection U of sets satisfies the uniform radius ratio property (URR) if there
exists a uniform constant T > 0 such that
inrad(U)
diam(U)
≥ T
for every U ∈ U .
Proposition 2.10. Suppose that the collection
X := {Xα}γ∈Γ
satisfies the URR property. Furthermore, suppose that Xγ is convex for each γ ∈ Γ. Then
the collection X satisfies the Uniform Cone Condition.
Proof. As X satisfies the uniform radius ratio property, each space Y ∈ X must contain a
ball of radius r := inrad(Y ) centered at some point c. Let x ∈ ∂Y and choose a point b on
the circle of radius r centered at c such that the line segment from c to b is perpendicular
to the line segment from x to c. Since r/ diam(Y ) ≥ T we have
|c− b| = r, and T · diam(Y ) ≤ r ≤ |c− x| ≤ diam(Y ).
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Letting
0 < γ := tan−1
(
r
diam(Y )
)
< π/2 and α := T < 1,
we see that Y must contain the cone Con(x, ux, γ, α · diam(Y )), where ux is the unit
length vector in the direction of c from x, which satisfies the Uniform Cone Condition as
desired. 
As a consequence of the previous proposition we see that if the collection
X =
{
X(n)v : v ∈ Vn, n ∈ N
}
satisfies the URR property and if each X
(n)
v is convex for each v ∈ Vn and each n ∈ N, then
the Uniform Cone Condition is satisfied.
The main object of interest in the study of IFS or their generalizations is the limit set.
To that end, for each n ∈ N and each ω ∈ In we define the level sets
Yω := ϕω(X
(n)
t(ω)) ⊆ X
(0)
i(ω) and Yn :=
⋃
ω∈In
Yω.
Then for n ≥ m we have Yn ⊆ Ym ⊆
⋃
v∈V0
X
(0)
v . As Vn is finite for each n, we have that
the sets Yω and Yn are compact.
Definition 2.11. The limit set of a NCGDMS Φ is defined to be the set
JΦ :=
∞⋂
n=1
⋃
ω∈In
ϕω(X
(n)
t(ω)).
Note that JΦ is contained in the disjoint union
⊔
v∈V0
X
(0)
v . Furthermore, if the alphabets
I(n) are each finite, then the limit set JΦ is compact. However, if any of the sets I
(n) are
infinite, then the limit set is in general not closed, and in fact its closure may have a much
larger Hausdorff dimension. It is well known that there are examples of infinite autonomous
IFS and GDMS with limit sets which are dense but have Hausdorff dimension equal to zero.
See, for example, [7], [9].
Given ω ∈ I∞, the sets Yω|n, where
ω|n = ω1ω2 . . . ωn,
forms a decreasing sequence of compact sets whose diameters go to zero, thanks in part
to the Uniform Contraction Principle and Diameter Condition. In fact, we have that the
diameters go to zero exponentially fast as the following lemma shows.
Lemma 2.12. Given ω ∈ I∞, the sequence diam(Yω|n) converges to zero exponentially fast.
Proof. Equation (2.3) gives that
diam(Yω|n) ≤ C
∥∥Dϕω|n∥∥ diam(X(n)t(ω)).
Applying the Uniform Contraction Principle and Diameter Condition we see
diam(Yω|n) ≤ Cη
ndn.
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Let 0 < ε < log(1/η). Now since 1/n log dn → 0, we then have that dn ≤ e
εn for all n
sufficiently large. Inserting this into our previous estimate we now have that
diam(Yω|n) ≤ C(ηe
ε)n.
However, the quantity on the right hand side goes to zero, which completes the proof. 
Given that the sets Yω|n are compact, the previous lemma gives that
⋂
n≥1 Yω|n is a
singleton, and we denote its only element by πΦ(ω). This association defines a projection
map
π := πΦ : I
∞ →
⊔
v∈V0
X(0)v .
We end this section with the following elementary proposition which states that the limit
set may also be thought of as the image of the set of infinite admissible words under the
coding map π. Its proof is analogous to that of Lemma 2.4 of [12], however we shall include
it here for the sake of completeness.
Proposition 2.13. πΦ(I
∞) = JΦ.
Proof. Given that Lemma 2.12 shows that the diameters of the sequence Yω|n go to zero
as n goes to infinity, we have that the map π is well defined. Furthermore the inclusion
π(I∞) ⊆ JΦ follows from the definition of π. Thus we have only to check the opposite
inclusion. To that end, let x ∈ JΦ. If Φ is a finite system we obviously have that the set
F = {ω ∈ In : x ∈ Yω}(2.9)
is finite, however if Φ is an infinite system the set given in (2.9) is still finite. This follows
from the Open Set Condition together with the Uniform Cone Condition.
We now form a directed graph on F by drawing an edge from ω to τ if and only if
τ = ω1 . . . ω|ω|−1, that is τ is equal to ω with the last symbol, ω|ω| deleted. As this graph
contains arbitrarily long directed paths originating at the the empty word, the degree of
each vertex is finite. Applying Ko¨nig’s lemma, we have an infinite word ω such that x ∈ Yω|n
for each n ∈ N. As we have that π(ω) = x, the proof is now complete. 
3. Subexponential Boundedness and Finite Primitivity
In this section we define two properties which will be imperative in the sequel and
investigate their properties and interconnections.
Definition 3.1. A NCGDMS is called subexponentially bounded if
lim
n→∞
1
n
log#I(n) = 0.
Given that Bowen’s formula holds for both infinite and finite autonomous GDMS and
IFS, one would expect that this should be the case for non-autonomous systems as well, or
at least certainly for finite non-autonomous systems. However, Rempe-Gillen and Urban´ski
showed in [12] that the problem is not that simple. For finite systems, the growth rate of
the alphabets I(n) is intricately related to the dimension of the limit set. In fact they
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give examples of finite systems, which are well behaved in all aspects other than growth
rates of the I(n), for which Bowen’s formula does not hold. As we will see, subexponential
boundedness will be necessary for Bowen’s formula to hold for a general finite NCGDMS
without imposing other stronger assumptions.
Definition 3.2. We say that a NCGDMS Φ is finitely primitive if there is a constant p ∈ N
such that for each n ∈ N, there is a finite set Λn ⊆ I
n+1,n+p such that the following hold.
(1) For all a ∈ I(n), b ∈ I(n+p+1) there is λ(a, b) := λ ∈ Λn such that aλb ∈ I
n,n+p+1.
(2) There is some constant Q > 0 such that for each m ∈ N and for each λ ∈ Λm we
have Q ≤
∥∥Dϕm+1,m+pλ ∥∥.
If the system Φ is finitely primitive with respect to a particular value p, we may say that
Φ is p-finitely primitive if we wish to call attention to the value p.
This property will be necessary to ensure that we are always able to continue extending
a given string.
Remark 3.3. If a system Φ is p-finitely primitive then for each n ∈ N we have then that
the entries of the matrix
Apn :=
n+p−1∏
j=n
A(j)
are all positive. Furthermore, every NCIFS is 0-finitely primitive, that is each letter at
time n + 1 is allowed to follow each letter at time n.
One important difference between the non-autonomous graph directed systems and NCIFS
is the condition of finite primitivity. In the case of NCIFS, as described in [12], each letter
at time n+1 is allowed to follow each of the letters at time n, which ensures that each letter
plays an equal role in forming the limit set. It is precisely the finite primitivity property
that gives us the analogous notion for NCGDMS. We will now explore further properties
of finite primitivity and their connections with subexponential boundedness, but first we
establish some useful notation.
For ω ∈ In and m ∈ N we let Ln+1,n+mω denote the set of all words of length m which are
allowed to follow ω. More precisely, we have
Ln+1,n+mω =
{
γ ∈ In+1,n+m
t(ω) : ωγ ∈ I
n+m
}
.
If m = 1 or if m = ∞, we instead use the notation L
(n+1)
ω or L∞ω respectively. Now for
m ∈ N define
Gmn := min
{
#Ln+1,n+mω : ω ∈ I
n
}
and G
m
n := max
{
#Ln+1,n+mω : ω ∈ I
n
}
,
and let
ξmn :=
G
m
n
Gmn
.
The quantities G
m
n and G
m
n respectively represent the greatest and least number of possible
words of length m that are allowed to follow any given letter in I(n). If m = 1, we adopt
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the notation Gn, Gn, and ξn instead. Since we are interested in only words with infinite
extensions, we may assume that each letter has at least one follower, and so we have that
Gmn ≥ 1, which subsequently implies that
1 ≤ ξmn ≤ G
m
n(3.1)
for all n,m ∈ N.
Observation 3.4. The inequalities
Gn ≤ Gn ≤ #I
(n+1) ≤ Gn ·#I
(n) and G
m
n ≤ Gn · · ·Gn+m−1
are clear, and imply that
#I(n+m+1) ≤ #In,n+m+1 ≤ #I(n) ·Gn · · ·Gn+m.
Observation 3.5. If a system is p-finitely primitive, then by definition, for all a ∈ I(n)
and b ∈ I(n+p+1) there is some λ ∈ In+1,n+p such that aλb is admissible. Thus we have that
#In,n+p+1 ≥ #I(n) ·#I(n+p+1).
Observation 3.6. Since p-finite primitivity gives us that for each a ∈ I(n) and b ∈ I(n+p+1)
there is a word of length p from a to b, we know that each a ∈ I(n) must have at least as
many p+ 1 length extensions as there are letters in I(n+p+1), i.e.
#Ln+1,n+p+1a ≥ #I
(n+p+1)
for each a ∈ I(n). Thus we have the inequality
#I(n+p+1) ≤ Gp+1n ≤ G
p+1
n ≤ #I
n,n+p+1.(3.2)
Combining all of the previous inequalities, we have the summary
Gn+p ≤ Gn+p ≤ #I
(n+p+1) ≤ Gp+1n ≤ G
p+1
n ≤ #I
n,n+p+1 ≤ #I(n) ·Gn · · ·Gn+p.
The following result follows immediately from the first inequality of Observation 3.4.
Corollary 3.7. If a system Φ is subexponentially bounded then limn→∞
1
n
logGn = 0.
The next lemma supplies a sort of converse to the previous corollary.
Lemma 3.8. If a system is p-finitely primitive and lim supn→∞
1
n
logGn ≤ L then
lim sup
n→∞
1
n
log#I(n) ≤ Lp.
Proof. In light of the previous observation, we see that it suffices to show that G
p
n also
grows at most exponentially with n. For ε > 0, Observation 3.4 gives us that
logG
p
n ≤
n+p−1∑
i=n
logGi ≤ (L+ ε) · (n+ n + 1 + · · ·+ n+ p− 1)
= (L+ ε) · [np+
p(p− 1)
2
]
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for n sufficiently large. Thus we see
1
n
logG
p
n ≤ Lp + εp+
(L+ ε) · p(p− 1)
2n
.
As ε > 0 was arbitrary, we have that
lim sup
n→∞
1
n
logG
p
n ≤ Lp
as desired. Since G
p+1
n grows subexponentially and given (3.2), we must have that
lim sup
n→∞
1
n
log#I(n) ≤ Lp,
which finishes the proof.

The previous lemma now immediately implies the following corollary.
Corollary 3.9. If a NCGDMS Φ is finitely primitive and limn→∞
1
n
logGn = 0, then Φ is
subexponentially bounded.
Together Corollaries 3.7 and 3.9 give that for a finitely primitive NCGDMS Φ, subexpo-
nential boundedness is equivalent to the condition that
lim
n→∞
1
n
logGn = 0.
In the sequel we will see that this condition plays the analogous role in the proof of Bowen’s
formula for finite NCGDMS as subexponential boundedness did for the respective proofs
in the setting of finite NCIFS of [12]. The following proposition shows that, without loss
of generality, we may assume that any finitely primitive NCGDMS is in fact 1-finitely
primitive, i.e. given two letters a ∈ I(n) and b ∈ I(n+2) there is some c ∈ Λn ⊆ I
(n+1) such
that the word acb is admissible for every n ≥ 1.
Proposition 3.10. If Φ is a p-finitely primitive NCGDMS, then there exists a subsystem
Φˆ of Φ that is 1-finitely primitive such that JΦˆ = JΦ.
Proof. First we note that if Φ is p-finitely primitive then for fixed n ∈ N and a ∈ I(n) there
is some λ(a, b) ∈ Λn ⊆ I
n+1,n+p such that aλ(a, b)b is admissible for each b ∈ I(n+p+1). With
that in mind, we create new alphabets
Iˆ(n) := I(n−1)p+1,np for n ≥ 1.
Making the appropriate modifications by taking new incidence matrices
Aˆ(n) : Iˆ(n) × Iˆ(n+1) → {0, 1}
given by
Aˆ
(n)
αβ = A
(np)
t(α)i(β),
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and letting
Φˆ(n) =
{
ϕˆ(n)e := ϕ
(np)
t(e) ◦ · · · ◦ ϕ
((n−1)p+1)
i(e) : X
(np)
t(e) → X
((n−1)p+1)
i(e)
}
e∈Iˆ(n)
,
Φˆ becomes a NCGDMS subsystem of Φ such that JΦˆ = JΦ.
Moreover Φˆ is 1-finitely primitive. To see this, let α ∈ Iˆ(n) and β ∈ Iˆ(n+2). Setting
a := t(α) ∈ I(np) and b := i(β) ∈ I((n+1)p+1), then by the p-finite primitivity of Φ there is
some
λ(a, b) ∈ Λnp ⊆ I
np+1,(n+1)p
such that aλ(a, b)b is admissible in Φ. Taking
γ := λ(a, b) ∈ Inp+1,(n+1)p = Iˆ(n+1)
we have that αγβ is admissible in Φˆ. Now letting
Λˆn := Λnp
and Qˆ := Q, from the definition of finite primitivity, shows that Φˆ is 1-finitely primitive.

Remark 3.11. If we take
Gˆn = G
p
n,
in the above proof, then in light of the proof of Lemma 3.8 and Corollary 3.9 taken together,
we note that that Φˆ is in fact subexponentially bounded if Φ is subexponentially bounded.
Remark 3.12. Notice that we are unable to say that any letter at time n + 1 is allowed
to follow any letter at time n as it may well be the case that the codomain and domain of
the respective associated functions may not be equal.
Remark 3.13. Despite the simplifying nature of Proposition 3.10, in the sequel we will
generally still work with p-finitely primitive systems as doing so will not muddy the proofs,
but in fact help us to keep better track of certain indices.
4. Pressure and Bowen Dimension
In this section we introduce the pressure and partition functions as well as the Bowen
dimension.
Definition 4.1. For each m,n ∈ N and each t ∈ [0, d] we define the following partition
functions:
Z(n)(t) :=
∑
ω∈I(n)
∥∥Dϕ(n)ω ∥∥t and Zm,n(t) := ∑
ω∈Im,n
‖Dϕm,nω ‖
t .
If m = 1 then we denote Z1,n(t) simply by Zn(t). Now we define the lower and upper
pressure functions respectively to be
P (t) := PΦ(t) := lim inf
n→∞
1
n
logZn(t) and P (t) := P
Φ
(t) := lim sup
n→∞
1
n
logZn(t).
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Remark 4.2. Notice that we can define Zn(t) differently if we sum over all letters stemming
from a particular vertex, in other words for n, k ∈ N we can write
Zn+k;v(t) =
∑
ω∈Inv
∑
τ∈Ln+1,n+kω
‖Dϕωτ‖
t and Zn(t) =
∑
v∈Vn
Zn;v(t),
where
Zn;v(t) :=
∑
ω∈Inv
‖Dϕω‖
t .
We now come to the following definition which will be our main focus in the sequel.
Definition 4.3. The Bowen dimension of a given NCGDMS Φ is defined to be the number
BΦ := sup {t ≥ 0 : P (t) ≥ 0} = inf {t ≥ 0 : P (t) ≤ 0} = sup {t ≥ 0 : Zn(t)→∞} .
If HD(JΦ) = BΦ we say that Bowen’s formula holds.
Remark 4.4. We remark that unlike the case of autonomous IFS and autonomous GDMS
which are strongly regular, the pressure function may not actually ever be equal to zero,
however we are still interested in the exact moment when the pressure function changes
from being positive to negative.
As we shall see shortly, the Bowen dimension serves as an upper bound for the Hausdorff
dimension the limit set of a NCGDMS. Following the ideas of [7], we can use the pressure
and partition functions to find similar lower bounds for the Hausdorff dimension, which
while quite often are strict lower bounds, are quite simple to calculate. We define the
following two numbers
θN = inf
{
t ≥ 0 : Z(n)(t) <∞ for all n ∈ N
}
and θΦ = inf {t ≥ 0 : P (t) <∞} .
Then by definition we have that
0 ≤ θN ≤ θΦ ≤ BΦ ≤ d.(4.1)
It is also worth mentioning that θN , while providing a weaker lower bound, is typically
easier to calculate than θΦ. In Section 11 we will use these lower bounds to estimate the
dimension of the Julia set for non-autonomous affine perturbations of an elliptic function.
The following lemma assures us that the non-autonomous pressure functions still have
the properties one might expect.
Lemma 4.5. The lower pressure function is strictly decreasing on the interval [θΦ, d] and
infinite for all 0 ≤ t < θΦ.
Proof. The second claim follows from the definition of θΦ, so it suffices to consider t > θΦ
and let ε > 0. As t > θΦ we have that lim supn→∞ Zn(t) <∞. Then
Zn(t+ ε) =
∑
ω∈In
‖Dϕω‖
t+ε ≤
∑
ω∈In
ηnε ‖Dϕω‖
t = ηnεZn(t).
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Thus we have
P (t+ ε) = lim inf
n→∞
1
n
logZn(t+ ε) ≤ lim inf
n→∞
1
n
log(ηnεZn(t)) = ε log η + P (t) ≤ P (t),
which finished the proof. 
Remark 4.6. Similar statements and proofs show that the upper pressure function as well
as the upper and lower pressure functions for a given vertex v ∈ V0.
In the next lemma we show that the Bowen dimension of a NCGDMS Φ is always an
upper bound of the Hausdorff dimension of the limit set JΦ.
Lemma 4.7. If Φ is a NCGDMS then
HD(JΦ) ≤ BΦ.
Proof. Let Un =
{
ϕω(X
(n)
t(ω)) : ω ∈ I
n
}
. Then Un is a cover of JΦ such that diam(Un) ≤ η
n.
Fix t > BΦ. Then P (t) < 0. Calculating the t-dimensional Hausdorff measure we have∑
ω∈In
diamt(ϕω(X
(n)
t(ω))) ≤
∑
ω∈In
(
C · ‖Dϕω‖ · diam(X
(n)
t(ω))
)t
≤ (Cdn)
tZn(t).
We now let ε > 0 sufficiently small such that (P (t) + ε(t+ 1)) < 0, and recall that
lim
n→∞
1
n
log dn = 0.
By taking n sufficiently large, we see
H tδ(JΦ) ≤ lim inf
n→∞
∑
ω∈In
diamt(Yω) ≤ lim inf
n→∞
(Cdn)
tZn(t) ≤ lim inf
n→∞
en(P (t)+ε(t+1)) = 0.(4.2)
Thus, letting δ → 0 we have H t(JΦ) = 0. As this is true for each t ≥ BΦ, we have that
HD(JΦ) ≤ BΦ. 
Lemma 4.7 shows that half of Bowen’s formula always holds. The next few sections
will be devoted to proving the other half. As in the case of the theory of stationary
NCIFS developed in [12], we cannot expect that the other half of Bowen’s formula, i.e.
BΦ ≤ HD(JΦ), will hold in the generality of Lemma 4.7.
5. General Lower Bound
In this section we give a general lower bound for the Hausdorff dimension of a general
NCGDMS. This rather technical theorem will be our main tool in establishing Bowen’s
formula for certain classes of non-autonomous systems in the sequel.
Bowen’s formula is based on the idea that the level sets Yn =
⋃
ω∈In ϕω(X
(n)
t(ω)) are the
optimal coverings of the limit set JΦ in the sense of Hausdorff measure. Unlike the au-
tonomous case, this is not necessarily true for the non-autonomous case without additional
assumptions. In order to estimate a lower bound of the Hausdorff dimension of the limit
set we first let
cn := min
a∈I(n)
∥∥Dϕ(n)a ∥∥ and cn := max
a∈I(n)
∥∥Dϕ(n)a ∥∥ .
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for each n ∈ N. Note that 0 < cn ≤ cn < 1 by the uniform contraction principle. The
Open Set Condition and Uniform Cone Condition together give that the volume of the set⋃
a∈I(n) ϕ
(n)
a (X
(n)
t(a)) is larger, up to a constant multiple, than
C#I(n) · cn · dn.
In particular, we have
diam
 ⋃
a∈I(n)
ϕ(n)a (X
(n)
t(a))
 ≥ const · d√#I(n) · cn · dn
≥ const ·(Gn−1)
1
d · cn · dn.
Thus for each n ∈ N we let
Z˜n+1(t) := Zn(t) · (Gn)
t
d · ctn+1 · (dn+1)
t.
Considering the definition of the Bowen dimension with Zn(t) replaced with Z˜n(t), one
might quite reasonably expect that HD(JΦ) ≥ t whenever lim inf Z˜n(t) > 0. The next
theorem will show that this is indeed the case whenever the following constants are well
behaved. Let
ρn := sup
a,b∈I(n)
∥∥∥Dϕ(n)a ∥∥∥∥∥∥Dϕ(n)b ∥∥∥ =
cn
cn
≥ 1,
and let
δ := lim sup
n→∞
1
n
logGn.(5.1)
Finally, defining
κ(t) := lim inf
n→∞
1
n
log
Z˜n(t)
1 + logmaxj≤n+1 {ρj}+ supk≥0 log(dn+k/dn)
,(5.2)
we have now established all of the machinery necessary to prove our main technical theorem.
Its proof relies on the use of the mass distribution principle, see, for example, [4].
Theorem 5.1. Suppose Φ is a p-finitely primitive finite NCGDMS. If t > 0 such that
δ <
κ(t)
p2 + p+ 1
,
we have HD(JΦ) > t.
Proof. Choose 0 < δ′, κ′ such that
0 ≤ δ < δ′ <
κ′
p2 + p+ 1
<
κ(t)
p2 + p+ 1
.
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Let mj be a measure supported on Yj defined such that for ω ∈ I
j
mj(Yω) = mj
(
ϕω(X
(j)
t(ω))
)
=
‖Dϕω‖
t
Zj(t)
·
Let n + p < j, and let ω ∈ In. As we wish to estimate mj(Yω), we first note that finite
primitivity allows us to write
Zj(t) =
∑
ω∈Ij
‖Dϕω‖
t ≥
∑
β∈In
λ∈Λn, α∈In+p+1,j
βλα∈Ij
‖Dϕβλα‖
t ≥ K−4t
∑
β∈In
λ∈Λn, α∈In+p+1,j
βλα∈Ij
‖Dϕβ‖
t ·
∥∥Dϕn+1,n+pλ ∥∥t · ∥∥Dϕn+p+1,jα ∥∥t
≥ K−4t
∑
β∈In
α∈In+p+1,j
‖Dϕβ‖
t ·Qt ·
∥∥Dϕn+p+1,jα ∥∥t = K−4tQt ∑
β∈In
‖Dϕβ‖
t
∑
α∈In+p+1,j
∥∥Dϕn+p+1,jα ∥∥t
= const ·Zn(t) · Zn+p+1,j(t).
So in particular we have
Zn+p+1,j(t) ≤ const
Zj(t)
Zn(t)
.(5.3)
Now
mj(Yω) = mj
 ⋃
γ∈Ln+1,jω
ϕωγ(X
(j)
t(ωγ))

=
∑
γ∈Ln+1,jω
mj
(
ϕωγ(X
(j)
t(ωγ))
)
since ϕωγ(Xt(ωγ))
⋂
ϕωγ′(Xt(ωγ′)) = ∅ for each γ 6= γ
′ ∈ Ln+1,jω .
Then, applying the Bounded Distortion Property we have∑
γ∈Ln+1,jω
mj(Yωγ) =
∑
γ∈Ln+1,jω
‖Dϕωγ‖
t
Zj(t)
≤ ‖Dϕω‖
t ·
∑
γ∈Ln+1,jω
∥∥Dϕn+1,jγ ∥∥t
Zj(t)
≤
‖Dϕω‖
t
Zj(t)
·
∑
γ∈In+1,j
∥∥Dϕn+1,jγ ∥∥t = ‖Dϕω‖tZj(t) · Zn+1,j(t).
Thus we have
(5.4)
∑
γ∈Ln+1,jω
mj(Yωγ) ≤
‖Dϕω‖
t
Zj(t)
· Zn+1,j(t).
Invoking our prior observation and combining with equation (5.3) we have
mj(Yω) ≤
‖Dϕω‖
t
Zj(t)
· Zn+1,j(t) =
‖Dϕω‖
t
Zj(t)
·
Zn+1,j(t)
Zn+p+1,j(t)
· Zn+p+1,j(t)
≤ const ·
‖Dϕω‖
t
Zj(t)
·
Zn+1,j(t)
Zn+p+1,j(t)
·
Zj(t)
Zn(t)
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= const ·
‖Dϕω‖
t
Zn(t)
·
Zn+1,j(t)
Zn+p+1,j(t)
.
Noticing that
Zn+1,j(t) =
∑
β∈In+1,n+p
∑
γ∈Ln+p+1,j
β
‖Dϕβγ‖
t ≤
∑
β∈In+1,n+p
∑
γ∈Ln+p+1,j
β
‖Dϕβ‖
t ‖Dϕγ‖
t
≤
 ∑
β∈In+1,n+p
‖Dϕβ‖
t
 ·
 ∑
γ∈In+p+1,j
‖Dϕγ‖
t

= Zn+1,n+p(t) · Zn+p+1,j(t).
Then we are able to estimate the ratio
Zn+1,j(t)
Zn+p+1,j(t)
≤
Zn+1,n+p(t) · Zn+p+1,j(t)
Zn+p+1,j(t)
= Zn+1,n+p(t).
Recall that Lemma 3.8 implies that if lim supn→∞
logGn
n
< δ′ <∞ then
lim sup
n→∞
log#I(n)
n
< p · δ′.
Since cn < 1, for sufficiently large n we have∑
a∈I(n)
∥∥Dϕ(n)a ∥∥t ≤ #I(n) · ctn ≤ #I(n) ≤ ep·δ′n.
Hence we see that
Zn+1,n+p(t) ≤ e
p·δ′n · ep·δ
′(n+1) . . . ep·δ
′(n+p) = ep·δ
′(n+n+1+···+n+p) = ep·δ
′·n(p+1) · e
1
2
δ′·p2(p+1).
Since p is fixed, and taking ε = δ′ · p(p+ 1) we have
Zn+1,n+p(t) ≤ const ·e
εn,
and consequently we are left with
mj(Yω) ≤ const ·
eεn ‖Dϕω‖
t
Zn(t)
.(5.5)
Now let r > 0 and let B ⊆ Rd be a ball of radius r. Let W ⊆ I∗ be the set of finite words
such that each ω ∈ W satisfies the following conditions:
• B
⋂
Yω 6= ∅,
• diam(Yω) ≥ r,
• diam(Yωa) < r for some a ∈ L
(|ω|+1)
ω .
Now let W ′ ⊆W be the set of all words in W which are not extensions of some other word
in W . Then for ω 6= γ ∈ W ′, the sets Yω and Yγ are disjoint and have diameters at least as
great as r. It follows from the Bounded Distortion Principle and Uniform Cone Condition
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that each set Yω contains a cone based at a point of B with diameter comparable to r.
Indeed, from (2.8), we see that
Yω ⊇ Con
(
ϕω(x), Dϕω(x)ux, γ
′, C−1α′ diam(Yω)
)
⊇ Con
(
ϕω(x), Dϕω(x)ux, γ
′, C−1α′r
)
for each ω ∈ W ′ and x ∈ X
(|ω|)
t(ω) . Considering the total volume of these cones, we see that
there must be some constant P > 0, independent of r, such that at most P of the sets Yω,
for ω ∈ W ′ can be pairwise disjoint. In particular, we must have that #W ′ ≤ P and for
each k, the number of words in W of length k must also bounded by P . In other words,
#(Ik
⋂
W ) ≤ P .
Let τ ∈ W ′ and set k = |τ|. For each m ≥ 0 define the set
Wτ(m) =
{
ω ∈ Ik+m
⋂
W : τ = ω|k
}
,
where ω|k := ω1ω2 . . . ωk. Let ω ∈ Wτ(m). Then
diam(Yω|k+1) ≤ C
∥∥Dϕω|k+1∥∥ · diam(X(k+1)t(ωk+1))
≤ C
∥∥Dϕω|k∥∥ · ∥∥∥Dϕ(k+1)ωk+1 ∥∥∥ · diam(X(k+1)t(ωk+1))
≤ C2
diam(Yω|k)
diam(X
(k)
t(ωk)
)
·
∥∥∥Dϕ(k+1)ωk+1 ∥∥∥ · diam(X(k+1)t(ωk+1))
= C2 diam(Yω|k) ·
diam(X
(k+1)
t(ωk+1)
)
diam(X
(k)
t(ωk)
)
·
∥∥Dϕ(k+1)a ∥∥ ·
∥∥∥Dϕ(k+1)ωk+1 ∥∥∥∥∥∥Dϕ(k+1)a ∥∥∥(5.6)
for any a ∈ L
(k+1)
ω|k
. Estimating diam
(
ϕω|ka(X
(k)
t(a))
)
we see
diam(Yω|ka) ≥ C
−1
∥∥Dϕω|k∥∥ diam(ϕ(k+1)a (X(k+1)t(a) ))
≥ C−2
∥∥Dϕω|k∥∥ · ∥∥Dϕ(k+1)a ∥∥ diam(X(k+1)t(a) )
≥ C−3
diam(Yω|k)
diam(X
(k)
t(ωk)
)
·
∥∥Dϕ(k+1)a ∥∥ · diam(X(k+1)t(a) ).
Thus, solving for diam(Yωk), we see that
diam(Yωk) ≤ C
3 diam(Yω|ka) ·
diam(X
(k)
t(ωk)
)
diam(X
(k+1)
t(a) )
·
∥∥Dϕ(k+1)a ∥∥−1 .(5.7)
Inserting (5.7) into (5.6), we have
diam(Yω|k+1) ≤ C
2 diam(Yω|k) ·
∥∥Dϕ(k+1)a ∥∥ · ρk+1 · diam
(
X
(k+1)
t(ωk+1)
)
diam
(
X
(k)
t(ωk)
)
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≤ C5 diam(Yω|ka) · ρk+1 ·
diam
(
X
(k+1)
t(ωk+1)
)
diam(X
(k+1)
t(a) )
≤ C5 · r · ρk+1 ·
diam
(
X
(k+1)
t(ωk+1)
)
diam
(
X
(k+1)
t(a)
) .(5.8)
Now estimating diam(Yω) we have
diam(Yω) ≤ C ‖Dϕω‖ · diam
(
X
(k+m)
t(ω)
)
≤ C
∥∥Dϕω|k+1∥∥ · ∥∥∥∥Dϕk+2,k+mω|k+m
k+2
∥∥∥∥ · diam(X(k+m)t(ω) )
≤ C2
diam(Yω|k+1)
diam(X
(k+1)
t(ωk+1)
)
·
∥∥∥∥Dϕk+2,k+mω|k+m
k+2
∥∥∥∥ · diam(X(k+m)t(ω) ).
Inserting our estimate (5.8) of diam(Yω|k+1), we now have
diam(Yω) ≤ C
7 · r · ρk+1 ·
∥∥∥∥Dϕk+2,k+mω|k+m
k+2
∥∥∥∥ · diam
(
X
(k+1)
t(ωk+1)
)
diam
(
X
(k+1)
t(a)
) · diam(X(k+m)t(ω) )
diam(X
(k+1)
t(ωk+1)
)
≤ C7 · r · ρk+1 · η
m−1 ·
diam(X
(k+m)
t(ω) )
diam(X
(k+1)
t(a) )
≤ C7 · r · ρk+1 · η
m−1 ·
dk+m
dk+1
.
Since for ω ∈ W we have diam(Yω) ≥ r we have that r ≤ rC
7ηm−1ρk+1 ·
dk+m
dk+1
implies that
m ≤
log C
7
η
log η−1
·
[
1 + log ρk+1 + log
dk+m
dk+1
]
= const
[
1 + log ρk+1 + log
dk+m
dk+1
]
.
Since Wτ(m) is a collection of words length k+m of W , we must have that #Wτ(m) ≤ P ,
hence letting
Wτ =
∞⋃
m=0
Wτ(m) =
⋃{
Wτ(m) : 0 ≤ m ≤ const · log
[
1 + ρ|τ|+1 + log
d|τ|+m
d|τ|+1
]}
,
we see that
#Wτ ≤ const ·
[
1 + log ρ|τ|+1 + sup
j≥1
log
d|τ|+j
d|τ|+1
]
.
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Since #W is bounded, there is a constant ∆B which depends on the ball B with ∆B =
maxω∈W |ω| <∞. Temporarily fixing ω ∈ W with |ω| = n, let
Cω =
{
a ∈ L(n+1)ω : Yωa
⋂
B 6= ∅ and diam(Yωa) ≤ r
}
.
Then
B
⋂
J ⊆
⋃
ω∈W
⋃
a∈Cω
Yωa.
Since the Yωa have disjoint interiors for ω ∈ W and a ∈ Cω, and since
⋃
a∈Cω
Yωa is contained
in the disk of radius 2r with the same center as B, we have
const ·rd ≥
∑
a∈Cω
diamd(Yωa) ≥
∑
a∈Cω
C−d ‖Dϕωa‖
d diamd(X
(n+1)
t(a) )
≥ C−dK−2d ‖Dϕω‖
d · (dn+1)
d ·
∑
a∈Cω
∥∥Dϕ(n+1)a ∥∥d .
From this, we get the estimate
‖Dϕω‖ ≤ d
√√√√ const ·rd
(dn+1)
d
∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥d =
const ·r
dn+1
d
√∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥d .
Now let j ≥ ∆B+p+1. Using (5.5) and (5.4) we can estimate the j
th measure of
⋃
a∈Cω
Yωa
as
mj
( ⋃
a∈Cω
Yωa
)
≤
∑
a∈Cω
mj(Yωa) ≤
const ·eε(n+1)
Zn+1(t)
∑
a∈Cω
‖Dϕωa‖
t
≤
const ·eε(n+1) ‖Dϕω‖
t
Zn+1(t)
·
∑
a∈Cω
∥∥Dϕ(n+1)a ∥∥t
≤
const ·eε(n+1)
Zn+1(t)
·
const ·rt
(dn+1)
t
(∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥d) td ·
∑
a∈Cω
∥∥Dϕ(n+1)a ∥∥t
=
const ·eε(n+1) · rt
(dn+1)
t · Zn+1(t)
·
∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥t(∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥d) td .
Setting ϑ := d
t
≥ 1 and using Ho¨lder’s inequality we can estimate the fraction on the right
to be ∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥t(∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥d) td =
∑
a∈Cω
∥∥∥Dϕ(n+1)a ∥∥∥t(∑
a∈Cω
(∥∥∥Dϕ(n+1)a ∥∥∥t)ϑ)
1
ϑ
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≤ (#Cω)
1− 1
ϑ ≤
(
#L(n+1)ω
)1− t
d ≤
(
Gn
)1− t
d .
Replacing our estimate into the inequality above we see that
mj
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
Zn+1(t)
· (dn+1)
−t ·
(
Gn
)1− t
d · eε(n+1)
=
const ·rt
Zn+1(t)
· (dn+1)
−t · ξ
1− t
d
n · (Gn)
1− t
d · eε(n+1).
Now, since ξn ≤ Gn, in light of our hypothesis (5.1), we see that ξn ≤ e
δ′(n) ≤ eδ
′(n+1)
for sufficiently large n. This then gives us that ξ
1− t
d
n ≤ const ·eδ
′(n+1), and letting ε′ =
δ′(p2 + p+ 1), we have
mj
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
Zn+1(t)
· (dn+1)
−t · (Gn)
1− t
d · ξ
1− t
d
n · e
ε(n+1)
≤
const ·rt
Zn+1(t)
· (dn+1)
−t · (Gn)
1− t
d · e(n+1)·(ε+δ
′)
=
const ·rt
Zn+1(t)
· (dn+1)
−t · (Gn)
1− t
d · eε
′(n+1).(5.9)
Now we estimate Zn+1(t)
Zn+1(t) =
∑
γ∈In+1
‖Dϕγ‖
t =
∑
β∈In
∑
a∈L
(n+1)
β
‖Dϕβa‖
t
≥ K−2t ·
∑
β∈In
∑
a∈L
(n+1)
β
‖Dϕβ‖
t ‖Dϕa‖
t ≥ K−2t ·
∑
β∈In
∑
a∈L
(n+1)
β
‖Dϕβ‖
t · ctn+1
= K−2t · ctn+1
∑
β∈In
∑
a∈L
(n+1)
β
‖Dϕβ‖
t = K−2t · ctn+1 ·
∑
β∈In
‖Dϕβ‖
t ·#L
(n+1)
β
≥ K−2t · ctn+1 ·Gn ·
∑
β∈In
‖Dϕβ‖
t
= K−2t · ctn+1 ·Gn · Zn(t).(5.10)
Thus replacing into our estimate of the measure of
⋃
a∈Cω
Yωa we have
mj
( ⋃
a∈Cω
Yωa
)
≤
const ·rt · eε
′(n+1) (Gn)
1− t
d (dn+1)
−t
Zn+1(t)
≤
const ·rt · eε
′(n+1) · (Gn)
1− t
d (dn+1)
−t
K−2t · Zn(t) · ctn+1 ·Gn
=
const ·rt · eε
′(n+1)
Zn(t) · ctn+1 · (Gn)
t
d (dn+1)
t
=
const ·eε
′(n+1) · rt
Z˜n+1(t)
.
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Since κ′ < κ(t) = lim infn→∞
1
n
log Z˜n(t)
1+logmaxj≤n ρj+supk≥1 log
dn+k
dn+1
, then for sufficiently large n,
we have
eκ
′n ≤
Z˜n(t)
1 + logmaxj≤n ρj + supk≥1 log
dn+k
dn+1
.
Now letting τ ∈ W ′ and ω ∈ Wτ and recalling that ε
′ = δ′(p2 + p+ 1) < κ′ we have
mj
( ⋃
a∈Cω
Yωa
)
≤
const ·eε
′(n+1)
Z˜n+1(t)
· rt
≤
const ·eε
′(n+1)
eκ′(n+1) ·
(
1 + logmaxj≤n+1 ρj + supk≥1 log
dn+k
dn+1
) · rt
≤
const
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
· e(ε
′−κ′)(n+1) · rt
≤
const
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
· rt.
Then for r sufficiently small and n = |ω| sufficiently large and noting that the cardinalities
of W , W ′, and Wτ are all bounded, we see that
mj(B) ≤ mj
( ⋃
τ∈W ′
⋃
ω∈Wτ
⋃
a∈Cω
Yωa
)
≤
∑
τ∈W ′
∑
ω∈Wτ
mj
( ⋃
a∈Cω
Yωa
)
≤
∑
τ∈W ′
rt ·
∑
ω∈Wτ
const
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
≤ const ·rt
∑
τ∈W ′
#Wτ
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
≤ const ·rt.
Taking m to be an arbitrary weak limit of the sequence (mj)
∞
j=1 we have that
m(B) ≤ const ·rt,
and therefore applying the mass distribution principle, it follows that HD(JΦ) ≥ t. 
To conclude this section we would like to present a simpler lower bound for a system for
which Bowen’s formula holds.
Remark 5.2. Note that the formula presented in (5.3) more generally gives us that
Zn(t) ≥ K
−ntZ(1)(t) · · ·Z(n)(t).
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So in particular, given a NCGDMS Φ for which Bowen’s formula holds, if there is some
M > 1 such that
Z(n)(t) ≥MK
t
for all n ∈ N then P (t) > 0 and thus HD(JΦ) ≥ t.
Even though this lower bound is less sophisticated than the one provided by Theorem
5.1, we will be able to make good use of it later.
6. Balancing Conditions
We now present the conditions imposed upon the derivatives, which along with Theorem
5.1, will ensure that Bowen’s formula holds.
Definition 6.1. A NCGDMS is called perfectly balanced if ρn = 1 for all n ∈ N and
furthermore ϕ
(n)
a are affine similarities. The system is called balanced if there is a constant
C ≥ 1 such that ρn ≤ C for all n ∈ N and weakly balanced if
lim
n→∞
1
n
log ρn = 0.
The system is called barely balanced if
lim
n→∞
log(1 + log ρn)
n
= 0.
Note that for the above definitions, we have the following chain of implications
perfectly balanced ⇒ balanced ⇒ weakly balanced ⇒ barely balanced.
In the following lemma we will see that for barely balanced systems, the lower bound given
in Theorem 5.1 depends only on the quantity
Z˜n(t) = Zn−1(t) ·
(
Gn−1
) t
d · ctn · d
t
n.
Lemma 6.2. Let Φ be a finitely primitive NCGDMS.
(1) The function
P˜ (t) := lim inf
n→∞
1
n
log Z˜n(t)
is strictly decreasing when it is finite and in fact
P˜ (t′) ≥ P˜ (t) + (t− t′) log
1
η
when t′ < t and P˜ (t) <∞.
(2) Suppose that Φ is barely balanced, and that t ≥ 0 such that
P˜ (t) ≥ 0
Then HD(JΦ) ≥ t.
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Proof. Noting that for each a ∈ I(n), x ∈ X
(n)
t(a), and r > 0 such that B(x, r) ⊆ X
(n)
t(a) the
Bounded Distortion Property gives us that
X
(n−1)
i(a) ⊇ ϕ
(n)
a (X
(n)
t(a)) ⊇ ϕ
(n)
a (B(x, r)) ⊇ B
(
ϕ(n)a (x), K
−1 · r ·
∥∥Dϕ(n)a ∥∥) .
This implies that ϕ
(n)
a (X
(n)
t(a)) must contain a ball of radius comparable to cn, and so the
Open Set Condition must give us that there is some constant L > 0, depending only on
the dimension d, such that
#I(n)cdn ≤ L ·#Vn−1d
d
n−1.
For each n ∈ N define Cn to be the number
Cn := L ·#Vn−1 · d
d
n−1 · d
d
n.
The Diameter Condition ensures that Cn is subexponentially bounded. In particular, in
view of Observation 3.4, we have that
Gn−1 · c
d
n · d
d
n ≤ Cn.(6.1)
Then for t′ < t and sufficiently large n
Z˜n+1(t)
Z˜n+1(t′)
=
Zn(t)
Zn(t′)
·
(
(Gn)
1
d · cn+1 · dn+1
)t−t′
≤
Zn(t)
Zn(t′)
· C
t−t′
d
n ≤ C
t−t′
d
n · η
n(t−t′).
Hence we arrive at the estimate
P˜ (t′) = lim inf
n→∞
1
n+ 1
log Z˜n+1(t
′) ≥ (t− t′) log
1
η
+ lim inf
n→∞
(
logZn(t)
n
−
(t− t′) logCn
nd
)
= (t− t′) · log
1
η
+ P˜ (t),
which proves the first claim.
To prove the second claim, we begin by supposing that Φ is a barely balanced NCGDMS
with 0 ≤ t′ < t such that P˜ (t) ≥ 0. Then we have that P˜ (t′) > 0 and thus Z˜n(t
′) must
grow at least exponentially in n. However, as Φ is barely balanced, the quantity
1 + logmax
j≤n
{ρj}+ sup
k≥1
log
dn+k
dn+1
grows subexponentially due to the Diameter Condition. Hence κ(t′) = ∞. Applying
Theorem 5.1, we have that HD(JΦ) ≥ t
′. As t′ < t was arbitrary we have that HD(JΦ) ≥
t. 
Corollary 6.3. Let Φ be a weakly balanced and finitely primitive NCGDMS such that
lim
n→∞
1
n
logGn = 0.
Then HD(JΦ) = BΦ.
30 JASON ATNIP
Proof. Notice that limn→∞
1
n
logGn = 0 implies that
lim
n→∞
1
n
logGn = 0 and lim
n→∞
1
n
log ξn = 0.
Now let t < BΦ. Then P (t) > 0 and thus Zn(t) grows exponentially in n. Hence
Zn+1(t) =
∑
β∈In
∑
a∈L
(n+1)
β
‖Dϕβa‖
t ≤
∑
β∈In
‖Dϕβ‖
t
∑
a∈L
(n+1)
β
∥∥Dϕ(n+1)a ∥∥t
≤ Zn(t) ·Gn · c
t
n+1
= Zn(t) ·Gn · ξn · ρ
t
n+1 · c
t
n+1
= Z˜n+1(t) · (Gn)
1− t
d · ξn · ρ
t
n+1 · d
−t
n+1.(6.2)
Since the system is weakly balanced, the quantity (Gn)
1− t
d · ξn · ρ
t
n+1 · d
−t
n+1 grows at most
subexponentially in n, and so
P˜ (t) = lim inf
n→∞
1
n
log Z˜n(t) ≥ lim inf
n→∞
1
n
logZn(t) = P (t) > 0.
Thus applying Lemma 6.2 implies that HD(JΦ) ≥ t. As t < BΦ was chosen arbitrarily we
have that HD(JΦ) ≥ BΦ, which in light of Lemma 4.7, gives the desired result. 
Together with Corollary 3.9, Corollary 6.3 completes the proof of Theorem 1.1. Now we
consider systems whose alphabets grow exponentially in size.
Corollary 6.4. Suppose that Φ is a finitely primitive NCGDMS such that
lim sup
n→∞
1
n
logGn <∞ and lim sup
n→∞
1
n
log ρn <∞.
If limn→∞ cn = 0, then HD(JΦ) = BΦ.
Proof. Fix t < BΦ. Then Zn(t) grows superexponentially which implies that P˜ (t) > 0. To
see this let ε > 0 and let t′ = t− ε. Then for sufficiently large n we have
Zn(t
′) =
∑
ω∈In
‖Dϕω‖
t−ε =
∑
ω∈In
‖Dϕω‖
t ‖Dϕω‖
−ε ≥
∑
ω∈In
‖Dϕω‖
t ·
(
max
ω∈In
‖Dϕω‖
)−ε
= Zn(t) ·
(
max
ω∈In
‖Dϕω‖
)−ε
≥ Zn(t) ·
n∏
j=1
(cj)
−ε ≥
n∏
j=1
(cj)
−ε.
Since cn → 0 then ∑n
i=1− log cn
n
→∞,
and thus we have that
logZn(t
′)
n
→∞.
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In light of (6.2), we have
Z˜n(t
′) ≥
Zn(t
′)(
Gn−1
)1− t′
d · ρt′n · ξn−1 · d
−t′
n
.
As the numerator grows superexponentially and the denominator grows at most exponen-
tially with n by assumption, we see that Z˜n(t
′) → ∞, and thus HD(JΦ) > t
′ = t − ε.
Since t < BΦ and ε > 0 were chosen arbitrarily we see that HD(JΦ) ≥ BΦ, finishing the
proof. 
The following corollary provides explicit estimates for the Hausdorff dimension for sys-
tems with at most exponential growth. In particular, we are able to fully calculate the
dimension for systems that have regular exponential growth.
Corollary 6.5. Suppose that Φ is a finitely primitive NCGDMS such that
0 < a0 := lim inf
n→∞
1
n
logGn ≤ lim sup
n→∞
1
n
logGn := a1 <∞
and
0 < b0 := lim inf
n→∞
1
n
log
(
1
cn
)
≤ lim sup
n→∞
1
n
log
(
1
cn
)
:= b1 <∞.
Then
a0
b1
≤ HD(J) ≤
a1
b0
.
Moreover if the associated general limit of the above limits exists and we have that a :=
a0 = a1 and b := b0 = b1, then
HD(JΦ) = a/b.
Proof. As the second assumption implies that limn→∞ cn = 0 and that lim supn→∞
1
n
log ρn <
∞, Corollary 6.4 assures us that Bowen’s formula holds. Thus it suffices to appropriately
estimate BΦ. Referencing (5.10) from the proof of Theorem 5.1, and combining with the
inequality
Zn+1(t) ≤ Zn(t) ·Gn · ξn · c
t
n+1,
we see that for any t ≥ 0 we have
K−2t · Zn(t) ·Gn · c
t
n+1 ≤ Zn+1(t) ≤ Zn(t) ·Gn · ξn · c
t
n+1.
Dividing both sides by Zn(t) gives
const ·Gn · c
t
n+1 ≤
Zn+1(t)
Zn(t)
≤ Gn · c
t
n+1.
Then by assumption if t > a1
b0
, the right hand side goes to 0 as n→∞. For t < a0
b1
the left
hand side goes to ∞. Thus we see that Zn(t) tends to 0 for t >
a1
b0
and to ∞ for t < a0
b1
.
And thus we have that
a1
b0
≤ BΦ ≤
a0
b1
.
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
The next theorem concerns systems with extremal dimension.
Theorem 6.6. Let Φ be a finitely primitive NCGDMS such that
lim sup
n→∞
logGn
n
<∞ and lim sup
n→∞
log ρn
n
<∞.
If HD(JΦ) = 0 then BΦ = 0 and if BΦ = d then HD(JΦ) = d.
Proof. Recall that for any t ≥ 0 we have the function
P˜ (t) = lim inf
n→∞
1
n
log Z˜n(t).
Now, in light of (3.1), set
a = lim inf
n→∞
logGn
n
≥ 0, a = lim sup
n→∞
logGn
n
<∞, ξ = lim sup
n→∞
log ξn
n
.
To see the first claim by way of contraposition, suppose that BΦ > 0 and let
ρ = lim sup
n→∞
log ρn
n
<∞.
Now fix 0 < t0 < BΦ, so that P (t0) > 0, and recall that
Zn+1(t0) ≤ Zn(t0) ·Gn · c
t0
n+1 = Zn(t0) ·Gn · ξn · ρ
t0
n+1 · c
t0
n+1.
Taking a logarithm, subtracting, and then dividing each side by n leaves us with
logZn+1(t0)− logGn − log ξn − t0 log ρn+1
n
≤
logZn(t0) + t0 log cn+1
n
.
Taking a liminf of both sides, we see
−∞ < P (t0)− a− t0ρ− ξ ≤ lim inf
n→∞
logZn(t0) + t0 log cn+1
n
.(6.3)
Now let 0 < t < t0. Then we have
log Z˜n+1(t) = logZn(t) +
t
d
logGn + t log cn+1 + t log dn+1
> logZn(t0) +
t
d
logGn + t log cn+1 + t log dn+1
=
(
1−
t
t0
)
logZn(t0) +
t
d
logGn +
t
t0
(
logZn(t0) + t0 log cn+1 + t0 log dn+1
)
.
In light of (6.3) and the Diameter Condition, we have
P˜ (t) ≥
(
1−
t
t0
)
· P (t0) +
t
d
· a +
t
t0
·
(
P (t0)− a− t0ρ− ξ
)
.
Letting t → 0, and recalling that BΦ > 0, we see that the right hand side tends to P (t0),
but for sufficiently small t > 0, we have P˜ (t) > 0. Hence, Lemma 6.2 gives us that
HD(JΦ) ≥ t > 0.
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For the second claim suppose that BΦ = d. Let t
′ < d and t ∈ (t′, d) to be chosen
sufficiently close to d later. We recall the proof of Theorem 5.1. Let m be the measure
constructed there and let B be a ball of radius r > 0. We continue the proof analogously
up to (5.9), which says that
m
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
Zn+1(t)
· (Gn)
1− t
d · eε
′(n+1) · d−tn+1.
Recall that Gn grows at most exponentially fast and that we have n = |ω|, where ω was
such that
r ≤ diam(Yω) ≤ const · ‖Dϕω‖ ≤ const ·η
n.
Thus we have
m
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
′
Zn+1(t)
· rt−t
′
· (Gn)
1− t
d · eε
′(n+1) · d−tn+1
≤
const ·rt
′
Zn+1(t)
· ηn(t−t
′) · (Gn)
1− t
d · eε
′(n+1) · d−tn+1.
If t is chosen sufficiently close to d (depending on η, the exponential growth of Gn, and
t′), then ηn(t−t
′) tends to 0 faster than
(
Gn+1
)1− t
d tends to ∞. Furthermore, the Diameter
Condition implies that for sufficiently large n, we have dn+1 ≤ e
ε′(n+1). Hence, for large n,
we have
m
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
′
Zn+1(t)
· e(1−t)ε
′(n+1).(6.4)
Now let τ ∈ W ′ and ω ∈ W (τ). Since ρn grows at most exponentially, and Zn(t) grows at
least exponentially, we see that for sufficiently large n
Zn+1(t) ≥ e
(1−t)ε′(n+1)
(
1 + log ρ|τ|+1 + sup
k≥1
log
dn+k
dn+1
)
.(6.5)
Now inserting (6.5) into (6.4), we see
m
( ⋃
a∈Cω
Yωa
)
≤
const ·rt
′
Zn+1(t)
· e(1−t)ε
′(n+1) ≤
const ·rt
′
· e(1−t)ε
′(n+1)
eε′(n+1)
(
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
)
=
const ·rt
′
1 + log ρ|τ|+1 + supk≥1 log
dn+k
dn+1
.
Continuing as in the proof of Theorem 5.1, we see that HD(JΦ) ≥ t
′. As t′ < d was
arbitrary we have that HD(JΦ) = BΦ = d as claimed. 
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7. Finite and Infinite Non-Stationary NCIFS
In [12], Rempe-Gillen and Urban´ski were able to remove the balancing conditions and
show that Bowen’s formula holds for all subexponentially bounded and stationary NCIFS
as well as for certain reasonable classes of infinite stationary NCIFS. In this short section,
we generalize their results to the case of non-stationary NCIFS. However, we do not include
proofs as the corresponding proofs of their analogous stationary results from [12] go through
with perhaps only minor notational changes, if any.
Theorem 7.1. If Φ is a finite, non-stationary NCIFS which is subexponentially bounded,
then Bowen’s formula holds.
As mentioned, the proof of this theorem is the same as Theorem 5.3 of [12]. Rempe-Gillen
and Urban´ski accomplished this by showing that any subexponentially bounded stationary
NCIFS has a subsystem, that is weakly balanced, for which the pressure is arbitrarily close
to the pressure of the whole system. As Bowen’s formula holds, for the weakly balanced
subsystem, they were able to show that Bowen’s formula must also hold for the whole
system. The change from stationary to non-stationary does not affect the existence of such
a subsystem, however it is worth pointing out that this same technique becomes much more
difficult when considering a NCGDMS in its full generality. In particular, without further
assumptions on which strings of letters are admissible, we can not form a satisfactory
subsystem for which the pressure remains close to that of the original. In the sequel we
will give two classes of systems with such additional assumptions for which we are able to
remove the balancing conditions by forming appropriate subsystem.
We now introduce the notion of an infinite non-stationary NCIFS. As is the case for
stationary systems, we will assume that each of the alphabets I(n) are infinite, and in fact
equal to N for convenience.
Definition 7.2. Suppose that Φ is an infinite NCIFS, not necessarily stationary, and that
I(n) = N for each n ∈ N. We say thatΦ belongs to class M if the following conditions are
satisfied for each t ∈ (0, d) and each ε > 0.
(1) The sums Z(n)(t) are either infinite or finite for all n ∈ N.
(2) If Z(1)(t) <∞, then
lim
n→∞
∑
k≤eεn
∥∥∥Dϕ(n)k ∥∥∥t
Z(n)(t)
= 1.
(3) If Z(1)(t) =∞, then
lim
n→∞
∑
k≤eεn
∥∥∥Dϕ(n)k ∥∥∥t =∞.
Theorem 7.3. If Φ is in class M, then Bowen’s formula holds.
Corollary 8.3 of [12] shows that Bowen’s formula holds for all stationary systems belong-
ing to classM. This is accomplished by again showing that each infinite system inM has
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a finite subsystem which is subexponentially bounded and weakly balanced whose pressure
is arbitrarily close to that of the original system. However, as the above conditions are
often quite difficult to check, the following definition was introduced.
Definition 7.4. An infinite NCIFS is said to be evenly varying if there is a sequence (ηi)i∈N
of positive real numbers and a constant c ≥ 1 such that
ηi
c
≤
∥∥∥Dϕ(n)i ∥∥∥ ≤ c · ηi.
Theorem 7.5. If a NCIFS Φ is evenly varying, then it is in class M.
Proposition 8.5 of [12] shows that if Φ is evenly varying, then it belongs to class M,
hence Bowen’s formula must hold.
Again, we point out that Theorems 7.1, 7.3, and 7.5 only apply for NCIFS and not a
general NCGDMS. Additionally, the proof techniques cannot be applied to NCGDMS as
the existence of a suitable subsystem is not as intuitive as in the case of NCIFS. However,
in Section 10 we introduce the class of ascending systems, which may be finite or infinite,
for which we require no conditions on the derivatives nor conditions on the size of the
alphabets.
8. Hausdorff Measures
In this short section we present a result concerning the Hausdorff measure of the limit
set for uniformly finite balanced systems. First we shall prove the following lemma.
Lemma 8.1. Let Φ be a NCGDMS. For each n ∈ N let Un be a covering of the limit set of
the system Ψn defined by Ψ
(j)
n := Φ(n+j−1) on the same sequence of spaces X
(j)
Ψn
= X
(n+j−1)
Φ
with the same sequence of incidence matrices A
(j)
Ψn
= A
(n+j−1)
Φ . Denote its Hausdorff sum
by
S(Un, t) :=
∑
U∈Un
diamt(U).
Suppose that t ≥ 0 is such that
lim inf
n→∞
Zn−1(t) · S(Un, t) <∞.
Then HD(JΦ) ≤ t.
Proof. First note that JΨn ⊆
⊔
v∈Vn−1
X
(n−1)
v . Now consider the collection
Vn =
{
ϕω(U) : ω ∈ I
n−1, U ∈ Un
}
.
Then Vn is a covering of JΦ and the diameters of the elements of Vn go to zero as n tends
toward infinity by the uniform contraction principle. Now each element of Vn is such that
diam(ϕω(U)) ≤ C · ‖Dϕω‖ · diam(U),
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Thus we have
S(Vn, t) ≤ C ·
( ∑
ω∈In−1
‖Dϕω‖
t
)
·
(∑
U∈Un
diamt(U)
)
= C · Zn−1(t) · S(Un, t).
As we have lim infn→∞Zn−1(t) ·S(Un, t) <∞, we see that Ht(JΦ) <∞, which implies that
HD(JΦ) ≤ t, as claimed. 
Recall that the function κ(t) is given by
κ(t) = lim inf
n→∞
1
n
log
Z˜n(t)
1 + logmaxj≤n+1 {ρj}+ supk≥0 log(dn+k/dn)
,
.
Theorem 8.2. Suppose Φ is a balanced, uniformly finite, and p-finitely primitive NCGDMS
such that there is some constant 0 < δ <∞ such that
δ−1 ≤ dn ≤ dn ≤ δ
for each n ∈ N, and let h = HD(JΦ) = BΦ. Then the h-dimensional Hausdorff measure
Hh(JΦ) is infinite, finite, or zero depending on whether
lim inf
n→∞
Zn(h)
is infinite, finite, or zero respectively.
Proof. Taking (4.2) from the proof of Lemma 4.7 within the context of our current system,
we see that
Hh(J(Φ)) ≤ lim inf
n→∞
(C · dn)
hZn(h) ≤ (C · δ)
h lim inf
n→∞
Zn(h).
Thus the case in which the liminf is equal to zero is clear, leaving us to prove the claim in
the case where the liminf is finite or infinite.
Now from the proof of Theorem 5.1, for any ball B of radius r > 0 we have
m(B) ≤ const ·rh
under the assumption that
0 ≤ (p2 + p + 1) · lim sup
n→∞
1
n
logGn < κ(h).
The mass distribution principle then implies that Hh(J(Φ)) is positive or infinite if κ(h) is
positive or infinite respectively.
Since the system is balanced we have that ρn is uniformly bounded, and since the system
is uniformly finite we have that both Gn and #I
(n) are both uniformly bounded. Further-
more, by assumption we have that the diameters of the spaces X
(n)
v are uniformly bounded
away from 0 and ∞. Thus, we have that
Z˜n(h) = Zn(h) ·
(
Gn+1
)h
d · chn+1 · d
h
n+1 ≤ const ·Zn(h).
Hence, κ(h) is comparable to lim infn→∞ Zn(h) which proves the claim. 
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9. Relaxing Subexponential Boundedness and Finite Primitivity
In this section we show that Bowen’s formula holds for two classes of NCGDMS for
which we are able to relax or remove either of the hypotheses of finite primitivity and
subexponential boundedness.
Theorem 9.1. Let S be a finite NCGDMS that is p-finitely primitive. Additionally we
assume that there is some constant M > 0 such that for each n ∈ N we have
Z(n)(t) =
∑
i∈I(n)
‖Dϕi‖
t ≤M.
We also suppose that there is a function g : N → N such that the following hold for each
ℓ ∈ N:
(1) #I(k(ℓ+p)+1) ≤ g(ℓ) for each k ∈ N,
(2) #I(k(ℓ+p)−p) ≤ g(ℓ) for each k ∈ N,
(3) limℓ→∞
1
ℓ
log g(ℓ) = 0.
Then Bowen’s formula holds.
Remark 9.2. Although the above conditions concerning derivatives may seem restrictive,
it should be noted that this condition is met by all uniformly bounded alphabets, which
means that this theorem generalizes all finite autonomous IFS and GDMS. Moreover, clearly
we have that if Φ is subexponentially bounded then such a function g exists.
Proof. Let ℓ ∈ N and for any m ∈ N, a ∈ I(m), and b ∈ I(m+ℓ) we define the partition
function
Zm,m+ℓ(t; (a, b)) :=
∑
ω∈Im,m+ℓ
ω|m=a, ω|m+ℓ=b
‖Dϕω‖
t .
Then clearly, we have
Zm,m+ℓ(t) =
∑
a∈I(m)
b∈I(m+ℓ)
Zm,m+ℓ(t; (a, b)).
For each ℓ > 1 define the following alphabets
B(1) = B
(1)
ℓ =: I
(1) × I(ℓ),
B(2) = B
(2)
ℓ =: I
(ℓ+p+1) × I(2ℓ+p),
B(3) = B
(3)
ℓ =: I
(2ℓ+2p+1) × I(3ℓ+2p),
B(n) = B
(n)
ℓ =: I
([n−1]ℓ+[n−1]p+1) × I(nℓ+[n−1]p).
For 1 ≤ n ≤ ∞ we define Bn =
∏n
j=1B
(j). For finite n we denote an element of Bn
by the pair (a, b) := ((a1, b1), (a2, b2), . . . , (an, bn)). We use similar notation to denote an
element of B∞. For each n ∈ N we let (a∗n, b
∗
n) ∈ B
(n) be the pair which maximizes the
partition function Zn,n+ℓ(t; (a, b)). Notice that by finite primitivity for each n ∈ N there is
some λ(n) ∈ Λnℓ+(n−1)p such that b
∗
nλ
(n)a∗n+1 is admissible.
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Then for each ℓ ∈ N we can form a NCIFS
Sℓ =
{
ϕ(n)e : X
n(ℓ+p)
t(e) → X
(n−1)(ℓ+p)+1
i(e) : n ∈ N, e ∈ E
(n)
ℓ
}
,
where the alphabets E
(j)
ℓ are given by
E
(1)
ℓ =
{
γ ∈ Iℓ+p : γ = ωλ(1), ω1 = a
∗
1, ωℓ = b
∗
1
}
,
E
(2)
ℓ =
{
γ ∈ Iℓ+p+1,2(ℓ+p) : γ = ωλ(2), ωℓ+p+1 = a
∗
2, ω2ℓ+p = b
∗
2
}
,
E
(3)
ℓ =
{
γ ∈ I2(ℓ+p)+1,3(ℓ+p) : γ = ωλ(3), ω2(ℓ+p)+1 = a
∗
3, ω3(ℓ+p) = b
∗
3
}
,
E
(n)
ℓ =
{
γ ∈ I(n−1)(ℓ+p)+1,n(ℓ+p) : γ = ωλ(n), ω(n−1)(ℓ+p)+1 = a
∗
n, ωn(ℓ+p) = b
∗
n
}
.
In fact, Sℓ is a subexponentially bounded NCIFS. To see this we note that since S is
subexponentially bounded we have
#E
(n)
ℓ ≤ #I
(n−1)(ℓ+p)+1,n(ℓ+p) ≤ #I([n−1][ℓ+p]+1) · · ·#I(n[ℓ+p])
≤ eε[(n−1)(ℓ+p)+1] · · · eε[n[ℓ+p]]
= e
ε
2
[(ℓ+p)2(2n−1)+ℓ+p].
Thus we have that
1
n
log#E(n) ≤
ε((ℓ+ p)2(2n− 1) + ℓ+ p)
2n
.
Hence we see that for fixed ℓ we have
lim
n→∞
1
n
log#E(n) ≤ ε(ℓ+ p)2
for every ε > 0. So, letting ε→ 0 gives that Sℓ is subexponentially bounded.
Now, for ease of notation, we define the following additional alphabets for each ℓ > 1
and n > 0:
Ω(1) = Ω
(1)
ℓ := I
ℓ, T (1) = T
(1)
ℓ := I
ℓ+1,ℓ+p,
Ω(2) = Ω
(2)
ℓ := I
ℓ+p+1,2ℓ+p, T (2) = T
(2)
ℓ := I
2ℓ+p+1,2ℓ+2p,
Ω(3) = Ω
(3)
ℓ := I
2ℓ+2p+1,3ℓ+2p, T (3) = T
(3)
ℓ := I
3ℓ+2p+1,3ℓ+3p,
Ω(n) = Ω
(n)
ℓ := I
(n−1)ℓ+(n−1)p+1,nℓ+(n−1)p, T (n) = T
(n)
ℓ := I
nℓ+(n−1)p+1,nℓ+np.
Then words in Ω(j) are of length ℓ and words in T (j) are of length p for each j. Using this
notation we get∑
ω∈Ω(n)
‖Dϕω‖
t =
∑
(a,b)∈B(n)
∑
ω∈Ω(n)
ω|1=a, ω|ℓ=b
‖Dϕω‖
t ≤ #B(n) ·
∑
ω∈Ω(n)
ω|1=a∗n, ω|ℓ=b
∗
n
‖Dϕω‖
t .
And thus we can estimate the partition function
Zn(ℓ+p)(t) ≤
 ∑
ω∈Ω(1)
‖Dϕω‖
t
 ·
 ∑
τ∈T (1)
‖Dϕτ‖
t
 . . .
 ∑
ω∈Ω(n)
‖Dϕω‖
t
 ·
 ∑
τ∈T (n)
‖Dϕτ‖
t

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≤
n∏
j=1
#B(j)
∑
ω∈Ω(1)
ω|1=a∗1, ω|ℓ=b
∗
1
‖Dϕω‖
t
 ∑
τ∈T (1)
‖Dϕτ‖
t
 · · ·∑
ω∈Ω(n)
ω|1=a∗n, ω|ℓ=b
∗
n
‖Dϕω‖
t
 ∑
τ∈T (n)
‖Dϕτ‖
t

≤Mnp
n∏
j=1
#B(j)
∑
ω∈Ω(1)
ω|1=a∗1, ω|ℓ=b
∗
1
‖Dϕω‖
t · · ·
∑
ω∈Ω(n)
ω|1=a∗n, ω|ℓ=b
∗
n
‖Dϕω‖
t
≤
(
Mp
Qt
)n n∏
j=1
#B(j)
∑
ω∈Ω(1)
ω|1=a∗1 , ω|ℓ=b
∗
1
‖Dϕω‖
t · ‖Dϕλ(1)‖
t · · ·
∑
ω∈Ω(n)
ω|1=a∗n, ω|ℓ=b
∗
n
‖Dϕω‖
t · ‖Dϕλ(n)‖
t
≤
(
K2Mp
Qt
)n n∏
j=1
#B(j)ZSℓn (t).
Due to the properties of the bounding function g(ℓ) we can estimate the product in the
last line above as
n∏
j=1
#B(j) =
n∏
j=1
#I([j−1]ℓ+[j−1]p+1) ·#I(jℓ+[j−1]p) ≤
n∏
j=1
g2(ℓ) = g2n(ℓ).
Thus we see that
1
n(ℓ+ p)
log
n∏
j=1
#B(j) ≤
1
n(ℓ+ p)
log g2n(ℓ) =
2 log g(ℓ)
ℓ+ p
.
Now note that we have
Zn(ℓ+p)(t) ≥ Z
Sℓ
n (t),
which implies that
P (t) ≥
1
ℓ+ p
P Sℓ .
Combining the above inequalities we are able to obtain the following estimate for the
pressure:
1
ℓ+ p
P Sℓ ≤ P (t) ≤
1
ℓ+ p
log
(
K2Mp
Qt
)
+
2 log g(ℓ)
ℓ+ p
+
1
ℓ+ p
P Sℓ(t).
Clearly BSℓ ≤ BS from the inequality on the left. Now if we let t < BS, which implies that
P (t) > 0. Thus for sufficiently large ℓ, we must have that P Sℓ(t) > 0, in fact, for fixed t,
P Sℓ(t)→∞ as ℓ→∞. Hence t < BSℓ ≤ BS, and so we have
lim
ℓ→∞
BSℓ = BS.
As Sℓ is a subexponentially bounded NCIFS, Theorem 7.1 gives that Bowen’s formula
holds, and thus, HD(JSℓ) = BSℓ . But since JSℓ ⊆ JS we have that HD(JS) ≥ HD(JSℓ).
Thus we have that HD(JS) ≥ HD(JSℓ) = BSℓ for all ℓ, and hence we have HD(JS) ≥ BS.
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In light of the fact that we always have HD(JS) ≤ BS, we see that Bowen’s formula holds
for the system S, which finishes the proof. 
Remark 9.3. It is worth mentioning that we may weaken the hypothesis on Z(n)(t) in the
previous theorem. In fact it suffices to know that there is a sequence (Mj)j∈N of positive
integers with
Zj+1,j+p(t) ≤Mj
such that
lim
n→∞
∑n
k=1 logMkj+(k−1)p
n
= 0
for each j ∈ N.
The following corollary follows immediately from Theorem 9.1 in view of Remark 9.2.
Corollary 9.4. Suppose S is a finite NCGDMS that is p-finitely primitive and subexpo-
nentially bounded such that there is some constant M > 0 such that for each n ∈ N we
have
Z(n)(t) =
∑
i∈I(n)
‖Dϕi‖
t ≤M.
Then Bowen’s formula holds.
In the following theorem we are able to remove the balancing conditions from Section 6
by again appealing to Theorem 7.1. We will accomplish this using a NCGDMS which is
“pinched” to a single vertex sufficiently often as to allow us to reimagine the given NCGDMS
as a subexponentially bounded non-stationary NCIFS. It is precisely this pinching condition
that allows us to remove the requirement of finite primitivity as we will consider the words
in between the pinched points to be the letters of the generated NCIFS.
Theorem 9.5. Suppose that Φ is a finite subexponentially bounded NCGDMS and that
there is a strictly increasing sequence {ℓj}j≥1 of natural numbers such that the following
hold:
(1) There is some constant M > 0 such that
lim sup
n→∞
ℓ2n − ℓ
2
n−1
n
≤M.
(2) For each j ∈ N the set Vℓj is a singleton and the incidence matrix A
(ℓj)
ab = 1 for all
a ∈ I(ℓj) and b ∈ I(ℓj+1), in other words, that the matrices A(ℓj) consists of all 1’s.
Then Bowen’s formula holds.
Proof. We endeavor to create a NCIFS S by creating the alphabets at time n given by
E(1) := Iℓ1 and E(n) := Iℓn−1+1,ℓn for n ≥ 2.
Since the incidence matrix A(ℓj) consists of all 1’s for each j ∈ N, this construction does in
fact form a NCIFS. In fact, we claim that the first hypothesis implies that this construction
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forms a subexponentially bounded NCIFS. To see this we note that for ε > 0 and n
sufficiently large we have
#E(n) = #Iℓn−1+1,ℓn ≤ #I(ℓn−1+1) · · ·#I(ℓn)
≤ eε(ℓn−1+1) · · · eεℓn = eε(ℓn−1+1+···+ℓn)
= e
ε
2
(ℓ2n−ℓ
2
n−1+ℓn−ℓn−1).
Thus taking a logarithm and dividing by n, we have
1
n
log#E(n) ≤
ε(ℓ2n − ℓ
2
n−1 + ℓn − ℓn−1)
2n
=
ε(ℓ2n − ℓ
2
n−1)
2n
+
ε(ℓn − ℓn−1)
2n
≤
ε(ℓ2n − ℓ
2
n−1)
2n
+
ε(ℓ2n − ℓ
2
n−1)
2n
≤ Mε.
Letting ε→ 0 finishes the claim. Now we note that for each n ∈ N we have
ZΦℓn(t) = Z
S
n (t).
Thus we see that
PΦ(t) ≤ P S(t).
Now we simply note that, since JΦ = JS, we have that HD(JΦ) = HD(JS). Since S is a
subexponentially bounded system, Bowen’s formula holds and so we have the inequality
BΦ ≤ BS = HD(JS) = HD(JΦ).
As we already know that BΦ ≥ HD(JΦ), we must in fact have that BΦ = HD(JΦ) as
desired. 
10. Bowen’s Formula for Ascending NCGDMS
In this section we introduce ascending NCGDMS, and show that Bowen’s formula holds.
Unlike in the previous section, we are able to remove both the subexponential boundedness
and balancing conditions, however we still require that the system be finitely primitive. We
also note that this class of systems extends all known results for finite and infinite NCIFS
as we shall not require any restrictions on the alphabet size whatsoever, nor do we require
that infinite systems be in class M. Furthermore, we will not even require that infinite
systems be truly infinite, in that we allow for systems whose alphabets may be finite for
some time and then infinite afterwards.
Definition 10.1. We say that a NCGDMS Φ is ascending if the following hold.
(1) X (n) ⊆ X (n+1) for each n ≥ 0.
(2) I(n) ⊆ I(n+1) for each n ∈ N.
(3) ϕ
(n)
i = ϕ
(n+1)
i for each i ∈ I
(n) and for each n ∈ N.
(4) A
(n)
ij = A
(n+1)
ij for each i, j ∈ I
(n) and for each n ∈ N.
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Remark 10.2. Notice that if a p-finitely primitive NCGDMS is ascending then for any
n ∈ N and any a ∈ I(n) and b ∈ I(n+j) for any j > p there is some word ω such that aωb is
admissible.
In particular, since I(1) ⊆ I(j) for every j ∈ N we have that for each a ∈ I(1) and for each
n ≥ p + 1 there is a word ω with |ω| = n such that aωa is admissible. This property will
allow us to construct an autonomous IFS.
Remark 10.3. Note that if Φ is an ascending NCGDMS such that the collections X (n) are
a singleton for each n ∈ N with X (n) = X (m) for all n,m ∈ N and each of the matrices A(n)
consists only of ones, then we say that Φ is an ascending NCIFS. Unlike the graph directed
setting, ascending NCIFS are, by definition, necessarily stationary.
Theorem 10.4. Suppose Φ is a finite ascending, p-finitely primitive NCGDMS. Then
Bowen’s formula holds.
Proof. Let ε > 0 and ℓ ∈ N with ℓ > p. Since the system is p-finitely primitive, for each
a ∈ I(1), the set
Λ∗a =
{
λ ∈ Λℓ : ωλa ∈ I
ℓ+p+1, ω ∈ Iℓ, ω1 = a
}
is nonempty. Then we are able to estimate the partition function so that we have
Zℓ(t) =
∑
ω∈Iℓ
‖Dϕω‖
t =
∑
a∈I(1)
∑
ω∈Iℓ
ω1=a
‖Dϕω‖
t ≤ #I(1)
∑
ω∈Iℓ
ω1=aℓ
‖Dϕω‖
t
where aℓ ∈ I
(1), which, depending on ℓ, maximizes the sum
Zℓ(t; (a, ·)) :=
∑
a∈I(1)
∑
ω∈Iℓ
ω1=a
‖Dϕω‖
t .
Continuing our estimate we have
Zℓ(t) ≤
#I(1)
#Λ∗aℓ ·Q
t
·
∑
ω∈Iℓ
ω1=aℓ
‖Dϕω‖
t ·
∑
λ∈Λ∗aℓ
‖Dϕλ‖
t =
#I(1)
#Λ∗aℓ ·Q
t
·
∑
ω∈Iℓ
ω1=aℓ
λ∈Λ∗aℓ
‖Dϕω‖
t · ‖Dϕλ‖
t
≤
#I(1)Kt
#Λ∗aℓ ·Q
t
·
∑
ω∈Iℓ
ω1=aℓ
λ∈Λ∗aℓ
‖Dϕωλ‖
t ≤
#I(1)Kd
Qd
·
∑
ω∈Iℓ
ω1=aℓ
λ∈Λ∗aℓ
‖Dϕωλ‖
t .
As #I
(1)Kd
Qd
is some constant greater than 1 we can choose ℓ, depending on ε, sufficiently
large such that the following hold.
• Zℓ(t) ≥ e
ℓ(P (t)− ε
2
).
• #I
(1)Kd
Qd
≤ e(
ℓε
2
).
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In that case we have that∑
ω∈Iℓ
ω1=aℓ
λ∈Λ∗
‖Dϕωλ‖
t ≥
Qd
#I(1)Kd
Zℓ(t) ≥ e
ℓ(P (t)−ε).
Now for each ℓ ∈ N, we define the alphabet
Eℓ =
{
γ ∈ Iℓ+p : γ = ωλ, ω ∈ Iℓ, ω1 = aℓ, λ ∈ Λ
∗
aℓ
}
.
Noting that X
(0)
i(aℓ)
= X
(0)
i(γ) = X
(ℓ+p)
t(γ) = X
(ℓ+p)
i(aℓ)
for each γ ∈ Eℓ, we see that
Sℓ =
{
ϕe : X
(0)
i(aℓ)
→ X
(0)
i(aℓ)
}
e∈Eℓ
forms an autonomous IFS for each ℓ > p. Denote the partition and pressure functions
associated with Sℓ by Z
Sℓ
m (t) and P
Sℓ(t) respectively. Then clearly we have
ZSℓm (t) ≤ Zm(ℓ+p)(t).
For γ ∈ Emℓ := Eℓ× · · ·×Eℓ, the m-fold Cartesian product of Eℓ, we write γ = e1e2 . . . em,
and thus we have
ZSℓm (t) =
∑
γ∈Em
ℓ
‖Dϕω‖
t
≥ K−mt ·
∑
e1,...,em∈Eℓ
‖Dϕe1‖
t · · · ‖Dϕem‖
t
= K−mt ·
∑
e1∈Eℓ
‖Dϕe1‖
t · · ·
∑
em∈Eℓ
‖Dϕem‖
t
= K−mt ·
(∑
e∈Eℓ
‖Dϕe‖
t
)m
= K−mt ·

∑
ω∈Iℓ
ω1=aℓ
λ∈Λ∗aℓ
‖Dϕωλ‖
t

m
≥ K−mt ·
(
eℓ(P (t)−ε)
)m
= K−mt · emℓ(P (t)−ε).
Thus we have the combined inequality
K−mt · emℓ(P (t)−ε) ≤ ZSℓm (t) ≤ Zm(ℓ+p)(t).
As this inequality holds for all m and all ℓ sufficiently large, taking logarithms and dividing
by m(ℓ + p) gives
ℓ
ℓ+ p
P (t)−
ℓε
ℓ+ p
−
t logK
ℓ+ p
≤
1
m(ℓ + p)
logZSℓm (t) ≤
1
m(ℓ+ p)
logZm(ℓ+p)(t).
Hence we must have
ℓ
ℓ+ p
P (t)−
ℓε
ℓ+ p
−
t logK
ℓ+ p
≤
1
ℓ+ p
P Sℓ(t) ≤ P (t).
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Noting that ℓε
ℓ+p
< ε we must also have
ℓ
ℓ+ p
P (t)− ε−
t logK
ℓ+ p
≤
1
ℓ+ p
P Sℓ(t) ≤ P (t).
Since Sℓ is an autonomous IFS, Bowen’s formula holds, and so, HD(JSℓ) = BSℓ . Denote
Bowen’s parameter, BSℓ , for the system Sℓ by Bℓ.
Notice that letting ε→ 0 we have that ℓ→∞, thus for t < BΦ and ε sufficiently small,
we have ℓ
ℓ+p
P (t)− ε− t logK
ℓ
> 0 and hence we have that P Sℓ(t) > 0 as well. Thus t < Bℓ,
and as the right hand inequality gives that Bℓ ≤ BΦ, we must have that t < Bℓ ≤ BΦ.
Letting t→ BΦ, and simultaneously ε→ 0 and ℓ→∞, we see that
lim
ℓ→∞
Bℓ = BΦ.
Since JSℓ ⊆ JΦ we have that
lim
ℓ→∞
HD(JSℓ) ≤ HD(JΦ).
Thus we have
BΦ = lim
ℓ→∞
Bℓ = lim
ℓ→∞
HD(JSℓ) ≤ HD(JΦ),
which, in light of the fact that HD(JΦ) ≤ BΦ, finishes the proof. 
Remark 10.5. It is worth pointing out that the technique used to create an autonomous
IFS subsystem of the ascending NCGDMS can also be modified to create a NCIFS subsys-
tem, S, of a subexponentially bounded and p-finitely primitive NCGDMS, Φ, that is not
necessarily ascending. In this case we have that
HD(JS) ≤ HD(JΦ).
In fact, letting A=
{
(an)n∈N : aj ∈ I
(jp+1) for j = 0, 1, . . .
}
and letting Sa be the NCIFS
created along the sequence a = (an)n∈N we have that
sup
a∈A
HD(JSa) ≤ HD(JΦ).
Corollary 10.6. In light of Remark 10.3 we see that Bowen’s formula holds for all finite
ascending NCIFS as a corollary to Theorem 10.4.
Remark 10.7. Notice that neither of the previous results mentioned the size nor the
growth rates of the alphabets I(n). So in particular, these theorems apply for all finite
NCGDMS and NCIFS which are not necessarily subexponentially bounded, extending the
results of [12]. Previously, Bowen’s formula was only known for finite NCIFS which were
subexponentially bounded and for infinite systems in class M.
In the proof of Theorem 10.4 above, for each ℓ we were able to generate a finite au-
tonomous iterated function system of size ℓ. But we can generate an autonomous iterated
function system from an ascending NCIFS in a different way. Consider the alphabet
I∞ :=
⋃
n≥1
I(n).
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Note that this alphabet may be either finite or infinite, depending on the number of unique
functions in the system. Then Φ∞ = (ϕi)i∈I∞ is an autonomous conformal iterated function
system generated by the ascending NCIFS Φ.
Using this fact we have an alternate proof of Corollary 10.6 for finite NCIFS. However,
by modifying the main idea of the proof of the previous theorem in view of the previous
comment about generating an infinite autonomous IFS from a NCIFS, we are able to get
an extension to infinite NCIFS which are not necessarily of class M.
Corollary 10.8. Suppose Φ is an ascending NCIFS, finite or infinite, which is not neces-
sarily subexponentially bounded nor an element of class M. If S∞ is the autonomous IFS
generated by Φ then
HD(JΦ) = HD(JS∞).
Proof. Since JΦ ⊆ JS∞ we have that HD(JΦ) ≤ HD(JS∞). Now to see the opposite inequal-
ity we recall that from Theorem 3.15 of [7] we have
HD(JS∞) = sup {HD(JSF ) : F ⊆ I∞, F finite}
where SF is the finite autonomous IFS subsystem of S∞ considering only some finite al-
phabet F ⊆ I∞. If I∞ is finite then the above sup is actually the max.
But for each F ⊆ I∞ we can find NF ∈ N large enough such that F ⊆ ∪1≤j≤nI
(j) for
each n ≥ NF . Thus taking ℓ > NF and constructing the finite autonomous IFS Sℓ as in
the proof of the previous theorem we have that JSF ⊆ JSℓ , which of course implies that
HD(JSF ) ≤ HD(JSℓ).
Since we can find ℓ sufficiently large such that this holds for any finite F ⊆ I∞ we then
must have that
HD(JS∞) = sup {HD(JSF ) : F ⊆ I∞, F finite} ≤ lim sup
ℓ→∞
HD(JSℓ) = HD(JΦ),
which completes the proof. 
11. Examples and an Application to Conformal Dynamics
While our construction may seem a bit abstract, we assert that natural examples are
abound. One such example comes from the theory of continued fractions.
Example 11.1. For each n ∈ N let I(n) ⊆ N and consider the maps
ϕ
(n)
b : [0, 1]→ [0, 1]
defined by
ϕ
(n)
b (x) =
1
b+ x
for each b ∈ I(n) and n ∈ N. Then these maps form a stationary NCIFS. By restricting
which entries at time n are allowed to follow which entries at time n−1, the system become
a stationary NCGDMS.
For more on the uses of autonomous iterated function systems and graph directed Markov
systems in the theory of continued fraction expansions see, for example, [7], [8], [9], etc.
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Example 11.2. As stated, Corollary 10.8 provides a method for finding the dimension
of an ascending NCIFS, but from an alternate perspective, Corollary 10.8 shows that one
can always create a whole family of examples of NCIFS for which the dimension is already
known. Indeed, given any infinite autonomous IFS, one can select alphabets I(n) to form
a stationary NCIFS. Furthermore, if they are chosen in such a way as to make the non-
autonomous system ascending, then the dimension of the autonomous limit set is the same
as for the non-autonomous system.
We now provide an application to conformal dynamics. In particular we provide an
application of NCGDMS in their simplest form, stationary NCIFS, in order to find a general
lower bound for the Hausdorff dimension of the Julia set of a non-autonomous dynamical
system composed of elliptic functions. The following is based on the work of Kotus and
Urban´ski in [6]. A similar treatment for the random setting appears in [13].
Let f0 : C → C be an elliptic function, i.e. a doubly periodic meromorphic function,
which precisely means that there are two periods ρ1, ρ2 ∈ C such that for all z ∈ C and
s, t ∈ Z we have
f0(z) = f0(z + sρ1 + tρ2).
As such, the periodic points of f0 form a lattice in C and thus there is a parallelogram
R, which tessellates the plane, for which f0(R) = Cˆ. This parallelogram is then called a
fundamental parallelogram of f0. Of course R is not unique, and there are in fact infinitely
many fundamental parallelograms of f0. One such parallelogram is given by
R = {t1ρ1 + t2ρ2 : 0 ≤ t1, t2 ≤ 1} .
Now for each pole b of f0 we let qb denote its multiplicity and define
q := max
{
qb : b ∈ f
−1
0 (∞)
}
= max
{
qb : b ∈ f
−1
0 (∞)
⋂
R
}
.
We let Crit(f0) denote the set of critical points of f0. Now since f0 is an elliptic func-
tion, f0 has only finitely many critical points, and as such there is R0 > 0 such that
Crit(f0) ⊆ B(0, R0). Now for given sequences (λn)n∈N , (cn)n∈N ⊆ C, we let fn be the affine
perturbation of f0 defined by
fn(z) = λn · f0(z) + cn.
Define the non-autonomous map F := Fλ,c : C→ C whose iterates are given by
F nλ,c(z) = fn ◦ · · · ◦ f1(z)
for each n ∈ N. We define the non-autonomous Fatou and Julia sets, respectively, in the
usual way by taking F(F ) to be the set of points in C for which the iterates (F n) form a
normal family on some neighborhood, and J (F ) to be the complement of F(F ). Note that
the functions fn share the same collections of periodic points, poles, and critical points as
the function f0.
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Theorem 11.3. Let f0 be an elliptic function. Then there are ε, δ > 0 such that if λn, λ
−1
n ∈
B(1, δ) and cn ∈ B(0, ε) for all n ∈ N then
HD(J (F )) ≥
2q
q + 1
.
Proof. Let BR =
{
z ∈ C : |z| > R
}
, and for each pole b of f0 let Bb(R) denote the con-
nected component of f−10 (BR) which contains b. Recall that there exists R0 > 0 such that
Crit(f0) ⊆ B(0, R0). Now if R > R0, then BR contains no critical values of f0 which implies
that the sets Bb(R) are simply connected and mutually disjoint. For each pole b, there is
a holomorphic function Gb : Bb(R)→ C taking values in a neighborhood of 0 such that
f0(z) =
Gb(z)
(z − b)qb
.
This fact immediately implies that there is some constant L > 0 such that
diam(Bb(R)) ≤ LR
− 1
qb ≤ LR−
1
q(11.1)
for each pole b. Choose S < R0, and let R1 > R0 sufficiently large such that
LR−
1
q < S(11.2)
for all R ≥ R1. For U ⊆ BR\ {∞} open and simply connected, the holomorphic inverse
branches
f−10,b,U,1, . . . , f
−1
0,b,U,qb
of f0 are all well-defined on U for each 1 ≤ j ≤ qb. For all z ∈ U we have∣∣(f−10,b,U,j)′(z)∣∣ ≍ |z|− qb+1qb .
In light of (11.1) and (11.2), we see that for any two poles b1, b2 ∈ B2R2 we have
f−10,b2,b1,j(B(b1, R0)) ⊆ Bb2(2R2 −R0) ⊆ Bb2(R2) ⊆ B(b2, S) ⊆ B(b2, R0).
Consider the series ∑
b∈B2R2∩f
−1
0 (∞)
|b|−r .
This series converges if and only if r > 2. Inserting r = t q+1
q
, we see that the series∑
b∈B2R2∩f
−1
0 (∞)
|b|−t
q+1
q
converges if and only if t > 2q/(q+ 1). Thus, for each t ≤ 2q/(q + 1) there is some Nt ∈ N
such that ∑
b∈I′
|b|−t
q+1
q ≥ 2K2,(11.3)
where I ′ ⊆ B2R2
⋂
f−10 (∞) finite with #I
′ = Nt.
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Fix a pole a ∈ B2R2 with qa = q and a finite subset I ⊆ B2R2
⋂
f−10 (∞) with qb = q for
each b ∈ I and #I = Nt such that (11.3) holds summing over I. Now choose ε, δ > 0 such
that the following hold for all b ∈ I.
• δ < R0−2S
2S
.
• (1 + δ) (δ(1 + |b|) + S) < R0
2
.
• ε < δ.
To see that such a δ > 0 exists, we note that δ < R0−2S
2S
implies that (1 + δ)S < R0/2. So,
in particular, we have
(1 + δ) (δ(1 + |b|) + S) < δ2(1 + |b|) + δ(1 + |b|) +
R0
2
< R0.
Thus we see that we simply need to solve the quadratic inequality
δ2 + δ <
R0
2(1 +M)
,
where M := maxb∈I |b|. However, we see that
0 < δ <
−1 +
√
1 + 2R0(1 +M)−1
2
satisfies such an inequality. Now let λ := (λn)n∈N and c := (cn)n∈N be sequences in C such
that 0 6= λn, λ
−1
n ∈ B(1, δ) and |cn| ≤ ε < δ for each n ∈ N. Furthermore, for each n ∈ N
we define the functions
fn := λn · f0 + cn.
In particular, by our choice of δ we have that for each b ∈ I and w ∈ B(b, S)
w − cn
λn
∈ B(b, R0)(11.4)
for each n ∈ N. Indeed, we have that∣∣∣∣w − cnλn − b
∣∣∣∣ ≤ ∣∣λ−1n ∣∣ (|cn|+ |w − b|+ |1− λn| |b|)
≤ (1 + δ) (ε+ S + δ |b|)
≤ (1 + δ) (δ(1 + |b|) + S) ,
which is less than R0 by our choice of ε and δ. Now for each b ∈ I, fix inverse branches
f−10,b,a,1 : B(a, R0)→ B(b, S) and f
−1
0,a,b,1 : B(b, R0)→ B(a, S)
of f0. In view of (11.4), we see that for each n ∈ N the inverse branches
f−1n,b,a,1 : B(a, S)→ B(b, S) and f
−1
n,a,b,1 : B(b, S)→ B(a, S)
are well defined and given by
f−1n, · , · ,1(w) = f
−1
0, · , · ,1
(
w − cn
λn
)
.
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Now let
ϕ
(n)
b := f
−1
2n−1,a,b,1 ◦ f
−1
2n,b,a,1 : B(a, S)→ B(a, S)
for each b ∈ I. Setting Φ(n) =
{
ϕ
(n)
b : b ∈ I
}
, then Φ =
{
Φ(n)
}
n∈N
forms a stationary
NCIFS. Let JΦ be the limit set of the NCIFS Φ given by
JΦ =
⋂
n≥0
⋃
ω∈In
ϕω
(
B(a, S)
)
.
Then by construction we have that JΦ ⊆ J (F ) as for each z ∈ JΦ and ω ∈ I
∞∣∣Dϕnω|n(z)∣∣→ 0 as n→∞.
As Φ is uniformly finite, we have that Bowen’s formula holds, and thus that
HD(JΦ) ≤ HD(J (F )).
Thus in order to estimate a lower bound of the value on the right hand side it suffices to
estimate a lower bound for HD(JΦ). In view of (4.1) it suffices to estimate θΦ. Recall that
Z(n)(t) =
∑
b∈I
∥∥∥Dϕ(n)b ∥∥∥t .
Now we notice that
Z(n)(t) ≍
∑
b∈I
|a|−
q+1
q
t |b|−
q+1
q
t ≍
∑
b∈I
|b|−
q+1
q
t > 2K2.
Now given that
Zn(t) & K
−ntZ(1)(t) · · ·Z(n)(t) & K
n(2−t)2n & 2n,
we see that P (t) > 0 and thus HD(JΦ) ≥ t. But as t ≤
2q
q+1
was arbitrary, we have that
HD(JΦ) ≥
2q
q + 1
,
which completes the proof. 
Remark 11.4. In fact, the proof actually shows that the hyperbolic dimension of F is at
least 2q
q+1
.
In a forthcoming paper we present more general applications of NCGDMS, in their full
generality to non-autonomous conformal dynamics, as well as results that generalize the
previous theorem.
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