Often in multiple testing, the hypotheses appear in non-overlapping blocks with the associated p-values exhibiting dependence within but not between blocks. We consider adapting the Benjamini-Hochberg method for controlling the false discovery rate (FDR) and the Bonferroni method for controlling the familywise error rate (FWER) to such dependence structure without losing their ultimate controls over the FDR and FWER, respectively, in a non-asymptotic setting. We present variants of conventional adaptive Benjamini-Hochberg and Bonferroni methods with proofs of their respective controls over the FDR and FWER. Numerical evidence is presented to show that these new adaptive methods can capture the present dependence structure more effectively than the corresponding conventional adaptive methods. KEY WORDS: Adaptive Benjamini-Hochberg method, adaptive Bonferroni method, false discovery rate, familywise error rate, multiple testing.
Introduction
In many multiple hypothesis testing problems arising in modern scientific investigations, the hypotheses appear in non-overlapping blocks. Such block formation is often a natural phenomenon due to the underlying experimental process or can be created based on other considerations. For instance, the hypotheses corresponding to (i) the different time-points in a microarray time-course experiment (Guo, Sarkar and Peddada, 2010 ; Sun and Wei, 2011) for each gene; or (ii) the phenotypes (or the genetic models) with (or using) which each marker is tested in a genome-wide association study ( A special type of dependence, which we call block dependence, is the relevant dependence structure that one should take into account while constructing multiple testing procedures in presence of such blocks. This dependence can be simply described by saying that the hypotheses or the corresponding p-values are mostly dependent within but not between blocks. Also known as the clumpy dependence (Storey, 2003) , this has been considered mainly in simulation studies to investigate how multiple testing proce- 
Preliminaries
Suppose that H ij , i = 1, . . . , b; j = 1, . . . , s i , are the n = b i=1 s i null hypotheses appearing in b blocks of size s i for the ith block that are to be simultaneously tested based on their respective p-values P ij , i = 1, . . . , b; j = 1, . . . , s i . Let n 0 of these null hypotheses be true, which for notational convenience will often be identified byP ij 's. We assume thatP ij ∼ U (0, 1) and make the following assumption regarding dependence of P ij 's: ASSUMPTION 1. (Block Dependence) The rows of p-values (P i1 , . . . , P is i ), i = 1, . . . , b, forming the b blocks are independent of each other.
Under this assumption, the null p-values are independent between but not within blocks.
Regarding dependence within blocks, our assumption will depend on whether we want to control the FDR or FWER. More specifically, we develop methods adapting to this block dependence structure and controlling the FDR under positive dependence of the p-values within each block or the FWER under arbitrary dependence of the p-values within each block. The positive dependence condition, when assumed for each i, will be of the type characterized by the following:
for eachP ij and any (coordinatewise) non-decreasing function φ i . This type of positive dependence is commonly encountered and used in multiple testing; see, for instance, Sarkar (2008) for references. We will sometimes refer to block dependence more specifically as positive block dependence in case when this dependence defined by (1) in each block or as arbitrary block dependence in case of any dependence within each block, to avoid any apparent double meaning.
We will be using two types of multiple testing procedure in this paper -stepup and single-step. Let (P i , H i ), i = 1, . . . , n, be the pairs of p-value and the corresponding null hypothesis, and P (1) ≤ · · · ≤ P (n) be the ordered p-values. Given a set of critical
where R = max{1 ≤ i ≤ n : P (i) ≤ α i }, provided this maximum exists, otherwise, it accepts all the null hypotheses. A single-step test rejects H i if P i ≤ c for some constant c ∈ (0, 1).
Let V be the number of falsely rejected among all the R rejected null hypotheses in a multiple testing procedure. Then, the FDR or FWER of this procedure, defined respectively by FDR = E(V / max{R, 1}) or FWER = pr(V ≥ 1), is said to be controlled at level α, strongly unless stated otherwise, if it is bounded above by α. That is, for for any configuration of true and false null hypotheses, the FDR or FWER of this procedure is less than or equal to α.
The BH method controlling the FDR at level α is a stepup test with the critical constants α i = iα/n; whereas, the Bonferroni method controlling the FWER at level α is a single-step test with the critical constant α/n.
Adaptive FDR control under block dependence
The method we propose in this section is based on the idea of adapting the BH method to the block dependence structure without losing the ultimate control over the FDR in a non-asymptotic setting. Our adaptation is done in two steps. First, we adjust it to the block dependence structure and then develop its oracle version given the number of true nulls. Second, we consider the data-adaptive version of this oracle method by estimating n 0 using an estimate that also captures the block dependence.
Towards adjusting the BH method to the block structure, we note that it is natural to first identify blocks that are significant by applying the BH method to simultaneously test the intersection null hypothesesH i = 
3. Reject H ij for all (i, j) such thatP i ≤P (B) and P ij ≤ Bα/n, provided the above maximum exists, otherwise, accept all the null hypotheses.
The number of false rejections in this two-stage BH method is given by
where H ij = 0 or 1 according to whether it is true or false. So, with R as the total number of rejections, the FDR of this method under block dependence is
since R ≥ B. For each (i, j), to (2), we see that
where π 0 = n 0 /n. Thus, we have the following result holds:
RESULT 1. The above defined two-stage BH method strongly controls the FDR at α under Assumption 1 of arbitrary block dependence.
If n 0 , and hence π 0 , were known, the FDR control of this two-stage BH method could be made tighter, from π 0 α to α, by shrinking each p-value from P ij to π 0 P ij . This would be the oracle form of the adjusted BH method. Since π 0 is unknown, one would consider using π 0 to estimate π 0 from the available p-values and then use the estimate π 0 to define the so-called shrunken or adaptive p-values Q ij = π 0 P ij to be used in place of the original p-values in the adjusted BH method. This will be our proposed adaptive BH method.
For estimating n 0 capturing the block dependence structure before defining the adaptive p-values, we consider using an estimate of the form n 0 (P) that satisfies the following property. In this property, P = ((P ij )) denotes the set of p-values and H = ((H ij )).
where P (−i) is the subset of p-values obtained by deleting the ith row,n 0 (P (−i) , 0) is obtained fromn 0 (P) by replacing the entries in the ith row of P by zeros, and E DU is the expectation under the Dirac-uniform configuration of P (−i) , that is, when the p-values in P (−i) that correspond to the false null hypotheses are set to 0 and each of the remaining p-values are considered to be uniformly distributed on [0,1].
We are now ready to define our proposed adaptive BH method in the following:
Definition 2 (Adaptive BH under block dependence)
1. Consider an estimate n 0 (P) satisfying Property 1 and define the adaptive p-
Step 2 exists, otherwise, accept all the null hypotheses. A proof of this theorem will be given in Appendix.
What is exactly an estimate satisfying Property 1 that one can use in this adaptive BH? The following result, which is again going to be proved in Appendix, provides an answer to this question.
RESULT 2. Consider the estimate
for any (2b + 3)
is the number of p-values in P not exceeding λ. It satisfies Property 1 under Assumption 1.
Based on Theorem 1 and Result 2, we have the following result. 1. Define an estimate n 0 (P) satisfying Property 1. 
Simulation studies
We performed simulation studies to investigate the following questions: Q1. How does the newly suggested adaptive BH method based on the estimate n To simulate the values of FDR (or FWER) and average power, the expected proportion of false nulls that are rejected, for each of the methods referred to in Q1 and Q2, we first generated n block dependent normal random variables N (µ i , 1), i = 1, . . . , n, with n 0 of the µ i 's being equal to 0 and the rest being equal to d = √ 10, and a correlation
with the block size s and non-negative correlation coefficient ρ within each block. We then applied each method to the generated data to test
. . , n, at level α = 0.05. We repeated the above two steps 2, 000 times.
In the simulations on adaptive BH methods, we set n = 240, n 0 = 120, s = 2, 3, 4, small s and different λ, all these three adaptive BH methods seem to be more powerful than the conventional BH method. However, when s is large, the new adaptive method seems to lose its edge over the conventional BH method.
From Figure 3 and 4: When s and λ are both small, both adaptive Bonferroni methods slightly lose the control over the FWER for most values of ρ; however, when λ is chosen to be large, the FWER of the new adaptive method is controlled at α with increasing ρ, whereas the existing adaptive method still loses control of the FWER. When s is moderate or large, the new adaptive method maintains a control over the FWER whatever be the ρ, of the tested families. However, in the aforementioned paper, the objective is to control a general average error rate over the selected families including average FDR and FWER instead of the overall FDR and FWER, which is different from ours. Also, there is no explicit discussions of adaptive procedures in that paper as in the methods suggested in this paper. It would be interesting to investigate the connection between the theory and methods developed in this paper and those in aforementioned paper.
The validity of the inequality in (9) can be argued as follows: Since (P i1 , . . . , P is i ) is independent of P (−i) and I(B * (−i) ≥ k) is decreasing in P ij 's, the conditional probability
considered as a function of l, with k and P (−i) being fixed, is of the form
for a decreasing function φ and a constant u > 0. From the positive dependence condition assumed in the theorem, we note that g(l) is decreasing in l, and hence g(k + 1) ≤ g(k).
From (7)- (9), we finally get
which proves the desired result.
PROOF OF RESULT 2. Before we proceed to prove this result, we state two lemmas in the following that will facilitate our proof. These lemmas will be proved later after we finish proving the result. We are now ready to prove the result. First, note that the result is unaffected if we augment P to a complete b × s max matrix by adding s max − s i more cells in the ith row containing only 0's and assuming that the H ij 's corresponding to these additional zero p-values are all equal to 1, for each i = 1, . . . , b. In other words, we will assume without any loss of generality, while proving this result, that P is a b × s max matrix with s max − s i entries in the ith row being identically zero. Let s max = s for notational convenience.
Consider the expectation
, in terms of P (−i) . Let H (−i) be the sub-matrix of H corresponding to P (−i) . Since this expectation remains unchanged under the type of rearrangements considered in Lemma 1 for H (−i) , we can assume without any loss of generality that the number of true null pvalues in the jth column of
where
with the first inequality following from the well-known inequality between the arithmetic and harmonic means or using the Jensen inequality and the second equality following from the result:
instance, Liu and Sarkar, 2010).
Let n 0 − m i = (a i + β i )s, for some non-negative integer a i and 0
Also, (1 − β i ) proportion of the s values n (−i) 0j , j = 1, . . . , s, are all equal to a i and the remaining β i proportion are all equal to a i + 1. So, the right-hand side of (11) is equal to
Here, the second inequality follows from (12) . The desired inequality (5) then holds for this estimate if
which is true if and only if
Let f (a i ) = (2a i + 3) This completes our proof of Result 2. 
Suppose the inequality (14) does not hold for some k = 1, . . . , q. Let k 1 = max{k : , then x * ∈ (0, 1) and g (x * ) = 0. Thus, g (x) < 0 for x ∈ [0, x * ) and g (x) > 0 for x ∈ (x * , ∞). Based on x * < 1, we have that g (x) > 0 for x ≥ 1 and g(x) ≤ max{g(0), g(1)} = max{− ln 3, −2 ln 5/3} = g(1) for 0 ≤ x ≤ 1. Thus, the desired result follows.
PROOF OF THEOREM 2. The FWER of the method in this theorem is given by
In (15), the first inequality follows from the Bonferroni inequality, the second and third follow from the non-decreasing property of n 0 and thatP ij ∼ U (0, 1) and the assumption of arbitrary block dependence, and the fourth follows from the condition (5) satisfied by n 0 . Thus, the desired result is proved.
