Thanks for being here today! Can you explain more about the nature of how the face morphs tricked people? There was a popular post on reddit suggesting computers struggled to differentiate between a Chihuahua and a muffin, where the first comment showed a similar result for dogs and fried chicken. While the similarity is obvious, humans wouldn't struggle to differentiate between these images. Can you tell us a bit more about the cases where both the algorithm and humans failed to correctly identify the face morph? Can you share some example pictures? Can you also explain this comment a bit more "Face morphs do represent a route to identity fraud in humans and machine recognition systems"-eg what is a scenario where face morphs and algorithmic identification would help identify identity fraud? p1percub Hi p1percub, thanks for your question! In each of the three experiments, the task is essentially a 1(face photo)-1(face photo) matching task. In Experiment 1, human participants were not informed about the use of face morph stimuli in the experiment. They were simply shown a face photo on of a person on the left of the screen, and a passport photo on the right side of the screen. They had to decide whether the images showed the same person (match) or two different people (mismatch). The general term for this is UNFAMILIAR face recognition (we do not know the people whose photos we are presented with), and in having no awareness of the morphs, this is likely to mirror the current context in which morph fraud is unlikely to be widely known, be part of fraud prevention literature or anti-fraud training (2017)) titled Fraudulent ID using face morphs: Experiments on human and automatic recognition in PLOS ONE. Across three experiments we assessed the extent to which human operators and a smartphone algorithm accepted face morphs as a genuine match to a target face. Face morphs do represent a route to identity fraud in humans and machine recognition systems, human detection of these images can be improved through awareness training. I will be answering your questions at 1pm ET. Ask me Anything! Don't forget to follow me on Twitter @UOSPsychology York FaceVar Lab website here. packages. This type of unfamiliar 1-1 face matching task is common in everyday situations. For example, at border control we ask a border official to decide whether a passport photo (which could be up to 10 years old) matches the face of an unfamiliar traveller standing in front of them. An error here results in a fraudster entering the country. In another example, police and law enforcement officials may be required to match a poor quality facial image of a suspect from CCTV to a person in a database of large custody images. An error in this situation would lead to the investigation being taken in the wrong direction (at best), and a wrongful conviction (at worst). In retail, we ask those who look underage to produce a photo ID card to prove that they are old enough to buy age restricted good such as cigarettes and alcohol. Again, the retailer is being asked to try and match an unfamiliar person's face to the photo-ID image. Now research from Professor Mike Burton, Dr. Rob Jenkins, myself, and others have shown that while we can effortlessly recognise new instances of familiar people (friends, family, colleagues) even with high levels of variation in their appearance (ageing, lighting, changes in hairstyle for example), when it comes to recognising a new instances of an UNFAMILIAR person, this is a task that is difficult and highly prone to error. Because we have no knowledge of the extent to which an unfamiliar person's face can vary, we can often accept a photo of an entirely different person as a match to the target face (error rates can reach levels of 30% here). Despite these well-established findings unfamiliar face recognition is still used in the situations mentioned above. To ID commit ID fraud, a fraudster procures an image and identity details of someone that looks like them (if the fraud is to be successful). However, what this paper states is that, with the advance of image manipulation software, the fraudster could now take an image that looks less like them (providing more opportunities for fraud) and morph or 'blend' their face and the victims face together. By doing so, the image could contain 50% of the fraudsters face and 50% of the victim's. In this way, the fraudster now has an image that could be used to fool passport renewal officials and border officials. Example stimuli can be seen in the paper: http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0173319 Do you think the reason why people and computers make similar errors comes down to the fact that people made the computers or do you think there's another reason? saevuswinds This is a really good question, I think the answer is that both humans and machines struggle with the problem of within-person variation in appearance when we are dealing with people who are unfamiliar to us. Are humans not "trained" from birth at this task? elrugmunchero Human face recognition abilities are an individual difference. People who are really good at face recognition (I never forget a face) are known as Super-recognisers, while those that, through brain damage for example, have trouble recognising familiar members are known to have prosopagnosia. And within those two extremes are most of the population. Much like some people can't sing (like me!), some are excellent (like Fleetwood Mac) and others lie somewhere in between.
I noticed that your photo examples for your study were all white and male. There has been some interesting and important criticism that facial recognition software is often poor at recognizing black people in part because the examples used for the algorithms are largely non-black (see work done by Joy Buolamwini.)
Will you repeat this experiment using people from non-white backgrounds and who aren't male? How 
