Let f be a de Morgan read-once function of n variables. Let f " be the random restriction obtained by independently assigning to each variable of f, the value 0 with probability (1 ? ")=2, the value 1 with the same probability, and leaving it unassigned with probability ". We show that f " depends, on the average, on only O(" n + "n 1= ) variables, where = log p 5?1 2 ' 3:27.
Introduction
Obtaining non-trivial lower bounds on the complexity of Boolean functions is currently a very di cult task. Only a handful of methods yielding such lower bounds are currently known and even they work only in suitably restricted models. The current state of a airs in this respect is summerized in the books of Dunne 5] and Wegener 15] and the survey paper of Boppana and Sipser 2]. Many of the currently known methods for obtaining complexity lower bounds use the tool of random restrictions. A random restriction f " of a Boolean function f is obtained by randomly assigning Boolean values to some of f variables. The parameter 0 " 1 denotes the probability in which each variable remains unassigned. With the complementary probability 1 ? " each variables is assigned, with equal probabilities, the values 0 or 1. The choices made for each variable are assumed to be independent of the choices made for all the other variables. Arguments using random restrictions are used in the chain of works by Furst, Saxe and Sipser 6], Yao 16] and H astad 7] that culminate in the proof that bounded depth (and unbounded fan-in) circuits for the parity function have exponential size. Other arguments using random restrictions were used by Karchmer and Wigderson 10] in their proof that monotone circuits for st-connectivity require super-logarithmic depth (and hence super-polynomial monotone formula size). Random restrictions were rst used, however, by Subbotovskaya 18] . She showed that the (de Morgan) formula size of any function is expected to shrink by a factor of at least " 1:5 when hit by a random restriction leaving only fraction " of the variables unassigned. This immediately implied an (n 1:5 ) lower bound on the (de Morgan) formula size of the parity function of n variables. The bound for the parity function was later improved to a tight (n 2 ) lower bound by Khrapchenko 19] , 20], using a di erent method. Andreev 17] renewed the interest in the shrinkage of formulae under random restrictions when he showed how to obtain, using Subbotovskaya's arguments coupled with some new ideas, an (n 2:5?o (1) ) lower bound on the formula size of a natural function of n variables whose formula size is known to School 
Preliminaries
De nition 2.1 (Formulae) A (de Morgan) formula in the n variables x 1 ; : : :; x n is de ned recursively as follows: (i) for 1 i n, the variables x i and their negations x i are formulae;
(ii) if f and g are formulae then so are (f^g), (f _g). A formula is monotone if no negated variables appear in it. A formula is read-once if every variable appears in it at most once. Formulae de ne Boolean functions in the obvious way. When no confusion arises, we use the same symbol (e.g., f) to denote, both a formula and the function it de nes. The size of a formula f is the number of occurrences of variables (and negated variables) in it. The formula complexity of a function f, denoted by L(f), is the minimal size of a formula that de nes f. In the sequel it will be convenient to treat read-once formulae as monotone formulae. This is easily done by replacing negated variables appearing in a read-once formula by the un-negated variables. As each of these variables does not appear anywhere else in the formula, this will not a ect the shrinkage properties of this read-once formula.
De nition 2.2 (Ampli cation) Given a Boolean function f : f0; 1g n ! f0; 1g, we de ne its ampli cation function f : 0; 1] ! 0; 1] as follows: f(p) = Pr f(x 1 ; x 2 ; : : :; x n ) = 1], where x 1 ; x 2 ; : : :; x n are independent random variables each assuming the value 1 with probability p and the value 0 with probability 1?p. Again, we usually use the same symbol (e.g., f) for both a Boolean function and its ampli cation function. A Boolean function f : f0; 1g n ! f0; 1g ampli es (p; q) to (p 0 ; q 0 ) if f(p) = p 0 and f(q) = q 0 .
De nition 2.3 (Random restrictions) Given a Boolean function f : f0; 1g n ! f0; 1g and a number 0 " 1, the random restriction f " is the random function f(x 1 ; x 2 ; : : :; x n ) where x 1 ; x 2 ; : : :; x n are independent random variables and
0 with probability (1 ? ")=2; 1 with probability (1 ? ")=2;
The following results are easily veri ed. Lemma 2.4 ( 1]) Let f be a read-once formula.
Lemma 2.5 ( 9] ) Let f be a read-once formula.
2 )E " (f 2 ) + f 2 ( 1+" 2 )E " (f 1 ). Our main result is the following improvement of H astad, Razborov and Yao's result: Theorem 2.9 If f is a read-once function of n variables then
Examples given by Paterson and Zwick 13] and H astad, Razborov and Yao 9] show that this result is asymptotically the tightest possible. Theorem 2.9 will follow from the results of Section 4. We rst show there (Theorem 4.1) that an upper bound on E " (f) may be obtained using any real function M(s; x; y) that satis es certain inequalities. (This is reminiscent of the methods used in 4]). We then construct (in Theorem 4.2) a funtion M(s; x; y) using which we get the correct asymptotical behavior of E " (f) (for the most shrink resistent f). The proof of Theorem 4.1 is simple. The proof of Theorem 4.2, on the other hand, is a bit tedious. It is given in Section 5. In the next section we summarize some of the ampli cation results of 1], 4] that are needed here. The following function plays a central role in the study of the ampli cation properties of read-once functions.
G ( here. To avoid them we slightly altered the de nition ofG(x) to get the unimodal function G(x). An inequality of the form used in Lemma 3.1 was rst obtained by Boppana 1] . He showed that the entropy function H(x) = x ln 1 x +(1?x) ln 1 1?x satis es such an inequality. To get good ampli cation bounds, one wants a symmetric function F (x) (i.e., F (x) = F (1 ? x) for 0 x 1) that satis es Lemma 3.1 and which has a small asymptotical behavior near x = 0 and x = 1. The function G(x) (and alsoG(x)) are asymptotically optimal in this respect. For each function F (x) that satis es the required conditions we have F (x) = (G(x)). 
In the next sections we rely both on Corollary 3.3, and on the methods used to obtain it, to get a proof of Theorem 2.9. 
for every 0 s, 0 < x y < 1 and 0 s 1 ; s 2 , 0 < x 1 y 1 < 1, 0 < x 2 y 2 < 1 such that
then for every read-once function f of n variables we have
Proof : By induction on n, the size of f. If n = 1 then E " (f) = " and the inequality holds (with equality). Suppose the inequality holds for all read-once functions of less than n variables. Let f be a read-once function of n variables. We show that the inequality also holds for f. Either f = f 1^f2 or f = f 1 _ f 2 where f 1 and f 2 depend respectively on n 1 and n 2 variables, were n 1 + n 2 = n and n 1 ; n 2 < n. By the induction hypothesis we can assume therefore that the inequality holds for both f 1 and f 2 . Assume at rst that f = f 1^f2 . Let 2 ) = "(1+c 2 ") > " and therefore E " (f) M(" n; f( 1?" 2 ); f( 1+" 2 )). Now M(" n; f( 1?" 2 ); f( 1+" 2 )) is O(" n) if " n c 1 and is O("n 1= ) if " n c 1 . The proof of this Lemma is lengthy and it is presented in the appendix. We just o er here some intuitive arguments for its validity. If 
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We may now present a proof of Theorem 4.2.
Proof (of Theorem 4.2) : Let 0 < x y < 1 and 0 s. Condition (2) follows easily as G(x) = G(1 ? x) and G(y) = G(1 ? y). Assume now that 0 s 1 ; s 2 and that 0 < x 1 y 1 < 1, 0 < x 2 y 2 < 1 satisfy condition (3). We break the proof of condition (1) and as a consequence it is enough to show that Note that Lemma 3.1 claims that the inequality in Lemma A.1 continues to hold whenG(x) is replaced by G(x). This is hardly surprising as the de nition of G(x) di ers from that ofG(x) only at points in which the inequality in Lemma A.1 is strict. To the request of the referee, we include the technical proof of Lemma 3. 3. It can be veri ed using di erentiation that the function G (xy) ? G (x) ? G (y) has no critical points within the rectangle (0:7; 1) (0:9995; 1). It is therefore enough to verify the inequality on the boundary of this rectangle. These one-variable inequalities are easily veri ed. The rst inequality here follows from Lemma 5.4(3), the third inequality follows from the de nition of G(x) and the second inequality can be easily veri ed to hold for 
