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Introducción
Esta introducción recoge, en sus dos primeros epígrafes, las descripciones de los sistemas de colas con
reintentos, de los sistemas de colas con llegadas negativas y de los sistemas con mecaAismo de aclarado
estocástico, acompañadas de los antecedentes históricos más relevantes y de las lineas de investigación
actuales. En el último epígrafe se presentan comentarios relativos a los objetivos y a la estructura de la
memoria.
Introducción a los sistemas de colas con reintentos
En una red telefónica, el comportamiento de cada abonado que obtiene como respuesta una señal de
ocupación al efectuar su llamada, habitualmente consiste en repetir su demanda hasta lograr la conexión
requerida. Por ello, el tráfico global de llamadas que circulan en la red telefónica deb~ ser disociado en
dos flujos diferentes: el flujo de llamadas originales, que refleja las necesidades reales de los subcriptores
de la red; y el flujo de llamadas repetidas, consecuencia del bloqueo en los accesos previos. Los modelos
clásicos de sistemas telefónicos, los sistemas de colas con pérdidas, no tienen en cuenta la estructura real
de la red y, por ello, no pueden ser aplicados en la resolución de un número importante de problemas.
Una segunda clase de sistemas de colas, conocidos como sistemas con reintentos, permite solventar esta
deficiencia. Los sistemas con reintentos tienen como principal característica que cada cliente que llega al
sistema y encuentra ocupados a todos los servidores accesibles para él, abandona el área de servicio para
repetir su demanda algún tiempo después. En la actualidad esta descripción juega un papel importante
en redes de ordenadores y en redes de telecomunicaciones.
Los primeros trabajos de investigación con alusiones relativas a sistemas de colas con reintentos
aparecieron a finales de la década de los años cuarenta. Los primeros comentarios fueron posiblemente
los recogidos en Kosten (1947). Sin embargo, se considera como origen de los sistemas de colas con rein-
tentos al artículo de Cohen (1957) titulado ‘Basic problems of telephone trafflc theory and Ihe influence
of repeated ca lis’, donde se analiza exhaustivamente el sistema M/M/c, c =1, con reintentos y clientes
impacientes. El análisis de Cohen presenta una considerable complejidad. Sus soluciones aparecen en
términos de integrales de contorno que son reducidas a funciones conocidas en el caso = 1. Para el caso
c > 1 se incluyen resultados numéricos basados en la truncación del modelo, que extienden el estudio
precedente de Wilkinson (1956). También se estudian algunos comportamientos límite del sistema.
Desde el artículo de Cohen, han sido publicados alrededor de 250 trabajos de investigación en un
amplio número de revistas internacionales y actas de conferencias que abarcan difereñtes ámbitos como:
Probabilidad y Estadística Matemática, Investigación Operativa, Ingeniería de Telecomunicaciones, In-
formálica, etc.. Una significativa contribución al desarrollo de estos modelos es debida a los científicos
de la antigua Unión Soviética, cuyos trabajos han sido tradicionalmente publicados en revistas de lengua
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2 Introducción Ni
rusa, de escasa difusión, y con traducciones al inglés no disponibles en su totalidad.
Algunos textos dedicados a la teoría de colas y a la teoría de teletráfico contienen secciones o comen- Ni
tarios referidos a sistemas de colas con reintentos. Una breve lista de estas monografías incluye, entre
otros, a los libros de flear (1988), van Dijk (1993), Riordan (1962), Syski (1960) y Wolff (1989).
Los sistemas con reintentos han sido sintetizados en tres amplios surveys publicados recientemente:
Falin (1986a,1990) y Yang y Templeton (1987). Además de una amplia bibliografía, estos trabajos con-
tienen los principales resultados desarrollados para los modelos de colas con reintentos de tipo M/G/1 y
sus variantes (llegadas en grupo, clientes heterogéneos, clientes no persistentes, etc.), los modelos de tipo Ni
M/M/c, los métodos numéricos existentes para calcular la distribución limite, el análisis asintótico bajo
tráfico pesado y tráfico ligero, etc.. j
Un modelo de colas con reintentos consiste en un sistema de colas, con c > 1 servidores o canales,
que opera del siguiente modo. Cada cliente que llega al sistema y encuentra un canal vacío, comienza Niinmediatamente a ser servido y abandona el sistema en el instante de finalización del servicio. En caso
contrario, el cliente se une a un grupo de clientes insatisfechos llamado órbita. De forma independiente,
cada cliente de la órbita intenta el acceso a los canales de acuerdo a un proceso de Poisson de intensidad
ji > 0. Las longitudes de los intervalos de tiempo separando dos llegadas consecutivas y los tiempos de
servicio siguen distribuciones generales con funciones de distribución A(x) y 8(x), respectivamente. Se
asume que el flujo de llegadas originales, las longitudes de los intervalos separando sucesivos reintentos y
los tiempos de servicio son mútuamente independientes. Ni
Es posible denotar a los modelos de colas con reintentos utilizando la notación de Kendall A/B/c/K,
donde A y B representan la distribución del tiempo entre dos llegadas consecutivas y la distribución del
tiempo de servicio, respectivamente, c denota el número de canales y 1< es la capacidad de la órbita. Es
habitual omitir la componente K de la notación cuando 1< = ~. El estado del sistema en cada instante
es básicamente descrito por el par (C(t), Q(t)), donde C(t) indica el número de canales ocupados y QQ)
representa el número de clientes presentes en la órbita. u’
La diversidad de las áreas de aplicación, la naturaleza de los resultados obtenidos y los métodos de
análisis empleados permiten considerar a la teoría de colas con reintentos como una parte notable de la Niteoría general de sistemas de colas, dotada de un profundo interés intrínseco. En las actas de los Congresos
Internacionales de Teletráfico (International Teletraffic Congres; ITt?!) puede ser encontrada abundante
información sobre los campos de aplicación de este tipo de modelos. En este sentido, a continuación se Nidestacan algunas aplicaciones concretas.
En redes locales de comunicación (LAN), uno de los protocolos más utilizado es conocido con el nom-
bre de protocolo CSMA (Carrier-.Sense Multiple Access). Habitualmente una red LAN está formada Nipor 1< < ~ estaciones o procesadores conectados entre sí por un solo bus. Mensajes de longitud variable
llegan a las estaciones de la red desde el exterior de ésta. Cuando un mensaje accede a la red desde el
exterior, la estación receptora divide éste en un cierto número de paquetes de tamaño fijo e inmediata- Nimente chequea el estado del bus. Si el bus está libre, uno de los mensajes es transmitido a otra estación
y el resto de los paquetes son almacenados en un buifer para ser transmitidos con posterioridad. Si el
bus está ocupado, todos los paquetes pasan a formar parte del bulfer. Cuando el proceso que gobierna
la llegada de clientes a la red es un proceso de Poisson, la conexión de cada estación con el bus puede
ser modelizada mediante un sistema de colas de tipo M/G/1 con llegadas en grupo y reintentos. El bus Ni
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corresponde al servidor y el buifer es la órbita. En Choi y otros (1992) y sus referencias se describe más
exhaustivamente la incidencia del fenómeno del reintento sobre el protocolo CSMA. ¡
En Falin (1995a) y Ohmura y Takahasbi (1985) se describe la aplicación de un mod&o con reintentos
al estudio del tiempo de espera en sistemas controlados mediante discos magnéticos de. memoria.
Las aplicaciones de los sistemas de colas con reintentos a redes telefónicas reales son múltiples. A
modo de ejemplo pueden citarse los trabajos de Harris y otros (1987), Inamori y otrós (1985) y Kelly
(1986).
Debido a la complejidad de los modelos de colas con reintentos, los resultados analíticos son general-
mente difíciles de obtener. Sin embargo, existe un buen número de métodos aproximados y numéricos.
Una clasificación habitual, aunque arbitraria, de los sistemas de colas con reintentos distingue entre tres
grandes grupos de modelos: sistemas con un único canal, sistemas con varios servicios $‘ sistemas estruc-
turalmente complejos.
Atendiendo a la importancia que tiene el modelo de tipo M/O/1 con reintentos en la presente memo-
ria, a continuación se exponen algunos comentarios relativos a los trabajos más rel¿vantes sobre este
sistema y sus principales variantes.
Los primeros resultados para el sistema M/G/1 con reintentos fueron dados por Keilson y otros (1968),
quienes analizaron la distribución limite del proceso (C(t), QQ)), cuando t —. oc, mediante argumentos
basados en la introducción de la variable suplementaria ¿(t), definida como el tiempo de servicio consu-
mido por el cliente que ocupa el canal. Fórmulas explícitas para la distribución límite del par (C(t), QQ)),
cuando t —. oc, son dadas en Jonin y Sedol (1970) cuando se asumen tiempos de servicio exponencial-
mente distribuidos, Independientemente de Keilson y otros (1968) en los trabajos de Aieksandrov (1974)
y Falin (1975) se han utilizado procedimientos diferentes para estudiar la distribución límite cuando la
distribución de los tiempos de servicio es general. La ley de descomposición estocásti¿a para el modelo
M/G/1 con reintentos y sus variantes ha sido sugerida por algunos autores. El uso de esta propiedad
con la finalidad de deducir fórmulas eicplícitas para los momentos del número de clientes en órbita fue
mencionado en Artalejo y Falin (1994). En Yang y otros (1994) se muestra que la ley de descomposición
estocástica se mantiene incluso cuando los tiempos de reintento son generales. Métodos algorítmicos para
el cálculo de la distribución límite han sido desarrollados por de Kok (1984) y Schellhaas (1986). Su argu-
mentación aprovecha las propiedades de los procesos regenerativos (ver Stidham (1972)) y Ja propiedad
PASTA (Poisson arrivals see time averages) de Wolff (1982).
Desde su consideración por Kendall (1953), las técnicas basadas en el estudio de ¿adenas encajadas
han tenido una notable importancia en la teoría de colas, gracias a la sencillez que ofrecen frente a las
técnicas más clásicas, como la inclusión de una variable suplementaria. La función géneratriz de la ca-
dena de Markov encajada en los instantes de finalización del servicio fue calculada por Falin (1976), quien
observó su coincidencia con la función generatriz de la distribución límite de N(t) = C(t) +QQ), cuando
oc. La clasificación de los estados de la cadena encajada puede ser realizada con la ayuda de los
resultados clásicos basados en las tendencias medias de la cadena.
La contribución más importante al estudio de la distribución del tiempo virtual de espera, W, fue dada
por Falin y Fricker (1991). En su trabajo es fundamental el método de las marcas colectivas, que permite
traducir el cálculo analítico de la transformada de Laplace-Stieltjes de W a términos piobabilisticos. Una
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descripción alternativa del tiempo virtual de espera mediante el número de reintentos realizados por un
cliente que llega al sistema en el instante 1, R(t), fue propuesta en Falin (1986b), cuando se asumen Ni
tiempos de servicio exponenciales, y posteriormente extendida al caso general en Falin y Fricker (1991).
El análisis del período de ocupación del sistema, basado en el uso del método de las marcas colectivas
(ver Falin (1979a)), ha permitido estudiar el comportamiento del sistema en régimen no estacionario. En
Falin (1990) se expone un método analítico alternativo para calcular la transformada de Laplace-Stieltjes Ni
de la longitud del período de ocupación, L. La técnica de las ecuaciones convolutivas de Choo y Conolly
(1979) permite calcular recursivamente los momentos de 14 pero la aplicabilidad del método está limitada Ni
al caso de tiempos de servicio distribuidos exponencialmente.
El conocimiento de la distribución de la cadena de Markov encajada en los intantes de finalización Nidel servicio permite analizar los procesos de finalización y de comienzo del servicio, cuando se asume laergodicidad d l sistema (ver Falin (1978,1979b,1990)).
La teoría general de ordenación estocástica (ver Stoyan (1983)) permite completar la descripción Ni
básica del sistema M/G/1, obteniéndose resultados de monotonía y cotas superiores de los valores más
significativos del sistema (ver Khalil y Falin (1994) y Liang y Kulkarni (1993)).
Aproximaciones de difusión y de flujo de fluidos han sido abordadas por varios autores. Algunas de
las contribuciones más significativas son Anisimov y Atadzanov (1992), Falin (1991) y Lukashuk (1990).
En Greenberg (1989) se extiende la filosofía de la propiedad PASTA a los modelos con reintentos, lo cual
‘Niconduce a una cota superior de las características del sistema. La más reciente de las aproximaciones,
basada en la teoría de la información, fue descrita por Artalejo (1992) y desarrollada por Falin, Martin
y Artalejo (1994). Ni
En la literatura se recogen numerosas generalizaciones del modelo principal de tipo M/C/1 con rein-
tentos. A continuacion se resumen las más significativas. Ni
La modelización clásica del sistema M/C/1 con reintentos asume que cada cliente que se ve bloqueado
en su acceso al servicio genera su propio flujo de repeticiones hasta encontrar el servicio vacio. Entonces,
la longitud del intervalo de tiempo separando das reintentos sucesivos se distribuye exponencialmente con Niintensidad j~u, cuándo el tamaño de la órbitaes j =0. No obstante, existen otros modelos con reintentos
donde la política que controla el acceso al servicio es independiente del nivel de congestión de la órbita.
Por ejemplo, supóngase que los clientes presentes en la órbita pueden ser ordenados y que sólo el primero
de ellos puede reintentar acceder al servicio. De este modo, los intervalos separando dos reintentos suce-
sivos siguen distribuciones exponenciales de parámetro & > o, siempre que la órbita no esté vacía. Esta Ni
política de reintento constante fue introducida por Fayolle (1986), quien investigó un sistema telefónico
detipo M/M/1 con reintentos en el cual el primer cliente de la órbita, al verse bloqueado en su intento Nide acceso al servicio, retorna a la última posición de la órbita (es decir, se asume la existencia en la órbitade una cola con efecto feedback). El sistema M/G/1 con reintento constante fue analizado por Farah-
mand (1990), proporcionando diferentes interpretaciones y situaciones prácticas donde esta disciplina de Nireintento tiene lugar. Martin y Artalejo (1995) completaron el análisis del modelo M/G/1 con reintentoco stante en l ámbito más general d un sistema con dos tipos de cl ent s impacientes. Frecuentem e
la modelización del protocolo CSMA aparece asociada a la disciplina de reintento constante (ver Choi
y otros (1993)). Es interesante observar que la existencia de un orden en la órbita permite desarrollar
modelos de tipo M/M/1 con distribución general de reintento (ver Choi y otros (1993)). La definición de u’
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una disciplina capaz de unificar las dos políticas de reintento puede encontrarse en Martin y Gomez-Corral
(1995), donde se asume que las longitudes de tiempo separando dos reintentos consecutivos están expo-
nencialmente distribuidas con intensidades a(í—6o1)±jp,cuandoen la órbita hay preseAtes 5 =O clientes.
En los sistemas con llegadas en grupo se asume que en cada instante de llegada se incorporan k nuevos
clientes con probabilidad CE, k ~ 1. Si el canal está ocupado, todos los clientes se unén a la órbita. En
caso contrario, uno de los clientes es seleccionado para ocupar el servicio y los restantes pasan a engrosar
la órbita. Esta modificación del sistema clásico fue considerada por primera vez por Falin (1976), quien
utilizó la distribución de la cadena de Markov encajada en los instantes de finalización del servicio para
calcular la distribución límite del par (C(t), QQ)), cuando 1 — oc. El análisis del período de ocupación
y el estudio del sistema en régimen no estacionario fueron abordados en Falin (1981).
La existencia de clientes prioritarios en sistemas de colas con reintentos es introducida en Falin (1985),
donde se calcula la distribución límite conjunta del número de clientes prioritarios y del ñúmero de clientes
no prioritarios presentes en el sistema, bajo disciplina de prioridad del tipo head-of-the~line. Este mismo
resultado fue logrado independientemente por Choi y Park (1990). El mismo modeld fue estudiado en
mayor profundidad por Falin y otros (1993) (cadena de Markov encajada, descomposición estocástica,
teoremas limite, etc.). Recientemente, Choi y otros (1995) consideraron la modificación consistente en
asumir que la capacidad de la línea de espera es finita.
Las nociones de cliente no persistente y de cliente impaciente han sido introducidas en los sistemas de
colas con reintentos con la finalidad de modelizar ciertos sistemas telefónicos donde existe la posibilidad
de abandonar el sistema sin recibir servicio. El trabajo de Cohen (1957) fue el primer ‘precedente donde
es estudiado un sistema con reintentos y clientes impacientes. En el modelo con clientes no persistentes
se asume que cada cliente tiene la posibilidad de abandonar el sistema cuando se ve’ bloqueado en su
acceso al servicio. En el caso más general, se define el vector (H1, H2, E’3, ...), conocido como función de
persistencia, donde E’3 es la probabilidad de continuar en el sistema tras el j-ésimo reintento bloqueado.
El caso general es analíticamente inabordable; por ello, debe asumirse que E’5 = E’2, 5 > 2. Yang y
otros (1990) analizaron el sistema M/G/1 cuando E’2 < 1. Aunque la solución analítica es desconocida,
es posible expresar las principales características del modelo en términos de la probabilidad de que el
servidor esté ocupado, la cual puede ser calculada numéricamente. El caso en que los ti’empos de servicio
siguen una ley exponencial admite una solución en términos de funciones bipergeométricas (ver Falin
(1980)). Fayolle y. Brun (1988) estudiaron un modelo Markoviano en el que la órbita es debida a la
existencia de clientes impacientes.
Los sistemas con clientes heterogéneos y reintentos presentan una notable dificultad analítica debido a
que deben ser representados en términos de caminos aleatorios multidimensionales. Supóngase un sistema
con n > 1 tipos diferentes de clientes. Los clientes originales de tipo i llegan al sistema de acuerdo a un
proceso de Poisson de intensidad >~ > 0, la intensidad asociada a sus reintentos es p~ >0 y la función de
distribución de los tiempos de servicio es B1(x), 1 < i =it La primera descripción de An modelo de este
tipo fue realizada por Kornishev (1980), quien obtuvo el sistema de ecuaciones que gobierna los valores
medios del número de clientes de la clase i presentes en el sistema N1, 1 =i ~ u, cuando se asume que
los tiempos de servicio se distribuyen exponencialmente. El caso = ji, 1 < i < u, es esencialmente más
simple (ver Hanschke (1985)). Para el caso de funciones de distribución generales B¿(x) con dos tipos
de clientes es posible deducir fórmulas explícitas para los valores esperados de N1 y N2 (ver Kulkarní
(1983a,1986)). La generalización a u clases aparece recogida en Falin (1983,1988). Finalmente, Kulkarní
(1983b) ha desarrollado algunas conexiones entre este tipo de sistemas y la teoría de juegos.
Ni
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En Falin (1990,1994) puede encontrarse una relación exhaustiva de referencias relativas a otras Nivariantes del modelo de tipo M/G/1 con reintentos.
La amplia bibliografía dedicada al estudio del modelo con reintentos de tipo M/G/1 contrasta con Ni
la escasa literatura existente sobre el sistema G/M/1 con reintentos. Este hecho es consecuencia de la
complejidad analítica del modelo. Por ejemplo, el estudio de la distribución límite del par (CQ), QQ)),
cuando 1 — oc, mediante el método de la variable suplementaria conduce a una ecuación diferencial aún
no resuelta. Por ello, sólo han podido ser desarrollados métodos aproximados entre los que destacan los Ni
trabajos de Pourbabai (1990a,1993) y Yang y otros (1992).
Los resultados para sistemas de colas con reintentos y e ~ 2 canales pueden ser clasificados en dos gru- Ni
pos. De un lado, en el caso particular e = 2 se han desarrollado expresiones explícitas para la distribución
límite del par (C(t), QQ)), cuando 1 — oc (ver Falin (1984a), Hanscbke (1987) y Jonin y Sedol (1970),
entre otros). Sin embargo, cuando c > 2, el análisis de cualquier característica del sistema M/M/c con
reintentos ha estado tradicionalmente limitado por la imposibilidad de calcular su distribución límite.
La condición bajo la cual el sistema es ergódico fue obtenida por Deul (1980) y simplificada por Falin Ni
(1984b). Pearce (1989) ha resuelto de forma teórica este problema haciendo uso de fracciones continuas
generalizadas. Sin embargo, su trabajo debe completarse con un método computacionalmente operativo Nipara el cálculo de las probabilidades límite. El análisis numérico mediante técnicas de truncación de la
órbita ha sido abordado por varios autores (ver Falin (1990) y Neuts y Rao (1990)). Recientemente,
Artalejo (1995) y Falin y Artalejo (1995) han desarrollado aproximaciones para sistemas M/M/c con Ni
reintentos y balking.
Los problemas abiertos señalados por Falin (1986a) y Yang y Templeton (1987) han constituido la Nimotivación de una gran parte de la literatura desarrollada en la última década. A continuación se co-entan breveme te algunas líneas de investigación abiertas.
Ante la imposibilidad de resolver analíticamente sistemas de tipo M/G/e con reintentos exponenciales, Nisistemas con un flujo de llegada distinto al proceso homogéneo de Poisson o sistemas con distribución
general de reintento, es preciso realizar un esfuerzo en el desarrollo de aproximaciones numéricamente
eficientes. En este sentido deben destacarse algunos precedentes como el análisis aproximado del sistema
M/O/1 con distribución general de reintento (ver Yang y otros (1994)), el uso de distribuciones PE’ que
pueden permitir la aproximación de distribuciones generales de llegada y/o reintento (ver Diamond y
Alfa (1995) y Neuts y Ramalhoto (1984)) y la aproximación de sistemas G/O/c mediante modelos de
‘Ni
colas con pérdida (ver Pourbabai (199Db) y sus referencias).
Aunque la literatura sobre los sistemas con reintentos es extensa, sólo un número escaso de trabajos
se ha dedicado al estudio de cuestiones estadísticas (ver Falin (1995b), Lewis y Leonard (1982) y Warfield Niy Foers (1985)). En la práctica, la intensidad de llegada de clientes y el tiempo medio de servicio pueden
ser estimados sin dificultad. Sin embargo, la intensidad de reintento es difícil de estimar. Ello se debe a
que no es posible distinguir entre la llegada de un cliente original y la llegada de un cliente de la órbita,
‘Nipuesto que, en las aplicaciones a la telefonía, no es sencillo observar el comportamiento de los clientes de
la órbita. En este sentido, debe destacarse la línea de investigación de Falin (1995b), quien ha estudiado
el problema de la estimación de la intensidad de reintento en un modelo de tipo M/M/1 con la ayuda de uestimadores integrales.
Ni
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La consideración del fenómeno del reintento en redes de colas permanece inabordada. La aplicación
del principio de máxima entropía a redes de colas (ver Kouvatsos (1994)) puede conducir a aproximaciones
satisfactorias.
Introducción a los sistemas de colas con llegadas negativas y a
los procesos de aclarado estocástico
El concepto de llegada negativa o cliente negativo ha sido introducido recientemente en las redes de colas
por Gelenbe (1991) motivado por las aplicaciones a redes neuronales. La red neuronalmás sencilla está
formada por A’ < oc neuronas entre las cuales circulan señales positivas y negativas. Las señales positivas
y negativas tienen diferentes comportamientos en la red: cada señal positiva representa un mensaje exci-
tante; y cada señal negativa representa un mensaje inhibidor. Las neuronas reciben la llegada de señales
positivas y negativas desde el interior y el exterior de la red. El potencial de una neurona representa el
número de señales positivas acumuladas en ella. La llegada de una señal positiva a una neurona supone
el incremento de su potencial en una unidad. Una señal negativa reduce una unidad el potencial de una
neurona con potencial positivo y no tiene efecto sobre ella si su potencial es nulo. Las señales positivas
abandonan un nodo, después de la finalización de sus correspondientes servicios, para dirigirse a otro
nodo de la red o al exterior de ésta. Si el movimiento de la señal positiva es interno en la red, entonces
la señal positiva puede convertirse en una señal negativa.
En la terminología de las nuevas redes de colas introducidas en Gelenbe (1991), las neuronas equi-
valen a los nodos (o estaciones), y las señales positivas y negativas equivalen a los clientes positivos y
negativos, respectivamente. El modelo descrito por Gelenbe es una generalización de las redes de Jack-
son dotadas de nodos con un único servidor (ver Gelenbe y Pujolle (1986)), donde sólo existen clientes
positivos. En Gelenbe (1991) se asumen que los procesos que gobiernan la llegada de señales positivas y
negativas desde el exterior son procesos de Poisson independientes y que los tiempos de servicio siguen
distribuciones exponenciales con intensidades dependientes de la neurona. El principal resultado de este
trabajo establece que la distribución en equilibrio del número de clientes positivos tiene forma producto
(es decir, la distribución del vector de potenciales es el producto de las probabilidades marginales del
potencial de cada neurona) con parámetros que satisfacen un conjunto de ecuaciones de tráfico o flujo no
lineales. La existencia y la unicidad de las soluciones de estas ecuaciones de tráfico también son discutidas.
Desde su introducción, los clientes negativos han sido considerados por diversos autores en dos ámbitos
distintos de los sistemas de colas: las redes de colas y los modelos de colas con línea de espera y un único
servidor. A continuación se ofrecen unos breves comentarios bibliográficos de los trabajos realizados en
el caso de las redes de colas con clientes negativos, también llamadas redes de colas generalizadas (a-
networks), y en los sistemas con línea de espera, un único servidor y clientes negativos.
Motivado por las aplicaciones en redes de ordenadores y en bases de datos, Gelenbe (1993) estudia
una red de colas con clientes positivos y negativos donde la llegada de un cliente negativo a un nodo de
la red desencadena el inmediato traslado de un cliente positivo a otro nodo de la red o al exterior de ésta.
En este trabajo se discute la estabilidad de la red, se muestra que la distribución en equilibrio del número
de clientes positivos en los nodos de la red tiene forma producto y se establecen las ecuaciones de tráfico
que gobiernan la forma producto. Chao (1995a) considera variantes más generales con varias clases de
clientes y tiempos de servicio generales. Se observa que no se tiene la propiedad de insensitividad de
Kelly (1979), que asegura que la distribución en equilibrio depende de las distribuciones de los tiempos
Ni
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de servicio a través sólo de sus correspondientes valores medios. Recientemente, Henderson y otros (1994)
han considerado redes donde la transferencia de un cliente positivo a otro nodo de la red genera la llegada Nide un grupo de clientes negativos en el nodo. La distribución del tamaño del grupo depende de los nodosorigen y de desti o.
En Henderson (1993) se generalizan trabajos anteriores permitiendo que las intensidades asociadas a U
las transferencias entre los nodosy los tiempos de servicio dependan del estado de la red. Adicionalmente,
se contempla la posibilidad de acumular clientes negativos en los nodos de la red.
El análisis detallado de las redes de colas con clientes positivos y negativos presenta grandes dificul- Ni
tades. Los resultados que se encuentran en la literatura se reducen fundamentalmente al estudio de la
estabilidad de la red y de la distribución en equilibrio del número de clientes positivos en cada nodo Ude la red. Sólo en el caso de la red de colas más sencilla, la red de colas formada por dos nodos en
tandem, Harrison y Pitel (1995) determinan la distribución del tiempo de respuesta en términos de su
correspondiente transformada de Laplace-Stieltjes.
En la literatura han sido descritas numerosas aplicaciones de las redes con clientes positivos y nega-
tivos. A continuación se describe la aplicación al protocolo de comunicación ‘Go back 1V’.
Algunos protocolos de comunicación pueden ser modelizados mediante una red de colas generalizada. Ni
Este es el caso del protocolo ‘Go back 1V’ para la transmisión de paquetes de datos. Cuando los men-
sajes son transmitidos entre los buffers usando este protocolo, el buffer de origen almacena N paquetes Nide datos hasta que recibe una señal indicando que todos los paquetes han llegado intactos al buifer de
destino Para modelizar el número de paquetes almacenados en la red de buffers debe observarse que
la llegada de clientes positivos equivale a la llegada de paquetes de datos a un buifer; y la llegada de Ni
un cliente negativo equivale a la señal que indica la expulsión de N paquetes de datos en el buifer de origen.
Para finalizar con los comentarios relativos a las redes de colas generalizadas, debe indicarse que en
Gelenbe (1994) se realiza una revisión de la literatura existente y se muestran aplicaciones a la progra- Ni
macion combinatoria y a la generación de imágenes.
Las llegadas negativas fueron introducidas en el contexto de las líneas de espera con un único servidor Nipor Gelenbe y otros (1991). En este primer trabajo se consideró un sistema 01/0/1 con disciplina de
cola FCFS (firsi come Jlrsi served), donde existe un finjo adicional de llegadas negativas. Los clientes
positivos son tratados en el sentido habitual por el servidor. Las llegadas negativas sólo afectan al sistema
cuando éste no está vacío. Entonces, tienen el efecto de expulsar a un cliente, que es seleccionado de
acuerdo a alguna estrategia especificada. En concreto, en Gelenbe y otros (1991) se estudia la estabili- Ni
dad de varios sistemas con llegadas negativas operando bajo las dos siguientes estrategias de expulsión:
estrategia ROE (removal of the customer at the end of tlze queue), que consiste en expulsar al cliente que Niocupa la última posición en la línea de espera; y la estrategia RCH (removal of the customer at tite headf tite quene), que consist en expulsar al cliente qu ocupa el canal.
En Harrison y Pitel (1993) se calcula la transformada de Laplace-Stieltjes del tiempo de permanencia Ni
de un cliente en el sistema de colas M/M/1 con llegadas negativas, cuando se asumen su ergodicidad
y diferentes disciplinas de cola y estrategias de expulsión. Los modelos estudiados en Harrison y Pitel
(1993) han sido analizados con una misma metodología, aunque el análisis algebraico de cada caso difiera
sensiblemente en dificultad. Los resultados muestran diferencias no sólo en las expresiones de las trans- Ni
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formadas de la variable W, si no también en los valores medios de las distribuciones. Este hecho contrasta
con la igualdad de los valores medios en el correspondiente modelo sin flujo de llegadas negativas. Debido
a la propiedad de ausencia de memoria de la distribución exponencial, es un problema trivial calcular la
distribución límite de la variable N(t), definida como el número de clientes presentes en el sistema M/M/1
con llegadas negativas, cuando 1 — oc. Si u > O es la intensidad del tiempo de servicio, la distribución
límite de NQ) coincide con la distribución límite del número de clientes presentes en un sistema M/M/1
sin llegadas negativas y con intensidad de tiempo de servicio u + 6. Además, la distribución límite de
N(t), cuando t .-. oc, no depende de la estrategia y de la disciplina fijadas. La conéideración de una
distribución general para el tiempo de servicio ocasiona grandes dificultades, particularmente cuando la
estrategia de expulsión es ROE (ver Ilarrison y Pitel (1996)). La argumentación seguida por Harrison y
Pitel, basada en el método de la variable suplementaria, conduce a una ecuación integral de Fredholm de
primera clase, que debe ser resuelta numéricamente.
En Boucherie y Boxma (1995) se generaliza la noción de llegada negativa permitiendo que cada lle-
gada negativa destruya una cantidad aleatoria de trabajo, que no necesariamente corre~ponde al trabajo
asociado a un número entero de clientes. Se demuestra que la transformada de la distribución del trabajo
acumulado satisface una ecuación de Wiener-Ho~f. En esta misma línea se encuadra el trabajo de Bayer y
Boxma (1995), donde se calcula la distribución límite de N(t), cuando 1 — oc, en dos variantes del modelo
M/G/1 con llegadas negativas que expulsan a clientes positivos sólo en los instantes de finalización del
servicio.
La definición de llegada negativa de Boucherie y Boxma (1995) generaliza la noción de desastre de
Chao (1995b) y Jain y Sigman (1996). En estos trabajos se establecía que un desastre ocurre cuando
una llegada negativa expulsa a todos los clientes positivos presentes (es decir, destruye todo el trabajo
acumulado). La aplicación del concepto de desastre a sistemas de computación y a procesos biológicos
ha sido descrita en Chao (1995b).
Los sistemas de colas con desastres están directamente relacionados con ¡os sistemas de aclarado
estocástico. Un sistema de aclarado estocástico está caracterizado por un proceso de entrada y un
mecanismo de salida que intermitentemente aclara el sistema mediante la destrucción total o parcial de
las unidades presentes. Tales sistemas fueron introducidos por Stidham (1974) motivado por sus aplica-
ciones a la teoría de colas, a los sistemas de inventario, a las actividades de mantenimiento de maquinaria
y a los sistemas de servicio público. El ejemplo más simple de este tipo de sistemas es la parada de un
autobús. Existe un flujo de clientes que acceden a la parada con la finalidad de esperár la llegada de un
autobús. Cuando éste llega, todos los clientes presentes abandonan inmediatamente la parada.
Los trabajos relativos a los modelos con llegadas negativas no mencionan la existencia de la literatura
sobre los sistemas de aclarado estocástico, pero es clara la relación entre las nociones de llegada negativa
y de aclarado. Desde el trabajo de Stidham (1974), el principal problema estudiado ha sido el diseño
óptimo de un sistema de aclarado cuando el nivel de aclarado está sujeto a control. Entonces, se asume
una estructura de coste donde se refleja el coste de cada operación de aclarado y el coste del propio sis-
tema mediante una función general creciente del tamaño del sistema. También es posible introducir una
componente adicional que es proporcional al número de unidades aclaradas. En este sentido deben consul-
tarse los trabajos de Kim y Seila (1993) y Stidham (1977,1986). Elestudio de la distribución estacionaria
de los procesos de aclarado ha sido abordado en Serfozo y Stidham (1978), Stidham (1974) y Whitt (1981).
Desde su introducción, ha existido un interés creciente en la generalización de la noción de llegada
u’
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negativa. En la actualidad, los mayores esfuerzos se centran en el estudio de aquellas medidas clasícas
de la efectividad de un sistema de colas aún no consideradas en este tipo de modelos, y en el analísís Nide sistemas de colas no Markoviano& Las referencias y los comentarios recogidos en esta sección hanpretendido mostrar estas lineas de investigación.
Objetivo y estructura de la memoria Ni
En la mayor parte de los trabajos sobre teoría de colas con reintentos se asume que los clientes no abando-
nan el sistema sin haber recibido servicio. Las excepciones a este hecho son los sistemas con impaciencia
o persistencia (ver Cohen (1957), Falin (1990), Stepanov (1983), Yang y otros (1990) y sus referencias)
y los sistemas con rupturas del servicio (ver Aissani (1994), Artalejo (1994) y Kulkarni y Choi (1990)).
En el caso de los fenómenos de impaciencia y persistencia, la salida del sistema sin recibir servicio es Ni
causada por una decisión del propio cliente. En el segundo caso, la ruptura del servicio puede suponer la
expulsión del sistema del cliente que estaba siendo atendido.
El objetivo de la presente memoria es el estudio del sistema M/G/1 con disciplina lineal de reintento y Ni
llegadas negativas, y del sistema M/G/1 con disciplina lineal de reintento y mecanismo de aclarado. Una
de las principales características de estos modelos es su versatilidad, puesto que permiten la presencia
u’simultánea de las políticas clásica y constante de reintento, así como un flujo adicional de llegadas negati-
vas o de desastres. El estudio de estos dos sistemas de colas está motivado por la existencia de situaciones
prácticas donde los clientes se ven forzados a abandonar el sistema sin recibir servicio, que no pueden ser
modelizadas mediante los sistemas de colas con clientes no persistentes, con clientes impacientes o con Ni
rupturas. Los dos ejemplos siguientes muestran esta circunstancia.
Ejemplo 1 (Redes de conmutación por paquetes). El mecanismo que regula la transmisión de ficheros Nien una red de conmutación por paquetes (packet switching network) puede ser descrito en los siguientes
términos. La red consiste en un grupo de procesadores y un conjunto de uniones entre ellos. Cada
procesador tiene conectado una terminal. Se asume que el proceso que gobierna la llegada de ficheros
desde el exterior es un proceso de Poisson. Si una terminal desea enviar un fichero a otra de las ter- Ni
minales de la red, primero chequea el estado del procesador al que está conectado. Si el procesador
no está transmitiendo otro fichero, se envía el fichero a la terminal de destino de forma directa cuando
ambos procesadores están conectados entre sí. En caso contrario, se envía de forma indirecta a través Nide otra terminal. Si el procesador no está disponible, el fichero es almacenado en un buifer junto con
la dirección de destino. El buifer intentará transmitir los mensajes almacenados después de un tiempo
aleatorio. Adicionalmente, la terminal envía al buifer mensajes de borrado que anulan a alguno de los Nificheros almacenados.
En la práctica, la distribución del tiempo que transcurre entre dos intentos sucesivos de acceso del
buifer al procesador es compleja, pero por conveniencia matemática es modelizada mediante la variable Ni
exponencial. De este modo, se asume que el tiempo transcurrido entre dos reintentos está exponencial-
mente distribuido con parámetro a(1 — boj) + jp, cuando hay j =O mensajes almacenados. La primera
contribución, a, es fija e intrínseca con el diseño de la red y la segunda, jp, depende del número de Ni
ficheros almacenados.
Considérese un procesador particular conectado con su terminal. En la terminología de los sistemas Nide colas, el procesador equivale al servidor, los ficheros son los clientes, los mensajes de borrado son las
llegadas negativas y el buifer representa la órbita. La conexión de cada terminal con su correspondiente Ni
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procesador puede ser modelizada mediante un sistema de colas de tipo M/G/1 con disciplina lineal de
reintento y llegadas negativas. Debe observarse que la introducción de un flujo de llegadas negativas
es un mecanismo para controlar la congestión interna del buifer. Un nivel de congestión excesivo es
consecuencia de la llegada de clientes cuando el servicio está ocupado. Por ello, se asume que el flujo de
llegadas negativas actúa sólo cuando el servidor está activo y que el cliente que ocupa el servicio no puede
ser anulado. Para que el sistema sea analíticamente abordable debe suponerse que el tiempo transcurrido
entre dos llegadas negativas es una variable aleatoria exponencial de parámetro 6 > 0. ¡
Ejemplo ~ (Red focal de comunicación). Se considera una red LAN, formada por K < oc estaciones
que recibe mensajes de longitud unitaria desde el exterior de acuerdo a un proceso de Poisson. Cuando
una estación recibe un mensaje, chequea el estado del bus. Si el bus está libre, el mensaje es transmitido
a la estación de destino. En caso contrario, es almacenado en el buifer para su transmisión después de un
tiempo aleatorio. Una posibilidad para modelizar los tiempos de reintento de la transmisión es utilizar
el método adaptativo mencionado en Yang y Templeton (1987). Entonces, el tiempo de reintento es
una función decreciente del número de mensajes almacenados en el buffer. Por ello, se asume que las
longitudes de los intervalos de tiempo que separan dos reintentos consecutivos son variables aleatorias
exponenciales con intensidades cx(1 — 6~~) + Jp, cuando el tamaño del buifer es j ~ 0.
Adicionalmente, la red puede estar operando bajo la presencia de un virus cuya limpieza implica la
destrucción de todos los mensajes que circulan en la red. Entonces, la conexión entre una estación in-
dividual y el bus puede modelizarse mediante una cola de tipo M/G/1 con disciplina lineal de reintento
y mecanismo de aclarado. El bus equivale al servidor, los mensajes son los clientes, las operaciones de
limpieza equivalen a los desastres y el buifer de la estación constituye la órbita. Si el tamaño total del
buifer es grande, entonces se asume que la capacidad de la órbita es infinita.
Otros ejemplos de sistemas de colas con reintentos y llegadas negativas pueden ser encontrados en
telefonía, donde el caso ji = O y 6 = (1 — E’», E’ 6 (0,1), conduce a un nuevo modelo con reintentos
y clientes no persistentes. Colas con reintentos y desastres también son la base para modelizar sistemas
de ordenadores donde una orden de borrado (reset order) tiene el efecto de destruir todo el trabajo del
sistema.
Debe observarse que la existencia de un flujo de llegadas negativas o de desastres implica diferencias
significativas en los resultados matemáticos debido a que la estructura matricial de tipo M/G/1 y la
propiedad de descomposición estocástica no se conservan.
En cuanto a la organización, la memoria ha sido dividida en tres capítulos. Todos ellos incluyen un
apéndice donde se recogen resultados auxiliares y finalizan con una lista específica de referencias.
El primer capítulo está dedicado al análisis del sistema M/M/1 con disciplina lineal de reintento y lle-
gadas negativas. Las principales características estudiadas son: la clasificación de los éstados del proceso
X = {(C(t), Q(t)), t =0}; el cálculo de la distribución límite de (0(1), Q(t)), cuando 1 — oc; el estudio
de la distribución del tiempo de permanencia en el sistema cuando se asumen la disciplina ECES y la
estrategia de expulsión ROE; el cálculo recursivo de los momentos de las principales variables aleatorias
asociadas al periodo de ocupación; el análisis de las cadenas encajadas de Markov en los instantes de
finalización del servicio y de expulsión; y los procesos de finalización y de comienzo del servicio.
Ni
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El estudio de la distribución límite del par (0(1), QQ)), cuando 1 — oc, en el sistema de colas M/G/I Ni
con disciplina lineal de reintento y llegadas negativas, cuando se asume la estrategia ROE, es abordado
en el capítulo segundo. Los argumentos empleados, basados en la inclusión de la variable suplementaria
¿(1) sobre (0(t), Q(t)), conducen a una ecuación integral de Fredholm. Adicionalmente, se propone un
esquema recursívo para aproximar la distribución límite del sistema original mediante la distribución
limite de un sistema M/G/1/K con disciplina lineal de reintento y llegadas negativas, donde el nivel Ni
1< < oc es elegido de acuerdo a un criterio de precisión prefijado.
El capítulo tercero está dedicado al análisis de los sistemas de colas M/G/1 con disciplina lineal Ni
de reintento y mecanismo exponencial de aclarado estocástico. Las características estudiadas son: la
condición de ergodicidad; la distribución límite y los primeros momentos de las variables (0(1), Q(t)), Nicuando 1 — oc; el cálculo de las probabilidades límite a través de un esquema recursivo; el estudio deltiemp de permanencia en el sistema; y e estudio de las principal s variables aleatorias relaciona as con
el periodo de ocupación. Finalmente, se dedica una sección al análisis del sistema de colas M/M/1 con
disciplina lineal de reintento, donde las longitudes de los intervalos de tiempo separando dos desastres
consecutivos tienen distribución general. En ella se incluyen el estudio de la distribución limite de Ni
(0(1), QQ)), cuando 1 — oc, y el análisis del período de ocupación. Ni
Ni
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Capítulo 1
Sistema M/M/1 con llegadas
negativas y disciplina lineal de
reintento
1.1 Introducción
El presente capítulo está dedicado al análisis estocástico del modelo M/M/1 con llegadas negativas y
disciplina lineal de reintento. El principal objetivo del estudio de este sistema de colas es la modelización
de ciertas situaciones en redes de ordenadores, donde el flujo de llegadas negativas permite mantener
niveles de congestión interna moderados. Una de las principales características del modelo es la versati-
lidad que ofrece en el sentido de permitir el estudio simultáneo de diferentes sistemas de colas descritos
en la literatura.
El estado del sistema en cada instante de tiempo será formalizado mediante un proceso de Markov
bivariante en el que son especificados el estado del servidor y el número de clientes presentes en órbita.
Fijando la primera componente del proceso, la distribución límite satisface un sistema de ecuaciones del
tipo nacimiento y muerte. La presencia de un proceso de llegadas negativas tiene una profunda influencia
sobre el sistema. Dado que los clientes pueden abandonar el sistema sin recibir servicio, la forma estruc-
tural de la cola M/G/l no se preserva. Así mismo, la distribución límite del proceso en tiempo continuo
que describe el número de clientes en el sistema no coincide con la distribución de probabilidad del proceso
encajado que indica el estado de la órbita justo después de cada instante de finalización del servicio.
El resto del capítulo es organizado como se señala a continuación. En la sección 1.2 se realiza la
descripción del modelo matemático y una completa clasificación de los estados del proceso de Markov
asociado. La sección 1.3 está dedicada al estudio, bajo ergodicidad, de la distribución límite y de sus
correspondientes momentos factoriales. El tiempo de permanencia en el sistema de un cliente> desde su
llegada hasta el instante de finalización del servicio o de expulsión, es estudiado en la sección 1.4, cuando
asumimos que la intensidad de reintento es constante, la disciplina de servicio consiste en servir a los
clientes en el orden de llegada y la estrategia de expulsión supone la anulación del cliente que ocupa la
última posición de la órbita. La sección 1.5 se centra en el análisis del período de ocupación y otras
variables aleatorias relacionadas. Se proponen esquemas recursívos para la computación de los momentos
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de estas variables. El estudio de las cadenas de Markov encajadas en los instantes de finalización del
servicio y de expulsión, junto con sus correspondientes momentos factoriales, es abordado en la sección Ni1.6. Los procesos asociados a la sucesión de tiempos transcurridos entre dos finalizaciones del servicio
consecutivas y dos entradas sucesivas al servicio son tratados en las secciones 1.7 y 1.8, respectivamente.
Se concluye el capítulo con la sección 1.9 donde se comentan diferentes aspectos referidos a las técnicas Niy a la bibliografía empleadas.
1.2 Descripción del modelo matemático y clasificación de los Ni
estados
Se considera un sistema de colas con un único servidor y dos procesos de entrada independientes de NiPoisson con intensidades A > O y 6 ~ 0, correspondientes a llegadas originales y negativas, respectiva-
mente. Si en el instante de una llegada original el servidor está libre, el cliente comienza a ser servido
y abandona el sistema tras la finalización de dicho servicio. Cualquier cliente que encuentra el servidor Niocupado debe abandonar inmediatamente el área de servicio, retornando al sistema en sucesivos instantes
hasta que encuentra el servidor libre. Estos clientes insatisfechos forman una órbita tal que sólo uno de
ellos, seleccionado de acuerdo a una cierta regla, puede intentar acceder al servicio. Se asume que la
‘Nilongitud de los intervalos de tiempo separando dos sucesivos intentos de acceso al servidor se distribuyenexponencial e independientemente con intensidad a(1 — 6oj) + jji, cuando existen j clientes en órbita,
donde 6aí representa la delta de Kronecker. Las señales negativas sólo ocurren cuando el servicio está
ocupado y tienen el efecto de expulsar a uno de los clientes de la órbita, si existe alguno en ella, que es Niseleccionado de acuerdo a alguna estrategia especificada. Los tiempos de servicio son variables aleato-
rias independientes y exponencialmente distribuidas con intensidad u. Se asume la independencia de los
procesos de llegadas originales y negativas, los intervalos separando sucesivos reintentos y los tiempos de Niservicio.
Diferentes modelos de colas pueden obtenerse a través de elecciones particulares de los parámetros a,
ji y 6. El caso 6 = O corresponde a la cola con disciplina lineal que generaliza a las colas con políticas Ni
clásica y constante de reintento. Ambos modelos vienen dados si adicionalmente son considerados & = o
y ji = ~, respectivamente. El caso ji = O y 6 = (1— E’», E’ 6 (0, 1), conduce a una nueva cola con disci-
plina constante donde el cliente que ocupa la primera posición de la órbita es no-persistente. Finalmente, Nila cola Markoviana con un único servidor, línea de espera y llegadas negativas es obtenida como el casoimite a — oc y/o ji — oc.
El estado del sistema en el instante 1 puede ser descrito mediante el proceso de MarkovX= {X(t),t =0} Ni
= {(C(t), Q(1)),1 =O}, donde 0(1) es igual a 1 o O de acuerdo a si el servidor está ocupado o libre, res-
pectivamente, y Q(t) representa el tamaño de la órbita. El espacio de estados de X es el conjunto
5= {0, lix IN. Ni
Se asume que el proceso X es estándar en el sentido siguiente
p (x(í) = (m, n)/x(o) = (it, j)) = 6(k,j)(mn), Ni
para (k,j), (m,n) ES.
Ni
o Ni
u
u
u
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El generador infinitesimal del proceso X, Q, definido de la forma
u q(k,j>(m,n) = bu 1 = = —— (P (X(t) Qn, n)/X(0) (lvi)) 6(kj)(m,n))
u viene dado por
A, si (n,m) = (li),u qo,j~n,m = &~í;óOi)1~t) + jji), :VP>m):(1H 1)>
—(A a(1 (u, m) (0,1),
1~ o, en otro casou A,
u si (n,m) = (Di),
q(iJ)(n,m) = 6(1 — &o¡), si (n,rn) = (1,j —1), (1.2.1)u 1 —(A+u+6(1—6o~)), si (n,rn) (li),
0, en otro casou paran E {0, 1} y j,m E IN.
u Sea la distribución limite del proceso X definida a través de las siguientes probabilidades
= hm P(X(t) = (i,j)), (i,j) ES, (1.2.2)
1—’
u que son positivas si y sólo si el proceso X es ergódico.
La clasificación de los estados del proceso X es establecida en el siguiente teorema.
u Teorema 1.2.1. Sea X el proceso de Markov con generador infinitesimal Q dado en (122.1), entonces
i) X es ergódico si y sólo si se satisface una de las dos siguientes condiciones:
ii) ji = O y -y < 1,u u) >0 ~. <1;
u recurrente nulo si y sólo si se satisface una de las dos siguientes condiciones:ji = 0 -y = 1,
ji >0, p = 1 y u =
u iii) X es transitorio si y sólo si se satisface una de las tres siguientes condzczones:iii.1) ji = O y y > 1,
iii.É) ji> 0, p = 1 y u> ji,u iii.3) ji >0 gp >1;
donde
u A (A—S)(A±&) (1.2.3)
¡‘+6 va
u
u
u
2
1
2
22 Cap. 1. Sistema M/M/1 con llegadas negativas y disciplina lineal de reintento
lJ
Demostración. Desde (1.2.1) se deduce que las probabilidades límite {.Píy1(í,y)~s están sujetas a las J
siguientes relaciones
(A + &(í — Soy) + jp)Poy = ¡‘Pi5, 1=0, (1 24)
Ii
(A+ u + 6(1 — óoy))Piy = >Poy + (& + (5 + 1)p)P~,y+~ + ¿Pi,j+i + Ml — 605)P1,y..1, 5 =0. (1 2 5)
Entonces, de las ecuaciones (1.2.4) y (1.2.5) se sigue que
= fl1P01, ej
(ay + /3y)Poy = apiPo,y: + fly+íPo,y+i, 5 = 1, (1.2.6)
donde {ay»i~ y {/3y}5ii están dadas por ej
= A(A + a(1 — óoy) +jji), 1=0,
¡%=>¿+(v±ó)(a±jji), 1=’. ej
Obsérvese que las ecuaciones (1.2.6) corresponden aun proceso de nacimiento y muerte con parámetros
de nacimiento {ayfl’1a y parámetros de muerte j
Dado que X es un proceso irreducible, la clasificación de estados puede realizarse mediante los criterios
de clasificación relativos a los procesos de nacimiento y muerte. Por tanto, se dispone de las siguientes
condiciones necesarias y suficientes: ej
i) El proceso es ergódico si y sólo si $ <oc y $2 = oc;
u) El proceso es recurrente nulo si y sólo si ~1 = $2 = oc;
iii) El proceso es transitorio si y sólo si $1 = oc y $2 <oc; ej
siendo
y s2=3 (5-1 __ -1
>—1 E—O 1
3k+í ,=~ í—a (1 2 ‘7) J
Para garantizar la validez del criterio anterior debe asegurarse la no-explosividad del proceso X ej
Asúmase, sin pérdida de generalidad, que X(0) = (0,0). Entonces, el número de finalizaciones de servicio
y expulsiones en [0,1) está acotado por el número de clientes originales llegados, N~, en [0,1). Ademas,
ejel número de transiciones del proceso X desde el nivel 5 al nivel j — 1 de la óbita en [0,1) está acotadopor el número de transiciones desde el estado (1,1— 1) al estado (1,1) durante [0,1). Por ello, el número
total de transiciones antes del instante 1 está acotado por 3M. Como consecuencia, X es no-explosivo y
el criterio basado en las series (1.2.7) es válido. ej
Las series S~ y $2 vienen dadas por
___ ___ ___ ___ ___ ej
y __
donde F(a, b; c; z) es la serie hipergeométrica habitual (ver Apéndice lA). ej
ej
u’
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Nótese que si ji = ~ entonces debe asumirse que a > 0. Aplicando el test del cociente se sigue que
S~ < oc si y sólo si y< 1, y $2 < oc si y sólo si y> 1. Entonces, 1.1), ii.1) y iii.1) son obtenidas.
En el caso ji > 0, la aplicación del test del cociente muestra que $ es convergente si p < 1. Cuando
p > 1 la serie diverge. Además, el test de Raabe permite asegurar que S~ diverge si p = 1. Finalmente,
los mismos argumentos pueden emplearse para determinar la convergencia de la serie $2. Sin embargo, no
se puede concluir desde eí test de Raabe la convergencia cuando p = 1 y u = ji. Este caso es resuelto con
el uso del criterio de comparación por paso al límite entre las series $2 y 21~ t1 Como consecuencia
son obtenidas las condiciones £2,), ii.2,), iii.2) y iii.3,). o
1.3 Distribución límite y momentos factoriales
Esta sección está dedicada al estudio de la distribución límite definida en (1.2.2), cuando el proceso X es
ergódico. Adicionalmente, es obtenida la distribución límite del número de clientes en el sistema.
Sean las funciones generatrices parciales siguientes
00
i 6 {0, l}, ¡zI=1.
j =0
Considérense los momentos factoriales parciales M~, para i E {0, 1) y it E IN, definidos como
00 00
j=k
En eí siguiente teorema se estudia la distribución límite, {~íj}(íi)Es~ junto con sus correspondientes
momentos factoriales en el caso ji > o.
Teorema 1.3.1. Si X es ergódico, entonces la distribución límite del estado del servidor y el numero de
clientes en órbita está dada por
a+óp\6V1
~00= ((í+QF(í>í+ X+a ;l+ (1.3.1)
A (x+a)
P
0i = P00 ~ p’, 5=1, (1.3.2)
>,A (í+Á:ú)59 5>0. (1.3.3)
P¡y = ¡‘ (í + ____ _
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Los correspondientes momentos factoriales parciales son
A (x+a
)
+ A±ctit!pk (í±a:ÓP) F (it + 1, lv +
M~=P A (i± a+6P) E (it + l,it+1+ itji +1+ &+¿P;p)
u’
k>0. (1.35) 4
u’
Demostración. La colección de probabilidades {P01}5’±0satisface el sistema de ecuaciones (1 26)
Por ello, (1.3.2) se corresponde con la conocida solución de los procesos de nacimiento y muerte.
y—’
~oy= POO J~J ~ =
k—O
A (x+a)
PooA+’)~7>
y
1=1.
A partir de (1.2.4) es posible expresar {Pjy}~1~ en términos de {Poy}fto,
1>0.
Entonces, (1.3.3) se deduce desde (1.3.2) y la anterior relación. Finalmente, P00 se obtiene utilizando la
condición de normalización Z(~,j)ES ~‘o=
Utilizando (1.3.2) y (1.3.3), se deducen las siguientes expresiones para las funciones generatrices par-
ciales
Po0 1
Pa(z)=A va
P,(z) = P00
1F (i~ 1
jiA+a
A+cx &+&p N
+ ;1± ;pz
ji ji 1
Tomando z — en P
1(z) se obtiene M¿, para i 6 {0, 1]> Ahora, considérese la relación
:6 {0, 11.
(1.3.6)
(1.3.7)
¡e=0
La expresión (1.3.7) permite determinar Ml mediante una identificación directa de coeficientes de las
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ej
ej
u’
M2=P00
u’
A+&;it
ji
u’
u’it>0
(1.3.4)
u’
A + c4l —
6o~) +jji~
Ph =
u’
u’
ej
ej
u’
u’
CO
P
1(í +z) = ZM~, u’
u’
u’
u’
ti
u
u
u
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series (1.3.6). Se tienen entonces
1 .> A (x+a) g+iC2+it)! _
u lVJj = rOoA+ ~ (í+ a+SP) K1,
A (i+ A~a)~ #+t(i+it» ,~> í.3 (1 a:SP
)
u Las expresiones finales (1.3.4) y (1.3.5) son obtenidas con la ayuda de dos simples identidades¡ (j + it)! = (l)j+k y (a)n+k = (a)k(a + it».. (1.3.8)
Finalmente, el test del cociente y el test de Raabe permiten asegurar que M~ existé, para todo it E INu
y i E {0, 1}, si el proceso X es ergódico.
ou En el caso particular ji = O y a> O las funciones hipergeométricas se reducen a expresiones explícitasde tipo ‘geométrico’.
u Corolario 1.3.2. Supóngase que ji = O ya > O. Entonces, si y < 1, la distribución límite del proceso X
está dada por
u = v(va+ (6— A)(A + a)) (1.3.9)¿ A + v)( a
A ¡ A(A+a) ‘y’A+ vct+6A-f-a)1
k 1 1=1, (1.3.10)
u ~iy=~oo±( MA+a
)
ua+6(A+a>} , 1=0. (1.3.11)u Los momentos factoriales tienen las siguientes expresiones
¡‘(Ab + a(u + 6—A)) (1.3.12)u ¡Aa + 6(A + z.j(A + a)¡ — Av(va + 6(A + a)) ( A(A + a) it!, k>l (1.3.13)
(A + a)(v2a + ¿(A + v)(A + a)) kva + (6— A)(A + a))
E
u
u
u
u’
u’
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_______ ______ u’= A(vct+6(A+ct)) >.(A+ cx) E ~_ ~ >o. 14)
v
2cx+6(A±v)(A+cx vcx+(6—A)(A+cv) (13
Demostración. Es suficiente considerar el límite cuando ji — O de las expresiones (1.3.1) — (1 3 5) u’
para deducir (1.3.9) — (1.3.14).
La distribución de probabilidad del número de clientes en el sistema y sus momentos factoriales se u’
deducen de forma simple del Teorema 1.3.1 y el Corolario 1.3.2.
Corolario 1.3.3. Si el proceso X es ergódico, entonces la distribución límite del número de clientes 4en el sistema, {Py = Pqj + (1 .—6
05)Pí,y...í}5’&o, y sus correspondientes momentos factoriales, ME, vienendados, en el caso ji = O, por
>, ¡‘(¡‘cx + (6— A)(A+ a)) u’
¡Aa + ¿(A + v)(A + a)
~i=~9(í+!)(A(A+a) ,j j>1, 4+ ¿(A + a _
ME = ~0 (í+~)it! va+¿A±a ~‘ A+a )E ~> ~. u’
¡‘cx+(6—A)(A+a) kva±¿—A»A+a
)
u’
Análogamente, en el caso ji > 0, se obtienen
___ 1+ & +6P;p)~i)~’ 4
¡ 6 _______pi, .1=1,
(í + a+6~) u’
ME = ~0 + x+a) ;i+it+&+¿P;p)~Éi6oi’1,ití~E + ji
¡ ji((i —) (i+a~t6P)
9 A+cx1~ __ u’
4
u’
ti
Cap. 1. Sistema MIMII con llegadas negativas y disciplina lineal de reintento
(1)
(II)
(III)
0.9
0.8
0.7
0.6
0.5
0.4
5 10 15 20
6
Figura 1.3.1. Probabilidad Mg
a
E
4
2(1>
(U)
5 10 15 20 (III)
6
Figura 1.3.3. Momento de orden 1 de Qo, M?
1.5
o.
E 10 is1
Figura 1.3.4. Momento de orden
0.7
0.6
0.5
0.4
0.3
0.2
0.1
27
1.2
(‘JI)
(JI)
(J)
5 10 it
6
Figura 1.3.2. ProbabiidadM¿
u
E
u
u
E
u
E
E
¡
u
u
E
u
u
u
u
¡
u
¡
u
u
12
10
8
6
(uí)
(II)
20 (9
6
1 de Qí, M~
2
2 (III)
(II)
£ 10 IS 20
6
Figura 1.3.5. Varianza de Qo
(1II)
(1!)
50 100 150 200
6
QlFigura 1.3.6. Varianza de
Cap. 1. Sistema M/M/I con llegadas negativas y disciplina lineal de reintento
A modo de ilustración, en las Figuras l.S.l-l.S.6se representan, como Función de la intensidad 66 IR+,
la distribución marginal del estado del servidor, así como la media y la varianza de las variables aleatorias
Qe y Qí, donde Qo y Qí denotan el número de clientes en órbita cuando 0(t) esO y 1, respectivamente.
Se han considerado los tres siguientes casos:
(1) A = 2.125, a = 2.0, ji = 1.375 y u = 5.5,
(II) A = 3.2,0 = 2.0, ji = 1.375 y u = 5.5,
(III) A = 5.2,o = 2.0, ji = 1.375 y u = 5.5.
1.4 Tiempo de permanencia en el sistema
Se define el tiempo de permanencia de un cliente (en lo sucesivo será llamado cliente marcado) como la
longitud del intervalo de tiempo que comienza en el instante de la llegada del cliente y termina en el
instante en que abandona el sistema. En esta sección se estudia el tiempo de permanencia en el sistema
cuando el proceso X es ergódico y la intensidad de reintento es a.
Primeramente, deben ser fijadas la disciplina que determina el acceso de los clientes al servicio mientras
esperan en la órbita y la estrategia de expulsión asociada a las llegadas negativas. En este sentido, se
asume que los clientes son servidos en el orden de sus llegadas (disciplina FCFS) y la estrategia de
expuisión consiste en anular a] cliente que ocupa la úitima posición de la órbita (estrategia 11019.
u
+
ti
t
II u
t
+ pi/Et
Aa -.——.. Aa
A,6 A,6
Figura 1.4.1. Tiempo de permanencia condicional Wp
u
1’
u
+
+
Aa -.-——.. A,cx
A,6
u
f +
1 + PSIs
A, 6
Figura 1.4.2. Tiempo de permanencia condicional W5
Las Figuras 1.4.1 y 1.4.2 muestran representaciones gráficas de los tiempos de permanencia condi-
cionales, WF y WE, cuando la salida del sistema es debida a la finalización del servicio y a la expulsión,
respectivamente.
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Sea W el tiempo de permanencia del cliente marcado que llega al sistema en el instante t. Denótese
por W, i E {O, fi, la cantidad total de tiempo en W durante la cual el servidor está en estado i. La
distribución conjunta del par (W0, W1) es dada en el siguiente teorema.
Teorema 1.4.1. Si y < 1, entonces la transformada de Laplace-Stieltjes de la distribución del tiempo de
permanencia es
«0,w) = E [exp(—oW0 — wW’)] = Mg
~ ( vaB(0,w) + (¡‘&±6(A+&))B(0,w) ‘~
+00 k(w + ¡‘)(0 + A + a)(26 — .8(0w)) 2v(¡’a + (6— A)(A + a)))’ (1.4.1)
donde M¿~ y P
00 fueron dados en el Corolario 1.3.2 y
8(O,w) = A(0,w) — (A(0,w))
2 — 4A6,
para Re(O) = O y Re(w) > O.
La probabilidad de que el cliente marcado no sea expulsado es
v(ua+6(A+a)) (1.4.2)
u cx+6i¿A+¡’)(A+a)
Demostración. Sea ~iy(O,w) la transformada de Laplace-Stieltjes condicional de (W0, Wí) cuando
(ij) 6 5 es el estado que el cliente marcado encuentra en el instante t de su llegada al sistema. Con la
ayuda de 4’íy(O,w), (i,j) ES, la función ~(O,w) puede expresarse de la siguiente forma
00
«O,w)=Mg ~ + ~Piy&ij(O,w). (1.4.3)
.1=0
A continuación se definen un camino aleatorio y algunas variables aleatorias que resultan fundamen-
tales en el esquema de la demostración. Se considera el camino aleatorio que tiene saltos unitarios hacia
la izquierda y la derecha con probabilidades ¿(A + 6)’ y A(A + ¿Ir’, respectivamente. El tiempo entre
dos saltos sucesivos está exponencialmente distribuido con intensidad A + 6. Sea ry+i el primer instante
de tiempo en que el camino aleatorio alcanza el estado j cuando su estado inicial es j + 1, i ~ O. Por
otra parte, sea ¿¿y el tiempo transcurrido entre t y el instante en que el cliente marcado ocupa el servicio
en el modelo sin llegadas negativas (6 = O) dado que (C(t — O), Q(t — O)) = (i,j). También se considera
la variable aleatoria ¿~ definida como la cantidad total de tiempo en (O, ¿¿y] durante la cual el servidor
está en estado it 6 {O, 1).
2si
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La distribución de 4~ depende de las siguientes variables aleatorias:
i) Los tiempos de servicio de los clientes que encuentra el cliente marcado en el sistema en el instante si
de llegada;
u) La competición entre dos leyes exponenciales de intensidades A y & que ocurren inmediatamente
sidespués de cada finalización de servicio;iii) Los tiempos de servicio asociados a las competiciones descritas en i~ cuando éstas han terminado
en la llegada de un cliente original.
Sea (Wfy, W%y) el tiempo de permanencia condicional cuando (C(t — O), Q(t — O)) = (1,5). De z)-z:z) si
se deduce que su distribución depende del mínimo entre dos variables aleatorias distribuidas como rj+i
y ¿~y~ Entonces, ~íy(O,w) puede ser expresada de la siguiente forma 4
~iy(O,w) = E [exp«OW?y — wtV%) I{ey<’.~+i}] + E [exp (—Owf1 — wWi}y) i{ei>rs+,}] . (1 44)
A continuación se analiza el primer sumando de la expresión (1.4.4). Condicionando por el valor de a~ ry+:) y teniendo en cuenta la independencia entre i~~i y éy, se tiene
E [exp(—OW~ — wW,’y) I{¿~<,~}] = ~ j jWYp > y) eoxf(~.,¿r)(x, y)dxdy.
(145)
Para conseguir una expresión adecuada del integrando de (1.4.5), se investigan la distribución del ej
vector aleatorio (E~,¿~y) y la probabilidad P(ry+í > y).
Sea ty(O,w) = E[exp(—6.C~’y — w¿iy)] la transformada de Laplace-Stieltjes del par (¿?y Ely). Con- ejsidérense las variables aleatorias ~ y Q que representan la cantidad total de tiempo que el proceso X
permanece con el servicio libre y ocupado, respectivamente, durante el intervalo de tiempo que tarda en
acceder al servicio el cliente que ocupa la primera posición de la órbita en el modelo M/M/1 sin llegadas
IInegativas. Sea q(t) el tiempo residual de servicio en el instante t. Dado que se asume que la disciplina
de acceso al servicio desde la órbita es FCF$, es posible expresar ¿~, it 6 {O, 1}, en los términos
.7 .7 1 si¿~=Zc~, El,=~(O+ZG~+ZoE, 5=0,
k=0 E=0 E=i ej
donde C~ son v.a.i.i.d. como la variable CE, it 6 {0, 11, y ~(t),a~ ay son v.a.i.i.d. según la ley
exponencial con intensidad y. Como consecuencia se deduce la relación
= (~o(0,w)Y~’ , 5>0. 4
Sea ¿~y la cantidad total de tiempo que el servicio permanece ocupado durante (O,¿,y] excluyendo el Jtiempo residual de servicio. La función ~o(0,w) puede escribirse como
ej
si
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~o(6, w) = E [exp(—wq(t))]E [exp(—o¿% — wCo)]
donde E[exp(—wqQ))] = ¡‘(w + vfl’. La distribución del par (¿%, ¿lo) es calculada a través del estudio
de las competiciones entre las leyes exponenciales con intensidades A y a. Condicionando por el número
de llegadas originales que logran ser servidas antes del acceso al servicio del cliente que ocupa la primera
posición de la órbita, se tiene
E [ezp(—o¿2o —wEb)] = É (4Q7’
A+~E[exP(o(xi++Xk)w(Xi+..+Xk~i))],
donde x~ x2 son v.a.i. con distribución exponencial de intensidad A + a y x , ~ son v.a.i.i.d.
según la ley exponencial de parámetro u. Entonces, es sencillo establecer
~o(O,w)= ¡‘a
Aw+(O+cx)(w+v)
La función ~y(O, w) puede ser invertida dando lugar a la función de densidad de (E?~ , ¿o). Con este
fin, ~y(O,w)es reexpresada como sigue
~y(0,w) = (~+;a+~ ) y-j-í (1.4.6)
El segundo factor de (1.4.6) puede ser expresado como la integral de una
pués de algunos cálculos rutinarios, se obtiene
distribución Gamma. Des-
fcEo¿a)(x,y) = 5~ edA+aWvY4 (2vii~) a’ > 0,y> O,
donde Iy(z) es la función modificada de Bessel de orden 5 definida como
17y(z) É (Z))+2k
E=O
1
(it+j)!it!
Desde (1.4.6) o (1.4.7) se puede observar que ¿~y y ¿
1~ son variables aleatorias dependientes, para
cualquier 5 > O.
A continuación se obtiene la probabilidad P(ry+í > y). Sean Nr(A) y N~(6) el ¡~úmero de llegadas
de clientes originales y el número de llegadas negativas durante (O, y], respectivamente. Condicionando
por el valor de (Ng(A), N~(6)), se tiene que
00 00 (Ay)(6y)
”
1’ @Y+í > ~)= >3>3 ~~(A+6)v i!k! P(ry+í > y/Ng(A) = i,N~(¿) = it).
¿=0 E0
(1.4.8)
(1.4.7)
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Con el objetivo de obtener la probabilidad condicional involucrada en (1.4.8), se estudia un pro-
blema combinatorio equivalente. Se consideran las trayectorias con origen en (O, O) y final en (i, it) del
camino aleatorio asociado a ry+í que no traspasan la bisectriz del primer cuadrante, cuando los saltos
a la izquierda del camino aleatorio original son sustituidos por saltos unitarios hacia arriba (ver Figura
1.4.3). Teniendo en cuenta que todos los caminos que unen (0,0) con (i, it) son equiprobables, se tiene que
P(ry~, > y/Np(A) = i,N~(6) = it) =
donde N(O,OyÍ,E) representa el número de caminos que unen (0,0) con (i, it)
éstos que no traspasan la bisectriz del primer cuadrante.
Figura 1.4.3. Camino aleatorio
El Principio de Reflexión permite deducir las expresiones
y N¿0 0)(Í E) el número de
si i>it>0 y N¿%O)(,,E) = { 12,
(í+k—i) —
si i> lv =0, u’
si i > lv = 1,
(it;’) sii=it=2.
u’
Esto conduce a
ITT’P(ry+í > y/Ng(A) = i,N~(¿) = it) = { ~ E
Combinando (1.4.8) y (1.4.9) se consigue
P(ry~, > y) = _—(A+&h¿ 1~Ék(~) E/2 ‘E
si i > it > O
en otro caso.
a
u
u’
a
u
u
J
mi
mi
mi
u’
u
= (i + lv)
(1.4.9) u’
a
u(1.4.10)
u
u’
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Insertando (1.4.7) y (1.4.10) en la expresión (1.4.5) y reagrupando términos se de
vaÉ PíyE [ex~(—OW?~ — wWh) ‘{e’a.+ó]
y=o = v)(O + A + cx)
~f Avcv(A + cx)+ cx))(O + A + cx»(O,w, 1)) 100
donde
w(O,w, y) = co + A + ¿ + ¡‘ (í
A
~(O,w,1)) lv Kk + 1)!,
Ay
O + A+ cx)
¡ Vr ) 2E
~(0,w, 1)
(1.4.11)
(1.4.12)
La condición de ergodicidad resulta suficiente para asegurar la desigualdad
Acx¡’(A+os) <1
(¡‘cx + ¿(A + cx))(O + A + cx)#(O,w, 1)
Además
Co
>3 (i+a)!y
y—o
a!
(1— z6(O,1), aEIN.
Por ello, (1.4.11) se reduce a
PÚO( + ¡¿(O +va
00/AN ¿/200 ~ (i+2k—1)
!
>3iy—) >322k
A+cx) __ E=0 ~ lv!(k+ 1)!
donde y = 4A6/(A(6,w))2.
Finalmente, considerando la relación
(1— 00 ~E+í i(i+2k—1)
V’—Y) = >3 2~”+~ k!(k+ i)!
y probando que
(AS 1/2
~ (i
luce la igualdad
i>1 (1.4.13)
— í—~) <1,
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se obtiene, después de algunas manipulaciones algebraicas, la siguiente igualdad
¡‘cxB(O, w)>3 PiyE [exp(—0Wi~7y — wW,’y) ‘«t<rá+i}J =y=o (w + ¡‘)(9 + A + cx)(26 — .8(Ow)) (1.4.14)
A continuación se considera el segundo sumando de (1.4.4) asociado al caso {¿j~ = i-y.~.i}. Sea NLJ el
número de competiciones entre las leyes exponenciales de intensidades A y cx que finalizan en la llegada de
un cliente original y ocurridas durante Ely. Observando que N,
1 es una variable aleatoria con distribución
Binomial Negativa, se tienen
P(Niy=n)r
i) (A :~)~{Az~Y~’ ~~=0,
>n +y +‘
(1.4.15)
La transformada de Laplace-Stieltjes de i~y¾puede obtenerse de forma sencilla. Si el camino aleatorio
alcanza el estado 5 mediante 2k+1 saltos, entonces el número de posibles trayectorias desde el punto (0,0)
al punto (it, it + 1) es (2it)!/(it!(it + 1)!). Teniendo en cuenta que todas las trayectorias son equiprobables
se tiene
E [eSti+j = E k(k+ (s +A+:)2E+1
Con la ayuda de (1.4.13), se puede deducir la siguiente expresión alternativa de la transformada de ry+i
E [~—aTs+i3 = s + A + 6— <(s + A + 6)2 — 4A6
2A
Re(s) = 0.
La función de densidad de la variable aleatoria 7y.j.~ se obtiene a través de la inversión por inspección
de la transformada E [csri+I]. Esta densidad puede escribirse en términos de la función modificada de
Bessel de orden 1 como sigue
frs+i(Y) = ~ e (X4S)y11 (2uvlW) , y> o. (1.4.16)
Debe observarse que fr~~i (y) también puede ser deducida desde (1.4.10).
J
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u’
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Condicionando por eí valor de la terna (¿iy N~y, ry+i), se consigue escribir La relación
CO
E [exp(—owfy—wW¡’j) i{¿i>r~~~] = >3 P(N11 = n)
n0
x f¿~5/N,2(a’/~) j e”>1’f,.~, (y)E [eOWfi ¡~y = x, N11 = u, rj.4.i = dydx. (1.4.17)
Ahora, el número de competiciones entre las leyes exponenciales con intensidades Ay & que ocurren
antes del instante de expulsión del cliente marcado coincide con el número de finalizaciones de servicio.
Además, el cliente marcado no puede ser expulsado durante su propio servicio. Como consecuencia de
estas dos observaciones se deduce que el número de finalizaciones de servicio en (0, y] es una variable
aleatoria con distribución Binon¡ ial de u + 5 intentos con probabilidad de éxito y/x.
Entonces se tiene
e [e9W?i/C{i = x,Niy = = ] = ~ (u:)) (flE (x1Y)n+i—E (A: cx) E
k=0
1 n+i
— ~~+y (¿‘—o+.~ +fl (1.4.18)
Insertando (1.4.15), (1.4.16) y (1.4.18) dentro de (1.4.17), y teniendo en cuenta la condición de ergo-
dicidad, y< 1, se logra la expresión
~ ~ (—owf~, — w’’ i~ = A6(¡’cx + ¿(A + a)) ~00 É (21V ( 2!
~~>1yJ {EL=n+’}j ¡‘(¡‘cx + (6— A)(A + a)) A(O, w) __ l!(i+ ~ A(O, w))
Con la ayuda de (1.4.13) se consigue una notable simplificación
= ~ (¡‘a+ ¿(A +a))B(O,w) (1.4.19)>3 PíyE [exp(—ow?y—wW11~) ‘{C’>T>+>}]u—’ 2¡’(vcx + (6— >~)(A + cx))
Finalmente, la expresión (1.4.1) para la transformada de Laplace-Stieltjes «O,w) ~e deduce a partir
de (1.4.3), (1.4.14) y (1.4.19).
Poniendo O = w = O en (1.4.19), se deriva la fórmula (1.4.2) para la probabilidad de que el cliente
marcado abandone el sistema tras la finalización de su servicio. n
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Como complemento al Teorema 1.4.1, en la Figura 1.4.4, se representa la probabilidad de abandonar
el sistema mediante la finalización del servicio frente a la intensidad ¿6 R~. Puede observarse la existen-
cia de la asintota horizontal y = ¡‘(A + ¡‘)‘. Los tres casos representados corresponden con los siguientes
valores de los parámetros:
(1) A = 0.5, a = 3 y u
(II) A = 1.25, cx = 3 y
(III) A = 2.5, cx = 3 y
= 7,
u = 7,
u = 7.
6
0.95
0.9
0.85
0.8
0.75
(1)
(u)
(III)
Figura 1.4.4. Probabilidad de finalización del servicio
Derivando la expresión (1.4.1) se pueden deducir los momentos del par asociado al tiempo de perma-
nencia (W0, W~). Si, en particular, se está interesado en calcular el tiempo medio de permanencia en el
sistema, E[W], entonces
E [WJ = EF + EE,
donde
1 ( Atia (
+¿(A-i-a)(A-l-v) k¡’&+ñ(>+a>+ Ata l\ 1+
va + ¿(A + cx) u’
va + (6 — A)(A + a)
(A + a)2(¡’cx + ¿(A + a)) + Av(va + (A + a)(8 + cx)
)
y (vcx-l-¿(A + cx))~ — Ar5(A +a)~
E
5 = E[W5](1 ~) = A6 (A+a)
2(¡’a+¿(A-~-cx))+A¡4va+(A+cx)(6+a)(¡Aa + ¿(A + cx)(A + v))((va + ¿(A + cx))~ — Ac5(A + cx)2)
(1.4.20)
(1.4.21)
En las Figuras 1.4.5 y 1.4.6 se representan los valores medios EF y E
5 frente a la intensidad 66 IR+,
para los tres casos que fueron utilizados en la Figura 1.4.4.
Ni
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Utilizando (1.3.4), (1.3.5), (1.4.20) y (1.4.21) es sencillo verificar la validez de
= AE[W).
la fórmula de Little
0.275
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0. 175
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O . 04
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Figura 1.4.5. Valor medio EF
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6
Figura 1.4.6. Valor medio E~
La transformada de Laplace-Stieltjes del par (W0, W1) que ha sido obtenida en el Teorema 1.4.1puede ser invertida por inspección. En el siguiente resultado se presenta la función d~ densidad del par
(W0, LVi), donde VV’ es definida como la diferencia entre W’ y el tiempo de servicio del cliente marcado.
Corolario 1.4.2. La función de densidad del par (W0, 1V’) está dada por
= Mguo(x,y)
+ ¿(x)6(y)1 p,,,~~—(A+a)x—(A+w+6)~j
0 (2 (Avxy (~ cx(A + a) ~ ‘.~ 1/2N~
y k “‘ + ¡‘cx + ¿(A + cx))) ) É’ (>u)¡2 (2uV3S)•=1
+ ¿(y)Y ¡‘
2cx+¿(A+v)(A±a)e~«X+~+ó)Y íí (2yv’~)
(tto(x) + ¿(x)e(A+aW (=i (i + ¿o ) ) ( + cx(A±a)))”2)
(1
)
.4.22)
donde uo(x) (respectivamente, uo(x, y)) denota la función de impulso unitario unidiniensional (respecti-
vamente, bidimensional) y ¿(.) representa la función de Dirac.
La demostración del corolario anterior es estándar y por esta causa se omite. Sin embargo debe ob-
servarse que los dos primeros sumandos de (1.4.22) corresponden al conjunto de sucesás {¿1y < ry+i}T=o,
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mientras que el sumando restante está asociado a los casos {CIy >
Para concluir esta sección se presentan algunos resultados para el sistema M/M/1 con llegadas nega-
tivas y línea de espera clásica.
Corolario 1.4.3. Si el proceso X asociado al sistema M/M/1 con llegadas negativas y línea de es-
pera es ergódico, entonces la transformada de Laplace-Stieltjes del tiempo de permanencia en el sistema
de un cliente marcado, W, está dada por
¡‘(1— p) ¡ 26v
«w) = E [ewW] =
v+¿p k(w+¡’)(2¿—B(w)) +
B(w)
2v(I—p))
11(w) = A(w)— (.4(w))2 —4A6 y .4(w) =w+A+¿±v(1—p),
para Re(w) =0.
La probabilidad de que el cliente marcado no sea expulsado es
ti
u + ¿p~
La demostración del anterior resultado es omitida puesto que es suficiente tener en cuenta que el
modelo M/M/1 con llegadas negativas y línea de espera corresponde al caso límite cx — oc del modelo
con reintentos. Del mismo modo se puede deducir la expresión del primer momento de W. Desde (1.4.20)
y (1.4.21) se deduce que E[W] puede ser expresado en términos de E[W] = E[WF]p + E[W
5](l —
donde
E[Ws] =
ti ±6(1— p)
Finalmente, la función de densidad de la variable aleatoria 1V, definida como la
el tiempo de servicio del cliente marcado, viene dada por la siguiente expresión
diferencia entre VV y
— p) ‘fw(u) = e«A+¿+v( ‘—pfli’ (¡‘e 6~ (uo(y) + ¿(y)
y ‘=3
II (~Yv~)) + ¿(y) ij
y + .
5p
u’
a
u’
donde
a
u’
a
a
u’
a
a
u’
a
a
a
SI
u
a
a
1
ti
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1.5 Período de ocupación del sistema
Un período de ocupación del sistema se define como el intervalo de tiempo comprendid¿ entre el instante
en que un cliente original accede al sistema vacío y el primer instante en que finaliza un servicio volviendo
a dejar el sistema vacío. Las principales características del período de ocupación del sistema están repre-
sentadas por las siguientes variables aleatorias:
L = longitud del periodo de ocupación del sistema,
= longitud total de los períodos en los que el servicio se mantiene vacío durante (0, L],
— longitud total de los períodos en los que el servicio se mantiene ocupado durante (0, L],
= número de llegadas negativas ocurridas durante (0, L],
= número de clientes servidos durante (0, L].
Esta sección está dedicada al estudio de la distribución conjunta del vector aleatorio (L0, L’, N~, N’)
y al cálculo de sus correspondientes momentos factoriales. En primer lugar se considera el modelo con
disciplina constante de reintento, ji = 0, cx > O. En este caso particular, se obtienen la función generatriz
del vector aleatorio (L0, L’, N~, N5) y los primeros momentos de las variables que lo forman. Esquemas
recursívos estables para la computación de momentos de orden superior son también propuestos. Poste-
riormente, son discutidas las principales diferencias con el caso ji > O y calculadas las expresiones de los
momentos de L0, L’, N~ y N’, cuando éstos existen.
A
1 A u
¿
cx+jji
A
Av
By-i
Ai
A0
Figura 1.5.1. Espacio de estados y transiciones
A continuación se introducen algunas definiciones y notaciones de utilidad en lo sucesivo. Por conve-
niencia, se denotan los estados (0,5) por A1 y (1,5) por By, paraj >0. El instante de primer paso desde
el estado a al estado 6 será denotado por T01,. Sea ~ la cantidad total de tiempo en (0, T~5) durante
la cual el servidor está en estado ii 6 {0, 1}. Finalmente, N~’b y N~5 denotarán el número de llegadas
negativas y el número de clientes servidos durante ti, respectivamente. Con las definiciones anteriores
es claro que L = ~oAo’ i 6 {0,.1}, W’ = Nfl0A0 y N~ =
.1
a
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Sea 4ab(O,w, a’, y) la función generatriz del vector aleatorio (T26,TO’b, N~’b, ~ definida de la siguiente
forma
~zb(O,W,X,y) = E [ezp(—OT.~~iwT~~)xNbyNb] , (1.5.1)
para Re(O) =0, Re(w) =0,lxi = 1 lid < 1.
La distribución conjunta de (L
0, L’, N~, N’) es determinada en el siguiente resultado en términos de
su correspondiente función generatriz ~BOAO (O, w, x, y).
Teorema 1.5.1. Si ji = 0, entonces la función ~BOAO(O, w, x, y) viene dada por
~B
0A0(O,w,z,y)=¡’y(w+¡’+A(1—~B1B~O,w,x,y))), (1.5.2)
donde
4’B1B0(0,W,X,y) = ~ (w(O~w~) — I(w(O,w,y))2 —4A (¿x+ 0;rt~) ) , (1.5.3)
y o(O,w,y) fue dada en (1.4.12), para Re(O) =0,Re(w) =0, ¡x¡ =1 y ¡y¡ = 1.
Si, adicionalmenle, se supone que y < 1, entonces
i) Los valores medios de las variables aleatorias L
0, L’, N~ y N’ están dados por
E [L0] = + (¿ + ~ E [L’] = ¡‘cx+6(A+cx
)
— A)(A v(¡’cx+ (6— A)(A+cx))
>.¿(A+cx)E [IV”]= ¡‘(¡‘cx + (6— A)(A + a))’ E [N’]= ¡‘E [L’]. (1.5.4)
u) Las covarianzas de los pares (L0, L’), (N~, NS) y (L’, N3) son
(6— A)(A + a))~ ¡‘cx + (6— A)(A + cx) > (1.5.5)Cov(L!tL1) = ¡‘(¡‘a + >dA+ cx) ~ 2¡’(¡’cx+¿(A+a)) )
>«A+cx) ~ ¡‘(¡‘cx+(A+a)(A+2a+6))NCov(N~, ¡‘cx + (6— A)(A + cx)) V (A+ )(¡’a (6— A)(A + cx)))> (1.5.6)
1L’N’~ A( ~ (6+Coy ~ = — A+a 2 2¡’(¿’cx+ ¿(A + cx)) (1.5.7)
ti k¡’a±(¿— A)(A+cx \ va+(6—A)(A+cx)/
a
ti
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Demostración. Sin pérdida de generalidad se asume que en el instante t = O
de ocupación. Condicionando por la primera transición del proceso X se tiene
~B0A0(O,w,x,y)= ¡‘y + A
w+A+¡’
comienza un periodo
(1.5.8)
Para deducir (1.5.8) debe tenerse en cuenta que una transición directa desde el estado B~ al estado A0
occure con probabilidad ¡‘(A +¡‘fl’. En tal caso se tienen L
0 = O, N” = 0, N8 = 1 y Li
4 está exponencial-
mente distribuida con intensidad A + ti. Como consecuencia, la esperanza condional cuando la primera
transición conduce al estado A0 es
¡‘y
w +A +¡‘•
Por otra parte, cuando la primera transición del proceso corresponde a la llegada
la esperanza condicional es
de un cliente original,
A
Los anteriores argumentos pueden ser extendidos, con la ayuda de la Figura
conjunto de ecuaciones que se propone a continuación.
1.5.1, dando lugar al
‘kB1A0(O, w, x, y) = =bn1s0(O,w,x, y)e,bn0Á0(O,w, a’, y), (1.5.9)
4~B,B0(O,W,X,y) ¿a’ + ¡‘~ </>A Bo(O,W,X,y)+ A
w+A+¡’+6 w+A+¡’+¿ 1 +A++=B2no(Owx~Y)
(1.5.10)
cfra2n0(O,w, a’, y) = .,6n2B1(O,w, a’, y»ku,B0(O,w, a’, y),
cx A
9~A1B0(O,W,X,Y) = 0+ A+cx + (1.5.11)
Gracias a la homogeneidad de las transiciones desde los estados R¿+~ a los estados B~, i ~ 0, es posible
expresar T8280 en los términos TB2BO = TB2BI + ~ donde TB2B, y fT8>80 son variables aleatorias
independientes e idénticamente distribuidas como TB,BO. Por ello, se tiene la relación
~/‘B2B0(O,W,X,y) = (~~1~0(O,w,x, y))
2. (1.5.12)
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La solución del sistema de ecuaciones (1.5.8) — (1.5.12) conduce a la expresión (1.5.2). Además, la
función tBIBO(O,W, a’, y) satisface
+A: ¡‘±6½B,B0(04’tx,y)? + ((0+ A+cx)(w+A+ ¡‘±6)— í)
+ ¡‘ay =0.
(O+A±cx)(w±A+¡’+6)
La función 4B1n0(O,w, a’, y) será entonces una de las dos siguientes funciones
zo(O,w,x,y) =
z:(O,w,a’,y) = ~j (socbo,w,
+ — 4A (sX +
¡‘ay
0+ >.±cx))
+ A + a
~ ~ y))
2 — 4A ~+ o ¡‘cx~
¡
Dado que lzo(0, 0,1,1)1 ~ 1 no se satisface, la función zo(O,w, x,y) no puede corresponder a la función
generatriz de ningún vector aleatorio cuya distribución de probabilidad sea propia. Por otra parte, ha-
ciendo uso de argumentos sencillos es posible establecer las desigualdades:
Avy
(O+A+a)(w+A+¡’+6)=í~
(w + A + ¡‘ +6
para Re(O) =0, Re(w) =0, ¡a’~ = 1 y l~l ~ 1. Desde ellas se deduce, tras algunos cálculos elementales,
que ¡z,(O,w, a’, y)~ < 1. Como consecuencia, la solución propia de la ecuación de segundo grado conduce
a la expresión (1.5.3).
Derivando la expresión (1.5.2) se obtienen los valores medios de las variables aleatorias L0, L’, N” y
NS dados en el apartado i). Para deducir las expresiones (1.5.5) — (1.5.7) se calculan las correspondientes
derivadas de las funciones s6
06(O,w, 1,1) dadas en (1.5.8) — (1.5.12) con respecto a O y w, en el punto
O = w = 0. Se logran entonces las relaciones
— A ~ + A
BoAo (A+¡’)
2 A+v B,Ao’
a
a
a
a
a
u’
a
a
a
a
a
a
a
a
a— f(0i) nAo + TB,n
0Ts0Á0 +
BMo — + ~LB,BoIB BoA0>BiBo
SI
a
3
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— 1 ~AT~ +¡‘TÁn~ + 1
B1Bo — (A±¡’±6)
2\B
2Bo ‘~‘ A+¡’+6
i6{0,1J.
= 2 Ro ~0 + #0i)‘ni
T~4iBo=(A)2 ~ + A
A+a ~1~0’
Taj, — E L’ab] ~ = E [T~2,T~b]rrii ab
Un esquema similar aplicado sobre las transformadas ~ab(O,0 1,1) y ~úb(O,w
ciones
___ roi f E o
A E1J
0], ~ —¡‘ ~ , o ~2¡’ [Li,Bino — n,n. — -y t~
— 1
A
1Bo — A + ~ (1 + ¡‘E [L
0])
1,1), ¿onduce a las reía-
y TBIBO = {(¡‘E [E’]—1). (1.5.14)
A partir de (1.5.13) y (1.5.14) se deduce (1.5.5). Las expresiones para Coy (N”, Nf)
son obtenidas haciendo uso de argumentos paralelos (ver Apéndice iB).
y Ccv (L’ ,N’)
n
A continuación se desarrolla un esquema recursivo para el cómputo de los momentos de las variables
aleatorias L0, L’, N” y N8. El sistema de ecuaciones (1.5.8) — (1.5.12) vuelve a ser elpunto de partida.
Previamente, se introduce alguna notación. Sean los momentos de orden k y los momentos factoriales de
orden k de las variables TÉ~E) y Ñj~, respectivamente, aquellos denotados como
~í(E) E i6{0,1J, it=1, ubeS,
it>1, a,b65,
donde
43
(1.5.13)
donde el símbolo r denota ¡~ o s.
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Teorema 1.5.2. Si y < 1, entonces los momentos de las variables L0, L’, N~ y N’ satisfacen el
siguiente esquema recursívo
— A (
10(E)BoAo —; BiBo E-1
m1 10 00
it>í
Ni
u
(15.15) Ni
______________ (_it¡’
¡‘cx+(6—A)(Á+a) kA±cx AiBa + A(1 —
61E) it> 1 (1.5.16) Ni
Í>0(E) lv! ( 1Á
1Bo k (A+cx) A 1 tÚ(E~mÁA+cx0(k~m)!(A±a)m BiBo )
it > 1 (1.5.18)= 1 (kt1(E-~)k RnAo
A+cx
¡‘cx + (6— A)(A + cx) (kT~~’~ + A(1 E.-1—61E)>3 (k)ttn)ti(E;m;)02=1 it > 1 (1.5.19)
= 1
BjBo
E —t
±(1—61E)>3 (k)Ñfl(m)
n2’
it > 1,
Ni
Ni
(1.5 20) 2
A+a
¡‘cx + (6— A)(A + a) (661E + A(1 — 61E)ni=1 ( lv Rifo R1fl0 } Niit > 1 (1.5.21)
A Iv«E)
= ¿lE + —¡‘ \Ia
E— 1
-6~~)5 (:)
= ~ + ¡‘(A + cx
)
R,Ro (6— A)(A + a)’
= ~ + A(A+cx(6— >9(A + cx)
( it¡’
A+a
5i5o
+ (1— 6fl~) Y~ (kNlÑdrn) Ñs(E~m)~\m)
Ni
k>2 u
(1.5.24)
donde T«O) = 1, i 6 {0, 1}, y — ÑS(O) — 1ab ab — ab —
2
Ni
44
Ni
Ni
Ni
10(E) =
BIS0
Ni
(1.5.17)lv>’
RiBa —
Ni
Ñ~JQ Ñg’»~ it>’
Ni
(1.5.22) Ni
(1.5.23)
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Demostración. Para establecer la validez de (1.5.15) — (1.5.17) se considera la particularización w = O
y a’ = y = 1 sobre el conjunto de ecuaciones (1.5.8) — (1.5.12) con la que se anulan las variables aleato-
rias L’, IV” y IV’. Después de sucesivas derivadas y sustituciones, se obtienen las siguientes relaciones
0(E)
recurrentes para TRÁ.
10(E) — A__tocE)
BOAÚA±¡’ BoA0
E—i
= t~E2O ±t~2~+ (1—6íE)>3 ()t~7~.t~~n, lv> 11
n=1
tocE) — A+v+6 + A A 10(E) ~> ~,B,Bo TÁB +ti+6 B2R0’ —
~O(E) — 2T
B,BoB2Bo 0(E) -~-(l , it>
,~
it -10(E) = TO(í1)± A t
0~”~ it> 1. (1.5.25)A,Bo A+a Á,Bo A+a BoBo _
Después de algunas níanipulaciones algebraicas, el sistema (1.5.25) conduce a las expresiones (1.5.15)—
(1.5.17). Empleando argumentos similares son obtenidas las fórmulas (1.5.18)—( 1.5.24) para los momentos
de las variables Li, IV» y IV’ (ver Apéndice iB).
a
En el teorema anterior se ha expresado sistemáticamente el k-ésimo momento en términos de los
momentos de orden O it — 1. Por ello, la existencia del primer momento garantiza la existencia de los
momentos de orden superior. Con la finalidad de ilustrar este esquema recursivo se ofrecen las Figuras
1.5.2-1.5.9. En ellas se han representado la media y la varianza de las variables aleatorias hA, L’, IV» y
IV’ como funciones de la intensidad 6 ¿ i}U-. Se han considerado cuatro casos:
(1) A = 5.25, cx = 3.1 y y = —2.0,
(11) A = 5.25, cx = 3.1 y y = —0.5,
(111) A = 5.25, cx = 3.1 y y = 0.3,
(IV) A = 5.25, cx = 3.1 y y = 0.5.
El valor de la intensidad de servicio ti es elegido para fijar el parámetro de ergodicidad, y, en el nivel
deseado. Esta situación explica la existencia de la asintota vertical que puede observarse en todas las
gráficas.
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2 4 6
200
150
100
so
8 10
6
Figura 1.5.2. Valor esperado de L0
Ni
Figura 1.5.3. Varianza de L0
(IV) (III) (II) (1)
4.5 5 5.5 6
6
Figura 1.5.5. Varianza de Li
4,5 5 S.S 6
Figura 1.5.7. Varianza de IV”
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Ni
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Ni
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Ni
Ni300250
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Figura 1.5.4. Valor esperado de L’
6
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Figura 1.5.6. Valor esperado de IV”
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6
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2
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(IV) (III> (II) (1)
200000
150000
100000
50000
2 4 6 8 10
Figura 1.5.8. Valor esperado de N’ Figura 1.5.9. Varianza de N8
El caso ji > O es estudiado a continuación. Mediante un razonamiento semejante al utilizado en el caso
ji = Ose deduce que las funciones generatrices ~ab(O,W, a’, y) verifican el siguiente conjunto de ecuaciones:
= ¿a’ + vII
w +A+ti+6 ~ y)
A
++A++¿~kBi+IR~I(O>wix>LI)> i> 1
#B,+,B,.,(O,W,Z,y) = ~bB,+,B
1(G,W,X,Y)47ItB~...,(O,W,X,y), i > 1
4Á,R¿,(O,w,x,y)= ~±: + ~ + O+A+cx+ip 4~s~s~1(O,w,a’,y), i =1.
+a+zji
(1.5.26)
(1.5.27)
(1.5.28)
Estas relaciones unidas a (1.5.8) y (1.5.9) forman el sistema de ecuaciones que~ describen el com-
portamiento de las variables aleatorias L
0, L’, IV” y IV’, en el caso ji > 0. La diferencia con el caso
del mod lo con di ciplina constante de reintento está en la pérdida de homogeneidad en las transiciones
desde el estado B¿+¡ al estado B~, para i ~ 0. La principal consecuencia consiste en que el sistema finito
utilizado en el caso ji = 0, (1.5.8) — (1.5.12), se ve sustituido por un sistema infinito de ecuaciones que,
desafortunadamente, imposibilita determinar explícitamente la expresión de tI.’B
0A0(O,~w, a’, y). Alternati-
vamente pueden derivarse relaciones que permiten calcular Los momentos de las variables aleatorias L
0,
L’, IV» y NS.
En primer lugar se desarrolla un esquema recursivo para la obtención de los momentos de la variable
aleatoria L0, cuando tales momentos existen.
loo
80
60.
40
20
(IV) (III)
E
(II) (1)
5.5 6
6
4.5
Cap. 1. Sistema.M/M/l con llegadas negativas y disciplina lineal de reintento
Si se calcula la derivada del conjunto de ecuaciones (1.5.8), (1.5.9), (1.5.26) — (1.5.28)
en el punto (O,w, a’, y) = (1,1,0,0) y se multiplica por (~l)í, se deducen las relaciones
= ABoAo A±v BMo~ lv>’
respecto de O
(1.5.29)
~V)0=t%~0 + lv> 1,+ (1— ¿lE)
02=
A+v+6¾B» + A fO(E)
A±v+6 R~,Rí..,’
lv -
= A+a+iji TQ(E.
1) + A 0(k)
E—1 to(E02)
= TB
4IB ±T~t>~,+(1 — 61E)>3 ()t:81 B,B~..,
rfli
Desde (1.5.29) y (1.5.30) sc tiene que
?~7)O
k—1
— ~ s’ IkVj,o(m)#O(k...m) 1
‘It; L.~ km,/~B>Bo~ RoAo
1
Como se observa, todos los valores medios {T~’j~,/i ~ 1,0 = J = k},
en la búsqueda de la expresión de TO(E> A partir de (1.5.31) — (1.5.33) seBino.
it>l i>1,
k>í i>1,
lv>l 1>1.
Ni
lv> 1. (1.5.34) Ni
Ni
k > 1 se ven involucrados
deduce la relación recursíva
10(E) — ~ ...11o(q kv ,+0(k—i),.c~ k~g4 (it’\÷O(m) ~o(ím)
B.+¡flí — A-la ‘~ — A(A + cx + iji) IÁ~B~,kiO1k> Z...~ R,~iB, B~B1-.> it ~ ~ ~ > 1
/1 (1.5.35)
donde ~ para lv ~ 1 y i > 1 es calculado de forma recurrente de acuerdo con (1.5.32) y con-
siderando = 1. A partir de (1.5.34) y (1.5.35), tras algunas manipulaciones algebraicas> se obtiene
ab
el siguiente procedimiento para calcular el momento de orden it de la variable aleatoria
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Ni
Ni
Ni
Ni
Ni
Ni
Ni(1.5.30)
(1.5.3 1) Ni
Ni
(1.5.32)
(1.5.33)
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni
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Esquema recursivo para el cálculo de TOCE) El momento de orden lv de
L0, si existe, viene dado por
la variable aleatoria
= A(~ 6i~)>3 (k)j.o(rn)to~m)
mi
lv ~O(E—l) + ~(1 — ¿lE)
+cx+(i+1)p A,+oB~ ¡‘ rroi f~:2ú¿ + x+a) p¿+1,+ a+ÓP
)
0(E) +0(E)donde TÁ+
1 B, Y ‘R,~o R¿ están dadas por (1.5.32) y (1.5.35), respectivamente, y SÍ’,%
0~ = 1.
Razonamientos análogos al propuesto permiten deducir los siguientes esquemas recursivos para el
cálculo de los momentos de L’, IV” y IV’ (ver Apéndice 1.C).
Esquema recursívo para el cálculo de ~ El momento de orden it de la variable aleatoria
0, si existe, viene dado por
1i(E) = ! (lvrE~1 + A(1 —
BoAo BoA0 ¿íOZ
m1
it(~)ÁBíBoTRoAo
00 ¡ E —1
±>3~ + A(1 — 6íE)>3
¡=0k 02
( it\-, (m) g:~ it =1, (1.5.37)
1)
donde ~1(0) = lyab
— ~ + »+
6P —‘t1<~~ kfi(E.~i) (1 61 k—i
RB+oflh . A+a ~> R.Ru..í — ~ R¿R~...i ~)>32+ mi fiCE—ni) it>1 i>1.
(1.5.38)
n(k)Esquema recursivo para el cálculo de NR
0Á0. El momento factorial de ordén it de la variable
aleatoria IV”, si existe, viene dado por
RoAo — A(l —61E)Z (t)k
±É(A it>’
(1.5.36)
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+ É (¿¿lE + A(1 — 6i~) ~ (lv) ÑZt2)R.+I
¡=0 ‘Y ni R,+oB¿ )
(í + x+a) ~
14~
(í + a+SP
)
donde = 1 y
Ñ;~R. = ~+ a-4-6p íÑn(E) 6 E—1 B,~¡B, ~ —
AlA ~ B¿R~.CJ 1E1161E) >3 (:)~>«~ it>
Esquema recursivo para el cálculo de ÑA7’ÁO. El momento factorial de orden
aleatoria N’, si existe, viene dado por
1 i > 1 (1.5.40)
it de la variable
= ~:E + (A(1
+~ ~ +
—Ó1E)Z (~)
m=1
A(1 — 61E) kw) R.+
2R1+i R,+oR,]
m1
Ñ~77B>~, Ñg~m)
ej
(í +
(í± fZ+t5P ) ¿+1
donde Ñ’~
0~ = 1 yab
— A ÑL(J~., it>í i>1,
Ñ»IQR. = i±2.t4E ~1ÑS(E) it¡’Ñ B oB¿ B,R¿.fi s(E—1) NT’ Ik’\ÑS(r») Ñ¡(E02) it> 1
2+ ~lA ~ B
1R~., — -y~ ,4~B..., —(1— Ó1E)sti km)o+
(1.5.42)
i> 1.
(1.5.43)
A continuación se propone una condición suficiente que asegura la existencia de los momentos r(E)
BoA0’
11(E) <mCE) y s(E) para it>O en el caso ji>O.
NR0A0> ‘‘B0A0 R0A0>
Proposición 1.5.3. Una condición suficiente que asegura la existencia de todos los momentos de las
variables aleatorias V’, 0, IV» ~, NS, en el caso ji > 0, es
(A 2 6)(A + cx) < ~,
¡‘cx.
donde & = rnaa’(cx, ji).
Demostración. Se considera la sincronización entre el modelo M/M/1 con llegadas negativas y disci-
plina lineal de reintento (cx =O, ji > O) bajo consideración y otro modelo M/M/1 con llegadas negativas
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J
1
ej
it>’
ej
ej
1)
(1.5.39)
a.’
ej
1
u’
,k =1, (1.5.41) u’
.1
u’
u’
1
u’
ej
u’
ej
u’
j
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y disciplina constante (cx = rnax(a,p)), de modo que en la n-ésima visita, u > 1 al estado (i,j) E 5
se tienen las mismas realizaciones de las variables aleatorias asociadas a los tiempos entre dos llegadas
consecutivas de clientes originales, a los tiempos entre dos llegadas negativas sucesivas y a los tiempos de
servicio. Entonces, se tiene
P(TZ0Á0=x)=P(TBOÁO<a’), reíR,
donde TROAO y TA0Á,, denotan las longitudes de los períodos de ocupación en los modelos con disciplinas
lineal y constante, respectivamente, descritos con anterioridad. Notando que el moménto de orden k de
una variable aleatoria no negativa Y puede escribirse en los términos
E[YE] =itj x”’P(Y > x)dr, it >0
se tiene que E[(TBOÁO)E] = £[(TAOÁo)E], it = 0. Entonces, si el modelo con discipliná constante de rein-
tento es ergódico, es decir si se verifica la relacion
(A — ¿)(A + e?) 1,
ve?
se asegura que E[(TBOÁJE] < oc it > O Por ello, se tienen E[(Tg0~0)E] .c oc y E[(T¿OÁÚ)E] < oc,
para cualquier orden it > O. La existencia de los momentos E[(IV~ÓÁjE~ y E[(IVAOÁO)E], para it =0, se
demuestra empleando razonamientos análogos.
o
La condición de ergodicidad en el caso ji > O asegura la existencia de los valores medios de las variables
aleatorias L
0, L’, IV” y IV’, cuyas expresiones son recogidas en el siguiente resultado.
Corolario 1.5.4. Si ji
y IV’ están dados por
> O y p .c 1, entonces los primeros momentos de las variables L0, 0, IV”
E[L0] = A: (E (í, A+ a
1 cx+¿P) — í)
E[L’]= lp(íi+ A+cx ~ cx+6p’~
ti ‘U ji ji,p,I,
E[N”] = 1
(1.5.44)
(1.5.45)
(1.5.46)( A+cx cx+¿p ~\
ji ji //
E[IV
t] = ¡‘E[L’]. (1.5.47)
Demostración. Los valores esperados de las componentes del vector aleatorio (L0, L’, IV”, 1V’) son
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obtenidos de forma sencilla a través de la particularización al caso it = 1 de las expresiones (1.5.35) —
(1.5.43). La aplicación del test del cociente- asegura que la condición p < 1 es suficiente para la con-
vergencia de la serie bipergeométrica y, consecuentemente, para la existencia de E[L0], E[L’], E[IV”] y
E[IV’].
o
Para finalizar esta sección, a continuación se dan las expresiones de las covarianzas Cov(L0L’) y
Cov(N”, 1V’) en el caso ji > o (ver Apéndice iD).
i) Sip c 1 y Cov(L%L’) es finita, entonces
Cov(L% L’) = E[L4E[L’] + t>3 ~ + A (TL+In~fl~R
1 1 + TB.B...ITB.+~B.
¿=1
+e,+cx+iji)2fl~B,í)) (i+x:aX~1
donde E[L
0] y .E[Lí] fueron dadas en el Corolario 1.5.4 y TZ+,R y TL+~R, vienen dados por
jiTBR=—((F(1 A+cx a±¿p
(1.5.48)
¿—1 (i +
6oí)>3 ~ ~
E=O (í +
) (í+at¿P) —i
(1±
TB+,R = { (F (í> 1+ A+cx a+ ¿—t (í + ar)1E ni-E
____ 1+ 6p)í(1¿)2 (i + »+ÓP
)
) (í + a+6P) —¿
(1.5.50)
para i> O.
Ii) Si p < 1 y Cov(IV”,N’) es finita, entonces
Cov(IV”,N’) = E[IV»] (41V’] — 1) + ~ (A + Z±~
+ ÑZ,+,R,Ñ~,B, í + Ñz,B,~Ñ~,+LB,) (í +
(í± a+óo)P
SI
u’
SI
SI
SI
SI
SI
SI
SI
1
——(1—ji
SI
a
SI
(1.5.49)
SI
SI
SI
SI
SI
(1.5.5 1) a
SI
SI
LI
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donde E[IV”] y E[N] fueron dadas en el Corolario 1.5.4 y 1Vfl•~ R• y IV¿.+1B. vienen dados por
ÑZ¿+íB. y
ti
Ñ~40R. =
( E
___ 1+(1,1+ A+cx cx+Spji ji PI
(1,1+ A+cx a+¿p~ —1—(1—
ji >Pj
¿‘ (í + A+a) p
1~
óoÓ>3 _
~ (í÷ a+¡5P
)
¿—1 (i + A4.a
¿cOZ (í + ateo
k) (í + ateo
(1±Ata)
- (1.5.52)
Pi~7) (í± ateo(í + A+a
- (1.5.53)
para i > 0.
1.6 Cadenas encajadas asociadas a los instantes de ‘finalización
del servicio y de expulsión
Esta sección está dedicada al estudio de las distribuciones de probabilidad de las cadenas de Markov
encajadas en los instantes de finalización del servicio y de expulsión. Se asume a lo largo de la sección
que el proceso X es ergódico. La Teoría de Procesos Regenerativos permitirá analizar el proceso X en la
sucesión de los instantes de salida del sistema {q,~?..
0. Las principales características son nuevamente
expresables en términos de series hipergeométricas.
Sea la distribución de probabilidad asociada al número de clientes presentes en
tante inmediatamente posterior a la salida de un cliente
= fl+00 ~ (C(~,. + 0) + Q(nT. +0) = 5),
el sistema en el ms-
5=0.
Las anteriores probabilidades pueden ser expresadas como
si 5 = 0,
si 5 ~ 1,
donde
= hm P(X(Q~+0)=(0,j)), si 5=0,
fl~+00
%= hm P(X(q~+0)=(1,j—1)), si 5=1.
fl — +00
Debe observarse que con la ayuda de lI~ y JI~ puede distinguirse si cada transición de la cadena de
Markov {X(n» + O)}~t0 corresponde a una finalización del servicio o a una llegada negativa.
Es sabido (ver Cooper (1981), pg. 187) que todo proceso estocástico, cuyas trayectorias son cas:
seguro funciones de salto con pasos unitarios, tiene la misma distribución límite de probabilidad justo
antes de los puntos de crecimiento y justo después de los puntos de decrecimiento, ¿uando ésta existe.
‘Ni
Ni
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Ni
Como consecuencia, la distribución de probabilidad, {ñlftc,, asociada al número total de clientes en el
sistema (ver Corolario 1.8.8) satisface Ej = hiI~, 5 >0. Ni
Por sencillez, se supone en el resto de esta sección que en el instante 1 = 0 el sistema está en estado
X(O) = (0,0). Un ciclo de regeneración, 7’, es definido como el tiempo de primer paso desde el estado
(0,0) al estado (0,0). Entonces, 7’ = Y + L, donde Y es una variable aleatoria exponencialmente dis-
tribuida con parámetro A y L es la longitud de un período de ocupación. Teniendo en cuenta que los Ni
tiempos entre llegadas de clientes originales, los tiempos entre llegadas negativas y los tiempos de servicio
son mutuamente independientes, se tiene que las variables aleatorias Y y L son también independientes.
Debe notarse que eJ proceso en tiempo continuo X= {XQ>, 1 =0> es un proceso regenerativo con
proceso de renovación encajado {T~ , T~, ...}, donde T1 denota el i-ésimo ciclo de regeneración. Además,
la secuencia {X,~},,=o= {(C(qn + 0), Q(q» + 0))1>o es un proceso regenerativo en tiempo discreto con
sucesión de renovación {Ni, N2, 1 donde IV1 es el número de salidas generalizadas (es decir, clientes Ni
servidos o expulsados del sistema por el efecto de una llegada negativa) durante el i-ésimo ciclo, 7’,. Por
conveniencia en la notación, serán considerados 7’ = 7’~ y 1V = IV1.
Con los anteriores preliminares se está en condiciones de establecer el siguiente resultado donde se
estudian las distribuciones de probabilidad de las cadenas de Markov encajadas en los instantes de finali- Ni
zación del servicio y de expulsión.
Teorema 1.6.1. Si el proceso X= {X(t),t =01es ergódico, entonces Ni
i) La distribución de probabilidad del número de clientes en órbita justo después de un instante de
finalización del servicio está dada por
i~o=(F(11±l±-¶;1+ a-f-6P;p)) (161) Ni
(i±~) Ni
*j=*0 ( 9’ 5=1. (1.62) Ni
u) Si 6 > 0, la distribución de probabilidad del número de clientes en el sistema justo después del
instante de la expulsión de un cliente está dada por
.1=1, (1.6.3)
donde
_________ ____ 2+ ~
_______ A+a a+¿p
Ni
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Demostración. Mediante un resultado básico en la Teoría de Procesos Regenerativos (ver Stidham
(1972)), se tiene la relación
hm P(X» = (ii)) = P(X~ = (i,5)) , (i,5) ES,
fl 400
donde X~ representa la versión estacionaria del proceso en tiempo discreto {X»}~4. Una expresión
alternativa para P(X~ = (i, 5)) viene dada por
E [z:~I{X,=(¿5),N>n}
]
P(X~ = (i,5)) = E[N] , (ii) ES.
Sea Ñ~ (respectivamente, Ñ’) el número de instantes de finalización del servicio (respectivamente, de
expulsión) que dejan j clientes en el sistema durante el primer ciclo de regeneración (ti, 7’]. Teniendo en
cuenta las relaciones
00 00
Ñ5 = >3 I{Xn=(O,5),N>n}, 5 = 0, y = >3 I{X.=(t,5—1>,N>n}, ~ ~
n=O 4=0
es posible expresar las probabilidades ll~ y fl~ en los términos
- E[Ñ’
]
II, = E[N] , 5=0, (1.6.4)
- E[Ñi
E[N] 5=1. (1.6.5)
Por conveniencia se vuelven a denotar los estados (0,5) por A
5 y los estados (115) por 115, 5 > 0.
Sea Ñ~j, (respectivamente, Ñ~b) el número de instantes de finalización del servicio (respectivamente, de
expulsión) que dejan 5 clientes en el sistema durante el tiempo de primer paso, 7’ÁL, desde el estado
a al estado 6. Entonces Ñ~ — ftP Ñ~ = para j =1,N
5 = ~ Ñ¾PI» = £~
RoÁo’ BoAo’ 3=0 3—1
1V = N5+N”. Teniendo en cuenta que = 1, se tiene Ib = 1/E[IV]. Sea ~ y) la función generatriz
del par (Ñ~j,, Ñ~b) definida por
dtb(a’,Y) = ~ [~L~ÑL] , 5= ~,
para ¡a’~ ~ 1 y lid = 1.
Teniendo en cuenta que una transición directa desde el estado B~ al estado A
0 (respectivamente, desde
a B1) occure con probabilidad ¡‘(A + ¡‘)í (respectivamente, MA + ¡‘7’), se tiene que eb~0Á0(x, y)
puede expresarse de la forma
¡‘ A
____ + ~BA (x,y).A+v A+u (1.6.6)
SI
Ni
SI
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SIEl argumento anterior puede ser extendido, con la ayuda de la Figura 1.5.1, para deducir el siguiente
conjunto de ecuaciones
#B
1Áo(a’<YY«’B~B0 (a’, u) 44 oÁo (a’, y),
6 A
5=1, (1.6.7) Ni
ti
+ (1—. 6~ + a’6¿j)=b¼R,(a’,y),
A+¡’+6
~B,+iB,...oGi¼Y) =
+ A ~ _ (a’,y),
+a+zji
Ni
i>1 5=1,
i> 1, 5=1,
~ 5>1
(1.6.8)
(1.6.9)
Ni
SI
(16 10) SI
para ~ ~ 1 y lyl < 1.
Derivando las funciones generatrices «~j,(x, y) del conjunto de ecuaciones
pecto a a’ y tomando a’ = y = 1 se obtienen las relaciones entre los momentos
E [Ñ~OAO] = A: E [Ñ~~ÁO]1
E [BILlAO] = E [ÑL 0B0] + E [Ñ~OAO],
(1.6.6) —
E[Ñb]:
(1.6.10) con res-
(1.6.11)5=’,
5=1,
= A ¡—~~ + ¡‘ (¿~ +E [Ñ~.RL])
E [
1VkR,.] A+t¡+ÓE [Ns.+>n¿..,]A+v±6
(1.6.12)
i~ 1, 5=1, (1.6.13)
E [Ñ~
41R ~]= E [Ñ~.+,R.J+ E
r-1 = A r-~iE [IV~I,R,í] A+cx+ijiE [
1VB~n
1~,]
Entonces, de (1.6.11) y (1.6.12) se deduce que
A r-1
E [Ñ’] ——E INL~l
ti L~
0i
i=1, 5=1,
i>1 5=l
5=21.
56
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SI
SI
SI
(1.6.14)
SI
(1.6.15)
Ni
SI
SI
SI
SI
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Análogamente, a partir de (1.6.13) — (1.6.15) se deduce
(~±x+a
)
E [ÑÉRl] = (~ + aVé~) p + E [Ñ~I+
0Bj) i=1 5=1.;
Después de sucesivas sustituciones, es posible lograr una expresión para E[Ñ’] de la forma
(1+A:a
)
E[Ñ’]= (í+at6P) 5=1. (1.6.16)
5
Por ello, el número esperado de finalizaciones de servicio ocurridas durante un ciclo de, regeneración está
dado por
E[ÑI =F(11 A+a a+eSpN+ 1+ ;pi
ji ji,
La aplicación de un esquema similar para el número esperado de clientes expulsados durante (0,7’],
conduce a las siguientes expresiones (ver Apéndice 1.E):
6 (í + x+a
E[Ñ’] ____ 5>1.
1
Teniendo en cuenta que el número esperado de clientes expulsados por el efecto de
en un ciclo puede expresarse como
pE 2
A+a cx+s5p “~
+ ;2+ ;Pl,
ji ji /
(1.6.17)
las llegadas negativas
(1.6.18)
,~E[IV]=1+v:::tF(1,2+ A+a cx+6p
Por otra parte, las distribuciones de probabilidad {*~}fl~ y {*~}5’~=~ pueden
= niZ~-~ “E 5=0,
escribirse como
(1.6.20)
(1.6.21)
se sigue que
(1.6.19)
- 113
mi
ej
u’
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ej
Por ello, a partir de (1.6.4), (1.6.5), (1.6.16), (1.6.17) y (1.6.19) — (1.6.21) se obtiene que {~i}~-o y
vienen dadas por las fórmulas (1.6.1) — (1.6.3). u’
Para finalizar, la convergencia de las series hipergeométricas involucradas en (1.6.1) — (1.6.3) se sigue
desde la condición de ergodicidad del proceso X y una simple aplicación del test del cociente y del test
de Raabe.
o ti
Las expresiones de las probabilidades fl~ y se obtienen fácilmente desde (1.6.4), (1.6.5), (1.6.16) y ti
(1.6.17). De este modo se tiene que
=EEIV](irtóP< 5=0, u’
(í+x:a) 5=1, u’
(í + a+6P) liii
donde E[N] está dado por (1.6.19). u’
En el siguiente resultado se obtienen los momentos factoriales de las distribuciones de probabilidad
y {,rj}fl~. ej
Teorema 1.6.2. Si el proceso X= {X(t),t ~ 0} es ergódico, entonces
i) El k-ésimo momento factorial de la cadena de Marlvov encajada en los instantes de finalización del u’
servicio, ME, está dado por
- (í + A+a~ A+a a-f-épNklvíF(’k+íit±í+ _ ejME = ~ ~/E ____ ;k±í± ;pí, it>O (1622)
‘Y ji ji ,,
donde 1ro viene dado por (1.6.1). ti
u) El lv-ésimo momento factorial de la cadena de Markov encajada en los instantes de expulsión, Mt, ¡1está dado por
6 ¡ A-f-cx cx+6p’\
ME— ¡‘E(Ñ) (¿:1112k PEit!F ~,it+1,lv+l+ ji;it+1+ ~;~) —¾)~ it> O
__ a
(1 6 23)
donde E [Ñ] viene dado por (1.6.18). u’
u’
ej
A
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Demostración. A partir de (1.6.1) — (1.6.3) se siguen las siguientes expresiones
generatrices de {*j}ftú y
1II~Z)=L7riv=7rorkI>1+ ji ;1+ ;pz
3=0 ji 1
00
Ñ(z) = >3.~.zi —
5=1
¿(A+cx+u)
iiara las funciones
(1.6.24)
(1>2+ A-i-cx 2+ &+6P;pi)ji ji
- ~ (í + x+a)
19j+E (5 + it)
!
ME = 1r0>3 (í + a+6~) 5!
Dado que (z + 1Y = Z~=o (~)zE, se obtiene que ll(z + 1) = Z~-~ MEzE(it!) y, cómo consecuencia,
ME puede ser obtenido mediante una identificación directa con el k-ésimo coeficiente d~ la serie tl(z + 1).
Entonces, de la definición de serie hipergeométrica y (1.6.24) se deduce que ME, para lv ~ O, está dado por
~ 5-4-E
Haciendo uso de las relaciones dadas en (1.3.8), se sigue que M1, para it > O viene dado
(1.6.22).
De manera análoga para ME, lv> O es deducida la igualdad
ME-
¡‘E[Ñ]
(í+ x+a) Ñ+E(5+it)!
(1 + a4.ÓP) 5!
— 60E) lv> O.
por la expresión
Desde esta expresión y (1.3.8), se deduce fácilmente (1.6.23). Haciendo uso
del test de Raabe se comprueba_que la condición de ergodicidad del proceso X es
la existencia de los momentos ME y ME, para it> O.
Para concluir esta sección, en el siguiente corolario se reunen algunos resultados
modelo con disciplina constante de reintento. La demostración es trivial desde los Teor
y, por ello, es omitida. Obsérvese que se verifica *~ = ñpjí, 5 =20.
Corolario 1.6.3. Si ji = O, cx > O y y < 1, entonces
del test del cociente y
sufici¿nte para asegurar
a
‘explícitos para el
emas 1.6.1 y 1.6.2
i) La distribución de probabilidad de la cadena
del servicio está dada por
de Markov encajada
( A(A + cx)
¡‘cx + ¿(A + cx))
en los instantes de finalización
5=20,
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y su correspondiente lv-ésimo momento factorial es
ME = it! ( ¡‘cx A(A + cx)+ (¿ — A)(A E it> O.+ a))
ji) Si 6 > O, la distribución de probabilidad de la cadena de Markov
expulsión está dada por
y su correspondiente it-ésimo momento factorial es
encajada en los instantes de
5=21,
vcx+(6—A)(A+ cx
)
M E A(A + cx) ( va + ¿(A + cx) (
¡‘a+(6—A)(A+cx) ‘Y¡‘a
A(A + cx)
lv>O.
1.7 Proceso de finalización del servicio
El proceso de finalización del servicio es definido como la sucesión de instantes de tiempo {fl}~% en
los que los clientes abandonan el sistema después de sus correspondientes finalizaciones del servicio. El
estudio de ~ es equivalente al estudio de la secuencia {-r¿ = ,flk n—í1~=~. Debe observarse (ver la
Figura 1.7.1) que el intervalo r¿ puede ser expresado como r¿ = R1 + S~, i > 1 donde R~ está definido
como el período vacio del servidor hasta el instante ¿¿ de entrada en el servicio del i-ésimo cliente y
representa el correspondiente tiempo de servicio.
+
*
‘Ji—’
+
Ej
+
~1¿ Ci+i
+
Figura 1.7.1. Proceso de finalización del servicio
Se asume que el proceso X es ergódico y, consecuentemente, que las variables aleatorias r,, r2, .. son
idénticamente distribuidas. Por conveniencia en la notación, el intervalo en consideración será denotado
como rl -
La distribución conjunta de probabilidad del par (R,, S,) es obtenida a continuación en términos de
su transformada de Laplace-Stieltjes.
60
ti
‘It
1
.1
ti
ti
ti
u’
u’
ej
ej
ej
ti
ej
u’
ti
u’
1
u’
ej
ti
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Teorema 1.7.1. Si eí sistema es ergódico, entonces la transformada de Laplace-Stieltjes del par (Rí, Sí),
~t(O,w) = E [ea’p(—ORí— wSj)], está dada por
u (0 ¡ a ¡ 11+ X+a ___1 k ‘fi’p+v~e+A+lro O+A ‘2k l+» ÓP,í+o+A+» (1.7.1)
para Re(O) =20, Re(w) > O donde *0 viene dada por (1.6.1) ~
3F2 (~¿~~~,aaz ‘1 es la sei~ie hipergeométrica/
generalizada.
Demostración. Dado que la longitud del tiempo de servicio, S~, es independiente d~ todos los sucesos
ocurridos antes de su comienzo, las variables aleatorias R1 y Si son independientes. Entonces
«0w) = E [ea’p(—ORí)]E[ea’p(—wSí)],
donde E[exp(—wSr)] = >4w + v)’. Con la finalidad de encontrar la transformada de Laplace-Stieltjes
de la variable aleatoria R1, se condiciona por el número de clientes presentes en el sistema al finalizar el
servicio anterior. Así se obtiene
00
E[exp(—ORtfl= O+Ar0+>3O-f-A+a+ *n.
»
Nótese que
00 - 1
>3 Ir» _ 1 [flI’r4r½O+A+a+nji O+A+cxjoI~~a’}UX
Por ello, se deduce una expresión alternativa para E[ea’p(—ORi)] con ayuda de la iguáldad
A+cx Of’ •44-i-~
=2A+cx+np ~.» = 1rO — — 1 t ‘ ~fI(t)dt.I (1.7.2)
__ O+A-l-cx+nji O+A+cx ji j0
La sustitución de (1.6.24) en (1.7.2) conduce, después de algunas manipulaciones algebraicas, a (1.7.1).
Finalmente, la condición de ergodicidad del proceso X es necesaria y suficiente para asegurar que la
serie hipergeométrica generalizada (ver Apéndice lA) involucrada en (1.7.1) es convergente.
a
En el caso particular ji = O y cx > Ola transformada de Laplace-Stieltjes del par (Ni, Si) se reduce a
una expresión más explícita.
Corolario 1.7.2. Si ji = 0, cx > O y y < 1, entonces la transformada de Laplace-Stieltjes del par
(R1,S,) está dada por
«O,w) = (w+v)(9+A+a) &+a(1 O+A ira)) , (1.7.3)
para Re(O) =20 y Re(w) =20, donde *o viene dada en el Corolario 1.6.8.
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La transformada de Laplace-Stieltjes de (Ri, S~) puede ser invertida por inspección. Su densidad ha
sido recogida en el siguiente resultado.
Corolario 1.7.3. Si el proceso X= {X(t),t = O} es ergódico, entonces
i) Si ji = O y a > O,
f(R,,s,)(a’~ u) — ¡‘e”~ (AcAX*o + (A + cx)e}A+»)X(1 — to)) eS(x)¿(y),
donde *~ viene dada en el Corolario 1.6.3 y 6(.) denota la delta de Dirac.
u) Si ji > O,
f(R,,s1)(a’, y) = it0ve”~ (ArAr
¡ A+a cx+6p ~
xFyl02+ pe fi)2+
donde *~ viene dada por (1.6.1).
+ A+a+ ~ (X+a-4-fi)x ((A + cx)
cx + ji + óp
El siguiente objetivo consiste en obtener fórmulas para los momentos
E —E[R~],parak>O.
Mi
de la variable aleatoria R,. Sea
Teorema 1.7.4. Si el proceso X es ergódico, entonces los momentos de R1 están dados por
i) Si ji = O y a > O, entonces
ME”’
donde *o viene dada en el Corolario 1.6.3.
u) Si ji > O, entonces
lv>O
ME”’ = it!i¡-~ (ji- + 1(A + a)E ( ¡ 1A+aXkk+íFE k ___ ±S. )— fl), ejit > 1 (1.7.5)
donde ito está dada por (1.6.1).
Demostración. Con la ayuda de (17.3) se obtiene fácilmente la expresión
tras derivar (1.7.1) se tiene
ME”’ = it! (A+cx)E
)
11~0 —
ji
(1.7.4). En el caso ji > ti, u’
(176)
dE (
IE(O)=— 1 0dOE J i 81-X+o LIYL)UL) = OJ(ft, it) + kJ(O, it — 1),O
62
III
II
ej
Ii
a
ti
4
u’
u’
ti
II
(174)
bit
donde
~1
u’
u’(177)
u’
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y
.7(O,lv) = =¡-(j’t+~+~—inodt) -
Después de algunos cálculos rutinarios, es posible encontrar una expresión de la función
de la serie hipergeométrica generalizada.
1
1(0, it) = (~l)EitI ¡ ~ 8-4-A-4-a S+X+a.~
E+3~E+2 ~ l+ttí+ e+1ha
14Le+x+a )
(O, it) en términos
it =1. (1.7.8)
Sustituyendo (1.7.7) y (1.7.8) en la expresión (1.7.6), se deduce (1.7.5). Como en otros resultados, una
sencilla aplicación del test del cociente y del test de Raabe garantiza que la serie de (1.7.5) es convergente
si y sólo si el proceso X es ergódico.
o
Para encontrar el lv-ésimo momento del intervalo entre finalizaciones de servicio r~, M’ = E
para it> O se hace uso de la independencia entre las variables aleatorias R1 y Si. Se obtiene entonces
Mt (1.7.9)
donde M
9’ =5!iri,paraj>O.2
En las aplicaciones prácticas, la media y la varianza de las principales caracteristiias
colas son, probablemente, las cantidades más importantes. Sus expresiones son resumidas
corolario.
del sistema de
en el siguiente
Corolario 1.7.5.
i) Si ji > O y p < 1, entonces
1 rip’
E[rí]= —+~ ___ P;p))
‘YA cx+ji+c5p’Yji (1.7.10)
Var [rl]= -k +2*o(~ + (A +a+ ji)(a+ ji + <5 )
5F2 ( 1, l+A+ú í+Á.4-a.fi /4
/4 /4
(1.7.11)
a+:+¿=’(í~í+ A-l,;a 2 cx+fip )) )2
donde *o viene dada por (1.6.1).
u
SI
SI
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u) Si ji = O, a > O y y < 1, entonces
E [ri] = ¡‘2a+6(A+cx)(A+v) (1712) SIA¡’(vcx + ¿(A + cx))
Var[r] = 11 1 ~ (vcx+(A+a)(a+6fl2’\ SI1 ~ (A+a)2 k ‘Y ¡‘cx+6(A+cx) )) - (1.7 13)
1.8 Proceso de comienzo del servicio ej
El proceso de comienzo del servicio (o proceso quasi-input) está muy relacionado con el proceso de
finalización del servicio. El proceso de comienzo del servicio se define como la sucesión de instantes de atiempo {¿¿}~% en los cuales los clientes comienzan a ser servidos. Sea 4 = — ~¿ la longitud del
intervalo de tiempo entre dos sucesivos eventos de este proceso. Debe observarse (ver Figura 1.8.1) que
4 puede ser expresado en términos de 4 = S¿ + R,-+z, para i =1, donde las variables aleatorias S¿ y R,-.
1 SIfueron definidas en la sección previa. Se asume que el proceso X= {X(t), t ~ O) es ergódico. Entonces
es posible reducir el estudio al primer intervalo r~ = Si + R2.
__________ si
1~1 R,-~1 ml
4+ + a
+ SI
Figura 1.8.1. Procesos de finalización y de comienzo del servicio
El objetivo principal en esta sección es el estudio de la distribución conjunta de probabilidad de las ej
variables aleatorias Si y R2 mediante el cálculo de la correspondiente transformada de Laplace-Stieltjes,
~‘(O,w)= E [exp(—wSí — 0R2)]. Para obtener ~‘(O,w)es necesario definir PZ~(x) como la probabilidad
condicional de que en el instante q~ + O existan ni clientes en órbita cuando Q(¿~ + O) = u y $ = a’, para SI
ni u> O y x > O. En el caso particular 6=0, se tiene
— eAx~>a’) y u =0, a’ >0. (181) 4
En caso contrario, se observa que PÑ’~(x) es igual a la probabilidad condicional de que en el instante a’
la longitud de la línea de espera del modelo estándar M/M/1, con intensidad de llegadas A e intensidad ej
de servicio 6, sea ni cuando esta longitud es u en el instante 0. Entonces, se tiene (ver fórmula (2.7) de
ml
ej
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Conolly y Langaris (1993))
— (A)QA)m + e~dÁ+SW (A)~» ~ (A) ,+m+>~+í__ >32=0
(‘~» (2a’v’3S) — Im+n+2 (2xv’X~))
(5a’)E1(i—it) lv!
ni, ,i=O, a’>O,
donde 4(z) es la función modificada de Bessel de orden r.
Dado que las variables aleatorias Sí y R
2 no son independientes, el análisis del proceso de comienzo
del servicio es esencialmente más complejo que el proceso de finalización del servicio. Las expresiones más
generales para la transformada dV(O,w) y para la covarianza entre 5: y .R2 son propuestas en el siguiente
resultado.
Teorema 1.8.1. Si el proceso X= {X(t),t =2O} es ergódico, entonces
00
= >3*» (AA» >3 Bm(O)p$,’flw + ¡‘) + (1 AA») É Bm(O)pk’>(W +
m0
n=0 (AA»?AmPÍ,v(¡’)+(1 AA») ,~A02Cov(Sí,R2) = É*» ~
(1.83)
(L8.4)
donde
1
A + a(1 — ¿o») + nji
p(~i)(w + u) = O,
= O,
A + cx(1 —¿orn) + niji
0+A+cx(1—¿o02)+mji
+ ,,~ = J00 ¡‘edw+~WFÑO(x)da’,
— ¡ ¡‘a’&/XP$t(x)dx,
para Re(O) =20, Re(w) > O ni> O ~n ~ O.
Demostración. Sea B~ igual a 1 o O dependiendo de si el cliente que accede al servicio en el ins-
tante ¿i proviene de la órbita o es una llegada original, respectivamente. Es sencillo ver que Bí es una
variable aleatoria que depende de la historia del sistema hasta el instante ~ sólo a través de Q(q~). La
distribución condicional de Bí cuando Q(r¡~) = vi viene dada por
si it = O,
si it = 1,
PlB~itIflt*\....\~S AA»,
+ e=A+ÓWG) m~-~ (1.8.2)
para vi > O. Entonces, condicionando por el número de clientes presentes en el sistema en el instante
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n~ + O, la transformada ,b’(0,w) puede ser expresada mediante la serie
00
>3 *,, (AAT.E [eWSU0R2 /Q(¿i + O) = n] + (1— AA,.)(1 — ¿0»)E [eWSIOR2 /Q(¿r + O) = vi — 1])
n=0
(1.85)
Ahora, si se condiciona por la duración del servicio,
5í = a’, se deduce
E [eW3u8R2 IQ½i+ O) = ~]= ¡ ¡‘e(w+V)ZE [eOR2/Q(Eí + O) = n,Si = a’] da’ vi> 0, (1.8.6)
donde
00
E [eOR2/Q(¿i + O) = vi, Sí = a’] >3 P4~’)(a’)E [e0fl2 /Q(¿~ + O) = vi, Si a’,Q(~ + 0) = ni]
m=0
00
=>3 P$»»>(a’)B40), vi =0, a’> ti.
m=0
(1.8.7)
Sustituyendo (18.6) y (1.8.7) en (18.5) se deduce (1.8.3). La expresión de Cov(S:,R
2) se obtiene
derivando (1.8.3) con respecto a O y w en el punto O = w = 0.
ID
Los resultados dados en el teorema anterior proporcionan una solución teórica para los principales
problemas asociados al proceso de comienzo del servicio. El cálculo de Cov(S:, R2) es de especial in-
terés puesto que Var[rfj es igual a Var[-rí] + 2Cov(Sí , fi2). Desafortunadamente, las expresiones para
41(0w) y Cov(51 , fi2) son difíciles de simplificar con la excepción de algunas elecciones particulares de
los parámetros a, ji y 6. La razón fundamental es el escaso aprovechamiento que puede extraerse de las
cantidades p~,’$(w + u) y M$(v). Cuando son escritas con la mayor generalidad, 6 > O, sus expresiones
más adecuadas son
i!(~ (21 + Irn — nl) i~r~~i (i — k)(i + it — 1)
!
it!
E=0( 214-Ini—nl
—~ (21+m±n-1-2)(~ +~2V+~) 21+m+»+2))
PY(¡’)— (A)”’
u
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni
+ >,) = ~
Ni
((‘1)
x
Ni
1
Ni
Ni
Ni
Ni
E=O Ni
u
Ni
u]
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m+n (oo
(21 + ¡ni — ~l+ 1)
!
l!(l + ¡ni —
( v3~
A
2)4-Ini —»I
6)
21+m+n+2)))
e(21+rn+n+3Y ( ir
para Re(w) > O ni n =O y a’ > O. En el caso particular del modelo M/M/1 con llegadas nega-
tivas y disciplina constante de reintento, ji = O y cx > O, las cantidades PÑ’~(x), p~,W(w + ti) y
pueden ser escritas en términos de series hipergeométricas y, consecuentemente, puedeh ser obtenidas ex-
presiones más explícitas para (1.8.3) y (1.8.4). Con la ayuda de la igualdad (1.4.13), después de tediosas
operaciones algebraicas, se pueden proponer las expresiones reunidas en el siguienté resultado para la
transformada <(O, w) y Cov(Sí,Rí).
Corolario 1.8.2. Si ji = O, a > 0, 6 > O y ‘y < 1, entonces la transformada de Laplace-Stieltjes
del par (St, R2) está dada por
aO ( a_iropíjkw-i-u)6+2+ ((tÚ (o+A)’YA+a
A+a(l+¡’a+¿ ))
+_A 6A+a
donde *~ viene dada en el Corolario 1.6.3 y
p~flw + ti) = u (Q — ~-)~:+ ~- (~ + A + u +6 — V’(w + A + u + 6)2,~ 4A6
)
¡ 1
XI —I
6 —w—A—¡’+(w+A+v+6)
2—4A6 2A~
1
+ ti) — ti — ~ + + A+u+6— ./(w +A +¡‘±b)2 —4>16kk 6,lw ti ~7—w —A—ti + ~(w A ¡‘+6)2~ 4>16
¡‘cx + ¿(A + cx
)
A(A + cx)
2cx¡’(A + cx<
¡‘+6— w — A (í + 2t) + v’(w + A + ti + 6)2 4>16))
A6( (w + A + ti + 6)2)
X (~ (21)
~1 w+A+¡’+6½ uatM?cx)) 1
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xF (1 1+2 1-
1; 1+ ‘(ticx+
A6(A + cx) (21+2)
¿(A + cx))(w + A + ti + + A ±ti+6)2)14-1
1< F(13+21.3+l
‘U’ (¡‘cx + ¿(A
AÓ(A + cx)
+ a))(w + A
para Re(O) =20 y Re(w) =20.
La covarianza entre las variables aleatorias S~ y R
2 es
Cov(Sí,R2)= 1 a
2 +A(A +a)2 *o~~>(¡’)¡‘(A + a) + (>1+ cx)2
donde
g)(tiyr (í+>17)Éi ( A )ZÉ
E=0
(i+ 2it’\
‘Y it)
Ni
+ cx(A+a) 00¡‘cx + ¿(A + a)) >3 *»p~»~(~-’),
n=O
( A¿
(A + ti + 6)2)
00
->3
0=0
(A-Ev +0’ (1
Ni
6 ( ¿(A +a) ‘<~
A ‘Y ucx+¿(A+cx))
1) Ni
XÉCt2k)
E=O
( A¿>E
(A + ¡‘+6)2)
______ ( A¿ N’(21+1)! ‘YA±v±¿2)F ‘Y’ 2+21;
1+1, (A + ti +AÓ(A+cx
)
6)(ucx + ¿(A + cx)))
Ab( (A + u + 6)2) F (14+21;3+l; A¿(A + a)(A + u + 6)(¡’cx + ¿(A +
Para finalizar esta sección, la expresión (1.8.1) para Pá.»~(a’), en el caso ¿ = O, proporciona notables
simplificaciones en #‘(O, w) y Cov(Sí,R
2). En el siguiente corolario incluimos los resultados asociados a
los modelos de colas M/M/1 con disciplinas constante y lineal de reintento, sin llegadas negativas.
Corolario 1.8.3. Si 6 = O y el proceso X es ergódico, entonces
i) Si ji = O y a > O, la transformada de Laplace-Stieltjes de (Sr, R2) está dada por
O+A+cx
aO ¡
*~ 11(0+ A)(w + >1+ u)~
para Re(o) =20 y Re(w) =20, donde ito viene dado en el Corolario 1.6.3. La covarianza entre las variables
aleatorias S1 yR2 es
Cov(Sí,R2) = A:cx ~ (A+v)3*O ({~h (í+ tia+6(A+cx)))) -
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Ni
Ni
Ni
si
+
Ni
ej
2
n=O
= ~;(í + ti
(A+v+¿)
2
00 (21+3)
!
>3 l!(l + 2)!
Ni
cx)))) Ni
Ni
Ni
si
Ni
Ni
si
~Ni
ji
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u) Si ji > O, la transformada de Laplace-Stieltjes de (Sí, R2) está dada por
‘(O,w) = ~ + + ~2:
Co
+(1—AA») >3
— 1
(AA» 00>3B~(
m=n
Bm(O)
para Re(O) =20 y Re(w) = O, donde la distribución de probabilidad {*,.}~94, viene dada por (1.6.1) y
(1.62), y las cantidades A» y Bm(O) están definidas en el Teorema 1.8.1. La covarianza entre las varia-
bIes aleatorias Si y R2 es
os
Cov(SnR2) (A+u)2~’i-”
00
+(1—AA») >3 (ni—n+
ni=n—i
(AA>1 É (m—n+1)Ani
2)A~ ‘YA+¡’)
Demostración. Teniendo en cuenta (1.8.1) se tienen
¡ A
___ 1 ___+ ¡‘> ~ +
+ u + A +
(>1+142(ni n±1)
para Re(w) =20 y ni n >0. Entonces, sb’(O,w) y Cov(Sí,R2) son fácilmente
(1.8.3) y (1.8.4), respectivamente.
obtenidas a partir de
o
1.9 Comentarios y notas bibliográficas
A continuación se ofrecen algunos comentarios relativos a las técnicas y bibliografía empleadas en el
análisis del sistema M/M/1 con disciplina lineal de reintento y llegadas negativas.
En cualquier texto que contemple el estudio de sistemas Markovianos de colas (Gr¿ss y Harris (1985),
Kleinrock (1975, 1976), Prabhu (1965), Saaty (1961), .) se señala que la clasificación de los estados
del proceso en tiempo continuo describiendo el estado del sistema y el cálculo de su distribución limite
pueden reducirse a particularizar los coeficientes de las ecuaciones de nacimiento y, muerte asociadas.
Siguiendo a Cohen (1982), se reduce la clasificación de estados del proceso X a la convergencia de las
series Sí y ~2 (ver fórmula (1.2.7)), bajo la hipótesis sup{q(¿,J)(~,»); (1,5), (ni, vi) E SI < ~. Dado que,
si
Ni
Ni
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Ni
para el modelo en consideración, no se satisface esta relación, se han considerado condiciones basadas en
la no-explosividad de X (ver Asmussen (1987)). Si sobre las ecuaciones de Kolmogorov (124) y (1.2.5)
sise consideran funciones generatrices, es posible deducir expresiones para .14(z), i E {O, 11, en términosde la función Beta incompleta. Mediante relaciones bien conocidas entre las funciones Beta incompleta e
hipergeométrica (ver Abramowitz y Stegun (1972)) se tiene (1.3.6) y, consecuentemente, las expresiones
si(1.3.1) — (133) para {Pij}(IJ)6s.
Como puede verse en la demostración del Teorema 1.4.1, el análisis del tiempo de permanencia en el
sistema M/M/1 con disciplina constante de reintento (ji = O y a > O) y llegadas negativas (6 > O) es Nilaborioso en su desarrollo, cuando son asumidas la disciplina de órbita ECES y la estrategia de expulsión
RCE. La pérdida de homogeneidad en los parámetros del modelo a) considerar la disciplina lineal de
reintento (a + jji, con ji > O y a = O) introduce notables dificultades analíticas y es, por esta causa, siun problema no abordado. Sin embargo, algunas extensiones del modelo en consideración pueden serestudiadas. El análisis de las distribuciones de los tiempos de permanencia en modelos M/M/1 con
disciplina constante de reintento y llegadas negativas, caracterizados por otras políticas de órbita y de
expulsión diferentes a FCFS y RCE, respectivamente, tiene un especial interés. Un estudio paralelo en
la cola estándar M/M/1 con llegadas negativas ha sido realizado por Harrison y Pitel (1993). La cola Ni
con disciplina FCFS y estrategia RCE con la posibilidad de expulsar al cliente que ocupa el servicio
sólo supone una pequeña modificación del modelo bajo consideración. Cuando la disciplina de órbita Niconsiste en servir en el orden inverso de llegada (disciplina LCF5), la argumentación debe ser modifi-
cada considerablemente. Se observa que el tiempo de permanencia de un cliente bloqueado en el instante
de su llegada, t, es independiente del tamaño de la órbita, Q(t). Entonces, se requieren la distribución
‘Niconjunta del número de llegadas originales y negativas ocurridas en el tiempo de duración de un servicio(ver Boxma (1984)) y la distribución dependiente del tiempo de la cola M/M/1 con intensidad de lle-
gada A e intensidad de servicio ¿ (ver Conolly y Langaris (1993)). Idénticas observaciones afectan a los
modelos caracterizados por las disciplinas FCFS y LCFS en combinación con la estrategia que supone Ni
la anulación del cliente que ocupa la primera posición de la órbita (estrategia RCH). El modelo condisciplina FCFS y estrategia de expulsión RCH actuando sobre el cliente que ocupa el servicio coincide
con la cola M/M/1 con intensidad de llegada A e intensidad de servicio ¿ + ti. Finalmente, el estudio Nidel sistema con políticas LCFS y RCII también parece abordable combinando algunas de las anteriores
observaciones. Por otra parte, otra posible modificación consiste en permitir que las llegadas negativas
ocurran incluso cuando el servicio esté vacío. Entonces, es posible obtener fórmulas semi-explícitas para
la distribución limite y argumentos paralelos a los empleados en el Teorema 1.4.1 permiten analizar el
tiempo de permanencia. Ni
El método usado en el estudio del período de ocupación está inspirado en las técnicas convolutivas Nide Choo y Conolly (1979), posteriormente empleadas por Artalejo (1993,1994) en las colas M/H2/1 y
M/C/1 con rupturas en el servicio. Debe tenerse especial cuidado cuando se utilicen las fórmulas pro-
puestas para los momentos RA’ BoA’ para lv>2 y Cov(L
0
j’~o(E) j~(E) Ñ»(E) BOAO> _ las covarianzas ~,Q) y NiCov(1V»,N’),en el casoji> Oy cx =0 Laimplementaciónnuméricadelasexpresiones (1.5.36)—(1543)y (1.5.48) — (1553) implica la realización de una detallada discusión para encontrar un truncamiento
preciso del sistema de ecuaciones que describe las relaciones entre los momentos de las variables aleato-
rias L0, L’, 1V» y 1V’, y las series infinitas de los esquemas recursívos dados en (1.5.36) — (1543) y
(1.548) — (1553). Ni
El estudio de las aplicaciones de los procesos regenerativos en la teoría de colas realizado en un tra- Nibajo clásico de Stidham (1972) ha sido esencial a la hora de calcular las distribuciones de probabilidad
Ni
‘Ni
4
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de las cadenas de Markov en los instantes de finalización del servicio y de expulsión. Las observaciones
relativas a la coincidencia entre las distribuciones {F~i}% y {% }fl.o han requerido el manejo del libro
de Cooper (1981) y el articulo de Hordijk y Tijms (1976). La línea seguida en el análisis de los procesos
de finalización y de comienzo del servicio está inspirada en Falin (1978, 1979,1990).
La mayoría de los resultados han sido expresados de forma explícita o en términos de funciones
hipergeométricas, al igual que fueron escritas las características de la cola M/M/2/2 con reintentos en
Hanschke (1987) y la cola M/M/1 con reintentos y clientes no persistentes en Falin (1980). En la ac-
tualidad, es habitual que los paquetes de software en estadística o matemática aplicada incluyan esta
función entre sus facilidades. Los gráficos que contiene este capitulo se han realizado con la versión 2.2
de Mathematica (ver Castillo y otros (1994) y Ellis y Lodi (1990)).
Finalmente, debe notarse que la propiedad de descomposición estocástica (ver Fuhrmann y Cooper
(1985) y Doshi (1986, 1990)) no es verificada debido a la existencia del flujo de llegadas negativas.
si
Ni
Ni
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si
APENDICE 1
si
Apéndice 1.A. Las series hipergeométricas y las series hipergeométricas generalizadas. Ni
Este apéndice reune las definiciones de serie hipergeométrica y serie hipergeométrica generalizada,
junto con alguna nota relativa a su convergencia
En el año 1866, Gauss define la serie hipergeométrica F(a, b; c; z) en los términos Ni
00 (a)»(b)» z
»
siF(a, 6; c; z) = >3
donde (a’)» es el símbolo de Pochhammer ~ = ~, Ni
(a’)» = { x(x+1)...(x+vi—1), si vi> 1 Ni
La serie hipergeométrica generalizada está inspirada en la anterior expresión. En concreto, viene dada por
_ sipFq ( al,..., a~;z )=É (aí)»(ap)»z» E IN, b1 >0, 1=5=
Lógicamente, F(aí, a2; bí; z) = 2F1(1ú2z). En el caso p=q+1, el criterio del cociente muestra que Ni
x¡ =1 es suficiente para la convergencia de la serie. Un texto clásico dedicado exclusivamente a las
series hipergeométricas es el libro de Bailey (1972). Un resumen de propiedades y relaciones con otras
sifunciones puede encontrarse en Abramowitz y Stegun (1972).
Apéndice 1.13. Expresiones para Cov(N», N~) y Cov(L’, NS) y esquemas recursivos para los mo- Ni
mentos de las variables aleatorias L’, N» y N
3 en el caso ji = o.
En este apéndice se completan las demostraciones de los Teoremas 1.5.1 y 1.5.2 relativos al análisis Ni
del periodo de ocupación en el caso ji = o.
Demostración del Teorema 1.5.1. A continuación se incluyen las demostraciones de las expre- sisiones (1.56) y (157) para Cov(N»,N’) y Cov(L’, N3), respectivamente.
Primeramente se estudia la covarianza entre las variables aleatorias 1V” y N5. El cálculo de las Niderivadas de las transformadas ~~b(O,ti, a’, y), dadas en las ecuaciones (1.5.8) — (1.5.12), con respecto a a’
e y en el punto a’ = y = 1 permite deducir las siguientes relaciones Ni= A ~ (1.11.1)BoAo A+¡’ B,Ao’
si
Ni
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= Ñt~;~+Ñn IBONBÓA. + ÑZ0Á0ÑLl~Ó +
+ A++¿Ñ&+A++¿ÑB?BO>
- ~ +2Ñ~j,,
— AÁIBo~A+a “
(1.ff 2)
(1B.3)
(1 .B .4)
(LBS)
donde
1Vb = EENb] y = E[N~’bN,b], conrdenotandonos.ob
Esquemas similares aplicados sobre (15.8) — (1.5.12) en los casos (O,0,a’, 1) y (0,0, l,y) conducen a
las expresiones
=
ti
A = ~ (E[N51—1). (IB 6)
Después de algunas manipulaciones algebraicas sobre (1.B.1) — (1B.6) se obtiene la expresión (1.56).
La expresión (1.5.7) para Cov(L1, N) es obtenida mediante derivación sobre las transformadas
w, 1, y) de las ecuaciones (1.5.8) — (1.5.12), respecto de w e y, en el punto w = O e y = 1. Las
relaciones resultantes son
= ¡‘ A+ (A+ti)
2ÑAlAo + A A R1A0’
SS’;’), = S~ -I-§?kÁ0N¿,n, + Í¿,BOÑ¿0Á,, +tt’¿Z,
(1.B.7)
(1.8.8)
— ti ti ti tiB,Bo (A+v+¿)2 + A+¡’+¿T~LlBO+ (A+z’~i~¿YÑ BO+A+¡’+¿ AjRc,
A
+(A++¿)2NBsB0 + A ROBO’ (tff9)
= 2fl18,,ÑL iRo + (1.8.10)
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A
A+cx B,Ro’
(1.B11)
donde .S~’’> = E[TO’bNb]. Razonando sobre (1.5.8) — (1512) para los casos (0w, 1,
ob
deducidas las expresiones
= A: a
- ti= A + cx (E[1V’] — 1),
= ((A + u)E[N5] — ti)’
=
1) y (0,0,1, y) son
(1.B.12)
Teniendo en cuenta (1.514), (1.8.6) y (1BÁ2) se obtiene la expresión (1.5.7) para
solución del sistema (LB.7) — (1.8.11).
si
Cov(L’, N8) como Ni
Demostración del Teorema 1.5.2. Los esquemas recursivos para los momentos de las variables
aleatorias L’, N” y W, omitidos en la demostración del Teorema 1.5.2, son recogidos a continuacion.
En primer lugar se considerarán las expresiones (1W18) y (1519). Si se deriva en el punto w = O
sobre las transformadas ~
0b(O,w,1,1) del sistema (1.5.8) — (1.5.12) y se multiplica por (~i)k, se logran
las siguientes relaciones recurrentes
11(E) — lv q>i(k—i) +Ati(~~n, lv=21,
BOACA±¡’ BoA0 A+tiB
tl(E) ti(E) ±Í1(E) + (1—
61E ~B,Ao — Ro Ro BoA
0 ~—.‘ \m} RiBa BoAo
— it t~”~ + ti ~ + AIBOA+ti+6 ~1~0 ~ A1Bo A+¡’+¿ BoBo’
lv > 1,
k>1
E—1
ticE) — 2TM~0 + (1— ¿lE) ~ (k”~tgm)tí(Em) L >B,Bo — ¿~ B,B0 B,Bo “
ni=i
MBo — A-l-a Rifo’ _
74
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Efectuando algunos cálculos sobre el anterior conjunto de ecuaciones se deducen (1.5.18) y (L519).
Para establecer (1.5.20) y (L521) se razona de forma análoga. Tomando (O,w,x,y) = (O,0,x,1) en
(1W8) — (1.5.12) y derivando en eí punto x=1 el sistema resultante, se tienen
A ÑME2O, lv =1,
E—1
Ñ~2O = + Ñ~)
0 +(í — ¿iE)>3 (rn)ÑBIBOÑBÚAO it>1
m1
<5iE + ¡‘ Ñ»(E) A Ñ»(E) it > 1A-~-¡’-~-6 AOBÁA+¡’÷¿ B2Bo _
Ñ~0= 2Ñ%~0 +(1 ¿1k2 (“) _
____ it =i.
Manipulaciones algebraicas sobre este sistema permiten obtener las relaciones (152O)~y (L5.21).
Finalmente, para el caso s(E) it ~ 1, la derivada en el punto y = 1 del sistema (15.8) — (1.5.12) en
el caso (O,w,x,y) = (0,0, l,y) conduce a las relaciones
___ A_Ñ«k) it>1
k—1
= ÑrÁO +Ñg~0 + (1 6u3>3 (Z) Ñ~7~~Ñg~ni) it> 1
ni=i
ÑS(E) =¡‘(Ñ:(>2+itÑ:(k;í)~+ A Ñ¿7’2, it>í’BIBoA+¡’+¿xoooo/A+¡’ +6 _
= 2Ñg,~0 +(1 ¿lE) ~ (:)Ñ~~Ñ~~m, it> 1 -
¡JS(E) — >1 ÑS(k) it=LAiBo~A+a B1Bo’
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Las expresiones <1.5.22) — (1.5.24) son deducidas desde el anterior conjunto de ecuaciones mediante
cálculos elementales.
Apéndice 1.C. Esquemas recursivos para los momentos de las variables aleatorias L’, 1V” y 1V’ en
el caso ¡1> 0.
En los siguientes tres puntos se exponen los pasos intermedios que conducen a las expresiones (1.5.37)—
(1.5.43) incluidas sin demostración en la sección 1.5.
En primer lugar se obtendrá un esquema recursivo para el cálculo de T~EÁO, it > 1. Se consideran
las derivadas de orden k de las ecuaciones (1.5.8), (1.5.9) y (1.5.26) — (1.5.28) con respecto a w en el
punto (0w, a’, y) = (0,0,1,1). Si se multiplican las relaciones resultantes por (í)E se logra el conjunto
de ecuaciones siguiente
~l(k) — lv ?í(E:) A__~i(E) L
ROAoA+ti BoAo +A+ R,Ao’ ~ 1,
— BR RAj,1(k) fl(k) + j,1(E) + (1— ¿lE) ___ (k”~Íi(m)t1(Em)u o o \m} B1Bn BoA0 lv > 1,
(1.0.1)
(1.0.2)
= ~ + A+v+¿ ~i(k) + A ~i(E)A+ti+6 R¿~,R¿í’ it=1, i>1
TA~BíIA+&+íjiTB.RíI it>1 i>1,
E—l
11(E) = ÷1(E) ~1(E) (1 ¿lE) y~ (lvNjfi(rn) ~fi(E-ni)+ ‘RIR,., + — \ni,I’+
ni=i
Desde (1.0.1) y (1.C.2) se deriva la relación
11(E) — ~ (lvÍ«E~í + A
RoAo~ BoA0 ¿lE) z
lv>1 i>1.
it>’.
Desde (1.0.3) — (1.C.5) se deduce (1.5.38). Entonces, (1.5.37) se obtiene a partir de (1.0.6) con la
ayuda de (1.5.38).
si
si
Ni
‘si
si
si
si
‘si
si
Ni
si
‘si(1.0.3)
(1.0.4) U
si
(1.0.5)
si
si
(1.0.6)
si
Ni
si
si
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En el caso de la variable aleatoria 1V”, se considera el conjunto de ecuaciones (1.5.8), (1.5.9), (1.5.26)—
(1.5.28) enel punto (O,w,a’,y) = (O,O,x, 1). Calculandoladerivadak-ésimaen el punto a’ = 1 delsistema
resultante se tienen
Ñ»(E) — A_Ñ»(E) it =21,BDAOA+¡’ B
1Ao>
Ñ~Z =
E— 1
+ÑZZ-l-(í—¿íoZ (:2) lv >11
(1.C.7)
(1.0.8)
ti - »(E) A n(E)Ñt)IA+
6+¿61E+ A+
1,+¿NÁ¿Bhl+A +ti+¿NRi+lBi~l
Ñ»(E) A it>1
= B~ + (1— ¿í03 ()
m1
Desde (1.0.7) y (1.0.8) se deduce la relación
A (Ñ»k + e— 6E)Z( it’~Ñ»(m)Ñ»(k~ni)’~RnAo = j kBIBO xm} BiBí BoAo }
it>1 ~>1,
it> 1.
Las igualdades (1.C.9)—(1.C.11) permiten derivar la relación recurrente (1.5.40).
(1.5.39) se tiene a partir de (1.5.40) y (1.0.12).
Cómo consecuencia
Finalmente, el momento factorial k-ésimo de la variable aleatoria N~ se obtiene a partir del sis-
tema que resulta de considerar el conjunto de ecuaciones (1.5.8), (1.5.9), (1.5.26) — (1.5.28) en el punto
(O,w, a’, y) = (0,0, 1,y). Si se calcula la derivada de orden k en t’ = 1 se tienen las siguientes relaciones
A ÑS(E) it>í
fhA0’ _
k—14V0 =Ñ~tÁ0 + + (1—¿íE)>3 () Ñ~77B?,ÑLni),
ni=i
ÑS(E) — A+v+¿’’” + A+v+¿Ñ~flí~i + A+u+¿ ~1Vs(E)
it>1
(1.0.13)
(1.0.14)
(1.0.9)
(1.0.10)
it> 1
(1.0.12)
1
u’
ti
a
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ÑS(E) — A ÑS(E>AiR~I~A+cx+ip B¿Rj.,’ lv>1, i>1,
it>i i>1.
Las expresiones (1.0.13) y (1.0.14) permiten establecer
ÑAI»O ¿lE +
ti
(Ñ~. + (1
E- 1
Ro BoA0
rn=l
Nótese que (1.0.16) coincide con (1.5.42). Desde (1.C.15)—(1.C.17) se deduce la expresión recurrente
(1.5.43). A partir de (1.5.42), (1.5.43) y (1.0.18) se obtiene (1.5.41).
Apéndice iD. Expresiones para Cov(L
0,L’) y Cov(N»,N~) en el caso p>O.
A continuación se demuestran las expresiones (1.5.48) — (1.5.53) incluidas en la sección 1.5.
Para deducir las expresiones (1.5.48) — (1.5.50) se calculan las correspondientes derivadas sobre las
transformadas ~ab(O,w,1,1) del conjunto de ecuaciones (1.5.8), (1.5.9), (1.5.26) — (1.5.28), con respecto
a O y w, en el punto O = w = O. Se logran entonces las relaciones recurrentes
— A >1BoAo(A+tiy BIAOWA+¡’ B,A
0
f(0i) — nAo +
BMo — BiBo +TB1B0TB BoAo R,Bo -r ‘BoAo>
1<04) — ¡‘ _______ + A
— (A + ti + 6)2 A,R11 + A + ti + 6 A1B1.1 (A + ti + 6)2 R14iR~,
A
~(0i)
A TBR + A f(01)AiBi~i~(A+a+iji)2 “‘ A+cx+iji R¿Rj¡’ i> 1
(iDi)
(1.D.2)
(1.D.3)
(1.D.4)
+
a’
ÑS(
1rn)
+ (1— E—1 (,tfl)Ñg~¶2B~ B¿R~.,
nl=1
a
a
(1.0.17)
SI
it >1.
II’
(1.0.18)
u’
u’
.1
ti
u’
ti
ti
Mi
Mi
ti
Mi
III
ti
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1<01) 1<01) + ‘B~+o B,-’B ~ +TB~B~, TR<~ R, B.B~...,’
— B41B1 ‘fo ‘ti ‘II i> U
donde 1<0,1) E[T
0 T’b]. A partir de (1.D.1) y (1.D.2) se deriva la siguiente igualdadab — ob o
11(01) — A (_1B
0A0—~ ‘Y~x+u R1Ao
Las expresiones de 110 110 y 11~ R
RiAo> R, Ro Ro o
partir de (1.D.6) se obtiene
+ 2t ROTBOAO + T.ZOA0TBIBO + 11~’M)~ (1.D.6)
dadas en (1.5.14) continúan siendo válidas. Por tanto, a
Cov(L<tL
1) = Aral) + E[L0]E[
~ 8
1B0 Li].
Por otra parte, a partir de (1.5.31) y (1.5.32) se tienen
1 + A
AiB~i~A+a+iji A+a+zp
= (1 +p’)?Z1B, o —
Desde (1.D.3) — (1Db) se deduce que
11(01) A+afi= . a+bp
2+
+
1
+ A+ti+iS (st~~+1B~, ~
TflB..OTB+IB + (A+a+iji)2
TflíB~
+ i>1.
Con la ayuda de (1.D.1O) se logra una expresión alternativa para (1.D.7)
= E[L0]E[L’] + 2: (> ‘ + ¿ (~sty~,B
1, + ATZ +1R ~)+ A
1~+ TR.B. 1TB41R~ + (A + cx + íji)2n-I))
(í + x+a) ,~
(1 + 0+6/4
)
(1Db)
(1.D.7)
i>1
i>l.
(1.D.8)
(1.D.9)
Cov(L
0, L’)
(1Db)
(1.D.11)
st
III
st
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Teniendo en cuenta las relaciones (1.0.8) y (1.0.9) se deduce
tiT~R.1 + AtZ.+IR. = + u + i>1. (1.D.12)
Entonces, (1.5.48) se sigue de (1.0.11) y (1.D.12).
Finalmente, reiterando (1.5.35), 11.g.~8 es reexpresado como (1.5.49). Particularizando (1.5.38) al
caso lv = 1 se obtiene
a+~p
TBÍ+,Ri = ~ Á~» P’11~R,..I — xlfi
i> 1. (1.0.13)
A través de sucesivas sustituciones en (1.0.13) se deduce la expresión (1.5.50)
Para deducir (1.5.51) se considera el sistema resultante de tomar (O,w, a’, y) = (0,0, a’, y) sobre el con-
junto formado por las ecuaciones (1.5.8), (1.5.9) y (1.5.26) — (1.5.28). Si se calculan derivadas respecto
dea’e y en el punto a’ = y = 1 se obtienen
— ABOAOA+¡’ fiAn’
= +ÑZ,B
0Ñ~0A, + Ñ;0A0Ñ~,R, +
= ti - ti - (»,s) + AA+t’+ 8N~., + A+z-’+ ¿
1VA
1B~1 A+¡’+6 B¿+,B&,’
i>1
= ÑtY)B. -i- Ñt,R.Ñ~.R. 1 + ÑR>R~,ÑB~+1B~ + ~
(1.0.14)
(1.0.15)
z>1 (1.0.16)
(1.0.17)
i> 1 (1.0.18)
donde = E[1V~’bN~b]. Desde (1.0.14) y (1.0.15) es posible expresar Cov(N”, 1V’) en los términos
(1.0.19)
Cov(N”,1V’) = E[N»](E[N’] —1) +
BoBo
Teniendo en cuenta (1.0.16) — (1.0.18) se tiene
= 00
B>Bo A>3 (tiÑIR.,
0=1
+ A (ÑZ+OBÑKB + NZ~1Ñ¿+1~)) (í +
80
u’
a”
a”
a’
st
ti
a”
a”
.1
ti
a”
fi”
u’
(1.0.20) ti
III
a’
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Derivando en el punto x=1 el sistema que resulta al considerar (O,w, a’, y) = (O, O,z,
(1.5.9), (1.5.26) — (1.5.28), se logra deducir (1.5.52). Además, se tiene
= A Ñfl.B.1, i>1.
A+a+ip
1) sobre (1.5.8),
(1.D.21)
A lo largo de un razonamiento análogo se deduce (1.5.53). Finalmente, (1.5.51) es obtenida susti-
tuyendo (1.D.20) y (1.D.21) en (1.D.19).
Apéndice lE. Análisis de la cadena encajada asociada a los instantes de expulsión.
Demostración del Teorema 1.6.1. A continuación se demuestra la expresión (1.6.17) que fue
necesaria en el Teorema 1.6.1 para obtener la distribución de probabilidad del número de clientes en el
sistema justo después de un instante de expulsión, {5tjí}~4.
El razonamiento está basado en la derivación del conjunto de ecuaciones (1.6.6)—(
a y. Poniendo a’ = y = 1 en el sistema resultante, se tienen
E[ÑL0Á0] = >1E[ÑBOAO] 5>1
E[ÑLIÁO] = E [Ñ~1R0]+ E [Ñ~0A0]> 5 ~ 1,
¿ A
E [Ñ~,R,1] = A + ¡‘+ ¿<5ij + A +~+¿E [ÑL.~~.1] + A +t+ 6E [Ñ~Bj,
E [ÑL.+,R~,] = E [Ñ~+1R1] + E [ÑLR~,] i>1 5=21,
1.6.10) con respecto
(lEí)
(1.E.2)
5=1,
(fF3)
.t>1
(1.E.4)
EI¿Ñ~.R. 1] =
A partir de (1.E.1) y (1.E.2) se deduce
E [Ñ~ÁO] =
1E [Ñ~
080] , s> 1.
i=21, 5=21. (1.E.5)
(1.E.6)
j
si
u’
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De forma semejante, desde (lES) — (lES) se demuestra que
E [Ñ~R. ~]= ~±~;PP06~+E[ÑB~>B1)> i~ 1, 5=2’- (1E7) 4
fi
“ItDe este modo, sucesivas sustituciones de (1.E.7) sobre (1.6.6) conducen a la expresíon (1.6.17)
u’
si
a’
a
st
a
ji
ti
u’
a
si
si
st
1
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Capítulo 2
Sistema M/G/1 con llegadas
negativas y disciplina lineal de
reintento
2.1 Introducción
Este capítulo tiene como objetivo estudiar la distribución límite del sistema de colas M/C/1 con llegadas
negativas y disciplina lineal de reintento cuando se asume la estrategia de expulsión RCE.
El modelo analizado es la única generalización abordable de la cola Markoviana estudiada en el
capítulo anterior, en el sentido de reemplazar una distribución exponencial por una distribución positiva
arbitraria. Debe señalarse que la presencia de un flujo de llegadas negativas implica la destrucción de la
estructura matricial de tipo M/G/1 y que la distribución del proceso en tiempo continuo que describe el
número de clientes en el sistema no coincide con la distribución del proceso encajado en los instantes de
finalización del servicio.
Cuando en la sección 1.3 se consideró la cola M/M/1 con llegadas negativas y disciplina lineal de
reintento, fue posible analizar su distribución límite en virtud de la propiedad de jérdida de memo-
ria de la ley exponencial. Sin embargo, la consideración de una distribución general de servicio causa
importantes dificultades analíticas, cuando la estrategia de expulsión consiste en anular al cliente que
ocupa la última posición de la órbita. Debe notarse que la incidencia real de la estrategia RCE sobre la
distribución limite viene determinada por la imposibilidad de expulsar al cliente que está siendo atendido.
A continuación se resume la organización del resto del capítulo. En la sección 2.2 se describe el modelo
matemático de tipo M/G/1 con disciplina lineal de reintento y llegadas negativas. La’distribución límite
es estudiada en la sección 2.3. Los argumentos empleados están basados en el método de la variable
suplementaria y conducen a expresiones cerradas para las funciones generatrices de lat distribución límitede (CQ), Q(t)), cuando t —. ~, en términos de la solución de una ecuación integral de Fredholm. En la
sección 2.4 se desarrolla un esquema recurstvo para el cálculo de la distribución límite basado en la teoría
de procesos regeneraiivos. Los resultados computacionales expuestos en la sección 2.5 pretenden ilustrar
un doble objetivo. En primer lugar se muestra que la distribución límite del modelo bajo consideración es
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satisfactoriamente aproximada mediante la correspondiente distribución del modelo truncado M/G/l/K,
donde K representa la capacidad de la órbita. En segundo lugar se ilustra la incidencia de los parámetros asobre las medidas de eficacia del sistema. Finalmente, en la sección 2.6 se incluyen algunos comentariosy notas bibliográficas.
2.2 Descripción del modelo matemático 4
Se considera un modelo de colas con un único servidor y dos procesos de Poisson de llegadas originales
y negativas con intensidades A > O y 6 =0, respectivamente. Cuando una llegada original encuentra
el servidor ocupado abandona el área de servicio para unirse a la órbita. Se asume la disciplina lineal
de reintento; por ello, el tiempo transcurrido entre dos reintentos consecutivos está exponencialmente
distribuido con parámetro a(1 — 6~~) + jp, cuando la órbita está formada por j clientes. El flujo de lle-
gadas negativas sólo tiene efecto sobre eí sistema cuando el servicio está ocupado. Entonces, se produce
la expulsión del cliente de la órbita, si existe alguno en ella, que ocupa la última posición (estrategia
ROE). Los tiempos de servicio son generales e independientes, con función de distribución continua BQ) a(B(0) = O), función de densidad 6(i), momentos ¡3k, k =1, y transformada de Laplace-Stieltjes ¡3(6) Losprocesos de llegadas originales y negativas, los intervalos separando sucesivos reiiitentos y los tiempos de
servicio son independientes.
El modelo descrito engloba a diferentes sistemas de colas que pueden obtenerse mediante la particu-
larización de los parámetros a, ji y 6. El sistema M/G/1 con disciplina lineal de reintento corresponde
al caso 6 = O. Entonces, las particularizaciones a = O y ji = o conducen a las disciplinas clásica y cons-
tante, respectivamente. La cola M/G/1 con disciplina constante, donde el cliente que ocupa la última
posición de la órbita es no-persistente, es deducida cuando ji = o y 6 = (1 — H)a, H 6 (0,1). El caso
B(t) = 1— e¡/t, 1 > 0, u > O, conduce a la cola M/M/1 con llegadas negativas y reintentos estudiada en
el capítulo 1. Finalmente, los correspondientes modelos de colas con línea de espera son obtenidos como
el caso límite a —. oc y/o ji — oc.
En cada instante 1 =0, el estado del sistema puede ser descrito mediante el proceso Markoviano 4
X = {XQ), i =01 = «0(1), Q(t), «O) =O}, donde las variables CQ) y QQ) fueron introducidas en la
seccion 1.2 y «1) se define, cuando 0(1) = 1, como la longitud del intervalo transcurrido entre el instante
de comienzo del servicio en desarrollo y el instante i. El conjunto S = {0, 11 x IN >< IR+ es el espacio de
estados de X. Si se omite la variable aleatoria ¿(t), entonces Y = {Y(t), 1 =01 = {(C(O, QQ)), 1 =0} es
un proceso semi-Markoviano con espacio de estados & = 10,11 x IN.
2.3 Distribución límite y primeros momentos
Esta sección está dedicada al análisis de la distribución límite del proceso Y = {YQ), =0J mediante el amétodo de la variable suplementaria. Adicionalmente, se deducirán sus primeros momentos.
En la Figura 2.5.1 se muestra eí esquema de transiciones entre los estados del proceso Y. La funcion
q(x) representa la probabilidad condicional de finalización del servicio cuando ¿(1) = iv Entonces se
tiene que ~ftx)= b(x)/(1 — B(x)).
La distribución del proceso X = {XQ), =0> viene definida por las probabilidades aP
0~Q) = P(CQ) = 0,QQ) =j) 1=0,1>0 (2.3.1)
a
a
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y las densidades probabilisticas
P1~Q, 4 = P (0(1) = 1, QQ) = 5, x ~ ¿(1) < x + Ax) 1>0 x>O,j>0. (2.3.2)
{(0,j)} {(1,j)}
a
Figura 2.3.1. Espacio de estados y transiciones
Los argumentos que a continuacion se exponen están basados en la continuidad del movimiento del
proceso X, sobre el espacio de estados S, en un intervalo infinitesimal de tiempo (1,1 + A) y permiten
obtener un sistema de ecuaciones diferenciales que determina la distribución del proceso. Con la ayuda
de la Figura 2.5.1 se deducen las siguientes ecuaciones:
Po5Q + A) = Poj(t)(l — AA)(l — (a(1 — boj) + jp)A) +¡ Piftt, x)q(x)Adx + o(A), 5=0, (2.3.3)
Pi~(i + A,x + A) = .l’~~(i, x)(1 — AA)(1 — q(x)A)(l — (1 — 6o~)6A) + (1 — fioj)Pi,j...rQ, x)AA
+ P1,~+1Q, x)ÓA + o(A), 5 =0, (2.3.4)
donde o(A) verifica lim~...0 o(A)/A = 0. Para demostrar la validez de las igualdad~s (2.3.3) y (2.3.4)
debe observarse que el estado (0,5), 5 =0,puede alcanzarse desde el estado (0,5) (con probabilidad (1—
— (a(1—605)+jp)A)+o(A)) y desde el estado (1,1) (con probabilidad f0~ P15Q, x)n(x)Adx+o(A)).
Análogamente, el estado (1,j,x), x >0,5 =0,sólo puede ser alcanzado desde (1,5,4 (con probabilidad
(1— AA)(1 — ~(x)A)(1 —(1— 601)6A) + o(A)), desde (1,5 —1, x) (con probabilidad (1— 601).AA + o(A))
y desde (1,5 + 1,4 (con probabilidad ciA + o(A)). Entonces, aplicando la ley de la probablidad total se
obtienen las relaciones (2.3.3) y (2.3.4).
Reagrupando términos en (2.3.3) y (2.3.4), dividiendo por A y haciendo A —. 0, se tienen
dPofti) + (A + a(1 — ‘5o,) + ~ P01(t) = PjjQ, x)n(x)dx, (2.3.5)5=0,
Ml
j
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8P11Q,x) 8P15
(
+ 1, x) + (A + 6(1 —
6oj) + q(x)) Pi~Q, 4 = (1— 6
05)APi,p..zQ, x) + ~~1,5+1(~, x), i =0 u’81 Ox (2 3 6)
Argumentos semejantes conducen, cuando EQ) — O a la relación a’
P15Q, O) = 2P05Q) + (a + (5 + 1)p)Po,y~i(t), 5 =0. (2.3.7)
Adicionalmente, se considera la condición de normalización 1
>1 (~05(i~ + P1fti, x)dx) = 1. (2 3 8) u’
5=0
A continuación se introducen algunas definiciones y notaciones de interés. Si la condición de esta-
bilidad es conocida, entonces las probabilidades límite P05 = lim~~ P05Q), 5 =0, y las densidades
probabilísticas límite P15(x) = ~ PijQ, 4, x ~ 0,5 =0, existen y son positivas. Sean las funciones
generatrices
Po(z) = ZPosz’, ¡z¡ ~ 1,
j =0
Pí(z,x) = ZPiÁX)z’, Izl =1, 1
j=0
Pi(z)=jPi(zx)dx, IzI=1. (239) 1
Haciendo 1 — oc sobre las ecuaciones (2.3.5)-(2.3.8) y considerando las funciones generatrices definidas a’en (2.3.9), es posible deducir las ecuaciones
pzP¿(z) + (A + a)Po(z) = aP00 + j P1(z, x)~(x)dx, (23 10) a’
8Pi(z 4 + (y(z) + q(x))Pi(z, a,) = 6z
1(z — 1)P
10(x), (2.3.11)
pzP¿(z) + (Az + a)Po(z) = aPao + zPi(z, 0), (2 3 12)
.l’a(1) + P~(1) = 1, (23 13) a’
donde y(z) = (1— z)(A —
La solución de la ecuación diferencial (2.3.11) viene dada por u’
Pi(z,x) = (Pi(z0) + 6z’(z — í)j 1—8(u) eY(z)udu) (1— B(x))eYe)x. (23 14) j
‘II
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Por otra parte, integrando ambos miembros de la igualdad (2.3.11) y observando cjue Pi(z, oc) = 0,
se tiene
¡ Pi(z, x)~(x)dx + y(z)Pi(z) = Pi(z, 0) + 6z1(z — 1)F’io. (2.3.15)
A partir de (2.3.10) y (2.3.12) se deduce
j Pi(z,x)~(x)dx = zPí(z,O) + .A(1 — z)Pa(z). (2.3.16)
Sustituyendo (2.3.16) en (2.3.15) se tiene
zPi(z, 0) = AzPo(z) + (Az — 6)Pi(z) + 69io~ (2.3.17)
Entonces, mediante la particularización de las expresiones (2.3.14) y (2.3.17), en el; punto z — 1 y la
relación (2.3.13), se obtiene
.l’o(1) = 1— Pi(I,0)fii, ¡ (2.3.18)
donde
.A + ~
Debe observarse que para conocer la función generatriz Pi(z, x) es necesario el conocimiento pre-
vio de Pio(x) y de P:(z, O). El procedimiento habitual para determinar .Pio(x) consiste en calcular
P
10(x) = lim2~o Pi(z, a,). Sin embargo, la singularidad de la función y(z) en el punto z = O imposibilita
resolver el limite anterior.
El siguiente paso consiste en determinar la función Pi(z, 0). Con esta finalidad se introducen las
siguientes funciones auxiliares
«z,x) = ¡ íS~t) eY@Wdu, (2.3.19)
«z) = ¡ b(4CY(Z)z~(z, x)dx. (2.3.20)
Si se multiplica (2.3.14) por la función ~(x) y se integra con respecto a x, se obtiehe la relación
¡ Pi(z, x)r¡(x)dx = /3(y(z))Px (z, 0) + 6z’(z — 1)~(z), Re(y(z)) = (2.3.21)
Entonces, a partir de las expresiones (2.3.16) y (2.3.21), se deduce que
Pi(z,0) = (z — 1)(APo(z) + bz’$(z)
)
z—/3(y(z)) _ (2.3.22)ReQy(z)) > 0.
a’
a
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Para analizar eí caso Re(-y(z)) <0, se definen la función u’
— Pi(z, x
)
y su transformada de Laplace-Stieltjes — 1 — B(x)’
Q(z, 9) = ¡ eOXQ(z, x)dx, Re(O) > O. a’
La ecuación diferencial (2.3.11) puede ser reescrita en los terminos
____ ____ aOQ(z,x) +y(z)Q(z,x) = 6z’(z —1) Pidx) ReQy(z)) <0. (2323)
Ox _ (a,)’
Tomando transformadas de Laplace-Stieltjes sobre la ecuación diferencial (2.3.23) y observando que a’
[Q(z, x)j =.l”~(1, 0) < oc, es posible deducir la expresion
(~(z, O) = (O + ~y(z))’ 0) + 6z’(z — 1) ¡~ 1B(x) e6~dx) , Re(O) > 0, ReQy(z)) < O a’
(2 3 24)
Para cada valor fijo de O, la función f(z,O) = O + y(z) tiene una única singularidad, z1(O) =
(2>)—’(O + > + 6 — (9+> + 6)2 — 4>6), en el interior del disco unidad. Como c~(z, O) debe estar
definida cuando Re(O) > O y Re(-y(z)) < O, y la función f(z,O) se anula cuando z = zi(O) (es decir,
IIIcuando O = —y(z)), es necesario que se verifique la igualdad
P1(z, 0) + 6z’(z —1) ¡~ Pio(x) eY(2)Xdx —0. 4
Entonces, se obtiene
Pi(z, 0) = bc’(1 — z)«z, oc), Re(-y(z)) < 0. (2325) 1
Debe observarse que las relaciones (2.3.22) y (2.3.25) proporcionan la expresión de la función Pr(z, x)
u’en términos de Po(z) y de Pio(x). El siguiente resultado permite determinar Pio(x) como solucion de
una ecuación integral.
Teorema 2.3.1. La función Pto(x)/Po(z(O)) es solución de la ecuación integral de Fredholrn de primer a’
orden definida por ¡ C(z(O), a,~ dx = >z(O), Re(O) > 0, (23 26) j
Pa(z(O))
siendo
G(z, ~ = 1— B(x) ((b * eY(2))(x) — ze$2fr) , (2327) ~1
u’
a
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y
9±>±6— V(~ ±>+ 6)2 — 4>6
z(O) = 2>
Además, los valores z O = pew son tales que p 6 (0, po(w)) y cos(w) > 0, siendo
x(> + 6 — (>±6)2 — 4>bcos2(w)).
pe(w) = (2Acos(w))’
Demostración. En primer lugar se estudiará e! rango de z para el cual Re(y(z)) c 0. La repre-
sentación z = peÍW permite escribir g(p,w) = Re(y(z)) como
g(p,w) = (>+6)p—GX~o2+6)cos(w
)
p
Es claro que Re($z)) < O si y sólo si pg(p,w) < 0. Para cada valor fijo de w, sean po(w) y pi(w) las
raíces del polinomio h(p) = >cos(w)p2—(X+6)p+ócos(w). Entonces, es claro que la condición cos(w) >0
es necesaria para que Re(y(z)) < O, en cuyo caso O c po(w) =1 =p~w) (ver la Figurú 2.32) Por ello,
pg(p,w) <0 equivale a considerar los valores de z con módulop E (0,po(w))U(pi(w),+cc) y argumento
w tal que cos(w) > 0. Como Izl =1, se concluye que si Re<y<z)) < O entonces z pertenece al interior de
la región acotada por la curva po(w).
li(o) = ócos(w)
h(i) = —<.X + 6)(l — cos(w))
p
Figura 2.3.2. Raíces pa(w) y pi(w)
Utilizando las relaciones (2.3.16) y (2.3.25) se obtiene
b(x)Q(z, x)dx = (1— z) (>Po(z) + ¿e$4z, oc)),
Haciendo uso de (2.3.14) y (2.3.25), se deduce la igualdad
Q(z, x) = 6z’(1 — z) [00 l’
10(u) eY(2)(UZ)dv
~ 1—B(u)
Multiplicando (2.3.29) por b(x) e integrando con respecto a x, se tiene
¡00 P10(x) (6 * e~dz)) (
1—3(x) x)dx,
h(p)
pí(w)
J 00o Re(y(z)) < O. (2.3.28)
J 00o
ReQy(z)) < O.; (2.3.29)
b(x)Q(z, x)dx = 6z’(1 — z) Re(y(z)) < 0, (2.3.30)
U
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donde * denota el signo de convolución; es decir, U
(6 * eMt)) (x) — ¡~ 6(u)cY(2)(X~~)du.
Entonces, el resultado se sigue directamente a partir de (23.28) y (2.3.30).
o
La ecuación integral de Fredholm definida en el Teorema 2-3.1 contiene la información suficiente para
determinar Pio(x). [nicialmente, es preciso calcular la función <~) = cJ1Pio(z), c0 = Po(z(Oo)), como
la solución numérica de la ecuación integral (2.3.26), para algún valor fijo 00 tal que Re(Oo) > O (es decir, U
Re(z(Oo)) < 0). El criterio para la elección de O~ está basado en las siguientes observaciones.
La existencia de las funciones ~(z) y f3(y(z)) está asegurada cuando jzj =1 y Rc(-y(z)) > 0. Sin 4embargo, esta región del disco unidad puede ser ampliada dependiendo de la distribución de servicio Por
ejemplo, en el caso B(t) = 1 — e~t, 1 > 0, u > 0, «z) y fI(y(z)) convergen para aquellos valores z tales
que lzI =1 y Re(-y(z)) > —u. Una situación similar se tiene cuando la distribución del tiempo de servicio
es Coxian-2 y Gamma.
En lo que sigue se asume la existencia de un valor e > O tal que las funciones 4(z) y fi(y(z)) convergen
sobre R~ = {z/ ¡zj =1, Re(y(z)) > —ej. Debe notarse que entonces la relación (2.3.22) es válida sobre
el recinto R~. Adicionalmente, es posible asegurar la obtención de J’~(z), i E {0, 1}, en un intervalo (e’, 1]
que permite calcular los valores medios de la distribución límite de (0(1), QQ)), cuando 1 — oc, mediante
la derivación de l’1(z), i E {O, 1}, en el punto z = 1. Es sencillo probar que
>+6+c— (>+6+42~4.\6
2>
El valor
6o será seleccionado de forma que Re(Oo) > O y z(Oo) E (e’ 1). Entonces, la función generatriz
Po(z) admitirá ser expresada en términos de r(x) y la constante e
0 podrá ser calculada de acuerdo con
su definición, c0 = Po(z(Oo)).
Sea la función Ú4z) definida por 4
r(u)
«dz) ¡ 6~~> ¡~, 1 —B(u) ¿d¿)(ur)d~da,. (2 3 31)Entonces, es posible establecer la igualdad
4(z) = co#(z). (2.3.32)
Tomando z —. O sobre la relación (2.3.10) se obtiene
U= ~0>1 ¡~ í r(x) 3b(x)dx. 33’(2
—3(x) U
u
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Finalmente, la definición de «z) permite obtener la probabilidad I’10 como
140 = 4(1).
La función generatriz Po(z) es calculada en el siguiente resultado.
Teorema 2.3.2. i) Si a =O y ji > o, entonces
.Po(z) = Ca/s (
+ Pa(1) exp {Ñi~’ 1’
u — ¡3(y(u))
1 — ¡3(y(v)) dv}
y — ¡3(y(v))
exp {A~’ j
— ap-1POQJ va/P1 exp {
1—fi(y(v)) dt dii
y — ¡3(y(v)) YJ’
>11~~’ fi /3edv))}
donde 4(z), P
0(1) y P00 vienen dadas por (2.3.32), (2.3.18) y (2.3.33), respectivamente, siendo
1 + (6 — A)fli
= 1 + 6/Ji (z(Oo )a/fi exp {>ji~~ ¡z(Ao)
+ ~:t~¡00 r(x)dx + a(>p)’ ¡00 r(z) b(x)dx1—3(x) 1L00 ~a/~—1 exP{
6ji
1
u—¡3(y(u)) np { ¡ti ~‘¡3(y<v)) dv }
donde tP(z) viene dada por (2.3.31).
u) Si a > O y ji = o, entonces
Po(z) = a(z — ¡3Qy(z)))J%o + 6(z — 1)4(z
)
>z(1 — ¡3(y(z))) + a(z — ¡3(7(z)))’
donde 4(z) y P
00 vienen dadas por (2.3.32) y (2.3.33), respectivamente, siendo
Co = (a + (A + a)(6 — >)fií) (¿(1 +(A±a)fiÓ¡ r(x)dx + a(1 +
6/Ji)
Demostración. A partir de (2.3.12) y (2.3.22), se obtiene la ecuación diferencial
jiz(z — ¡3(y(z)))P¿(z) + (Az(1 — fl(y(z))) + a(z — ¡3(y(z)))) 1’o(z) = 6(z —1)~(z)
(2.3.34)
dii)
(2.3.35)
>ji—’ fi ~ ~}}dv} dii
dii) ~‘, (2.3.36)
(2.3.37)
¡00 IB(x)bfr
)dx)
(2.3.38)
+ a(z — fi(y(z)))Poo. (2.3.39)
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En primer lugar, se analiza el caso a ~ O y ji > o. Operando sobre las relaciones (2.3.18) se obtiene
la expresión alternativa
P1(1,0) = >P0(l) + ¿Pie (2.3.40)
Entonces, se observa que es necesario que (>—6)fií < 1. La función f(z) = z —fi(y(z)) tiene una sola
raíz 2 — 1 en el recinto R,. Entonces, es posible resolver la ecuación diferencial (2.3.39) en el intervalo
(c’,1], puesto que
hm
z—i —
>z(1 — ¡3(y(z))) + a(z — ¡3(y(z))) — a + (>+ a)(6
—
z—¡3(y(z)) 1 + (6— >)fi~
hm (z — 1)t(z) — P10
z-.í—z—¡3(-y(z)) 1±(6—>)fi~ oc.
La solución de la ecuación diferencial (2.339) viene dada por
<oc,
Po(z) = exp {¡ P(v)dv} (J’o(i) + j q(u) exp {j P(v)dv} dii)
p(v)= _
q(v) = (pvf’ ( (2.3.42)v—¡3Qy(v)) )6(1 — v»(v
)
v—fiQy(v))
Reagrupando términos en (2.3.41), se deduce la expresión de Po(z) dada en (2.3.35).
cuenta que c~ = Po(z(Oo)), es posible deducir (2.3.36) a partir de (2.3.33)-(2.3.35).
(2.3.43)
Teniendo en
En el caso a > O y ji = O, la ecuación (2.3.39) conduce directamente a la expresión (2.3.37). Haciendo
z —~ 1 sobre (2.3.12), se tiene
P0(1) = aPoo+ Pt(1,0 (2.3.44)
Las igualdades (2.3.18) y (2.3.44) permiten relacionar las probabilidades P~~o y 1’10 de la forma
r5P10 =
a + (> + a)(6 — >)¡3~ — a(1 + 6¡31)P00
1 + (.A±a)¡3~ (2.3.45)
Entonces, la expresión (2.3.38) es deducida a partir de las relaciones (2.3.33), (2.3.34) y (2-3.45).
El
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4
4
donde
(2.3.41)
~2
4
4
4
-3
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A partir de las relaciones (2.3.17) y (2.3.22) es posible determinar la función generatriz 14(z) como
14(z) = (>z — 6< ( >z(1 — ~ Po(z)¡3(7(z)) —
La distribución {PIJ}(í,s)ee quedaentonces totalmente determinada en términos de las funciones P1(z),
i E {0, 11.
En el siguiente corolario se reunen los primeros momentos de la distribución límite {PÍJ}(íj)ee. La
demostración, aunque es laboriosa, está simplemente basada en la aplicación de la regla de L’Hópital y,
por ello, será omitida.
Coralario 2.3.3. Sea M{ el primer momento parcial de las probabilidades límite {P15}~.0, i E {0, 1}.
i) Si a =O y ji > o, entonces Mf viene dado por
0.—1(ipp >(A + a
—
+ ¿Pm (í1 + (6— +1) (a— >(>+a—6)fi, Vfl1 1+6/J,
u) Si a > O y ,u = 0, entonces Mf viene dado por
Mf =(24)-’ (e—
Á= a+(>+a)(6—>)¡3m,
e = 26(> — 6)co
¡00 b(x) ¡(x — u) r(ii) dudx — a (2ci¡3~ + (6 A)2/J)
1—B(u)
£3 = a(1+(6 — >~)¡31)P00+6P10,
29 = — (2(A2 + a6)f3i + (>±cx)(¿ — >)2/J2).
iii) El momento M1’ viene dado por
1 (>/JiMf+¿cof
00b(x)ft(x—u) r(ii) dudx
J
0J01—B(u)
1
+ 2(1 + 6f3~) (> (26¡3~ + (> — 6)/J2) + ¿P10
A/it — PieN1
1+ A¡3~ )
((>—6)¡32—2/JO))
(u)
+6 14o)>. (2.3.46)
siendo
(2.3.47)
(2.3.48)
(2.3.49)
Peri, (2.3.50)
(2.3.51)
(2.3.52)
si > ~ 6, (2.3.53)
= >¡3~ (Mf + si > = 6. (2.3.54)
2
96 Cap. 2. Sistema M/C/1 con llegadas negativas y disciplina lineal de reintento
2
Para finalizar esta sección, a continuación se incluyen algunos comentarios relativos a la naturaleza
de la solución y a dos casos particulares. En primer lugar, debe señalarse que las expresiones deducidas 4para P¿(z), 1 E {0, 11, son expresiones cerradas dadas en términos de r(x), donde r(x) debe ser calculadanuméricamente. Como la función r(x) > 0, por definición, debe verificarse c0 > 0. Entonces, se obtienen
las desigualdades (A — 6)/9~ < 1 y (A— 6)9. + a)/Jia~’ < 1 cuando (a =O,p > 0) y (a > Op = 0),
respectivamente. Estas relaciones coinciden con las condiciones necesarias y suficientes que aseguran la u
ergodicidad del proceso {(CQ), QQ)), 1 =0} en la cola M/M/1 con llegadas negativas y disciplina lineal
de reintento (ver el Teorema 1.2.1).
En el caso particular 6 = 0, es posible deducir expresiones para P1(z), i ~ {0, fi, que son inde- 2
pendientes de la solución de la ecuación integral (2.3.26). Las expresiones de las funciones generatrices
y sus primeros momentos han sido recogidas en el Apéndice 2.A y serán de utilidad en el capítulo 3. 2Análogamente, la particularización B(t) = 1 — e~’t, 1 > 0, u > 0, es coherente con el Teorema 1.3.1.
2.4 Esquema recursivo para calcular las probabilidades límite 3
Esta sección está dedicada al desarrollo de un esquema recursivo para calcular las probabilidades límite
de sistemas de colas con un único servidor, llegadas negativas y disciplina lineal de reintento. El modelo
estudiado es una generalización de la cola M/C/1 con llegadas negativas y reintentos, descrita en la 3
seccion 2.2, y permite que los clientes lleguen al sistema de acuerdo a un proceso Markoviano con in-
tensidades, Aíj, dependientes del estado del sistema. Adicionalmente, se asume que el flujo de llegadas
negativas está gobernado por un proceso de Markov con intensidades, ¿p dependientes del número de uclientes en la órbita. Los argumentos empleados están basados en la teoría de procesos regenerativos (verStidham (1972)) y en la propiedad PASTA (Pois on Arrivai See Time Averages, ver Wolff (1982)).
El modelo descrito permite englobar a distintos modelos de colas que pueden obtenerse mediante una
adecuada particularización de las intensidades >~~j y ¿~. Tomando A15 = >, (1,5) E 4 y 65 = 6,5 ~ 1,
se tiene la cola M/G/1 con reintentos y llegadas negativas. El correspondiente modelo con capacidad
K<ocesobtenidocuandoAl5=A,iE{0,11,0=5=K—1,>OK=>,6j—¿ 1<5=1<, 1
y >q = 65 = O, en otro caso. Cuando la particularización es A¿j = >(K — 1—5), si (ii) satisfacen á
O =1+5 =1<, y ¿5 = 6,1 =5=1<, se tiene el sistema con reintentos, llegadas negativas y quasi-random
input. El modelo de colas M/G/I con reintentos y clientes impacientes se logra cuando >~ = A, (1,5) 6
y 65 = 56, 1 =5 =1<. Finalmente, tomando 6 = O se obtienen los correspondientes modelos de colas sin
llegadas negativas o clientes impacientes.
A continuación se introducen algunas definiciones y notaciones de utilidad. Se llama ciclo de rege- 3
neración al intervalo de tiempo comprendido entre dos visitas sucesivas del proceso Y = {Y(t), 1 =0} =
{(C(t),Q(t)),t =0} al estado (0,0).
Las variables aleatorias más representativas asociadas a un ciclo de regeneración son las siguientes 2
T = longitud del ciclo,
Ni = cantidad de tiempo en (0,2V] que el proceso Y permanece en el estado (1,5), (1,5) EL,
= numero de finalizaciones del servicio en (0,2V] que dejan a 5 clientes en órbita, 5 ~ 0,
N = número de salidas ocurridas en (0,2V].
Debe notarse que N corresponde al número de clientes servidos o expulsados del sistema por el efecto de 2
u
u
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una llegada negativa durante (0,2V]. Es claro que N00 = 1, siendo la correspondiente transición debida a
una finalización del servicio.
El proceso en tiempo continuo Y = {YQ),t =0} es un proceso regenerativo con proceso de renovación
encajado {Tí,T2, ...}, siendo T~ el i-ésimo ciclo de regeneración. En lo sucesivo, se considerará T = T,.
Si el sistema es estable, entonces la teoría de procesos regenerativos permite expresar las probabili-
dades límite {Píu}(íj)EC en los términos
= E[T11] (u) 68 (2.4.1)
El método algorítmico que a continuación se desarrolla permite establecer relaciones recursivas entre
los valores medios E[T11], (ii) E 8, que implican, en virtud de la relación (2.4.1), relaciones recursivas
entre las probabilidades P~5, (i, 5) E 8. La argumentación está basada en el análisis del número de tran-
siciones ocurridas durante un ciclo de regeneración entre diferentes conjuntos de estadc,s.
Obsérvese que, durante (0,2V], el número de transiciones desde el estado (0,5) coincide con el número
de transiciones hacia el estado (0,5), 5 =0. Con la ayuda de la propiedad PASTA se obtiene que sus
valores medios verifican la igualdad
(>o~ + a(1 — 6o~) + jji) E[T03J = E[N01J, O =5 =1<. (2.4.2)
Análogamente, el número de veces en las que el tamaño de la órbita crece de 5 — 1 a 5 es igual al
número de veces en que decrece de 5 a 5— 1. Entonces, los correspondientes valores medios satisfacen la
relación
(a +jjOE[T01] + 65E[T,1] = .A,,5.,E[T1,1...,], 1 =5~ 1<. (2.4.3)
Adicionalmente, se tiene que
1<
= >3 (E[To5j + E[Tt5j). (2.4.4)
j=0
Diviendo (2.4.3) y (2.4.4) por E[T], se deducen las relaciones
(a +SÑPos + ¿5145 = >14,14s..:, 1 =5=1<, (2.4.5)
1<
1 = >3 (Po1 + 14~). (2.4.6)
1=0
Con la finalidad de deducir relaciones adicionales entre las probabilidades {PIJ}(íJ)6e se introducen
las siguientes cantidades:
J
MI
MI
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MI
= cantidad de tiempo en (0,2V] que el proceso Y permanece en el estado (1,5), contabilizada sobre
aquellos tiempos de servicio precedidos por una finalización del servicio que dejó a k clientes en la órbita, y J
= cantidad esperada de tiempo que, durante un servicio, hay 5 clientes presentes en la órbita,
dado que tras la anterior finalización del servicio quedaron k clientes en la órbita.
Debe notarse que T~¡ puede escribirse como
TíS=ZTlks, 0=5<1<. (247) J
Teniendo en cuenta la relación (2.4.7), la definición de Ak5 y la identidad de Wald, se deduce
K
E[T15] = ZA~~ENw, 0=5, k ~ 1<. (248)
Entonces, a partir de (2.4.1), (2.4.2) y (2.4.8), se tiene
K J
P15 =>39.ok+a(1—¿ok)+kp)AkjPok, 0=5=1<. (249)
k=O
El esquema recursivo queda determinado por el sistema de ecuaciones lineales descrito en las relaciones
(2.4.5), (2.4.6) y (2.4.9). Por tanto, el cálculo de las probabilidades límite {Pis}(~s)sc queda reducido al
conocimiento previo de los valores AkJ.
Para poder determinar AkJ se introducen otras cantidades auxiliares
8kj~ Se definen, para 0 =5~1<, MI
0< k < 1<,
= cantidad esperada de tiempo que, durante un servicio, hay 5 clientes en la órbita, dado que en J
el instante de su comienzo había k clientes.
Entonces, condicionando respecto de la procedencia del cliente que está siendo servido, se tiene EJ
a(1—6
0,)+kji + + — ~- 0=5, le <1<. (2.4.10)
B, >0k
Con la finalidad de deducir la expresión de B¡q se asume que en el instante t = O comienza un servicio
y Q(0+) = le. Sea XkJ(t) la variable aleatoria que toma el valor 1, cuando en el instante t el servicio aún
está en desarrollo y hay 5 clientes en la órbita, y el valor 0, en otro caso. Entonces, B~5 puede ser escrita
en los términos
BkJ = ¡ P(X,jQ) = 1)dt, 0=5,le =1<. (2411) EJ
Para calcular la probabilidad P(X,5Q) = 1) se considerará un sistema de colas auxiliar con línea de
espera y un único servidor que recibe la llegada de clientes de acuerdo con un proceso Markoviano con in-
tensidades >,~, cuando el número de clientes en el sistema es 5 > 0. Los tiempos de servicio son variables
j
J
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aleatorias independientes exponencialmente distribuidas con parámetros 65, cuando hay 5 clientes en el
sistema. Se observa que un intervalo infinitesimal de tiempo (t, 1 + A) contribuye a Bjy cuando ocurren
conjuntamente los dos siguientes sucesos:
St = ‘en el instante 1, el servicio que comienza en ej instante inicial 1 = O no ha finalizado’; y
= ‘en el instante 1, la longitud de la cola auxiliar es 5, dado que en el instante inicial 1 = O la
longitud es le’,
donde P(8~) = 1 — BQ) y P(F,) — ~k)(j) representa la probabilidad dependiente del tiempo asoci-
ada a la cola Markoviana auxiliar.
En virtud de la independencia entre los tiempos de servicio y los procesos de llegadas originales y
negativas, se deduce que
P(XkJQ) — 1) — ¡~(k)(j)(~ — B(t)). (2.4.12)
A continuación se proporcionan las expresiones de .F~k)(t) para la cola M/G/1 con llegadas negativas
y disciplina lineal de reintentos descrita en la sección 2.2. En este caso, se tiene que >í~ = A, (i, 5) 6 8, y
= 6,5 ~ 1.
En el caso particular 6 = O se tiene, para O =le =5, que
= 1 e~ (j—k)!
e Zn—Kk ~t , 513 z1< <oc.
Cuando 6> 0, se observa que las probabilidades 14k)(1) corresponden con
sistema M/M/1/I< con intensidad de llegadas A e intensidad de servicio 6. Por
(1962), páginas 13 y 23) las siguientes expresiones:
1) Si 1< <oc, entonces
= a5 + 1 f bkibIie~~óeit
1=1
siendo
=
¡<+1’
= sen — (A)’/
2
si A ~ 6,
si > = 6,
si K = oc oS < 1< <oc,
(2.4.13)
la solución transitoria del
ello, se tienen (ver Takács
_____ (2.4.14)
0 <5 =1<;
sen 1<i<K 0<le<K,
cos (
1<íx ) 1 < i < 1<. (2.4.15)
j
hJ
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u) Si 1< — oc entonces
— e«Á+6)i ((.A)(i—k)/2 jr (2zv/~)-¡-(~.)~k+í)/2Is+k+r (2tx/SS) J
+ (1— ~)(~Y’ __ +2 (2t\/31¿)) (2416) J
donde, si i =0, .t¿(x) denota la función modificada de Bessel de orden i e L.í(x) = 11(x). j
Para finalizar esta sección, debe notarse que las probabilidades {PIJ}(IJ)6e se calculan como solución
del sistema de ecuaciones (2.4.5), (2.4.6) y (2.4.9), donde las cantidades AkJ son obtenidas a partir de
las relaciones (2.4.10)-(2.4.16). La naturaleza de las fórmulas (2.4.16) para la solución dependiente del
tiempo, en el caso 1< = oc, implica importantes dificultades analíticas. Sin embargo, las probabilidades
límite {~~(1<), 1 ~ {O, 1}, O =5 =K}, asociadas a la cola M/G/1/K con llegadas negativas, reintentosy capacidad 1< < oc, son computacionalmente tratables y proporcionan una buena aproximación de la J
verdadera distribución {P~
5 = PIJ(oc)}(I,J)6c del proceso Y.
2.5 Resultados computacionales J
En esta sección se presentan algunos resultados computacionales que pretenden ilustrar que la distribución
límite del proceso Y = {Y(t), t =0} puede ser aproximada de formasatisfactoria mediante la distribución
límite del sistema de colas M/G/1/K, 1< < oc, con llegadas negativas y disciplina lineal de reintento.
Adicionalmente, se mostrará la incidencia de los parámetros sobre las medidas de eficacia del sistema.
Si se considera el sistema de colas M/G/1/I< con llegadas negativas y reintentos, entonces es posible
reexpresar la igualdad (2.4.11) en los términos
2 K í>N(5~k)/
2ó 6
_ J= a
5/Ji + 6(1< + 1) ~ k~) iiki(1 — /«6c~)), 0=5, le <1< (25 1)
donde las cantidades a5, bki y c~ vienen dadas por (2.4.15).
Obsérvese que el cálculo de Bks se reduce entonces a una suma finita donde aparece involucrada la
transformada de Laplace-Stieltjes de la distribución de servicio. Por ello, la fórmula (2.5.1) es computa- J
cionalmente eficiente para las distribuciones de tiempo de servicio más usuales.
La capacidad del sistema es elegida tomando inicialmente un valor 1< e incrementando éste en un Jtamaño fijo, A, hasta satisfacer una regla de parada prefijada. El criterio de parada más simple consisteen incrementar 1< h st que no se observe un cambio significativo en Mf(K) + M11(1<), donde MflK),
e {0, 1), denotan las medias parciales del número de clientes en órbita en el modelo M/C/1/K con
llegadas negativas y reintentos. Los ejemplos recogidos en esta sección han sido analizados tomando j
K = 5 como capacidad inicial, incrementando K en A = 5 unidades en cada paso y parando el algoritmo J
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en el nivel 1< cuando IMf(1<) + M1’(I<) — Mf(I< — A) — M1’(I< — A)I <e = 1V3.
Para validar la aproximación de la distribución límite {PÍj}(¡,J)
6e, basada en las probabilidades
{P15(I<), i E {0, 4, 0 =5=K} del modelo finito, se compararán los resultados recogidos en la sección
1.3 con los resultados exactos de ¡a sección 2.4, cuando se asume que B(t) = 1— e”
t, t >0, u> 0.
En la Tabla 2.5.1 y las Figuras 2.5.1 y 2.5.2 puede observarse la variación de los momentos M{(K),
E {0, 4, en función de la capacidad 1< del modelo finito, en una cola caracterizada por la disciplina
constante de reintento, la intensidad de tráfico -y = (A — 6)(> + a)(vcxfl’ = 0.62jy los parámetros
(>,¿,cx,p,v) = (2.1,0.9,2.7,0.0,3.4). La precisión de la aproximación es evaluada mediante el cálculo del
error relativo E(K) definido como
E(K) = 100 >< M?(K) + M~(K)
donde los valores medios M?(oc), i E {0, 1}, han sido calculados a partir de las fórmulas (1.3.13) y (1.3.14).
Un procedimiento alternativo para aproximar los valores medios de la distribución límite del proceso Y
consiste en considerar simultáneamente las expresiones teóricas del Corolario 2.3.3 y las probabilidades
1’
00(K) y P10(K) asociadas al modelo con capacidad 1< < oc. En lo sucesivo, M{(K), i E {0, 1), y
E(K), denotarán los momentos estimados y los errores relativos obtenidos cuando se reemplazan las
probabilidades
9~o por P~
0(K), i E {0, 11, sobre las fórmulas (2.3.47)-(2.3.54).
1< M~(K) M~(K) ¡2(1<) Uf(Iq M~(K) É(K)
5 0.602237 0.850218 78.77859 1.270660 1.709881 12.87888
10 0.903797 1.275949 19.12763 1.116220 1.558717 2.925595
15 1.020464 1.440655 5.508095 1.085599 1.528745 0.675644
20 1.059746 1.496112 1.597168 1.078731 1.522023 0.156662
25 1.071831 1.513117 0.453851 1.077149 1.520475 0.036339
30 1.075336 1.518121 0.124259 1.076783 1.520116 0.008432
35 1.076312 1.519500 0.033404 1.076698 1.520033 0.001956
40 1.076577 1.519874 0.031157 1.076678 1.520014 0.000453
oc 1.076672 1.520008
Tabla 2.5.1. Valores medios estimados y errores
intensidades (>6, a, p, y) = (2.1,0.9,2.7,0.0,3.4)
relativos asociados a la cola M/M/1 con
El ejemplo muestra la conveniencia de utilizar las cantidades Ñfl(K), E {0, 11, como estimación de
los verdaderos valores medios M{, i E {0, 1}. La parada del algoritmo se produce en los tamaños 1< = 40
y 1< = 30 cuando los valores involucrados en el criterio de parada son M{(I<) y M{(I<),i G {0, 11, respec-
tivamente. Puede observarse que existen diferencias significativas en los errores relativos asociados a los
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M~(I<)
~ (‘<1 1.4
1.2
1~~ 0.5
M’(K)
Al,’ (1<)
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Figura 2.5.1. Variación de M?(K) y Mf(K) en la
cola M/M/1 con (A,6,a,p, u) = (2.l,0.9,2.7,O.0,3.4)
Figura 2.5.2. Variación de 4(K) y 4(K) en la MI
cola M/M/1 con (A, 3, a, p, u) = (2.1, 0.9,2.7,0.0,3.4)
dos métodos de truncación. El reducido esfuerzo computacional necesario para la resolución del sis-
tema de ecuaciones lineales permite avalar la aproximación de {P¡s}(í,5)Ee mediante las probabilidades
e {0, 1>, 0 =i =K} del modelo finito, cuando la distribución del tiempo de servicio no
permita evaluar explícitamente las derivadas de la función «z) en el punto z = 1. Debe notarse que las
fórmulas del Corolario 2.3.3 son totalmente explícitas en el caso exponencial, puesto que
A
PI0 = —P00
u
___ Pl0
u
y PO0.
1< Mf(K) M?(J=E) ¡2(1<) Mt(K) 4(1<)
5 1.111064 1.916587 305.9142 3.343106 10.00497 7.929322
10 1.881382 4.007128 108.7058 3.138516 9.487379 2.662993
15 2.435117 5.905912 47.33994 3.073208 9.322153 0.852678
20 2.739814 7.316440 22.20920 3.054847 9.275702 0.331538
25 2.904799 8.245212 10.22113 3.047703 9.257627 0.127268
30 2.985513 8.778441 4.468859 3.044895 9.250524 0.046765
35 3.021113 9.047555 1.831189 3.043833 9.247837 0.016283
40 3.035374 9.168668 0.701623 3.043453 9.246876 0.005374
oc 3.043266 9.246403
Tabla 2.5.2. Valores medios estimados y errores
intensidades (A, 6, a, ji, u) = (3.2, 1.0,1.3,9.4,3.5)
relativos asociados a la cola M/M/1 con
MI
MI
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j
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Figura 2.5.3. Variación de M?(K) y Ñ?(K) en la Figura 2.5.4. Variación de M~(K) y Ñ,’(K) en la
cola M/M/i con (A, ¿a, gv) = (3.2,1.0,l.3,0.4,3.5) cola M/M/1 con (A, ¿a, pv) = (3.2,1.0,1.3,0.4,3.5)
Comentarios análogos a los anteriores siguen siendo válidos para la Tabla 2.5.2 y las Figuras 2.5.3 y
2.5.4, donde se ilustra el comportamiento de los momentos M(1<) y M(I<), 1 E jO, 1>, en función de
1<. El modelo estudiado está caracterizado por la disciplina lineal de reintento, la intensidad de tráfico
p = >(v+6)’ = 0.71 y Los parámetros (>,6,a,p,v) = (3.2, 1.0, 1.3,0.4,3.5). En este caso, se ha tomado
como nivel máximo para la capacidad de la órbita 1< = 40. Como se observa, la convergencia hacia los
valores medios es más lenta que en el ejemplo anterior. Los errores relativos ¡2(1<) y É(I<) muestran la
conveniencia de estimar Mfl i E {0, 1}, mediante los valores MK), i E {0, 1}.
El siguiente trabajo computacional está orientado a estudiar el efecto de las intensidades a, ji y 6
sobre algunas de las medidas de eficacia del sistema, cuando las distribuciones del tiempo de servicio no
permiten evaluar las derivadas de la función 44z). La aproximación estará basada en el uso conjunto de
las fórmulas recogidas en el Corolario 2.3.3 y las probabilidades F’oo(I<) y P10(I<). Teniendo en cuenta
que no es posible calcular 4’(z) en el punto z = 1, se reducirá el estudio a la probabilidad Í’o(K) y al
momento Mf’(I<), siendo Í’0(K) la estimación de la probabilidad P0(1) obtenida m¿diante la fórmula
(2.3.18) y
Las intensidades de tráfico, p = (A -. ¿)/Jj, que serán consideradas en todos: los ejemplos son
pE jO. 15, 0.3, 0.45}.
En primer lugar, se analizará un sistema de colas con tiempos de servicio distribuidos de acuerdo a
una ley Erlang (es decir, B(t) = 1 — evi 2~tJ(vi )~(n!fl’, 1 > 0). Se han considerado los parámetros
ni = 3 y u = 6.0.
Las Figuras 2.5.5 y 2.5.6 muestran las variaciones de f’0(K) y !01f(K) respecto de la intensidad
a E [0.0,2.0]. El criterio que ha llevado a seleccionar el nivel 1< = 20 ha consistido en elegir K como el
valor máximo entre 1<~~s(a), 1<~~(a) y K045(a), donde I<0(a) denota el tamaño de parada asociado al
modelo de colas con parámetro a e intensidad de tráfico Pa• Este criterio será reiteradamente aplicado
5 10 15 20 25 30 35 40
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en lo sucesivo. Como se muestra en la Figura 2.5.5, la probabilidad P0(20) es prácticamente insensible
respecto de la variación de a. Sin embargo, existen diferencias significativas en eí comportamiento del
valor medio M~(20) al variar a (ver la Figura 2.5.6).
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La variación de f’
0(K) y Ñff(K) respecto de la intensidad ji E [0.5,2.5] es estudiada en las Figuras
2.5.7 y 2.5.8. Se han tomado las intensidades a = 0.8 y 6 = 0.5. La capacidad del modelo finito es
1< = 25. Se observa que P0(25) y Mf(25) son funciones decrecientes respecto de ji, pero su varíaclon es
notablemente diferente.
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Debe notarse que el modelo de colas M/Em/l/K con línea de espera y llegadas negativas es obtenido
como el caso límite a — oc y/o ji —. oc. Este hecho está directamente relacionado con el decrecimiento
de los correspondientes valores medios Mf(K) cuando a y/o ji crecen.
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Finalmente, la evolución de P0(I<) y 14(1<) respecto de 6 es ilustrada en las Figuras 2.5.9 y 2.5.10.
En este caso se han tomado la capacidad 1< = 40 y las intensidades a = 1.2 y ji = 1.5. El compor-
tamiento de J3~(40) y Mf(40) es significativamente diferente. Se observa un decremiento pronunciado en
la variación de Po(40) respecto de 6. Adicionalmente, las probabilidades Éo(40) se encuéntran localizadas
dentro de una banda cuya amplitud decrece cuando p crece. Se observa que la tasa de crecimiento de
AJf (40) parece ser insensible respecto del valor, p, de la intensidad de tráfico.
A continuación se analiza la incidencia de las intensidades a, ji y 6 sobre la probabilidad ¡‘~(1<) y
el primer momento Mf(K) en un sistema de colas con tiempo de servicio distribuidode acuerdo a una
ley hiperexponencial (esto es, BQ) = 1 — pC”” —(1 — p)e~2t, 1 > 0, u1 > O, u2 > 0). Los parámetros
considerados son p = 0.25, u1 = 2.0 y u2 = 6.0.
El efecto de la intensidad a sobre Po(1<) y Mf(K) queda reflejado en las Figurds 2.5.11 y 2.5.12,
donde se han considerado los parámetros ji = 1.5 y 6 = 0.9. La capacidad del modelo’ es 1< = 30. Debe
notarse que la evolución de P0(30) y Mf(30) es análoga a la observada en el caso Erlang (ver las Figuras
2.5.5 y 2.5.6). Entonces, deben destacarse la escasa variación de .k0(ao) y el notable decrecimiento de
A’f(30), respecto de a.
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MIComo se observa en las Figuras 2.5.13 y 2.5.14, el comportamiento de f’o(K) y Mf(K), respectodel parámetro ji, en el caso hiperxponencial presenta grandes similitudes con el correspondiente com-
portarniento en el caso Erlang. Es claro que f’o(I<) experimenta cambios mínimos con el crecimiento de
ji. Sin embargo, el valor medio Mf(K) presenta un marcado decrecimiento. El ejemplo que ilustran las
Figuras 2.5.13 y 2.5.14 corresponde al caso & = 1.2 y 6 = 0.9, y capacidad K = 35. El rango de variación
elegido es ji E [0.5, 2.5]. MI
MIPara finalizar esta sección, se incluyen las Figuras 2.5.15 y 2.5.16, donde se muestra la evolución de‘o(K) y !01?(K) en función de 6, en un modelo con capacidad 1< = 40 y política lineal de reintento, con
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parámetros & = 1,2 y ji = 1.5. La Figura 2.5.15 muestra un notable decrecimiento de f’o(40). Las tres
curvas delimitan una banda cuya amplitud disminuye cuando 6 crece. Adicionalmente, el crecimiento de
Mf(40) (ver la Figura 2.5.16) es análogo al observado en el caso Erlang (ver la Figura 25.10). En ambos
casos puede notarse que la tasa de crecimiento del primer momento M’?(40), respecto de 6, no depende
de la intensidad de tráfico considerada.
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2.6 Comentarios y notas bibliográficas
A continuación se comentan las técnicas y la bibliografía empleadas en el análisis de la distribución límite
del sistema de colas M/C/1 con llegadas negativas y disciplina lineal de reintento.
La técnica de la variable suplementaria fue utilizada por primera vez en un modelo de colas con rein-
tentos por Keilson y otros (1968). Desde entonces, es considerada como una técnica clásica en el análisis
de la distribución límite del proceso Y = {YQ), 1 =0} = {(CQ), QQ)), t =0} mediante el estudio del
proceso Markoviano X = {XQ),t =0} = {(C(t),QQ),¿(t)),t =O}. El estudio de procesos estocasticos
no Markovianos a través de la incorporación de variables suplementarias fue introducido, con indepen-
dencia de las aplicaciones en la teoría de colas, en Cox (1955).
Los argumentos recogidos en la sección 2.3 conducen a expresiones cerradas para las funciones gene-
ratrices de la distribución límite del par (CQ), QQ)), cuando i —~ oc, en términos’ de la solución de
una ecuación integral de Fredholm de primer orden. Los diferentes métodos existentes para resolver la
ecuación integral (2.3.26) implican importantes dificultades. En este sentido, debe señalarse que la res-
olución de ecuaciones integrales de Fredholm de primer orden ha sido calificada en la literatura como un
problema enfermizo (ilí-posed problem). Los principales resultados referidos a la resolución numérica de
este tipo de ecuaciones pueden encontrarse en los libros de Kanwall (1971) y Zabreyko
1y otros (1986). La
-t -.
u
u
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existencia de soluciones en términos de ecuaciones integrales no es exclusiva del modelo en consideración
De hecho, las ecuaciones de Fredholm aparecen en el estudio de la distribución límite de la cola M/C/1
con llegadas negativas (ver 1-larrison y Pitel (1996)) y en el análisis de los tiempos de respuesta en redes
generalizadas de colas en tandem (ver Harrison y Pitel (1995)). Finalmente, la distribución límite del tra-
bajo inacabado en el modelo M/C/l con llegadas negativas, que suponen la destrucción de una cantidad
aleatoria de trabajo, ha sido dada en términos de ecuaciones integrales de Wiener-Hopf (ver Eoucherie y j
Boxma (1995)).
Los métodos algorítmicos desarrollados por de Kok (1984) son el origen de un nuevo procedimiento MIpara calcular la distribución limite, {PÍJ}(ij)ec de modelos de colas con reintentos. La literatura mues-
tra que sus métodos pueden ser aplicados a modelos de colas más generales. En este sentido pueden
mencionarse los artículos de Artalejo (1994) y Schellhaas (1986), y el libro de Tijms (1994) (capítulo 4). MILos modelos analizados en estos trabajos están caracterizados por la estructura rnatricial de tipo M/C/1.El principal logro de la sección 2.4 consiste en extender su aplicabilidad a modelos de colas con flujos de
llegadas originales y negativas gobernados por dos procesos Markovianos con intensidades dependientes
del estado del sistema, que implican la destrucción de la estructura matricial de tipo M/C/1. En el MI
estudio realizado han sido esenciales algunos resultados de la teoría de procesos regenerativos (ver Sigman
y Wolff (1993) y Stidham (1972)), y el articulo de Wolff (1982) donde se expone la propiedad PASTA. La
argumentación seguida permite reducir el problema a la resolución de un sistema de ecuaciones lineales MIdonde intervienen las probabilidades transitorias de modelos de colas Markovianos.
El estudio computacional recogido en la sección 2.5 permite validar la aproximación de la distribución MImediante la correspondiente distribución del modelo M/C/1/K, 1< <oc, con llegadas riega-tivas y reintentos. Detalles para la elección de la capacidad 1< en otros modelos de colas con reintentos
pueden ser encontrados en Neuts y Rao (1990). La implementación del esquema se ha realizado en
lenguaje FQRTRAN77 (versión 5.1). Adicionalmente se han considerado las subrutina.s ludcrnp y lubksb, MIincluidas en el paquete Numerical Recipes Software, que pueden encontrarse en Press y otros (1992). Los
gráficos que ilustran la sección se han realizado con la versión 2.2 de Mathematica (ver Castillo y otros
(1994) y Ellis y Lodi (1990)).
Al igual que enel capitulo 1, la existencia del flujo de llegadas negativas implica que la ley de descom-
posición estocástica (ver Fuhrmann y Cooper (1985)) no puede ser aplicada para analizar la distribución
limite {PIJ}(í,j)6e. Dos surveys referidos a la ley de descomposición estocástica son Doshi (1986,1990).
Haciendo uso de esta propiedad, en eí Apéndice 2 han sido calculadas las funciones generatrices .P~(z),
E {0, 11, en el caso particular ci = 0.
MI
MI
MI
u
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APENDICE 2
Apéndice 2.A. Distribución límite del sistema M/G/1 con disciplina lineal de reintento.
Este apéndice está dedicado al cálculo de las funciones generatrices P¿(z), i E jO, 1},y los dos primeros
momentos factoriales M~, i C jO, i}, le e {1, 2}, del sistema de colas M/G/1 con disciplina lineal de rein-
tento, en ausencia de llegadas negativas (6 = 0). Las expresiones obtenidas serán de utilidad en el
capitulo 3.
Es posible deducir las expresiones de P~(z), i E {0, 11, para el caso 6 = 0, a partir de los resultados
de la sección 2.3. No obstante, a continuación se empleará una argumentación alternativa más simple y
elegante.
La técnica empleada hace uso de la ley de descomposición estocástica (ver Fuhrmann y Cooper (1985))
y permite deducir expresiones para las funciones P1(z), i E jO, 1}, en términos de la función generatriz
del número de clientes presentes en el sistema de colas M/G/1 con línea de espera. Los resultados son
coherentes con las expresiones deducidas en Martin y Gomez-Corral (1995), donde se basó la argu-
mentación en resultados de la teoría de la res ovación Marleoviana.
En lo sucesivo se asumirá la ergodicidad del sistema; es decir, se supondrá que se satisface
p < 1 — >Sop(A + a)’, siendo p = >/J~ (ver Martin y Gomez-Corral (1995)).
En el siguiente resultado se calculan las funciones generatrices P1(z), i E jO, í}
Teorema 2.A.1. i) Si a ~ 0, ji> O gp < 1, entonces
f’ xa/W1H1(x)dx
Po(z) = z—a/PH(z) ( )cina) ~— f xa/P1H1(x)dx , (2.A.1)
= 1— — >z) Po(z), (2.A.2)
donde
— Ax) —1H(z) = (1— p)exp {>ji’ J’ — >x) — a,dx 5, (2.A.3)
es la función generatriz de la sucesión parcial {Poslr.n en el sistema de colas M/G/1 con reintento
clásico (a = 0, ji > 0).
u) Si a > 0, ji = O y p(> + a)cr
1 < 1, entonces
&Pon
.I’~(z) = , (2.A.4)
a + A(1 — Pr,(1<1R(z))
Pi(z) = aPoo(/J(A — >z) — 1
)
(>+ a)z — (>z + a)/3(A — >2) (2.A.5)
MI
MI
MI
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MI
donde MI
y
(1— z)IJ(> — >z) (2.A.6) MIR(z)=(1—p) fi(>—>z)—z
corresponde con la función generatriz del número de clientes presentes en ci sistema M/C/1 con línea de MI
espera.
Demostración. El sistema de colas M/C/1 con disciplina lineal de reintento puede ser visto como
un modelo de vacaciones verificando las hipótesis dadas en Fuhrmann y Cooper (1985). Por ello, si se MIasume la ergodicidad del sistema, el número de clientes presentes en un instante aleatorio puede ser expre-
sado como la suma de dos variables aleatorias. La primera de ellas es el número de clientes presentes en el
correspondiente sistema M/C/1 con línea de espera y la segunda es el número de clientes presentes en el MImodelo en estudio dado que el sistema está en un período de vacación. Haciendo uso de esta propiedad,
se tiene que la función generatriz K(z) = Po(z) + z14(z), correspondiente a la distribución límite de
N(t) = CQ) + Q(t), cuando t —. oc, puede expresarse como
= 1’o(z) (2A7)
donde R(z) viene dada por (2.A.6). MI
Adicionalmente, el número de veces en que el tamaño de la órbita crece de 5 — 1 a 5, durante un ciclo
de regeneración, es igual al número de ocasiones en que decrece de 5 a 5 — 1, 5 =1. Entonces, a partir u
de la relación (2.4.1), es posible deducir
(a + (5 + 1)ji)Po,5~1 = >P~, 5 > 0. (2.A.8)
Introduciendo las funciones generatrices P1(z), i E {O, 1}, sobre (2.A.8) se obtiene
jizP¿(z) + a(Po(z) — P00) = >zPí(z). (2.A.9)
Las relaciones (2.A.7) y (2.A.9) conducen a la ecuación
jizP¿(z) + (ci + >(1 — Po(lfl’R(z)))Po(z) = ciPoo. (2.A.1O)
En primer lugar, se resuelve (2.A.10) en el caso & = o, ~ > O. La solución general de la ecuación MI
diferencial (2.A.1O) es de la forma
Pn(z) = exP{ír’ j q(v)dv} (Po(í) —a¡C’Pooj ii’exP{/i.’j~(v)dv} dii),
donde MI
q(v) = v
1 (a + >(1 — Po(lfl1R(v)))
MI
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Para determinar P0(1) y Roo, se particulariza (2.A.7) en el punto z = 0. Entonces, se tiene
Po(1) = ¡«0) = 1— p. (2.A.12)
Sustituyendo el valor de Po(1), dado por (2.A.12), en la relación (2.A.11) y tomando z = O sobre la
expresión resultante, se obtiene, después de algunas manipulaciones algebraicas, la igualdad
= 600H(0) + (1 — 6~0)jia’ (¡1 xC/fr.~lHl (x)dx) . (2.A.13)
Entonces, (2.A.1) es deducida tras la sustitución de (2.A.12) y (2.A.13) en (2.A.11), y el posterior
reagrupamiento de términos.
La expresión (2.A.2) para 14(z) se obtiene a partir de (2.A.7) y la igualdad K(z) = Po(z) + zPr(z).
En el caso & > o y ji = Ola relación (2.A.1O) conduce directamente a (2.A.4). La expresión (2.A.5) es
obtenida a partir de (2.A.4) y (2.A.7). Estos resultados son coherentes con los obtenidos por Farahmand
(1990).
o
Para finalizar este apéndice, en el siguiente resultado se reunen los dos primeros momentos factoriales
de la distribución límite {PIjJ(á,j)6e. La demostración de este resultado es estándar y, por ello, será
omitida.
Corolario 2.A.2. i) Si a =O, ji >0 y p < 1, entonces
Mf =ji’(>p+a(Poo+p— 1)),
Mf = ¡F’(>qi — Mf>(cv + ji — >p(l —
= p(l — p)’Mf + qs —
= (1— p)’(2qjMf + pMf) + q~ — 2M1%
donde >2/J2
= P + 2(1 — p)
3, q2~;l,2/J2+P> ¡32 + ~ +
l—p
2(l—p)2 3(1—p)’
son los dos primeros momentos factoriales de la distribución límite del número de clientes presentes en
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el sistema M/G/1 con línea de espera.
u) Si a > O, ji = O y p(> + a)cC’ < 1, entonces
Mf = (& — (>+ a)pf1>(1 —
Mf = >(& — (>+ a)pfl’(2qiMf + (1—
= p(l — p)’Mf +qi —
= (1 — p)’(2qiMf + pMf) + q~ — 2Mf.
u’
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Capítulo 3
Sistemas de colas con mecanismo de
aclarado y disciplina lineal de
reintento
3.1 Introducción
Este capítulo está dedicado al análisis estocástico de sistemas de colas con un uníco servidor y disciplina
lineal de reintento gobernados por un mecanismo de aclarado que instantáneamenté destruye todo el
trabajo presente en el sistema.
Los trabajos previos sobre sistemas de aclarado estocástico muestran aplicaciones a la teoría de colas,
sistemas de inventarios, actividades de mantenimiento de maquinaria y sistemas de servicio público. El
principal problema estudiado ha sido el diseño óptimo de estos sistemas cuando el niv~l de aclarado está
sujeto a control y una estructura de coste es asumida. Las funciones de coste empleadas son lineales y
reflejan un coste fijo por aclarado y un coste por unidad presente en el sistema en el instante de aclarado.
Así mismo, las aplicaciones de los sistemas de aclarado a la teoría de colas han sido realizadas únicamente
en el caso de líneas de espera clásicas.
El objetivo principal de este capitulo consiste en el desarrollo del sistema de colas M/G/1 permitiendo
la presencia simultánea de la disciplina lineal de reintento y de un mecanismo de aclarado estocástico
gobernado por una variable aleatoria exponencialmente distribuida con parámetro 6 > O. Adicional-
mente, se estudia el sistema de colas M/M/1 con disciplina lineal de reintento y mecanismo de aclarado
gobernado por una variable aleatoria general. En ambos casos, los sucesos del proceso estocástico aso-
ciado al aclarado del sistema son llamados ‘desastres’. Tales desastres pueden ser vistos como rupturas
generales del sistema causadas por un virus o una orden de borrado en sistemas de ordenadores donde
se considere la disciplina lineal para controlar el acceso al servicio de los mensajes almacenados en el
buifer. Debe observarse que la existencia de un flujo de desastres implica diferencias significativas en los
resultados matemáticos, debido esencialmente a que la estructura matricial de tipo M/G/1 no se conserva.
El resto del capítulo es organizado como se explica a continuación. En la sección 3.2 se realiza la
descripción matemática del modelo M/C/1 con aclarado y reintentos, donde se obser<’a que la existencia
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del primer momento de la distribución del tiempo de servicio es suficiente para asegurar la ergodicidad
del sistema cuando 6 > O. La distribución limite y sus primeros momentos son estudiados en la sección u3.3. En la sección 3.4 se desarrolla un esquema recursivo para calcular la distribución límite basado en
la teoría de procesos reyes erativos. El procedimiento seguido contempla la posibilidad de que el flujo
de llegadas originales sea un proceso Markoviano con intensidades dependientes del estado del sistema.
La sección 3.5 está dedicada al estudio del tiempo de permanencia en el sistema cuando la disciplina
de servicio consiste en servir a los clientes en el orden de llegada. El análisis del periodo de ocupación
del sistema y otras variables aleatorias relacionadas, es abordado en la sección 3.6. En la sección 3.7 se
realiza el estudio del sistema de colas M/M/1 con disciplina lineal de reintento y mecanismo de aclarado
jgeneral. En particular, los epígrafes 3.7.1 y 3.7.2 se centran en el cálculo de la distribución límite y el
análisis del periodo de ocupación del sistema, respectivamente. Finalmente> en la sección 3.8 se incluyen
algunos comentarios y notas bibliográficas. 4
3.2 Descripción del modelo matemático. Condición de ergodi-
cidad MI
Se considera un sistema de colas con un único servidor al cual llegan clientes de acuerdo con un proceso
de Poisson de intensidad > > 0. Si un cliente encuentra el servidor ocupado abandona inmediatamente 4
el área de servicio y se une a la órbita. Se asume la disciplina de reintento lineal; esto es, el tiempo de
reintento sigue una distribución exponencial de parámetro ci(1 — óoj)+jji, cuando el tamaño de la orbíta
es 5. Los tiempos de servicio son generales con función de distribución continua 8(t) (B(O) = O), primer MImomento ¡3í < oc y transformada de Laplace-Stieltjes ¡3(6). Adicionalmente, se considera un proceso de
Poisson de desastres de intensidad 6 > O. Si un desastre ocurre entonces todos los clientes presentes en
el sistema son inmediatamente expulsados. Los procesos de llegadas originales y desastres, los intervalos
separando sucesivos reintentos y los tiempos de servicio son mútuamente independientes.
El estado del sistema en el instante íes descrito mediante el proceso Markoviano X = {XQ),t =0} =
{(C(t), Q(t),¿Q)), t =O}, donde C(t) toma los valores 0 o 1 dependiendo de si el servidor está ocioso u 4
ocupado, respectivamente, Q(t) denota el número de clientes presentes en la órbita y, si C(t) = 1, ¿(1)
representa el tiempo de servicio consumido del cliente que está siendo servido. El espacio de estados del
proceso X es eí conjunto 5 = 10,11 x IN x IR+. Si se omite la variable ¿(1), entonces el proceso resul- utante Y = {YQ), 1 =0} = {(CQ), Q(t)), 1 =O> es un proceso semi-regenerativo con espacio de estados
8 = {O, 11 x IPJ. Su proceso de renovación Markoviana encajado es (Q,q) = {(QTI, qn), u ~ ~1,donde
es el instante de la n-ésima salida generalizada (qe = O) y Q,.. = Q(n~ + O), u > 0. Se atribuye un
significado más general al concepto de instante de salida, al pasar a designar un instante de finalización
del servicio o un instante de aclarado del sistema.
Es sencillo probar (ver el Teorema 9.6.12 de Cinlar (1975)) que las probabilidades limite del proceso 4Y existen y son positivas cuando la cadena de Markov encajada Q = {Q,, u =0> es ergódica. Para ello,
es necesario asegurar que la función 1 — K~((i, 5), (le, 1)), donde
K~((i, 5), (le, 1)) = P (YQ) = (le, 1), q~ >1/Y(O) = (i,j)) (1,5), (le, 1)68, 4
es integrable Riemann en sentido directo. La función K~((i, 5), (le, 1)) viene dada por las siguientes expre
siones: 4
4
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Kt((i,5),Qc,l)) =
(>5+’)’ (1 — B(v))du,
1’=ñf~ >e(A+(a+6)(isoi)+iP)(tu)e-«A+6)u lf±Ly±(1— BÓO)du
+I{¡~=~}f~ (cx(1 — 6o~) +jji) e~«Á+(a+ñ)(1oi)+iP)(tu)e.«Á+ó)u
e~dÁ+6» ~27,’(1 — 8(t)),
0,
sí z = le = 0, = 1 > O
si¡=O, le=1, 1+1=5=0,
síz=le—1 1>5>0
,
en otro caso.
Empleando argumentos análogos a los seguidos en el sistema de colas M/G/l con~ línea de espera se
comprueba que las anteriores expresiones son integrables Riemann en sentido directo (ver Apéndice 3.A).
La ergodicidad de la cadena de Markov Q es estudiada en el siguiente resultado.
Teorema 3.2.1. Si 6 > O y f¿”’ e6ttdBQ) es finita, entonces Q es ergódica.
Demostración. La matriz de probabilidades de transición de la cadena de Markov Q
elementos:
tiene los siguientes
1 + x*yO~(> + 6)— ¡3(6)),
ji
X+a+ip+h f~7 e(”~6)>
a+itL ~OO +A»(Mr— •~
‘
+ ~b~1=J} A+a+ijt+6 ~ e ~ (1—1+1)! dBQ),
si i = 5 = O,
si i = 0,5=1,
si i =1,5 = O,
si i=1,5=1.
(312.1)
Para probar la condición de ergodicidad, será utilizado el criterio de Foster que establece que una ca-
dena de Markov irreducible y aperiódica, Q, con espacio de estados .4, es ergódica si existen una función
real no negativa 1(s), s E A, un número positivo e y un subconjunto finito 8 del espacio de estados A
tales que la tendencia media
y. = E[f(Q~~~) — f(Q~)/Q
5 = 5],
es finita para todo s E A y ‘y~ =—e para todo s ~ B.
1% = P (Q~~~= 5/Qn i) =
Considerando f(i) = 1, i E A = IN, se obtiene
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si i = 0,
(3.2.2)
= ~QZ.n~Qf00 e 6ttdBQ) ((í — ~ + úJw}X+a+ip+ si i> 1.
Dado que 6 > O, es posible garantizar la existencia de un entero no negativo irj tal que y~ < —C para
> ir,. Entonces el teorema se sigue desde el criterio de Foster.
E
Nótese que una condición suficiente para asegurar ff7’ e6ttdB(t) < oc es la existencia del primer
momento fi de la distribución del tiempo de servicio.
3.3 Distribución límite y primeras momentos
Esta sección está dedicada al estudio de la distribución límite del proceso Y = {YQ), t = O>. El esquema
de transiciones entre los estados de Y es representado en la Figura 3.3.1. La función q(x) es la razón
condicional de finalización de servicio cuando ¿(t) = x (q(x) = B’(x)/(1 — B(x))). Debe observarse que
un desastre producido cuando el sistema está vacío es irrelevante debido a que el proceso permanece en
el mismo estado
6~> Y 6
q(z)
,&+jji
6> 6
6> 6
q(x)
0+11
6
Figura 3.3.1. Espacio de estados y transiciones
Sea la distribución del proceso X = {X(t),t =01 definida mediante las probabilidades
q(x)
6
P
05(t) = P(C(t) = O, QQ) = 5), t =0,5 =O, (331) ti
y las densidades probabilísticas
14~(t, x) = P(CQ) = 1, QQ) = ix =EQ) < x + Ax), t > O x> 0 5 > O.
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r
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La obtención de las ecuaciones diferenciales que gobiernan la dinámica del sistema se fundamenta en
argumentos basados en la continuidad del movimiento del proceso X, sobre el espacio de estados 5, en un
intervalo infinitesimal de tiempo. Con la ayuda de la Figura 3.3.1, se deducen las sigdientes ecuaciones:
Pr,r,Q + A) = Por, (t)(1 — >A) + ¡ P1r,(t, x)~(x)Adx + 6A Pok(t) + ~ZJ 14tQ, x)dx) + o(A),
(3.3.3)
Po5Q + A) = Po~Q)(1 — >A)(1 — (a + 5ji)A)(1 — SA) + ¡ 14~(t, x)~(x)Adx + o(A), 5 ~ 1, (3.3.4)
P13(t+A, x+A) = 141(t, x)(1— AA)(1—~(x)á)(1—6á)-l-(I—6o3)Pxj..~(t, x)AA+o(Aj, j =~,(3.3.5)
donde o(A) es tal que limA....o o(A)/A = O. La interpretación de >(x) en (3.3.3)-(3.3.5) es similar a la de
A y 6; es decir, q(x)A representa la probabilidad condicional de que ocurra una finali~ación del servicio
en el intervalo infinitesimal de tiempo (1,1 + A) dado que ¿(1) = x.
Reagrupando términos en (3.3.3)-(3.3.5), dividiendo por A y haciendo A — O, se tienen las relaciones
dPao(t) -i->Pr,oQ) =j PioQ,x)i#x)dx+6 (ÉPOkQ)+É ¡
00P Qx)dx) , (3.3.6)
dP
05Q) + (A + & +511 + 6)P95(i) = (
di .P15Q, x)q(x)dx, j =1, (3.3.7)
_______ 8141(t,x
)
8145 Q,x) + Ox + (A + q(x) + 6)14~Q, x) = (1 — 6r,5).AP1,5...1(t, x), 51=0. (3.3.8)
al
Análogos argumentos conducen a establecer, cuando «1) = 0, la condición frontera
P15(t, O) = >P01Q) + (a + (5± 1)ji)Po,5+iQ), 5 =0. (3.3.9)
Para las probabilidades límite Pr,5 = limt...c,, Pr,3(t) y las densidades probabilísticas límite 141(x) =
limj....,~, P11(t, x), 5 =O x > O se definen las funciones generatrices
00 00 ,.0o
Po(z) = >ZPo,z’, Pi(z,x) = 2145(x)zJ y 14(z) = ]14(z~x)dx.’ (3.3.10)
5=0
Entonces, la existencia de P1(z), 1 e {O, 11, para ¡z¡ ~ 1, está asegurada cuando 6 > O. Haciendo 1 —* oc
en (3.3.6)-(3.3.9) y considerando las funciones generatrices introducidas en (3.3.10), se obtienen las ecua-
ciones
pzP¿(z)+ (>+cx+6)Po(z) = 6 +a~oo+j 14(z,x)n(x)dx, (3.3.11)
814(z,x) +9’— >z+q(x)+6)14(z,x) = 0, (3.3.12)
Ox
(3.3.13)zPi(z, 0) + aPr,r, = jizP¿(z) + ()a + cx)Po(z).
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Resolviendo (3.3.12), se tiene
14(z, x) = 14(z, O)(1 — (3.3.14)
Combinando (3.3.11), (3.3.13) y (3.3.14), es posible deducir la igualdad
jiz (z — /3(> — .Az + 6)) P¿(z) + ((A + & + 6)z — (Az + &)/3(A — Az + 6)) J’o(z)
= óz + a (z — ¡3(> — Az + 6)) Poo.
MI
(3.3.15)
El siguiente resultado será utilizado en la resolución de la ecuación diferencial (3.3.15) y de otras
ecuaciones que aparecerán a lo largo de este capítulo.
Lema 3.3.1. Sean las funciones
f(z, ft,w, x) = (6 + A + & + 6)z — x(Az + a)/3(w +> — Az + 6),
g(z,w, x) = z — x¡3(w +> — Az + 6),
para Re(O) =0, Re(w) =0,121 =1 y xj < 1. Entonces
i) Para cada valor fijo de (9,w, x), la función f tiene una única raíz z = h(O,w, x)
disco unidad, ¡z¡ < 1~
u) Para cada valor fijo de (w,x), la función g tiene una única raíz z = h(w,x) en el
unidad, ¡zj < 1.
en el interior del
interior del disco
Demostración. Si Re(O) =O, Re(w) =O y ¡x¡ =1, es posible asegurar, por el Teorema de Rouché,
que la función f(z,O,w, x) tiene una única raíz en el circulo ¡z1 < 1—e, donde e > Oes suficientemente
pequeño. Para ello, basta observar que
¡x(Az + ct)fl(w +> — Az + 6)1 < lO + A + & + 61(1 — e),
y que, como consecuencia, se tiene
¡x(>z + a)fi(w + A — Az + 6)1 < ¡(6+> + & + 6)z¡,
sobre el recinto C = {z/¡z¡ = 1—e>. Entonces, se obtiene i). Argumentos análogos basados en la relación
¡x/3(w + A — .Az + 6)1 < 1 — e permiten establecer u) (ver Takács (1962)).
o
La distribución límite del proceso Y es estudiada en el siguiente teorema.
Teorema 3.3.2. i) Si a ~ O y 11 > O, entonces
Po(z) =
11—17--a/p J~ ( +
— 6u”
1A’
6))exP{¡ r(v)dv} dv,— Av +
MI
MI
J
MI
MI
4
(3.3.16)
MI
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14(z) = (1— ~> — Az + 6))(6 — (> — >2 + 6)Po(z)) (3.3.17)(A— Az + 6)(z — /3(> — >2 + 6))
donde
r(v) = — A/3(A — Av + 6) + 6¡i(v—¡3(A—Av+6))
1 ~ ~(A—Xu+8)—u exp {f¿1 r(v)dv) du, si a = O,PO
0 = A” ~~a/! 5¡ ~ — x¡’~j,, r(v)dv j..U .s~ & (3.3.18)
t L’ auo/u-’exp{ft rCv)dv}du
es la raíz de la función g descrita en el Lema 3.3.1 para el caso (w,x) = (0,1). ¡
u) Si a> o y ji = O, entonces
Po(z) — hz + a(z — lINA — Az + 6))Por
,
(A+ a+&)z —(Az+a)/)(A — Az+6)’ , (3.3.19)
= (1— ¡39’— >z + 6))(6(>z + a) —a(A —>2 + S)Pr,r,
)
14(z) (A— >z + 6)((> + & + ó)z — (Az + a)/39’ — >2 + 6))’ (3.3.20)
donde
6(>2+&)
— a(> — >2 + 6) (3.3.21)
es la raíz de la función f descrita en el Lema 3.3.1 para el caso (O,w, x) = (0,0,1).
Demostración. En primer lugar es considerado el caso & > O y ji > 0. El coeficiente de P~(z) en
(3.3.15) tiene dos raíces z
1 = O y z2 = 2. Como 6 > Ola raíz 2 está en el intervalo (01). La solución de
la ecuación diferencial (3.3.15) cuando z E (2,1] puede ser expresada en los términos
1’o(z) = exp {J~ lJ(v)dv} (P0(1) +¡ q(v)exp {j~ P(v)dv} du) , (3.3.22)
donde
6v+a(v—fi(A—Av+6))Pr,op(v) = r(v) + y q(v) = jiv(v — ¡3(A — Av + 6)) (3.3.23)
pv
Es sencillo probar que la integral f~’ p(v)dv diverge cuando z —4 2-1-. Por otra parte, Pr,(2) < oc.
Como consecuencia, la integral Li q(u)exp{f7 p(v)dv}dv tiende a Po(1) cuando z .-. 2+.
La continuidad de la función generatriz f’o(z) en el punto z = E conduce a la expresión
6 (3.3.24)
4
4
4
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El siguiente paso consiste en la elección de un punto arbitrario z0 C (O, i) y la posterior resolucion de
(3.3.15) en el intervalo z E [z0,i). Se obtiene entonces 4
Po(z) = ex~{j~(v)dv} (Po(zo+j
tQ(u)exP{j”P(v)dv} dv) z E [z~,i). (3325)
Haciendo z — ~—sobre (3.3.25) y teniendo en cuenta que Po(2) < oc, se encuentra una primera expresión
para la condición inicial Po(z
0),
Po(z0) = J q(v) exp {¡ P(v)dv} dv. (3 326) 4
Repitiendo los argumentos para el caso z E (0, Za] y haciendo uso de la condición Po(O) < oc se deduce juna segunda expresión para
Po(z0) = ¡ ~(u)exP{jzú(v)dv}dv. (3327) 4
Obsérvese que la expresión (3.3.25) sigue siendo válida para expresar la solución de (3.3.15) cuando
E (O, Za]. Igualando los valores de Po(za) dados en (3.3.26) y (3.3.27), se obtiene la expresión (3.3.18)
para Pr,r, en el caso & > O y ji > 0. Es posible entonces reescribir la solución de la ecuación (3.3.15) como
(3.3.16). Se debe observar que el rango de z para el cual (3.3.16) es válida es (0,1]— {2>.
Teniendo en cuenta que .P~(z) = q(z) — p(z)Po(z), las relaciones (3.3.13) y (3.3.14) conducen a la
expresión
P:(z, x) = (1— B(x»e«AAZ+SW 6— (A — Az +6)Po(z) (3328) 4z—fl(A—Az+6)
Integrando la relación (3.3.28), se tiene (3.3.17). En el caso particular z = i se consigue
La discusión del caso & = O y ji > O es mas simple que la anterior. La ecuación diferencial (3 3 15) 4
tiene una única singularidad z1 = E en el intervalo (0,1). La solución de (3.3.15) cuando z E [0, i) puede
escribirse como en (3.3.25), sustituyendo el punto auxiliar Za por el punto z = 0. Teniendo en cuenta 4que Pr,(2) es finito y que la integral f20 p(v)dv diverge cuando z — 2—, es posible deducir la expresión(3.3.18) para Por> La relación (3.3.22) continúa siendo válida cuando se resuelve (3.3.15) en el intervalo
z E (i, 1]. Observando que ./‘o(2) < oc y que la integral f) p(v)dv diverge si z —~ 2+, se deduce que
Pr,(1) =f q(v)exp {J’ P(v)dv} dv.
Argumentos similares a los seguidos en el caso & > O y ji > o conducen a expresar las funciones genera-
trices P~(z), i e {O, 1}, como (3.3.16) y (3.3.17) cuando & = 0.
A continuación se estudia el caso a > O y pi = 0. Si pi = 0, entonces la ecuación (3.3.15) se reduce
‘4directamente a la expresión (3.3.19) para Po(z), cuando z E [0,1]— {2>. Se observa que la raíz 2 esta en
4
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(0, 1) cuando 6 > 0. Aplicando la regla de L’Hñpital se obtiene el valor
Pr,(2) = (>2 + a)(a(1 + >¡3’(> —>2 + 6))Pr,r, + 6
)
A9’i + a)2¡3’(A — >2 + 6) +a(A + a + 6)~
La probabilidad Pr,r, es obtenida particularizando (3.3.15) en el punto i y observando que O < Por, <
Po(2) < 1. De este modo, se deduce la expresión (3.3.21).
Finalmente, utilizando las relaciones (3.3.13), (3.3.14) y (3.3.19) se obtienen
Pí(z, x) = (1 — B(x))e(xx2+h)x 6GXz +a) — a(X —Az + 6)F’r,r
,
(A + a+ 6)z — (Az + &)/3(A — Az +6)’ z 6 [0,1]— {2}, (3.3.29)
P1(2, x) = (1— B(x))eÁÁAZ+ñ)x A6(A +a + 6)(AE + a
)
(A— >2 + 6)9’9’2 + a)2fl~(A — >2 + 6) + a9’ + a + 6)) (3.3.30)
Integrando (3.3.29) y (3.3.30), son obtenidas las expresiones (3.3.20) y
>S(>+a+6)(a—(a+6)2)14(2) = (A — >2 + 6)
2(A(A2 + a)2¡3~(A — >2 + 6) +a(> + a + 6))
o
Para finalizar esta sección, en el siguiente corolario se reunen los primeros momentos de la distribución
limite {~íj}(íj)ec~
Corolario 3.3.3. Sea M, 1 e {O, 1>, el primer momento de las probabilidades limite
= hm P(CQ) = i, Q(t) = 5), (i,j) EL.
* 00
i) Si & =O y ji > 0, entonces
¡39’— Mt +6) ~ (~W~
Mf = ~ (1—3(6) (í— (A + ~M’— ¡3(6)) + 611 u — ab e ~jr(v)dvJ ~
+ &poo (~ (A+cO(1—8(6))--6 u~/’~ exp {j r(v)dv} du)) , (3.3.31)
______ (>+a)(1—¡3(¿))+ji+6
Mf = Ar’ ~1 ¡3% (í+¿~—’ (í
(A + a)(1 —fi(6)) + ~ + 611 uO/P~íexp {j r(v)dv} d~) . (3.3.32)
J
j
4
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u) Si & > O y pi = O, entonces
Mf = (&((A — A¡3(6) + 6)¡3(6) + A6¡Y(6))Pr,r> — 6(a¡3(6) + >(A + &)¡3’(6)))
~ ((A + &)(i — ¡3(6)) + 602, (3.3.33)
= (aéReo ((A — A/3(6) + & + 6)(1 — /3(6)) — A6/3’(6)) + A62(> + ~)~Y(6)
+ (1 — ¡3(6))(A9’ + &)2(1 — ¡3(6)) + 6(A2 — e4& + 6)))) ((A + cx)(í — ¡3(6)) + 602 6’. (33 34) ‘4
La demostración es sencilla desde el Teorema 3.3.2 y, por e]]o, es omitida.
3.4 Esquema recursivo para calcular las probabilidades límite
En esta sección se desarrolla un esquema recursívo numéricamente estable para calcular las probabilidades 4
limite de sistemas de colas con un único servidor y reintentos, sujetos a rupturas generales gobernadas
por un proceso de Poisson de desastres. El sistema considerado en esta sección generaliza al modelo con
disciplina lineal de reintento y mecanismo de aclarado descrito en la sección 3.2, permitiendo que los 4clientes lleguen al sistema de acuerdo a un proceso Markoviano con intensidades, A15, dependientes delestado del sistema.
A igual que en la sección 2.4, se empleará un método algorítmico basado en la teoría de procesos re-
generativos y en la propiedad PASTA. Es interesante reseñar que el método es válido aunque el sistema
no preserva la estructura matricial de tipo M/G/1.
El proceso Markoviano de llegada con intensidades dependientes del estado del sistema cubre un
numero importante de casos particulares. Tomando >15 = A, si i E {O, 1> y j =0, se tiene el sistema
M/G/1 con política lineal de reintento y desastres de las secciones previas. Si se asume un modelo con
capacidad finita de la órbita, K, entonces las intensidades de llegada de clientes deben ser tomadas como 4
= A, si i E {O, 1> y O =5 < K — 1 >0K = A y >~ = 0, en otro caso. Cuando la particularización es
>15 = A(1< — 1—5), si (1,5) es tal que O =1±5 < 1<, se obtiene el proceso con quasi-random input usado
en las actividades de mantenimiento de 1< máquinas (repairman problem). Tomando 6 = O se obtienen 4
los correspondientes sistemas sin flujo de desastres.
Un ciclo de regeneración del sistema es definido como el tiempo transcurrido entre dos visitas conse- 4cutivas del proceso Y al estado (0,0). A continuación se definen algunas variables aleatorias asociadas aun ciclo:
T = longitud del ciclo,
= cantidad de tiempo que el proceso Y permanece en el estado (1,5) en [O,T), (1,5) EL,
Nr,5 = número de finalizaciones del servicio en [0,T) que dejan aj clientes en órbita, 5 =1,
N = número de salidas generalizadas en [O,7’). 4
Se define también Nr>r, corno el número de veces durante [O,7’) en que el proceso Y visita el estado
(0,0). Es claro que Nr,r, = 1, si bien la visita puede deberse a una finalización del servicio o a la ocurren-
cia de un desastre. 4
4
4
4
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Debe notarse que el proceso en tiempo continuo Y = {Y(t),t =01 es un proceso regenerativo con
proceso de renovación encajado {T~, ~‘2, ...J, donde T1 denota el i-ésimo ciclo de regeneración. Por conve-
niencia en la notación se toma 7’ =
De la teoría de los procesos regenerativos (ver Stidham (1972)) se deduce
E[T15
]
E[T] (i,5)eE. (3.4.1)
El argumento básico en el desarrollo del método algorítmico para calcular la distribución límite
consiste en analizar el número de transiciones entre diferentes conjuntos de estados durante
[0,7’). Obsérvese que el número de transiciones desde el estado (0,5) es igual al núméro de transiciones
hacia el estado (0,5) en un ciclo de regeneración. Aplicando la propiedad PASTA se obtiene que los
correspondientes valores medios verifican la igualdad
(Ar,5+cr(1—t5o~)+jpi+6(1—6r,5))E[To5]=E[Nr,y], 0=5< KA (3.4.2)
Análogamente, el número de ocasiones en las cuales el tamaño de la órbita sobrepksa superiormente
el nivel 5 — 1 es igual al número de ocasiones en que lo hace inferiormente. Tomando esperanzas sobre
estos valores, se deduce la relación
K
A1,5..1E [T~,~’] = (& + 5ji)E [Tos]+ ¿>3 (E [Tr,~]+ E [Ti,..]), 1 =5=K. (3.4.3)
n=5
Nótese que (3.4.3) es equivalente a
5—1
A1,5 ...1E [7j,~...í]+ 6>3 (E [Tr,~]+ E [Ti~]) = (ci +jji)E [Taj]+ 6E [2’], 1 =5< K. (3.4.4)
n0
Dividiendo (3.4.4) por E[T], en virtud de (3.4.1), se tiene que
5—1
At,5..4Pi,j...i + 6>3 (Pon + Pm) = (ci + 511)-Pr,5 + 6, 1 =5=K. (3.4.5)
n=0
La expresión (3.4.5) muestra que para calcular la distribución límite basta con encontrar la sucesión
de probabilidades parciales {14j JJÑr,. La probabilidad Pr,o es calculada mediante la cor~dición de normali-
zación
K
= í — p10 — >3 (Pr,~ + P1~) . (3.4.6)
n1
A continuación se obtendrá una relación recurrente entre las probabilidades {P1flJ§r,. Para ello, es
necesario definir algunas cantidades auxiliares. Para 0 <5 ~ K y O < le < min(5 + 1, K), sean
= cantidad esperada de tiempo que, durante un servicio, hay 5 clientes en lá órbita, dado que
tras la salida generalizada previa quedaron le clientes en la órbita,
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T1k5 = cantidad de tiempo en [0,2’) durante la cual el sistema permanece en el estado (1,5),
contabilizada sobre aquellos tiempos de servicio precedidos por una salida generalizada que dejó a le
clientes en la órbita.
Obsérvese que
3+1
= >3rrlk
5, O=j<K
siendo j = min(5, K — 1).
Teniendo en cuenta las definiciones de
T1k5 y de Nr,
5, y aplicando la identidad de Wald, se obtiene
3+’
= >3AkJELNOk], 0=5=K.
k=0
(3.4.7)
Con la ayuda de (3.4.2), es posible reescribir (3.4.7) en los términos
3+í
E [T15]= Ar,5 + >3 Ajej (>0k + & + leji + 6) E [Tok],k=1
Haciendo uso de (3.4.4) y (3.4.8), se deduce
& ~Aí,k., (í + >0k
~1
Ak
5E [T,,k,]
>0,5+1 +6’
\
65K) (i + 1l)p} As+ísE[Tr,s]+(1—6r,s)
J
(E [Tr,~]+ E [T
1~])
r.=0(1 + >0k ±6Ni
le1u)
3+’
Aíj-E[T]>3
k=1
(í± ci+kp
)
(í — (1 — bSK)(>15 + 6) (í +
Aoá+í+6
As+1s) -1 0=5=1<. (349) 1
Dividiendo ambos miembros de la igualdad (3.4.9) por E[T] y considerando la relación E[T] =
(Ar,r,Pr,r,)—’, se obtiene que
Pu = (AOOAOJ
5
Por> ±(1—6o5)>3>±,k-.1
k=i
(1 ±>1)Aí,P,,k -‘
A5~,,5Pr>5 + (1— 6r,~)
5—1
>3 (Pr,,. + 14,.)
n=0
>0k + 6’~(1 + & + lep) 3+’Ak5 ->3 (í +
u’
J
2
2
2
Ni
0=5=1<.
2
(3.4.8)
E[T,5] = (A05 + (1— 6r,fl~
±6 ((1
k=n+1
Ak.Q)
a
2
3+1
x>3
k=n+t
2
1
>0k + 6
& + ¡api
AkJ))
a’
a
2
‘a
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Ar,~+, + 6
>< —(1— 65K)(A1S ±6) (í + —‘ 0 <5 ~ 1<. (3.4.10)
La aplicación simultánea de las fórmulas (3.4.5) y (3.4.10) proporciona un esquema recursivo estable
para calcular las probabilidades límite en términos de Pr,r,, que viene dada por la expresión (3.4.6).
El siguiente paso consiste en conseguir expresiones explícitas para las cantidades Aq.
introducen los valores medios Bks, O =le =5 < K definidos como
Para ello, se
BMS = cantidad esperada de tiempo que, durante un servicio, hay j clientes en la órbita dado que en
el instante de su comienzo había le clientes.
Entonces, condicionando respecto de la procedencia del cliente que está siendo servido, se obtienen
las relaciones
= (cx(1 — ¿~~) + ¡cg) ykBk..., 5 + Ar,kykBís,
= (cx -i-(5±l)j4y
5~,By5,
0< le <5 < K,
0<5=K—l,
1
>r,~ + &(1 — ¿Ok) + lep + 6(1 — 60k)
En el caso particular del sistema de colas M/G/1 con disciplina lineal de reintento y
aclarado, descrito en las secciones previas, se tiene que
fr,00 ed”~6» ít~~.(í — BQ))dt,8k5 = 1 fa”” edA+ó)t(1 — BQ)) Zr-X—k (Xi)” di, si 5 = K < oc.
mecanismo de
si 1< = oc o 5 <1< <oc;
(3.4.13)
Para demostrar la validez de (3.4.13) en el caso 1< = oc o 5 < K < oc, se considera un intervalo
infinitesimal (1, t +Al). Entonces el intervalo contribuye a Bks si el servicio no ha sido completado antes
del instante 1 (con probabilidad 1 — 8(1)), no ha ocurrido ningún desastre (con probabilidad eót) y 5— ¡a
clientes han llegado al sistema en (0,1) (con probabilidad eAt(>tYk/(j — le)!). El caso 5 = K < oc
es de naturaleza análoga. Sólo es necesario observar que son necesarias, al menos, K — le llegadas en el
intervalo (0,1).
Las integrales que aparecen en la expresión (3.4.13) pueden ser reducidas a sumas finitas en el caso de
las distribuciones de servicio mas usuales. A continuación se exponen las expresiones’ de las cantidades
8k5 correspondientes a las distribuciones de servicio exponencial, determinista, Coxian-2 y Erlang.
Ejemplo 1. Distribución exponencial. Se asume que BQ) = 1 — e~it, 1 > O, u> O, entonces
Bk, = { A+u+? siKoo o 5<I<<oc,
s~j = 1< < oc.
donde
7k =
(3.4.11)
(3.4.12)
le> O.
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Ejemplo ~. Distribución determinista. Se considera que el tiempo de servicio de un cliente es una
constante D > O. Es entonces sencillo comprobar que
X~5 11k (í — e~9A+
6)D Z~Lt ((A+6)DY’
)
a-.’ — e6D —(1— 6kK)e~«Á+ó)D
si 1< = oc oS <1< < oc,
si 5=1< < oc.
Ejemplo 3. Distribución Coxian-2. Se considera que la función de densidad del tiempo de servicio es
b(t) = Pi u
1eVlt + p2víe~V2t t > 0,
donde u, > u2
expresión:
> O, p~ = í—p, y Pi = 1— bv¡/(v, — u2). En este caso, Bks puede reducirse a la siguiente
= It
1. z~=~ ~
¡ >
.
siK=ocoj<K<oc,X+w~+6 X+u~+6 }‘
si 5 = 1< <oc.
El parámetro b pertenece al intervalo [0, 1]. Una variable aleatoria con distribución Coxian-2 tiene un
coeficiente de variación mayor o igual a 1/2. En particular, la distribución hiperexponencial, H2, requiere
que los pesos Pi y P2 sean no negativos.
Ejemplo .4. Distribución Erlang. Se supone que la función de distribución del tiempo de servicio es
00-1
BQ) = 1 — >3 e~~t(vt)~(n!)í
n=r,
Entonces, se deduce la expresión
1>0 m>1,u>O.
( X,k ~-,rn—1 (“+5 —fl! (vN”{ (5~k)!(X+u+h))k+l Z.~nO r.! kX+u+6J
BkJ = xE:4h(:+~ó)flzLtÍ(:~n (X+~+4~
si 1< = oc oS < 1< < oc,
si 5 = 1< < oc. J
Otras distribuciones de tiempos de servicio (por ejemplo, mixturas de distribuciones Erlang, trasla-
ciones de distribuciones exponenciales (shifted exponential distribution), etc.) conducen a expresiones
J
JI
2
ji
ji
Bk, = { J4a
u
u
4
ji
u
a
a
J
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explícitas para las cantidades Bks.
La experiencia computacionalmuestraque el esquema recursivo proporcionado por las fórmulas (3.4.5)
y (3.4.10) es numéricamente estable. Debe observarse que sólo una diferencia aparece involucrada en
(3.4.10). No es previsible entonces una pérdida de precisión significativa.
Distribución exponencial
(A,a,p,v,6,K) =
(4.7, 1.4, 5.5, 5.3, 0.001, 19)
Distribución determinista
(A, a, ji, D, 6, K) =
(0.75, 4. 3, 0, 0. 3, 1.1, 12)
Distribución H2
p,p, Vi, Vi, & K) =
(5.3,0,2.9,0.25,2,4,0.3,17)
5 “r>s 14s .P05 P15 Pos
0 0.028364 0.024970 0.803077 0.154681 0.090909 0.061364
1 0.016871 0.036929 0.016173 0.020888 0.024453 0.062090
2 0.013925 0.044931 0.002318 0.002306 0.017366 0.059921
3 0.011751 0.050111 0.000260 0.000237 0.012921 0.056481
4 0.010032 0.053190 0.000026 0.000024 0.009914 0.052525
5 0.008625 0.054686 0.000002 0.000002 0.007777 0.048434
6 0.007452 0.054984 0.27 x 10—6 0.25>< 106 0.006203 0.644410
7 0.006462 0.054381 0.28 > io—
7 0.25 x 10~ 0.005015 0.040569
8 0.005618 0.053109 0.29 x io-~ 0.26 x ío~ 0.004100 01336978
9 0.004894 0.051351 0.30 x 1O~ 0.27>< 1O~ 0.003387 0.033694
10 0.004272 0.049250 0.30 x lo—ir, 0.27>< lO’r> 0.002832 0.030783
11 0.003733 0.046920 0.31 x 10—” 0.30 x 10—” 0.002407 0.028365
12 0.003267 0.044449 0.40 x 1012 0.31 x 1012 0.002103 0.026672
13 0.002862 0.041907 0.001932 0.926167
14 0.002509 0.039349 0.001936 0.027773
15 0.002202 0.036816 0.002208 0.933302
16 0.001934 0.034339 0.002931 0.046297
17 0.001699 0.031942 0.004455 0.081307
lB 0.001494 0.029640
19 0.001315 0.027446
Tabla 3.4.1. Distribución limite de algunos sistemas de colas con reintentos y desastres
El sistema M/G/1 con disciplina lineal de reintento, mecanismo de aclarado y capacidad infinita
= A, 1 c {0, 1>, j =0) debe ser reducido a un sistema finito, donde el tamaño de la órbita, 1<,
corresponda a un valor ficticio elegido de manera que Por, tenga una precisión deseada. Sin embargo, la
truncación directa del sistema de infinitas ecuaciones (3.4.5) y (3.4.10) conduce a ud sistema finito que
no corresponde con las probabilidades límite de ningún sistema de colas. En particular, es imposible
asegurar que Pr,r, pertenece a (0,1). Por otro lado, el uso de la probabilidad Pr,r, dada en el Teorema 3.3.2
conduce circunstancialmente a probabilidades límite fuera del intervalo (0,1), debido a que el valor de Por,
empleado debe ser calculado numéricamente. Para resolver estas dificultades, se propone la aproximación
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del sistema infinito original por un sistema con capacidad finita en la órbita donde ~ = A, sil E {O, 11,
O =5 < 1< — 1 >0K = A y >íj = O, en otro caso, El valor 1< puede determinarse con la ayuda de la
condición de normalización (3.4.6) y el nivel de precisión deseado para Pr,r,.
En la Tabla 3.4.1 se recogen las distribuciones límite de diferentes sistemas de colas con reintentos
y desastres. En las distribuciones de los tiempos de servicio se incluyen las distribuciones exponencial,
determinista e hiperexponencial. Los parámetros de reintento han sido elegidos para cubrir las disciplinas
constante, clásica y lineal.
Distribución exponencial
(A,aqi,v,6) =
(2.65, 6.1, 0.0,4.3,0.001)
4
1< Mf Al?
15 1.489200 3.030696
20 1.751900 3.565321
25 1.928261 3.924235
30 2.042666 4.157063
35 2.114786 4.303836
40 2.159187 4.394197
45 2.185996 4.448756
50 2.201926 4.481175
55 2.211267 4.500187
60 2.216686 4.511214
65 2.219801 4.517553
70 2.221577 4.521168
75 2.222583 4.523216
80 2.223151 4.524371
85 2.223469 4.525018
90 2.223646 4.525379
oc’ 2.223867 4.525828
4
4
u
4Tabla 3.4.2. Evolución de M? y MI en función de 1<
A modo de ilustración, en la Tabla 3.4.2 se recogen las variaciones de los primeros momentos parciales
de la distribución límite, M{, i E {0, 1>, de un sistema M/M/1/K con disciplina constante de reintento
y mecanismo de aclarado, como función del tamaño de la órbita, 1<. El dato asociado al tamaño 1< = oc
se ha calculado a partir del Corolario 8.3.3.
En las Figuras 3.4.1 y 8.4.2 se representan los primeros momentos parciales, M{,iE{O,1},frentea
la intensidad de aclarado 6 > O, cuando se considera un sistema con capacidad 1< = 17, cuya distribución
del tiempo de servicio es hiperexponencial con parámetros (pv1, u2) = (0.25, 2.0,4.0) y con intensidades
asociadas a las llegadas originales y a la disciplina clásica de reintento (A, cx, ji) (5.3,00,2.9).
J
4
4
u
4
4
4
4
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0.5 1 1.5 2 2.5 ~ 6
Figura 3.4.1. Evolución de MF en función de 8 Figura 3.4.2. Evolución de M,’ en función de 8
3.5 Tiempo de permanencia en el sistema
Esta sección está dedicada al estudio de la distribución del tiempo de permanencia de un cliente en el
sistema, cuando se asume que la disciplina de acceso al servicio de los clientes de la órbita consiste en
servir a éstos en el orden de llegada (disciplina FCFS9. En lo sucesivo el cliente considerado será llamado
cliente marcado.
Se define el tiempo de permanencia en el sistema del
tervalo de tiempo que comienza en el instante de llegada,
sistema.
cliente marcado, W, como la longitud del in-
t, y finaliza en el instante en que abandona el
wI
t 1k 1k1k
1k 1k 1k tt
A A»
1k 1k
A
t+wI
Figura 3.5.1. Tiempo de permanencia condicional VV1
Debido a la existencia de un mecanismo de aclarado estocástico, el cliente marcado puede abandonar
el sistema sin haber recibido servicio. En las Figuras 8.5.1 y 8.5.2 se muestran representaciones gráficas de
los tiempos de permanencia condicionales W1 y Wd, cuando el instante de salida del cliente corresponde
al instante de finalización del servicio y al instante dellegada de un desastre, respectivamente.
0.8
0.6
0.4
0.2
o
14
12
ir,
8
6
4
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Wd
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+ Wd
1 1 Itt itt
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Figura 3.5.2. Tiempo de permanencia condicional Wd 4
A continuación se introducen algunas variables aleatorias de interés para el cálculo de la transformada
de Laplace-Stieltjes de W. Sea Z la variable aleatoria distribuida de acuerdo a una ley exponencial, con
parámetro 6 > O, que gobierna el mecanismo de aclarado. Se denota por W el tiempo de permanencia del
cliente marcado en el sistema de colas M/C/l con disciplina lineal de reintento en ausencia de desastres
(6 = O). Sea /3(9) la transformada de Laplace-Stieltjes de W.
La condición 6 > O implica la ergodicidad del sistema M/G/l con disciplina lineal de reintento y
mecanismo de aclarado estocástico, Sin embargo, la condición necesaria y suficiente que asegura la ergo-
dicidad del correspondiente sistema sin proceso de Poisson de desastres es A/3¡ < 1 — A¿o~/(> + ci) (ver JMartin y Gomez-Corral (1995)). Si el sistema M/C/1 con disciplina lineal de reintento no es ergódíco,
entonces es posible deducir la expresión de la transformada de Laplace.-Stieltjes de W en términos de la
transformada de la variable aleatoria Z y la probabilidad del suceso {W = +oc} (ver Apéndice aH). En 4
lo sucesivo se asume que el sistema de colas M/C/l con disciplina lineal de reintento es ergódico.
Las variables aleatorias Z y W son independientes y W es el mínimo entre Z y W. Haciendo uso de
esta observación se deducen (ver Apéndice aB) las relaciones 4
E [e””I{~¿<zj = /3(6 + 6), (3 5 1)
E ¡e8W1<i¡¿=zlJ— 6(1 — ¡3(6 + 6)
)
6±6 (3.5.2)
¡3’(6E [W/W < z] = (3.5.4)
/3(6)’
¡3’(6)
E[W/W=Z]=-i- i—fl(6) (3.5.5)
Desde las expresiones anteriores, se tienen
E [eOW] = Ofi(6 + 6) + ~ (3.56)
9+6 ¿3
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E [W] = 6’ (í — ¡3(6)) . (3.5.7)
El análisis de W se reduce entonces al estudio de la distribución del tiempo de pernianencia, W, en el
correspondiente sistema sin catástrofes. El resto de la sección se centra en el desarrollo de un método para
expresar la transformada de W, E[e0W], en términos de un sistema finito de ecuacioñes diferenciales.
Asociado al sistema sin mecanismo de aclarado estocásticose considera el proceso X {.XQ), t =0> ={ (6(t), t¿(t),«‘)), t =0>, donde sus componentes se definen como las del proceso X descrito en la sección
3.2. Condicionando por el estado de Ñ en el instante inmediatamente anterior a la llegada al sistema del
cliente marcado, se tiene
¡3(0) = ¡3(0)Pr,(1)
+¡ZE [r6*/Ñ(t~O) = (1n,x)] +-P(CQ—O) = 1,~(t—0) = n,«t—0) =~ , (3.5.8)
donde Ér,(1) = Z~tr,limt.~.oo P(6(t) = 04(t) = n).
Sea yQ) el tiempo residual de servicio del cliente que está siendo atendido en el instante t. La dis-
tribución condicional de y(t) viene dada por
E [eBY(t)/k(t — O) = (1, n, = (1— B(x))’ e0 ¡ e0tdB(t). (3.5.9)
Entonces, condicionando por el número de llegadas ocurridas durante el intervalo (0, y(t)], es posible
reescribir la esperanza involucrada en (3.5.8) como sigue
E [e6W/Ñ(I — O) = (1, n, x)]
= (1— B(x)fl’ ¡
5.de+Á)(Yx) ~ (A(y —x))m
Lv ni! E [e eí:fl+m] dB(y), (3.5.10)
rn=0
donde t’,~.t1’+m es el tiempo de permanencia residual de un cliente que ocupa la (n±1)-ésimaposición de la
órbita, dado que el estado actual del sistema es (O,n+l±ni). Si se define 2r1!l+m como el correspondiente
tiempo de espera hasta que el cliente accede al servicio, se observa que
E [eOTn”fl+m] = ¡3(O)E [eAT.ti+m] , n> O vn> 0. (3.5.11)
El siguiente paso consiste en determinar la distribución de la variable aleatoria T47I’+m, ~=O, ni > O
mediante su transformada de Laplace-Stieltjes. Para eíío se utilizará el método de las catástrofes.
Se introduce un proceso de Poisson de intensidad O > 0, independiente de las yariables aleatorias
vi > O, ni > O. Los sucesos de este proceso auxiliar son llamados ‘catástrofes’. Entonces, la
transformada E[e6TV+m] representa la probabilidad del suceso ‘no ocurre ninguna catástrofe durante el
intervalo (O, T,~4t+m]’. Aplicando la ley de la probabilidad total, es posible descomponer la transformada
¿3
¿3
J
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considerando la familia de sucesos ‘ninguna catástrofe ha ocurrido durante el intervalo (O,7~ti’+m],
clientes han sido servidos durante este período y en el instante de finalización ~r.4,’+00hay exactamente ¿3
¡a clientes en la órbita’ i > vi, le =ni + 1.
Sea pj+1k(~) la probabilidad del suceso ‘la i-ésima finalización del servicio ocurrida en el intervalo ¿3(0, T;’,’.t?+m] deja a ¡a clientes en la órbita, el cliente marcado ocupa la (j+1)-¿sima posición en la órbzta
y no ha ocurrido ninguna catástrofe’, 0 =5=n, 5 + 1 + ni < le, vi — j < i. Entonces, es sencillo expresar
en función de 1~!+í ~(~)como sigue
E IeeT.Zfl+m]~rr & + lejiJ—Ltd O+A+a+lepi “1kW) (3.5.12)
+1
Se observa que las probabilidades .PIJ+lk(O) satisfacen el siguiente conjunto de ecuaciones:
k ,,(~) ~ + > A kk—i(O)“1;
k+1 p~—’(O) + ~ + 0=5= vi— 1,n—j±1=1,5+ 1+m=le, ¿3
&+lji lek...¡+l(6), (3.5.13)
15+2+m 111
k+1
Pji+lk(OÑ >3 ci + lji
~20=5=n—1,i+1+ni<k (3514)1j+2+m
P,~+1k(O) = k
_ ¿3(35.15)
¡n~9+rn ~ + >+~+í
11¡at¡o) <~ ~± 1+ ni <¡a,
~n+1,k&) =
6k,n+1~rn, vi + 1 + ni ~ le, (3.5.16) ¿3
donde
le,.(O) = j ed8+X)t(>9 dB(t) vi >0. (3.5 17) ¿3
Para demostrar la igualdad (3.5.13) se definen las variables aleatorias 81, =1, que toman los valores
0 o 1 dependiendo de si el i-ésimo servicio corresponde a un cliente original o a un cliente que proviene j
de la órbita, respectivamente. La distribución condicional de B~, 1 =1, dado que el instante previo de
finalización del servicio, fli—1, quedaron ¡ clientes en la órbita, es Bernoulli con
P (B
1 = 1/Q(qí-.¡ +0) tl) = > + cx(1 — Sw) +111ci(1—Sr,¡)+lp 1>0.
Condicionando por el estado del sistema, la variable aleatoria B~ y la posición ocupada por el cliente ¿3
marcado en el instante )1—1 + O, se tiene
= k
t=j~m -~%~‘~~> + ~ +
¿3
u
LII
Cap. 3. Sistemas de colas con mecanismo de aclarado y disciplina lineal de reintento’ 135
k+i
+ >3 g4,(O) ~ P(A~.,+i,,(0)), 0=5= vi— 1,n—5+ 1=1,5+ 1+rn=le,
I=j+2+m +ci+
donde Á,¡(0), s=0, 1 > O denota el suceso ‘durante el período ~ qí] no ha habido catástrofes y s
clientes originales han llegado a lo largo del i-ésimo tiempo de servicio, dado que en eí instante fll—x + O
hay 1 clientes en la órbita’. La probabilidad del suceso Á~,(6), viene dada por
A + ci(1 — 6r,,) + lji ~
P(Á8¡(0)) = 6±A±ci(1—6r,¡)+lji ir, 1>0.
Entonces, la relación (3.5.13) se deduce directamente desde las dos últimas expresion~s.
(3.5.14)-(3.5.16) se obtienen a partir de razonamientos análogos.
Se definen las funciones generatrices
P5”
m(0,x,y)= É x É yk~5+ikW
)
,=n—j k=j+i+m
O=5=nm>O
Las igualdades
(3.5.18)
La existencia de las funciones P!1T~1(9, x, y) está asegurada cuando (0, x) # (0,1). Para
x, y) < oc, es suficiente observar que
comprobar que{ A+ci)(1—x))’, si0=O,xE[O,1),
siC> O,x = 1,PJ’m(0,x,y)=
donde P¿(0) denota la transformada de Laplace-Stieltjes del periodo de ocupacion.
Introduciendo las funciones P~(
0, x, y) sobre el conjunto de ecuaciones (3.5.13)-(3.5.16), se obtiene
la igualdad
OP
m (Ox, y) +(0+A—Ax¡3(0+A—Ay)+a)Pfl(0,x,v)
x, ) + y~l~lfl6s,.,
= x¡3(0 + A— Ay) (ciw’PJ’+”i(6~ ~, ~ + ay ) (1—6~,. 0<5 = vi. (3.5.19)
La transformada E[eeT~~+m] puede ser entonces reexpresada en términos de lajfunción generatriz
x, y). De (3.5.12) y (3.5.18) es posible deducir la relación
E[C ér:.~h.~.] =ciP¿1¶6, 1,1) + ,~ (~““~~ 1, y) (3.5.20)
En virtud del desarrollo realizado se observa que el sistema de ecuaciones diferenciales (3.5.19) con-
tiene toda la información necesaria para determinar la transformada E[COW].
En el caso ci > o y pi = 0, el método desarrollado conduce al siguiente resultado.
u¿3
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Teorema 3.5.1. Si ci > 0, ji = O y A¡3¡ci’(A + ci) < 1, entonces la transformada de Laplace-Stieltjes
del tiempo de permanencia en el sistema bajo la disciplina FCFS viene dada por
E [eBW] = (0 + ~0’ (6 + 013(9 + 6)(1 — >13, + «~ + 6))), (3.5.21)
donde
= Aci(1 — A¡3:ci’(A + cx))w(s)(1 — ¿5(s))(/3(s) — ¡3(A — A&(s))
)
~(s) (A — AC(s) — s)cjJ(A — A¿5(s))(cx + A¿=(s))— (A + ci)C(s))
C(s) = w(s)¡3(s),
ci
co(s) = + A — Ah(s) + ci (3.5.22)
Demostración. Si se asume ci > O y ji = O, las ecuaciones (3.5.19) se reducen a(6 + A — Ax¡3(O + A — >1/) + ci)Pr’ (0, x,
— ci¡3(G±A—Ay)xf’P7.~(6,x,y)(1 —6~~) +yn+l+m6~~, 0=5< it (3.5.23)
La expresión para P¿””(O, x, y) es obtenida mediante una sustitución recursiva sobre (3.5.23). Se tiene
entonces
___________________ / ciz13(6+A —Ay) ‘0’
x, y) = O+A—Ax¡3(Ú+A—Ay)±ci1x0+A—Axí-«o+A—Ay)+ci) vi> O m>0.
(3.5.24)
Entonces (3.5.11) y (3.5.20) conducen a la relación
E [e eT’~$~’+] —(C(6) )“~‘, n>O ni>O. (3.5.25)
Sustituyendo (3.5.25) en la expresión (3.5.10), se consigue
E [eBW/X(t —0) = (1, vi, x)] = (c~(6))”~’ 1 ~ ¡ e6tdB(t). (3.5.26)
Finalmente, para concluir la demostración, deben tenerse en cuenta las relaciones (3.5.6) y (3.5.8),
junto con los resultados del Teorema 2.A.1.
o
En el siguiente corolario se recogen algunas características básicas del tiempo de permanencia en el
sistema.
Corolario 3.5.2. Si ci > O, pi = O y A13,ci’(A + ci) < 1, entonces
E [e6W1{w<z}] = ¡3(0 + 6) (1 A/3
1 + ~/40+ 6)),
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6(1 —¡3(9 + 6)(1 —A¡3, + 449 + 6))
)
E = 0+6
~ <z) = 13(6)(1 — >/.3’ + 446)),
E [w/w < z] = /3’(6)(1 — Ah, + «6)) + ¡3(6»,6’(6
¡3(6)(1—AfJ,+ 446))
E [w/W =z] = + ¡3’(6)(1 —Ah, + «6)) + /3(fi)q6’(6
)
1—¡3(6)(1 — A/3
1 +446))
1—fl(6)(1—Afl1 +446)
)
6
donde 44s) viene dada por (3.5.22).
La demostración es inmediata a partir de las relaciones (3.5.1)-(3.5.7) y el Teorema 3.5.1 y, por ello,
es omitida.
El procedimiento recursivo para obtener una expresión para la transformada de Laplace-Stieltjes de
en el caso ci > O pi > O y A¡3, < 1, implica un notable esfuerzo algebraico. La solución que a
continuación se deduce proporciona una resolución teórica, pero su complejidad analítica imposibilita
cualquier aplicación práctica.
Mediante una sustitución recursiva sobre las ecuaciones (3.5.19) es posible deducir la relación
1 8P~””(6, x, y
ci(pyfP,~
m(O,x,y) + ay = ji’((x¡3(0 + A — Ay))” ytm—.
—
1r’(6+A— Ax¡3(0 +A —Ay))>3(Lr’ xfl(0 + A— Ay)yP5~m(9,x,y)). (3.5.27)
5=0
Entonces, de (3.5.20) y (3.5.27) se tiene que
E = (¡3(9))” —(9 + A — >13(9)) >3(¡3(o)Y plfl(9 1,1). (3.5.28)
j=r,
Sucesivas sustituciones en (3.5.19) conducen al conjunto de ecuaciones diferenciales
81%9tm(0,x,y
<(0 + A — Ax¡3(9 + A — Ay) +ci)Pfl(0,x,y) + = qfl(
9, x, y), 0<5=vi, (3.5.29)
donde
x, y) = (x¡3(9+ A — Ay) )“5 ym+> —(1— 6
5,.)¡rí (0 + A — Axfi(0 + A — Ay))
,. —j —‘
>3 (y’xfi(0 + A — Ay))”51P,~2~(0,z,y), 0 <5< vi. (3.5.30)1=0
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Debe notarse que la obtención de la función PP”‘(6, 11) 0=5 =vi — 1, requiere el cálculo previo de
lasfunciones “Vm(~ 1,1), 5±1<le <vi. Paracadaj fijo, 0=5= vi, laecuación diferencial (3.5.29)tiene
una unica singularidad en el punto yj = 0. La solución de (3.5.29), para ji E (0,1], puede ser expresada
en los términos
x, y) = exp {j p(9, x, v)dv} (P7m(0, x, 1) + ji’ ¡ q7”‘(6, x, u)exp {j p(O, x, v)dv} dv)
(3.5.3 1)
donde
p(0, xv) = (jiv)’ (9±A — Ax13(9 + A — Ay) + a). (3.5.32)
Es sencillo probar que la integral f~p(6,x,v)dv diverge cuando y — 0+.
p.flrr(9 x, 0) = O, se tiene que
1) = ¡0’]’ q~m(0, x, v)exp {j
Teniendo en cuenta que
P(6x~v)dv} du.
Como consecuencia de esta última igualdad, es posible deducir que
pr, m(
9 x, y) = ji~-~ ¡ q~7m(6, x, u)exp {¡ p(0, x, v)dv} dv, 0=5< vi. (3.5.33) ¿3
En particular, si 5 = vi la expresión (3.5.33) se reduce a
v’¡3(0 + A — Av)dv} dv, 0< ji =1.
(3.5.34)
Mediante un razonamiento inductivo es posible deducir expresiones para las funciones generatrices
x, y), O =5 =vi — 1. Previamente se definen, para O =i < vi las siguientes funciones auxiliares:
x, y,u) = (x¡3(9 + A — Au))1u t~’exp {A~’x ¡ v’fl(9 + A — Av)dv}
>c (u”+”’ —(1— 6o~)u—’(6 + A — Axfl(6 + A — Au))P,””(6, ru)), (3.5.35)
J~(6,x,y,u) = >3 JJ...J fl1<(0,x,v
8,l~)duk...du2dul,
(Ji tkwCr,. U tu
(3.5.36)
donde
K(9,x,u~,l~) — u;~’~”~(0 +A — >43(0 + A — Au,))(x/i(9 + A-.- Av3 fl”, 1=5< ¡a
¿3
¿3
¿3
¿3
¿3
{ >pi’xj ¿3
¿3
¿3
¿3
(3.5.37) ¿3
¿3
¿3
J
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hYe
k
8=1
ni!
1<a<n 1<k<
Con la ayuda de (3.5.35)-(3.5.38) se deduce la expresión
p.fl?fl(9 x, y)
+ (1—
Si se denota
00
u, y— x) = >3
se tiene que
(A(y E
n
—pi ‘(0±A — A¡3(0)) >3(p(o))5
5=0
= 11 ~y~t4” (fil I~T5(9, x, y,
1, 1,u),
0<i<n
= ¡3(6) (eX(r.x)(¡3(9)yt(j1 t~,...5(0, y, y — x)du
— ~ — 6~,.)7 (3.5.41)
Después de algunas operaciones algebraicas, es posible deducir las siguientes expresiones para las fun-
ciones I~~(9, u, y —
ti, y — x) = (u’fi(0 + A — Av))
1np {A11’ v’fi(0 + A — Av)dv} ( eA(Y~r)u 6+A+a
—(1 — 6
01)(piuf’(0 + A — A¡3(9 + A — Att)) j w’/3(O +A — Aw)dw} dv)
(3.5.42)
Insertando (3.5.41) en la relación (3.5.10), se consigue
E [e8W/Ñ(t — O) = (1, vi, x)] =
7,
— pi
1(9 + A —
S =0
<fol
u, x)du + (1— ~ — 6~,.)
7,—y—,
>3 (-1)~
k=1
jkf
C(9,u,x)J7’(6, 1, 1u)du))
(3.5.43)
a -ti.
vi.—
65fl)2(~í)k ntk f I~”(o, x, y, v)J7’(9, x, y, v)du)
k=1
(3.5.38)
(3.5.39)
(3.5.40)
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donde
/%(0)=j e8~__dB(y),
1—B(x)
I ~LO tLXI = J e (O+XXy—x) —~, 1 B(x) I~(0, ti, y — x)dB(y), 0< i < vi.
Con la ayuda de (3.5.42) pueden obtenerse expresiones explícitas para it(9,u,x) 0<1< vi,
12(0, u, x) = (tC’fl(0 ±>— Au)~exp {Api’
pl •1 ¡
¡ y ‘¡3(0+>— Av)dv¶. e(O+XXU)Xu G+A+a ~“¡3(9+A—Au)
itt J “
a
—(1— 6r,
1)(piv<’(0 + A — A¡3(0 + A — Art))
A— Av)exP{Api-’ JuU — Aw)dw} dv)
De (3.5.43) se deduce la relación
f”’ É E [eOW/Ñ(t -0)
n=0
= (1, vi, x)] ~-.-P (ó(t — O) = 1, Q(t — O) = n,¿(t —0) <
= ¡3(0) (f00ÉÉ,7,(x)(13(0))neexI3z(9)dx
00
>3 ?,,«x) >3(13(0))’
n=r, 1=0 J i” 5(0,u,x)dudxo
rl
A»(x) >3(¡3(
5=0
0))5(í —
— 6~,,.)
donde É,4x) = limí....a, P(Ó(t) = 1, Q(t) = vi, x =¿(0< x ±áx), vi=O x >0
Sea Pr,,, = limt...~ P(t(t) = 0, Q(t) = vi), vi=O. Haciendo uso de la relación
P,(z, x) = (1— n(x))e~(X~XZ)X (A — Az)lr,(z
)
/3(A — Az) —
donde 14(z, x) = ZZ=r> A,.(x)z” y É’r,(z) = ~~=r> Ér,,.z”, se tiene
p
00 00J >3 P,n(x)(I9(0))neéx/ix(9)dx = (A — A/3(0))Pr,(¡3(0)
)
0+A(¡3(0)—1)
a
a
a
a
a
(35 44) a
(f co
[0É
+
ti=0
a
(i)k fl-.S...kfl .tt(9,u,x)J,!7’(0, 1,
1=1
a
1v)dudx))
(3.5 45)
a
a
a
a
(3.5.46)
si
a
J
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Tras algunas manipulaciones algebraicas, se logra la igualdad
I00 00>3A7,
,.=0
— f’ ~“v~ /3(0 + A — Art)
13(0 + A — Art) — /.3(0)exP v’13(0 + A — Av)dv} 1(9, v)du
pi—y f v1(9 + A — >13(0 + A — Ay)’ /3(0 + A —Art) ezp)/3(9 + A —Ay) —u/3(0
)
+ A — Av)dv}
(U S+X+L~
x ]v ‘~ exp jA11 j w~fi(9 + A — Aw)dw} J(0, u, v)dvdv,
I(9,rt) = A—A¡3(0-i-A--Av
0+A(¡3(0+A—Av)—rt)
v¡3(9) ¡3(A —Art/NO)) —¡3(0 + A —Art) A —Av¡3(0) ?r,(v¡3(9)),
/3(0 + A — Art) /3(A — Art¡3(9)) — v/3(0) 9 + Au(/3(0) — 1)
J(9 fi(A —Avx(rt)) —/3(9 + A —Ay) A —Avx(rt) Ér,(vx(rt))
u, y) = ¡3(A — Avx(v)) — vx(rt) 0 + Av(x(v) — 1)
fl(A — Av/3(0)) —/3(0 + A — Ay)
¡3(A — Av/3(0)) — v¡3(9)
A — Av/3(9) Ér,(v¡3(9)),
0+Av(¡3(9) —1)
x(v) = zr’j3(0 + A — Art),
y Ér,(z) viene dada por (2.A.1).
I{aciendouso de (2.A.12), (3.5.8) y (3.5.45)-(3.5.47), se obtiene que la transformada de
Stieltjes de W, cuando ci=o, ~ > O y A¡3í < 1, viene dada por
— A/3
1 +
¡3(9 + A — Art)
/3(0 + A — Art)
(A —A¡3(9))Pr,(/3(0)
)
0+A(/3(0) —1)
— u/.3(O) ~ {A¡0í j’
— ji~’(0 +A — A/Y(O))
v
1 ¡3(0 + A — Av)dv} 1(0, rt)dv
c’(O + A— A¡3(0 + A— Art)) ¡3(9+> —Ay
+ A — Art) — rt¡3(O)
exp {AWi 1 C’/3(0 + A — Av
xfttv ~.7”exP{A¡ri j vC’fi(9 + A — Aw)dw} J(9, u, v)dvdrt
— 6,.,...í)(1 —
k=i
ti, x)drtdx
5=0
siendo
(3.5.47)
(3.5.48)
(3.5.49)
(3.5.50)
Laplace-
¡3(0) = /3(0) (í
>< (f1 u-
—ji~~’ fi
+É§1
n=O 5=0
)dv}
n~S~kfi
I 00O u, x)dxdrt
(3.5.51)
¿3
¿3
¿3
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¿3
Finalmente, la distribución del tiempo de permanencia W, cuando ci ~ o, ~ > O y Afl1 < 1, queda
totalmente determinada por su transformada E[eew] = (0 + 6)—’ (913(0 + 6) + 6), donde ¡3(0) viene dada ¿3
por (3.5.51).
3.6 Período de ocupación del sistema ¿3
Es habitual extender el concepto de período de ocupación del sistema y definir un k-período de ocupación,
le > 1 como el intervalo de tiempo comprendido entre el instante de acceso al servicio de un cliente que ¿3deja a k-1 clientes en órbita y el primer instante de salida que deja el sistema vacio. Entonces, es claro
que el período de ocupación usual puede ser definido como un 1-periodo de ocupación. Obsérvese que un
k-período de ocupación le > 1, está formado por un conjunto de subperíodos de servicio que se alternan ¿3
con subperíodos durante los cuales el servidor está desocupado.
Las principales características asociadas a un k-periodo de ocupación le > 1 son representadas por
las variables aleatorias: ¿3
Lk = longitud de un k-periodo de ocupación,
= cantidad de tiempo en un k-período de ocupación durante la cual C(t) = 1, i E {O, 1>, ¿3
Nf = número de finalizaciones del servicio que tienen lugar durante un k-período de ocupación,
= número de clientes expulsados; es decir, número de clientes presentes en el sistema en el instante
de la llegada de un desastre (si existe). ¿3
A continuación se definen las transformadas asociadas al vector aleatorio (L~, Lt, N~7, N2), le > 1
~5(9,w,x,y) = E [exp{—oL~ —wLt} xÍÑ~yNI{~k<g}] , Re(O) =0,Re(w) =0, lxi =1, IyI =1, ¿3
(3.6.1)
~(9,w,x,y) = E [exp{—oL~ —wLf} xN4yNI{1&>~}J , Re(O) =0,Re(w) =O,¡x¡ =1,¡y¡ <1 ¿3
(3.6.2)
donde Lk denota la longitud del k-periodo de ocupación del sistema de colas M/G/1 con disciplina lineal ¿3de reintento y sin mecanismo de aclarado (6 = O), y Z es la variable aleatoria distribuida de acuerdo a
una ley exponencial, con parámetro 8 > 0, que gobierna el mecanismo de aclarado. En lo sucesivo será
omitido el superíndice 1 cuando se considere el caso le = 1.
Esta sección está dedicada al cálculo de la distribución conjunta del vector aleatorio (Lr,, L1, N1, Nd) ¿3
en términos de las transformadas ~1(
9,w, x, y) y ~d(O,O,x, y). Adicionalmente, serán determinados los
primeros momentos de las variables Lr,, L
1, Nf y Nd, en función de la distribución límite {PÚ}(ís)Ee. ¿3
El período de ocupación del sistema está directamente relacionado con la variable aleatoria U(t)
definida como la cantidad de trabajo no finalizado en el instante t. Si se asume que U(O) — O en-
_ ¿3tonces L es el primer instante tal que U(L) = 0. Las Figuras 8.6.1 y 3.6.2 muestran representacionesde la evolución de U(t), cuando el período de ocupación termina en el instante de llegada de un de-
sastre y en un instante de finalización del servicio, respectivamente. Las sucesiones {E,dn=oy
corresponden a los instantes de llegada al sistema de clientes originales y a los intantes de salida del sis- ¿3
tema, respectivamente. La variable aleatoria R1, 1 > 1 denota el i-ésimo subperíodo vacío del servidor
¿3
¿3
4
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Entonces, Sr, = ni y S~ = ‘7í+i — (ni +Ri), i ~ 1, representan las longitudes de los subpériodos de servicio.
U(t)
¿r, Eí ni
+ + +
Figura 3.6.1. Período de ocupación que
U(t)
¿o
+
Figura 3.6.2. Perfodo
Las transformadas #j(0,w,x,y) y d’d(O,O,X,y) son determinadas en el siguiente resultado.
Teorema 3.6.1. 1) Si a =O y pi > O, entonces
fZ u”1”P w+X—Xu+t exp{f¿’aQ,9,w,x)dt} dvx
u—z~ w+X—Xt¡+6
- ,I~/l. -,b¡(0,w,x,y) = fj u—xP(w+X.-Xu+6) exp{f¿’a(t,9,w,x)dt}drt
.td(O, 0, x, ~,)= 6 ( x)¡3(0 + A—Ay + t9y(O + x, y)
y — x/J(O + A — Ay + 6) (y —
¡3(O + A Ay + 6))(y — 4ft0,
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1 $i R2
u
E
¡
u
¡
u
E
u
u
¿2 Ea n2 na
+4+ *
concluye en el instante de flegada de un desastre
Sr, Sí 1?~ 52 Ra ~
¿i
71i ¿2 Ea n2 na n4 t
+ + 4 4 + + 4
de ocupación que concluye en un instante de finalización del ‘servicio
E
u
u
E
1
£
(3.6.3)
(3.6.4)
si
4
si
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donde
O + A — Ax13(w + A — At + 6) + 6
a(t,O,w,x) — ji(t — x¡3(w + A — At + 6))
siy(9+6,x,y) = ji~ly~O/P fil x13(0 +1—2v: 6)— 4q(O,0,x,y) rt~1~exp{J a(t, 0, 9,~)ddd~, (365)A—Av +6)
y ~ = h(w, x) y ~ = h(O + 6, x) son raíces de la función g descrita en el Lema 3.3.1. si
Ii) Si ci > O y ji = ~, entonces
~k¡(9,w,x,y)=x/3(w+A—A2+6), (366) 4
~d(O, O, x, y) = 6 (y(l — ¡3(0 + A — Ay + 6)) + (0 + A + ci + ¿—(Ay + ci)¡3(0 + A — Ay + 6))
x $O+6,x,y))(O+A—Ay+6~’, (367)
_______________________ ‘sidonde
$9+6,x,y) = y(x¡3(0 + A — Ay + 6)— ‘,b
1(0, 0, x,y)
)
(0+A+ci+6)y—x(Ay+ci)/3(O+A—Ay+6) (368)
siy i = h(O,w,x) es la raíz de la función f descrita en el Lema 3.3.1.
Demostración. En primer lugar, se considera la transformada .b1(0,w,x, y). Condicionando por la
silongitud del primer tiempo de servicio de Li y el número de clientes que llegan durante este período, se
obtiene que las transformadas ~ x, y), le =1, satisfacen el siguiente conjunto de ecuaciones:
00
4(O,w,x,y) = xle~(w) +xZle?(w) (O+A+ cx+ vipi+ 6~1<:O,w,x,y) ¿3
+ ci + vipi rnnfl (369)
si
4.~~(9,w,x,y) = xZle?(w)(OA(,l)64h1+”(Owxu) ¿3
+ O + A + (le — 1 + vi)ji 8#7’+”(O,w, Á\ , le >2 (3.6.10)
+ ci + (le— 1+ n)pi +
si
siendo
le7(w) = f e«w+A+fl<24~dB(fl, vi =0. (3611)
Las ecuaciones anteriores pueden ser escritas de forma matricial como sigue
$¡(9,w,x,y) = M(9,w,x,y»j(O,w,x,y) + Ñ(0,w,x,y), (36 12) ¿3
donde
Ñ(0,w,x,y)= (xle2(w),0,O,...)’ (36 13)
si
si
J
1
1
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y la matriz Al(0, co, x, y) viene dada por
X
0,~6 leJ(w), sii=5=1,
a+i—
1p ¡ —8+A+a+ 1—1 M+ó le(w), si 5 = 1— 1,1> 2,
Al
15 =
0, en otro caso. 1
(3.6.14)
Sea 100 el espacio de todas las sucesiones acotadas de números reales. Es conocido que Q00, II.II~)es un espacio de Banach, donde 11.1100 representa la norma del supremo. La matriz Al puede ser vista
como un operador lineal acotado sobre el espacio 100. Siguiendo la teoría de operadores lineales sobre
espacios lineales normados, se deduce que la norma del operador M viene dada por ¡¡Ah = x¡3(w + 6).
Como 6 > 0, entonces ¡Ah < 1. Teniendo en cuenta que Al es un operador lineal acotado sobre un
espacio de Banach, se tiene que ¡¡Al¡¡ < les una condición suficiente para asegurar que el operador 1—Al
tiene inverso, donde 1 denota el operador identidad sobre 1”’. Además, el operador inverso (1— Al)— es
acotado y 11(1— Alfl’II ~ (1— IIAl¡I)’.
Entonces, tiene sentido la igualdad
Debe observarse que sólo el primer elemento del vector N es no nulo, por lo que hasta con conocer
la primera columna de la matriz (1 — Al)’ para determinar las transformadas ~(9,w, x, y), le > 1.
Entonces, se tiene que
y) = xle~(w) [(1—Al(0, w, x, y)f’] (3.6.16)
Para encontrar la primera columna de (1 — Al)’ se considera la ecuación matricial auxiliar
z7/(1— Al(0,w,x,y)) = ffz’, (3.6.17)
donde nr = (ni,, ni
2, . . .)~ es un vector auxiliar arbitrario.
Si se escribe explícitamente la ecuación (3.6.17), se obtiene el siguiente conjunto de ecuaciones:
___________ (ci+ji)r
~ (o±A±+Y1)±¿¡a~—nwYísn.l+í
n=i
+ ci+Zji let1+í(w)’~ ~mí =0, 1 > 2. (3.6.18)0±A+ci+iji+6 1,1
145
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si
A continuación se definen las funciones generatrices X(z) y ni(z) del siguiente modo 4
00 00
X(z) = >3x,0 y ni(z) = >3rn,z~, ¡z¡ ~ 1. (3.6.19) si
Introduciendo estas funciones generatrices, las ecuaciones (3.6.18) se transforman en la relación
Ax si
X(z) — >3 ~ +> + ci + (i — 1)pi + 62 >3 x7,le7”(w)
rl—’
Ahora, si se asume que ji > 0, es posible definir la función auxiliar 4
F(z) = z ‘~~~46 f ~ ~2~’ 2X(t)13(w + A — At + 6)dt. (3 6 21)
Debe observarse que ¡X(z)¡ < oc, para ¡z¡ =1, y que, por ello, F(z) está bien definida. Para probar
que X(z) no diverge cuando ¡z¡ ~ 1, basta tener en cuenta que X(z) = ~‘9, siendo £ = (2, A, A, ...)‘.
Entonces, ¡X(z)¡ = ¡161(1 — Al~’S¡ = ¡((1 — M)íiOtI =11(1 — MtíII < 1/(1 — ¡¡Ah) < oc, cuando se
_ sitoma, por conveniencia, el vector ñi con componentes ni
5 =
8i5, 5 ~ 1, siendo i> 1 arbitrario y fijo Enl que sigue os reduciremos a esta elección del vector ñi.
Con la ayuda de la función F(z) pueden obtenerse las siguientes relaciones después de algunas opera- 4
ciones algebraicas:
00 Ax Ax
si>3 9±A+cx+(i— l)ji±óz Zx,
1¡a1 Go) = —zF(z), (3622)
oc 1+1
ciX ciX (IX
>3 ú+A++iji+ 6 >3 x7,le7”~’(w)= -gF(z)-- O±A+ci+¿xlle2(w) (3623) si
É Ú+A+1:~iji+6 Z~’~~’() = xzF’(z), (3 6 24) 4
X(z) = pizF’(z) + (O + A + cx + 6)F(z
)
pi¡3(w+A—Az+6) z. (3625) si
A partir de (3.6.22)-(3.6.25), la igualdad (3.6.20) puede ser expresada de la forma
jiz (z — x¡3(w + A— Az +6)) F’(z) + ((0+ A + ci + 6)z — x(Az + a)13(w + A— Az ±6))F(z) 4
= P13Go+AAZ+6) (ni(zr
0:((~ú6xl¡a2(w)) . (3626) si
si
a
u
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Aplicando la regla de L’IIópital cuando z — 0+, se deduce
(3.6.27)xlo>±6/3(w+A+6).
La ecuación diferencial (3.6.26) tiene dos singularidades z~ = O y z2 = 2, cuando se asume ci > O ypi > O. Entonces, si x ~ O, la raíz 2 está en el intervalo (0,1). El caso x = O conduce trivialmente a
co, O, y) = 0. La ecuación (3.6.26) puede resolverse siguiendo argumentos semejantes a los emplea-
dos en el Teorema 3.3.2. Por ello, se fija un punto auxiliar 2~ en el intervalo (0,2) y s~ resuelve (3.6.26)
cuando z e (O, z~] y z E [za, 2). En ambos casos, la solución puede ser escrita como
F(z) = ex~{j ~(vOwx)dv} (F(za) + j ~(v,9~wx)exP{JP(vOwx)dv} ~4~), z E (0,2),
(3.6.28)
donde
ci
p(v,9,w,x)=a(v,9,w,x)+—,
piv
q(v,0,w, x) — ¡3(w +A —Av ±6) (b(v)—xi (Av +ci)x
v(v—x¡3(w+A—Av+6)) \. 0±A±cv+
Es sencillo comprobar que la integral s: p(v,O,w, x)dv diverge cuando z —. 0+ y z —. 2—. Como
F(O) < oc y .F(2) < oc, es posible obtener las siguientes expresiones para el valor F(~,):
F(z0) = f q(v0wx)exp{fP(v,9,w, x)dv} dv,
F(z0) = q(rt, 0, c~, x)exp p(v, O, w~x)dv} dv.Igualando las dos relaciones anteriores se deduce la siguiente expresión para Xi
— 0+A+ci+6 ~ /3 w+A—Xu+6 exp{ f¿’ a(t,9,w, x)dt} dv_ r u—xtw+A—Xu+6
= >3 mi x/3(w + A ±6)ft Au+au/$~i/3wtA~Xt+6 exp {f¿2 a(t,0, co, x)dtl dv (3.6.29)
Además, F(2) resulta ser
F(2) =
1¡/3(w+A—A2-f-6) _________
Por otra parte, de la relación (3.6.17) se tiene la igualdad
oc
= >3 ni~ [(1— Al(9,w, x, y)fí] (3.6.30)
k=I
Tomando ñh = (0,..., 0,1,0, ...)‘, donde eí número 1 aparece en la le-ésima componeite, se concluye de
ej
ej
ej
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Iii
(3.6.16), (3.6.29) y (3.6.30) que la transformada ek~(O,w,x,y), le> 1 viene dada por
j.t u~~~’/3 w+X—Áu+6 exp{fl’a(t,O,w,x)dt} dv al
— (9+A +ci+6)~ u—x/3 w+A—Au+6Au+a ua/M—I/3 w+A.—Xu+t exp{f¿’ a(t,9,w,x)dt}dv (3631)
u—x/3 w+X—Au+6
La relación (3.6.3) es consecuencia de (3.6.31), en el caso particular le = 1.
Debe notarse que el caso ci = O y ji > O es más simple, puesto que el coeficiente de F’(z) en (3 6 26) ej
tiene una única raíz z1 = 2. La ecuación diferencial (3.6.26) puede ser entonces resuelta en el intervalo
[0,2). La solución viene dada por la relación (3.6.28), sustituyendo el punto auxiliar Za por el punto
z = O. Se puede comprobar que la integral f0Z p(v, Ow, x)dv diverge cuando z —. 2—. Haciendo uso de ej
F(2) < oc, se deduce la igualdad
F(O) = q(u, O, w, x)exp {f p(v, 6, co, x)dv} dv. ej
A partir de esta relación se concluye que (3.6.29) y (3.6.31) son las expresiones de Xi y =bftú,w,x, y),
le> 1 respectivamente, cuando ci = o. ej
Volviendo la atención a la ecuación (3.6.26), si se asume ci > O y pi = 0, se obtiene que
X(z) — ~ (AÉz’Éxnleí’xw) +aZz’ Zxnle7»+’(w))
=ni(z)~XizoA>~x¿le2(w). (3632) Ii
Es posible reescribir (3.6.32) como ej
X(z) ((9±A + ci + 6)z — x(Az + ci)¡3(w + A — Az + 6))
— z((0-i-A±ci±6)ni(z)—xxí(Az+ci)le2(w)) . (36 33) ej
Poniendo z = 2 en (3.6.33) y teniendo en cuenta que X(2) < oc, se tiene
________ J00 O+A+ci±6 ~
Xi = ~ nik(Ai)leo~Z
aFinalmente, siguiendo un razonamiento análogo al efectuado en el caso &=O y ji > O, se obtienen las
siguientes expresiones para las transformadas d.~(0,w, X, y), le > 1
_ _________ al(O+A+ci+6)i~ (3634)x, y) = x2~’13(w + A— >2+6) — A2 +
Entonces, tomando le = 1 en la igualdad anterior se obtiene (3.6.6). ej
u’
ml
j
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A continuación se introducen algunas definiciones y notaciones de utilidad en el cálculo de la función
generatriz c,b4(0, 9, x,y). Como podrá observarse en lo sucesivo, no será posible distinguir entre las varia-
bIes aleatorias Lr, y L,. Sea el vector aleatorio (C(t)4(t),«t),i(t)) asociado al sistema de colas M/C/I
con disciplina lineal de reintento y sin proceso de llegada de desastres (6 = O), donde
1 las tres primeras
componentes son definidas como en las secciones previas e 1(t) denota el número de clientes que han sido
servidos antes del instante t.
Sean las probabilidades {Pr,~~(t)} y las densidades probabilísticas {Pís~(t, x)> definidas como sigue
.Posdt)=P(C(t)=O,Q(t)=5,i(t)=i,L>t) , s=1,i=1,
.Písdt,x) = r (t(t) = 1,~Q) = 5,1(t) = ix ~ «t) < x+Ax,L =t) , 5>0 i>00< x <t.
Asociadas a {Pr,
51(t)> y a {P,51(t, x)} se consideran las transformadas de Laplace-Stieltjes y las fun-
ciones generatrices
~os~(
0) = f CBiPop(t)dt, ~=1 i > í
budA, x) = j e8tPi
5~(t, X)dt, 5 > O i> O x > 0,
00 00
~r,(9,x,y) = >3x’>3y’4,r,,,(0),
,=i I=i
00 00
~dO, X~ y, ti) = >3 x’>3 i9~i,d9, y). (3.6.35)i=r, 5=0
Condicionando por el valor de la variable aleatoria Z se obtiene
&¡(9,9,x,y) = &f e<6+ó>IE [xNflh¡¿I{¿=,í¡z = t] di. (3.6.36)
La esperanza que aparece involucrada en (3.6.36) es igual a E[xÍ(Oyc(O+Ñ(Oi~1>~>]. Entonces, con
la ayuda de las transformadas (3.6.35), ~d(
9, 9, x, y) es reexpresada como
#a(O, 9, x, y) = 6 (~o(9 + 6, x, y) + yf ~i(0 + 6, x, y, rt)drt) . (3.6.37)
Determinar las transformadas ~r,(O,x, y) y d~i(0, x, y, ti) es equivalente a estudiar el sistema Al/G/1
con política lineal de reintento en régimen no estacionario. Este análisis es realizado haciendo uso del
método de las catástrofes.
Supóngase que (t(O),Q(0),i(O)) = (0,0,0). Se considera un proceso de Poisson de intensidad 9>0,
independiente del funcionamiento del sistema Al/C/1 con disciplina lineal. Los sucesos de este proceso
son llamados ‘catástrofes’. Sea irn
1(0) la probabilidad del suceso ‘en el instante de la i-gsirna finalización
del servicio quedan vi clientes en la órbita, hasta ese instante no ha ocurrido ninguna catástrofe y el
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período de ocupación no ha finalizado’, vi > O > 1.
Utilizando argumentos paralelos a los empleados para establecer la validez de (3.5.13)-(3.5.16), se
deducen las relaciones
lr,.i(O) = lc,.(O), 72> 0,
= (1— ¿o,.) >3 ~r001...1(O)0+ A+
ni=1
n+1
ir,,. ~~(o) +
A ±ci +
(3.6.38)
A
vi>0 i>2 (3.6.39)
donde le,.(0) se define como le7(9) en (3.6.11), poniendo 6 = O.
Multiplicando (3.6.38) y (3.6.39) por xy
7, y ¿y”, y sumando en vi> Oyen vi =0 i > 2 respectiva-
mente, se obtienen
00
x>3 y%r,4O) = x13(0 + A — Ay),
n=0
00
11>3±’
00
>3 y7, ir,,
1(O) = x(Ay + ci)¡3(0 + A -AY)Z X’Z y”‘ ir00t(0
)
0±>+ cx + mp
+pixy13(0+A—Ay)f (ÉxíÉ
Sumando las dos expresiones anteriores, se deduce que
si
y
tm o + ir~~(b
)
A + ci + nip
00 00
x1 >3 y”r,,~(O) = xy/i(O + A — Ay) + x(Ay + cx)13(6 + A — Ay)>3
n=r, ¡=1
00
x’>3
n1’
ytm ir~
1(0)
O+A±ci+nipi
+ pixy¡3(9+A—Ay)~ (~x,
00
>3 y
tm ir~
1(O
0+A+ci+mpi } (3.6.40)
Obsérvese que Z~% Xiirr,I(9) = ir(O, x), siendo ir(O, x) la transformada conjunta del período de ocu-
pación, .t, y del número de clientes servidos, 1, en el sistema Al/G/l con reintento lineal; esto es,
ir(9, x) = E [exp{—0L}x’] = ~~(9 —6,0—6, x, y).
Sis e define la función
00 00 ‘A’
y(0,x,y)= >3¿ >3 ytm lGndV1=1 m=1 O±A±ci+rnpi
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si
si
si
‘si
¿3
1=’
si
si
¿3
si
¿3
si
si
¿3
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es posible reescribir (3.6.40) en los términos
Oy(9, x, y
)
py(y—x/3(9+A—Ay)) +((0+A+ci)y—x(Ay+cx)f~O+A—Ay))y(0,x,y)
= y (43(0 + A — Ay) — ir(0, x)). (3.6.41)
Debe notarse que la serie y(0, x, y) converge cuando (9,x) # (0,1).
El siguiente paso consiste en resolver la ecuación diferencial (3.6.41) para los diferentes tipos de dtscí-
plina de reintento. Si ci > O y pi > 0, la ecuación (3.6.41) tiene dos singularidades z1 =0 y z2 = 2, donde
= h(9, x) denota la raíz de la función g estudiada en el Lema 3.3.1 para el caso ¿ = O. Es obvio que
(3.6.41) puede ser resuelta como la ecuación diferencial (3.3.15) del Teorema 3.3.20 laecuación (3.6.26).
Se obtiene entonces, para y C (0,11— {2},
x, y) — y~O/P ~43(01 1r(o~X)vaitiexp {j a(t,0 —6,9— 6~x)dt} drt. (3.6.42)
Aplicando la regla de L’Hópital, se consigue el valor -y(O, x, 2) dado por
= _______
La resolución de (3.6.41) cuando ci = O y pi > O, está basada en la existencia de una ‘única singularidad
y = 2. La fórmula (3.6.42) permanece válida.
Cuando se toman ci > O y pi = O, la ecuación (3.6.41) se reduce directamente a
i(0,x,y) = y(x¡3(0 + A — Ay) — ir(0, x)) ¡ (3.6.43)
(9+A+a)y—x(Ay+ci)¡3(9+AAy)’ yE (0,1]— {2},
donde 2 = h(9, Ox) denota la raíz de la función f descrita en el Lema 3.3.1 para el ¿aso 6 = 0. Se está
asumiendo que cuando ji = O la función y(9, x, y) es denotada por ~j(O,x, y). También es posible deducir
que
~¡(9,x,2) = —Ax2f3’(0 + A —>2
)
X(AZ(AZ+&)13’(0+A—AZ)+&¡3(9+A—AZ))
A continuación se calculan las expresiones de ~r,(9,x, y) y $,(9, x, y, u) en términos de las funciones
auxiliares y(9, x, y) y ‘i(9, x, y) dadas en (3.6.42) y (3.6.43).
El significado de ir,a(9), vi ~0.1 =1, permite interpretar Osboní(O) como la probabilidad del suceso
‘en el instante de la primera catástrofe, el servicio está vacío, hay vi clientes en la órbita, i clientes han
sido servidos y el período de ocupación no ha finalizado’ vi > 1 i > 1. Análogamente, 9~indO, rt)drt
corresponde a la probabilidad del suceso ‘en el instante de la primera catástrofe, el servicio está ocupado,
hay vi clientes en la órbita, el tiempo de servicio consumido, ¿, es ¿ E [u, y + du), i clientes han sido
servidos y el período de ocupación no ha finalizado’ vi > o 1 > O
152 Cap. .9. Sistemas de colas con mecanismo de aclarado y disciplina lineal de reintento
Condicionando por el estado del sistema en el instante de la finalización del servicio previo al instante
de la llegada de la primera catástrofe, se establecen las relaciones
= irní(0
)
Y’OndJ O + A + ci + vi¡t
(1 — B(v))edO+Aft~ ((1
n>1 i>1,
A (Av)”m
— 6r,~)>3 ir~
1(O) ~ > + & + nipi (n — ni)!
,n=1
+
sbí,.o(O, ti) = (1 — B(u))edO+A)tt (Av)~
vi!
vi>O i>1
vi>0 i—O
Introduciendo las funciones ~r,(O,x, y) y ~i(O, x, y, ti) sobre las expresiones anteriores, se tienen
cko(0,x,y) = {
x, y, ti) = (i + <:>+ ciy’»br,(O,
x, y),
y(O,X,y),
si ci> O y pi = o,
si a> O y pi> O,
84’r,(9,x,y
)
x,y)+pi 8y
(3.6.44)
(3.6.45)
Las expresiones finalespara ~a(
9, 9, x, y) son consecuencia de insertar (3.6.44) y (3.6.45) en la expresión
(3.6.37).
E’
En ei siguiente resultado se recogen algunas características significativas del período de ocupación.
Corolario 3.6.2. i) La probabilidad, p, de que el período de ocupación termine con una finalización
del ser vicio viene dada por
i.l) Si cx =O y pi > o, entonces
t~/~/3 A—Atj4b Ir’ A—A/3 A—At+h +6441 dvjY(0.1) u—f3 A—Au+6 exp
1jr, ¡it /3 A—At+6
ttJ
(3.6.46)it0”1 u-/3(A—An+6) ex~{f~ A-Á¡3A.-Xt+6 t~dt} dv
donde 2(0,1) = h(0, 1) es la raíz de la función g descrita en el Lema 3.3.1 en el punto (co, x) = (0,1).
i.2) Si ci > O y pi = o, entonces
(A+ci+6)2(O,O,1
)
p= A2(O,O,1)+ci
donde 2(0,0,1) h(O,O, 1) es la raíz de la función 1 descrita en el Lema 3.3.1 en el punto (O,w,x) =
si
si
si
‘hfl~(9, ti) =
si
si
¿3
¿3
¿3
¿3
‘si
si
‘¿3
si
si
(0,0,1).
si
¿3
si(3.6.47)
si
¿3
si
¡3
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u) Los valores medios de las variables aleatorias Lr,, Li, N1 y Nd, vienen dados tor
¡ E[Lr,] = 1 (Po(’)1) (3.6.48)
¡ E[Lfl= 1 (3.6.49)
E[N1] = (3.6.50)
donde :: L14S4+á 5i(I>O ypO,
E
6(6+(A+a)(1—13(6))> , st
• (cxPoorta/¡i—1 + e~p {f7 r(v)dv} drt, si ci =o y ji> o,
Pr,(1) = { a i—/3 6 Poo+6 si & > ~y ji =+a i—j3 +6’E
y Por, viene dado en eí Teorema 3.3.2.3 Demostración. Las expresiones (3.6.46) y (3.6.47) son obtenidas tomando (9,w,x,y) .—. (0,0,1,1)
sobre las ecuaciones (3.6.3) y (3.6.6), respectivamente. La probabilidad de que el servidor esté desocu-
pado se sigue directamente de la z-transformada dada en el Teorema 3.3.2.
E En virtud de la relación (3.4.1), se tiene que
E[T15]E A—i+E[L]’
donde T15 representa la cantidad de tiempo en un ciclo de regeneración durante la cual el sistema
permanece en el estado (1,5), (1,5) E E. Nótese que E[Tr,r,] = A~i, ~~or, E[T05] = >‘ + E[Lr,] yu
rgr, E[T,5] = E[Lfl. Entonces, (3.6.48) y (3.6.49) son consecuencia de (3.3.18), (3.3.21) y (3.6.52).
Las funciones generatrices marginales de las variables aleatorias N1 y Nd son obtenidas a partir delu Teorema 3.6.1. Si ci> O y pi > O, se tienen
E [XÑ< — 1—13(6) + (1 —x)¡3(6)(~¡(0,O,x,1)+ 6y(6,x,1)
)
_ 1— x¡3(6) , ¡xI < 1, (3.6.53)u _ _________________________
¡
+ (y— 1)¡3(A — Ay+6fl’(¿,1,y)), ¡y¡ =1. (3.6.54)
u
u
u
¿3
¿3
¿3
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En el caso ci >0 y pi = 0, se tienen
___________ si
E[xNI)~l~ ~ (1—x)¡3(6) (6 + (A + ci)(1 — ~j(O, O, x, 1))), x¡ < 1 (36.55)
+ ci)(1 — 43(6))
E [Ntl — ( — 6y A+ci+6—(Ay+ci)¡3(A—Ay±~)“i ~ftO, 0,1,1) ¿3
~yj Ay -~-ó> + + ~ —(Ay + ci)¡3(A —Ay ±6))
6y A±cx±6)(1—y)13(A—Ay+6
)
)) ¿3
+ AAy+ 6 +ci+6)y—(Ay+ci)13(A—Ay+6 ¡y¡< 1. (3.6.56)
Las funciones 4,}O, O, X~ 1), ~j(O,0,1,y), y(6, X> 1) y y(6, 1,y) vienen dadas enel Teorema 3.6.1. Derivando
‘si
las expresiones (3.6.53)-(3.6.56) se obtienen los valores medios dados en (3.6.50) y (3.6.51).
o si
3.7 Sistema M/M/1 con mecanismo de aclarado general y disci-
plina lineal de reintento ¿3
Esta sección está dedicada al análisis de la distribución límite y al estudio del período de ocupación del
sistema Al/M/1 con disciplina lineal de reintento y mecanismo de aclarado general. ¿3
El sistema estudiado es una variante del modelo analizado en las secciones previas. La principal
modificación consiste en asumir que el tiempo que transcurre entre dos desastres consecutivos sigue una ¿3distribución general A(t) (A(O) = O y A(oc) = 1), aperiódica, con primer momento a~ < oc y transfor-mada de Laplace-Stieltjes ci(9). Para que el sistema sea analíticamente abordable debe asumirse que los
tiempos de servicio son variables aleatorias exponenciales de parámetro u > 0. Los procesos de llegada de
clientes y de desastres, los intervalos separando sucesivos reintentos y los tiempos de servicio se consideran ¿3
mútuamente independientes.
En cada instante t > O el estado del sistema puede ser descrito mediante el proceso Markoviano ¿3X = {X(t),t =0} = {(C(t),Q(t),¿(t)),t =O), donde las componentes 0(t) y Q(t) se definen como enla sección 3.2 y E(t) representa el tiempo transcurrido desde el instante de llegada del último desastre
hasta el instante t. Su espacio de estados es 5 = {O, 11 x IN x IR+. Si se omite la variable ¿(1), entonces
el proceso resultante Y = {Y(t),t =0} = {(C(t),Q(t)),t =O} resulta ser un proceso regenerativo con ¿3proceso de renovación encajado ( = {(,.,n =01,donde Co = O y Cn es el instante de llegada del n-ésimo
desastre vi > 1 El conjunto £ = {0, 11 x ¡IV es el espacio de estados de Y. Análogamente, para el sis-
tema de colas Al/Al/1 con disciplina lineal de reintentos en ausencia de desastres, se considera el proceso si
Y = {?(t),t =O) = {(CQ),Q(t)),t =0).
3.7.1 Distribución límite ¿3
La existencia de la distribución límite del proceso Y, definida como
= hm P(Y(t) = (i, 5)), (u 5) E E, si
¿3
¿3
L]
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está asegurada mediante la recurrencia del proceso de renovación ( (ver la Definición 9.1.21 de Qinlar
(1975), donde (es recurrente si y sólo si A(oc) = 1) y la integrabilidad Riemann de la fúnción 1 — Kí(i, 5),
para cada (i5) EL, definida como
Kí(i, 5) = P(Y(t) = (i,5), fi >t) = (1 —
donde A5Q) = P(5’(t) = (i,5)). Nótese que K:(i,j) =1— AQ), para cada (i,j)’e E y 1 =O. La
existencia de al asegura la integrabilidad de 1 — A(t). Entonces, en virtud del test de comparación de
integrales (ver pg. 300 de Edwards (1980)), para establecer la integrabilidad de Kí(i, j) en IR+ basta con
comprobar que existe f¿ K..1(i,j)du, para cada t > O. Como 1<~(i,j) = (1— A(u))As(u), el problema se
reduce a verificar la existencia de f~ É15(rt)drt, la cual está asegurada dado que el número de transiciones
de las trayectorias de Y en el intervalo (O, t] es finito casi seguramente.
A continuación se introducen algunas transformadas
00
Pí(z)=>3Písz’, i E{O,1), IzI=1,
5=0
00
1=0
.k (0, z) = e
6A(t, z)dt, i E {0, 11, ¡z¡ =1, Re(O) > O.
En el siguiente resultado se estudia la distribución limite {PÍJI(ís)EÉ en términos de las funciones
generatrices parciales .P~(z), i E {O, 1}.
Teorema 3.7.1. Las funciones generatrices parciales de {PÍs)(¿,s)ec vienen dadas por
P
1(z) = ciE’ f P1(t, z)(1 — A(t))dt, i E {O, 1}, (3.7.1)
donde las funciones generatrices .P1~, z), i E {0, fi, tienen transformadas de Laplace-Stieltjes,
p~(9 z) = ~ + AtMO, 1 z
)
iE{O,1}. (3.7.2)
Además,
i) Si ci> O y pi = o, entonces
uz#r,(O, 1, z) = (2(0) — z)(O + A + ci)(0 + A — A2(9) + u)’ (3.7.3)
kí(O, 1, z) — z + (Az + ci)r,bo(O, 1
,
z(9+A—Az+u) (3.7.4)
ej
a
‘III
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(375) 4
2(9) (9+> + ci)(O + A + u) —Av — ~1((~+ A ±a)(O + A + u) —Av)2 — 4Aciv(O +> ±ci) (3.7.6)
2A(0 + A + ci)
2(0) — (9 + A + ci)(O + A + u) — Av + j((0 + A + ci)(9 + A +u) —Av)2 — 4Aciv(9 + A + ci
)
2A(0 + A + ci) . (377)
u) Si ci =O y pi > ~, entonces
t>o(O, 1, z) = pira/¡i (2(9) — z)+> (2(9) — ~)+?w(O, 1)$~~~(9, 2(9),:) ml
~i+~i~(O, 0,2(0)) _ _______________X (00 2(0)) 49)2)) (378)( ¾/~(9 si
z—n(O,1)—(O+A—Az»bo(O,1,z) (379)
~í(O, 1,:) = 6: + (Az — v)(1 — z) a
i«9,1) = u (9-i-A+v— A¿~1+a/P(O~Oz(9») —i (3710)
(¡(9) — ~f(’++b dii,a, 8) = rt~ (2(9) — rtf ~ qn) (3 7 11)
ao(O) = A (A(0 + A)2(6) —(0 + A)2 — vA) ((0±A + u)2 — 4Avfi/2 (37 12)
r(O) = —A (A(O + A)2(0) — (0 + A)2 — vA) ((O + A + u)2 — 4Avf’12, (37 13) 4
O±A+v— 2>’ (3714) 4
0+A+v+ (0+A±v~—4Av (3715)2(0) = 2> 4
Demostración. En virtud del Teorema 9.2.25 de Qinlar (1975), las probabilidades limite {P~
5}(, ,)Ec
pueden expresarse como a
= cij’ f00 K~(i,j)dt, (ii) eL,
y, como consecuencia, se obtiene la expresión (3.7.1).
Para calcular las transformadas .P~*(0, z), i E {0, 1}, se utilizará el método de las marcas colectivas mlSe consideran un proceso de Poisson de intensidad O > O, cuyos sucesos son llamados ‘catástrofes’, y un
a
a
J
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proceso de marcado que consiste en ‘pintar’ a cada cliente del sistema de color rojo cori probabilidad z y
de color blanco con probabilidad 1—:, z e [0,1]. Se asume que ambos procesos son independientes entre
sí e independientes del funcionamiento del sistema Al/Al/1 con disciplina lineal de reiritento en ausencia
de desastres.
En la terminología del método de las marcas colectivas, 9Pe(0, z) representa la probabilidad del suceso
A definido como ‘en el instante de la primera catástrofe, el servicio está libre y todos los clientes pre-
sentes en el sistema han sido marcados de color rojo’. Se define un ciclo de ocupación como el intervalo
de tiempo comprendido entre dos visitas consecutivas del proceso Y al estado (O, O).. Sea x el número
de ciclos de ocupación que han sido completados hasta el instante de la primera catástrofe. Entonces
aplicando la ley de la probabilidad total, es posible deducir
00
OÉ(O, z) = >3 P(.A, x = vi). (3.7.16)
n=0
La probabilidad del suceso ‘la primera catástrofe ocurre durante el (n+1)-ésimo ¿ido de ocupación
y, en ese instante, todos los clientes presentes están marcados de color rojo’, vi ~ O, puede ser expresada
como sigue
P(A,x = vi) = (~> >ir(9j 1)) (0 ±¿‘j9tko(O,1~z)) , vi=O, (3.7.17)
donde ir(9, 1) = E[exp{—91~}] es la transformada del período de ocupación, L, en el sistema M/Al/1 con
reintento lineal y br,(0, 1,:) es la función definida en (3.6.35), en el punto (O, x, 11) = (9,1, z).
Análogamente, OP, (O, z) representa la probabilidad del suceso 6 definido como ‘en el instante de la
primera catástrofe, el servicio está ocupado y todos los clientes presentes en el sistema han sido marcados
de color rojo’. Entonces, es sencillo establecer que
00
eÉt(O,z) = >3P(¡.i,x = vi), (3.7.18)
n=0
siendo
= vi) = G~=.~s7r(O1)) (9:A9~1(O~1~Z)) , vi> 0 (3.7.19)
donde sb«O, 1, z) = f~ $,(O, 1,:, u)du y eh(O, 1,z, u) denota la función definida en (3.6.35) en el punto
(O,±,y,u)= (O, 1,z,u).
Entonces, la expresión (3.7.2) se obtiene a partir de (3.7.16)-(3.7. 19).
En el caso ci > O y pi = O, la transformada ir(0, 1) es obtenida a partir de (3.6.6) y de la relación
*(O, 1) = l/q(O —6,O—6,1,y). Las fórmulas (3.7.3) y (3.7.4) se deducen mediante ‘la correspondiente
particularización al casoexponencial de las relaciones (3.6.43)-(3.6.45). Razonamientos análogos conducen
a las expresiones (3.7.8)-(3.7.15) cuando ci > O y pi > o.
o
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A continuación se particularizan las expresiones de las funciones generatrices P1(z), i E jO, 1}, para
los casos de las distribuciones de aclarado exponencial, determinista, Coxian-2 y Erlang.
Ejemplo 1. Distribución exponencial. Si se asume que A(t) = 1 e
6’, t > 0, 6 > O, entonces
.P~(z) = 6A*(ó, z), i E jO, 11, ¡zj ~ 1.
Ejemplo 2. Distribución determinista. Si se considera que el tiempo transcurrido entre dos instantes
de aclarado consecutivos es una constante D > 0, entonces
P
1(z) = D’ P~(t, z)dt, lE jO, 1}, ¡z¡ < 1.
Ejemplo 3. Distribución Coxian-2. La función de densidad del tiempo de aclarado es
aQ) = p,bieóIt + p262e
62t, t > 0,
donde 6~ >62 >0, P2 = l—Pl, p, = 1— b6,/(6~ —62) y bE [0,1]. En este caso, se tiene que
Debe notarse que la distribución híperexponencial corresponde con el caso en que p~ E [0,1], 1 E jO, U.
Ejemplo .4. Distribución Erlang. Se asume que la función de densidad del tiempo de aclarado viene
dada por
________ ó±jm— ~,(ni—1)!
donde 6 > O y ni > 1. Entonces, se obtiene
I’~(z) = É- >j <:t?” .fQ~”~(ó, z), i e jO, 1}, IzI =1
siendo ¿3
t3”Pí(O,z) n>0.89”
En la Figura 3.7.1 se muestra el efecto de las intensidades A E R~ y 6 E IR+ sobre la probabilidad
Pr,(1) cuando el aclarado se distribuye exponencialmente y (ci,pi,v) = (3.0,0.0,7.1). En la Figura 3.7.2
se representa Po(1), como función de A E IR+, en los siguientes casos:
(1) ci = 3.0, pi = 0.0, u = 7.1 y 6 = 0.1,
(II) ci = 3.0, ¡s = 0.0, u = 7.1 y 6 = 1.0,
(III) ci = 3.0, pi = 0.0, u = 7.1 y 6 = 1.5, ¿3
(IV) cx = 3.0, pi = 0.0, u = 7.1 y 6 = 2.0.
¿3
si
¿3
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Figura 3.7.1. Efecto de A y 8 sobre Po(I)
0.8
0.75
0.7
0.65
0.6
Figura 3.7.3. Efecto de 8~ y 82 sobre .Po(i)
(VIII)
(VII)
(VI)
(V)
2 4 6 8 10 82
sobre .Po(1)Figura 3.7.4. Efecto de 82
El Ejemplo 3 es ilustrado con las Figuras 3.7.3 y 3.7.4. En la Figura 3. 7.3 se muestra la variación de la
probabilidad Po(1), en términos de los parámetros 6~ e IR~ y 62 6 IR+, cuando se asume la distribución
hiperexponencial para el tiempo de aclarado y los parámetros (A,ci,p,v,pi) = (2.5,t3.O,O.0,7’.l,0.25).
Adicionalmente, la Figura 3.7.4 muestra el efecto de 62 sobre Pr,(1), en los siguientes casos:
j.
o.
o.
0.4
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(IV)
(III>
(II)
(1)
0.8
0.6
0.4
0.2
o
20 2 4 6 8 10
Po(i)Figura 3.7.2. Efecto de A
0.
o.
ci.
6 20
4
¿3
¿3
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(V) A = 2.5, cx = 3.0, pi = 0.0, u = 7.1, p, = 0.25 y 6, = 0.1,
(VI) A = 2.5, ci = 3.0, pi = 0.0, u = 7.1, p, = 0.25 y óí = 1.0, ¿3(VII) A = 2.5, ci = 3.0, ji = 0.0, u = 7.1, p, = 0.25 y 6, = 1.5,
(VIII)> = 2.5, ci = 3.0, pi = 0.0, u = 7.1, p, = 0.25 y ¿j = 2.0.
¿3
3.7.2 Período de ocupación del sistema
¿3Este epígrafe está dedicado al estudio de la distribución de la variable aleatoria L definida como la
longitud del período de ocupación del sistema M/M/ 1 con disciplina lineal de reintento y aclarado general.
A continuación se introducen algunas variables aleatorias y notaciones de interés en el cálculo de la ¿3
transformada de Laplace-Stieltjes de L. Sea É la longitud del período de ocupación en el correspondiente
sistema Al/Al/U con disciplina lineal de reintento en ausencia de desastres. La distribución de L puede ¿3ser expresada como
P(L>t) =Poo±(lPoc)jf(ti)dti tc(O,cxú),
donde P00 = P(L = oc) y (1 — P00)f(t) es la densidad asociada al punto 1. Adicionalmente, sea A la
variable aleatoria que gobierna el proceso de aclarado. ¿3
Obsérvese que L es el mínimo entre A y L, y que A y .t son variables independientes. Por tanto, la
situación es análoga a la descrita en el Apéndice 3.13, siendo posible deducir las siguientes relaciones: ¿3
E [COLI{É<Á}] = (1 — P00) j eBtf(t)(1 — .A(t))dt, Re(O) =0, (3 720)
E [CQLI{É=ÁII = ci(O) —(1 — P00) ¡ f(t)cit(O)dt, Re(O) =0, (3 721) ¿3
E [eOL] = ci(O) + (1— P00) j 1(1) (eOt(1 — A(t)) — cia(O)) di, Re(O) =0, (3 722) ¿3
donde cx~(6) = A00 COUdA(u). ¿3
El valor esperado E[L] es obtenido derivando la transformada E[eXp{—OL}]. A partir de (3.7.22), se
tiene ¿3
E[L) = cx, + (1— J’
00) ¡ f(t) (t(1 — A(i)) —j udA(u)) di. (3723) ¿3
Las integrales que aparecen en las expresiones (3.7.20)-(3.7.23) pueden ser notablemente simplificadas
en el caso de algunas de las distribuciones de tiempo de aclarado más usuales. En los siguientes ejemplos
se resumen las particularizaciones al caso exponencial, determinista, Coxian-2 y Erlang. ¿3
¿3
¿3
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Ejemplo 1. Distribución exponencial. Se considera la función de distribución A(t)6 > O. Entonces, se obtienen
s [e~oLííL<A}] = ir(O + 6,1),
E [eGLIIL=AI] = 6(1 —n(O + 6,1)
)
9+6
Ox(O-f-¿,1)4-6
0+6
1—c6t, t >0,
Re(O) =O,
Re(O) =O,
Re(O) =0,
EILj — 1 —ir(6, 1
)
6
donde ir(O, 1) es la transformada de L.
Ejemplo 2. Distribución determinista. Si se asume que los intervalos de tiempo
de aclarado consecutivos tienen longitudes constantes, D > O, entonces
entre dos instantes
E [e~’~i{~.<,q] = (1 — P
00) ¡ e0tf(t)dt, Re(O) =O,
E [eOLí{É=Á}1 = rOD — (1 — P
00) ¡~ f(t)dt)
—8~ —80E[e
8L] = e80 ±(í— P
00)]f(t)(e —e )dt,
o
= D + (1— l’~) ¡ f(t)Q —
Ejemplo 3. Distribución Coxian-2. Se considera la función de densidad
a(t) = pióie
6’’ + p
262e
62<, > 0,
Re(O) =0,,
Re(O) =o,
siendo 6~ >62>0, P2 = U—pi, pi = 1—b6
1/(61 —62) y 8 ¿[0,1]. Entonces, se obtienenlas
E [eOLI(L<A}] = pí~r(O +61,1) ±p2ir(9±62,1), Re(O) =0,
[{t=AI] 9±6k +P2 0+62 Re(9)=0,
Oir(9+6í,l)+61 Oir(O±¿2,1)+
6
2
9+6k +P2 9±62 Re(9)=0,
E[L]=pí 61 + P2
E [cOL] = Pi
transformadas
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Ejemplo 4. Distribución Erlang. Sea la función de densidad
t>O,e bi~’yi —1
(ni— 1)!
siendo 6 >0 y ni> 1. Entonces
E [C6LI{L<Á}] = >1 (~j)n ir~”>(9 + 6,1),
n=0
E[e0L1{É=A}]
E[CVOL] =
E[L] = ¿1
(~6)n
— k ~ 6))
”
vn-i
nl
“=0
>3<:
n1
(—6)
ni—vi) vi!
?“~(o, 1) = 5~ir(O, 1
)
(1)
(fi)
(iii>
Figura 3.7.5. Probabilidad pj Figura 3.7.6. Valor esperado E[L]
si
.1
si
si
a
a
Re(O) =0,
Re(O) =O,
si
a
donde
Re(O) =0, si
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0.8
0.6 lo
0.4 62
Figura 3.7.7. Probabilidad p~ Figura 3.7.8. Valor esperado É[L]
Como complemento a los anteriores ejemplos, en la Figura 3.7.5 aparece representada la probabilidad
de que un periodo de ocupación concluya en un instante de finalización de servicio, pj, en un sistema con
distribución exponencial de aclarado, en los siguientes casos:
(1) A = 1.0, cx = 1.1, pi = 0.2 y u = 4.0,
(II) A = 2.5, ci = 1.1, pi = 0.2 y u = 4.0,
(III) A = 5.0, ci = 1.1, pi = 0.2 y u = 4.0.
La Figura 3.7.6 muestra el efecto de A y 6 sobre el valor esperado E[L], en el sisÑma con aclarado
exponencial e intensidades (ci, pi, u) = (1.1,0.2,4.0).
El Ejemplo Sse ilustra con las Figuras 3.7.7y 3.7.8, donde se representan Pi y E[L], respectivamente,
como funciones de ¿í E IR+ y 62 E lId, en el sistema con distribución de tiempo de aclarado hiperexpo-
nencial e intensidades (A,ci,pi,v,pí) = (2.9,2.1,0.3, 3.7,0.25).
3.8 Comentarios y notas bibliográficas
Esta sección recoge algunos comentarios referidos a la bibliografía y técnicas emple’adas en el análisis
de los sistemas de colas Al/G/l y Al/Al/l con disciplina lineal de reintentos y dotados de mecanismos
estocásticos de aclarado.
Primeramente será comentado el estudio del sistema Al/G/1 con reintentos (ci ±jpi,5 =1) y proceso
de Poisson de llegada de desastres (6 > O).
10
¿~ 10
¿3
¿3
¿3
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¿3
En el libro de Qinlar (1975) se exponen resultados generales que permiten asegurar la existencia de
la distribución límite del proceso semi-regenerativo, Y = {Y(t),t =0), mediante el estudio del proceso ¿3de renovación Markoviana encajado, (Q, q). Es conveniente clasificar los estados de la cadena de Markovencajada, Q = {Q7,, n ~ O}, haciendo uso de criterios basados en tendencias medias o, en otros termínos
en la teoría de funciones de Lyapunov. Los principales resultados de esta teoría pueden ser encontrados ¿3en Foster (1953), Sennott y otros (1983) y Tweedie (1975).
La técnica usada en el estudio de la distribución límite del proceso Y, en la sección 3.3, ha sido
el método de la variable suplementaria (ver Cox (1955)), empleado por primera vez en un sistema de ¿3
colas con reintentos por Keilson y otros (1968). La inclusión de la variable aleatoria ¿(t) en el proceso
no Markoviano inicial Y permite trabajar con el proceso Markoviano X = {X(t), t =0} y deducir ex-
presiones para la funciones generatrices P~(z), i E {O, 1), asociadas a las sucesiones parciales {P¡s1s=o, ¿3e {O, 1). En el caso ci > ~ y pi > O, la aparición en (3.3.16>-(3.3.18) de la raíz 2 de la función g en
el punto (w, x) = (0, 1), imposibilita la derivación de fórmulas cerradas para las transformadas P~(z),
E {O, l}. Siguiendo a ‘Takács (1962) se ha propuesto una breve demostración para eí Lema 3.3.1 ha- ¿3ciendo uso del Teorema de Rouché.
El método usado en la computación de la distribución límite {PIJ}(¡5)66, cuando el flujo de llegadas
originales es un proceso Markoviano con intensidades dependientes del estado del sistema, está inspirado ¿3
en los métodos algorítmicos desarrollados por de Kok (1984), posteriormente extendidos a sistemas de
colas con reintentos más generales por Artalejo (1994) y Schellhaas (1986). En Tijms (1994) (capítulo
4) y Wolff (1989) (capítulo II) pueden encontrarse síntesis de los algoritmos, los métodos aproximados y
silas cotas más usuales para un buen número de sistemas de colas, así como ejemplos numéricos ilustrandolo procedimientos ex uestos. En los estudios pr cedent s la estru tura matricial de tipo A /G/l era
preservada. La derivación del esquema recursivo propuesto en la sección 3.4 está basada en la teoría de ¿3procesos regenerativos (ver Sigman y Wolff (1993) y Stidham (1972)). El argumento fundamental consisteen analizar el número de transiciones entre diferentes conjuntos de estados durante un ciclo de regene-
ración y en el posterior uso de la propiedad PASTA (ver Wolff (1982)) para expresar sus valores medios.
La experiencia numérica permite validar el esquema recursivo como un procedimiento numéricamente ¿3estable para computar la distribución límite {Pis}(¡J)6g de sistemas Al/G/1/1<, 1< < oc con reintentos
(a +jpi, j =1) y proceso de Poisson de llegada de desastres (6 > 0). La implementación de este esquema
recursívo se ha realizado en FORTRAN77 (versión 5.1). ¿3
En Fajín y Fricker (1991) se dió un importante avance en el análisis del tiempo virtual de espera en el
sistema M/C/1 con política clásica de reintento y disciplina aleatoria de acceso desde la órbita al servicio. ¿3Su técnica ha sido posteriormente empleada en modelos más generales (ver, por ejemplo, Choi y otros(1993)). En su derivación es fundamental el método de las marcas colectivas. En el capítulo 7 del libro de
Kleinrock (1975) puede encontrarse una elegante descripción de las dos operaciones involucradas en esta
técnica: la ‘marca’ de los clientes; y la observación de los procesos de Foisson de llegada de ‘catástrofes’. ¿3
Como se observa en la sección 3.5, el estudio de la distribución del tiempo de permanencia, W, en el
sistema Al/G/1 con reintentos (ci + jpi, j =1) y mecanismo de aclarado, queda reducido al estudio de
la distribución del tiempo de permanencia, W, en el correspondiente modelo en ausencia de desastres. ¿3Los argumentos dados en Falin y Ericker (1991) deben ser profundamente modificados cuando se asume
la disciplina FCFS para el acceso de clientes desde la órbita al servicio. Debe notarse que el sistema de
ecuaciones diferenciales (3.5.19) contiene toda la información necesaria para determinar la transformada
de Laplace-Stieltjes de W, cuando Afií < 1 — A6~~/(A + ci). La solución en el caso ci > O y pi = O es ¿3
sencilla; por contra, si se asume que a =O y pi > O, la computación efectiva de la transformada implica
¿3
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un tremendo esfuerzo algebraico y la solución final resulta extremadamente compleja.
La sección 3.6 recoge el análisis de las principales características del período de ocupación del sis-
tema mediante el cálculo de las transformadas ~ w, z, y) y ~a(9, 9, x, y). El método analítico que
permite calcular las transformadas d4(9,w, x,y), lv =1, está inspirado en Falin (1990). La interpretacíon
de la matriz Al como un operador lineal acotado sobre el espacio de Banach (100,11.1100) se apoya en
resultados expuestos en Ash (1972) y Griffel (1981). El cálculo de 4’d(O, O, x,y) es equivalente al es-
tudio del sistema Al/G/1 con reintentos (ci + jpi, 5 =1) en régimen no estacionario. Argumentos
paralelos a los empleados para deducir (3.6.12) pueden ser usados para derivar la expresión matricial
$d(9,O,x,y) = Al(9,x,y)4’d(O,O,x,y) +Ñ(O,x,y), donde ~$~d(O,O,x,y)=
Al(O, z, y) es construida de la forma usual y Ñ(9, x, y) tiene todos los elementos no nulos. La naturaleza
del vector Ñ imposibilita el cálculo de shd(9, 9, x, y) mediante la aplicación del método analítico utilizado
para determinar c,b~(O, w, x, y). La línea seguida en Falin (1979) muestra la existencia de un procedimiento
alternativo de cálculo de ~j(O,w, x, y), basado en el método de las marcas colectivas, donde tampoco es
posible distinguir entre las variables L
0 y L1. La complejidad de las expresiones del Teorema 3.6.1
impide deducir los momentos de las variables (L0,Li, N1, Nd) mediante derivación. Alternativamente, la
teoría de los procesos regenerativos es la clave para obtener algunos valores medios dados en el Corolario
3.61. Posteriores trabajos pueden orientarse hacia el estudio de la distribución de la cantidad de trabajo
inacabado U(t). El análisis del sistema Al/G/1 con línea de espera y desastres ha sido realizado recien-
temente por 3am y Sigman (1996).
A continuación se ofrecen algunos comentarios relativos al sistema de colas Al/Al/U con disciplina
lineal de reintento y mecanismo de aclarado general.
La existencia de la distribución límite del proceso regenerativo Y = {Y(t), t =01, en la sección 3.7.1,
ha sido asegurada con la ayuda de los resultados del capítulo 9 de Qinlar (1975). El estudio de las proba-
bilidades límite {PIJ}(I,5) E £ se reduce al análisis de la distribución dependiente del tiempo del proceso
Y = {i}t), t = 0]> La aplicación del método de las marcas colectivas al análisis de la distribución en
régimen transitorio del vector (Ó(t) tZ?(t), ¿(t), 1(t)), cuando Ib > t está inspirada en el trabajo de Falin
(1979).
Las observaciones recogidas en el Apéndice 3.13 reducen el estudio de E[rOL] y E[L] al estudio del
periodo de ocupación en el correspondiente sistema en ausencia de desastres.
La versión 2.2 de Mathematica (ver Castillo y otros (1994) y Ellis y Lodi (1990)) há permitido ilustrar
gráficamente el presente capítulo.
Los artículos publicados recientemente sobre modelos de colas con desastres (ver Chao (1995) y 3am
y Sigman (1996)) no mencionan la literatura existente sobre sistemas de aclarado estocástico (ver Kim
y Seila (1993), Stidham (1977) y sus referencias), aunque la relación entre ellos es! obvia. De hecho,
los sistemas de colas con llegadas negativas y con desastres pueden ser englobados eñ un mismo grupo.
En particular, los conceptos de llegada negativa y de desastre pueden ser generalizados permitiendo que
una llegada negativa destruya una cantidad aleatoria de trabajo, que no necesariamente corresponda al
trabajo asociado a un número entero de clientes. Posiblemente la variable U(t) de~crita en la sección
3.6 pueda ser estudiada, en términos de ecuaciones de Wiener-Hop~ siguiendo el método propuesto por
Boucherie y Boxma (1995) para el sistema Al/G/1 con línea de espera. Una posible variante de los
sistemas de colas analizados consiste en expulsar a un número aleatorio de clientes en los instantes de
1
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finalización del servicio. El análisis de la distribución límite del sistema Al/G/1 con este tipo de estrategia
de expulsión puede encontrarse en Bayer y Boxma (1995). J
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APENDICE 3
Apéndice 3.A. Existencia de la distribución límite del proceso Y.
En este apéndice se demuestra que las probabilidades límite del proceso Y existen y son positivas
cuando la cadena de Markov encajada Q es ergódica.
En primer lugar se propone la definición de función integrable .Riemann en sentido directo. Sea
9 IR4 .-. IR4 una función acotada sobre intervalos finitos. Para cada 1’> 0 se definen los valores
= inf{g(t), vi8 =t < (vi + 1)b}, vi > O
y~’(n) = sup{g(t), nb ~ t < (vi + 1)61, vi > 0.
Adicionalmente, se denotan
00 00
c4=b>3y(n) y c4’=b>3 y~’ (vi).
n0 n0
Se dice que la función g es integrable Riemann en sentido directo si y sólo si a~ <oc, ó~’ <oc, para cada
8> 0, y limw....o(c4’ — u~) = O.
Para asegurar que existe la distribución límite del proceso Y cuando la cadena de Markov enca-
jada Q es ergódica (ver el Teorema 9.6.12 de Qinlar (1975)), es necesario comprobar que la función
—~* Kg(Q,j), (lv,l)), para (1,5), (lv,l) EL, es integrable Riemann en sentido directo.’ Para cada estado
(1,5) E E, se denotan Pu 5)(ni > t) = P(qí > t/Y(0) = (1,5)) y E(IJ)[ní] = E[~í/Y(0) = (1,5)]. En-
tonces, la función t —.* P~¿,
5~(q1 > t) es monótona decreciente y f¿” P«,s>(rn > t)dt t= E<1,54ij1] < oc,
cuando 6 > 0. Dado que K*((i, 5), (lv, 1)) < .P(I,s)(huí > t) y K~((i, 5), (lv,!)) es integrable Riemann se
deduce que la función K~((i, 5), (lv, 1)) es integrable Riemann en sentido directo, para cada (1, 5), (lv, 1) E E.
Entonces, en virtud del Teorema 9.6.12 de Qinlar (1975), se concluye que la ergodicidad de la cadena
de Markov encajada Q implica la existencia de distribución límite del proceso Y.
Apéndice 3.B. Distribución del mínimo de dos variables aleatorias independientes. Aplicación al
tiempo de permanencia en el sistema.
En este apéndice se estudia la distribución del mínimo entre dos variables aleatoriás independientes y
continuas, cuando una de ellas no es necesariamente una variable aleatoria propia. Como aplicación, se
deducen las expresiones (3.5.1)-(3.5.7) relativas al tiempo de permanencia W cuando1el sistema M/G/1
con disciplina lineal de reintento es ergódico.
Se considera la variable aleatoria no negativa X, cuya distribución viene dada pot
P(X> x) = P00 + (1— J’0o)j f(u)du, x E (0, oc), (3.B.1)
si
si
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donde 1% = P(X = oc) y (1 — P00)f(x) representa la densidad asociada al punto x. Análogamente, sea ¿3Y una variable aleatoria propia, no negativa, con distribución
¡‘(Y > a,~ = ¡ g(u)du, x 6 (0, oc). (3.B.2) ¿3
Se define la variable U = min(X, Y). Entonces, U es una variable aleatoria continua con función de
densidad h(x) dada por ¿3
h(z) = g(x) ~ + (1— P00) ¡ f(u)du) +f(x)(1 — it) ¡ g(u)du. (3 B 3)
Además, se tienen ¿3
P(U = Y) = ¡‘a, + (1— Pa,)¡ P(Y < u)f(u)du, (3.B.4) ¿3
x) = 1 — (¡‘co + (1— Pa,)¡ f(u)du) ¡ g(u)du. (3.13.5)
Si se asume que g(x) = 6e
6X, x > 0, 6 > 0, entonces una simple particularización de las expresiones
(3.B.3)-(3.B.5) conduce a ¿3
h(x) = 6e~X (¡‘co + (1— ¡‘00) ¡ f(u)du) + ehXf(x)(1 — Pa,), x 6 (0, oc), (3.13.6)
P(U = Y) = Pa, + (1— ¡‘00) ¡(1— C6~)f(u)du, (3 137) ¿3
P(U=x)= 1—e~ (P~+(1—P
00)j f(u)du) , rE (0,oc). (3.138) ¿3
A partir de (3.B.6) se deduce que la transformada de Laplace-Stieltjes de U es
= (9+ 6)’ (6+ (1— Pa,)0¡ e96+óWf(x>dx) (389)
A continuación se particularizan las fórmulas anteriores al caso de la variable W. Para ello, se asume ¿3
la ergodicidad del sistema Al/G/1 con disciplina lineal de reintento en ausencia de desastres (6 = O). Si
se satisface la condición A/3~ < 1 — A60~/(A + ci), entonces, W < +oc casi seguro. Entonces, se deducen
silas siguientes relaciones
h(x) = 6CSXP(W > x) + eSxfw(x), rE (0,oc), (3.13.10)
P(W =Z) = 1— ¡3(6), (3.13.11)
siE[eOW] = 0,3(9 + 6) ±6O + 6 (3.13.12)
¿3
¿3
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siendo f~(x) la función de densidad de W.
Entonces, las expresiones (3.5.1)-(3.5.7) son consecuencia de (3.B.10)-(3.B.12).
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