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Abstract 
Dieci, L., On the decoupling of dichotomic linear Hamiltonians. Considerations on integrating symmetric 
differential Riccati equations, Journal of Computational and Applied Mathematics 45 (1993) 47-63. 
The main purpose of this paper is to analyze some questions related to the decoupling of a class of linear 
Hamiltonian systems such as those of optimal control applications. We call these systems dichotomic 
Hamiltonian systems. We are thus led rather naturally to consider the numerical integration of symmetric 
differential Riccati equations (SDRES). We first briefly consider general time-dependent transformations for 
linear Hamiltonians and then the SDRE: our goal is to understand which integration schemes are well suited 
for this equation. It is natural to suspect that so-called symplectic schemes should be good candidates. 
However - possibly contrary to intuition - we will see that the SDRE is not generally a Hamiltonian system. 
By looking at which properties an integration scheme for the SDRE should have, we realize that, among many 
of the known schemes, the best suited seems to be the simple backward Euler. Similar results are obtained for 
the integration of the symmetric Lyapunov equation. We also discuss the interpolation problem for the 
computed solution, and the solution procedure with Newton’s method for the nonlinear discrete systems; we 
show that Newton’s method is a fully symplectic algorithm for our problem, that is, it can be interpreted as a 
chain of symplectic transformations on a constant Hamiltonian matrix. Finally, we briefly discuss implementa- 
tion aspects, other choices, and extensions of the results herein. 
Keywords: Dichotomic linear Hamiltonian systems; Riccati and Lyapunov equations; numerical integration. 
1. Introduction 
In this work we are interested in trying to use in the Hamiltonian context well-known 
decoupling ideas which have proven fruitful in the non-Hamiltonian setting. The usual 
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difficulty of performing the decoupling effectively and efficiently is compounded here by the 
need to preserve the invariants of the Hamiltonian system. We will restrict our attention to 
linear time-dependent Hamiltonians of a particular type, for which the Riccati transformation 
is the natural choice as a decoupler. The question then becomes how to properly integrate the 
decoupler equation. In principle, the results of this paper are valid both for IVPs and BVPs, 
but our interest originates in a class of BVPs arising in optimal control applications. 
So, consider the linear dynamical system 
(1 .la) 
where all vectors are in [w”, the matrices are time-dependent IZ x II matrices and A,, =AT2, 
A,, =A:,. System (l.la> is usually equipped with initial or two-point boundary conditions, the 
latter being the case in which we are interested. Specifically, we consider 
%x(O) +&p(0) = b,, &,x(T) +&p(T) = b,, (l.lb) 
with -B1>lB,, > 0 (conditions on B2i, B,, are specified later). Throughout this work, the 
notation R > 0 ( > 0) indicates a symmetric positive (semijdefinite matrix, similarly for negative 
(semijdefinite matrices. 
Typically, such a problem occurs after linearization of a Hamiltonian system (see below), but 
also directly, as in the solution of the optimal regulator problem or the nonsingular optimal 
observer problem. There are strong ties between the optimal control setting and the framework 
of classical mechanics, and adopting the latter viewpoint often renders more transparent what 
is involved. For completeness, let us recall the optimal regulator problem. 
Definition 1.1 (Kwakernaak and Sivan [S]). Consider the time-dependent system i = F(t)x(t) + 
G(tMt), ~(0) = x0 and the quadratic criterion 
jUT[~‘(t)Rl(+(f) + ~~(t)&(t)u(f)] dt +xT(T)f’,x(T), 
with P, > 0, R, 2 0 and R, > 0, Vt E [O, T]. Finding the optimal control u*(t) which minimizes 
the criterion is called the linear optimal regulator problem. 
Following the exposition in [S], this problem has a unique solution u*(t) expressible as 
u*(t) = -R;‘(t>GT(t>p(t>, where p(t) and x(t) solve the TPBVP (two-point boundary value 
problem) 
-G(t)R;‘(t)GT(t) 
-FT(t) 
(1.2a) 
x(O) =x0, p(T) -Q(T) = 0. (1.2b) 
Clearly, the change of variable t + T - t in (1.2) gives the system (l.la), with A,, > 0, A,, & 0, 
h, = h, = 0, and boundary conditions 
J+(O) -P(O) = 0, x(T) =x0. (1.2c) 
Definition 1.2. We call the matrix 
(1.3) 
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the standard symplectic matrix. A possibly time-dependent matrix A E [W2nx2n is called Humil- 
tonian if JA = (&I>=, Vt. Thus, A must have the form as in (l.la), 
Lemma 1.3. The dynamical system (l.la) is a linear Hamiltonian system. 
Proof. Consider 
y(t) = x(t) ! I p(t) E P, 
and the time-dependent function H(y, t) : R*” + R: 
H = f( -xTA29 +x=A;,p +p=A,,x+p=A,,p) +p’h, -xTh2. 
It is immediate to verify that 
aH aH 
i_=- * 
dP ’ p= -ax* 
0 
(l-4) 
Remarks. (1) In case h, = h, = 0, we can more compactly rewrite the Hamiltonian as 
H = ;( -JAY, y) = +(A& y), x(t) = -&I(t), (1.5) 
where ( a, . > is the usual Euclidean scalar product. Thus we have that z(t) = A’T( t) and 
H = iyTAj is in the standard form of a quadratic Hamiltonian [2]. 
(2) If we had a nonlinear Hamiltonian system to start with, clearly a quasilinearization 
procedure gives us (l.la) for the corrections. 
Motivated by the control setting, in this work we make the following assumption: 
A,, > 0, A,, > 0, Vt E [0, T]. (1.6) 
Also, for simplicity, we let h, = h, = 0 hereafter; this is not a real restriction for our purposes. 
But, the assumption (1.6) rules out many very important systems, for example the simple 
harmonic oscillator. 
For a Hamiltonian matrix A E KY*” x2n satisfying (1.61, the following properties, which will be 
useful later on, are often satisfied in practical control applications (the notation for stabilizabil- 
ity and detectability is usually phrased for Re A > 0, but our notation reflects the change 
t + T - t in (1.2a)). 
Definition 1.4. Given a Hamiltonian system matrix A E LQ2nx2n (possibly A(t)>, the pair 
(A,,, A,,) is (pointwise) controllable if ranHA,,, AllAl*, . . . ,(All)n-1A12] = n, the pair 
(A,,, A,,) is (pointwise) observable if (AT,, A,,) is controllable. When A,, = BBT > 0, A,, = 
CTC > 0 (for each given t), we say that the pair (A,,, B) is (pointwise) stabilizable if 
“whenever T w A,, = AJV=, w # 0, Re A < 0, then wTB # OT”, the pair (A,,, C) is (pointwise) 
detectable if (AT,, CT> is (pointwise) stabilizable. 
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Example. Consider the system matrix 
/ 
4 tan t 0 0 
A(t) = co;*l 
-; cot t 0 
0 -t tan t 
0 sin2 t 0 
7 t E [ 6, $7~ - 61, 6 > 0, small. 
(1.7) 
Clearly (1.7) is Hamiltonian. Also 0 <A,, = c&j2 = BBT, B = (,” !i’) and 
O<A2,=(&J2=CTC, c=(“Oi t siz J.
The eigenvalues of A,,(t) are h,(t) = i tan t > 0 and h2(t) = - 
thus wTAil = h2wT, A,,wT = h,w. Since wTB = (0, 1) # (0, 01, the 
able. Since 
cw = si,o f z 0, ( i 
the system is also (pointwise) detectable. The system is pointwise 
controllable. 
5 cot t < 0. Take w = (y) and 
system is (pointwise) stabiliz- 
observable, but not pointwise 
When (1.6) holds and A(t) is both pointwise stabilizable and detectable, we are guaranteed 
that all eigenvalues of A(t) have nonzero real parts. In the autonomous case, this is equivalent 
to having an exponentially dichotomic solution space for the system (1.1). In the general case, 
this is not guaranteed. However, since the problem is assumed well-conditioned and the final 
time T is usually very large, it is quite reasonable to think of the solution space as exponentially 
dichotomic. Although it is not necessary here to explicitly reiterate what this condition is (e.g., 
see [3]), this fact provides the underlying motivation for attempting to decouple the increasing 
and decreasing solution components of the problem. This viewpoint was also adopted in the 
related work [6]. 
Some of the best-known results in classical mechanics (see [2]) tell us that the phase-flow of a 
Hamiltonian system possesses a number of invariants (for example, the phase-volume; this is 
Liouville’s theorem). For this reason, if we integrate numerically a Hamiltonian system, it is 
desirable to use schemes which “preserve as much as possible” the invariants of the original 
Hamiltonian system. This has led researchers to study so-called symplectic schemes for 
initial-value Hamiltonian problems (notably [7,10,13]). Among the known schemes, the class of 
implicit Runge-Kutta schemes based on collocation at Gaussian points has been detected as a 
very well-suited one. These, of course, have enjoyed considerable popularity for a long time in 
other than the Hamiltonian setting, especially in the BVP context (e.g., see [3]). 
As an alternative to a direct discretization, we might try to first transform the system to a 
simplified structure, and then integrate the simplified system. For a general dichotomic linear 
system, the decoupling principle has proven very useful both for improved understanding and 
as a computational tool for transforming the system to one with better stability characteristics. 
In this work, we are interested in studying some aspects which arise when we try to decouple 
dichotomic Hamiltonian systems. Of course, the general motivation is still valid, in particular as 
L. Dieci / Dichotomic linear Hamiltonian systems 51 
related to improving the stability of the integration; hence we will not reconsider this aspect. 
However, new difficulties arise because care must now be exercised as to how to numerically 
integrate the decoupler equation, as otherwise we might destroy some of the relevant structure, 
and in turn obtain unreliable answers. 
2. Transformations for Hamiltonian systems 
In this section, we briefly review some known facts for Hamiltonian systems, and then 
consider a decoupling procedure suited for our class of dichotomic Hamiltonian systems. 
Naturally, if we transform a Hamiltonian system, the transformed Hamiltonian should have 
kept the invariants of the original Hamiltonian. Changes of variables preserving the invariants 
of the original Hamiltonian phase flow are known as canonical [2]. For the linear Hamiltonian 
(l.la), it seems convenient to restrict to only linear canonical transformations; these are called 
symplectic transformations. 
Definition 2.1. The space R2” (time-dependent or not) with coordinates (G) and the anti-scalar 
product [t, 111 = (Js, q) is called the (standard) symplectic manifold. Here ( * , * ) is the usual 
scalar product, J is given in (1.3) and 6, q E R2”. Also, a linear transformation S (possibly 
time-dependent) of the symplectic manifold into itself is called symplectic if it preserves the 
anti-scalar product: [St, Sq] = [&, ~1, Vt. 
The determinant of a symplectic transformation is 1, and these transformations form a 
multiplicative group. It is clear that a necessary and sufficient condition for S to be symplectic 
is that 
STJS = J, ‘dt. (2.1) 
A general known property of canonical transformations is that they preserve the canonical 
form of the Hamilton equations. For linear Hamiltonian and symplectic transformations, we 
explicitly have the following lemma. 
Lemma 2.2. Transforming the linear system (l.la> by a symplectic transformation gives the linear 
Hamiltonian system (2.2) below. 
Proof. Let y = (s) and w = Sy. Therefore, we have 
P-2) vi =Aw, /i= SAS-’ + $S-‘. 
We need to verity that JA’ = ( JAjT. Since A is Hamiltonian, we have 
J,$LIS-~=,‘-~S~JS'S-~ =S-T(JA)S-'=s-TAT~Ts-' 
=s-TATsT S-T T ( J S-‘) = S-TATSTJT. 
Also, we have that the matrix J,%!-’ is always a symmetric matrix; in fact, by differentiating the 
equality JS = SPTJ, we obtain Ji = -S-TjTS-TJ and so J&!-’ = -S-T,$TS-TJS-l, but 
SPTJSP1 = J= -JT and so J&Y-’ = SeTiTJT. Therefore Ji= (JxjT. 0 
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Remark. Notice that the converse of this lemma is not true. There exist linear transformations 
preserving Hamiltonian structure that are not symplectic. For example, 
s= i 0 1 1 21 0 
I 0 
or S= o I. ( 1 
In these cases, preservation of the invariants is thus not generally guaranteed. 
Example. It is easy to verify that the following (whether time-dependent or constant) are all 
symplectic transformations (all blocks are II X n). They are used later on. 
Riccati type : 
s=(_> y), X=XT, s=(; _r), Y=YT. 
Block-diagonal and orthogonal: 
S= S=Q= , QTQ =I,,. 
Householder and Givens orthogonal: 
2UUT 
3 Q, =I- UTU ’ 
Q= ( TX t), r=diag(l,..., l,y, l,..., l), 
2 =diag(O ,..., 0, CT, 0 ,..., 0), y2+c2= 1. 
General type : 
s Sl2 
s= sll ( 1 s ) q$,l = S,T1S,l, Gs,, = s&922 7 s&2 - $$l, = 1. 21 22 
Next, we consider the Riccati transformation (2.3a). The change of variables 
(;) = (_‘x F)(i), x=i, p=$+xx, 
leads to the transformed Hamiltonian system i 
ii I All +42X 42 
i 
= 
3 -X-~411 +A,, -~A,,x-~;,x -x4,,-A;, ii I jj ’ 
(2.3a, b) 
(2.3c, d) 
(2.3e) 
(2.3f) 
(2.W 
(2.4) 
(2.5) 
which can be seen as arising from the transformed Hamiltonian function (see (1.41, (1.5)) 
K(& fi, t) = [I-I+, p, t)] + gi3%, (2.6) 
where the old Hamiltonian must be evaluated for x = 2, p = @ + XC; that is, 
aK 
i=- 2 
aK 
a$ ’ 
p=-Tg. 
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Of course, since the above transformation is canonical, it is known that we must have 
K(x’, j, t) = H(x, p, t) + &Y/at. The main purpose of a canonical transformation is to reduce 
the Hamiltonian to a simplified form. For the above type of change of variables, we must satisfy 
the Hamilton-Jacobi equation 
(2.7) 
This is a PDE which for us reads 
$rTxi + ix’( -A,, +A;,X+XA,, +xA,,x)x= 0 
or 
X=A2r -A;,X-X4,, -XA,,X=:F(X, t), (2.8a) 
which is the symmetric differential Riccati equation (SDRE) we actually set up to study. From 
the boundary conditions (l.lb), we take as initial conditions for (2.8a), 
X(0) = -B,‘B,,, (2.8b) 
which become X(0) = P,, from (1.2~1, for the regulator problem. 
Remark. One could have also directly derived the Hamilton-Jacobi equation from the original 
variational formulation of the optimal regulator [l]. 
If X(t) satisfies (2.71, the system (2.41, with associated transformed boundary conditions, 
becomes block upper triangular. Of course, that is if the SDRE has a unique bounded solution. 
This is the case for us, because of the following basic result [12]. 
Theorem 2.3. If A,,(t) > 0, A,,(t) > 0, and X(O) > 0 ( > 01, then the SDRE has the solution 
X(t) a 0 (> 01, vt E [O, T]. 
Variants of the above result exist if A,, > 0 and A,, > 0, or if both of them and X(0) are 
negative (semildefinite. 
Let us assume, for the moment, that we have the exact X(t). 
For the regulator problem, the particular structure of the boundary conditions (1.2~) allows 
for an immediate decoupling of the transformed variables, since the 6 system has the 
identically zero solution. Thus, in this case, we can integrate the x system and p(t) =X(t)x(t) 
can be used in the formula for the optimal control u*(t); furthermore, the values of the 
quadratic criterion for such u*(t), with 1,’ replacing /c in Definition 1.1, become simply 
xT(t>X(t>x(t>. 
In the general case, we can further bring the system to block-diagonal structure via another 
Riccati transformation of the type (2.3b): (6 -’ I 1. Reasoning as before, this gives the symmetric 
Lyupunou equation (SLE) 
Zi=A,, + (A,, +A,,X)Y+ Y(A,, +AIZX)T. (2.9) 
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From the transformed boundary conditions, we can obtain initial conditions for (2.9) as 
Y(T) = -(B,, +&X(T))-‘&, and we will usually have Y(T) G 0. In this case, also Y(t) G 0, 
Vt G T. The end result is a block-diagonal system for the transformed variables ($): 
(2.10) 
with boundary conditions B&(O) = b,, (B,, + B,,X(T))f(T) = b,. 
The reasoning can be adapted to an initial-value setting as well. In any case, the transformed 
systems are still Hamiltonian, and integration of the vector components would still recommend 
use of symplectic integrators. But it is interesting that for these block-diagonal inear Hamilto- 
nians there are simpler symplectic schemes than in the general linear case (see also [7]). For 
example, the following hybrid one-step method: 
for which the transition matrix from step i to step i + 1 is the block-diagonal symplectic matrix 
I I + hAll( tJ 0 0 1 (I+till(ti))-’ * 
From now on, we neglect the problem of integration of the vector components, and we focus 
on the problem of integrating the SDRE, and the simpler SLE. 
3. The SDRE 
The issue of numerically integrating DREs has recently been addressed in [6]. There, we 
showed that efficient implementations must maintain the matrix structure of the problem. The 
code DRESOL, for symmetric and unsymmetric DREs, was also presented in [6]. Here, we 
further elaborate on the issue of numerical integration of the SDRE. First, we formally show 
that the SDRE is not a Hamiltonian system. Then, we will discuss which properties the 
schemes for integrating the SDRE should have. Our conclusions can be briefly summarized as 
follows: (i) the SDRE is not a Hamiltonian system, (ii) the best suitable scheme we have found 
in our context is the implicit Euler scheme, (iii) the integration procedure with this scheme and 
Newton’s method to solve the nonlinear system is a fully symplectic algorithm, (iv) same 
conclusions are reached for integration of the SLE, hence for a full block-diagonalization of the 
system, (v) since the transformed systems are Hamiltonian, it seems that different integrators 
should be used for the decoupler equations and the decoupled vector components. 
The SDRE (2.6) is really the PDE (2.5) and as such heavily utilizes the coordinate structure 
of the phase space {(x, p)}. Since we are constrained to this coordinate structure, we will use 
the following definition. 
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Definition 3.1. A dynamical system j =f(t, y), f, y E [W2”, is a (reshuffled) Hamiltonian system 
if there exists a reordering of the variables y as (G), x(t), p(t) E R”, and a function H(x, p, t>, 
such that, for the same reordering, f is brought to the form 
aH 
I I 
-- 
aP 
We have the following lemma. 
Lemma 3.2. Consider the system y =f(t, y), y(t), f(t, y) E R2n, with f continuously differentiable 
in y. If the system is a reshuffled Hamiltonian one, then the Jacobian af/ay is similar to a 
Hamiltonian matrix, with similarity transformation given by a permutation matrix P. 
Proof. There exist a 
i I 
x 
permutation P, variables x and p and a function H(x, p, t) such that 
I ’ I -aH 
i 
II 
= P-ly, =P-lf(t, y) = ;; 
P i - 
, \ ax 
The Jacobian of this system is the matrix 
’ a ( aH’ a i q-&Y) pi-ap 
\ k(g) G(E) 
and it is immediate to verify that 
and M is a Hamiltonian matrix. Now, the Jacobian of f is J = (afi/ayj)i,j=,,,..,, and P-‘JP = M. 
0 
Theorem 3.3. The SDRE is not, generally, a Hamiltonian system. 
Proof. Obviously for general IZ we should not expect the SDRE (2.7) to be a Hamiltonian 
system (e.g., when n = 1 it cannot be). In general, we can apply the previous lemma. We have 
for the Jacobian of F, 
F’:Y+ - ( AT 11 +x412)y- Y(41+42X)* 
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Let B := -(AT, + XA,,). So, it suffices to study the SLE Y = BTY + YB =: G(t, Y), Y = YT, 
and show that this is not generally a linear Hamiltonian system. Explicitly we have (since 
Yij = Yji) 
k=l k=j+l k=l k=i+l 
Let us unroll the matrix G, using symmetry, as (G,, ,..., Gi,, G,, ,..., G,, ,..., G,_l,,_l, 
G n _ i II, G,JT, and the same for the matrix Y (we have $z<n + 1) entries). We obtain the block 
matrix B = (Bkl)k,l=l,n, where each B,, E Rn+l-k~n+l-‘. The explicit form of the blocks is as 
follows: 
’ 2bkk b 
. . . 
k+l,k 
b ‘. ’ k,k+l 
Bkk = . 
bkk + bk+l,k+l 
\ L b * k+l,n . . . 
and 
b nk \ 
b n,k+l 
, 
bkk ’ bnn ) 
0 ’ 
k -CL Bkj=BjT,, k>j. 
Regardless of any other considerations, the diagonal of this matrix is given by 
D = diag(2b,,, b,, + &, . . . , b,, + b,,, . . . ,2b,-l,n-1, bn-l,n-l + b,,, 2&J. 
Every similarity transformation by a permutation matrix brings diagonal elements into diagonal 
elements. If the system is a (reshuffled) Hamiltonian, then we should be able to bring D into 
the form D = diag(D,, -01> and this is clearly not generally possible. Then, the SLE, and the 
SDRE, are not Hamiltonian systems. 0 
Remarks. (1) The method of proof used above, to infer that the SDRE is not a Hamiltonian 
system, is also applicable to other systems of differential equations. 
(2) The above result must be interpreted as generic. It is possible that some SDREs be 
Hamiltonian systems, but this is not to be expected (e.g., X = 0, X E lQ3x3, X = XT, is a 
Hamiltonian system with H = constant, and it is a trivial SDRE). 
So, it does not seem necessary to use symplectic algorithms when integrating the SDRE 
(seemingly, they could still be used, just as they are for many non-Hamiltonian systems). 
Clearly, the solution of the SDRE (and of the SLE) should be rather accurate, otherwise we do 
not quite achieve a decoupled transformed system (we refer to [6] for error bounds caused by 
inexact solutions). However, we are interested here in qualitative properties of the solution, 
regardless of accuracy considerations. Theorem 2.3 detects which properties the computed 
solution of the SDRE, call it X,, should have. We must satisfy: 
(P1): x,=x& (Pz): x,20, Vt. (3.1) 
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Violating (Pi) would imply that the transformed (decoupled) system is not Hamiltonian. 
Violating (P,) could generally lead to a transformed system with different stability characteris- 
tics than the original one (e.g., we could have purely imaginary eigenvalues for the transformed 
system for given t, even though the original problem did not), and incorrect original variables. 
For the regulator problem, this could give us a totally wrong interpretation, since the values of 
the quadratic criterion ~~(t)X(t>~(t) must be nonnegative (positive). So, (P,) and (P,) must be 
preserved in order to have meaningful results. Guaranteeing (P,) is not a real difficulty, if the 
computation is arranged correctly. But (P,) is a harder property to preserve. 
We consider again a simple example. 
Example. Take the same matrix as in (1.71, except that the A,, block is now 
Then, A,, > 0, A,, > 0, the system is pointwise controllable, observable, stabilizable and 
detectable. Let 
X(S)=(co;6 O )>O. 
sin 6 
We know that there exists a unique X(t) > 0; it is immediate to check that 
X(t)qco;f O ), t+-6. 
sin t 
The right-hand side of (2.8a) is 
F(t, X)=X= -“(y t ,,“, J, ( 
and we observe that F is not definite. Let us take a constant stepsize h and perform one step 
of Fwd (forward) Euler and one step of Bwd (backward) Euler, from the value 7 to Z + h, 
assuming that X,(t) =X(t). We obtain 
cos t - h sin t 0 rwu cu1e1; AC(l t n) = 
;(a +kTJ 
1 sin t + h cos i ’ 
Bwd Euler: XC@ + h) = 
0 
a=tan(i+h)+ k, b = 4 cos2(t + h) + ;cos 9, 
c=cot(t+h)- ;, 
4 
d = 4 sin2(t + h) + hsin t 
(taking the appropriate of the four possible solutions for Bwd Euler). It is possible to check that 
both approximations are 0(h2> approximations to the exact X(? + h), but for Bwd Euler we 
have X&t + h) > 0, Vh, i + h G $r - 6, while for Fwd Euler we have X,(t + h) > 0 if and only 
if h < cot t, which could put an undesired restriction on h. 
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The problem observed in the above (artificial) example arises because we do not have any 
guarantee that F(t, X) > 0, even when X(t) is. This fact seems to exclude, in general, the use 
of explicit schemes for integrating the SDRE. The reason why there is no restriction on h for 
the Bwd Euler is better understood by using the framework developed in [61. There we saw that 
implicit schemes reduce the SDRE to an ARE (algebraic Riccati equation) on an underlying 
constant Hamiltonian matrix. Explicitly, the Bwd Euler step from ti to ti+l = ti + h, X,+l = Xi 
+ hF(ti+l, Xi+ 1>, can be rewritten as (matrix blocks are evaluated at ti+ 1> 
E(Xi+l) ‘= (Xi+hA*,) - (hA,, + ~I)TXi+l -Xj+l(hA,, + ~‘) -Xi+lhALZXi+l =O. 
(3.2) 
If we set 
then the Bwd Euler step can be interpreted as the symplectic transformation with S on the 
constant Hamiltonian matrix C. So doing, we can use the impressive array of results known for 
symmetric ARES to infer properties of the solution X,+l. Below, we use directly results from 
the ARE literature (see [9,11]) to obtain our main theorem. The proof is omitted as it amounts 
to a verification of the hypotheses for results on ARES. We simply point out that if Xi > 0, then 
C,, > 0; if A,, > 0, then C,, > 0, and observability, controllability, stabilizability and detectabil- 
ity are immediate for C (recall Definition 1.4). We also recall that a constant matrix is stable, 
by definition, iff all of its eigenvalues have negative real parts. Finally, we caution that almost 
all results on symmetric ARES are given in a different form than the one we use, but this is a 
simple effect of the original time-reversing change of variable we performed for the regulator 
problem, and it is a simple matter to formulate the known results in our notation. 
Theorem 3.4. Let all matrix blocks be evaluated at ti+l, and let Cl1 = C,, + C1*Xi+l. For the 
solution of the Bwd Euler step from ti to ti+ 1, we have: 
(i) if X, > 0, A,, > 0, then there exists a unique Xi+ 1 > 0, stabilizing - Cll; 
(ii) if Xi > 0, A,, > 0, A,, > 0, then there exists a unique X,+l > 0, stabilizing - Cll; 
(iii) if Xi > 0 and (A,,, 
-&. 
A,,) is controllable, then there exists a unique Xi+l > 0, stabilizing 
Now, let A,, = BBT. We also have: 
(iv) i3fXi > 0 and (A,,, B) stabilizable, then there exists a unique Xi+, > 0, stabilizing - C,,; 
(v> if Xi ;? 0, A,, > 0, and (A,,, B) stabilizable, then there exists a unique Xi+l > 0, 
stabilizing - C,,; 
(vi) ifX,>/O and (A,,, B) stabilizable, then there exists Xi+ 1 > 0, for which Re Ace,,> > 0. 
If we let hA,, +Xi = HTH, we also have: 
(vii) ifX,> 0, (A,,, B) t bl bl s a i iza e and (hA,, + $Z, H) detectable, then there exists a unique 
Xi+, > 0, stabilizing -Cll; 
(viii) if Xi > 0, (A,,, A,,) controllable and (hAI + +I, hA,, +Xi> observable, then there exists 
a unique Xi + 1 > 0, stabilizing -c’,,. 
Remarks. (1) Often, if we are willing to restrict h, conclusions similar to the above can be 
obtained, as our previous example shows. 
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(2) If JA(t) > 0, then it is known that X(t) is nonnegative and nondecreasing with respect to 
the partial ordering of nonnegative definite matrices [121: X(t,) &X(t,), t, > t, (i.e., X(t,> - 
X(t,) 2 0). Also if F(t, X) > 0, it is known that X(t) is nondecreasing. When X(t) satisfies 
such a monotonicity, many more schemes allow conclusions similar to those above [61, as long 
as the computed solution maintains such a monotonicity. For example, the result is true for the 
constant-coefficients Backward Differentiation Formulas (BDFs) of order 1,. . . ,6. However, 
without these additional (nontrivial) restrictions, we have not yet succeeded in finding other 
schemes guaranteeing that the computed approximation X, is definite. (We have checked this 
fact for many Runge-Kutta and multistep schemes.) It is our feeling that different, new, 
formulas will have to be found to obtain higher order, but this does not seem to be a trivial 
task. 
(3) Whether or not the assumptions of Theorem 3.4 be restrictive depends on the problem at 
hand. Our experience indicates that (i)-(vi) put only mild requirements on the original 
problem, and can be rather easily inferred; moreover, if (i)-(v) are verified for X0, then the 
solution procedure generates the correct behavior for the subsequent Xi’s. Conditions (vii) and 
(viii) are harder to guarantee and to verify. Similarly, conditions on the monotonicity of the 
computed solution are expensive to verify in practice. 
(4) For the SLE Y=A,, +i,,Y + YiT1, Y(T) < 0 (< 0), t < T, the situation is similar to that 
for the SDRE. Reasoning as before, use of Bwd Euler for the step from tj to ti+l = tj - h gives 
the algebraic Lyapunov equation (matrix blocks are evaluated at ti+l): 
(q - hAI,) - (hi,, + +I)y+l - q+,(ti,, + ;I)‘= 0. 
If (yi - &4,,) < 0 (< 0), it is well known (e.g., see [l])_ that Y+l < 0 (< 0) if and only if 
Re A(hA,, + +I) > 0. The good news is that hA,, + iI = Cir, and the computed solution of the 
SDRE for the cases (i)-(v) and (vii), (viii) of Theorem 3.4 is exactly the stabilizing one for 
-C,,. So, under these stated conditions we have proved the following theorem. 
Theorem 3.5. Bwd Euler guarantees that the computed solution of the SLE preserves Y, G 0 ( < 0). 
Again, it is not clear which other schemes achieve this, under similar circumstances. But, 
again, it is easy to verify that the constant-coefficients BDFs (order up to 6) guarantee such a 
result when the solution Y(t) verifies Y(t,) > Y(t,), t, 2 t,, and the discrete solution inherits 
such a monotonicity. 
(5) The bad news is that if we perform the integration of the vector components along with 
the decoupling equations (this is common practice), and use the Bwd Euler for the decoupling 
equations, we would be using nonsymplectic schemes for the transformed Hamiltonian systems. 
Thus, it appears that we should separate the integration of the decoupling equations from that 
of the vector components. 
(6) Notice that the above results for Bwd Euler do not require a constant stepsize, and in 
fact, in a practical situation, variable stepsizes will be used. 
A separate discussion is warranted for the (symplectic) implicit midpoint rule. This is given 
by (matrix blocks are evaluated at ti + ih) 
Xi+l =Xj + h(A,, -41 +Cxi+l +xi) - +(&+I +X,)All 
-+Cxi+l +&IA12 +(xi+l +xi))* (3.4) 
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We can look at this as well as an ARE for Xi+,; specifically, reasoning as above, we have the 
same symplectic transformation S as in (3.3), and the constant Hamiltonian matrix C: 
Again, the requirement of SVICS being block upper triangular gives (3.4). However, now, it is 
not clear whether or not the block C,, is even > 0, and thus it is not clear if X,+l will be 2 0 
under similar conditions of those of Theorem 3.4. Alternatively, we can look at (3.4) as an ARE 
for the matrix Y;,+i := $Xi+, + Xi>. In th is case, we have the following Hamiltonian matrix C 
and symplectic transformation S: 
Assumptions similar to those of Theorem 3.4 guarantee that Y;,+l is definite. This is interesting, 
but does not guarantee that X,+i is also definite. Even assuming that X0 > 0, the procedure is 
not self-validating (unlike the Bwd Euler method). In general, the key aspect which needs 
further attention is whether we can remove the requirement C,, 2 0 (simply maintaining 
C,, = C,‘,>, and still achieve a unique solution Xi+ 1 > 0. This does not seem possible from the 
known results on ARES, but if we had such a result, then many more schemes would guarantee 
that the computed solution of the SDRE be definite. 
Finally, there are two other points which we would like to address. 
(a) How to rebuild X,(t) (same story for x(t), of course> from knowledge of X,(ti), 
i=O ,...,N? 
(b) How to solve the ARE (3.2)? 
Point (a) is important since we still need to integrate the vector components. We must 
guarantee that the continuous representation X,(t) still satisfies X,(t) > 0, Vt E [0, T], if (as 
we assume> Xc(ti) > 0, i = 0,. . . , N. In case we have used the Bwd Euler scheme to obtain 
X,(ti), the most reasonable (and simplest) choice for an interpolant preserving such a mono- 
tonicity is a piecewise linear interpolant: 
, 
Xc(t> =Xc(ti> + 
t - ti 
t. _ t, (Xc(ti+l) -Xc(ti))~ ti G t G ti+l* (3.7) 
r+l I 
In fact, 
yTXc(t)y = l- ( t~~;:li)YTX,oy + ti~~:tiYTX,k+,)r 2 0, VY + 0. 
For the point (b), we must guarantee that the chosen solution procedure for the ARE (3.2) 
delivers the solution X,+r of Theorem 3.4. In general, this is not trivial, as we know that there 
are several solutions to the same ARE; the one we want is the one identified in the theorem, 
say the nonnegative definite, stabilizing -c”,,. Also, we must not forget that the underlying 
matrix C of the ARE is a Hamiltonian matrix, and the solution algorithm for the ARE must 
take this into account. Otherwise, we could - once more - obtain untrustworthy answers (see 
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[4,11]) and possibly alter the eigenstructure of the transformed Hamiltonian. In the ARE 
literature, so-called symplectic algorithms have been devised to obtain the relevant invariant 
subspace of C (that is, these algorithms only employ symplectic transformations to eigendecom- 
pose C), from which it is easy to obtain the solution of the ARE (see [4]). However, we favor 
the use of Newton’s method to solve (3.2) for X,+i. This is 
k=O,..., X/tjl given. P-8) 
The Sylvester equation (3.8) is solved via the Bartels-Stewart algorithm, in the standard way; 
that is, the block Cl:) := C,, + C,,X/:{ is brought to Schur form with an orthogonal matrix U,, 
and the resulting “triangular” system is then easily solved. Using the framework developed in 
[5], we can interpret Newton’s method as a chain of symplectic transformations (of Riccati type) 
on the Hamiltonian matrix C in order to bring it to block upper triangular form: 
where the Newton’s iteration (3.8) must now be interpreted in terms of the Newton’s correction 
&y!k+l) :=xi(:;l) -xi(tk’l, I+1 (qp’)‘sx~+ 1 k+ 1) + 8~;:; “c,cf) = $ x,C’G ( r+l)* 
The Bartels-Stewart algorithm as well can be interpreted in terms of orthogonal symplectic 
transformations on C. This can be seen as follows. Let 
~Z!$, := ,7$$ - Z!(i 1) = ~‘&Ql~. 
be the transformed Newton’s correction; then, the Newton’s step from Cck) to Cc&+‘) can be 
interpreted as 
Now, notice that all of the above are symplectic transformations (recall (2.3)). Thus, altogether, 
we have obtained the following result. 
Theorem 3.6. Newton’s method coupled with the Bartels-Stewart algorithm to solve the ARE (3.2) 
is a symplectic algorithm. That is, the Newton iteration process can be interpreted as a chain of 
symplectic tranformations on the Hamiltonian matrix C. 
The convergence behavior, however, will depend on the initial guess. If we use the Bwd 
Euler method, this is given by the Fwd Euler step (thus, we are able to estimate the local 
truncation error in the usual fashion). If convergence occurs to a solution of the ARE different 
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from the sought stabilizing Xi+ r, we can use a result in [5] to recover the desired solution at 
essentially no extra cost; of course, in this case, the local truncation error estimate will likely 
induce a refusal of the current step. As a matter of fact, this procedure just outlined is proving 
successful in our computational experiments to avoid the so-called “superstability” occurrences 
when integrating SDREs (on this, see [6], where a different strategy to avoid superstability was 
also presented). 
From the practical side, to be on safe ground, we can use the solver DRESOL presented in 
[6], by restricting the order of the schemes to be 1. In this way, we realize the program 
presented in this paper for the integration of SDREs. 
4. Conclusions 
We have considered the decoupling of dichotomic linear Hamiltonian systems. This has led 
us very naturally to study the integration of symmetric differential Riccati (and Lyapunov) 
equations. We have shown that these equations are not, generically, Hamiltonian systems. For 
the direct integration of these equations, we have detected the simple backward Euler scheme 
as a good choice. That is, under rather mild assumptions, this scheme preserves at the discrete 
level the relevant properties of the analytic solution; in our case, (semi)positive definiteness. 
Also the constant-coefficients BDFs are a good choice, in the case in which the computed 
solutions form a nondecreasing sequence with respect to the partial ordering of nonnegative 
definite matrices. We have also discussed the “interpolation problem”, that is, how to 
represent the computed solution between grid points. We have found that a piecewise linear 
interpolant preserves definiteness of the solution. Finally, we have discussed the solution 
process for the resulting algebraic equation, and we have shown that Newton’s method is a 
symplectic algorithm. Thus, the resulting procedure is entirely symplectic. 
The search for higher-order schemes is clearly a priority. Apparently, none of the most 
popular schemes are well-suited for integrating the SDRE. We plan to look into this issue in 
the future. 
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