Amino acid sequence portrays most intrinsic form of a protein and expresses primary structure of protein. The order of amino acids in a sequence enables a protein to acquire a particular stable conformation that is responsible for the functions of the protein. This relationship between a sequence and its function motivates the need to analyse the sequences for predicting protein functions. Early generation computational methods using BLAST, FASTA, etc. perform function transfer based on sequence similarity with existing databases and are computationally slow. Although machine learning based approaches are fast, they fail to perform well for long protein sequences (i.e., protein sequences with more than 300 amino acid residues). In this paper, we introduce a novel method for construction of two separate feature sets for protein sequences based on analysis of 1) single fixed-sized segments and 2) multi-sized segments, using bi-directional long short-term memory network. Further, model based on proposed feature set is combined with the state of the art Multi-lable Linear Discriminant Analysis (MLDA) features based model to improve the accuracy. Extensive evaluations using separate datasets for biological processes and molecular functions demonstrate promising results for both single-sized and multi-sized segments based feature sets. While former showed an improvement of +3.37% and +5.48%, the latter produces an improvement of +5.38% and +8.00% respectively for two datasets over the state of the art MLDA based classifier. After combining two models, there is a significant improvement of +7.41% and +9.21% respectively for two datasets compared to MLDA based classifier. Specifically, the proposed approach performed well for the long protein sequences and superior overall performance.
I. INTRODUCTION
P ROTEINS remain the most elementary yet complex functional molecules found in all living organisms. Their presence enables various molecular and biological processes that are essential for smooth operation of different biological components in an organism. Among other things, they act as catalysis and transporting agents, signal molecules and form structural support for an organism [1] . Consequently, estimation of protein functions is important for decoding the underlying mechanism of various complex biological processes of an organism. This is also helpful in the treatment of certain diseases and development of new drugs.
Although laboratory experimental procedures are reliable for estimation of protein functions, they are slow and expensive [1] . To overcome the limitations of experimental procedures, researchers have been working towards developing new computational approaches to protein function prediction. These include analyzing protein sequences [2] , [3] , [4] , [5] , protein structures [6] , [7] , [8] and protein-protein interaction (PPI) networks [9] , [10] . Other approaches are hybrid in the sense that they combine two or more of these three approaches [4] , [14] , [15] , [18] . However, the availability of protein structures and protein interaction networks is quite less (restricted to a few organisms only) as compared to protein sequences. The recent successful advent of next generation sequencing technologies [16] have led to a deluge of protein sequences. This has elicited computational biologists to identify the structural [21] , [29] and functional [3] , [4] behaviour of uncharacterized proteins using characterized ones by analyzing their sequential data. In this context, analyzing and decoding hidden patterns from protein sequences is a crucial task for understanding the functional roles of a protein.
Function characterization of a protein based upon analysis of its amino acid sequence is a complex procedure. In [1] , existing procedures were put into three categories as: Homology based approaches, Subsequence based approaches and Feature based approaches. In Homology based approaches, annotations depend upon similarity score with known protein sequence using sequence alignment techniques such as FASTA [11] and BLAST [12] , [13] . These approaches usually correlate sequence similarity with functional similarity. But, studies highlight that such rationale based on similarity is a weak hypothesis [6] . Next, Subsequence based approaches search for hidden recurrent patterns or segments in a protein sequence such as motifs [22] , [23] and/or functional domain. However, identifying such latent pattern given variablelength protein sequences is still a bottleneck problem. Lastly, Feature based approaches transform raw protein sequences into discriminative features for efficient characterization of new proteins based on machine learning techniques. These approaches frequently use n-mers for the construction of the sequence vector for a protein [18] , [24] . Apart from n-mers, PSSM (Position Specific Scoring Matrix) features are also used for functional annotation [2] .
Recently, several neural network based techniques have also been introduced for function characterization based on the analysis of entire protein sequences. Reference [3] , Cao et al. proposed a Neural Machine Translation (NMT) based method to translate a protein sequence into possible GO-terms by treating both sequence and GO-terms as a language. In another approach, Kulmanov et al. [4] introduced a Convolutional Neural Network (CNN) based method and used it in combination with the hierarchy of neural network for each GO-term arXiv:1811.01338v1 [cs.
LG] 4 Nov 2018 to predict the function(s) of query protein sequence. Clark et al. [5] formulated a protein vector based on i-score for each GO-term and used neural network ensemble for function prediction.
All methods listed above have made great contributions towards protein function prediction based on protein sequences. However, there still exist few shortcomings that need attention from machine learning prospective, thereby providing motivation for our work is as follows:
• Dealing with variation in sequence lengths. Protein sequences vary in length and can be partitioned into short, medium and long sequences. Generally, protein sequence datasets have a mix of short, medium and long sequences. While several approaches have been proposed to transform varied length protein sequences to equalsized protein vectors (e.g., [18] , [27] ), the proposed methods often fail to perform for long protein sequences. One of the main reasons for this is that majority protein sequences are in short-to-medium range resulting in an uneven distribution with respect to sequence lengths as shown in Fig. 1 . • Efficient feature vector representation. In reference to function prediction, every sequence is assumed to have conserved regions and non-conserved regions. Between these, only conserved regions are responsible for functional classification of sequences. In this sense, the non-conserved regions are also noise. As the length of sequences increase, the noisy regions tend to out-weight conserved regions in terms of relative lengths. As a result, the existing vector representations of protein sequences tend to get affected by non-conserved regions resulting in low performance, especially for longer sequences. • Performance Improvement: To improve upon the overall prediction accuracy compared to existing methods in case of varied lengths.
Based on the above discussion, the objective of our work is: To develop a multi-label protein function classification framework that gives superior performance with respect to existing approaches and produces consistent results for sequences of varying lengths, especially for long sequences.
Protein functions are represented as Gene Ontology (GO) [25] terms. GO produces unified vocabulary for gene products across three domains: Cellular Component (CC), Molecular Function (MF), and Biological Process (BP). To the best of our knowledge, no work has been done to specifically handle long sequences while preserving the prediction accuracy of short and medium sequences. In this regard, the contributions of this paper are as follows:
• Efficient feature vector representation: A novel approach to protein vector construction ProtVecGen, based on the proposed segmentation technique and bidirectional LSTM networks [28] is introduced. The proposed technique produces a fixed-length vector for a protein sequence that is robust for function prediction with respect to high variation in sequence lengths. • Multi-sized segmentation: Protein vector construction is further improved by combining multiple ProtVecGen features based on different segment sizes to yield a more discriminative set of features called ProtVecGen-Plus. This significantly improved the performance of the proposed framework compared to ProtVecGen. • Hybrid approach: The classification model based on
ProtVecGen-Plus features is combined with another model based on MLDA features [31] to produce even better results. • Superior performance: The proposed features are evaluated using protein sequences from UniProtKB dataset [26] with 58310 protein sequences (having 295 distinct GO-terms) for BP and 43218 protein sequences (having 135 GO-terms) for MF respectively. Proposed ProtVecGen-Plus based framework achieved an average F1-score of 54.65 ± 0.15 and 65.91 ± 0.10 for BP and MF respectively. This is a significant improvement over existing state-of-the-art MLDA features [18] based model with corresponding average F1-score of 51.66 ± 0.09 and 62.31 ± 0.09 respectively. However, the hybrid model outperformed all with an average F1-score of 56.68 ± 0.13 and 67.12 ± 0.10 for BP and MF respectively.
• Consistent results w.r.t. sequence lengths: Proposed approach produces consistent results for a wide range of protein sequence lengths. The rest of the paper is organized as follows. Section II discusses the proposed framework architecture. Section III describes the proposed weighted hybrid model. This follows results and discussion in Sec. IV. Finally, Sec. V concludes the paper.
II. PROPOSED METHOD
Recent success of deep learning techniques such as Recurrent Neural Network (RNN) for the analysis of sequence and time series data has made a strong case for the use of these techniques for the analysis of protein sequences, such as protein structure prediction [21] , protein remote homology detection [19] , [20] , and protein function prediction [3] . Motivated by this, the proposed framework uses RNN that processes the small segments of a protein sequence to model the protein for enhanced functional annotation. The proposed framework has the following components: 1) ProtVecGen : a novel approach to protein vector construction based on small segments of protein sequences and bi-directional long shortterm memory network (a class of RNN networks), and 2) Classification Model : for predicting function(s) of protein sequences. These are described next.
A. Notations
Let {GO 1 , GO 2 , ..., GO K } denote the set of "K" GOterms (either for biological process or molecular function). Let P = {(P 1 , Y 1 ), (P 2 , Y 2 ), ..., (P n , Y n )} denote a database of n labeled protein sequences, where P i denotes a protein sequence and Y i = {y i1 , y i2 , ..., y iK } denotes one-hot vector encoding representing a set of GO-term annotations corresponding to protein P i ; y ik = 1 if P i performs GO k else 0.
B. Protein Vector Construction
For each amino acid sequence, a fixed-length feature vector is modeled by averaging segment vectors corresponding to the segments of a protein sequence. Protein feature vector construction involves three sub-steps: (i) Protein sequence segmentation, (ii) Segment vector generator and (iii) Protein vector generator. These are described next.
1) Protein Sequence Segmentation:
Most existing approaches to protein function prediction such as ProLanGo [3] , DeepGo [4] and MLDA [18] , rely upon complete protein sequences for predicting functions. Nevertheless, the functionality of a protein is the consequence of a relatively small functional subsequence present within the protein sequence [17] ; this sub sequence can be considered as a latent pattern. More than often, a family of proteins having a common function shares one or more latent patterns associated with the common function [17] .
Such a latent pattern is called conserved if it can be directly associated with some GO-term and is common in the family of proteins associated with the GO-term. The part of a protein sequence that is not conserved is called non-conserved region. Since, the non-conserved regions are assumed to be not associated with the functionality of a protein, they are considered as noise and may adversely affect the vector formulation. The adverse affect is prominent especially in long sequences because, here, the noisy regions significantly dominate the conserved ones. In the proposed framework, we have incorporated segmentation approach to ensure efficient formulation of a protein vector. The aim of segmentation is to reduce the dominance of non-conserved regions over relatively small conserved regions in a protein sequence. Motivated by the above, instead of using the complete full length amino acid sequences, an efficient segmented sequence approach is proposed for developing a global feature vector for a protein. As shown in Fig. 2 , each protein sequence P i having label set Y i is partitioned into equal sized segments with overlapping regions as φ i = {p i,1 , p i,2 , ..., p i,j , ...}, where φ i is the set of segments corresponding to protein P i and p i,j represents j th segment of protein P i . The gap between two adjacent segments p i,j and p i,j+1 is taken as 30 amino acids. Each segment p i,j is assigned the same label set Y i as the protein sequence. This constitutes the new training dataset of protein segments as (p i,j , Y i ), where i ∈ {1, 2, .., n} and j ∈ {1, 2, ...}. The choice of appropriate segment size has been discussed in details in Sec. IV-B.
2) Protein Segment Vector Generator: This section describes the method to generate segment vector based on recurrent neural network. A brief introduction to RNN is given next.
Bi-Directional LSTM. Bi-Directional Long Short-Term Memory (Bi-LSTM) [28] are long chain of repeating units called memory cells. A small buffer element called cell state C t is the key to the network and passes through each memory cell in the chain. As the cell state passes through each memory cell, its content can be modified using special logics namely, forget logic and input logic. This modification depends upon X, which is a concatenation of the output of previous cell h t−1 and the current input x t :
A forget logic is used to remove the irrelevant information from the cell state as new input x t is encountered. It is composed of a single neural network layer with sigmoid activation function σ, which acts as a filter and produces a value in range [0,1] for each element in a cell state; the value represents the component of each element (i.e., information) to let through. Mathematically, it is described as:
where W f denotes weight matrix and b f denotes the bias vector with subscript term f indicating forget gate.
The input logic adds new information to the cell state. It is composed of two independent neural network layers with σ and tanh activations respectively. σ does filtering and tanh creates a vector of new elements. Mathematically, it is described as:
where, W i and W c denotes weight matrices, b i and b c denote bias vectors. Next, the following equation is applied to update the information of a cell state by removing the information filtered out using forget logic and adding new information using input logic:
where, denotes element-wise multiplication. Finally, the hidden state h t at each memory cell is decided based on the updated cell state C t and the output logic o t , where o t is obtained using single neural network layer. They are described as:
where W o and b o denotes weight matrix and bias vector respectively with subscript term o indicating output gate. In contrast to LSTM network, Bi-LSTM reads a sequence in both forward and backward directions. Like LSTM, it also generates a fixed-length feature vector for a sequence.
Protein Segment Vector Generator. We propose a novel method Protein Segment Vector Generator (ProtSVG) to convert protein segments to a segment vector. In ProtSVG, each segment p i,j ∈ φ i of protein sequence P i is modeled independently irrespective of its neighboring segments and is represented as protein segment vector p i,j . Encoded vector representation for a protein segment is formulated based on bi-directional LSTM as discussed above. Figure. Each protein segment is decomposed into n-mers (with n = 4) to formulate protein words. These words are placed in the same order in which they are found in the protein segment to form a sequence. These sequences of words are fed as input to the embedding layer which outputs dense representation for each protein segment. The embedding layer generates a matrix of size (l -4 + 1) x 32, where l denotes the fixed length of segments and 32 denotes the size of embedding. Padding is
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Posterior probability Fig. 3 . ProtSVG : Protein Segment Vector Generator done on the last segment of a protein sequence if its length < l. Next, the bi-directional LSTM layer has 70 memory cells in one block, which receive dense representations from the embedding layer. Dropout [32] was applied in bi-directional LSTM layer and the proportion of disconnection was 0.3. This network was implemented using Keras 2.0.6 1 with the backend of TensorfFlow. The trained ProtSVG model is then used to produce a fixedsize vector p i,j = {o 1 , o 2 , ..., o K } for each protein segment p i,j . Here, K is the total number of GO-terms for either molecular function or biological process, and o k denotes the posterior probability of GO k given the protein segment p i,j :
3) Feature Vector Construction: To generate the global feature vector of an entire protein sequence, we average its segment vectors as obtained from ProtSVG. The entire process is described in Algorithm 1. In step 1, the entire protein sequence is segmented into equal size segments of size s. Segments {p i,1 , p i,2 , ..., p i,j , ...} created for each amino acid sequence P i in the training set are then fed to the trained ProtSVG model. This yields segment vector p i,j corresponding to segment p i,j as shown in step [2] [3] [4] . In step 5, all such p i,j s corresponding to protein P i are averaged to yield the global feature vector P i,s = {O 1 , O 2 , ..., O K }, where:
here, |φ i | indicates the number of segments for protein P i and O k is the mean posterior probability for GO k . This process allows us to generate equal-sized descriptor for each protein sequence irrespective of its length. The benefits of the proposed approach are three-fold; 1) It retains relative ordering of n-mers in the protein sequence, which is not the case with frequently used tf-idf weight scheme.
2) It fragments the protein sequence into small segments, transforming each such segment into a fixed size feature vector. This enables machine learning models to learn the latent patterns conserved within small regions without getting affected by remaining non-conserved parts of the complete sequence. Thus, more a machine learning models sees such a recurrent conserved pattern, the easier it becomes for the model to associate the conserved pattern with the specific protein functionality.
3) The segmentation approach also avoid the adverse effects due to high amounts of padding for short protein sequences and truncation of long sequences as in [19] , [20] . The latter may result in information lose or even dropping of some conserved pattern.
C. Classification based on Multi-sized Segment Feature Vectors
Because the size of the conserved patterns can vary from one sequence to another, partitioning a sequence based on a fixed segment size may split a conserved region across two segments. In order to prevent this, we partitioned protein sequences based on multiple segment sizes so that each conserved pattern is preserved in at least one of the segments. Protein vectors were generated separately for each segment size. For a given sequence, the protein vectors corresponding to its different-sized segments are then concatenated to produce a merged vector, which is finally used for training.
We call this method ProtVecGen-Plus as described in Algorithm 2. In steps [2] [3] [4] , for each protein sequence P i , separate protein vectors for three segment sizes 100, 120, and 140 are generated as P i,100 , P i,120 , and P i,140 respectively using Algorithm 2. These are then concatenated in step 5 (|| denotes concatenation operator) to yield vector P + i , which is finally used for training. The dimension of P + i is 3K, where K denotes the total number of GO-terms as defined earlier. The choice of 100, 120, 140 as segment sizes was made after evaluating a wide range of segment sizes from 60 to 700; detailed discussion regarding this is given in Sec. IV-B. 
The proposed framework is shown in Fig. 4 . It consists of three layers (i) Protein vector generator layer, (ii) a fullyconnected neural network layer and (iii) an SVM layer, connected sequentially as shown. The first layer generates protein vectors as described in Algorithm 2. The generated protein vectors P + i s are fed to the fully-connected neural network layer. The neural network layer consists of an input layer followed by a dense output layer with sigmoid activation function. The output of the neural network layer is fed to the SVM layer. However, the neural network and SVM layers train separately.
First, the neural network trains on P + i s to produce a posterior probability P r(GO k |P + i ) for each individual functional class GO k given P + i , where k = {1, 2, ..., K}. Then, the SVM layer is trained. The input to the SVM layer is the output of the trained neural network layer P r(GO k |P + i ) generated for each P + i . Here, a separate SVM is trained for each GO term GO k that produces a binary output, where value 1 predicts that P + i is annotated with GO k and value 0 predicts otherwise. Using SVM eliminates the need to manually identify a threshold for converting continuous probabilities to clear-cut binary values.
III. WEIGHTED HYBRID FRAMEWORK APPROACH
ProtVecGen produces an improvement of +3.37% (for BP) and +5.48% (for MF) over state of the art MLDA feature based classifier. ProtVecGen-Plus does better with an improvement of +5.38% over MLDA and +2.01% over ProtVecGen for BP. Similarly, ProtVecGen-Plus showed an improvement of +8.00% and +2.52% over MLDA and ProtVecGen respectively for MF. The detailed results are discussed in Sec. IV. In order to boost the predictive performance further, a new hybrid framework is proposed that combines the proposed ProtVecGen-Plus based model with one based on MLDA (Multi-lable Linear Discriminant Analysis) features [18] . The MLDA based model is trained using MLDA features on a two-layer neural network classifier as described before in the proposed model. There are two reasons of using MLDA based model: (i) Reference [18] is the state of art for multi-label protein function prediction using machine learning techniques, and (ii) it produces good results for classifying short and mid-range protein sequences as elaborated in Sec. IV-D. The complete hybrid framework is shown in Fig. 5 . We first describe MLDA in Sec. III-A. Then, the proposed weighted scheme to combine the predictions from the two models has been described in Sec. III-B. 
A. Multi-Label Linear Discriminant Analysis
Multi-Label Linear Discriminant Analysis (MLDA) [31] is a generalization of the classical Linear Discriminant Analysis (LDA) method for multi-label scenario. Specifically, classical LDA assumes that each data element belongs to one class only, whereas MLDA allows an element belonging to multiple classes. Like LDA, MLDA also projects data from feature space F to a subspace F s :
where:
x is a data element in feature space F , y is the projected element in subspace F s , and U T is the projection matrix. Like LDA, in MLDA the projection matrix U T is obtained by solving the eigenvalue problem for matrix:
where, S b and S w denote between-class and within-class scatter matrices respectively. In case of MLDA, these matrices are calculated as:
where: K is the cardinality of GO-term, n is the number of sequences, m k denotes class mean of GO k , m denotes global mean, and y ik = 1, if x i has GO k as its annotation and 0 otherwise. 
B. Function Prediction based on Hybrid Framework
Functional annotations of proteins is done using the combined weighted predictions of: 1) The proposed model (represented as M1) and 2) MLDA based model [18] (represented as M2) as shown in Fig. 5 . The MLDA-based model uses tf-idf features for classification [18] . Each protein sequence is decomposed into n-mers, based on which the corresponding tf-idf weights are computed. Each weight highlights the importance of an n-mer in a protein sequence with respect to the entire input dataset. The tf-idf technique produces a sparse feature matrix. Further application of MLDA on this produces a dense feature matrix, which is eventually used for classification.
The combined weighted prediction is computed as:
where, z 1 k denotes the prediction by M1 for k th GO-term, z 2 k denotes the prediction by M2 for k th GO-term, and α denotes the trade off parameter. It is formulated empirically using avg. F 1-scores of M1 and M2:
where, avg. F 1-score(M1) and avg. F 1-score(M2) denote the average F1-scores of M1 and M2 respectively.
IV. RESULTS AND DISCUSSION
We have evaluated the proposed models using protein sequences from UniProtKB database [26] , which consists around 558125 protein sequences reviewed and annotated with GO-terms. Out of these, we randomly chose 103683 protein sequences labeled with BP and 91690 protein sequences labeled with MF for experiments. Further, we removed those GO terms which annotated less than 200 sequences. Protein sequences not annotated with at least one of the remaining GO terms were dropped. This left us with 58310 sequences (with 295 GO-terms) for BP prediction and 43218 sequences (with 135 GO-terms) for MF prediction. 2 
A. Evaluation Methods and Metrices
Popular metrics precision, recall, and F1-score were used to evaluate the performance of the proposed models [30] , [31] . Let Y i = {y i1 , y i2 , ...} be the actual set of GOterms annotating protein P i . Let Z i = {z i1 , z i2 , ...} be the corresponding predicted set of GO-terms.
1) Average Precision: Precision indicates the fraction of predicted GO-terms in set Z i that are correct. Average precision is the mean of precision values for all the data samples.
2) Average Recall: Recall captures the fraction of GOterms in actual set Y i that are predicted. Average recall is the mean of recall values for all the data samples.
3) Average F1-Score: F1-Score is the harmonic mean of precision and recall values. Average f1-score is the mean of f1-score values for all the data samples.
B. Choosing Appropriate Segment Size
The choice of appropriate segment size is a crucial task for the proposed approach. The best segment size was chosen based on empirical evaluation of the proposed framework with different segment sizes in the range [60-700]. Figure  6a shows Average Precision, Average Recall and Average F1 values for different segment sizes for biological process prediction. Figure 6b shows the corresponding values for molecular function prediction.
As shown in Fig. 6 , the proposed framework yields best results in the segment size range of [80-180], for both BP and MF. Motivated by this and the success of multi-segment approach compared to single-segment approach discussed next in Sec. IV-C, we chose sizes 100, 120 and 140 to segment each protein sequence. Thereafter, vectors corresponding to the three segment sizes were then concatenated for all experiments, as discussed in Sec. II-C.
C. Single Segment vs Multi Segment Approach
We also compared the effect of the three chosen segment sizes individually. Performance of feature vector ProtVecGen-100 (based on segment size 100) for the BP is shown in Table  I along row 4 . Similarly, the performances of ProtVecGen-120 (based on segment size 120) and ProtVecGen-140 (based on segment size 140) are shown in rows 5 and 6 respectively. ProtVecGen-Plus feature formulated based on multiple segments of size 100, 120, and 140 is also compared as shown in row 7 of Table I . Results in the remaining rows are discussed later. Columns under heading Molecular Function in Table I shows the corresponding values for MF. ProtVecGen-Plus based classifier yields overall average F1scores of 54.65 ± 0.15 and 65.91 ± 0.10 for BP and MF respectively. This is a significant improvement over the second best classifier trained using ProtVecGen-120 for the BP with average F1-scores of 52.64 ± 0.08. For the case of MF, ProtVecGen-100 based classifier is the next best with average F1-score of 63.39 ± 0.15. These results clearly demonstrate the superiority of multi-segment based ProtVecGen+Plus feature over the other three based on single segment sizes.
D. Effect of the length of protein sequences
In this subsection, we investigate how the proposed feature sets perform for protein sequences of different lengths. We choose to evaluate the performance of a feature set over nine distinct ranges of sequence lengths as shown in Fig. 7-9 . The two proposed feature sets ProtVecGen-120 and ProtVecGen-Plus, along with MLDA [31] and Bi-LSTM features [19] , [20] from literature are used for performance evaluation. A neural network based classifier is used as model. In addition to these, the performance of the proposed hybrid ProtVecGen-Plus+MLDA approach is also compared with others. Figure 1a and 1b show the distribution of protein sequences based on sequence length for BP and MF respectively. While majority of protein sequences are of short-to-medium length, very few are of long length. Performance of ProtVecGen-Plus is better compared to ProtVecGen-120 for both BP and MF as shown in Figures 7 (average F1-score), 8 (average precision values) and 9 (average recall values). Here, MLDA is better than ProtVecGen-Plus for protein sequences having sequence length less then 300 amino acid residues for BP. However, the performances of both ProtVecGen-Plus and ProtVecGen-120 features are better for sequences of having more than 300 residues when compared to MLDA. The same is true for the case of MF also with MLDA performing better for sequences with less than 200 amino acid residues and vice-versa.
The performance of Bi-LSTM is worst, while that of ProtVecGen-Plus+MLDA is superior compared to others as shown in Figures 7, 8 and 9 , illustrating average F1-score, average precision and average recall values respectively. The performance of ProtVecGen-Plus+MLDA remains almost consistent for the entire range of sequence lengths. Thus, all the three proposed approaches ProtVecGen-120, ProtVecGen-Plus and ProtVecGen-Plus+MLDA are able to mitigate the ill-effect of the uneven distribution of sequence lengths. Specifically, our proposed features showed much superior results for longer protein sequences when compared to other works in existing literature.
E. Overall Comparision with State of The Art and Other Approaches
In the previous section we discussed the performance of the proposed feature sets with respect to sequence lengths. In this section, the overall performance of the proposed features is compared with features from existing literature on the NN-SVM based proposed model described in Sec. II-C. The comparison is done for both biological process (BP) and molecular function (MF) predictions. Apart from state of the art Multi-label LDA (MLDA) [31] features, the features from existing literature such as recurrent neural network based Bi-LSTM features [19] , [20] and the positional statistics based Sequence Graph Transform (SGT) features [27] are also used to comparative evaluation.
Clearly, for BP, ProtVecGen-Plus outperforms MLDA and ProtVecGen-120 with an improvement of +5.38% and +2.01% respectively. Similar results were obtained for MF, with ProtVecGen-Plus showing an improvement of +8.00% and +2.52% over MLDA and ProtVecGen-100 respectively. The performances of Bi-LSTM features, based on the analysis of entire sequences and SGT features, are very low compared to state of the art and other proposed features. The performance results for both BP and MF are shown in Table I . The results clearly demonstrate that the predictive performances of all the segment-based proposed approaches are significantly better than the rest. This highlights the superiority of the subsequence analysis approach as compared to entire sequence analysis.
The hybrid ProtVecGen-Plus+MLDA approach does well for both biological process and molecular function. For the case of BP, average F1-score of the hybrid approach is 56.68 ± 0.13, which is an improvement of +7.41% and +2.03% over the MLDA and ProtVecGen-Plus approach repectively. Recall and precision values also exhibit similar trend as shown in Table I . The corresponding numbers for MF prediction are: ProtVecGen-Plus+MLDA scores 67.12 ± 0.10 on average F1 metric. This produces an improvement of +9.21% and +1.21% over the MLDA and ProtVecGen-Plus approach respectively. Recall and precision values also exhibit similar trend. Overall, ProtVecGen-Plus+MLDA feature outperforms all other feature sets and does well while annotating new proteins.
V. CONCLUSION
The proposed framework generates a highly discriminative feature vector corresponding to a protein sequence by splitting the sequence into smaller segments, which are eventually used for constructing feature vectors. The approach overcomes the side-effects associated with using a protein sequence in entirety for constructing feature vectors by reducing the effect of noisy or non-conserved regions over the conserved pattern. The proposed approach also takes care of the variable size of conserved patterns by converting a protein sequence into a vector based on segments of multiple sizes -100, 120, and 140. The new framework greatly improves the function prediction performance over the existing techniques and also shows consistent performance for protein sequences of different lengths.
The proposed framework is also resistant to the uneven distribution of protein sequences based on sequence length. Further, the proposed approach is combined with MLDA feature based model to improve the overall performance using the new weighted scheme based on individual average F1score of each model. Future work will be to incorporate interaction data to improve upon the performance for the biological processes and handle a large number of GO-terms.
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