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1. GENERAL INTRODUCTION 
Imagine you have to make a moral decision. If you had to sacrifice one person in order to 
save five, would you do it? 
This is a question which has received great attention in psychology and neuroscience in the 
last fifteen years. When faced with this question, people generally think: “of course I’m going to 
sacrifice one person if I can save five lives, because that’s the rational thing to do”. But humans are 
not always rational beings, and they often decide in non-rational ways, based on preferences that 
originate from non-rational processes. One of these processes, and maybe the one that influences 
decisions in the most insidious way, is emotion. The research studies presented in this thesis are 
about what role emotions play in decision-making processes in the moral domain. 
This introductory chapter aims at giving an overview of the literature from which the studies 
presented in this thesis took their basis: it encompasses the role of emotion in decision-making 
processes in general, the role of emotion in moral decisions and judgments, and which factors 
influence the emotional reactions to different morally relevant situations, with a particular focus on 
the relationship between emotion and intentionality of actions. 
 
1.1. Emotion and decision-making 
Intuitively, we feel that moral judgments have something special that distinguish them from 
judgments pertaining to other domains, like aesthetic judgments or probability judgments. Moral 
judgments just feel more important and universal to us. However, research on morality indicates 
that the mechanisms involved in moral decisions and judgments are not different from those 
involved in decisions and judgments in other domains (Young & Dungan, 2012). For instance, there 
are clear parallelisms between the valuation mechanisms implied in economic and moral decisions, 
and the brain systems involved in these two domains are largely overlapping (e.g., Hutcherson, 
Montaser-Kouhsari, Woodward, & Rangel, 2015). For this reason, I will start by describing some 
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theoretical models of the role played by emotion in decision-making that can be applied also to the 
moral context. 
 
1.1.1. The somatic marker hypothesis 
One of the most influential contribution on the role of emotion in decision-making is the 
somatic marker hypothesis (e.g., Bechara & Damasio, 2005), which posits that adaptive decision-
making processes are not only based on a rational cost-benefit analysis, but also on the automatic 
and unconscious anticipation of emotional consequences. As we will see in the next paragraphs, the 
somatic marker hypothesis is particularly important for understanding decision-making in moral 
situations, since our moral decisions often seem to contradict a rational cost-benefit analysis and to 
follow an emotional evaluation instead. 
The somatic marker hypothesis was formulated after observing the behavior of patients with 
ventromedial prefrontal cortex (vmPFC) lesions. These individuals, despite maintaining a normal 
IQ and normal problem-solving abilities in controlled settings, show remarkable impairments in 
judgment and decision-making in real life. For instance, they have difficulties in maintaining 
meaningful personal relationships and in pursuing advantageous behaviors in their private life and 
career, often incurring in severe financial and social losses and being apparently unable to learn 
from previous mistakes (Bechara, Damasio, Tranel, & Anderson, 1998; Damasio, Tranel, & 
Damasio, 1990; Eslinger & Damasio, 1985). The somatic marker hypothesis attributes these 
impairments to a deficit in an emotional mechanism. Normally, this mechanism supports decision-
making by signaling the expected consequences of a choice through somatic markers. 
Somatic markers may be elicited by two categories of situations, the first of which involves 
a type of stimuli, the so-called primary inducers, that are automatically (and often innately) able to 
elicit a somatic response. These stimuli can be both pleasurable (like some fatty and sugary food) or 
aversive (like a dangerous animal), and they elicit the activation of subcortical structures like the 
amygdala, which would then trigger the generation of a body state that allows a quick response to 
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the primary inducer (e.g., a fight/flight response in the case of a dangerous animal) and, 
consequently, a conscious emotional experience (e.g., fear). The second category of circumstances, 
the so-called secondary inducers, consist of memories and thoughts of primary inducers. According 
to the somatic marker hypothesis, remembering or imagining emotionally relevant situations causes 
the activation of the vmPFC, which, during lifetime, has associated emotionally relevant stimuli 
with the somatic states that they have elicited in the past. The vmPFC would then activate, through 
its connections with the amygdala, a body state alteration that would be a fainter version of the 
emotion related to the correspondent primary inducer. Through the vmPFC, for instance, imagining 
a loss of money re-activates the same pattern of somatic state that was experienced during an actual 
money loss experience. When we are faced with a choice (for instance between making or not 
making a hazardous gamble), this emotional mechanism helps us choose the best option by linking 
the available alternatives with somatic states that were associated in the past with positive or 
negative outcomes. The immediate and proximate consequences of an action would be able to 
directly activate the amygdala, but the future and more abstract consequences of a choice would 
only be able to trigger somatic states through the activation of the vmPFC. Thus, when pondering a 
complex decision in a context of ambiguity or uncertainty, patients with lesions in the vmPFC are 
biased toward the immediate consequences, because those would be the only consequences able to 
elicit a somatic state (Bechara, Damasio, Tranel, & Damasio, 2005). 
It is worth mentioning that, according to the hypothesis, the somatic states are able to drive 
decision-making processes towards an option even before we consciously assess the consequences 
that would result from that choice. Without this mechanism, and in the absence of immediate 
consequences, the only possible way to make decisions for vmPFC patients would be a deliberate 
cost-benefit analysis. This would make it impossible for them to make advantageous choices in a 
reasonable time, especially in ambiguous and uncertain situations (Bechara & Damasio, 2005). 
A series of empirical findings supports the somatic marker hypothesis, showing that 
individuals with vmPFC damage fail to present anticipatory SCRs when making risky decisions. In 
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these experiments, participants with vmPFC lesions were faced with a task that was specifically 
designed to mimic the kind of real world decisions in which these individuals show impairment – 
the Iowa Gambling Task (IGT). In this task, participants are asked to draw one hundred cards, 
choosing freely between four decks on which they are given no information. Two of the decks yield 
a high magnitude of gains and losses, and a negative net outcome; the other two yield a low 
magnitude of gains and losses, but a positive net outcome. Thus, the most advantageous strategy in 
the game would be to pick from the last two decks. In the studies by Bechara, Damasio, Damasio 
and Anderson (1994), healthy individuals learned to choose from the last two decks, and were 
successful in the task. Participants with vmPFC lesions, on the other hand, kept on drawing from 
the first two decks. Thus, vmPFC patients seemed more focused on the large immediate rewards 
that they could receive from the disadvantageous deck, and were unable to anticipate the future 
consequences of picking from those two decks. 
Further work showed that healthy control participants exhibited anticipatory SCRs during 
the deliberation time before selecting a card, and that the magnitude of these SCRs was larger when 
participants subsequently selected a card from one of the two disadvantageous decks. Shortly after 
this difference in magnitude appeared, participants started to prefer the advantageous decks. This 
effect could be observed even if participants were unaware of their strategy. Patients with vmPFC 
damage, instead, did not show anticipatory SCRs for neither of the two decks, and never learned to 
pick from the advantageous decks. Thus, these findings support the role of the vmPFC in generating 
somatic markers that drive decisions towards advantageous choices. Without being able to mark the 
possible future outcomes with a positive or negative somatic state, individuals are not able to take 
future consequences into account when they are making a decision (Bechara et al., 1994; Bechara, 
1997). 
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Figure 1.1. Overlap of vmPFC lesions of 13 patients who were administered the IGT. The red color indicates an 
overlap of four or more patients. Taken from Bechara & Damasio, 2005. 
 
1.1.2. Decision-related emotions 
Another line of evidence on the relevance of emotions in decision-making comes from the 
study of decision-related emotions, that is emotions which are specifically elicited in the context of 
a decision, like regret and disappointment (Zeelenberg & Pieters, 1999). Regret results from 
counterfactual comparisons between alternatives (that is, from the comparison of “what is” with 
“what might have been”, Byrne, 2002; Epstude & Roese, 2008) and is elicited by thinking that the 
outcome of the chosen option is worse than what would have resulted from the alternative ones. 
Disappointment results from the comparison between the outcome achieved and an expected or 
desired one, and is elicited by the actual outcome being worse than the expected one. The function 
of these emotions is to modify future behavior based on previous experiences: before making a 
decision, people try to anticipate whether they would feel regret or disappointment as a 
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consequence of their choice, and use this information as input in the decision-making process (Bell, 
1982, 1985; Coricelli & Rustichini, 2009; Loomes & Sugden, 1982, 1986). Regret seems to be 
more relevant than disappointment in modifying future behavior, since, as opposed to 
disappointment, it is strongly related to feelings of responsibility (Frijda, Kuipers, & ter Schure, 
1989; Zeelenberg, van Dijk, & Manstead, 2000). 
Emotions like regret and disappointment could be considered like the conscious and 
cognitively mediated equivalents of the somatic states proposed by the somatic marker hypothesis. 
Coherent with this interpretation, there is evidence that the vmPFC is a common substrate of the 
induction of somatic markers and of the experience of regret and of its anticipation: for instance, 
experiencing regret activates an area of the orbitofrontal cortex (OFC) that overlaps with the 
vmPFC (Coricelli et al., 2005), and patients with lesions in this area are unable to experience this 
emotion (Camille, 2004). According to Loewenstein and colleagues (Loewenstein & Lerner, 2003; 
Loewenstein, Weber, Hsee, & Welch, 2001) the difference between counterfactual emotions like 
regret and disappointment and somatic markers would be that the somatic markers are anticipatory 
emotions, that is, immediate visceral reactions that mark the future outcome of a decision, which are 
felt at the moment of the decision. Regret and disappointment, on the other hand, are anticipated, or 
expected, emotions, that is, emotions that people expect to feel in the future, but do not feel at the 
moment of the decision. However, anticipatory and anticipated emotions are strongly linked: for 
instance, anticipating the regret that we would feel if we made a risky choice could itself elicit 
immediate visceral reactions (Loewenstein & Lerner, 2003).  
In the moral domain, emotions like guilt and shame seem to play a similar role as regret, 
since they are also elicited by a negative outcome and play a role in changing future behaviors 
(Wagner, N’Diaye, Ethofer, & Vuilleumier, 2011). Moreover, the emotion of guilt is influenced by 
similar factors as regret, as the sense of agency and personal responsibility, and shares some neural 
substrates like the OFC (Wagner et al., 2011) The main difference between guilt, shame and regret 
is that guilt and shame, but not regret, arise specifically in social contexts (Tangney, Miller, Flicker, 
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& Barlow, 1996; Wagner, Handke, Dörfel, & Walter, 2012). The function of guilt seems to be that 
of preventing people to incur in interpersonal harm and motivate people towards cooperative 
behavior (de Hooge, Zeelenberg, & Breugelmans, 2007; Wagner et al., 2012), while the function of 
shame seems to be to make people behave in compliance with social rules and social standards (de 
Hooge et al., 2007; Haidt, 2003). The role of these emotions in driving moral behavior will be 
described in more detail in Chapter 4. 
 
1.2. Emotion and morality 
Moral judgment has been long considered the result of a process of conscious, rational 
reasoning (Kohlberg, Levine, & Hewer, 1983; Vera-Estay, Dooley, & Beauchamp, 2014). In the 
last fifteen year, this view has been more and more challenged by the idea that morality is 
indissolubly tied to intuitions (e.g., Haidt, 2001) and to emotional processing (Blair, White, Meffert, 
& Hwang, 2013; Greene, 2008; Haidt & Bjorklund, 2008; Nichols, 2002; Prinz, 2006). The rest of 
this paragraph will focus on how emotion-based intuition, often in competition with deliberate 
thinking, influences moral judgement and moral decision. This paragraph also describes how the 
role of emotion in morality seems to be especially tied to harm aversion, that is, to the fact that the 
suffering of others is a naturally aversive stimulus for humans. Moreover, the role that the 
attribution of intentionality has in modulating moral judgments, moral decisions, and emotional 
reactions to harm will also be addressed. 
1.2.1. Intuitive processes in moral judgment 
A long tradition of research in psychology posits a dual process route to decisions and 
judgment: on the one hand, there is a rational and deliberate "System 2", that produces decisions 
and judgments through logic and rule-based reasoning processes (Sloman, 1996; Stanovich & West, 
2002; Tversky & Kahneman, 1983); on the other hand, an intuitive, rapid and largely unconscious 
"System 1" that drives judgment and choices through innately programmed instinctive behaviors 
(Stanovich, 2004), heuristics (Kahneman & Frederick, 2002; Sloman, 1996; Stanovich & West, 
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2002; Tversky & Kahneman, 1983), and emotional processing (Epstein, 1994). People can usually 
coherently motivate only choices and judgments produced deliberately through System 2, whereas 
they can’t provide satisfactory explanations when they try to motivate judgment and choices driven 
by System 1 (see Evans, 2003, 2008, for reviews). This seems to be especially relevant for the 
moral domain, as research in the last fifteen years has increasingly pointed out situations in which 
moral judgments and decisions don’t seem to be supported by conscious deliberation, but, on the 
contrary, seem to be the result of rapid, and often emotionally laden, intuitions. 
Some first results in these directions came from the studies of Haidt and colleagues. In a first 
pioneering study, Haidt, Koller and Dias (1993) presented to a sample of individuals from different 
socio-economical background a series of vignettes describing harmless, but in some way offensive, 
actions, such as cleaning a toilet with a national flag, eating one’s own dead dog or masturbating 
with a dead chicken. Results showed that a majority of individuals judged those actions as morally 
wrong despite their harmless nature. Importantly, in a subsequent study, inducing disgust in 
participants through hypnosis before presenting them with the vignettes, made moral judgments 
more severe (Wheatley & Haidt, 2005). From these results, and taking inspiration from the somatic 
marker hypothesis, Haidt and colleagues (Haidt & Bjorklund, 2008; Haidt et al., 1993; Haidt, 2001; 
Wheatley & Haidt, 2005) proposed the social intuitionist model, according to which moral 
judgment are almost exclusively the product of emotional reactions, and rational deliberation has 
only the function of providing a post-hoc justification for the judgment. According to the model, 
reasoning can influence moral judgment, but only very slowly through discussions and 
confrontations with social peers that would first modify our emotional evaluation of some actions, 
and secondly, as a consequence, the moral judgment (see Figure 1.2). Haidt and colleagues 
acknowledge that reasoning may have a direct influence on our emotionally-laden intuitions, but 
this would occur only very rarely (Haidt & Bjorklund, 2008; Haidt, 2001). 
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Figure 1.2. The social intuitionist model of moral judgment. The numbered links, drawn for Person A only, are (1) the 
intuitive judgment link, (2) the post hoc reasoning link, (3) the reasoned persuasion link, and (4) the social persuasion 
link. Two additional links are hypothesized to occur less frequently: (5) the reasoned judgment link and (6) the private 
reflection link. Taken from Haidt, 2001. 
The social intuitionist model gave rise to a huge amount of literature with the aim of 
investigating how emotions can influence moral judgment, and if it is true that rational reasoning 
doesn’t play a relevant role in it. An alternative approach that will be described in the next 
paragraph takes inspiration from dual process models and proposes a dual process model of moral 
judgment (Greene, Nystrom, Engell, Darley, & Cohen, 2004; Greene, Sommerville, Nystrom, 
Darley, & Cohen, 2001), in which emotional intuitions can drive decisions, but only when they 
survive a competition with slow and deliberate reasoning. 
 
1.2.2. Moral dilemmas and the dual process model of moral judgment 
Perhaps the biggest contribution on the importance of emotions in morality came from 
research on moral dilemmas. In these scenarios, originally devised by philosophers as an instrument 
to reason on different types of moralities (e.g., Foot, 1983; Thomson, 1985), individuals are asked 
to choose between two alternative options. Both of the options imply negative consequences, and 
none of them can be indisputably deemed as the morally right one (Braunack-Mayer & Joy, 2001; 
Sinnott-Armstrong, 1987). 
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A prototypical moral dilemma is the Trolley problem, in which a runaway railway trolley is 
about to run over a group of five unaware workers. The only way to save the five is to pull a lever 
and divert the trolley onto another rail, where a single worker stands, who would be run over 
instead (see Figure 1.3). A variant of the trolley problem is the Footbridge problem, in which the 
only way to save the five is to push a large stranger off an overpass, so that his body would stop the 
trolley (see Figure 1.3). 
 
 
Figure 1.3. Graphical representation of the Trolley problem (on the left) and the Footbridge problem (on the right)  
It is a now well-known and widely replicated result that individuals usually endorse the 
choice to sacrifice one person to save five lives in the Trolley dilemma, but not in the Footbridge 
dilemmas (Greene et al., 2001; Hauser, Cushman, Young, Kang-Xing Jin, & Mikhail, 2007; Sarlo et 
al., 2012; Schaich Borg, Hynes, Van Horn, Grafton, & Sinnott-Armstrong, 2006). People are 
usually unable to adequately justify their choices: when they are asked why they endorse the choice 
of pulling the lever in the Trolley dilemma, people usually say that it was because saving as many 
lives as possible is the right thing to do. When they are asked why they didn’t come to the same 
conclusion in the Footbridge dilemma, most of the people simply state that “it was a gut feeling”, or 
that “killing is wrong” without being able to explain the incongruity, which suggests a role of 
intuitions in shaping this response pattern (Cushman, Young, & Hauser, 2006; Hauser et al., 2007; 
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Mikhail, 2002). Thus, in the Trolley dilemma people seem to prefer a “utilitarian” resolution, 
choosing the option that maximizes benefits and reduces costs. In the Footbridge dilemma, on the 
other hand, only very few individuals choose this same resolution. Thus, the question arises as to 
why people are utilitarian in the Trolley but not in the Footbridge dilemma. 
A possible answer comes from the studies of Greene and colleagues (Greene et al., 2004, 
2001). In these studies, participants underwent functional magnetic resonance imaging (fMRI) 
while responding to a set of sixty moral and non-moral dilemmas. The moral dilemmas were 
divided in three categories according to whether they were more similar to the Trolley dilemma or 
to the Footbridge dilemma (the criteria of the categorization will be described and discussed in 
detail in paragraph 1.2.3.). Dilemmas were presented in text form and participants could read at 
their own pace. For each dilemma, they had to judge if the action described (e.g., pushing a man off 
a bridge in the Footbridge dilemma, or pulling the switch in the Trolley dilemma) was morally 
“appropriate” or “inappropriate”. The initial hypothesis of Greene and colleagues was that 
emotional processing would be more engaged by moral dilemmas similar to the Footbridge than by 
moral dilemmas similar to the Trolley, and this difference in emotional processing would affect 
people’s judgments. The results were in line with the hypothesis: first of all, the percentage of 
“appropriate” judgments was higher for Trolley-type than for Footbridge-type dilemmas. Second, 
the analysis of response times showed that responses of “appropriate” in Footbridge-type dilemmas 
took longer than responses of “inappropriate”, but there was no difference in response times 
between the two judgments in Trolley-type dilemmas. This result was interpreted by the authors as 
a consequence of the fact that judging the action proposed in Footbridge-type dilemmas as 
“appropriate” requires to overcome and control an automatic emotional response that would lead to 
judge the action as “inappropriate”. Finally, the fMRI data were coherent with the hypothesis of a 
stronger emotional engagement in Footbridge-type as opposed to Trolley-type dilemmas: cortical 
areas including the vmPFC, the posterior cingulate cortex (PCC), and the superior temporal sulcus 
(STS), all related to emotional processing (Kosslyn et al., 1996; Maddock, 1999; Reiman, 1997; 
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Reiman et al., 1997) showed greater activation for Footbridge-type as compared to Trolley-type 
dilemmas. On the other hand, the dorsolateral prefrontal cortex (dlPFC) and the parietal lobe, areas 
related to abstract reasoning and working memory (Cohen et al., 1997; Smith & Jonides, 1997), 
were more active during Trolley-type than during Footbridge-type dilemmas (see Figure 1.4). 
 
 
Figure 1.4. Brain areas exhibiting differences in activity between Footbridge-type and Trolley-type. Slice location is 
indicated by Talairach coordinate. Colored areas reflect the thresholded F scores. Images are reversed left to right to 
follow radiologic convention. Taken from Greene et al., 2001. 
Based on this evidence, the authors proposed the dual process model of moral judgment, 
according to which moral judgment and moral decisions are the result of a competition between two 
processes: a slow, deliberate and rational process, that would perform a cost-benefit analysis and 
lead individuals to endorse the option that maximizes benefits and reduces costs, thus endorsing an 
utilitarian resolution of the dilemmas, and a fast, automatic and emotional process, that would work 
like a sort of “alarm bell” producing an immediate negative reaction against the proposed action 
(i.e., killing a man), leading individuals to reject the utilitarian resolution and to endorse the non-
utilitarian resolution of the dilemmas. 
It is important to remark that Greene and colleagues based their hypothesis that emotional 
processing plays a causal role on moral judgment entirely on brain activity. However, the cortical 
areas highlighted in these studies (the vmPFC, the PCC and the STS) are active during emotional 
processing task, but also during tasks involving other functions (i.e., they have high sensitivity for 
19 
 
emotional processing, but a low specificity). The vmPFC, in particular, is involved in a variety of 
other processes like self-representation (Ćurčić-Blake, van der Meer, Pijnenborg, David, & Aleman, 
2015; Sui, Enock, Ralph, & Humphreys, 2015), schematic memory (Spalding, Jones, Duff, Tranel, 
& Warren, 2015) and internally guided decision-making (Nakao, Ohira, & Northoff, 2012), just to 
name a few. Moreover, recent findings seem to indicate that the vmPFC is more generally involved 
in integrating value information rising from different appraisals (not only of the strictly emotional 
type) in complex decisions (Grabenhorst & Rolls, 2011; Hutcherson et al., 2015; Rangel & Hare, 
2010). For this reason, a reverse inference in this context is particularly risky. Thus, the studies of 
Greene and colleagues provided preliminary information that is coherent with an account proposing 
a role of emotion in moral judgment, but the evidence yielded by their studies is by itself not 
conclusive. 
 
1.2.2.1. Studies testing the dual process model of moral judgment 
In the last decade, a vast amount of research has been devolved in testing the dual process 
model of moral judgment, yielding generally coherent results indicating that emotions play a role in 
moral judgment and that they often are in competition with cognitive processes. However, the 
picture emerging from these studies seems to be more complex than how Greene and colleagues 
imagined it when they performed their first studies. 
Evidence in line with the dual process model has been collected by several studies First of 
all, manipulating emotional and cognitive processing during the resolution of moral dilemmas 
influenced decisions and judgments in line with what predicted by the dual process model. For 
instance, inducing a happy mood in participants before a moral dilemma task produced more 
utilitarian judgments (Valdesolo & DeSteno, 2006). Moreover, individuals who performed a moral 
dilemma task under a cognitive load condition (i.e., performing a concurrent digit-search task) 
reported increased response times for utilitarian judgments as compared to individuals who 
performed a moral dilemma task with no concurrent task. Response times for non-utilitarian 
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judgments, on the other hand, were not influenced by the cognitive load manipulation. These results 
are coherent with the hypothesis that utilitarian judgments, but not non-utilitarian judgments, are 
driven by cognitive processes, since interfering with cognitive processes has a specific influence on 
utilitarian judgments only (Greene, Morelli, Lowenberg, Nystrom, & Cohen, 2008). 
Another line of evidence in support of the dual process model has been provided by studies 
that investigated the influence of individual differences in emotional and cognitive processing on 
utilitarian choices. For instance, the endorsement of utilitarian resolution in Footbridge-type 
dilemmas correlated positively with high trait psychopathy (Bartels & Pizarro, 2011; Gao & Tang, 
2013; Glenn, Koleva, & Iyer, 2010; Koenigs, Kruepke, Zeier, & Newman, 2012; Patil, 2015; Seara-
Cardoso, Dolberg, Neumann, Roiser, & Viding, 2013; Tassy, Deruelle, Mancini, Leistedt, & 
Wicker, 2013; Wiech et al., 2013, but see Cima, Tonnaer, & Hauser, 2010; Glenn, Raine, Schug, 
Young, & Hauser, 2009; Glenn, Raine, & Schug, 2009; Seara-Cardoso, Neumann, Roiser, 
McCrory, & Viding, 2012), a clinical construct characterized by emotional hyporeactivity and by a 
tendency to immoral behavior (Blair, 2013; Cleckley, 1976; Hare, 2003). Furthermore, the 
endorsement of utilitarian resolution in Footbridge-type dilemmas correlated negatively with 
empathic concern (Gleichgerrcht & Young, 2013), which is the tendency to experience feelings of 
sympathy and compassion in front of the suffering of others (Batson, 2009; Davis, 1983), and 
personal distress (Sarlo, Lotto, Rumiati, & Palomba, 2014), which is the tendency to experience 
discomfort and anxiety in front of the suffering of others (Batson, 2009; Davis, 1983). Also, high 
testosterone levels, which are associated with reduced harm aversion, were found to be positively 
correlated with utilitarian judgments (Carney & Mason, 2010). On the other hand, the number of 
utilitarian judgments was found to positively correlate with high working memory capacity and 
high need for cognition, a personality trait reflecting a preference for rational thought and effortful 
cognition (Moore, Clark, & Kane, 2008; Wiech et al., 2013). Taken together, these results are 
coherent with the predictions of the dual process model in suggesting that utilitarian judgments are 
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either due to a weak emotional reaction, or to a strong cognitive control that overcomes emotional 
processing. 
Also, the investigation of the emotional state experienced during the resolution of the 
dilemmas yielded support for the dual process model. In a study by Sarlo and colleagues (2012) 
participants reported being in a more unpleasant state while they were deciding for Footbridge-type 
than for Trolley-type dilemmas. Coherent with this result, in a series of study by Szekely and Miu 
(2015), when participants decided to reject the utilitarian choice, they reported experiencing more 
intense negative emotions during the decision. Importantly, reducing emotional arousal through 
reappraisal strategies increased the number of utilitarian choices. Furthermore, Cushman, Gray, 
Gaffey and Mendes (2012) showed that individuals who present a higher autonomic reactivity 
during the resolution of the dilemmas, as indicated by increased total peripheral resistance, also 
present a lower endorsement of the utilitarian option. 
Important evidence in line with the dual process model resulted also from an event-related 
potential (ERP) study by Sarlo and colleagues (2012), which provided information about the time 
course of the cognitive-emotional interplay of decision-making in moral dilemmas. In this study, 
ERPs were recorded time-locked to a decision slide during which participants were asked to choose 
between the utilitarian and the non-utilitarian resolution. The authors found an early positive 
component peaking at about 260 ms after the onset of this slide (P260), which was larger for 
Footbridge- than for Trolley-type dilemmas (Figure 1.5). Since the amplitude of this component 
positively correlated with the unpleasantness experienced by participants during decision-making, it 
was interpreted as a neural event signaling the strong negative emotional reaction that, according to 
Greene et al.'s (2004, 2001) dual process model, would drive decisions towards the non-utilitarian 
choice. In a subsequent time window, Trolley-type dilemmas were characterized by larger positive 
slow wave amplitudes as compared to Footbridge-type dilemmas, indicating greater allocation of 
attentional resources. Thus, this study provided additional support to the dual process model of 
moral decision (Greene et al., 2004, 2001) by showing how emotional processes "kicked-in” early 
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during decision-making, as indicated by the P260, and were followed by more controlled cognitive 
processes in a later stage, as indicated by the slow wave amplitudes. Moreover, a high disposition to 
react with personal distress to the suffering of others was associated with a larger the P260 
amplitude and with a higher percentage of non-utilitarian choices, specifically in Footbridge-type 
dilemmas (Sarlo et al., 2014). This last result suggests that the "alarm-bell" emotional reaction 
might signal the anticipation of the personal distress that would result from choosing the utilitarian 
option. 
 
 
Figure 1.5. Grand-averaged ERPs recorded by Sarlo and colleagues (2012) at representative midline sites. Time 0 
indicates the onset of the decision slide. 
Footbridge-type 
Trolley-type 
23 
 
Finally, the dual process model found support in several neuropsychological studies. 
(Mendez, Anderson, & Shapira, 2005) administered the Trolley and the Footbridge moral dilemmas 
to a sample of patients with the frontal variant of fronto-temporal dementia. This 
neuropsychological syndrome is characterized by emotional blunting, lack of empathy and impaired 
social functioning, ranging from loss of social tact to sociopathic behavior, as a result of a 
progressive degeneration of the frontal lobes (Mendez, Chen, Shapira, & Miller, 2005; Neary et al., 
1998). The judgments that these patients provided when faced with the Trolley and the Footbridge 
moral dilemmas were compared with those of a healthy control group and those of a group of 
patients with Alzheimer disorder, who showed a comparable level of cognitive impairment, but did 
not present specific emotional deficits. As compared to both groups, patients with fronto-temporal 
dementia were more utilitarian in the Footbridge dilemma, but not in the Trolley dilemma. Since 
early fronto-temporal dementia especially affects the vmPFC, this result shows that the integrity of 
the vmPFC is necessary for the rejection of the utilitarian option in the Footbridge dilemmas 
(Mendez, Anderson, et al., 2005). As seen in paragraph 1.1.1, according to the somatic marker 
hypothesis the vmPFC has a crucial function in decision-making since it triggers automatic aversion 
signals that allow individuals to avoid potentially dangerous choices. Without the correct 
functioning of the vmPFC, the future emotional consequences of the choices are not taken into 
account in the decision-making process (Bechara & Damasio, 2005). Thus, the results reported by 
(Mendez, Anderson, et al., 2005) are in line with what hypothesized by the dual process model of 
moral judgment. 
Further evidence in this direction comes from studies by Koenigs and colleagues (2007) and 
Moretto, Làdavas, Mattioli and di Pellegrino (2010), who found that patients with vmPFC lesions 
were more utilitarian in Footbridge-type dilemmas than control participants. Moreover, Moretto and 
colleagues (2010), by recording SCRs during the dilemma task, showed that participants with 
vmPFC lesions failed to show anticipatory SCRs when solving the dilemmas. According to the 
somatic marker hypothesis (Bechara & Damasio, 2005), in a decision-making context SCRs are 
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triggered by the vmPFC and operate like alarm signals, marking the options associated with future 
negative consequences so that they can be avoided. Thus, like the patients studied by Bechara and 
colleagues (2005) were unable to avoid choosing risky options because they failed to present 
anticipatory SCRs to those options, participants in the study of Moretto and colleagues (2010) 
seemed to be unable to reject the utilitarian options in Footbridge-type dilemmas, because they 
failed to present anticipatory SCRs to them. 
Similar results were found for patients with addiction to alcohol, who were more utilitarian 
than controls. These results have been interpreted as due to the fact that long-term alcohol exposure 
damages the vmPFC and, as a consequence, causes emotional dysfunctions (Khemiri, Guterstam, 
Franck, & Jayaram-Lindström, 2012). Carmona-Perera, Reyes del Paso, Pérez-García and Verdejo-
García (2013) also administered a set of moral dilemmas to patients with alcohol addiction, and 
measured heart rate changes during the task. Their results are in line with those obtained by 
Khemiri and colleagues (2012),as participants with alcohol addiction were more utilitarian than 
control participants in Footbridge-type dilemmas, but not in Trolley-type dilemmas. Moreover, as 
opposed to controls, they did not discriminate between Footbridge-type and Trolley-type dilemmas 
in terms of heart rate responses. 
However, not all the research studies that tested the dual process model provided results in 
line with its predictions. Other studies showed that the role of emotions in moral decisions might be 
more complex than what initially hypothesized by Greene and colleagues (2004, 2001). For 
instance, a study by Ugazio, Lamm and Singer (2012) showed that the influence of emotion on 
moral judgment depends on the motivational implication of the experienced emotion: for both 
Trolley- and Footbridge-type dilemmas, inducing anger (an approach-related emotion entailing a 
motivation to act) increased the endorsement of the utilitarian options, whereas inducing disgust (a 
withdrawal-related emotion entailing a motivation to retreat) reduced the endorsement of the 
utilitarian options. Similar results were reported by Choe and Min (2011), who found that trait 
disgust and trait empathy correlated negatively with utilitarian moral judgments, whereas trait anger 
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correlated positively. Moreover, a study by Moore, Stevens and Conway (2011) reported that 
participants with high behavioral approach sensitivity were more utilitarian in moral dilemmas, and 
that participants with high behavioral inhibition sensitivity were less utilitarian. According to the 
authors, these results reflect the fact that a high behavioral approach sensitivity is related to high 
sensitivity to gains and rewards, whereas a high behavioral inhibition sensitivity is related to high 
sensitivity to losses and punishments. Thus, individuals who are highly sensitive to gains evaluate 
saving more lives as more acceptable even when the tradeoff implies killing one person. Individuals 
who are highly sensitive to negative information, on the other hand, evaluate saving more lives as 
acceptable only when killing is less aversive (i.e., in Trolley-, but not in Footbridge-type dilemmas). 
Other contrasting results came from the study of Patil, Cogoni, Zangrando, Chittaro and 
Silani (2014), who found that presenting Trolley-type dilemmas as virtual reality scenarios, rather 
than as written vignettes, increased emotional arousal, but also utilitarian choices. This is in contrast 
with what the dual process model would hypothesize, since according to the model heightened 
emotional arousal would result in a lower number of utilitarian choices. Moreover, in a study by 
Terbeck and colleagues (2013) reducing autonomic arousal through beta-adrenergic blockade 
reduced utilitarian judgments in Footbridge-type dilemmas instead of increasing them, as the dual 
process model would predict. Thus, the relationship between the arousal experienced during the 
resolution of the dilemmas is not straightforward, since it was reported to be associated both with an 
increase in utilitarianism – for instance, in the study by Moretto and colleagues (2010) previously 
described – and a decrease in it – like in these last two studies. 
Finally, recent fMRI studies by Shenhav and Greene (2014) and by Hutcherson and 
colleagues (2015) provided interesting information suggesting a revision of the neural substrates of 
the dual process model. In these studies, brain activation associated with the emotional evaluation 
of the dilemmas, with the utilitarian evaluation, and with all-things-considered moral judgments, 
was investigated separately. In the study by Shenhav and Greene (2014), participants were 
presented with moral dilemmas and, in different trials, were asked to rate on four-points scales 
26 
 
either which options they felt worse about doing (emotional assessment), which option they thought 
would produce better results (utilitarian assessment) or which option they found more morally 
acceptable (moral judgment). In the study by Hutcherson and colleagues (2015), in the emotional 
and utilitarian assessment blocks, participants were presented with single options separately (e.g., 
either “Push large man in front of a runaway bus, killing him instantly”, or “Prevent injury of five 
pedestrians by a runaway bus”) and for each one they had to rate either how appealing/appalling it 
was (emotional assessment) or how costly/beneficial it was (utilitarian assessment). Subsequently, 
in the moral judgment block, they were presented with the two options depicted one against the 
other (e.g., “Push large man in front of a runaway bus, killing him instantly” in order to “Prevent 
injury of five pedestrians by a runaway bus”) and they had to rate how these two deeds together 
were morally inappropriate/appropriate. Results showed that the emotional and utilitarian value of 
each option was computed in parallel in distinct brain areas, and subsequently integrated into an 
overall moral judgment in the vmPFC. The insula, the anterior cingulate cortex (ACC), the superior 
temporal gyrus (STS) (Hutcherson et al., 2015) and the amygdala (Shenhav & Greene, 2014) were 
found to be involved in emotional appraisal, whereas the temporoparietal junction (TPJ) and the 
dorsomedial prefrontal cortex (dmPFC) were found to be involved in the utilitarian appraisal 
(Hutcherson et al., 2015). This shows that the emotional and the utilitarian appraisals of the 
dilemmas are indeed encoded in two independent neural systems. The information that they 
separately encode provides weights in favor of each of the two options, which are integrated in the 
vmPFC, so that the option with the highest overall weight is selected. These results suggest a 
revision of the initial formulation of the model, which suggested that the vmPFC was one of the 
areas involved in the emotional evaluation (Greene et al., 2001). Rather, they are in line with a 
recent view of the vmPFC that depicts this cortical area as responsible for integrating goal-relevant 
information into a common value signals that guides decision choices (Grabenhorst & Rolls, 2011; 
Rangel & Hare, 2010). This view requires an alternative explanation of the fact that patients with 
vmPFC damage are more utilitarian than control participants. A possibility that has been 
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hypothesized by Shenhav and Greene (2014) is that deliberate reasoning can influence decision-
making through an alternative route that does not include the vmPFC, whereas emotional appraisal 
needs to be integrated in the vmPFC to be able to exert an influence in judgments and choices. 
However, it is not clear which this alternative route would be, and this hypothesis has still to be 
tested. 
 
1.2.3. What makes a moral dilemma a Footbridge-type dilemma? Dilemmas 
characteristics and categorization 
The studies presented up to now showed how Trolley-type and Footbridge-type dilemmas 
differentially engage emotional processing and give rise to different judgment and choices. But 
which psychological features of the Trolley and the Footbridge dilemmas are able to produce these 
differences? What makes a dilemma a “Footbridge-type” dilemma or a “Trolley-type” one? 
A first categorization was proposed by Greene and colleagues (2001), who divided their set 
of dilemmas in “personal” and “impersonal” according to three criteria schematically described as 
“ME HURT YOU”. First of all, “personal” dilemmas must entail physical harm (the “HURT” 
criteria), that occurs to someone that is vividly represented as an individual (the “YOU” criterion). 
Finally, this harm must be the result of diverting an existing threat onto a different party, but has to 
be “authored” and not “edited” by the agent (the “ME” criterion). “Impersonal” dilemmas just don’t 
fulfill one or more of these criteria. For instance, the Trolley dilemma doesn’t fulfill the “ME” 
criterion, because the single worker’s death would be only a side effect of having diverted the 
trolley onto another track. An impersonal dilemma used by Greene and colleagues (2001) that 
doesn’t fulfill the “YOU” criterion is, for instance, the vaccination dilemma, in which the agent 
decides to make obligatory for the population to undergo a vaccination that will save the majority of 
people from a dangerous illness, but will kill a certain amount of people, which are represented just 
as numbers and not vividly as individuals. In the stimulus set used by Greene and colleagues (2001) 
there are also impersonal dilemmas that don’t fulfill the “HURT” criterion, like the “taxes” 
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dilemma, in which the protagonist decides to evade taxes and doesn’t physically harm anyone. The 
problem with this categorization is that there is significant heterogeneity both between the 
“personal” and “impersonal” categories and within them, especially within the “impersonal” one, so 
it’s unclear which of the different features of the scenarios influenced the subject’s response, and 
how: is it the “HURT” criterion, the “ME”, the “YOU” or all of them combined that elicit the 
“alarm bell” emotional response? 
Greene and colleagues (2001) proposed the personal/impersonal distinction to make a 
preliminary step toward the identification of the elements that influence moral judgment through the 
engagement of emotional processing. However, most of the studies on moral dilemmas kept using 
the personal and impersonal distinction and the stimulus set created by Greene and colleagues 
(2001) instead of attempting to identify a more precise categorization. Only a minority of studies 
focused on investigating which psychological features of the dilemmas were able to produce a 
difference in choices, which brain areas were involved in the processing of these features and if 
participants were aware of those differences between dilemmas and were able to attribute their 
choices to them. Three main factors were hypothesized as able to influence moral judgments and 
decisions in moral dilemmas: the physical contact with the victim, the personal force with which the 
victim is sacrificed, and the means vs side effect distinction. 
 
1.2.3.1. Physical contact and personal force 
One of the most evident differences between the Trolley and the Footbridge dilemma is that 
the Footbridge dilemma requires physical contact between the agent and the victim, whereas the 
Trolley dilemma does not. For this reason, a few studies focused on the role of physical contact in 
producing the different pattern on judgments that can be observed in these dilemmas. A first study 
by Cushman and colleagues (2006) found that physical contact with the victim indeed influenced 
moral judgment, so that sacrificing a person through physical contact was judged as les acceptable 
than sacrificing a person without physical contact. However, a more recent study by Greene, 
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Cushman and Stewart (2009) indicates that this result might not be due to simple physical contact, 
but to a less obvious variable: personal force, that is, whether or not the sacrifice is performed 
through applying physical force to the victim, for instance through pushing with hands or with an 
instrument. This study systematically investigated the effect of three different factors on moral 
judgments in moral dilemmas: physical contact, spatial proximity with the person that is sacrificed, 
and personal force. Interestingly, spatial proximity and physical contact were not sufficient to 
produce a significant difference in judgments when differences in personal force were accounted 
for. On the other hand, irrespective of physical contact and spatial proximity, sacrificing a man by 
applying personal force was judged as less acceptable than sacrificing a man without personal force. 
Importantly, the effect of personal force was modulated by a further parameter, that is, 
whether the sacrifice of one person was the necessary means to save more lives or a foreseen but 
undesired side effect: when the sacrifice was a means, personal force decreased the moral 
acceptability of the action, whereas when the sacrifice was a side effect, personal force produced no 
differences in judgments. 
 
1.2.3.2. Means vs side effect 
As already mentioned in the previous paragraph, one subtle, but relevant, distinction 
between the Trolley and the Footbridge dilemmas is the fact that in the Footbridge dilemma the 
death of one person is a means, intentionally used to save five people, whereas in the Trolley 
dilemma it is a side effect of saving five people. Research that focused on this principle found that 
the majority of individuals judged as not permissible to kill a man as a means to save more lives, 
but as permissible to kill a man as a side effect of saving more lives (Greene et al., 2009; Hauser et 
al., 2007; Mikhail, 2002). Moreover, individuals are generally unaware of the means vs side effect 
distinction and are unable to justify their judgment referring to this principle (Hauser et al., 2007; 
Mikhail, 2002). This shows that the principle according to which we judge harm as a means as 
worse than harm as a side effect is not a product of conscious reasoning, but rather an intuition. 
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Importantly, the effect of the means vs side effect distinction on moral judgment was found to be 
significant also after controlling for potentially confounding variables, like proximity and physical 
contact between the agent and the person to be sacrificed (Hauser et al., 2007). The influence of the 
means vs side effect distinction on judgments, choices and emotional processing was investigated 
also by Lotto, Manfrinati and Sarlo (2014), who devised a set of 60 moral dilemmas categorized as 
Trolley-type or Footbridge-type based on the means vs side effect distinction. 
Schaich Borg and colleagues (2006) investigated which brain areas are involved in 
processing the means vs side effect distinction in sacrificial moral dilemmas. In coherence with the 
results reported by Greene and colleagues for personal and impersonal moral dilemmas (Greene et 
al., 2004, 2001), harm as a means to an end elicited more activity in emotion-related areas like the 
vmPFC and the STS, and less activity in areas associated with cognition like the parietal lobe. 
The means vs side effect distinction effectively modulates judgments even when people 
consider non-physical harm, like violations of other people’s property or rights. For instance, when 
considering objects owned by other people, individuals judge as less acceptable to destroy a single 
object to save five objects when it is a means than when it is a side effect. Expectedly, when the 
objects are not someone’s property (and thus when no harm is done to anyone by destroying them), 
sacrificing one object to save five objects is never judged as unacceptable (Millar, Turri, & 
Friedman, 2014). 
The main reason why the means vs side effect distinction affects moral judgment is that it 
affects the attribution of intentionality: in a study by Cushman and Young (2011) killing a person as 
a means to an end was judged by participants as being more intentional than killing a person as a 
side effect. The means vs side effect distinction affected attributions of intentionality also in non-
moral vignettes, in which nobody was harmed. The fact that the means vs side effect distinction 
influences the attribution of intentionality makes this distinction particularly interesting and 
relevant, since intentionality is a crucial aspect for moral decisions and judgment, as we will see in 
paragraph 1.2.4. 
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1.2.4. The role of harm aversion and intentionality in causing emotional reactions in 
the moral domain 
In the previous paragraph I discussed some of the features of Trolley-type and Footbridge-
type dilemmas that are able to elicit differences in moral judgments and decisions. However, 
according to the dual process model of moral judgment (Greene et al., 2004, 2001), those features 
would not influence judgment directly, but rather through the stronger emotional reactions that they 
elicit. In this paragraph we will see why those features can be expected to produce differences in 
emotional reactions. 
First of all, it is important to consider that avoiding harm to others is one of the most 
relevant moral obligations and seems to be universally endorsed by humans (see, for instance, 
Turiel, 2002). According to some authors, this would be the result of harm aversion, that is, the 
phenomenon by which humans find unpleasant to cause or even witness distress to other people. 
For instance, according to the Integrated Emotion System theory (IES, Blair, 1995, 2007a), 
emotional aversion to harm is necessary for the development of morality. According to the IES, 
individuals learn to discriminate between good and bad actions due to the fact that other people’s 
emotional expressions are intrinsic reinforcers or punishers. Expressions of fear or sadness, for 
instance, are intrinsic punishers. Through reinforcement learning, the actions that cause harm to 
others are represented as “bad”. For instance, if a child pushes another child, making it cry, the 
crying of the latter child produces a negative emotional reaction in the former. This negative 
emotional reaction becomes associated with the act of pushing someone, that is thereby represented 
as “bad” and avoided. 
Based on Blair’s theories, recent research (Cushman et al., 2012; Cushman, 2013; Miller, 
Hannikainen, & Cushman, 2014) propose to distinguish between aversion to harmful outcomes, that 
is, to the suffering of others itself, and aversion to harmful actions, that is, to performing a harmful 
action in first-person. Moreover, some evidence points toward the presence of aversion to harmful 
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intent. As we will see, physical proximity, personal force and means vs side effect can modulate 
emotional reactions to the dilemmas through these three factors. 
 
1.2.4.1. Aversion to harmful outcomes 
A conspecific in distress is a relevant stimulus that naturally produces aversive reactions, not 
only in humans, but also in other mammals (e.g., Masserman, Wechkin, & Terris, 1964; Rice & 
Gainer, 1962; Sagi & Hoffman, 1976). This phenomenon is considered one of the main causes of 
helping and prosocial behavior. In humans, the mechanisms through which aversion to others’ 
distress causes prosocial behavior are at least two: on the one hand, others’ suffering elicits 
compassion and sympathy; on the other hand, witnessing others’ suffering produces feeling of 
personal distress (Batson, 2009). Both of these feelings would motivate us to comfort the person 
who is suffering and to remove the cause of her suffering (Preston & de Waal, 2001). According to 
the IES (Blair, 1995, 2007a), the aversion to harmful outcomes is the necessary prerequisite that 
allows us to mark actions as “good” or “bad”. However, as authors like Nichols (2002) pointed out, 
the link between harm aversion and judgment of harm as immoral is not as straightforward as it 
may seems: harmful outcomes are not the only features allowing us to judge a behavior as morally 
permissible or impermissible. For instance, if a person is harmed by accident, we might judge the 
event as “bad”, but not as morally impermissible. Thus, aversion to harmful outcomes by itself can 
explain why we refrain from performing harmful actions, but not how we produce moral 
judgements. 
Going back to moral dilemmas, both Footbridge- and Trolley-type dilemmas entail harmful 
outcomes, irrespective of the choice taken. However, the harmful outcome of sacrificing a person in 
Footbridge-type dilemmas could generate stronger emotional reactions than in Trolley-type 
dilemmas: imagining to kill someone as a means to an end, in close physical proximity and using 
personal force, possibly generates a more vivid imagery of the victim than imagining to kill 
someone who is physically distant, as a side effect, and without applying personal force. This more 
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vivid representation could increase empathy (see Singer & Lamm, 2009, for a review on the 
mechanisms of empathy), thus making the outcome emotionally more aversive. Importantly, 
physical proximity, personal force, and the means vs side effect distinction can all be hypothesized 
to independently increase the visual imagery of the victim. The same mechanism would also make 
killing a person more aversive than letting five people die in Footbridge-type dilemmas. In Trolley-
type dilemmas, on the other hand, the visual imagery of the person to be sacrifice and that of the 
people to be saved would be equally vivid, and thus equally aversive. In line with this account, a 
study by Amit and Greene (2012) found that non-utilitarian judgments are supported by visual 
imagery of the victim to be sacrificed and that interfering with imagery through visual interferences 
increases utilitarian judgments. 
 
1.2.4.2. Aversion to harmful actions 
According to Cushman and colleagues (2012), the aversion to others’ distress per se is not 
sufficient to explain some of the findings of research on morality. These authors state that the 
aversion to harm does not only consist of aversion to seeing or imagining other people suffering, 
but also of aversion to performing harmful actions per se, which would be acquired, as suggested by 
Blair (e.g., Blair, 1995, 2007b), through associational learning between some particular actions and 
the aversive stimulus represented by others’ distress. In line with this theory, individuals who 
showed aversion to harmful actions even in the absence of harmful outcomes (e.g., participants who 
showed stress responses when firing a toy gun at the experimenter) were also less utilitarian in 
sacrificial moral dilemmas (Cushman et al., 2012). Moreover, the effect of high trait psychopathy in 
increasing the number of utilitarian responses to sacrificial moral dilemmas seems to be mediated 
by action aversion, which is inversely correlated with trait psychopathy (Patil, 2015). 
Action aversion could be one of the factors accounting for the strong effect of the means vs 
side effect distinction on judgments and decisions in sacrificial moral dilemmas, since sacrificing a 
person as a means generally requires performing a prototypically harmful action (e.g., pushing the 
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man in the Footbridge dilemma), whereas sacrificing a person as a side effect does not (e.g., pulling 
the lever in the Trolley dilemma). Moreover, the concept of action aversion is linked to both 
physical proximity and personal force, since it is likely that most of the prototypically harmful 
actions imply both of these factors. 
However, it is still unclear which features of an action would acquire an association with 
harm and consequently elicit aversion. According to Cushman and colleagues (Cushman et al., 
2012; Miller & Cushman, 2013), the basic perceptual and motor properties of an action play a 
crucial role. In this case, however, it would be hard to explain why people acquire aversion to firing 
a toy gun, since it is unlikely that they had the opportunity to associate the motoric properties of 
such an action with harm in their life. At the same time, it would be hard to explain why people feel 
aversion to kicking a person, but not to kicking a ball, since the motoric properties of those actions 
are the same. In any case, the results presented by Cushman and colleagues (Cushman et al., 2012; 
Miller & Cushman, 2013) show that people are indeed more averse to perform a prototypically 
harmful action in first person than to witness the same action being performed by someone else, a 
result that can’t be explained by outcome aversion alone. One alternative explanation of this effect 
could be that performing an action, instead of merely witnessing it, involves a sense of agency and 
personal responsibility that generate anticipated feelings of guilt and regret (Frijda et al., 1989; 
Wagner et al., 2012; Zeelenberg, van Dijk, et al., 2000). Moreover, the aversion to perform some 
actions in first person might be due to the fact that some actions, like pushing a man or firing a gun, 
are more strongly associated with harmful intents than others, like pulling a switch, are. 
 
1.2.4.3. Aversion to harmful intents 
A third and important element that could influence emotional reactions to moral dilemmas is 
intentionality. As we will see in this paragraph, several studies reported that the intentionality of an 
action is able to influence not only the moral judgment of that action and the attribution of blame 
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and punishment to the actor, but also the emotional evaluation of the outcome and of the actor 
himself. 
First of all, a harmful action performed with the intention to harm is judged as morally 
worse than an action with the same harmful action that was performed unintentionally (Cushman, 
2008; Ohtsubo, 2007). Coherently, intentionally harmful actions are assigned more punishment than 
accidentally harmful actions (Cushman, 2008). For instance, accidentally burning a partner’s hand 
while trying to weld together two pieces of metal is judged as more morally permissible and less 
blameworthy than intentionally burning a partner’s hand in the same context (Cushman, 2008). 
Moreover, bad intent per se is sufficient to judge an action as blameworthy, even when the planned 
harmful outcome doesn’t occur (Young & Saxe, 2009b). For instance, attempting to put poison in a 
friend’s coffee is judged to be blameworthy even when the attempt fails (Young & Saxe, 2009b). 
Inferring the agent’s intentions seems to be an intrinsic part of moral judgment. In fact, there 
is evidence indicating that moral judgment spontaneously elicits mental state inferences: Young and 
Saxe (2009a) found that when participants read vignettes describing morally relevant facts, brain 
areas involved in mental state inference, like the right TPJ, the precuneus, and the medial prefrontal 
cortex (mPFC), were more active as compared to when participants read vignettes describing 
morally irrelevant facts. The activity in these areas, the TPJ in particular, modulates moral 
judgment: using multi-voxel pattern analysis (MVPA), Koster-Hale, Saxe, Dungan and Young 
(2013) found that intentional and unintentional harms elicited differential patterns of activation in 
the right TPJ, and that individual differences in these patterns predicted individual differences in 
moral judgments so that the more the right TPJ discriminated between intentional and unintentional 
harm, the more the moral judgments were influenced by intentionality. 
According to the results reported by Treadway and colleagues (2014), the TPJ is part of a 
network involving also the dorsal ACC, that suppresses the activity of the amygdala in response to 
harmful outcomes: in their study, in cases of intentional harm, increasing the emotional responses to 
harmful outcomes (by providing participants with emotionally graphic descriptions of the harm) 
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increased amygdala activity and strengthened connectivity between this structure and an area of the 
dorsolateral prefrontal cortex (dlPFC) involved in the attribution of punishment (Buckholtz et al., 
2008; Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003). Accordingly, this also increased the 
severity of the punishment determined by participants. Conversely, when the harm was 
unintentional, activity in the amygdala was suppressed by the dACC-TPJ circuit, and the emotional 
salience of the outcome had no effect on punishment. 
Interestingly, the intentionality of an action influences also the evaluation of both its 
outcome and its agent. For instance, the experienced intensity of pain is modulated by the 
intentionality with which the pain is inflicted: in a study by Gray and Wegner (2008), participants 
evaluated an electric shock as more painful when they thought it was delivered intentionally by a 
confederate than when they thought it was delivered unintentionally. Moreover, in a study by 
Liljeholm, Dunne and O’Doherty (2014), participants rated the confederates who administered them 
an aversive liquid as less likable when they thought they were doing it on purpose than when they 
thought they were doing it unintentionally, and reported experiencing more anger as a consequence 
of the administration when they thought it was intentional than when they thought it was 
unintentional. 
A study by Young and colleagues (2010) suggests that the vmPFC plays a relevant role in 
producing an adequate emotional reaction to harmful intents. In this study, patients with vmPFC 
lesions were able to provide moral judgments of intentional harm, non-harm and accidental harm 
that were comparable to those of control participants, but showed abnormal judgments of attempted 
harm, as they rated it as more morally permissible as compared to control participants. According to 
the authors, this could reflect the fact that patients with vmPFC lesions, as opposed to healthy 
participants, may not experience an aversive emotional reaction when faced with an agent’s 
intention to cause harm. This would be due to their inability to trigger somatic markers in response 
to abstract concepts (Bechara & Damasio, 2005). The authors exclude the possibility that their 
results could be the consequence of a deficit in assessing intentionality, since vmPFC patients didn’t 
37 
 
show any difference from controls in the judgment of accidental harm: even if the outcome was 
equally harmful, they judged intended harms as less appropriate than accidental harm. The results of 
this study suggest that the activation of the vmPFC, reported by Greene and colleagues (2004, 
2001) for Footbridge-type dilemmas, might be due to the emotional evaluation of harmful 
intentions, rather than (or in addition to) emotional evaluation of harmful outcomes. 
The influence of intentionality on emotional reactions to harm and on moral judgment is 
especially useful to understand why dilemmas like the Footbridge problem, in which harm to others 
is a means to an end, and thus perceived as more intentional (Cushman & Young, 2011), elicit 
stronger emotional reactions and more severe judgments of moral unacceptability than dilemmas 
like the Trolley problem, in which harm is a side effect, and thus perceived as less intentional 
(Cushman & Young, 2011). Moreover, even if there are no studies directly investigating this issue, 
it is plausible that personal force has also an influence on attributions of intentionality, since it is 
unlikely that harm as a result of applying muscular force to the victim could be perceived as 
unintentional. 
 
1.3. Aims of the research project and outline of the studies 
The previous paragraphs described data and models indicating that moral decisions and 
judgments, like decisions and judgments in other domains, are not the exclusive product of rational 
deliberation, but can be also driven by intuition. Several authors propose that these intuitions are 
emotionally-laden (e.g., Greene et al., 2001; Haidt, 2001). For instance, according to the dual 
process model of moral judgment (Greene et al., 2004, 2001), judgments (and decisions) are the 
result of a competition between an intuitive emotional system and a deliberate rational one. This 
model found support in studies on sacrificial moral dilemmas, in which a person is sacrificed in 
order to save a higher number of lives. According to the dual process model, when this sacrifice is 
particularly aversive, the emotional system would kick in and push towards a non-utilitarian choice 
(i.e., rejecting the idea of killing the man while letting a higher number of people die). Otherwise, 
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the rational system would prevail and push towards an utilitarian choice (i.e., saving the people 
while sacrificing the man, because this choice would limit the costs in terms of lives). 
As seen in the previous paragraphs, sacrificing a person as a means to an end (as in the 
Footbridge dilemma, in which the agent is required to push a man off a bridge, stopping a runaway 
trolley with his body and thus saving five workers that would be run over) is judged as less morally 
acceptable than sacrificing a person as a side effect (as in the Trolley dilemma, in which the agent is 
required to pull a switch to divert the runaway trolley on a side track where it would kill only one 
worker) (Hauser et al., 2007; Lotto et al., 2014; Schaich Borg et al., 2006). The reason behind this 
effect is that sacrificing a person as a means to an end is perceived as more intentional than 
sacrificing a person as a side effect (Cushman & Young, 2011). This, in turn, can be hypothesized 
to generate: 
- a stronger impact of the negative outcome (i.e., of the death of one person), since 
intentionality influences the evaluation of the outcome of an action (Gray & Wegner, 
2008); 
- a more negative evaluation of the action itself, since intentionally harmful actions are 
considered as deserving more blame and punishment than unintentionally harmful 
actions (Cushman, 2008); 
- stronger anticipated feelings of guilt and regret, since these two emotions are greatly 
enhanced by the perception of agency and responsibility (Frijda et al., 1989; Wagner et 
al., 2012; Zeelenberg, van Dijk, et al., 2000). 
Up to now, a vast amount of literature has yielded evidence in line with the dual process 
model of moral judgment (see previous paragraphs), but this evidence is not completely conclusive, 
and further investigation is required to test whether and how emotions drive moral judgments and 
decisions, and if differences in emotional processing are necessary conditions to produce the 
different pattern of decisions and judgments that have been reported for moral dilemmas that vary 
on the means vs side effect distinction. 
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As concerns the first point, that is whether and how emotions drive moral judgments and 
decisions, the literature is coherent with an account that posits a role of emotion in these processes. 
First of all, influencing the mood and the emotions of the participants influences moral judgments: 
for instance, inducing a positive mood before the moral dilemma task makes participants more 
utilitarian (Valdesolo & DeSteno, 2006), as does instructing participants to down-regulate their 
emotions during the task (Szekely & Miu, 2015). Secondly, participants with emotional 
hyporeactivity, like participants with vmPFC lesions and participants with high psychopathy traits, 
are more utilitarian (e.g. Koenigs et al., 2007, 2012; Moretto et al., 2010). Finally, brain areas 
associated with emotional processing, like the vmPFC, the STS and the amygdala, are more active 
in Footbridge-type than in Trolley-type moral dilemmas (Greene et al., 2004, 2001). 
This evidence, however, is not enough to conclusively confirm that emotions play a causal 
role in moral judgment and decisions, as the dual process model hypothesizes. For one thing, the 
fact that modulating participants’ mood during the task influences their judgments does not prove 
that the emotions intrinsically caused by the dilemma affect the judgment, because it only indicates 
that incidental affect experienced during the resolution of the dilemmas influences judgment. 
Moreover, only very few studies collected participants’ emotional evaluations during the task (Choe 
& Min, 2011; Lotto et al., 2014; Sarlo et al., 2012; Szekely & Miu, 2015). Among these, only two 
studies (Lotto et al., 2014; Sarlo et al., 2012) tested if Trolley-type and Footbridge-type dilemmas 
elicited different emotional evaluations, with only one (Sarlo et al., 2012) finding higher 
unpleasantness evaluations for Footbridge-type than for Trolley-type dilemmas. Most importantly, 
none of these studies reported a significant association between emotional ratings and judgments or 
choices. Some studies found that autonomic or self-reported arousal was associated with a decrease 
in utilitarian responses (Moretto et al., 2010; Szekely & Miu, 2015), but others found opposite 
results (Patil et al., 2014; Terbek et al., 2013). 
Finally, the fact that brain areas related with emotional processing are more active during the 
resolution of Footbridge-type dilemmas is not necessarily an indication of the fact that emotional 
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processing plays a role in the dilemma resolution. First and foremost, the vmPFC, the brain area 
most consistently found active during the resolution of moral dilemmas (Glenn, Raine, & Schug, 
2009; Greene et al., 2004, 2001; Hutcherson et al., 2015; Schaich Borg et al., 2006; Shenhav & 
Greene, 2014) has a low specificity for emotional processing, being involved in several other 
processes (Ćurčić-Blake et al., 2015; Nakao et al., 2012; Spalding et al., 2015; Sui et al., 2015). 
Secondly, even if the activation of the vmPFC during the resolution of moral dilemmas did actually 
reflects emotional processing, this result per se might be not sufficient to indicate that emotional 
processing plays a causal role on the decision instead of being merely a consequence of it, or an 
epiphenomenon. 
As concerns the second point, that is whether differences in emotional processing are 
necessary conditions to produce the different pattern of decisions and judgments reported for 
Footbridge- and Trolley-type dilemmas, the situation is ambiguous: as seen in paragraph 1.2.3, 
sacrificing a person as a means to an end is perceived to be more intentional than sacrificing a 
person as a side effect (Cushman & Young, 2011). As seen in paragraph 1.2.4, intentionality 
influences moral judgment and the attribution of blame and punishment (Cushman, 2008; Koster-
Hale et al., 2013; Young & Saxe, 2009b). Moreover, intentionality influences the emotional 
evaluation of the outcome of an action (Gray & Wegner, 2008) and the influence of the emotional 
impact of an outcome on punishment (Treadway et al., 2014). Thus, the question arises as to 
whether the assessment of intentionality would be per se sufficient to cause a difference in 
decisions and judgments in moral dilemmas, when it does not elicit a stronger emotional reaction. 
On the one hand, studies on patients with vmPFC lesions seem to indicate that with no emotional 
reaction to harmful intents, intentionality does not affect judgment (Young et al., 2010). On the 
other hand, behavioral data collected with moral dilemmas show that participants with emotional 
hyporeactivity (i.e., participants with psychopathy, vmPFC impairment or alcohol addiction) still 
present a difference in judgment and choices between Footbridge-type and Trolley-type dilemmas, 
endorsing the utilitarian option in Trolley-type dilemmas more than in Footbridge-type dilemmas. 
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(Carmona-Perera, Clark, Young, Pérez-García, & Verdejo-García, 2014; Khemiri et al., 2012; 
Koenigs et al., 2012; Mendez, Anderson, et al., 2005, but see Moretto et al., 2010). If the difference 
in decisions and judgments in Footbridge-type dilemmas was only due to emotional processing, 
then these participants would show a reduction, if not an absence, of this effect, but this was not 
what the studies reported (with the exception of Moretto et al., 2010). There are two possible 
explanations for these findings: the first is that the emotional reactivity of these individuals is 
dampened, but not completely eliminated, and might still play a role in driving decisions and 
judgments; the second is that emotional processing is not the only factor that can lead to different 
conclusions in Trolley- and Footbridge-type dilemmas, because even without a strong emotional 
reaction, individuals might rely on information about differences in intentionality to judge the 
sacrifice of a man in Footbridge-type dilemmas as less acceptable than in Trolley-type dilemmas. 
Thus, it is still to be cleared how emotional processing interacts with intentionality appraisals in 
influencing judgments and decisions in moral dilemmas. 
Finally, the fact that intentionality influences attribution of blame and punishment suggests 
that an additional factor could drive decisions and judgments in moral dilemmas, that is, the 
consideration of hypothetical legal consequences. Intentionally sacrificing a person, like in the 
Footbridge dilemma, could be considered as a sanctionable offense more than unintentionally 
killing a person as a side effect, like in the Trolley dilemma. Thus, participants’ choices and 
judgments might be driven by this additional evaluation, that might play a role in causing the 
different judgments that are so consistently observed between Trolley- and Footbridge-type 
dilemmas. This could be especially true when the question is posed to participants from a first 
person perspective (e.g., “would you push a person off a bridge in order to save five workers?” or 
“is it morally appropriate for you to push a person off a bridge in order to save five workers?”). Up 
to now, no study systematically investigated if and how this variable influences the resolution of 
moral dilemmas and how it interacts with the emotional appraisal of the dilemma. 
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Starting from these bases, the main aim of the studies presented in this thesis was to 
investigate how the means vs. side effect distinction affects decisions and judgments in moral 
dilemmas through its effects on emotional processing, evaluations of legal consequences, and 
anticipated emotional consequences of the decision choice. Moreover, in two studies the neural 
activity associated with decision-making was investigated using both stimulus- and response-locked 
event-related potentials (ERPs). The high temporal resolution that characterizes ERPs allows to 
separately examine different stages of the decision-making process. In particular, stimulus-locked 
ERPs allow to focus on an earlier stage, in which the decision options are assessed and evaluated 
(cf. Ernst & Paulus, 2005; Paulus, 2005); response-locked ERPs, on the other hand, allow to focus 
on the last stage of the decision-making process, in which the final choice is selected and the 
corresponding action is prepared by the motor cortex (cf. Gluth, Rieskamp, & Büchel, 2013). As 
concerns stimulus-locked ERPs, we focused on the P260 component – already mentioned in 
paragraph 1.2.2.1 – that indicates an immediate emotional reaction during the earlier stages of 
decision-making, and on the late positive potential (LPP), that is related to allocation of attentional 
resources and working memory load (Rösler & Heil, 1991). This allowed us to investigate an 
earlier, possibly automatic, appraisal of the decision options and a subsequent and more controlled 
elaboration stage. As concerns response-locked ERPs, we focused in particular on the readiness 
potential (RP), an electrophysiological correlate of the preparation of voluntary movements 
(Shibasaki & Hallett, 2006). Previous studies indicated that, in moral situations, this potential may 
reflect a conflict during the last phase of decision-making. In particular, Sarlo and colleagues (2012) 
found a reduced amplitude of this potential, reflecting a reduced preparation to act, for Footbridge- 
than for Trolley-type dilemmas, a result that was interpreted as reflecting a higher conflict between 
choice options in the former dilemma category. Moreover, a study by Panasiti and colleagues 
(2014) reported a lower amplitude of this potential for spontaneous deception as compared to truth 
telling, a result that also points toward an interpretation of this potential as a correlate of conflict in 
a moral context. 
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The studies presented in this thesis employed a standardized set of moral dilemmas that was 
developed by Lotto and colleagues (2014), in which Footbridge-type and Trolley-type dilemmas are 
categorized according to the means vs side effect distinction. This dilemma set provides important 
advantages as compared to the one devised by Greene and colleagues (2001): as described in 
Paragraph 1.2.3, in the original dilemma set used by Greene and colleagues the dilemmas are 
roughly divided in Footbridge-type and Trolley-type dilemmas through three broad criteria that 
make it difficult to understand which specific features of the dilemmas are able to influence 
emotional processing, and through which mechanisms they affect choices and judgments. 
Moreover, in the original set, the two categories of dilemmas (personal/impersonal) differ in several 
potentially confounding variables, with personal dilemmas more often using an emotionally vivid 
language, more often resulting in the death of people and more often involving friends or relatives 
as characters than impersonal dilemmas. The set of stimuli devised by Lotto and colleagues, 
conversely, only includes dilemmas involving issues of killing and letting die, it never features 
friends or relatives as characters, and always uses a plain language. Finally, in this dilemma set 
other potential confounds like the length of the text of the dilemmas (measured in number of words 
and letters) and the number of victims are balanced in the two categories. 
The aim of the first study presented in this thesis was to investigate how taking into account 
hypothetical legal consequences influences the decision-making process during the resolution of 
moral dilemmas, in particular as regards the choices, the emotional state experienced during the 
resolution of the dilemmas, and the neural correlates of decision-making. The neural correlates of 
decision-making were examined through both stimulus-locked and response-locked ERPs, which 
allowed to investigate which stage of the decision process was influenced by the legal evaluations: 
the appraisal of the options, or the final implementation of the action corresponding to the decision 
choice. 
After clarifying how legal evaluations interact with the means vs. side effect distinction in 
influencing the decision-making process and the emotional impact of the dilemmas, the second 
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study aimed at investigating how trait psychopathy affects choices, judgment and the emotional 
state experienced during the decision in dilemmas that differ on the means vs side effect distinction. 
Psychopathy is a clinical construct characterized by both emotional hyporeactivity to harm and by a 
tendency to immoral behavior (Blair, 2011; Cleckley, 1976; Hare, 2003). Importantly, the immoral 
behavior that individuals with psychopathy present is hypothesized to be a consequence of their 
emotional hyporeactivity to harm (Blair et al., 2013; Blair, 1995, 2007b, 2011). Thus, in the second 
study, comparing participants with high trait psychopathy with participants with low trait 
psychopathy allowed to examine how a tendency to emotional hyporeactivity impacts the affective 
state elicited by the resolution of moral dilemmas, and the subsequent decisions and judgments. 
Finally, to further clarify how emotional processing affects decision-making in moral 
dilemmas, the last study focused on the anticipated emotional consequences produced by to the two 
options (utilitarian and non-utilitarian) depicted in the dilemmas, and on their influence on choices. 
Additionally, in this last study time-locked ERPs were measured with the aim of further 
investigating the neural correlates of the last phase of decision-making, focusing on the Readiness 
Potential (RP). This was aimed at clarifying the functional significance of this potential in the 
context of morally relevant decisions, by testing if reflects a conflict between the anticipated 
emotional consequences of the two options depicted in moral dilemmas. 
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2. STUDY I: THE INFLUENCE OF LEGAL CONSEQUENCES ON NEURAL ACTIVITY, 
EMOTIONAL EXPERIENCE AND DECISION CHOICE IN MORAL DILEMMAS
1
 
 
2.1. Introduction 
As seen in the general introduction, moral dilemmas have been widely employed in 
cognitive and affective neuroscience to investigate how cognitive and emotional processes interact 
in producing moral judgments and choices (e.g., Greene et al., 2001; Greene, 2008; Koenigs et al., 
2007; Schaich Borg et al., 2006). Several studies reported that most people endorse the choice of  
sacrificing one person to save five people in dilemmas like the Trolley dilemma, in which this 
sacrifice would be a side effect of saving five people, but not in the Footbridge dilemma, in which 
this sacrifice would be the means to save the five people (Greene et al., 2009; Hauser et al., 2007; 
Lotto et al., 2014; Mikhail, 2002; Sarlo et al., 2012; Schaich Borg et al., 2006). According to the 
dual process model of moral judgment (Greene et al., 2004, 2001), this response pattern is due to 
the fact that decision in moral dilemmas stems from a competition between a fast, automatic 
emotional system and a slower, deliberate cognitive system. According to the model, Footbridge-
type dilemmas strongly involve emotional processes, while in Trolley-type dilemmas emotional 
processes are less strongly activated and cognitive processes prevail, driving a “rational”, utilitarian 
choice that maximizes the number of spared lives. 
Harm used as a means to an end, but not harm as a side effect, is supposed to be able to 
trigger this emotional response (Cushman et al., 2012; Cushman & Greene, 2012; Greene et al., 
2009). However, harming someone as a means is also perceived by individuals as more intentional 
than harming someone as a side effect (Cushman & Young, 2011). Both in ordinary social life and 
in modern systems of criminal justice there is widespread agreement that, besides the severity of 
                                                 
1
 The material presented in this chapter has been partially published in Pletti C., Sarlo M., Palomba 
D., Rumiati R., Lotto L. (2015). Legal concerns affect neural activity and emotional experience during the 
resolution of moral dilemmas. Brain and Cognition 94, 24-31, doi: 10.1016/j.bandc.2015.01.004. 
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harm, intentionality strongly affects the process of assigning blame for a harmful action (e.g., 
Darley, 2009; Nadler & McDonnell, 2011). Specifically, more blame is assigned for a harmful 
behavior that was intentional than for a comparable one that was unintentional (Guglielmo, Monroe, 
& Malle, 2009; Ohtsubo, 2007; Shultz & Wells, 1985; Treadway et al., 2014). Moreover, affective 
responses to harm were found to increase punishment severity only when the harm was intentional 
(Treadway et al., 2014). 
By differing for the degree of intentionality, Footbridge- and Trolley-type dilemmas would 
thus promote differential assignment of blame and punishment while implicating the same severity 
of harm. On these bases, it might be argued that, in addition to the powerful negative emotional 
reaction hypothesized by Greene et al. (2004, 2001), the need to avoid punishment contributes to 
the rejection of the utilitarian choice in Footbridge-type dilemmas. Surprisingly, empirical 
investigation on the legal implications of this type of moral dilemmas has been largely neglected. 
It is thus still unclear whether and how legal concerns for the harm to be committed 
contribute to decision-making when people evaluate moral dilemmas, nor whether such evaluations 
involve rapid, intuitive processes rather than effortful cognitive control. Indeed, whereas in the legal 
processes of trial and conviction decision-making involves a complex integration of cognitive 
evaluations with representations of relevant legal codes (Buckholtz & Marois, 2012; Schleim, 
Spranger, Erk, & Walter, 2011), in everyday life the assignment of blame and punishment seems to 
be based more on intuitive and implicit processes than on reasoning (Darley, 2009). 
In the present study, we compared the neural activity, subjective emotional reactions and 
behavioral choices in two groups of participants who either took (Legal group) or did not take (No 
Legal group) legal consequences into account when deciding on moral dilemmas. In particular, we 
were interested in comparing the temporal dynamics of moral decision-making in people who 
believed or not that utilitarian resolutions had consequences in terms of legal liability. To this aim, 
we used an experimental paradigm (Sarlo et al., 2012) allowing to measure event-related potentials 
(ERPs) during two distinct phases of decision-making: one in which the dilemma resolutions were 
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assessed and compared (i.e., stimulus-locked ERPs), and one in which the corresponding action was 
selected, prepared and executed (i.e., response-locked, movement-related potentials, MRPs). 
Among the MRP components, we were particularly concerned with exploring the amplitude of the 
Readiness Potential (RP) as a function of group and dilemmas. The RP is known to reflect the 
preparatory processes preceding the execution of voluntary movements (Shibasaki & Hallett, 2006), 
with several studies indicating that it shortly precedes the conscious intention to act, thus reflecting 
intentional actions at preconscious stages (Haggard & Eimer, 1999; Haggard, 2005; Libet, Gleason, 
Wright, & Pearl, 1983; Rigoni, Kühn, Sartori, & Brass, 2011; Sirigu et al., 2004). This sustained 
negative potential is suggested to arise from the medial frontal areas, particularly from the 
supplementary motor area (SMA) (Cunnington, Windischberger, Deecke, & Moser, 2003; 
Praamstra, Stegeman, Horstink, & Cools, 1996). Lastly, in order to measure participants’ emotional 
reactions, affective valence and arousal experienced during decision-making were collected after 
each decision. 
We hypothesized that the evaluation of legal consequences would drive behavioral choices 
toward non-utilitarian resolutions, especially in Footbridge-type dilemmas, since they entail 
intentional harm. If this would be the case, then the Legal group would show a stronger preference 
for the non-utilitarian choice in Footbridge-type dilemmas as compared to the No Legal group. 
Moreover, the Legal group would show a greater difference in choices between Footbridge-type and 
Trolley-type dilemmas as compared to the No Legal group. 
Furthermore, by taking the legal consequences into account, the Legal group would have an 
additional element on which to base its decisions, and thus it would show a facilitation of the 
decision-making process, as reflected in greater action readiness and lower decision times as 
compared with the No Legal group. On the other hand, by excluding legal consequences from the 
decision-making process, we hypothesized participants in the No Legal group to rely mainly on the 
affective information when deciding on Footbridge-type dilemmas, thus showing greater emotional 
engagement than the Legal group, at both neural and subjective levels. 
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Finally, a critical question was whether evaluations related to legal concerns would be 
reflected in the early or late ERP components before responding, thus affecting more automatic 
versus controlled processing stages. 
 
2.2. Methods 
2.2.1. Participants 
A total of thirty-four healthy participants (20 women) aged 19–28 years (M= 24.2, SD = 2.2) 
were included in the present study. Participants included in the Legal group (N = 17) were selected 
from a previous study using identical experimental stimuli, paradigm, and procedure (Sarlo et al., 
2012), as having reported in a post-experimental debriefing questionnaire to have taken legal 
implications into account when deciding on moral dilemmas. Specifically, participants were 
selected according to the following criteria: (a) having answered ‘‘yes’’ to the question ‘‘When 
deciding, have you ever thought about the possible legal consequences that your choice would have 
implied? For instance, have you thought that killing one person to save others might have resulted 
in homicide conviction?’’; (b) having reported a score > 2 on a 0–7 Likert scale, with 0 = not at all 
and 7 = completely, in which they had to indicate how much this idea had influenced their choices 
in the task. 
Participants assigned to the No Legal group (N = 17) were newly recruited to match the 
Legal group according to age, gender, and educational level. They were instructed that none of the 
options proposed in the dilemmas was legally prosecutable. At the end of the task, they completed 
the same debriefing questionnaire that had been administered to the Legal group. All participants in 
the No Legal group who answered ‘‘yes’’ to the question pertaining criterion (a) were excluded 
from the study and replaced (N = 7). 
All participants were right-handed and had no history of psychiatric or neurological 
disorders. They were paid €13 for their participation. The study was approved by the local ethical 
committee, and was conducted in compliance with the declaration of Helsinki. 
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2.2.2. Stimuli 
We employed a set of 60 standardized dilemmas (Lotto et al., 2014) comprising 30 
Footbridge-type dilemmas, which described killing one individual as an intended means to save 
others, and 30 Trolley-type dilemmas, which described killing one individual as a foreseen but 
unintended consequence of saving others. 
Dilemmas were displayed in written text in a series of three slides: the scenario, in which a 
threat endangers several people’s lives; Option A (non-utilitarian choice), in which the agent lets 
these people die; Option B (utilitarian choice), in which the agent kills one person to save these 
people. 
Twelve additional moral dilemmas, which involved no deaths and described other moral 
issues (e.g., stealing, lying, and being dishonest), were used as filler stimuli. The experimental task 
consisted of 3 blocks, each comprising 10 Footbridge-type, 10 Trolley- type, and 4 filler dilemmas, 
presented in a pseudo-random order on a 19 inch. monitor at a viewing distance of 100 cm. 
Stimulus presentation was accomplished with E-prime software (Psychology Software Tools Inc., 
2012). 
 
2.2.3. Procedure 
Upon arrival at the laboratory, participants read and signed an informed consent form. After 
an elastic cap was applied for EEG recording, instructions for the task were given. Each trial started 
with the scenario slide, which remained on screen until participants pressed the space bar. 
Subsequently, Option A was presented for 4.5 s, followed by Option B for 6.5 s. Thereafter, 
participants were presented with the decision slide, showing the letters A and B vertically aligned to 
a fixation cross in the middle of the screen, which remained on screen until participants responded, 
for a maximum time of 10 seconds. Participants were instructed to decide between the two options 
by pressing one of two computer keys marked ‘‘A’’ and ‘‘B’’. They were also explicitly instructed 
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to wait for the onset of this slide before starting to evaluate the options. The decision slide remained 
on screen for one additional second after the response, to prevent the MRPs to be contaminated by 
offset-related potentials. After their response, participants rated how they felt while they were 
deciding, using the 1–9 point scales of valence and arousal of the Self-Assessment Manikin (Lang, 
Bradley, & Cuthbert, 2008). 
 
 
Figure 2.1. Sequence of events in the experiment. Participants had to decide between Options A and B by pressing the 
corresponding key during the presentation of the decision slide (in gray). ERPs were recorded time-locked to the 
decision slide onset. MRPs were recorded time-locked to the behavioral response. SAM = self-assessment manikin and 
ITI = intertrial interval. Text is not drawn to scale. Taken from Sarlo et al., 2012. 
After two practice trials and before starting the experimental session, participants in the No 
Legal group were presented with a slide reporting the following statement: ‘‘According to the 
Article 54 of the Italian Penal Code
2
, none of the options proposed in the dilemmas is legally 
prosecutable’’. 
The task lasted about one hour, plus about forty minutes preparation time. 
 
                                                 
2
 Article 54 of the Italian Penal Code (1930/1987) provides: ‘‘No one shall be punished for acts committed 
under the constraint of necessity to preserve himself or others from the actual danger of a serious personal harm, which 
is not caused voluntarily nor otherwise inevitable, and the acts committed under which are proportionate to the 
threatened harm’’. Participants in the No Legal group, however, did not receive any information regarding the content 
of this Article until the end of the experimental session. 
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2.2.4. Data Collection and Analysis 
The EEG was recorded from 31 tin electrodes (Fpz, Fz, FCz, Cz, CPz, Pz, Oz, Fp1, Fp2, F3, 
F4, FC3, FC4, C3, C4, CP3, CP4, P3, P4, O1, O2, F7, F8, FT7, FT8, T3, T4, TP7, TP8, T5, and T6) 
mounted in an elastic cap (Electro-Cap International, Inc.; Eaton, OH) and the right mastoid. All 
impedances were kept below 10 kΩ. All sites were referenced online to the left mastoid and re-
referenced offline to the average of the left and right mastoids. For the purpose of artifact scoring, 
vertical and horizontal electro-oculograms (EOGs) were recorded. The EEG and EOG signals were 
amplified with Neuroscan Synamps (El Paso, TX), bandpass filtered (DC- 70 Hz) and digitized at 
500 Hz (16 bit A/D converter, accuracy 0.1 µV per least significant bit). Blink artifacts and eye 
movements were corrected with a regression-based algorithm (Gratton, Coles, & Donchin, 1983). In 
order to compute ERPs, continuous EEG was segmented offline into 900-ms epochs from 100 ms 
before to 800 ms after the onset of the decision slide. To compute the MRPs, the EEG was 
segmented into 1500-ms epochs from 1000 ms before to 500 ms after the keypress. All epochs were 
linear detrended to correct for slow DC shifts, re-filtered with a 30 Hz low pass filter (12 dB/oct) 
and baseline-corrected against the mean-voltage recorded during the 100 ms pre-stimulus period for 
ERPs, and during a 200 ms period preceding keypress (from -1000 ms to -800 ms) for MRPs. The 
epochs were then inspected for artifacts, and every epoch containing a higher voltage than ±70 µV 
in any channel was rejected from further analysis. The remaining epochs were averaged separately 
for each participant and condition. 
The P260 was identified and specified as the most positive peak between 200 and 300 ms 
from stimulus onset. Successive slow wave activity (i.e., the Late Positive Potential, LPP) was 
measured as mean amplitude within three successive post-stimulus time windows (LPP1, 300–450 
ms; LPP2, 450–600 ms; LPP3, 600–750 ms). The amplitudes of MRP components were measured 
in three time intervals (cf. Shibasaki & Hallett, 2006): (1) mean negativity between 800 and 500 ms 
before key-press (early RP); (2) mean negativity between 500 and 50 ms before keypress (late RP); 
and (3) mean negativity between 50 ms preceding and 100 ms following key-press (motor potential, 
52 
 
MP). Separate ANOVAs were performed on mean LPP and MRP amplitudes, with Group (Legal, 
No Legal) as between-subjects factor and dilemma type (Footbridge-type, Trolley-type), Electrode 
Location (F, FC, C, CP, P) and Laterality (left, midline, right) as within-subjects factors. The 
ANOVA performed on mean P260 amplitudes and peak latencies focused on frontal locations (Fp, 
F, FC) based on previous results (Sarlo et al., 2012). Separate ANOVAs were conducted on the 
mean percentages of utilitarian choices, decision times, valence and arousal ratings, with Group as 
between-subjects factor and dilemma type as within-subjects factor. 
The corrected p-values for effects within variables with more than two levels are reported 
together with the Huynh-Feldt epsilon (ε) and the uncorrected degrees of freedom. Bonferroni-
corrected post hoc comparisons were conducted on significant main effects and interactions. 
Finally, Pearson’s correlations between valence and percentage of utilitarian choices, and arousal 
and percentage of utilitarian choices were calculated separately by group and dilemma type. All 
statistical analysis were performed with IBM’s SPSS (IBM Corp., 2010). 
 
2.3. Results 
2.3.1. Behavioral data 
The ANOVA on the percentages of utilitarian choices revealed only a significant main effect 
of dilemma type (F(1,32) = 168.23, p < .0001, η2p = .84), with higher percentages for Trolley- than 
Footbridge-type dilemmas (Ms = 75.04% and 38.31%, respectively). The ANOVA on decision 
times yielded no significant results (all ps > .43). Mean decision times were 2588 ms. 
 
2.3.2. Affective ratings 
The group main effect was significant for valence ratings (F(1,32) = 4.79, p = .036, η2p = 
.13) and marginally significant for arousal ratings (F(1,32) = 3.83, p = .059, η2p = .11), in that the 
No Legal group rated the decisions as more unpleasant and more arousing than the Legal group 
(Figure 2.2). The dilemma type effect showed a trend toward significance only for valence ratings 
53 
 
(F(1,32) = 3.24, p = .08, η2p = .09), with decisions on Footbridge-type dilemmas rated as more 
unpleasant than those on Trolley-type dilemmas. None of the correlations between valence and 
percentage of utilitarian choice, and arousal and percentage of utilitarian choices was significant (all 
ps > .43). 
 
  
Figure 2.2. Mean valence (top) and arousal (bottom) ratings across dilemma types in the No Legal and Legal groups. 
2.3.3. Stimulus-locked ERPs 
Grand-averaged ERPs elicited during decision-making as a function of Footbridge- and 
Trolley-type dilemmas are displayed at representative midline sites in Figure 2.3. 
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Figure 2.3. Grand-averaged ERPs recorded at representative midline sites time-locked to the decision slide for 
Footbridge- and Trolley-type dilemmas. Time 0 indicates the onset of the decision slide. The P260 component and the 
three time windows of the Late Positive Potential (LPP) are highlighted. 
2.3.3.1. P260 amplitude and latency 
No significant main effect or interactions involving the group factor were found for the P260 
amplitude (all ps > .24). The significant main effect of dilemma type (F(1,32) = 4.66, p = .039, η2p 
= .13) showed that Footbridge-type dilemmas elicited larger amplitudes than Trolley-type dilemmas 
(Ms = 6.07 and 5.39 µV, respectively; see Figure 2.3). The location main effect (F(2,64) = 32.67, p 
< .0001, ε = .65, η2p = .51) showed that the P260 was largest at fronto-central locations (ps < .0001). 
As further specified by the significant Location × Laterality interaction (F(4,128) = 6.88, p < .0001, 
ε = .87, η2p = .18), the P260 amplitude was maximal at FCz and FC4 (all ps < .005). 
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As for peak latency, no significant main effect or interactions involving the group factor were 
found. The significant laterality main effect (F(2,64) = 8.65, p = .001, ε = .88, η2p = .21) showed 
longer latencies on the right than on the midline and left sites (ps < .02). 
 
2.3.3.2. LPP amplitudes 
No significant main effect or interactions involving the group factor were found for the 
LPP1 amplitude (300–450 ms post-stimulus). The significant main effect of dilemma type (F(1,32) 
= 5.1, p = .031, η2p = .14) showed that Trolley-type dilemmas elicited larger amplitudes than 
Footbridge-type dilemmas (Ms = 3.49 and 2.86 µV, respectively; see Figure 2.3), indicating greater 
allocation of attentional resources. The location (F(4,128) = 42.34, p < .0001, ε = .35, η2p = .57) and 
laterality (F(2,64) = 9.59, p < .0001, ε = 1.00, η2p = .23) main effects were also significant. As 
further specified by the significant Location × Laterality interaction (F(8,256) = 9.56, p < .0001, ε = 
.72, η2p = .23), the LPP1 amplitude was maximal at Pz and P4 (all ps < .02). In the successive time 
windows (i.e., LPP2, 450–600 ms post-stimulus, and LPP3, 600–750 ms poststimulus), the only 
significant effects involved the location (F(4,128) = 57.73, p < .0001, ε = .36, η2p = .64; F(4,128) = 
16.48, p < .0001, ε = .37, η2p = .34, respectively) and laterality (F(2,64) = 11.44, p < .0001, ε = 
1.00, η2p = .26; F(2,64) = 12.86, p < .0001, ε = .93, η
2
p = .29) main effects, and the Location × 
Laterality interaction (F(8,256) = 19.79, p < .0001, ε = .49, η2p = .38; F(8,256) = 21.20, p < .0001, ε 
= .44, η2p = .40), indicating maximal amplitude at Pz and P4 for LPP2 and at Pz for LPP3 (all ps < 
.04). 
 
2.3.4. Response-locked MRPs 
Grand-averaged MRPs elicited before response choice in the Legal and No Legal groups are 
displayed at representative midline sites in Figure 2.4. 
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Figure 2.4. Grand-averaged MRPs recorded at representative midline sites time-locked to the behavioral response in the 
No Legal and Legal groups. Time 0 indicates the onset of the behavioral response. 
 
2.3.4.1. Early RP 
A significant group main effect emerged for the early RP amplitude (F(1,32) = 5.43, p = 
.026, η2p = .15), indicating greater negativity for the Legal than for the No Legal group (Ms = -.44 
and .21 µV, respectively) between 800 and 500 ms before key-press (see Figure 2.4). The 
significant Location × Laterality interaction (F(8,256) = 3.14, p = .013, ε = .56, η2p = .09) showed 
that the amplitude of the early RP was maximal at the midline central and centro-parietal locations 
(i.e., at Cz and CPz) (all ps < .05). A significant Group × Location interaction (F(4,128) = 6.12, p = 
.012, η2p = .16) was also found. Post-hoc comparisons between groups revealed that the Legal 
group showed larger amplitudes than the No Legal group at central, centro-parietal, and parietal 
locations (all ps < .03), whereas no differences were found at frontal or fronto-central areas. Post-
hoc comparisons within groups revealed that the Legal group showed maximal amplitudes at the 
midline central and centro-parietal locations (all ps < .05), whereas the No Legal group did not 
show any significant difference in amplitudes among locations (all ps > .29). 
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The group main effect was marginally significant (F(1,32) = 4.0, p = .053, η2p = .11), with 
greater negativity observed for the Legal than for the No Legal group (Ms = -.82 and -.15 µV, 
respectively) between 500 and 50 ms before key-press. The significant Location × Laterality 
interaction (F(8,256) = 4.42, p = .001, ε = .61, η2p = .12) showed that the amplitude of the late RP 
was maximal at the midline central and centro-parietal locations (i.e., at Cz and CPz) (all ps < .04). 
 
2.3.4.3. MP 
The group main effect was not significant in the time window from 50 ms before to 100 ms 
after key-press. However, a significant Group x Location interaction (F(4,128) = 7.10, p = .004, η2p 
= .18) was found. Post-hoc comparisons between groups revealed that the Legal group showed 
larger amplitudes than the No Legal group at centro-parietal and parietal locations (ps < .04), 
whereas no differences were found at frontal, fronto-central, and central areas. Post-hoc 
comparisons within groups revealed that the Legal group showed maximal amplitudes at fronto-
central and central locations (all ps < .04), whereas the No Legal group showed maximal amplitudes 
at frontal and fronto-central locations (all ps < .002). The significant Location × Laterality 
interaction (F(8, 256) = 19.62, p < .0001, ε = .60, η2p = .38) showed that the MP amplitude was 
maximal at the midline fronto-central and central locations (i.e., at Cz and CPz), and larger on the 
left than the right locations (all ps < .05). 
 
2.4. Discussion 
Despite the large number of studies that have systematically explored the critical factors 
affecting decision-making in Footbridge- and Trolley-type dilemmas (e.g., Bartels, 2008; Cushman 
et al., 2006; Greene et al., 2009; Mikhail, 2011; Moore et al., 2008; Schaich Borg et al., 2006), little 
attention has been devoted to the influence of evaluating the legal consequences the dilemma agent 
would face when choosing between resolutions. This is somewhat surprising, as in any modern 
society killing is regarded as a severe violation of the legal codes that is subjected to penal 
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judgment. On this basis, while this kind of moral dilemmas may be regarded as peculiar 
phenomena, because the violations are aimed at a greater good, it is implausible to assume that 
people do not take legal consequences into account when deciding about the hypothetical killing of 
one person. In particular, there is well- documented evidence that judgments of intentionality guide 
judgments of blame and affect punishment assignments in naïve individuals (e.g., Cushman, 2008; 
Darley & Pittman, 2003; Guglielmo et al., 2009), with emotional salience increasing the severity of 
punishment attributed to intentional, but not unintentional, harm-doing (Treadway et al., 2014). On 
these bases, we reasoned that Footbridge-type dilemmas, by implying greater intentionality than 
Trolley-type dilemmas (Greene et al., 2004, 2001; Sarlo et al., 2012; Schaich Borg et al., 2006), 
might evoke harsher blame and punishment for the proposed moral violations. Such evaluations 
might thus serve as further input to decision-making and add to Greene et al.'s (2004, 2001) 
‘‘alarm-bell emotion’’ in driving behavioral choices toward the rejection of utilitarian resolutions. 
The present study was aimed at comparing the temporal dynamics of moral decision-making 
in two groups of participants who reported being influenced in their decisions by the legal 
consequences of the proposed actions (Legal group) versus being instructed that none of the 
proposed actions had consequences in terms of legal liability (No Legal group). Decision-making 
was assessed across subjective, behavioral, and physiological domains, in order to highlight 
possible differences in explicit and implicit processing between groups. Moreover, the use of both 
stimulus- and response-locked ERPs allowed us to investigate the neural activity underlying two 
separate phases of the decision process: one associated with the initial evaluation and comparison of 
the dilemma’s options and one closely related to intention to act and response preparation. 
A first relevant result to be noticed is that no difference in behavioral choices was found 
between the No Legal and the Legal group. Specifically, participants who were instructed that none 
of the options proposed in the dilemmas was legally prosecutable and participants who took legal 
implications into account chose a comparably lower proportion of utilitarian resolutions when 
deciding on Footbridge- than on Trolley-type dilemmas. Thus, legal consequences don’t seem to 
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play a confounding role in producing the difference in responses that is consistently observed 
between Trolley-type and Footbridge-type dilemmas (Greene et al., 2009; Hauser et al., 2007; Lotto 
et al., 2014; Mikhail, 2002; Sarlo et al., 2012; Schaich Borg et al., 2006). 
However, this lack of a significant group difference in choices does not mean that legal 
consequences did not have an impact on the decision-making process: the dynamics of the 
psychological processes preceding the conscious motor decision appear to be different in the two 
groups, as supported by the relevant effects obtained for subjective and electrophysiological 
measures.  
As hypothesized, at the subjective level, the No Legal group reported overall greater 
emotional engagement during decision- making relative to the Legal group, as revealed by feelings 
of higher unpleasantness and arousal. However, such a conscious emotional response was not 
reflected, at the neural level, in an overall larger amplitudes of the P260 for the No Legal than the 
Legal group. Consistent with previous research (Sarlo et al., 2012), both groups showed larger P260 
and lower valence ratings when deciding on Footbridge- than on Trolley-type dilemmas (the latter 
effect being marginally significant). This ERP component might index the (aversive) affective 
appraisal of the choice options in the early processing stages, as its amplitude was found to 
positively correlate with the unpleasantness experienced during decision-making (Sarlo et al., 
2012).  
As indicated by the analysis of the LPP amplitudes, no difference between the No Legal and 
the Legal group was found even during the later processing stages associated with allocation of 
attentional resources and working memory load (e.g., Rösler & Heil, 1991). Consistent with 
previous research (Sarlo et al., 2012), both groups showed larger positivity during the resolution of 
Trolley- than Footbridge-type dilemmas, indicating that decisions required a larger amount of 
attentional resources. 
Overall, then, no group differences emerged in the first phase of decision-making, as 
reflected in the amplitudes of the stimulus- locked ERP components up to 750 ms after the onset of 
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the decision slide. Specifically, taking the legal consequences into account during decision-making 
did not modulate the early processing stages nor did it require additional attentional resources in the 
later stages of option processing. In contrast, the effect of dilemma types, varying in the degree of 
intentionality and emotional engagement, largely prevailed in affecting neural activity, as well as 
behavioral choices. It seems plausible to suppose that this first phase of decision-making, which 
was unaffected by legal considerations but strongly modulated by the intentionality of actions, 
unconsciously laid the groundwork for selecting the dilemma’s resolution. Subsequent evaluations 
possibly had effect on the regulation of conflict that is intrinsic to any resolution choice in this kind 
of moral dilemmas. 
Indeed, legal concern exerted its effects in the last phase of decision-making just preceding 
the behavioral choice, in that the Legal group showed larger MRP amplitudes than the No Legal 
group, indicating greater readiness to act. In particular, the early RP component (until about 500 ms 
before movement onset) is an index of motor readiness modulated by the level of intention to 
perform a voluntary action (Shibasaki & Hallett, 2006) and was consistently found to shortly 
precede the conscious experience of intention to act (e.g., Haggard & Eimer, 1999; Haggard, 2005; 
Libet et al., 1983). Moreover, this electrophysiological response is known to originate primarily in 
the medial frontal SMA regions, which play a key role not only in motor planning, but also in 
higher cognitive processes, such as the anticipation of reward (Lee, 2004) or the encoding of values 
of available actions before choice (Wunderlich, Rangel, & O’Doherty, 2009). Importantly, and 
relevant to the present work, the amplitude of the early RP has been recently considered as a 
cortical marker of moral conflict in decision-making, as reduced motor preparation was observed in 
spontaneous deception as compared with truth-telling (Panasiti et al., 2014). In this view, the lower 
RP amplitudes observed in the No Legal than the Legal group might reflect reduced intention to act 
associated with greater (moral) conflict at the level of action preparation. Interestingly, this 
difference between groups was found to extend to the subsequent MRP components, thus affecting 
the whole process of motor preparation and execution. Indeed, larger amplitudes were found in the 
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Legal than the No Legal group both for the late RP and the MP components. The late RP (from 500 
ms to movement onset) is known to indicate activity of the contralateral premotor and primary 
motor cortex and is influenced more by the implementation of specific features of movement, 
whereas the MP reflects the ultimate transmission of the descending motor command from the 
primary motor cortex (Shibasaki & Hallett, 2006). 
Taken together, our results suggest that the behavioral choices were largely shaped across 
participants during the first phase of decision-making, probably being influenced by the emotional 
aversion to the act of intentionally sacrificing one person in order to save more lives. However, by 
excluding the evaluation of the legal consequences from the decision process, as conveyed by the 
experimental instructions, the No Legal group reported greater overall emotional impact, as 
compared with the Legal group. Interestingly, such emotional response pattern was associated with 
lower overall preparation for action, suggesting greater conflict between alternative motor responses 
representing the different decision choices. We might speculate that, with no reference to the legal 
consequences of the proposed violations, decision-making became more complex, thus increasing 
overall the emotional burden of the choice to make, at least at conscious level. In contrast, 
participants in the Legal group showed an overall dampened affective experience during decision-
making associated with greater action readiness and intention to act, reflecting lower conflict in 
responding. On these bases, we might speculate that in moral dilemmas legal consequences of 
actions provide a sort of reference point on which people can rely to support a decision, 
independent of dilemma type. In contrast to what we hypothesized, however, no real facilitation of 
decision-making was found in the Legal group in terms of speeded decision, as no difference in 
response times were observed between groups. It is possible that comparable overall decision times 
in the two groups reflect different processing times in different phases of decision-making, which 
our paradigm was not sensitive enough to highlight. Indeed, despite investigating the initial and the 
last phase of decision-making, corresponding to the first 750 ms and the last 800 ms, we might have 
missed what is in between, as mean decision times were about 2600 ms. 
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As a main limitation of the present study, it should be noted that the two groups were not 
randomly determined, but rather were self-selected based on what they reported in the debriefing 
questionnaire, particularly the Legal group. The two groups were matched for age, gender, and 
educational level, and were found to be comparable (all ps > .24) in both the cognitive and affective 
dimensions of empathy (as measured by the Interpersonal Reactivity Index; (Davis, 1983), an 
important dispositional trait strongly affecting utilitarian judgments in moral dilemmas (Choe & 
Min, 2011; Crockett, Clark, Hauser, & Robbins, 2010; Gleichgerrcht & Young, 2013; Sarlo et al., 
2014). However, we cannot exclude that other basic individual differences have determined or 
modulated the decision to consider or not legal implications, as well as the obtained between-group 
differences in affective ratings and electrophysiological activity. In particular, between-group 
differences in variables related to the general category of emotional distress, such as anxiety and 
depression, and/or variables more specifically affecting sensitivity to punishment, such as 
neuroticism and psychopathy, might have influenced the results, suggesting cautious interpretation 
of the causal role played by legal concerns. 
Moreover, the information on the legal consequences of actions was not truly manipulated. 
However, instructing participants in the Legal group that both the proposed options were legally 
prosecutable would have spoiled the response patterns for at least two reasons: (a) few, if any, 
participants would have accepted that non-utilitarian options (e.g., deciding not to pull the lever in 
the Trolley dilemma, or not to push the man off the bridge in the Footbridge dilemma) were legally 
prosecutable at all; (b) even assuming that, we did not have any reference to quantify and 
differentiate the punishment assigned to each option: indeed, it would have been implausible that 
the utilitarian option (e.g., deciding to push the man off the bridge) received the same (unspecified) 
punishment as the non-utilitarian option (e.g., deciding not to push the man off the bridge). It is 
worth noting that the three Italian legal experts that we have consulted on this issue provided 
conflicting advice on the prosecutability of the actions proposed in the dilemmas. Specifically, 
according to two criminal defense lawyers, neither the utilitarian nor the non-utilitarian option 
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proposed in the dilemmas would be legally prosecutable, as it would be possible to appeal to the 
‘‘case of necessity’’ (see Note 1) and to the lack of ‘‘legal obligation to act’’, respectively. In 
contrast, according to an assistant district attorney general at the Supreme Court, the utilitarian 
action would be legally prosecutable as homicide, albeit with possible mitigating circumstances. 
Importantly, all the three experts recognized that Trolley- and Footbridge-type dilemmas do not 
differ in terms of legal implications. 
 
2.5. Conclusion 
We believe that the present work contributed to the relevant literature in demonstrating the 
role played by legal implications in reducing the subjective emotional impact and the conflict 
associated with decision-making in the context of moral dilemmas. While modulating both 
emotional experience and neural activity preceding the behavioral choices, such effects seem to be 
largely independent of the intentionality of the proposed violations and to apply to both Footbridge- 
and Trolley-type dilemmas. Thus, it is unlikely that the difference in utilitarian responses between 
Footbridge-type and Trolley-type dilemmas that has been consistently reported in the literature is 
due to differences in hypothesized legal consequences. 
This study also showed that Footbridge-type dilemmas, as compared to Trolley-type 
dilemmas, elicit a more unpleasant emotional state during the decision, as indicated both by self-
reported emotional evaluations (though this effect was only marginally significant) and by a bigger 
amplitude of the P260 component. However, in this study, as well as in previous research (Sarlo et 
al., 2014), the self-reported emotional valence and arousal did not show an association with the 
percentage of utilitarian choices. At least two different reasons can be hypothesized to explain this 
result. The first would be that, although Footbridge-type dilemmas elicit stronger emotional 
reactions than Trolley-type dilemmas, the magnitude of this reaction has no direct influence on the 
probability of rejecting the utilitarian option. Indeed, the stronger emotional reactions experienced 
during the decision and the rejection of the utilitarian option could be two separate and independent 
64 
 
consequences of the evaluation of the intentionality of an action. The second possibility would be 
that the association between emotional reactions and the rejection of the utilitarian option exists, but 
it is not captured by the (conscious) emotional evaluations of valence and arousal experienced 
during the decision, because choices are not influenced by immediate emotions experienced during 
the decision process, but rather by anticipated emotions that participants expect to feel as a 
consequence of their choice. The second study presented in this thesis will investigate the former 
hypothesis, whereas the third study will focus on the latter. 
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3. STUDY II: THE INFLUENCE OF TRAIT PSYCHOPATHY ON JUDGMENT AND 
CHOICES IN MORAL DILEMMAS 
 
3.1. Introduction 
As seen in the general introduction, the dual process model of moral judgment (Greene et 
al., 2004, 2001) hypothesizes that in sacrificial moral dilemmas, which depict the choice between 
sacrificing one person and let several people die, emotional processing plays a crucial role in 
influencing decisions and judgments toward the rejection of the utilitarian option (i.e., sacrificing 
one to save more), competing with a deliberate cost-benefit analysis. For instance, it has been 
consistently reported in the literature that individuals endorse less the utilitarian option in dilemmas 
in which the sacrifice of one person is a means to save a greater number of people (Footbridge-type 
dilemmas) than in dilemmas in which the sacrifice is just a side effect (Trolley-type dilemmas) 
(Cushman et al., 2006; Lotto et al., 2014; Moore et al., 2008; Schaich Borg et al., 2006). According 
to Greene et al.’s model (2004, 2001), this would be a consequence of sacrifice as a means being 
emotionally more aversive than sacrifice as a side effect. However, only very few studies used self-
report measures to test whether individuals indeed experience a stronger emotional reaction in 
Footbridge-type dilemmas, with mixed results (Lotto et al., 2014; Sarlo et al., 2012). Moreover, 
killing someone as a means to an end is perceived to be more intentional than killing someone as a 
side effect (Cushman & Young, 2011). Thus, it is unclear how emotional processing interacts with 
the means vs side effect distinction in affecting choices in moral dilemmas. In particular, it is 
unclear whether individuals would still reject the utilitarian option in Footbridge-type dilemmas, if 
killing as a means did not cause a strong emotional reaction. 
One way to test this hypothesis would be to investigate emotional reactivity, and the 
respective decision choices, to Footbridge- and Trolley-type moral dilemmas in individuals with 
high trait psychopathy, since they are known to have blunted emotional reactions (Dawel, 
O’Kearney, McKone, & Palermo, 2012), but preserved attribution of intentionality (Blair et al., 
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1996; Young, Koenigs, Kruepke, & Newman, 2012). In more detail, psychopathy is a clinical 
construct characterized by emotional hyporeactivity on the one hand and by a propensity to immoral 
behavior on the other (Cleckley, 1976; Hare, 2003). Importantly, it is a dimensional construct that 
can be found in various degrees in the general population (Edens, Marcus, Lilienfeld, & Poythress, 
2006; Hare, 2003), and thus its influence over emotional processes and moral behavior can be seen 
as a quantitative continuum rather than referring to discrete taxonomies. Psychopathy consists of 
two independent factors: the first, known as “primary psychopathy”, “emotional detachment”, or 
“callous and unemotional trait”, is characterized by callousness, and lack of guilt, regret and 
empathy; the second, known as “secondary psychopathy” or ”antisocial factor”, is characterized by 
impulsivity, irresponsibility, and a tendency towards antisocial behavior (Barry et al., 2000; Hare, 
2003; Skeem, Johansson, Andershed, Kerr, & Louden, 2007). It is widely accepted that the core 
features of psychopathy are better represented by primary psychopathy, which is supposed to result 
from an intrinsic deficit in emotional processing (Karpman, 1941; Koenigs, Kruepke, & Newman, 
2010; Verona, Patrick, Curtin, Bradley, & Lang, 2004). In this regard, as the study reported in the 
present chapter concerns the influence of emotion on morality, we will consider only primary 
psychopathy as pertinent, and in the rest of the thesis we will use the term “psychopathy” to refer to 
primary psychopathy. 
Although there is a large consensus on the fact that individuals with psychopathy are 
characterized by emotional deficits, the specificity of such deficits is still under research. Some 
studies reported a specific deficit for fear-related stimuli (e.g., Marsh et al., 2011), whereas other 
studies reported a more widespread impairment extending to various negative and positive emotions 
(see Dawel et al., 2012), for a review). Nevertheless, there is consistent evidence that individuals 
with psychopathy show impaired recognition of distress cues and a diminished reactivity to stimuli 
such as facial or vocal expressions of fear, sadness and pain, and to pictures of wounded bodies 
(Blair, Jones, Clark, & Smith, 1997; Blair et al., 2013; Levenston et al., 2000). In particular, 
impaired recognition of facial expressions of fear, sadness, and surprise (Marsh & Blair, 2008), 
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selectively impaired recognition of fearful vocal affect (Blair, 2005), lack of startle blink 
potentiation during the viewing of high arousal negative pictures (Patrick, 1994), and reduced skin 
conductance reactivity to human emotional sounds (Verona et al., 2004) have been reported in the 
relevant literature. 
Several studies have already investigated how psychopathy modulates responses to 
sacrificial moral dilemmas. The results show that, when confronted with Footbridge- and Trolley-
type dilemmas, individuals with high psychopathy traits report they would perform the action of 
sacrificing one person to a greater extent than individuals with low psychopathy traits (Bartels & 
Pizarro, 2011; Glenn et al., 2010; Koenigs et al., 2012; Tassy, Deruelle, et al., 2013), a result that is 
consistent with the assumption that the aversive emotional response to harmful acts is weak or even 
absent in these participants. Moral judgments, instead, do not seem to be affected by psychopathy 
levels, as participants with high trait psychopathy do not judge sacrificing one person as more 
morally acceptable than participants with low trait psychopathy (Cima, Tonnaer, & Hauser, 2010; 
Glenn, Raine, Schug, Young, & Hauser, 2009; Tassy, Deruelle, et al., 2013; but see Patil, 2015). 
Such results could be explained by hypothesizing that, with no emotional response informing on the 
rightness of an action, individuals with psychopathy would produce altered choice of action, but 
normal moral judgment through preserved perspective-taking processes (Glenn, Raine, Schug, et 
al., 2009; Tassy, Deruelle, et al., 2013). Thus, these studies show a dissociation between moral 
judgment and choice of action. Indeed, judgments are made on a third-person perspective, thus 
relying on an allocentric reasoning stance (i.e., the situation is represented independently of one’s 
current relation with it; (U. Frith & de Vignemont, 2005), whereas choices of action are made on a 
first-person perspective and are based on an egocentric point of view (Tassy, Oullier, Mancini, & 
Wicker, 2013). In addition, judgments and choices of action seem to rely on at least partially 
different neural substrates, as judgments, but not choices, were found to rely on processing in the 
right dorsolateral prefrontal cortex (Tassy et al., 2012). On the other hand, the fact that in 
psychopathic individuals choice of action was found to be altered in the face of unaffected moral 
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judgment suggests that choice of action is influenced by emotional processing to a greater extent 
than judgment. 
It is important to note, however, that the above studies did not include any measure of the 
emotional state experienced by participants, and consequently did not provide evidence on the 
critical role of emotion in modulating this dissociation. Moreover, these studies were not aimed at 
testing whether the difference in choices between Footbridge- and Trolley-type dilemmas is due to 
differences in the engagement of emotional processing or to differences in attribution of 
intentionality alone. Indeed, these studies either use just one category of dilemmas (Bartels & 
Pizarro, 2011; Tassy, Deruelle, et al., 2013), did not directly compare Footbridge- and Trolley-type 
dilemmas (Seara-Cardoso et al., 2013, 2012), or did not use dilemmas that vary on the means/side 
effect distinction (Cima et al., 2010; Gao & Tang, 2013; Glenn et al., 2010; Glenn, Raine, & Schug, 
2009; Koenigs et al., 2012). 
Starting from these premises, the main aim of the present study was to investigate the role of 
emotional processes in moral judgment and decisions in sacrificial moral dilemmas. In particular, 
we aimed at testing whether the emotional state experienced during decision-making is associated 
with subsequent choices and judgments, and whether trait psychopathy is associated to a lower 
emotional reactivity to the dilemmas, beside producing more utilitarian choices of action, as 
suggested in the literature. Moreover, we aimed at testing how the emotional hyporeactivity to harm 
that characterizes individual with high trait psychopathy affects choices and judgments in dilemmas 
that differ on the means vs side effect distinction. Participants’ affective state during decision-
making was assessed along the independent dimensions of valence (pleasantness/unpleasantness) 
and arousal (activation/calm), as they represent the core affective components of emotion (e.g., 
(Barrett & Fossum, 2001; Lang et al., 2008). This allowed to clarify whether emotion plays a 
crucial role in moral decision-making specifically when harm is a means to an end. Furthermore, by 
measuring both moral judgment and choice of action, we were interested in disentangling whether 
emotion differentially affects these two distinct processes underlying moral behavior. 
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3.2. Methods 
3.2.1. Participants 
The Levenson Self-Report Psychopathy Scale (LSRP, Levenson, Kiehl, & Fitzpatrick, 
1995), a self-assessment questionnaire measuring primary and secondary psychopathy, was 
administered to 281 university students. From this sample, 54 subjects were selected on the basis of 
their scores on the primary psychopathy scale (LSRP-1), as the emotional hyporesponsiveness 
characterizing individuals with psychopathy is linked entirely to this factor (e.g., Vanman, Mejia, 
Dawson, Schell, & Raine, 2003). Twenty-six participants who scored equal to or higher than 32 
(i.e., the 75th percentile of the distribution) were included in the High Psychopathy (HP) group. 
Twenty-eight participants who scored equal to or lower than 24 (i.e., the 25th percentile) were 
included in the Low Psychopathy (LP) group. Three participants of the LP group were excluded 
because of technical problems during the experiment or because of non-compliance with the 
instructions. The final group was thus composed of 25 participants. The two groups were 
comparable for age and gender (HP: 15 F, 11 M, mean age = 22.08 years, SD = 1.13 years; LP: 15 
F, 10 M, mean age = 21.32 years, SD = 1.55 years). All participants read and signed an informed 
consent. The study was conducted in compliance with the declaration of Helsinki on research on 
human subjects and was approved by the local ethical committee. 
 
3.2.2. Stimuli 
The stimuli consisted of 28 moral dilemmas taken from a standardized set (Lotto et al., 
2014), that described hypothetical scenarios in which the agent must choose whether or not to kill 
one individual to save more people. In half of the dilemmas, killing one individual was a foreseen 
but unintended consequence of saving others (Trolley-type dilemmas), whereas in the other half, 
killing one individual was an intended means to save others (Footbridge-type dilemmas). The 
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stimuli were presented on a 19 inch. monitor at a viewing distance of 100 cm. Stimulus presentation 
was accomplished with E-prime software (Psychology Software Tools Inc., 2012). 
 
3.2.3. Procedure 
The stimuli were divided in 4 blocks and presented in a pseudo-randomized order. In each 
trial, two text slides describing the scenario and the action that could be performed were presented. 
Participants read the slides at their own pace and advanced by pressing the spacebar. After reading 
the two slides, they rated to what extent they would perform the action (choice of action) on a scale 
ranging from 0 (absolutely not) to 7 (absolutely yes). Immediately after, they rated the emotional 
state they had experienced during the decision, using the valence and arousal scales of the Self-
Assessment Manikin (Lang et al., 2008). The valence scale ranged from extreme unpleasantness (1) 
to extreme pleasantness (9); the arousal scale ranged from extreme calm (1) to extreme excitement 
(9). Finally, participants rated to what extent the proposed action was morally acceptable (moral 
judgment) on a scale from 0 (not at all) to 7 (completely). Between trials, a fixation cross was 
presented on screen for 1000 ms. The task lasted about thirty minutes. 
 
 
Figure 3.1. Sequence of events in the experiment. Participants had to rate to what extent they would perform the action 
(choice of action) on a scale ranging from 0 (absolutely not) to 7 (absolutely yes), and to what extent the proposed 
action was morally acceptable (moral judgment) on a scale from 0 (not at all) to 7 (completely). Participants could read 
at their own pace and all slides remained on screen until keypress. SAM = self-assessment manikin. 
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3.2.4. Statistical analysis 
The mean scores of valence, arousal, choice of action, and judgment were calculated for 
each participant and each type of condition. These scores were entered separately in two 2x2 
Analyses of Variance (ANOVAs) with group (HP vs. LP) as between-participants factor and 
dilemma type (Trolley-type vs. Footbridge-type dilemmas) as within-participants factor. Significant 
interactions were further analyzed with Tukey post-hoc tests.  
To test the association between emotional state, action choice and moral judgment, for each 
group and dilemma type we performed Pearson’s correlations between arousal and valence scores 
and choice of action and judgment scores separately. All analysis were performed using IBM’SPSS 
(IBM Corp., 2010). 
 
3.3. Results 
3.3.1. Choice of action 
The group main effect was significant (F(1,49) = 15.33, p = .02, η2 = .24, ), with participants 
in the HP group more inclined to sacrifice one person to save a larger number of people in both 
types of dilemmas as compared to participants in the LP group (Figure 3.2). The dilemma type main 
effect was also significant (F(1,49) = 127.42, p < .001, η2 = .72), as participants were more inclined 
to sacrifice one person in Trolley-type as compared to Footbridge-type dilemmas (Ms = 3.53 and 
1.29, respectively). The Group x Dilemma type interaction was not significant. 
 
72 
 
 
Figure 3.2. Mean ratings for choice of action in low and high trait psychopathy groups. The scale ranged from 0 
(absolutely no) to 7 (absolutely yes). Error bars indicate the standard errors. 
 
3.3.2. Moral judgment 
The significant dilemma type main effect (F(1,49) = 58.25, p < .001, η2 = .54) showed that 
participants judged sacrificing one person in Footbridge-type dilemmas as less morally acceptable 
than in Trolley-type dilemmas (Figure 3.3). No other effect was significant. 
 
 
Figure 3.3. Mean ratings for moral judgment in low and high trait psychopathy groups. The scale ranged from 0 (not at 
all morally acceptable) to 7 (completely morally acceptable). Error bars indicate the standard errors. 
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3.3.3. Emotional reactivity 
3.3.3.1. Valence 
The significant group main effect (F(1,49) = 21.39, p = .01, η2 = .30), showed that 
participants in the HP group reported lower unpleasantness (i.e., higher valence scores) during 
decision as compared to participants in the LP group (Figure 3.4). No other effects were significant. 
 
 
Figure 3.4. Mean ratings for valence experienced during decision-making in low and high trait psychopathy groups. 
The scale ranged from 1 (estreme unpleasantness) to 9 (extreme pleasantness). Error bars indicate the standard errors. 
 
3.3.3.2. Arousal 
The significant dilemma type main effect (F(1,49) = 1.33, p = .02, η2 = .03), indicated that 
decisions in Trolley-type dilemmas were more arousing than in Footbridge-type dilemmas (Figure 
3.5). No other effects were significant. 
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Figure 3.5. Mean ratings for arousal experienced during decision-making in low and high trait psychopathy groups. The 
scale ranged from 1 (extreme calm) to 9 (extreme excitement). Error bars indicate the standard errors. 
 
3.3.4. Correlations 
In the HP group, the Valence experienced during Trolley-type dilemmas was positively 
correlated with Judgment scores(r=.44, p=.03). None of the other correlations was significant. 
 
3.4. Discussion 
The aim of this research was to investigate whether and how emotional hyporeactivity, as 
typical of individuals high in trait psychopathy, affects moral judgments and choices of action in 
sacrificial moral dilemmas. We hypothesized that higher levels of psychopathy would be associated 
with lower emotional reactivity to harm and with a higher propensity to endorse acts causing harm 
to others. At variance with previous studies, by employing a reliable measure of the emotional state 
experienced by participants we were able to provide empirical evidence to test this hypothesis. 
Moreover, we investigated whether a stronger emotional reactivity to intentional harm as compared 
to unintentional harm is necessary to reject the utilitarian option in Footbridge-type dilemmas more 
than in Trolley-type dilemmas. 
We found that HP participants, compared to LP participants, were more likely to act 
sacrificing one person (i.e., choice of action), regardless of whether this sacrifice was a means (i.e., 
Footbridge-type dilemmas) or a side effect (i.e., Trolley-type dilemmas) of saving more people. 
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This is in line with what reported on individuals with psychopathy in previous studies using 
sacrificial moral dilemmas (Bartels & Pizarro, 2011; Glenn et al., 2010; Koenigs et al., 2012; Tassy 
et al., 2013). This finding has been interpreted in the literature as reflecting a reduced emotional 
reaction to the idea of harming someone, which would make the rational choice of maximizing the 
outcomes to emerge (Tassy, Deruelle, et al., 2013). Consistent with this view, we found that HP 
participants reported less unpleasantness during decision-making as compared to LP participants. In 
accordance with the dual process model of moral judgment (Greene et al., 2004, 2001), these results 
indicate that a lower emotional reactivity during decision-making, as measured by subjective 
evaluations, is associated with a higher disposition to endorse utilitarian choices in individuals with 
high psychopathy. 
Interestingly, no difference between groups emerged in moral judgment, with both the HP 
and the LP groups judging Footbridge-type dilemmas as less morally acceptable than Trolley-type 
dilemmas, as consistently found in the relevant literature (Cushman et al., 2006; Lotto et al., 2014; 
Moore et al., 2008; Schaich Borg et al., 2006). The finding of a lack of behavioral differences in 
moral judgment, consistent with what reported in recent studies (Cima et al., 2010; Glenn, Raine, 
Schug, et al., 2009; Tassy et al., 2013), highlights a dissociation between moral judgment and 
choice of action, suggesting the existence of different underlying processes. For instance, recent 
studies using sacrificial moral dilemmas reported a discrepancy between judgment and choice of 
action, showing that people do not always choose the action that they deem morally appropriate 
(Kurzban, DeScioli, & Fein, 2012; Tassy, Oullier, et al., 2013). Moreover, choices of action, as 
compared to judgments, are more strongly influenced by personally relevant variables, such as the 
affective proximity with the victim (Kurzban et al., 2012; Tassy, Oullier, et al., 2013). This 
dissociation can be explained considering that moral judgments are made from an allocentric 
perspective and might rely more strongly on normative prescriptions and beliefs (Nichols & Mallon, 
2006). In contrast, choices of action elicit more self-referent processing (Sood & Forehand, 2005), 
have personally relevant consequences (Sood & Forehand, 2005), and are made by taking personal 
76 
 
experiences and motivations into greater account (Zeelenberg, 2008). Thus, it is possible that 
choices of action are strongly affected by the emotions elicited when people consider the 
alternatives and the expected outcomes (Loewenstein & Lerner, 2003; Tassy, Oullier, et al., 2013; 
Zeelenberg, 2008). 
Indeed, judgment can be driven by moral knowledge learned through other processes, such 
as explicit rule learning or observational learning (Darley & Shultz, 1990). On this basis, the HP 
participants provided judgments of moral acceptability similar to those of the LP participants, being 
able to differentiate between situations in which harming others is intentionally caused and 
situations in which harm is a side effect. This is consistent with the findings reported by Young and 
colleagues (Young et al., 2012), in which psychopathic individuals, presented with a series of 
vignettes describing intentional, attempted, and accidental harms, based their moral judgments on 
the actors’ intents and judged unintentional harm as more acceptable than both intentional and 
attempted harms. This indicates that coding an action as intentional and judging an intentional 
damage as less acceptable than an unintentional one do not necessarily require emotional 
processing. Indeed, the ability of understanding someone else’s intentions is thought to be based on 
the Theory of Mind abilities (Frith & Frith, 2005), which are not impaired in individuals with 
psychopathy (e.g., Blair et al., 1996). 
As regards the self-evaluations of the emotional state experienced during the dilemmas, it is 
important to note that, against the expectations, no significant difference between the valence 
reported for Trolley-type and Footbridge-type dilemmas emerged, as well as no significant 
correlation between valence and choice of action in either of the two groups. The only significant 
correlation reported between emotional ratings and responses to the dilemmas was the positive 
correlation between valence and moral judgment ratings that the HP group showed for Trolley-type 
dilemmas. This result alone doesn’t provide a strong evidence supporting the hypothesis of an 
association between emotion and moral judgment. Moreover, a result that may seem surprising is 
the fact that Trolley-type dilemmas were rated as more arousing than Footbridge-type dilemmas. 
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This may seem contradictory, as Footbridge-type dilemmas are supposed to be more emotionally 
salient than Trolley-type dilemmas (e.g., Sarlo et al., 2012), and thus could be expected to elicit 
heightened arousal. However, arousal per se could result both from emotional activation and from 
cognitive engagement (Critchley, Corfield, Chandler, Mathias, & Dolan, 2000). This last 
explanation is probably the most suitable in this case: we found no difference in arousal between 
groups, but we found that HP participants reported reduced unpleasantness while deciding in moral 
dilemmas as compared to LP participants. Thus, there is evidence that HP participants had a 
reduced emotional reaction to the dilemmas. The equally arousing state experienced by the two 
group might be more related to cognitive effort, which is supposedly higher in Trolley-type 
dilemmas (Greene et al., 2001). 
 
3.5. Conclusion 
In conclusion, the present study supports and extends previous research in demonstrating 
that high psychopathy trait reduces the emotional reactivity to acts involving physical harm to 
others and increases utilitarian responses in sacrificial dilemmas. Furthermore, the observed 
dissociation between choice of action and moral judgment, which has been previously 
demonstrated, suggests that choice of action is more closely related to emotional experience, 
whereas judgment mainly relies on cognitive perspective-taking processes. However, our studies do 
not provide further support to the hypothesis that emotional processing drives moral decisions, at 
least as far as concerns the emotions of which participants are aware, because the association 
between emotional self-reports and choices never reached significance. Moreover, the 
unpleasantness experienced by participants during the decision was comparable for the two 
dilemma types. 
Importantly, our results indicate that a stronger emotional reaction to intentional harm may 
not be necessary to reject the utilitarian resolution in Footbridge-type dilemmas, as opposed to what 
hypothesized by the dual process model (Greene et al., 2004, 2001; Greene, 2008). In fact, the 
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influence of high trait psychopathy on choices equally affected both dilemma types and the 
difference between the two dilemma types in choices of action and judgments was constant in the 
two groups: both groups judged the utilitarian option in Footbridge-type dilemmas as less morally 
acceptable than in Trolley-type dilemmas, and both groups reported to be more inclined to perform 
the action described in utilitarian option in Trolley- than in Footbridge-type dilemmas. Taken 
together, these results seem to indicate that the difference in choices and judgments between 
Trolley- and Footbridge-type dilemmas could not only be due to differences in emotional 
processing, but also to other elements, like the appraisal of a difference in intentionality. 
As an alternative, it can be hypothesized that the influence of emotional processing on 
decisions is not captured by the immediate emotions that participants subjectively experience during 
the decision. For instance, several models of decision-making (Bell, 1982, 1985; Loomes & 
Sugden, 1982, 1986; Mellers, Schwartz, & Ritov, 1999) propose that decisions are driven by the 
need to minimize the expected emotions associated with the outcomes of the decision, more than by 
the immediate emotions experienced during the decision. This hypothesis will be addressed in the 
third study.  
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4. STUDY III: THE ROLE OF ANTICIPATED EMOTIONS IN THE RESOLUTION OF 
MORAL DILEMMAS 
4.1. Introduction 
As seen in the previous chapters, according to Greene and colleagues’ dual process model 
(2004, 2001), moral judgments and decisions are driven by two systems in competition: a deliberate 
and rational one and an automatic and emotional one. Starting from this model, several studies 
tested the hypothesis of emotional processing having a major role in moral decisions and 
judgments, yielding generally consistent, but not conclusive, results. As seen in the general 
introduction, the resolution of Footbridge-type dilemmas elicits greater activity in brain areas 
associated with emotional processing, like the ventromedial prefrontal cortex (vmPFC), the superior 
temporal sulcus (STS) and the amygdala, as compared to Trolley-type dilemmas (Greene et al., 
2004, 2001). Furthermore, individuals with emotional hyporeactivity (e.g., participants with high 
psychopathy traits, or vmPFC impairments) show a higher endorsement of utilitarian options as 
compared to control participants (e.g. Koenigs et al., 2007, 2012; Moretto et al., 2010), a result that 
was also replicated in the study presented in Chapter 3 of this thesis. 
Despite this evidence, however, up to now no study reported a significant association 
between self-report ratings of the emotional state experienced during decision-making and moral 
judgments or choices. Furthermore, the studies reported in Chapter 2 and Chapter 3 of this thesis 
did not find any significant correlation between the emotional state experienced during the decision 
and the percentage of utilitarian choices. Thus, it is still unclear whether and how decision-making 
in moral dilemmas is affected by the emotions that individuals experience relative to their 
resolution. 
One important issue that may help to shed light on these incongruences is the fact that the 
literature on moral dilemmas has mainly focused on immediate emotions that participants 
experienced at the moment of the decision, and has not examined anticipated post-decisional 
emotional consequences. This is a relevant point, because according to several models of decision-
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making like the regret theory (Bell, 1982; Loomes & Sugden, 1982), the disappointment theory 
(Bell, 1985; Loomes & Sugden, 1986) and the decision affect theory (Mellers et al., 1999), the 
anticipation of post-decisional emotions has a crucial impact on decisions. According to these 
models, individuals try to predict how they would feel after having chosen each of the different 
alternatives the problem they are faced with entails, and then select the option that minimizes the 
anticipated negative emotions. In particular, according to these models, individuals are especially 
motivated to avoid post-decisional feelings of regret arising when the outcome of the chosen option 
is worse than what would have resulted from the alternative options. Additionally, as concerns the 
moral domain, individuals are also motivated to avoid anticipated feelings of guilt. Guilt is a 
negative emotion elicited by causing harm or distress to others, and entails self-condemning 
feelings (Haidt, 2003; Tangney et al., 1996). Several studies indicate that the need to avoid guilt 
strongly influences decision-making when the individual’s decisions have relevant consequences 
for others. In particular, guilt aversion motivates individuals to act cooperatively (Chang, Smith, 
Dufwenberg, & Sanfey, 2011; de Hooge et al., 2007; Ketelaar & Tung Au, 2003) and to avoid 
deception (Charness & Dufwenberg, 2006). 
It is plausible to hypothesize that also in moral dilemmas, decisions would be driven by the 
attempt to minimize post-decisional negative emotions. Coherently with this hypothesis, a recent 
study (Sarlo et al., 2014) reported that the percentage of utilitarian choices made in moral dilemmas 
was inversely related to the individuals’ disposition to experience personal distress when faced with 
the suffering of others. This suggests that anticipating the personal distress that would result after 
killing someone might motivate individuals to reject the utilitarian option. 
There are several distinct emotions that can be hypothesized to arise from choosing either 
the utilitarian or the non-utilitarian option in moral dilemmas. For instance, sacrificing one person 
could elicit more regret and guilt than letting several people die, because regret and guilt are 
enhanced by feelings of personal responsibility (e.g.,(Wagner et al., 2012), which in turn are 
enhanced by action as compared to inaction (Zeelenberg, van der Pligt, & de Vries, 2000). Another 
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emotion that can be hypothesized to play a role in moral dilemmas is shame, a moral emotion that is 
elicited by the violation of a moral rule or a social standard and that, as opposed to guilt, focuses on 
self-image rather than on the outcomes of an action (e.g., Haidt, 2003; Tangney et al., 1996). Since 
both of the options depicted in the dilemmas entail the violation of a moral rule or standard (killing 
in the case of the utilitarian option, not helping people in danger in the case of the non-utilitarian 
option), we can hypothesize both options to elicit feelings of shame. Finally, two additional 
emotions that can be hypothesized to play a role are anger and disgust, since a study by Choe and 
Min (2011) found that trait dispositions to experience those emotions were associated with the 
percentage of utilitarian judgments. In more detail, high trait anger was associated with a higher 
percentage of utilitarian judgments, whereas high trait disgust was associated with a lower 
percentage of utilitarian judgments. In line with these findings, a study by Ugazio, Lamm and 
Singer (2012) showed that inducing anger before a moral dilemma task increased the endorsement 
of the utilitarian option, whereas inducing disgust reduced it. Both anger and disgust are basic 
emotions that are also elicited by moral violations (Haidt, 2003). In particular, moral anger is 
caused by perceived violations of a person's freedom, property, or rights (Rozin, Lowery, Imada, & 
Haidt, 1999); moral disgust is elicited by violation of norms concerning purity, sanctity, and the 
natural order of things (Rozin et al., 1999). Disgust can also be directed to the self, being in this 
case similar to shame (Simpson, Hillman, Crawford, & Overton, 2010). 
A secondary goal of this study was to investigate the electrophysiological correlates of the 
last phase of the decision-making process, in which an option is selected and the corresponding 
action is implemented. In particular, we were interested in the readiness potential (RP), a slow 
negative wave that, as seen in Chapter 2, is observed before the execution of a voluntary movement. 
The RP recorded over the central electrode Cz reflects an increase in the cortical excitability of 
brain areas involved in the preparation of the movement, like the Supplementary Motor Area 
(SMA) and the Pre-motor Cortex (Shibasaki & Hallett, 2006). Apart from being involved in the 
preparation and selection of actions (Rushworth, Walton, Kennerley, & Bannerman, 2004), the 
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SMA plays a crucial role in value-based decision making, being involved in reward anticipation 
(Lee, 2004) and in the encoding of the reward value associated with an action (Wunderlich et al., 
2009). 
In line with these functions of the SMA, some recent findings indicate that the RP is a 
relevant correlate of decision-making. For instance, a recent study found that the readiness potential 
tracks the emergence of value-based decisions and reflects the readiness to decide (Gluth et al., 
2013). In that study, the neural correlates of value-based decisions were investigated using a 
sequential decision making paradigm in which participants could either buy or reject stock offers 
based on probabilistic information about the stocks' value that were delivered through sequentially 
presented ratings. Participants had to pay a price for each of these ratings, and thus the optimal 
strategy was to respond as soon as the minimum amount of information necessary for the choice 
was collected. The cost of these ratings was manipulated to create a high-cost condition and a low-
cost condition. As a result, a greater amplitude of the RP was observed for the high-cost condition 
as compared to the low-cost condition. Moreover, the amplitude of the RP measured at Cz increased 
with time, so that early rating presentations were associated with a weaker signal than late rating 
presentations. Thus, the readiness potential reflected the urge to decide, that gradually increased 
together with the motivation to respond. 
The RP seems to have an important role also in moral decisions, since it might reflect moral 
conflict. As we saw in the introduction and in Chapter 2, lower amplitudes of the RP were reported 
for Footbridge-type as compared to Trolley-type dilemmas, a result that was interpreted as 
reflecting a lower preparation to respond, probably due to a greater conflict between alternative 
options (Sarlo et al., 2012). In coherence with this finding, an fMRI study reported greater SMA 
activation for Trolley-type as compared to Footbridge-type dilemmas (Schaich Borg et al., 2006). 
Moreover, as seen in Chapter 2, taking into account legal consequences during the resolution of 
moral dilemmas was associated with a greater RP amplitude as compared to not taking legal 
consequences into account. Since not taking legal consequences into account makes the resolution 
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of moral dilemmas more unpleasant and presumably more difficult, because individuals cannot use 
legal consequences as a reference point, the lower amplitude of the RP was interpreted as a sign of 
conflict in this case as well as in the study by Sarlo and colleagues (2012). Finally, another EEG 
study found a smaller RP amplitude for deception than for truth telling (Panasiti et al., 2014), which 
can also be related to moral conflict, this time between a personal advantage and a morally correct 
alternative. 
Taken together, these results suggest a relationship between the amplitude of the readiness 
potential and the intensity of conflict in moral situations, but this interpretation requires further 
testing, and what exactly the RP reflects in morally conflictual situations has still to be investigated. 
Thus, in the present experiment we aimed at testing if the RP reflects a conflict between anticipated 
emotional consequences of the two alternative options of the dilemmas, hypothesizing that a greater 
conflict between alternatives would reflect in a lower readiness to decide. To this aim, we measured 
emotional experiences related to both options for each dilemma, and we used this data to calculate 
an index of emotional conflict between the two options, testing its association with the RP 
amplitude. 
To summarize, the main aim of this study was to test the influence of anticipated emotional 
consequences on decisions in moral dilemmas. We hypothesized participants to choose the option 
associated with a lower emotional cost. Furthermore, we hypothesized that in Footbridge-type 
dilemmas, but not in Trolley-type dilemmas, the utilitarian option would be associated with worse 
anticipated emotional consequences as compared to the non-utilitarian option. This would help to 
explain why in Footbridge-type dilemmas people reject the rational option that maximizes the 
number of saved lives, whereas in Trolley-type dilemmas people endorse it. We focused on six 
different emotions: first of all regret, that is an important decision-related emotion elicited by 
comparing the outcome of choices. In Italian, regret can be translated in three main words: rimorso, 
which is more related to action; rimpianto, which is more related to inaction and rammarico, which 
is generally related to bad outcomes (Giorgetta, Zeelenberg, Ferlazzo, & D’Olimpio, 2012). We 
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chose to focus on the first two emotional labels, because they are differentially influenced by 
agency and responsibility (Giorgetta et al., 2012), and thus can be hypothesized to be differentially 
elicited by the utilitarian and non-utilitarian options in moral dilemmas. Then, we chose to measure 
guilt and shame, that are perhaps the two most prototypical moral emotions (Haidt, 2003), and 
disgust and anger, that are the only two basic emotions that can be elicited by moral violations 
(Haidt, 2003). For each dilemma, we collected self-report measures of the emotional state 
experienced by participants relative to both the utilitarian and the non-utilitarian option, and we 
tested whether participants chose the option associated with the lower emotional cost. 
Finally, the second aim of this study was to further investigate the role of the RP in this 
context by testing if it reflects a conflict between anticipated emotional consequences associated 
with the two choice options. 
 
4.2. Methods 
4.2.1. Participants 
Sixty healthy participants (30 women) aged 19–26 years (M= 22.3, SD = 1.71) took part in 
the present study. All participants were right-handed and had no history of psychiatric or 
neurological disorders, and they were paid €13 for their participation. Of them, 4 participants were 
excluded due to technical problems, 3 for non-compliance with the instruction, and 2 because they 
had already a previous knowledge of moral dilemmas. The final sample for behavioral data was 
thus composed of 51 participants (29 F). 
As concerns EEG data, 8 additional participants were excluded because of excessive EEG 
artifacts, and the final sample was composed of 43 participants (23 F). To compute the Movement 
Related Potentials (MRPs), a minimum of 30 trials for condition is needed. Since the task would 
have been excessively long by administering 60 dilemmas to each participant (see procedure), we 
divided participants into two groups. One group (the Footbridge group) was administered 30 
Footbridge-type dilemmas and 10 Trolley-type dilemmas, the other group (the Trolley group) 30 
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Trolley-type dilemmas and 10 Footbridge-type dilemmas. The two groups were comparable for age 
and gender (Trolley group: 11 F, 10 M, mean age = 22.9 years, SD = 1.41 years; Footbridge group: 
12 F, 10 M, mean age = 22.27 years, SD = 1.69 years). For the MRP analysis, only Footbridge-type 
dilemmas were considered for the Footbridge group and vice versa for the Trolley group. For the 
behavioral data, on the other hand, all dilemmas were included in the analysis for every participant. 
 
4.2.2. Stimuli 
A set of 60 standardized dilemmas (Lotto et al., 2014) was used in this study. The set 
includes 30 Footbridge-type dilemmas, which described killing one individual as an intended means 
to save others, and 30 Trolley-type dilemmas, which described killing one individual as a foreseen 
but unintended consequence of saving others. All dilemmas were presented as written text on three 
consecutive slides: the scenario slide described the context, in which a threat endangers several 
people’s lives; Option A described the non-utilitarian choice, in which the agent lets these people 
die; Option B described the utilitarian choice, in which the agent kills one person to save these 
people. Additionally, two counterfactual slides were created for each dilemma. These slides 
described in neutral terms the consequences of the alternative option in terms of number of deaths 
and lives. For instance, the counterfactual slide for Option A stated that, if the participant had 
chosen to perform the action described in Option B, one person would be dead and n people would 
be alive. The counterfactual slide for Option B stated that, if the participant had not chosen to 
perform the action described in the option, n people would be dead and one person would be alive. 
Twelve additional moral dilemmas, which involved no deaths and described other moral 
issues (e.g., stealing, lying, and being dishonest), were used as filler stimuli. 
Stimulus presentation was accomplished with E-prime software (Psychology Software 
Tools, Pittsburgh, PA). 
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4.2.3. Procedure 
Upon arrival at the laboratory, participants read and signed an informed consent form. After 
an elastic cap was applied for EEG recording, instructions for the task were given. As already stated 
above, we chose not to administer the whole dilemma set to each participant, because the task 
would have lasted more than two hours and would have been excessively repetitive and tiring for 
the participants, thus compromising the reliability of their performance. For this reason, participants 
in the Footbridge group were presented with 30 Footbridge-type dilemmas, 10 Trolley-type 
dilemmas, and 4 fillers to avoid automaticity in the responses; participants in the Trolley group 
were presented with 30 Trolley-type dilemmas, 10 Footbridge-type dilemmas, and 4 fillers. 
Dilemmas were presented in a pseudo-randomized order, so that each of the 2 experimental 
blocks was comprised of 15 dilemmas of the main category for the group, 5 dilemmas of the other 
category, and 2 fillers. In each trial, participants read the three text slides describing the scenario 
and the two options at their own pace and advanced by pressing the spacebar. Then, a fixation cross 
appeared on screen, and participants were instructed to decide between the two options by pressing 
one of two computer keys marked ‘‘A’’ and ‘‘B’’ with the index or the middle finger of the right 
hand. The fixation cross remained on screen until participants responded, for a maximum time of 10 
seconds, plus one additional second after the response to prevent the MRPs to be contaminated by 
offset-related potentials. Then, participants rated how they felt after the decision on six 0-6 Likert 
scales indicating the intensity of 6 emotions: anger, disgust, guilt, rimorso (action regret), rimpianto 
(inaction regret), and shame. Subsequently, participants read the counterfactual slide relative to the 
option chosen and rated how they would have felt if they had taken the alternative option on the 
same 6 emotional scales. The emotions were presented in a random order. The stimuli were 
displayed on a 19 inch. monitor at a viewing distance of 100 cm, and the experimental task started 
after three practice trials. The task lasted about one hour, plus half-an-hour preparation time. 
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Figure 4.1. Sequence of events in the experiment. Participants had to decide between Options A and B by pressing the 
corresponding key during the presentation of the decision slide (in gray). During the first emotional ratings they had to 
rate how they felt after having chosen. Then, they were presented with a counterfactual slide describing what would 
have happened if they had chosen the other option. In the second emotional ratings, they had to rate how they would 
have felt if they had chosen the other option. MRPs were recorded time-locked to the behavioral response, during the 
decision slide. Text is not drawn to scale. 
4.2.4. Data Collection and Analysis 
Behavioral data were analyzed with mixed effect models, including all trials for each 
participants except those pertaining to the filler dilemmas, those in which participants didn’t 
respond in time (N = 33, maximum number per participant = 6), and one trial with a response time < 
120 ms. 
First of all, to investigate if the emotions associated with the utilitarian and non-utilitarian 
options differed, and if this difference was modulated by dilemma type, we built a separate mixed 
effect linear regression model for each emotion, with emotional intensity as dependent variable, 
option to which the emotion was associated (utilitarian, non-utilitarian), dilemma type (Trolley-
type, Footbridge-type) and Option × Dilemma Type as fixed effects, and participant and dilemma as 
random effects. To investigate if the dilemma type influenced the probability of choosing the 
utilitarian option, we built a mixed effect logistic regression model with choice (0 = non-utilitarian, 
1 = utilitarian) as dependent variable, dilemma type as fixed effect, and participant and dilemma as 
random effects. Finally, to investigate if participants chose the option that was associated with the 
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lowest emotional intensities and if this effect was modulated by the dilemma type, we calculated for 
each trial and each emotion a differential intensity index by subtracting the intensities associated 
with the non-utilitarian option from those associated with the utilitarian option. We also calculated a 
mean emotional differential intensity index, to have an overall measure of emotional difference 
between the two options. Then, we built a separate mixed effect logistic regression model for each 
emotion with choice as dependent variable, differential emotional intensity, dilemma type, and 
Differential Emotional Intensity × Dilemma Type as fixed effects, and participant and dilemma as 
random effects. Importantly, for the behavioral data the dilemma type was a within participant 
factor, since we analyzed the data collected for both dilemma types for each participants 
For each analysis, we started with the model including only the random effects and then 
introduced the fixed effects one by one, in the order described above. To compare models, we used 
the log-likelihood ratio test. To test the significance of parameters of the fixed effects, Wald z-tests 
were used for logistic models and t-test with the Satterthwaite approximations for degrees of 
freedom for linear models. As for electrophysiological data, the EEG was recorded from a tin 
electrode applied on the right mastoid and from 9 tin electrodes (Fz, Cz, Pz, F3, F4, C3, C4, P3, P4) 
embedded in an elastic cap (Electro-Cap International, Inc.; Eaton, OH). All impedances were kept 
below 10 kΩ, and the left mastoid was used as reference. After the recordings, all sites were re-
referenced to the average of the left and right mastoids. Vertical and horizontal electro-oculogram 
were recorded from additional electrodes placed above and below the left eye and at the external 
canthi of both eyes, with the left mastoid as online reference and offline bipolar re-referencing. The 
signal was amplified with a BrainVision V-Amp amplifier (Brain Products GmbH, Gilching, 
Germany), bandpass filtered (DC- 70 Hz) and digitized at 500 Hz (24 bit A/D converter, accuracy 
0.04 uV per least significant bit). Blink artifacts and eye movements were corrected with a 
regression-based algorithm (Gratton et al., 1983). The EEG was epoched into 1500-ms segments 
starting from 1000 ms before the keypress and ending 500 ms after. To correct for slow DC shifts, 
each epoch was linear detrended. Then, each epoch was re-filtered with a 30 Hz low pass filter (12 
89 
 
dB/oct) and baseline-corrected against the mean-voltage recorded during a 200 ms period preceding 
keypress (from -1000 ms to -800 ms) for MRPs. Only epochs pertaining Trolley-type dilemmas 
were retained for the Trolley group, and vice versa for the Footbridge group. The epochs were then 
visually screened for artifact and each epoch containing a higher voltage than ±70 µV in any 
channel was rejected from further analysis. The remaining epochs were averaged separately for 
each participant (mean retained epochs for the Trolley group: 23.14, SD 7.58; mean retained epochs 
for the Footbridge group: 22.98, SD 7.68). The amplitude of the readiness potential was measured 
in two time intervals (Shibasaki & Hallett, 2006): (1) mean negativity between 800 and 500 ms 
before keypress (early readiness potential); and (2) mean negativity between 500 and 50 ms before 
keypress (late readiness potential). Statistical analyses were then restricted to Cz since the RP 
measured at this electrode reflects the activation of the SMA (Shibasaki and Hallett, 2006), and 
since in the study by Gluth and colleagues (2013) the potential recorded at Cz tracked the 
emergence of value-based decisions. 
First of all, t-tests with Welch-corrected degrees of freedom were performed separately for 
each time window to compare the amplitude of the readiness potential between dilemma types. 
Importantly, for all the analyses performed on RP amplitude, the dilemma type was a between-
participants factor, since only Footbridge-type dilemmas were included in the analyses for the 
Footbridge group and only Trolley-type dilemmas were included in the analyses for the Trolley 
group. Then, to test if the amplitude of the readiness potential reflected emotional conflict and if 
this was modulated by dilemma type (i.e., by the group), an index of emotional conflict was 
calculated for each emotion, and for the mean of all emotions, as the absolute value of the 
difference between median emotional intensities associated to the two options. This was done in 
order to have an aggregate data to relate to the average RP amplitude. The median was chosen 
because it better reflected the center of the distributions of the emotional ratings, which were 
asymmetrical. Smaller values of these indexes of emotional conflict indicated similar intensities for 
the two options, and thus a higher emotional conflict; larger values indicated a stronger emotional 
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intensity for one of the two options, and thus a lower emotional conflict. Then, linear regressions 
were calculated separately for each emotion and time-window, with readiness potential amplitude 
as dependent variable and emotional conflict, dilemma type and the interaction between these two 
terms as predictors. 
All statistical analysis were performed in R (R Core Team, 2015), using the libraries stats (R 
Core Team, 2015), lme4 (Bates, Mächler, Bolker, & Walker, 2014), lmerTest (Kuznetsova, Bruun 
Brockhoff, & Haubo Bojesen Christensen, 2015) and effects (Fox, 2003). 
 
4.3. Results 
4.3.1. Behavioral data 
4.3.1.1. Emotional intensity ratings 
For every emotion, the best model included the interaction between dilemma type and 
option , that was always significant (guilt: B = 1.36, SE = .09, t(3928) = 15.13, p < .001, χ2(1) = 
222.49, p < .001; disgust: B = 1.10, SE = .09, t(3923) = 12.25, p < .001, χ2(1) = 147.45, p < .001; 
anger: B = 0.24, SE = .07, t(3924) = 3.38, p < .001, χ2(1) = 11.43, p < .001; action regret: B = 1.24, 
SE = .09, t(3923) = 14.29, p < .001, χ2(1) = 199.21, p < .001; inaction regret: B =.97, SE = .08, 
t(3922) = 10.96, p < .001, χ2(1) = 118.44, p < .001; shame: B = 1.64, SE = .1, t(3925) = 16.47, p < 
.001, χ2(1) = 262.6, p < .001). Follow-up analysis performed on Footbridge-type and Trolley-type 
dilemmas separately showed that, as concerns guilt, disgust and shame, the interaction effect was 
due to higher emotional intensities reported for utilitarian as compared to non-utilitarian options for 
both dilemma types, and to this difference being more pronounced for Footbridge-type as compared 
to Trolley-type dilemmas (Trolley-type, guilt: B = .42, SE = .06, t(1948) = 7.01, p < .001; 
Footbridge-type, guilt: B = 1.79, SE = .06, t(1930) = 27.06, p < .001; Trolley-type, disgust: B = .38, 
SE = .06, t(1947) = 6.07, p < .001 Footbridge-type, disgust: B = 1.48, SE = .06, t(1928) = 23.40, p < 
.001; Trolley-type, shame: B = .61, SE = .07, t(1949) = 8.98, p < .001 Footbridge-type, shame: B = 
2.25, SE = .07, t(1929) = 31.52, p < .001; see Figure 4.2). As concerns anger, the interaction was 
91 
 
due to lower emotional intensities reported for utilitarian as compared to non-utilitarian options in 
Trolley-type dilemmas only (Trolley-type: B = -.26, SE = .05, t(1944) = -5.06, p < .001; Footbridge-
type: B = -.02, SE = .05, t(1929) = -.36, p = .72; see Figure 4.2). As concerns action regret, the 
interaction was due to higher emotional intensities for utilitarian as compared to non-utilitarian 
options in Footbridge-type dilemmas only (Trolley-type: B = -.03, SE = .06, t(1945) = -.5, p = .62; 
Footbridge-type: B = 1.21, SE = .06, t(1925) = 19.36, p < .001; see Figure 4.2). For inaction regret, 
the interaction was due to lower emotional intensities for utilitarian as compared to non-utilitarian 
options in Trolley-type dilemmas (B = -.52, SE = .06, t(1945) = -8.86, p < .001) and to higher 
emotional intensities for utilitarian as compared to non-utilitarian options in Footbridge-type 
dilemmas (B =.45, SE = .06, t(1924) = 6.83, p < .001; see Figure 4.2). 
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Figure 4.2. Effect of dilemma type and option on emotional intensities. The scales ranged from 0 (no intensity) to 6 
(maximal intensity). Error bars indicate 95% confidence intervals. 
4.3.1.2. Choices 
The dilemma type effect on choices was significant (B = -2.77, SE = .26, z = -10.51, p < 
.001; χ2(1) = 65.38, p < .001): the probability of choosing the utilitarian option was higher in 
Trolley-type as compared with Footbridge-type dilemmas (.82 in Trolley-type dilemmas, 95% CI = 
[.75, .88]; .23 in Footrbridge-type dilemmas, 95%CI = [.16, .32]). As regards the effect of guilt on 
choices, including differential guilt intensity to the model with only the random effects significantly 
improved it (χ2(1) = 84.31, p < .001; B = -.32, SE = .04, z = -8.99, p < .001). Introducing dilemma 
type significantly improved the model (χ2(1) = 49.52, p < .001; B = -2.63, SE = .30, z = -9.06, p < 
.001). The differential guilt intensity effect was still significant after including dilemma type (B = -
.30, SE = .04, z = -8.30, p < .001). The model with the interaction effect did not significantly differ 
from model with the two main effects (χ2(1) = 3.79, p = .05), even if the interaction term was 
significant (B = -.13, SD = .07, z = -2.0, p = .049). 
A similar pattern of result was obtained for disgust, anger, action regret, inaction regret, 
shame, and for the mean emotional intensity difference: the best model was the one with both 
differential emotional intensity and dilemma type (disgust: χ2(1) = 57.07, p < .001; anger: χ2(1) = 
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64.01, p < .001; action regret: χ2(1) = 56.61, p < .001; inaction regret: χ2(1) = 61.49, p < .001; 
shame: χ2(1) = 52.67, p < .001; mean emotional intensity difference: χ2(1) = 46.47, p < .001), that 
were both significant (differential emotional intensity: all ps <.001; dilemma type: all ps < .001), 
and the interaction term never improved the models (disgust: χ2(1) = 1.92, p = .16; anger: χ2(1) = 
.001, p = .97; action regret: χ2(1) = .36, p = .55; inaction regret: χ2(1) =.17, p = .68, shame: χ2(1) = 
.42, p = .52; mean emotional intensity difference: χ2(1) = 2.51, p = .11) nor was significant (all ps 
>.11). Thus, the difference in emotional intensities between the utilitarian and the non-utilitarian 
options was always negatively associated with the probability to choose the utilitarian option: the 
greater the emotional intensities for the utilitarian option as compared to the non-utilitarian option, 
the lower the probability to choose the utilitarian option, and vice versa. This effect was not 
influenced by dilemma type (see Figure 4.3). 
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Figure 4.3. Relationship between emotional intensity difference and probability of choosing the utilitarian option, 
represented separately for dilemma type. Positive emotional intensity differences indicate that the utilitarian option was 
associated with stronger intensities than the non-utilitarian option. Negative emotional intensity differences indicate that 
the non-utilitarian option was associated with stronger emotional intensity differences than the utilitarian option. Shaded 
areas indicate 95% confidence intervals. 
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4.3.2. Electrophysiological data 
Grand-averaged MRPs elicited before response choice in the Footbridge and Trolley groups 
are displayed at Cz in Figure 4.4. 
 
 
Figure 4.4. Grand-averaged MRPs recorded at representative midline sites time-locked to the behavioral response in the 
Trolley and Footbridge groups. Time 0 indicates the onset of the behavioral response. 
4.3.2.1. Early readiness potential 
The dilemma type effect was not significant: the amplitude of the early readiness potential 
did not differ between the Footbridge and the Trolley group (t(40.71) = 1.17, p = .25). As concerns 
the influence of emotional conflict on early readiness potential amplitude, none of the model was 
significant (all R
2
s < .06, all ps > .34).  
 
4.3.2.2. Late readiness potential 
Similar result were obtained for late readiness potential. The comparison between 
Footbridge and Trolley groups was not significant (t(39.35)=1.3, p =.02). As for the previous time-
window, none of the models that investigated the effect of emotional conflict on readiness potential 
amplitude was significant (all R
2
s < .13, all ps > .15). 
Footbridge group 
Trolley group 
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4.4. Discussion 
The main aim of this study was to investigate the role of anticipated emotional consequences 
in driving decisions in moral dilemmas. We measured through self-report ratings the emotional state 
experienced by participants both after their choice and after imagining to have chosen the 
alternative option. The emotional state was measured on six emotions that we hypothesized to be 
relevant for the resolution of this kind of dilemmas: regret (translated in rimorso – action regret –
and rimpianto – inaction regret), guilt, shame, anger, and disgust. Thus, for every dilemma we 
collected the intensity of these emotions twice, one for each option, and we analyzed it irrespective 
of what participants decided. We presumed that, if individuals spontaneously anticipate the 
emotions they would feel after the decision and use this information as input in the decision 
process, then the difference between the emotional states related to the utilitarian and the non-
utilitarian option would predict participant’s choices. 
According to Greene and colleagues’ dual process model (2004, 2001) utilitarian options are 
rejected in Footbridge-type dilemmas because they evoke strong aversive emotional reactions. 
Thus, we hypothesized that, in Footbridge-type dilemmas, utilitarian options would be associated 
with higher negative emotions as compared to non-utilitarian options. In Trolley-type dilemmas, in 
contrast, we anticipated the difference between emotions to be smaller. 
Results on emotional intensities of guilt, shame, disgust and action regret were largely 
coherent with our hypothesis: the intensity of these emotions was higher for the utilitarian choices 
as compared to the non-utilitarian choices in Footbridge-type dilemmas, and this difference was 
reduced for Trolley-type dilemmas. Thus, sacrificing one person elicits more intense self-
condemning emotions than letting some people die, and this difference is especially pronounced 
when this sacrifice is performed intentionally, as a means to an end. Sacrificing one person 
intentionally also elicits more rimorso (action regret) than letting some people die, whereas 
sacrificing one person as a side effect does not, coherently with an account of regret as being 
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strongly influenced by agency and personal responsibility (e.g., Giorgetta et al., 2012; Wagner et 
al., 2012; Zeelenberg, van Dijk, et al., 2000). 
Results on anger and rimpianto (inaction regret), on the other hand, followed a different 
trend. Anger was stronger for the non-utilitarian option in Trolley-type dilemmas only (albeit this 
effect was weak), with no difference observed for Footbridge-type dilemmas. Thus, the emotion of 
anger is reduced by choosing the utilitarian option as compared to choosing the non-utilitarian 
option. This is in line with the results reported by Choe and Min (2011), who showed that high trait 
anger was positively associated with utilitarianism, and by Ugazio and colleagues (2012), who 
showed that inducing anger in participants before a moral dilemma task increased the percentage of 
utilitarian choices. This positive relationship between anger and the utilitarian choice could be due 
to the fact that anger is an approach-related emotion entailing a motivation to act, and the utilitarian 
choice in moral dilemmas entails action, whereas the non-utilitarian choice entails inaction. 
Rimpianto (inaction regret) was stronger for the utilitarian option in Footbridge-type 
dilemmas, but was stronger for the non-utilitarian option in Trolley-type dilemmas. This is not 
surprising, given that in Italian the regret labeled rimpianto is less related to acting than rimorso 
(Giorgetta et al., 2012). In fact, the present study showed that in Trolley-type dilemmas this 
emotion was more intense for inaction than for action. This result, together with those observed for 
anger, indicate that choosing the utilitarian option is not only backed up by rational thinking, but 
also, at least in the case of Trolley-type dilemmas, by the need to avoid stronger feelings of regret 
and anger. 
Our data are also in line with the hypothesis that individuals choose the option with the 
lower anticipated emotional consequences: for every emotion, the difference in emotional intensity 
was always significantly associated with choices, which indicates that participants chose the option 
with the least aversive emotional consequences. Interestingly, however, this effect was not 
modulated by dilemma-type: even in Trolley-type dilemmas, choices seemed to be driven by 
emotion, in contrast with the predictions of the dual process model, which hypothesizes that in 
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Trolley-type dilemmas choices are not driven by emotions, but rather by cognitive evaluations of 
costs and benefits. Our result do not exclude that the cognitive cost-benefit analysis plays a part in 
driving choices in moral dilemmas, but indicate that emotions affect decisions in both dilemma 
types, rather than only in Footbrige-type dilemmas. 
Another important result that emerged from the present data is that the difference in choices 
between Trolley-type and Footbridge-type dilemmas could not be completely explained by 
differences in emotional consequences between options. This result seems in contrast with the dual 
process model, which predicts that the differences in choices between Footbridge- and Trolley-type 
dilemmas is due to differences in emotional intensities. On the contrary, our results show that even 
with emotional intensities held constant, the probability of choosing the utilitarian options was still 
higher in Trolley-type dilemmas than in Footbridge-type dilemmas. There are at least three possible 
explanations for this result: the first one is that the difference in dilemma types is produced by 
another emotion that we did not include in the list. For instance, we didn’t measure the empathic 
emotions that individuals could feel for the victims. Previous literature showed that the disposition 
to feel empathic concern and personal distress in front of the suffering of others was inversely 
associated with the endorsement of the utilitarian option (Gleichgerrcht & Young, 2013; Sarlo et al., 
2014). Personal distress, in particular, predicted the percentage of utilitarian choices in Footbridge-
type dilemmas, but not in Trolley-type dilemmas (Sarlo et al., 2014). Thus, it is possible that the 
difference in the probability of choosing the utilitarian option in the two dilemma types is explained 
by differences in the personal distress elicited by the victims. However, as seen in Chapter 3, even 
individuals that have reduced empathy because of high psychopathy traits endorse more the 
utilitarian option in Trolley-type as compared to Footbridge-type dilemmas. Thus, at least one 
additional element should be introduced in the picture to fully account for the dilemma type effect 
on choices. 
One possible candidate, as suggested by the studies of Nichols (2002) and Nichols and 
Mallon (2006), could be the representation of rules. According to Nichols and Mallon (2006), 
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individuals do not endorse the utilitarian option in Footbridge-type dilemmas because they embrace 
a rule that prohibits killing. This prohibition would be stronger when killing is a means to an end 
than when it’s a side effect, because killing as a means is perceived to be more intentional than 
killing as a side effect. The representation of this rule against killing could concur to produce the 
difference in responses that is observed between Footbridge-type and Trolley-type dilemmas, 
together with the attempt to avoid the worst anticipated emotional consequences. 
Finally, and importantly, an additional explanation could be that the difference between 
Footbridge-type and Trolley-type dilemmas is not due to a difference in anticipated emotions, but 
stems from a difference in anticipatory emotions, that are immediate visceral reactions elicited by 
the prospective outcomes of a choice (Loewenstein et al., 2001). Anticipatory emotions are different 
from anticipated emotions since the latter, as opposed to the former, are not experienced as feelings 
at the moment of the decision (Loewenstein et al., 2001). As described in the general introduction, 
according to the somatic marker hypothesis (Bechara & Damasio, 2005), the visceral reactions 
elicited by the possible outcomes of a choice experienced while making a decision have a strong 
influence on choices. Indeed, the dual process model of moral judgment, taking inspiration from the 
somatic marker hypothesis, proposes that, in the resolution of moral dilemmas, individuals are 
influenced by automatic and immediate emotional reactions that take place during the resolution of 
the dilemmas (Greene et al., 2004, 2001; Greene, 2008). In our study, the self-evaluations that were 
administered to the participants captured the hypothetical emotional consequences that participants 
were aware of, leaving out the visceral reactions experienced at the moment of the decision. 
However, such anticipatory emotions are integral part of the immediate emotions that individuals 
experience during the decision, and previous literature on moral dilemmas reported no direct 
relationship between immediate emotions and decisions. Thus, it seems unlikely that anticipatory 
emotions alone are the only cause of the difference between dilemma types. It is anyway possible 
that, during the decision process, anticipatory emotions interact with anticipated emotional 
consequences, for instance by making individuals focus more on anticipated emotional 
100 
 
consequences to the detriment of rational evaluations, or by leading participants to overestimate the 
intensity of anticipated post-decisional emotions during the decision (see Loewenstein et al., 2001, 
for a review of how anticipatory emotions influence evaluations of post-decisional consequences). 
Moreover, it is important to stress that self-report scales – like those that were used in the studies 
presented in this thesis, and by Lotto et al., 2014 and Sarlo et al., 2012 – only reflect the emotions 
that participants are aware of. However, affective reactions do not need to reach awareness in order 
to influence decisions and behaviors (e.g., Damasio, 1994). Thus, the studies presented in this thesis 
only captured a part of the emotional states elicited by the resolution of moral dilemmas – that is, 
those that participants consciously felt – and for this reason might have underestimated the effect of 
emotion on decisions and judgments. These are important issues that would require further 
investigation. 
As for the RP, as opposed to previous results reported by Sarlo and colleagues (2012), in the 
present study we did not find a significant difference between Trolley-type and Footbridge-type 
dilemmas. The lack of a significant difference between dilemma types might be due to the fact that, 
as opposed to Sarlo and colleagues (Sarlo et al., 2012), we analyzed the RP using a between-
participants design, which increased the variability of the data. Moreover and importantly, in this 
experiment the great part of the dilemmas that each participant solved were extracted from the same 
category. As a consequences, the participants of this study were overall more coherent in their 
choices during the task as compared to participants from Sarlo and colleagues (2012): in the study 
by Sarlo and colleagues (2012), participants solved both Trolley-type and Footbridge-type 
dilemmas in equal proportion, and thus might have been aware of the incongruence in their own 
choices. Conversely, in the present study, participants in the Trolley group mainly solved Trolley-
type dilemmas, thus providing mainly utilitarian choices; participants in the Footbridge group 
mainly solved Footbridge-type dilemmas, thus providing mainly non-utilitarian choices. This 
coherence could have reduced the perceived conflict. 
101 
 
Finally, we did not found concrete evidence pointing towards a relationship between 
amplitude of the RP and emotional conflict. Thus, anticipated emotions did not influence the neural 
correlates of the last phase of decision-making, but possibly played a role in the earlier stages. This 
also indicates that the RP in the context of moral decisions does not reflect an emotional conflict, 
but rather a conflict of some other kind. Thus, the functional role of this potential in the context of 
moral decisions has to be further investigated. 
As a main limitation of the present study, it is important to point out that in our paradigm we 
didn’t directly measure anticipated emotions. Rather, we measured post-decisional and 
counterfactual emotions, and hypothesized participants to spontaneously anticipate these emotions 
during the decision. Some studies indicate that individuals are not always accurate in predicting 
how they would feel after making a choice, and that there is often a discrepancy between 
anticipated emotions and actual post-decisional emotions (Wilson & Gilbert, 2005). In the context 
of moral dilemmas, however, all the decisions that participants made are hypothetical, and 
participants are not confronted with real consequences. For this reason, we can expect post-
decisional emotional ratings to accurately reflect the emotional consequences that participants 
anticipated while they were making their choices. However, it cannot be excluded that the decision 
itself influenced post-decisional emotional evaluations. In any case, if we asked participants to 
report anticipated emotions before the decision, we would have probably biased participants to take 
emotions into account more than they would have done spontaneously, and thus our findings on 
choices would have been altered. Thus, our paradigm was a good compromise as it allowed to study 
the role of anticipated emotions in moral dilemmas without generating considerable modifications 
to the decision process itself. 
 
4.5. Conclusion 
The results reported in this study indicate that in moral dilemmas participants choose the 
option that minimized the intensity of the emotions experienced after the decision. This effect was 
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present in both dilemma types and did not eliminate the differences in the probability of choosing 
the utilitarian option for the two dilemma types. This study thus provides useful indications for the 
understanding of how emotions influence the resolution of moral dilemmas. Future studies should 
investigate if the difference between Trolley- and Footbridge-type dilemmas that is not explained 
by anticipated emotions is due to the contribution of rules, to an interplay between anticipated and 
anticipatory emotions, or both. These issues will be further addressed in the general discussion of 
this thesis. 
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5. GENERAL DISCUSSION 
 
The studies described in this thesis investigated the influence of emotion in the resolution of 
moral dilemmas in which the individual is confronted with the choice of letting some people die 
(non-utilitarian choice) or sacrificing a single person to save them (utilitarian choice). The aim of 
the studies described in this thesis was to test the dual process model of moral judgment (Greene et 
al., 2004, 2001), according to which emotional processing, in competition with rational reasoning, 
drives judgments and decisions in moral dilemmas. Moreover, the studies here described focused on 
how intentionality affects the emotions elicited by the dilemma on the one hand, and the choices 
and judgments provided by participants on the other. Furthermore, two of the three studies 
investigated the neural correlates of the decision process by measuring event-related potentials. The 
high temporal resolution of this measures allowed to separately investigate different stages of the 
decision, with the aim of clarifying the temporal dynamics of the decision process involved in the 
resolution of moral dilemmas. In particular, the study presented in Chapter 2 focused both on an 
earlier stage of decision-making in which the two dilemma resolutions are under evaluation and a 
later stage in which the action corresponding to the choice taken is implemented. The study 
presented in Chapter 4 focused only on the last stage, to clarify the role of the readiness potential 
(RP) as reflecting conflict in moral decisions. 
Crucially, as opposed to the majority of the studies on moral dilemmas, which employed the 
original dilemma set developed by Greene and colleagues (2001), the studies presented in this thesis 
employed a different dilemma set, in which Footbridge-type and Trolley-type dilemmas are 
categorized according to the means vs side effect distinction (Lotto et al., 2014). The original set by 
Greene and colleagues categorizes moral dilemmas as Footbridge-type and Trolley-type according 
to three different criteria (see Paragraph 1.2.3 of the General Introduction), making it difficult to 
understand which characteristics of the dilemmas produce the difference in judgment and choices 
that is observed between Trolley- and Footbridge-type dilemmas, and through which mechanisms. 
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Conversely, the results obtained with the dilemma set devised by Lotto and colleagues (2014) can 
be primarily attributed to the means vs side effect distinction. Previous literature showed that the 
means vs side effect distinction reliably produces differences in judgments and choices even when 
other variables, such as the physical proximity with the victim and the personal force, are controlled 
(see Paragraph 1.2.3.2 of the General Introduction). Importantly, the means vs side effect distinction 
affects the attribution of intentionality, such that an outcome produced as a means to an end is 
considered more intentional than an outcome produced as a side effect (Cushman & Young, 2011). 
This is a relevant point because intentionality strongly influences moral judgment (Cushman, 2008; 
Ohtsubo, 2007; Young & Saxe, 2009b), the attribution of blame (Guglielmo et al., 2009; Ohtsubo, 
2007; Shultz & Wells, 1985; Treadway et al., 2014) and punishment (Cushman, 2008; Treadway et 
al., 2014), and the emotional reactions to harmful actions (Treadway et al., 2014). 
 
5.1. Summary of the research studies 
The first study presented in this thesis tested the hypothesis that taking hypothetical legal 
consequences into account plays a role in the resolution of moral dilemmas that differ for 
intentionality, by bringing individuals to reject more the utilitarian option in Footbridge-type 
dilemmas – in which the sacrifice of one person is intentional – than in Trolley-type dilemmas – in 
which the sacrifice of one person is a side effect. In this study, the neural activity, subjective 
emotional reactions, and behavioral choices of two groups of participants were compared. One 
group took hypothetical legal consequences into account when deciding; the other was told that 
none of the options described in the dilemmas was legally prosecutable, and thus decided without 
considering potential legal consequences. Stimulus- and response-locked ERPs were measured to 
investigate the neural activity underlying the earlier stage of the decision process, in which the two 
options (utilitarian and non-utilitarian) were under evaluation, and the final stage, in which the 
action corresponding to the chosen option was performed. The results that emerged from this study 
showed that excluding legal consequences from the decision-making process did not influence the 
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effect of intentionality on choices, but did modulate the neural correlates of the decision and its 
emotional impact. In particular, the group that did not take legal consequences into account reported 
greater overall emotional engagement during decision-making, associated with lower preparation 
for action, suggesting a greater conflict between alternative motor responses representing the 
different decision choices. In contrast, the group that did take legal consequences into account 
showed an overall dampened affective experience during decision-making associated with greater 
overall action readiness and intention to act, reflecting lower conflict in responding. These results 
were interpreted as indicating that in moral dilemmas legal consequences of actions provide a sort 
of reference point on which people can rely to support decision-making, independent of dilemma 
type. The results emerged in this study were generally in line with what hypothesized by the dual 
process model, as Footbridge-type dilemmas produced less utilitarian options and a more 
unpleasant emotional experience during their resolution as compared to Footbridge-type dilemmas. 
However, no significant correlation emerged between choices and self-reported emotional 
experience. 
The second study aimed at investigating the effect of psychopathy – a personality trait 
characterized by emotional hyporeactivity to harm and by a propensity to immoral behavior (Blair, 
2011; Cleckley, 1976; Hare, 2003) – on choices, judgments and on the emotional state experienced 
during decision-making in dilemmas that differ for intentionality. A group of participants with high 
trait psychopathy was compared with a group of participants with low trait psychopathy. We 
hypothesized participants with high trait psychopathy to experience a less negative emotional state 
during the decision, associated with a higher endorsement of the utilitarian resolutions for both 
moral judgment and choices. Moreover, we expected this effect to be specific for Footbridge-type 
dilemmas, since, according to the dual process model of moral judgment (Greene et al., 2004, 
2001), Trolley-type dilemmas would generally not elicit a strong emotional reaction and their 
resolution would be driven by a cognitive cost-benefit analysis even in individuals wo do not 
present emotional hyporeactivity. 
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The results only partially supported the hypotheses: in line with the hypothesis, participants 
with high trait psychopathy experienced lower unpleasantness during the resolution of moral 
dilemmas and were more likely to choose to sacrifice one person to save others, as compared to 
participants with low trait psychopathy. However, as opposed to what hypothesized, these effects 
were not specific for Footbridge-type dilemmas, but were comparable for both dilemma types. 
Moreover, no significant correlations between self-reported emotions and decision choices were 
found. Furthermore, the difference between choices and judgments in Trolley-type and Footbridge-
type dilemmas had the same direction and magnitude in the two groups: both participants with low 
trait psychopathy and participants with high trait psychopathy showed a lower endorsement of the 
utilitarian option in Footbridge- as compared to Trolley-type dilemmas. This suggests that it may 
not be necessary to feel a stronger emotional reaction in order to reject the utilitarian option in 
Footbridge-type dilemmas more than in Trolley-type dilemmas, which also implies that another 
mechanism apart from emotional processing might be involved in producing the differences in 
choices and judgments that is observed for Footbridge-type and Trolley-type dilemmas. Coherently 
with this accout, no difference emerged between participants with high and low psychopathy traits 
in moral judgments. This last result also suggests that emotional processing might play a greater 
role in choices than in judgments, because trait psychopathy – which is characterized by emotional 
hyporeactivity – influenced both the emotional state experienced by participants during the decision 
and the inclination to endorse the utilitarian choice, but did not affect moral judgments. 
Thus, the results presented in this study were partially in line with the dual process model 
(Greene et al., 2004, 2001), since they showed that emotional hyporeactivity – as characteristic of 
individuals with high psychopathy traits – produces not only a less unpleasant emotional state 
during the resolution of the dilemmas, but also a higher endorsement of the utilitarian option (at 
least as regards choices). However, these results also suggests that emotional processing plays a role 
both in Footbridge-type and in Trolley-type dilemmas, as opposed to what hypothesized by the 
model, since the effect of psychopathy traits on choices and affective ratings emerged for both 
107 
 
dilemma types. Moreover, as in the previous study, the association between choices and emotional 
states experienced during decision-making was not significant. 
To further investigate the relationship between emotion and decisions-making in moral 
dilemmas, the last study focused on the role of anticipated emotions in driving individuals to reject 
the utilitarian resolution in the dilemmas. The anticipation of post-decisional emotions has a great 
impact in decisions, since individuals choose the option that is associated with less anticipated 
negative emotions (Bell, 1982, 1985; Loomes & Sugden, 1982, 1986; Mellers et al., 1999). We 
hypothesized the rejection of the utilitarian option in Footbridge-type dilemmas to be driven by the 
fact that people expect to feel worst if they choose to intentionally sacrifice one person than if they 
choose to let some people die. In this last experiment, we also tested whether the neural activity 
related to the last phase of the decisional process – that is, the implementation of the chosen option 
– was related to an emotional conflict – in terms of anticipated emotions –between the utilitarian 
and the non-utilitarian resolution. To this aim, we analyzed post-decisional emotions elicited by 
both options irrespective of the choice taken, and we calculated an index of emotional conflict 
between options by measuring the difference between these two emotional states. Results showed 
that participants indeed chose the option that minimized negative emotions, since this index of 
differential emotional intensity predicted the probability of choosing the utilitarian choice: the 
higher the emotional intensity for the utilitarian option as compared to the non-utilitarian one, the 
lower the probability of choosing the utilitarian option, and vice versa. Interestingly, this effect was 
comparable for both dilemma-types: in both Footbridge and Trolley-type dilemmas, differential 
emotional itnensity predicted choice. Moreover, keeping emotion constant, the probability of 
choosing the utilitarian option was still higher for Trolley- as compared to Footbridge-type 
dilemmas. This suggests that anticipated emotions are a driving factor in moral decisions, but it is 
likely that they are not the only reason behind the difference between Footbridge-type and Trolley-
type dilemmas. The results emerged in this study also provided novel information on the emotions 
elicited by the utilitarian and the non-utilitarian option for the two dilemma types: In Footbridge-
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type dilemmas, the utilitarian option was associated with stronger guilt, action regret, inaction 
regret, disgust and shame as compared to the non-utilitarian option. In Trolley-type dilemmas, the 
utilitarian option was associated with stronger guilt, disgust and shame as compared to the non-
utilitarian option (albeit these differences were smaller if compared to those emerged for 
Footbridge-type dilemmas), but the non-utilitarian option was associated with stronger inaction 
regret and anger as compared to the utilitarian option. This indicates that the endorsement of the 
non-utilitarian option is not exclusively due to a “cold” cost-benefit analysis, but it is also 
influenced by emotions, inaction regret and anger in particular. As concerns the neural correlates of 
the last phase decision-making, we found no relationship between emotional conflict and cortical 
activity in this phase of the decision, which suggests that anticipated emotions might play a role in 
earlier stages of the decision. 
Thus, also this final study suggests that emotions influence choices in moral dilemmas, 
coherently with what the dual process model (Greene et al., 2004, 2001) hypothesized, by finding 
direct associations between choices and the emotions reported by participants relative to the two 
options. However, as opposed to what hypothesized by the dual process model, the results emerged 
in this final study suggest that emotions have the same weight in driving choices for both dilemma 
types (as least as far as concerns anticipated emotions) and that the difference in choices between 
Footbridge-type and Trolley-type dilemmas might not be exclusively due to differences in the 
emotions elicited by the options presented in the dilemmas. 
Taken together, the studies presented in this thesis are in line with the dual process model in 
indicating that emotions affect moral dilemmas resolution, but they contrast with the model’s 
prediction by suggesting that emotions affect Trolley- and Footbridge-type dilemmas in a 
comparable way, and by suggesting that decision-making in moral dilemmas might not only involve 
emotional processing and cos-benefit analysis, but also one additional process that concurs in 
producing the difference in choices and judgments between the two dilemma types. This point will 
be further address in Paragraph 5.3. 
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5.2. Limitations of current research 
The research studies presented in this thesis share some important limitations with other 
related studies in the literature. One limitation regards the use of self-report measures to assess 
emotional processes, and the other is a more general limitation concerning the use of moral 
dilemmas in studying moral cognition. 
 
5.2.1. The measurement of emotional processes 
In the studies presented in this thesis, the emotional processes involved in decision-making 
were measured through self-report scales, which rely on individuals’ ability to monitor and assess 
their emotional state. However, individuals are not always aware of their emotional states, or 
accurate in assessing them. Thus, self-report measures provide only an approximation of the real 
emotions felt by participants (Larsen & Fredrickson, 1999). As concerns the results presented in this 
thesis, it is especially important to consider that they only provide information about those 
emotional states that reached awareness. In fact, it is well acknowledged that emotional and somatic 
reactions do not need to reach awareness in order to influence decisions and behaviors (see, for 
instance, Damasio, 1994). Thus, it might be the case that the role played by unconscious emotional 
processes in the resolution of moral dilemmas is greater (or different) than what emerged in the 
present research studies. 
One way to capture emotional states that does not rely on individuals’ awareness is through 
methods such as psychophysiological indexes, or through brain imaging methods. However, it is 
worth noting that also measures of physiological arousal or observation of brain activity in emotion-
related areas only capture one part of the processes at play during an emotional experience. To have 
a more precise picture of what individuals feel, such measures should be associated with subjective 
state measures, and the relationship between these two aspects should be assessed. This is especially 
relevant as psychophysiological indexes such as the SCR and the heart rate, for instance, respond 
not only to emotion, but also to cognitive effort or to changes in attentional states (see, for instance, 
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Larsen & Fredrickson, 1999). Furthermore, as regards brain activity, only very few brain areas have 
such a high specificity for emotion that their activation can be solely attributed to it (see, for 
instance, Lindquist, Wager, Kober, Bliss-Moreau, & Barrett, 2012). Thus, the accurate assessment 
of the emotional processes involved in decision-making is an ambitious goal that will perhaps never 
be fully achieved (see Larsen & Fredrickson, 1999 for a discussion about the measurement of 
emotions that includes the issues mentioned above). Future studies aimed at investigating the role of 
emotions in moral dilemmas should consider a more global approach including simultaneous self-
report and psychophysiological measures, striving to include as many measures as possible without 
compromising participants’ performance. 
 
5.2.2. Is research on moral dilemmas really impactful? 
Research on moral dilemmas has been often criticized: it has been argued, for instance, that 
such extreme and abstract situations are far away from the moral problems that people encounter in 
everyday life, and thus are not a good paradigm for studying moral cognition (see, for instance, 
Bauman, McGraw, Bartels, & Warren, 2014). 
However, although it is true that we are seldom directly involved in situations similar to 
those depicted in moral dilemmas, it is worth noting that we are often confronted with similar 
problems through newspapers and TV news. For instance, the war conflict that European nations 
are currently facing has often posed to our governments the choice between paying a ransom to save 
a few captives from terrorists – which finances terrorisms and indirectly encourages the kidnapping 
of other people – or letting those people die, thus reducing the effectiveness of the kidnappings and 
probably its occurrence. When we are confronted with such events through the news, we find 
ourselves imagining what we would have done in such situations and we make moral judgments. 
Those judgments are indeed relevant because they influence the public opinion on governments, 
law enforcers or armies that acted in those dilemmatic situations, and the public opinion ultimately 
has a great impact in modifying society. Thus, studying moral dilemmas may not be informative on 
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the single individual’s moral choices, but it provides information on large-scale moral decisions and 
in moral behaviors at a societal level. 
Another recent practical application of research in moral dilemmas regards automatic 
vehicles. Recent advances in technology allowed the implementation of automatic, driver-less, cars. 
Their programmers are now faced with the issue of defining algorithms that guide those car’s 
behavior in emergency situations in which the passenger’s life is at stake against those of other 
people: for instance, should the car run over a group of pedestrians or steer out of the road, thus 
harming its passengers? Researchers are attempting to program the cars so that their “moral” 
behavior would not cause outrage in the public. This is necessary both to avoid legal issues to the 
producers and to give a positive image to prospective buyers (Bonnefon, Shariff, & Rahwan, 2015). 
Similar problems are posed with other kinds of robots, so that machine morality is now a 
developing research topic in robot design (see, for instance, Malle, 2015). 
 
5.3. Mechanisms behind decisions and judgments in moral dilemmas 
Drawing from the existing literature and from the findings emerged from this thesis, we can 
attempt to build a sketch of the mechanisms and processes at play during the resolution of moral 
dilemmas, and of how they interact, with the aim of guiding future research toward the aspects that 
are still in need of clarification. 
We can hypothesize individuals faced with moral dilemmas to assess both the outcomes of 
the two resolutions and the presence of harmful intentions behind the action depicted in the 
utilitarian resolution. These aspects would influence different interacting processes, which would 
provide “value weights” to the two options. We can hypothesize these processes to be at least four: 
- The presence and intensity of anticipatory emotions; 
- The anticipation of post-decisional emotion; 
- A cost-benefit analysis made on the number of lives to save or sacrifice; 
- The representation of norms, with consequent representation of punishment. 
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The influential power that these processes per se have on decision-making would vary 
depending both on individual differences and contextual aspects. For instance, the cost-benefit 
analysis would have more weight in individuals who prefer a rational problem-solving style 
(Bartels, 2008; Paxton, Ungar, & Greene, 2012; Wiech et al., 2013), or in contexts that encourage 
cold reasoning (Aguilar, Brussino, & Fernández-Dols, 2013; Bartels, 2008; Paxton et al., 2012), 
whereas anticipatory and anticipated emotions would have less weight in the choices of individuals 
who habitually resort to reappraisal strategies (Szekely & Miu, 2015), and more weight in the 
choices of individuals with a high inclination to experience emotions such as empathy (Choe & 
Min, 2011; Gleichgerrcht & Young, 2013; Sarlo et al., 2014), disgust (Choe & Min, 2011), anger 
(Choe & Min, 2011), or in contexts in which the emotional impact of the choice outcomes is made 
more salient (an aspect that has not been tested yet by the existing literature on moral dilemmas). 
Drawing from recent decision-making studies and models (e.g., Bogacz, 2007; Gluth, 
Rieskamp, & Buchel, 2012; Grabenhorst & Rolls, 2011), we can hypothesize these processes to 
work in parallel, providing weight in favor of both options until the preference for one option over 
the other reached a threshold. This threshold would adjust depending on the motivation that 
individuals have to decide and on the time available for the decision: the higher the motivation and 
the lower the time, the lower the threshold. Moreover, we can also hypothesize these processes to 
be characterized by different activation speeds: anticipatory emotions, for instance, would arise 
early and automatically in response to specific dilemma features (cf. Sarlo et al., 2012), whereas 
anticipated emotions might be slower because they would require individuals to actively imagine 
how they would feel after the decision. 
The influence of the assessment of outcomes and intentionality on these four processes, and 
the interrelationships between them, will be described in the next paragraphs. 
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5.3.1. Anticipatory emotions 
The term anticipatory emotions indicates the visceral reactions elicited during the decision-
making process by prefiguring the possible choice outcomes (Loewenstein et al., 2001), a concept 
that is akin to that of somatic markers (Bechara & Damasio, 2005). According to the somatic 
marker hypothesis, prospecting post-decisional consequences triggers these somatic states through 
the activation of the ventromedial prefrontal cortex (vmPFC) (Bechara & Damasio, 2005)
 3
. These 
somatic state signals would help to endorse or reject the choice options that are represented in 
working memory during the decision-making process. 
We can assume such powerful and unconscious emotional reaction to correspond to the 
alarm-bell emotion that, according to the dual process model (Greene et al., 2004, 2001; Greene, 
2008), would lead to the rejection of the utilitarian option in Footbridge-type dilemmas. In moral 
dilemmas, anticipatory emotions would be influenced not only by the harmfulness of the outcome 
per se, but also by the intentionality with which the outcome is obtained, so that intentionally 
sacrificing a person would elicit stronger anticipatory emotions than sacrificing a person as a side 
effect. As described in Paragraph 1.2.4.3 of the General Introduction, the appraisal of intentionality 
of an action modulates the responsiveness of the amygdala to the harmful outcome of the action 
(Treadway et al., 2014). We can hypothesize a similar mechanism to be at play with anticipatory 
emotions in moral dilemmas, with the appraisal of intentionality in the temporoparietal junction 
(TPJ) down-regulating the vmPFC circuit subtending anticipatory emotions. Indeed, the 
connectivity between the TPJ and the vmPFC increases when individuals are faced with choices 
entailing norm violations in social contexts (Makwana, Gron, Fehr, & Hare, 2015). A goal for 
future studies would be to test whether solving moral dilemmas also entails enhanced connectivity 
                                                 
3
 It is important to note that somatic markers can also be simulated in the brain through the as-if body loop, 
being thus able to affect decision-making even without eliciting a full-fledged somatic response (Bechara & Damasio, 
2005). 
114 
 
between these areas, and whether this is related to the influence of intentionality on the visceral 
reactions experienced during the decision. 
An alternative, and maybe more parsimonious, account would be that intentionality 
influences anticipatory emotions indirectly, by enhancing the vividness with which the outcome of 
an action is represented, since vividness strongly influences the intensity of anticipatory emotions 
(see Loewenstein et al., 2001, for a review). Thus, the effect of intentionality on anticipatory 
emotions might be explained by hypothesizing intentional harm to generate more vivid 
representations of the victim than unintentional harm. Coherently with this hypothesis, a recent 
study reported that Footbridge-type dilemmas generate more vivid visual representations of the 
outcomes than Trolley-type dilemmas (Amit & Greene, 2012). However, these results were found 
on moral dilemmas categorized as personal and impersonal based on the distinction proposed by 
Greene and colleagues (2001), and thus it has still to be confirmed if the means vs side effect 
distinction would produce the same results. 
 
5.3.1. Anticipated emotions 
Anticipated emotions, also labeled as “expected emotions” (Loewenstein & Lerner, 2003) 
are emotional states that individuals expect to feel as a consequence of the outcome of a decision. 
As seen in Chapter 4, the anticipation of post-decisional emotion plays an important role in 
the resolution of moral dilemmas, as participant attempt to choose the option associated with the 
least intense negative post-decisional emotions. The results of the study presented in Chapter 4 
showed how post-decisional emotions are influenced both by the outcomes and the intentionality of 
the action depicted in the dilemmas: the utilitarian option elicited overall stronger self-condemning 
emotions than the non-utilitarian option, with this difference being larger when the sacrifice of one 
person was performed intentionally. However, when the sacrifice of one person was a side effect, 
the non-utilitarian option generated stronger emotions of anger and regret. The fact that the 
difference in the intensity of post-decisional emotions elicited by the two options predicted the 
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probability of choosing the utilitarian option suggested that, during the resolution of moral 
dilemmas, individuals anticipated how they would have felt after the decision and then chose the 
option associated with the least intense negative emotions. 
Other anticipated emotions that could be relevant for moral dilemmas, but were not 
investigated in the present research, are the empathic emotions elicited by the victims. The literature 
showed that a high disposition to experience affective empathy is inversely related with the 
endorsement of the utilitarian option (Gleichgerrcht & Young, 2013; Sarlo et al., 2014), and that 
this effect is modulated by intentionality, being stronger for Footbridge- than for Trolley-type 
dilemmas (Sarlo et al., 2014). Thus, we can hypothesize that anticipating empathic emotions for the 
victim would motivate participants to reject the choice of sacrificing one person, especially when 
the sacrifice is to be performed intentionally. 
Anticipated emotions can be hypothesized to interact with anticipatory emotions in a 
bidirectional way. On the one hand, anticipatory emotions might amplify the influence of 
anticipated emotions on decisions by making individuals focus more on them, or by making 
individuals overestimate their intensity (see Baumeister, Vohs, Nathan DeWall, & Liqing Zhang, 
2007; Loewenstein & Lerner, 2003, for reviews). On the other hand, the anticipation of post-
decisional emotions might per se generate anticipatory emotions (Loewenstein & Lerner, 2003), 
which in turn might affect decision-making. It is important to note, however, that the debate is still 
open as to whether the anticipatory emotions felt during the decision are weaker versions of the 
emotion that would be experienced after the decision, for instance guilt or regret (Baumeister et al., 
2007; Chang et al., 2011; Coricelli et al., 2005), completely different emotions, like fear or anxiety 
(Loewenstein & Lerner, 2003; Loewenstein et al., 2001), or both. Moreover, it is difficult to 
distinguish anticipated from anticipatory emotions at the neural level: the vmPFC, for instance, is 
not only crucial for triggering anticipatory emotions (Bechara & Damasio, 2005), but it is also 
involved in the anticipation of post-decisional regret (Coricelli et al., 2005). The relationship 
between anticipatory and anticipated emotions would thus need further research to be fully 
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understood. A better comprehension of the interplay between these two processes would then allow 
a further understanding of their influence in decision-making. 
 
5.3.2. Cost-benefit cognitive analysis 
One of the processes at play during the resolution of moral dilemmas would be a cost benefit 
analysis focused on the physical outcomes of the choice (i.e., the number of deaths, or lives) that 
would always favor the option that minimizes the number of deaths (or maximize the number of 
lives). This computation would have a greater weight for people who are inclined to solve problems 
through rational reasoning and logic (Bartels, 2008; Paxton et al., 2012; Wiech et al., 2013), and 
would acquire more value in decisional contexts that encourage cold deliberation (Aguilar et al., 
2013; Bartels, 2008; Paxton et al., 2012). 
The cost-benefit analysis on the number of deaths appears to have a greater weight in 
Trolley- than in Footbridge-type dilemmas, since in the former dilemmas choices and judgments are 
more often coherent with this evaluation than in the latter (see, for instance, Greene et al., 2004, 
2001, and the results presented in this thesis). One aspect that still requires investigation is whether 
this pattern reflects an inhibitory effect of the assessment of intentionality on this type of evaluation 
–that is, the cost-benefit analysis is not performed at all, or assumes a lower weight, when the 
sacrifice of one person is intentional – or simply the fact that in Footbridge-type dilemmas the non-
utilitarian option outweighs the utilitarian one because of the weights that the other processes at 
play assign to it – that is, the cost-benefit analysis is performed irrespective of the intentionality of 
the action and would lead to choosing the utilitarian resolution, but the other processes at play 
would jointly lead to a stronger preference for the non-utilitarian resolution when the action is 
intentional. 
The information provided by the literature about which neural mechanisms would 
implement this cost-benefit analysis is not clear up to now: the first studies by Greene and 
colleagues (2004, 2001) suggested a role of brain areas related to working-memory and cognitive 
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control, like the dorsolateral prefrontal cortex (dlPFC) and the inferior parietal lobe, but more recent 
findings by Hutcherson and colleagues (2015) found utilitarian evaluations to be associated to 
activity in areas related to social cognition like the TPJ (that is also involved in the assessment of 
intentionality) and the dorsomedial prefrontal cortex (dmPFC). Further research is thus needed to 
shed light on this process and its neural bases. 
 
5.3.3. Representation of norms 
The fact that individuals with high trait psychopathy provide moral judgments that do not 
differ from those of people with low trait psychopathy (see Chapter 3 of this thesis) suggests that 
the rejection of the utilitarian choice might not be motivated only by emotional processing: even 
without a stronger emotional reaction to intentional harm, individuals with high psychopathy traits 
are still able to judge the utilitarian option as less morally acceptable in Footbridge- than Trolley-
type dilemmas. Similar results have been reported by several previous studies, which attributed this 
effect to the fact that these participants rely on abstract reasoning and on the knowledge of moral 
prohibitions when they provide moral judgments to moral dilemmas (Glenn, Raine, Schug, et al., 
2009; Tassy, Deruelle, et al., 2013). This implies the existence of a rule that individuals refer to 
during the resolution of moral dilemmas. This rule would be violated in Footbridge-type dilemmas, 
but not (or less severely) in Trolley-type dilemmas. According to authors like Nichols and Mallon 
(2006), it would be a rule against killing, whose violation would be more severe in Footbridge-type 
dilemmas, since in these dilemmas the killing is carried out intentionally. These authors proposed 
that individual’s moral judgments are based not only on the emotional reactions elicited by the 
outcomes of an action, but also on a normative theory – that is, a body of norms describing what is 
allowed and what is not (Nichols, 2002). This normative theory would be acquired through learning 
during the development: social norms are explicitly taught to children by adults, who also sanction 
behaviors that are not compliant with the rules; norms are extracted by children through observation 
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of social interactions in different contexts; finally, norms are consolidated through role-playing with 
peers (Buckholtz & Marois, 2012; Darley & Shultz, 1990). 
According to Nichols and Mallon (2006), the mere presence of a rule is not sufficient to lead 
individuals to judge as morally impermissible an action that has favorable outcomes: in the absence 
of emotionally aversive outcomes, a cost-benefit analysis would prevail and would bring 
participants to judge the action as permissible despite the rule. On the other hand, emotionally 
aversive outcomes are not sufficient to bring individuals to judge as morally impermissible an 
action, in the absence of proscriptive rules against it. For instance, acts of self-defense or violent 
acts carried out during wars against oppressor are not typically judged as morally impermissible. 
Moreover, the authors point out that there are cultures in which it is not considered wrong for men 
to beat their wives – despite it being a violent and emotionally aversive act – because there is no 
rule against it. Even in our culture, less than a century ago, the corporal punishment of children by 
teachers was not considered morally unacceptable, despite it being violent and emotionally 
aversive. Thus, judging an action as morally impermissible would require both the presence of 
emotionally aversive outcomes and the presence of a norm proscribing the action. 
We can speculate the processes involved in norm-compliant behavior to be based on the 
dlPFC, since this area is more active when participants with high psychopathy traits provide moral 
judgments that are analogous to those provided by participants with low trait psychopathy (Glenn, 
Raine, Schug, et al., 2009). Moreover, interfering with dlPFC functioning through transcranial 
magnetic stimulation (TMS) produces an increase in utilitarian judgments in moral dilemmas 
(Tassy et al., 2012). 
In moral dilemmas, the representation of rules would influence not only judgments, but also 
choices: participants would prefer to avoid breaking a rule in order to maintain a positive self-
concept (Mazar, Amir, & Ariely, 2008) and to avoid blame and punishment (Buckholtz & Marois, 
2012). 
119 
 
As concerns the interaction between rule representation and other processes involved in the 
resolution of moral dilemmas, we can hypothesize the appraisal of a rule violation to influence both 
anticipatory and anticipated emotions: on the one hand, the appraisal of a rule violation might cause 
anticipatory fear related to the idea of being punished; on the other hand, it might generate greater 
anticipatory emotions such as regret and – especially – shame, which is strongly related to the 
violation of social rules (Tangney et al., 1996). However, as seen in Chapter 2, taking legal 
consideration into account – that is, explicit and externally enforced rules – also reduces the conflict 
inherent to the decision and its unpleasantness, possibly because legal considerations serve as a 
reference point. 
 
5.3.4. The neural substrates of decision-making and judgments in moral dilemmas 
When we attempt to sketch the neural bases of the processes involved in the resolution of 
moral dilemmas that were identified in the previous paragraphs, we find that the same brain areas 
are involved in almost all of the aspects. For instance, the vmPFC/OFC would be involved in 
triggering anticipatory emotions (Bechara & Damasio, 2005), in anticipating post-decisional regret 
(Coricelli et al., 2005), and in computing an integrative value weight that collect information from 
different types of appraisals (Hutcherson et al., 2015; Shenhav & Greene, 2014); the insula would 
be involved in the perception of anticipatory emotions (Bechara & Damasio, 2005) and in 
anticipating post-decisional guilt (Chang et al., 2011); the dlPFC would be involved in cost-benefit 
analysis (Greene et al., 2004, 2001) and in rule-compliant behavior (Buckholtz & Marois, 2012). 
Several authors have attempted to clarify the brain structures involved in moral judgment and moral 
behavior, but none of the proposals successfully accounts for all the findings emerged in the 
literature. 
A first descriptive account proposed by Greene and Haidt in 2002 (see Figure 5.1) identified 
the areas involved in moral judgments as the medial frontal gyrus (BA 9/10); the posterior cingulate 
cortex (PCC), precuneus and retrosplenial cortex (BA 31/7); the superior temporal sulcus (STS) and 
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the inferior parietal lobe (BA 39); the OFC/cmPFC (BA 10/11); the temporal pole (BA 38); the 
amygdala; the dlPFC (BA 9/10/46) and the parietal lobe (BA 7/40). The BA 9/10 would be 
involved in the integration of emotions into decision-making and in theory of mind, the BA 31/7 in 
imaging complex situations and in retrieving emotional information from memory; the BA 39 in 
theory of mind and in representing socially significant information; the BA 10/11 and the amygdala 
in the representation of reward and punishment; the BA 39 in theory of mind; and the BA 9/10/46 
and BA 7/40 in working memory and other cognitive functions not further specified by the authors. 
 
 
Figure 5.1. Brain areas implicated in moral cognition identified by Greene and Haidt (2002) (Brodmann’s areas in 
parentheses): 1. medial frontal gyrus (9/10); 2. posterior cingulate, precuneus, retrosplenial cortex (31/7); 3. superior 
temporal sulcus, inferior parietal lobe (39); 4. orbitofrontal, ventromedial frontal cortex (10/11); 5. temporal pole (38); 
6. Amygdala; 7. dorsolateral prefrontal cortex (9/10/46); 8. parietal lobe (7/40). 
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A second descriptive account, mainly drawing from lesion studies, was proposed by Moll, 
de Oliveira-Souza and Eslinger in 2003 (see Figure 5.2). According to these authors, the areas 
involved in moral behavior would be the medial orbitofrontal cortex, which would orchestrate 
automatic social-emotional responses; the frontopolar cortex, which would be responsible for 
emotional self-regulation and planning; the anterior cingulate cortex (ACC), which would be 
involved in conflict detection and emotional control; the STS, involved in the processing of socially 
relevant information, such as the appraisal of intentionality; the anterior temporal cortex, amygdala, 
insula and precuneus, which would be part of a network that integrates social and self-related 
emotions into perceptions and ideations. Finally, the thalamus, the midbrain and the basal forebrain 
were included by the authors in the model since lesions in these areas produce deviant and 
inadequate social behavior, which is intuitively seen as immoral. 
 
 
Figure 5.2. The moral brain according to Moll and colleagues (2003). FPC: frontopolar cortex, preCun: precuneus; 
BFB: basal forebrain; aTC; anterior temporal cortex; medFC: medial frontal cortex; medOFC: medial orbitofrontal 
cortex; STS: superior temporal sulcus; aCC: anterior cingulate cortex; Tha/Midb: thalamus/midbrain; amyg: amydgala. 
Finally, Buckholtz and Marois (2012) defined a framework for the appraisal of third-party 
moral violation and the attribution of retributive punishment. According to their model, the TPJ 
would be responsible for encoding information about intent, which are essential for the attribution 
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of blame and punishment; the amygdala is involved in the affective reactions to the harmful 
outcomes of an action, which would influence the severity of the punishment; the medial prefrontal 
cortex would integrate information arising from the amygdala and the TPJ and transmit them to the 
dlPFC; the intraparietal sulcus would represent contextual information; finally, the dlPFC would 
integrate all these information and select a final punishment response option. This proposals 
attempts also at defining the connections of these brain areas, which would be mainly bidirectional 
(see Figure 5.3). 
 
 
Figure 5.3. Graphical representation of the model proposed by Buckholtz and Marois (2012) on retributivist 
punishment. DLPFC: dorsolateral prefrontal cortex; mPFC: medial prefrontal cortex; IPS: intraparietal sulcus; TPJ; 
temporoparietal junction. Bidirectional arrows emphasize the interactive computations likely to take place along the 
core components of this network. Long red arrows, scale representation information from IPS; blue arrows, mentalizing 
output from TPJ; short green arrows, affective arousal signals from the amygdala. 
What emerges from the comparison of these models is a rather high consistency in 
identifying which areas are involved in moral behavior, in moral judgment and in the attribution of 
punishment. However, the exact functions of these areas and, especially, their interrelationships are 
still unclear.  
It is worth noting that the proposals described above are based on reviews of the literature 
that, in identifying the brain areas involved in moral cognition, rely on the anatomical labeling of 
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brain areas reported in the papers. This is a potentially critical aspect, because the labelling of some 
brain areas is not univocal and it is not always consistent in the literature. For instance, the labels 
OFC and vmPFC are often used as synonyms, but they refer to areas that are only partially 
overlapping. The labels TPJ, inferior parietal lobule, and STS are subject to a similar problem, since 
the three terms define partially overlapping regions. As a result, different papers may use the same 
label to refer to different brain regions, or different labels to refer to the same regions. This issue is 
exacerbated by the fact that the brain structures involved in higher cognitive functions present a 
great intra-subject variability, so that it is often difficult to choose reliable labels (Brett, Johnsrude, 
& Owen, 2002). To overcome this issue, research on moral dilemmas would greatly benefit from a 
coordinate-based (Wager, Lindquist, Nichols, Kober, & Van Snellenberg, 2009) or image-based 
(Salimi-Khorshidi, Smith, Keltner, Wager, & Nichols, 2009) meta-analysis on the fMRI studies 
conducted on this topic. 
 
5.4. Conclusions 
Within the last decade, a growing amount of research in psychology and cognitive 
neuroscience has been devoted to exploring the causes, mechanisms and aims of moral cognition. 
This growing interest is not surprising, given that it is through moral principles, laws, and norms 
that our increasingly complex societies maintain stability. On the other hand, cultural differences in 
moral principles are also detrimental for societal wellbeing, because they can cause the rise of 
xenophobia, violence and, ultimately, wars. Thus, understanding what makes people classify actions 
as "right" or "wrong", why humans experience moral outrage, shame or guilt, and what causes and 
influences moral judgments and decisions is of greatest importance for understanding both 
individuals and societies. 
What emerges from the literature and from the studies presented in this thesis is that moral 
decision is a complex phenomenon involving the interplay and interaction of different processes, 
including emotional processing, rule representation, and cost-benefit analysis. However, several 
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important issues are far from settled and require further investigation. Future research should thus 
strive to overcome the limits that the current literature presents and to increase our understanding of 
the processes involved in moral decisions and their interplay. 
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