In this paper we discuss the use of automated assessment in a variety of computer science courses that have been taught at Israel Academic College by the authors. The course assignments were assessed entirely automatically using Checkpoint, a web-based automated assessment framework. The assignments all used free-text questions (where the students type in their own answers). Students were allowed to correct errors based on feedback provided by the system and resubmit their answers. A total of 141 students were surveyed to assess their opinions of this approach, and we analysed their responses. Analysis of the questionnaire showed a low correlation between questions, indicating the statistical independence of the individual questions. As a whole, student feedback on using Checkpoint was very positive, emphasizing the benefits of multiple attempts, impartial marking, and a quick turnaround time for submissions. Many students said that Checkpoint gave them confidence in learning and motivation to practise. Students also said that the detailed feedback that Checkpoint generated when their programs failed helped them understand their mistakes and how to correct them.
Introduction
Large class sizes have become increasingly common in higher education over recent years. This poses a problem for staff involved in assessing student work if marking is done manually. If the workload is to be kept to a manageable level, the amount of work submitted by students must be minimised or more staff must be involved in the marking process. Feedback to students is often delayed as a result of the time spent marking their work, and where large numbers of staff are involved there can be inconsistencies in the standards applied when awarding marks.
A number of surveys show that automated assessment systems of various kinds are increasingly used to overcome these problems. Many automated assessment systems have been described in the literature; for example, Ceilidh (Foxley, Tsintsifas, Higgins, & Symeonidis, 1999) , CourseMarker (Higgins, Symeonidis, & Tsintsifas, 2003) , TRAKLA2 (Laakso, Salakoski, Korhonen, & Malmi, 2004) and RoboProf (Daly, 1999) which have the potential to improve the assessment experience for both students and staff.
Material published as part of this publication, either on-line or in print, is copyrighted by the Informing Science Institute. Permission to make digital or paper copy of part or all of these works for personal or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage AND that copies 1) bear this notice in full and 2) give the full citation on the first page. It is permissible to abstract these works so long as credit is given. To copy in all other cases or to republish or to post on a server or to redistribute to lists requires specific permission and payment of a fee. Contact Publisher@InformingScience.org to request redistribution permission. Ala-Mutka (2005) provides a critique of a number of automated assessment initiatives; Carter et al. report on the results of an international teaching staff survey of automated assessment (Carter et al., 2003) , and Rosenthal (2004) showed a clear preference for automated assessment in blind tests. Students can benefit from instant feedback, consistent and impartial marking, and the ability to progress at their own pace. They will thus be able to gain more from assessment as part of the learning process as a whole. Staff can benefit from a reduced marking workload, but they can also use information from the automated marking system to focus on student weaknesses and misconceptions and thus improve their teaching. As we will show, these benefits also apply to smaller classes.
By using automated assessment, tutors can assess student progress using a 'little and often' pattern, where the students produce many small pieces of work during the course of their studies. It is especially valuable in subjects like computer programming or mathematics where students learn from practice and where they can learn from their own mistakes to correct any misconceptions. In these contexts it allows students to perform as much practical work as possible in the time available.
Although the staff perspective is well covered, we were also interested to discover the students' view of automated assessment. Students are of course now accustomed to using technology in all aspects of their everyday lives, so that online assessment fits naturally into the way they work (Dermo & Eyre, 2008) . This paper describes students' experiences with automated assessment in a variety of computer science courses taught since 2013 at the Israel Academic College (IAC) in Ramat Gan. The students involved had no previous exposure to automated assessment systems, so they were well placed to compare traditional assessment practices to what was to them a new experience. The courses we describe here are as follows:
• Introduction to Programming in C#
• Analysis and Design of Object Oriented Programming in Java
• Developing, Design and Management of Databases
• Computer Architecture and Operating Systems Assessment was conducted using Checkpoint, a web-based automated assessment system developed by the first author. The authors have also had experience of using Checkpoint on a variety of courses since October 2005 at the University of Brighton, UK (English, 2006) and the Holon Institute of Technology, Israel (English & Rosenthal, 2009 ) on topics including C and Java programming, databases, and compiler construction.
Since Checkpoint is web-based, the students can access Checkpoint from wherever they may be via a web browser. Once students log in to the Checkpoint server, they can access the exercises for each course they are registered on. When answers to an exercise are submitted, Checkpoint responds within a few seconds with marks and feedback comments for the questions that were answered. Students can also go back to look at earlier submissions and the corresponding marks and comments.
In the cases we describe, the students are allowed multiple attempts at each exercise, and do not have to complete an entire exercise at one sitting; the questions they provide answers for are marked and the rest are ignored, which allows them to complete an exercise one question at a time if they wish. The only limitation is a final submission date; submissions are permitted until midnight on the specified date, although individuals can be granted extensions to the deadline if necessary. Figure 1 shows a sample question from a Java programming course. In this case, the question requires the student to complete three separate Java statements. The submitted answers are embed-ded in a test program and compiled, and then executed using test data which is usually randomly generated. The marks and automatically-generated feedback are displayed immediately, as shown in Figure 1 . Where appropriate, the answers can also be judged on other factors such as style or efficiency, as described below.
The IAC Information Systems Management Programme
The courses we describe here belong to an undergraduate degree programme in Information Systems Management. The programme is intended to equip students with the skills needed for jobs in modern high-tech environments and provides a more rounded and holistic experience than traditional degrees in subjects like Computer Science. It involves roughly equal measures of mathematics (including statistics and economics), computer science (including object-oriented programming and web application development), and business management skills. The emphasis is on solution building, and the course is rounded off by a final project which involves investigating innovative solutions to real problems faced by local companies.
The students are generally mature students in their late 20s or early 30s, many of whom already have jobs in the high-tech sector but are looking for opportunities for career advancement. Many of them also have families and children. The classes are therefore held on two evenings each week as well as on Friday mornings to accommodate their needs, and the students need to be highly motivated to succeed.
The authors have taught the courses described in this paper since 2013, using Checkpoint to assess the students' work in all cases. Two other courses (Developing Web-Based Systems and Information Security) also used Checkpoint but the students on these courses were not surveyed. Each of the four courses surveyed had between 20 and 50 students, and the surveys sometimes cover two iterations of the same course. 
Assessment at IAC
The courses at IAC all follow a common institution-mandated format, with 4 hours of class contact time per week divided equally between lectures and labs. The assessment weighting in all cases is 30% for assignments and 70% for the exam. The courses described in this paper use Checkpoint for all the assignments.
In the past, the number of assignments per course varied between three and six, typically with 8 to 10 questions per assignment. However, experience showed that setting three assignments (that is, having three separate deadlines) was optimal to avoid overloading the students, who are after all required to submit assignments for other courses in addition to our own. Each assignment now features between 10 and 12 questions. The questions are all free-text questions which require the student to type in their answer to the question (which can for example be a fragment of a program or a numerical answer to a problem), and the students can submit an unlimited number of attempts up to the deadline. In some cases students have been known to submit over 100 attempts for an individual assignment, although this seems to be indicative of panic as the deadline approaches rather than a sign of constructive learning! For the more advanced students, there is usually also an extra assignment comprising about 10 more advanced questions (although for the database course, this is an extended exercise involving designing and building a complete database in what is essentially a single question with many parts). The extra assignments have a weighting of zero as far as the assessment for the course is concerned, and are thus used purely as formative assessment. However, there are always several students who are sufficiently enthused to work on this after they have completed the other exercises, while their less able colleagues continue working on the summative assignments.
The fact that the number of attempts is unlimited means that the students are under less stress than they would otherwise be. This leads to more engagement, as they can try to solve an individual problem over and over until they get it right, using Checkpoint's feedback to identify test cases that they may have overlooked in earlier attempts. As a result, there is far less attempted plagiarism than the authors are used to on other courses which are not automatically assessed. Students collaborate on solving problems, but this normally takes the form of explaining to each other how to solve something rather than just providing a solution that others can copy. Also, in order to discourage plagiarism, a certain amount of randomization is used to make it more difficult to copy blindly.
The other aspect of giving students an unlimited number of attempts is that, in all but a few cases, they get full marks for the assignments. However, they are still required to pass the exam, so the assignments are in effect used more as formative assessment than as summative assessment. The fact that they are awarded marks for the assignment that can raise their overall grade (assuming they pass the exam) is an incentive which encourages them to work on the assignments, and once they start working, they usually become hooked on trying to solve the problems. In the opinion of the authors, the important thing is that they do the assignments, and with the amount of effort they usually put into completing them, the effect is definitely beneficial in terms of their learning.
Checkpoint
Checkpoint is a web-based online assessment framework which supports a number of different question types. In the courses described here, the questions are all of the free-text variety; that is, a question provides one or more text entry fields where the student can enter an answer. For example, on a programming course, the question can ask the student to enter a program or (normally) part of a program to solve a particular problem. Checkpoint responds with a mark and a feedback comment, as shown in Figure 2 .
One problem with automated systems is that small errors can be catastrophic (Harris, Adams & Harris, 2004) ; for example, a missing semicolon in a programming question will mean that the submission cannot be compiled and cannot, therefore, be given any marks by an automated system. Checkpoint allows the tutor to manually 'moderate' the exercise results, adjusting marks where necessary to take care of 'nearly right' answers. Submissions can be anonymised so that student results will only be identified by an institutional registration code to prevent bias where the marks are adjusted manually. An audit trail showing all the changes made to the marks is incorporated in the set of results so that everyone who views the results can see what changes were made and when, who made the changes and why. However, manual intervention is rarely necessary when students are allowed multiple attempts; they can just correct any errors in their solution and resubmit it.
The order and selection of questions in an assessment can be randomized in various ways, as described later. This helps to deter plagiarism by making it possible to present each student with a different set of questions. Where multiple attempts are allowed, the author of the exercise can select whether an individual student will be presented with the same set of questions on each attempt or a new randomly-chosen set of questions. Where the same questions are presented each time, the question is pre-loaded with the previously-submitted solution, ready to be edited and resubmitted. This is generally the best approach for free-text questions, and all the exercises we describe in this paper follow this approach.
Exercise Structure
An exercise consists of a set of questions; these can be divided into discrete sections. A section has a title (e.g., 'Section A') and can specify a maximum number of questions to be attempted; if more than this number are actually submitted, only the best answers up to this number will actually be counted towards the final score. Each section can similarly have a minimum number of answers to be attempted, and this in combination with the maximum limit for the assessment as a whole makes it possible to compose assessments with rubrics along the lines of 'answer five questions, at least one from section A and two from section B'.
Questions are divided into fixed-response questions, where the student is presented with a list of possible answers to choose from, and free-text questions, where the answer must be supplied by the student. The traditional multiple-choice question is an example of a fixed-response question,
Figure 2: Feedback and marks for a question on databases
where the student can choose one of a set of possible answers. As mentioned earlier, the exercises we will discuss in this paper use only free-text questions.
Randomization of various kinds is supported, a feature which can be used to help deter plagiarism. Questions within a section can be shuffled into a random order, and the order of the available answers is normally shuffled in fixed-response questions. Question groups can be defined, where a specified number of questions will be chosen at random from a larger set of available questions. Finally, questions and answers can be parameterised by allowing one or more values to be chosen at random from a set of possible values and inserted into a question or answer. For example, questions in programming courses can use names for functions and their parameters which are chosen at random from a list of plausible names. Where questions involve the use of numerical values, a random choice can be made from a specified range of values.
Free-text questions provide one or more fields for students to enter their answers. Because multiple fields can be provided, this allows for questions in several parts which require separate partanswers. Typically these will be textual answers, but Java applets can also be used to allow submission of non-textual answers such as diagrams. Marking is accomplished by processing the submitted answers using a set of marking scripts associated with each question. Each script returns a number of marks to be awarded and can also generate output which will be displayed as feedback for the student.
When a free-text question is submitted, a temporary directory is created on the server for use by the marking process. The question can specify a set of files to be created in this directory, and these can include markers which will be replaced by the values entered into particular fields in the question. This, for example, allows a code fragment submitted by a student in response to a programming question to be embedded into a larger test program. It also allows part-answers to be marked independently of each other or in any desired combination. Once the set of files has been created, a series of marking scripts associated with the question is executed. Different scripts can be used to assess different dimensions of 'correctness'. Each script consists of a sequence of commands which can be used to process the files in any desired way, and an associated number of marks. The commands that make up the script determine what percentage of the available marks should be awarded. The output of individual commands can also be saved in the temporary directory for further processing by subsequent scripts.
To prevent the security risk posed by allowing users to execute arbitrary programs on a missioncritical server, the commands must be chosen from a limited set maintained by the system administrator in a particular directory. These will normally be Unix or Windows shell scripts which invoke other programs elsewhere on the system in a controlled way. In the case of assessing programs written by students, the security risk is even greater, and this can be dealt with using a 'sandbox' system to isolate student programs. On a Linux system this consists of a 'chroot jail' (Schoep, 2005) which isolates the program from the rest of the filesystem and which sets limits on system resources such as CPU time, file space and the amount of output generated. As an example Figure 3 shows an infinite loop being detected in a student's submitted answer. When this happens, Checkpoint is able to generate clear and constructive feedback in order to help the student locate and correct the problem.
Checkpoint does not impose any limitations on how correctness is measured; it simply acts as a framework to allow free-text answers to be submitted and tested. Anything that we can devise a way to measure can be used for automatic assessment (Whittington & Hunt, 1999) ; for example, there are several techniques for automatically assessing essay questions (Valenti, Neri, & Cucchiarelli, 2003) which could certainly be used with Checkpoint, although so far this has not been attempted. To date, Checkpoint has been used to assess programming exercises in C, Java, C#, Ada and assembly language, as well as other computer science-related topics such as ASP, SQL, HTML, Unix shell scripting, binary-to-decimal conversion, logic design, and compiler construction.
To mark an exercise on a programming course, the student's submission can be embedded in a test program and compiled; the compiled code can then be executed in a sandbox (as described above) and the results compared with a set of expected results. However, there are a host of other possibilities (Ala-Mutka, 2005), including:
• Using style checkers to assess stylistic aspects of submitted programs (program length, indentation, redundant or duplicated code, and so on). This can include the use of compiler warnings to identify unused variables, implicit type conversions, and other suspect language features. identified several qualitative measures for stylistic issues in program evaluation, including measuring coupling as a measure of modularity of programs and using semantic analysis of to identify meaningful variable names. Cyclomatic complexity measurement has also been used as a metric for good program design (Jackson & Usher, 1997) .
• Checking for the presence or absence of various language features (e.g., by searching for the presence or absence of specific keywords), as illustrated in Figure 4 .
• Measuring program efficiency by timing program execution for a variety of sets of test data. Figure 5 shows an example where efficiency is checked by measuring the number of iterations required for particular data sets compared to the number of iterations performed by model solutions with the same data sets. Several different dimensions of 'correctness' can thus be measured independently and the results can be combined to give a more nuanced assessment than a simple 'right or wrong' approach (Rosenthal, Suppes, & Ben-Zvi, 2013) .
Result Handling
Checkpoint has mainly been used to automatically assess assignments involving free-text questions. Since assignments are marked automatically as soon as they are submitted, this makes it possible to create a 'little and often' assessment regime which would be intolerable if submissions needed to be marked manually. Each lecture can be accompanied by an exercise which addresses the topic of the lecture, although in practice we have limited ourselves to a minimum of two or three weeks between submission deadlines to avoid student exhaustion. We have also normally allowed students an unlimited number of attempts at each exercise, with the same questions being presented each time (although different students will typically have slightly different questions from each other to minimise the opportunities for plagiarism). This allows students to use the feedback produced by the system to correct any incorrect answers and resubmit them.
From a staff viewpoint, one of the benefits of an automated assessment system is the ability to track student progress, particularly when a 'little and often' assessment regime is used. Checkpoint provides reporting facilities which allow tutors to 'drill down' to any desired level of detail. This includes tables giving a course overview, the results for an individual student and/or individual exercise. The latter lead to an analysis of which questions caused the most difficulty, as measured by the number of attempts (see Figure 6) , and also to an individual attempt at an exercise; at this level a tutor can manually adjust the marks awarded if necessary.
Other tables include information about students' last login times, and historical records of their activity, which allows tutors to monitor each student's engagement with the course as an individual. Any of these tables can be downloaded as a CSV (comma-separated value) file to allow for further analysis using a spreadsheet package or any other suitable tool.
Authoring
Although automated assessment has many benefits, it requires a far greater effort on the part of tutors to create good questions which will be marked accurately. Most of the effort required for tutors in any automated assessment system involving free-text questions is, therefore, in the creation of questions and debugging their marking criteria. Checkpoint includes an integrated authoring system which is designed to make the development cycle as simple and efficient as possible. Tutors can either create an exercise from scratch or copy and modify an existing exercise. During this process, the author can try out the exercise as it is being developed to ensure that marking will produce the desired results and can release the assessment only when the edit/test cycle is complete. Testing needs to be conducted using at least one version of a correct solution, but it is also important to test a variety of incorrect answers to ensure that mistakes are accurately identified and that feedback in such cases is pertinent. Questions (and generic question templates) can also be stored in a question bank for later use in other exercises, categorised by topic to allow relevant items to be found more easily.
Student Feedback
In order to get the students' feedback on the courses that were taught, an anonymous questionnaire was distributed approximately two weeks before the end of the semester, after the students were nearing the end of the last assignment. The questionnaire comprised 15 Likert scale responses, with values from 1 (strongly agree) to 5 (strongly disagree), as well as some open questions inviting more general ('free-text') responses. Some of the questions are taken from earlier work , while other questions cover points which we felt we might be able to address and improve. The open questions gave students the opportunity to raise any other issues they felt were important.
A total of 141 students filled in the forms, of whom about two-thirds of these also answered the open questions. The results show that students have a very positive view of Checkpoint.
Likert Scale Questionnaire
The students were asked if they agreed with the following statements on a scale of 1 (strongly agree) to 5 (strongly disagree):
1. Checkpoint was easy to use 2. Checkpoint was reliable 3. The marking was fair 4. The feedback was quick 5. The feedback was helpful 6. I liked being able to submit multiple attempts 7. I liked being able to work at my own pace 8. The questions were well-written 9. The questions were fair 10. The questions were hard 11. I liked being given slightly different questions to everyone else 12. I prefer having work marked by Checkpoint than by human tutors 13. Checkpoint helped me master the material 14. I liked using Checkpoint overall 15. I would recommend Checkpoint for use in other courses
The results are shown in Table 1 .
In general, the responses fall somewhere between 'agree' and 'strongly agree'. There is almost universal strong agreement with some questions (notably question 6, 'I liked being able to submit multiple attempts', and question 7, 'I liked being able to work at my own pace'), whereas there is a wide variation in others (notably question 10, 'The questions were hard', which depends mainly on each student's individual ability). One surprise for us was for that for question 12, 'I prefer having work marked by Checkpoint than by human tutors', the responses were close to neutral.
To analyse this further, we performed correlation tests between each pair of questions. The results are shown in Table 2 . Unsurprisingly, there was a strong correlation (0.83) between question 6 ('I liked being able to submit multiple attempts') and question 7 ('I liked being able to work at my own pace'). There was also a cluster of significant and nearly-significant correlations between questions 1 ('Checkpoint was easy to use'), 2 ('Checkpoint was reliable'), 13 ('Checkpoint helped me master the material'), 14 ('I liked using Checkpoint overall') and 15 ('I would recommend Checkpoint for use in other courses'). A final significant correlation of 0.51 was found between question 8 ('The questions were well-written') and question 9 ('The questions were fair'), suggesting that well-written questions are perceived as being fair.
The other tests did not give any significant correlation results. It is however interesting to note the generally negative correlation between question 10 ('The questions were hard') and the other questions, even though these are well below the level of statistical significance. This finding might suggest that ones who thought that the questions were hard were mildly antipathetic towards Checkpoint in general. In particular, in the case of question 12 ('I prefer having work marked by Checkpoint than by human tutors') we did not find any significant correlation with other questions. The highest correlation was with question 13 ('Checkpoint helped me master the material') but the actual figure was only 0.44. We find it surprising that students are so ambivalent about having work marked by Checkpoint than by human tutors. Interestingly, our findings were different in earlier research (English & Rosenthal, 2009) . When Checkpoint was introduced as an assessment in programming courses after students had already experienced human tutors marking their programs, they clearly preferred automated assessment over human evaluation. We hypothesize that this was due large class sizes where there are not enough staff involved in the marking process, which results in a much longer lag between submission of work and its return, and very often with less attention to detail in the marking and less detailed feedback. Also, when students were provided with a mixture of automated and manual feedback in a blind test, the students preferred the automated feedback (Rosenthal, 2004) . Human marking is often inconsistent, and the evaluation criteria are not always completely clear (Whittington & Hunt, 1999) . However, it is possible that students in this survey were not in favour of automated marking because it is often stricter than manual marking, and they felt they might get better marks from a less strict human tutor; tests of boundary cases in a programming assignment might be overlooked by a human grader, whereas they will always be detected by an automated system. More research will be needed to investigate this puzzle.
Student Responses to Open Questions
The students were also asked for other comments in five separate open questions:
1. How does Checkpoint compare to assessment on other courses?
2. What were the things you liked most about Checkpoint?
3. What were the things you liked least about Checkpoint?
4. What improvements would you recommend for Checkpoint?
Any other comments
Question 4 provided us with some ideas which enabled us to add some useful new features to Checkpoint, while the last question tended to reiterate the students' positive reaction to the use of Checkpoint. Here is a selection of typical responses to the first three questions :   Q1  Q2  Q3  Q4  Q5  Q6  Q7  Q8  Q9  Q10  Q11  Q12  Q13  Q14 
How does Checkpoint compare to assessment on other courses?
• An efficient system as a whole. Improves my abilities. Gives confidence in learning.
• Superb.
• A superb evaluation method.
• Very good.
• Practical, efficient, fun.
• Helps practising. Encourages me to practice.
• Very helpful. Gives the student the ability to control his learning pace and gives the teacher the ability to get all the data and analyze it thoroughly. A great tool.
• Much more convenient. We can work in our own personal time and not only in the lesson. We get directed comments and it's convenient to practise the material like that.
The responses to this question were universally positive.
What are the things you liked in Checkpoint?
• That there are many attempts, and you can do it at home.
• Accessible, allows an infinite number of attempts. Questions vary and teach a lot. Gives confidence to the student.
• The feedback. Accessibility.
• That I can change the answer more than once.
• Helps practising. Motivates you to practise.
• The freedom to make mistakes and learn from them.
• That you can get a quick response and that you can do the exercise again.
• Accessible everywhere. Convenient and easy. Directs you towards the solution.
• Excellent and comfortable to work with.
• Gives the ability to work alone.
• The possibility to continue and practise until you get the maximum mark. Response times are very reasonable.
• Relatively fast. You can correct questions and edit them.
• You can trace the solution and understand the mark. There were many positive responses which tended to emphasize the benefits of multiple attempts, learning from mistakes using the feedback provided, the ability to work at their own pace from anywhere, and the overall motivating effect of Checkpoint assignments.
Several students made comments similar to the last response quoted above: that when an attempt failed, Checkpoint provided feedback which helped to identify the problem and allowed them to resubmit. It is something that is very hard to achieve if marking is done manually. Checkpoint is testing each answer against a comprehensive battery of tests cases; a human marker would find it very difficult to be as thorough as this for even a single submission.
What are the things you did not like in Checkpoint?
• It was slow to process our answers • That you have to reload all the exercise instead of just reloading the question • The UI can be nicer/more modern Some of the responses here relate to the speed of the system; this was particularly noticeable in the database course for an assignment which involved creating tables and views, and inserting, updating and deleting records. The server system we are using is not a particularly powerful machine, and the assignment in question involves creating a separate copy of the database for each question submitted by each student. However, speed issues were observed at other times too but without any obvious reason. A more powerful machine and more server instrumentation to identify bottlenecks and hotspots would seem to be the best solution here.
Some of the responses (e.g., 'That you have to have a fixed output to your answer' and 'Sometimes the answer works in BlueJ but not in Checkpoint') arise largely because the students have done inadequate testing or have failed to do what the questions ask; for example, in the Java course, output might have been written to the console rather than being returned as the result of a method, which can give an incorrect solution the appearance of a working solution when testing it using BlueJ.
One of the dangers with automated assessment is shown in the answer 'Because we worked with Checkpoint we practised less with BlueJ'. Automated assessment is not a substitute for using other tools as learning aids, but it is where students get their grades from, so they tend to focus on it to the exclusion of other tools. Since we came across this comment, we have put much more effort into ensuring that students learn how to use tools like debuggers to locate problems, rather than just banging away blindly at Checkpoint.
Of the other comments, we note that the user interface for Checkpoint has not changed significantly for a few years, and so it could no doubt be made nicer and more modern! We hope that one of the students will one day sketch out a more precise description of what they mean by 'nicer and more modern'. In the meantime, there is more-or-less universal agreement in question 1 of the survey that 'Checkpoint was easy to use', so this is not a priority for us.
As a whole student responses were very positive, with relatively few responses to the question 'What are the things you did not like in Checkpoint?' compared to the other open questions, and many students mentioning that Checkpoint gave them confidence and motivated them to practise.
Conclusions
Automated assessment systems are being used more and more widely as the use of technology in education increases (Alber & Debiasi, 2013) . Students tend to find this a natural development:
'It can be demonstrated that there are significant numbers of students who are now accustomed to using technology in all aspects of their everyday lives, including their studies. This also extends to using computers in their assessed work ... and are so used to using computers in their student lives that they even expect online assessment to be used.' (Dalmo & Eyre, 2008) In the field of computer science automated assessment has been used in programming courses (Foxley et al., 1999) , database courses (Prior & Lister, 2004) , introductory courses on Internet skills (English & Siviter, 2000) , algorithms and data structures courses (Laakso et al., 2004) and system administration courses (Baumstark & Rudolph, 2013) . It has been used for grading a variety of different types of material, including sequence diagrams (Thomas, Smith, & Waugh, 2008) , spreadsheets and databases (Kovačić & Green, 2012) , programs with graphical user interfaces (English, 2004) and essays (Valenti et al., 2003) . It has also been used for grading formal examinations as well as coursework (English, 2002; Thomas, 2003) .
Checkpoint (English, 2006 ) is a versatile assessment framework which allows for both automated and manual marking mechanisms; it deals with the authoring of exercises and their delivery, as well as management issues such as reporting at various different levels of detail, crossreferencing exercises with course objectives, and dealing with exceptional cases on an individual basis. External reviewers such as course managers can be given access to the system on a readonly basis to allow for scrutiny, oversight, and auditing, and students also benefit from having access to a detailed record of their own attempts and results.
From the lecturer's point of view, Checkpoint is definitely very useful. It allows tutors to see which questions the students have attempted the maximum number of times, which helps to provide guidance on what the 'hard' topics are in each course, and also helps to identify common mistakes that the students tend to make. However, by far the most beneficial aspect of Checkpoint is that students can progress according to their own pace. The lab sessions are often used as Checkpoint 'help sessions', where the students can get individual assistance from the tutor with particular problems, and they can also work together on understanding and solving their problems. The tutor is able to help students individually with whichever specific exercise they are working on.
The feedback from a question normally tells the student what the input data was, and what the expected and actual results were, but it is up to the author of the question what feedback should be given in particular cases. However, it also means that when creating new questions, authors need to put considerable effort into identifying common errors and providing helpful feedback when they are detected. The students surveyed here made frequent mention of how useful the feedback was for helping them correct their solutions. Figure 3 is a particularly good example of the sort of clear and constructive feedback that is possible. Of course, feedback is most useful in situations where it can be used to correct and resubmit the assignment.
Students have expressed satisfaction with automated assessment in the past , feeling that the instant feedback that it provides as well as consistency of marking is an advantage over manual marking. The results presented here certainly reinforce that view. Student feedback on using Checkpoint was very positive, emphasizing the benefits of multiple attempts and a quick turnaround time for submissions, as well as the ability to work at their own pace and in their own time. Many students said that Checkpoint gave them confidence in learning and the motivation to practise. One student quoted earlier said, "When failing it shows what you failed on or it gives examples what the output should be compared to the output that came out. Because of this it's very convenient to find where I made the mistake and see the cases I did not take into account," and similar sentiments were expressed by many others. This feedback and resubmission cycle is something that would be very hard to achieve in a manual marking system. It also illustrates how learning best takes place: by learning from your own mistakes, and being given the opportunity to correct them.
The tutors are also satisfied, not only because of the reduction in the time spent marking, but also because of the ability to monitor student progress in detail week by week throughout the course. Plagiarism is less of a problem as students do not feel that they have to get a correct answer the first time they try, and there is a greater sense of engagement and achievement as they can tackle their problems one step at a time. The students are in effect engaging in a battle of wits against Checkpoint, and in this situation copying someone else's answer would be an admission of defeat.
One major obstacle to adopting automated assessment is the difficulty of creating good questions which have been thoroughly tested and which provide relevant feedback. It is certainly true that in some cases it appears easier to write questions and mark them manually, as the question phrasing can be less precise and the marking can be done more impressionistically, in much the same way as in some cases it is easier to do a job yourself than it is to write and debug a program to do it. However, in the long run the reverse is true. The effort involved in marking assignments time after time, the delay in providing students with feedback, and the difficulty of supporting multiple attempts make automated assessment more attractive when it is done year after year after year. The initial investment in question development pays off quite quickly, especially when you can accumulate good questions in a question bank and either re-use them directly or use them as a basis for creating new questions on similar topics.
