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Abstract. For any simple Lie algebra g and any complex number q which is not zero
or a nontrivial root of unity, we construct a dynamical quantum group (Hopf algebroid),
whose representation theory is essentially the same as the representation theory of the
quantum group Uq(g ). This dynamical quantum group is obtained from the fusion and
exchange relations between intertwining operators in representation theory of Uq(g ),
and is an algebraic structure standing behind these relations.
1. Introduction
One of the most important equations in statistical mechanics is the so-called Star-
Trangle relation, introduced by Baxter. In 1994, G.Felder [F] suggested to write this
relation in the form of the quantum dynamical Yang-Baxter equation (QDYB) (which
previously appeared in some form in physical literature), and proposed the concept of
a quantum group associated to a solution of this equation. He also considered the qua-
siclassical limit of this equation, and showed that a solution of the classical dynamical
Yang-Baxter equation (CDYB) appears naturally on the right hand side of the Knizhnik-
Zamolodchikov-Bernard equations for conformal blocks on an elliptic curve. Since then,
this theory has found many applications in the theory of integrable systems.
In [EV1], we proposed a geometric interpretation of the CDYB equation without spec-
tral parameter. Namely, we assigned to any solution of this equation, whose symmetric
part is invariant, a certain Poisson groupoid. This construction is a generalization of
Drinfeld’s construction which assigns a Poisson-Lie group to any solution of the usual
classical Yang-Baxter equation, with symmetric invariant part. We also classified such so-
lutions for simple Lie algebras and showed that there are two classes of solutions (without
spectral parameter)– rational and trigonometric.
In [EV2], we quantized the results of [EV1] and presented a “noncommutative geo-
metric” interpretation of solutions of the QDYB equation without spectral parameter.
Namely, we assigned to any solution of the QDYB equation, satisfying a special “Hecke
type” condition, a certain dynamical quantum group (Hopf algebroid). This construction
is a generalization of the Faddeev-Reshetikhin-Takhtajan-Sklyanin construction which
assigns to any solution of the usual quantum Yang-Baxter equation of Hecke type a
⋆
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quantum group (Hopf algebra), defined by the so called RTT = TTR relations. We also
classified the Hecke type solutions of the QDYB equation and showed that, like in the
classical case, there are two classes of solutions (without spectral parameter)– rational
and trigonometric.
The solutions of the QDYB equation and corresponding dynamical quantum groups
from [EV2] provide quantizations of the solutions of the CDYB equation and Poisson
groupoids from [EV1], but only for the Lie algebra g = slN . For other simple Lie
algebras, especially for exceptional ones, one needs to use a different method to quantize
the Poisson groupoids from [EV1]; this method has to be applicable to any simple Lie
algebra g and should not use its particular matrix realization.
Such a method is suggested in the present paper. Namely, it turns out that with any
simple complex Lie group G (with the Lie algebra g ) and a nonzero complex number
q (which is not a nontrivial root of unity but may be equal to 1) one can associate a
Hopf algebroid Fq(G), which is a quantization of the Poisson groupoid associated with
the simple Lie algebra g in [EV1]. More precisely, the case q = 1 corresponds to the
Poisson groupoid defined by the rational solution, and q 6= 1 corresponds to the Poisson
groupoid defined by the trigonometric solution.
The Hopf algebroid Fq(G) is constructed from representation theory of G. Namely,
the structure constants of the multiplication in Fq(G) are obtained from the structure
constants of the multiplication (fusion) of intertwining operators between a Verma module
over Uq(g ) and a tensor product of a Verma module with a finite dimensional module
over Uq(g ). These structure constants have been known for a long time under various
names (Racah coefficients, Wigner 6j symbols) and play an important role in quantum
physics.
The commutation relations between generators of Fq(G) are defined by certain dynam-
ical R-matrices, which satisfy the quantum dynamical Yang-Baxter equations. These
R-matrices are exactly the matrices which arise in commutation (=exchange) relations
between intertwining operators and are therefore called the exchange matrices. This
makes it natural to call the Hopf algebroids Fq(G) the exchange dynamical quan-
tum groups.
The results of this paper demonstrate how to use representation theory to construct
new quantum groups, and conversely, how the multiplication of intertwining operators,
one of the main structures in representation theory, is controlled by a dynamical quantum
group.
We note that the main idea of this paper (to use commutation relations between
intertwining operators to obtain new quantum groups) was inspired by the pioneering
paper [FR].
Let us briefly describe the contents of the paper.
In Chapter 2 we introduce, for any polarized Hopf algebra, the fusion and exchange
matrices J(λ), R(λ) and consider their main properties.
In Chapter 3 we recall the notion of an H-Hopf algebroid and its dynamical represen-
tations introduced in [EV2] (where H is a commutative, cocommutative Hopf algebra).
In Chapter 4 we construct Hopf algebriods defined by the fusion and exchange matrices.
In Chapter 5 we specialize our construction to the case of simple Lie groups and
quantum groups, and construct the Hopf algebroids Fq(G).
In Chapter 6 we compute the exchange R-matrix for the vector representation of G =
GL(N), and show that Fq(GL(N)) is isomorphic to the Hopf algebroid AR defined by
the trigonometric solution R of the quantum dynamical Yang-Baxter equation in [EV2].
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In Chapter 7 we consider the representation theory of Fq(G) for a simple complex group
G and show that its category of rational finite dimensional dynamical representations
contains the category of finite dimensional representations of Uq(g ) as a full subcategory.
In the next paper we plan to show that these categories are actually the same.
In Chapter 8, we describe the precise connection between fusion and exchange matrices
(for sl(2)) and the classical and quantum 6j-symbols.
In Chapter 9, we show that the universal fusion matrix J(l) satisfies the defining
property of the quasi-Hopf twist discovered in [A]. In particular, this shows that our
fusion matrices are the same as the quasi-Hopf twists introduced in [A].
In a subsequent paper, we plan to consider the analogue of this theory for affine and
quantum affine algebras. This will help one to understand better the monodromy of
classical and quantum Knizhnik-Zamolodchikov equations following the ideas of [FR]
and [TV1-2],[FTV].
In conclusion we would like to mention the paper [BBB], in which another algebraic
interprtetation of the QDYB equation was given (via quasi-Hopf algebras), and a version
of our main construction for the Lie algebra sl2 was presented. See also [JKOS] where
the approach of [BBB] was generalized to an arbitrary Kac-Moody algebra. We would
also like to point out the recent paper [Xu], where the relationship between the quasi-
Hopf algebra and Hopf algebroid interpretation of the quantum dynamical Yang-Baxter
equation is explained.
Acknowledgments. We are grateful to the referee for several interesting questions,
the answers to which have enriched the paper.
2. Exchange Matrices
2.1. Polarized Hopf Algebras. A polarized Hopf algebra is a Hopf algebra A over C
with the following properties:
I. The algebra is Z-graded, A = ⊕∞k=−∞A[k].
II. The algebra is polarized. Namely, there exist graded subalgebras A0, A+, A− such
that the multiplication maps A+⊗A0⊗A− → A and A−⊗A0⊗A+ → A are isomor-
phisms of vector spaces. We also assume that the graded components of A+ and
A− (not of A0) are finite dimensional.
III. Let ǫ : A→ C be the counit, then Ker ǫ ∩A+ has only elements of positive degree,
Ker ǫ ∩A− has only elements of negative degree, A0 has only elements of zero degree.
IV. The algebra A0 is a commutative cocommutative finitely generated Hopf algebra.
V. A0A+ and A0A− are Hopf subalgebras of A.
Let T =Spec A0. Since A0 is finitely generated, commutative and cocommutative, T
is a commutative affine algebraic group [M].
The main examples of polarized Hopf algebras are the universal enveloping algebra
U(g ) of a simple Lie algebra g and the corresponding quantum group Uq(g ).
If h ⊂ g is a Cartan subalgebra, g = g−⊕ h ⊕ g + a polarization and A = U(g ), then
A− = U(g −), A0 = U(h ), A+ = U(g +), and T = C
n, where n =dim h . If A = Uq(g ),
then A− = Uq(g −), A0 = Uq(h ), A+ = Uq(g +), and T = (C
∗)n.
2.2. Verma modules. Let A0+ = Ker ǫ ∩A+. Then A+ = C · 1⊕A
0
+.
Lemma 1. A0A
0
+ is the set of elements of A0A+ of positive degree. Moreover, A0A
0
+ is
a two-sided ideal in A0A+.
Proof : A0A
0
+ obviously lies among the elements of positive degree. We prove the converse
statement. Let α =
∑
ai0a
i
+ be a homogeneous element of degree N > 0 in A0A+, where
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ai0 ∈ A0 and a
i
+ ∈ A+ has degree N . Since A+ = C · 1 ⊕ A
0
+, we have a
i
+ ∈ A
0
+. The
second statement of the Lemma obviously follows from the first.

Corollary 2. A0A+/A0A
0
+
∼= A0.
In fact, A0 → A0A+ → A0A+/A0A
0
+ is an isomorphism.
Let ϕ+ : A0A+ → A0 be the induced homomorphism, ϕ+ is defined by ϕ+(a0) =
a0, ϕ+(a+) = ǫ(a+) where a0 ∈ A0, a+ ∈ A+.
Let λ : A0 → C be a homomorphism, hence λ ∈ T . Let χλ be this one dimensional
A0-module. Define a homomorphism χ
+
λ : A0A+ → C by χ
+
λ = λϕ+. We also denote χ
+
λ
the corresponding one-dimensional A0A+-module. Define a Verma module M
+
λ over A
by M+λ = A⊗A0A+χ
+
λ .
Analogously, consider the homomorphism ϕ− : A0A− → A0 and the corresponding
A0A−-module χ
−
λ . Define a Verma module M
−
λ over A by M
−
λ = A⊗A0A−χ
−
λ .
Let χ+λ = Cv
+
λ .
Lemma 3. M+λ is a free A−-module generated by v
+
λ .
The Lemma follows from Property II.
Similarly, M−λ is a free A+-module generated by v
−
λ .
Using Lemma 3 induce a grading on M±λ from A± such that the degree of v
±
λ is equal
to zero.
2.3. The Shapovalov form. A polarized Hopf algebra A is called nondegenerate if
Verma modules M+λ and M
−
λ are irreducible for generic λ ∈ T . (This means that the
modules are irreducible for all λ except a countable union of algebraic sets of lower
dimension.)
Let A be polarized and nondegenerate. Consider the vector space (M+λ )
∗, the restricted
dual of M+λ with respect to the grading of A−. Define an A-module structure on (M
+
λ )
∗
by π(M+
λ
)∗(a) = πM+
λ
(S(a))∗ where S is the antipode in A.
Define (v+λ )
∗ ∈ (M+λ )
∗ to be the only degree zero element such that < (v+λ )
∗, v+λ >= 1.
Lemma 4. If a− ∈ A
0
−, then a−(v
+
λ )
∗ = 0. If a0 ∈ A0, then a0(v
+
λ )
∗ = (−λ)(a0)(v
+
λ )
∗
where −λ means the inverse element in the abelian group T .
In fact, a−(v
+
λ )
∗ has degree which does not occur in (M+λ )
∗. The second statement is
obvious.
Corollary 5. There exists a unique homomorphism of A-modules ψ− : M
−
−λ → (M
+
λ )
∗
such that v−−λ 7→ (v
+
λ )
∗.
Analogously, one can define a homomorphism ψ+ : M
+
−λ → (M
−
λ )
∗ such that v+−λ 7→
(v−λ )
∗.
Lemma 6. If A is nondegenerate, then ψ+, ψ− are isomorphisms for generic λ.
Proof : For generic λ, the homomorphisms ψ+ and ψ− are injective since M
+
−λ and M
−
−λ
are irreducible and ψ+, ψ− differ from zero. This implies that dim A+[n] 6 dim A−[−n]
and dim A+[n] > dim A−[−n]. 
Corollary 7. For all n, dim A+[n] = dim A−[−n].
The homomorphisms ψ+, ψ− are called the Shapovalov forms. They can be considered
as bilinear forms ψ+(λ) : A+⊗A− → C, ψ−(λ) : A−⊗A+ → C depending on λ.
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The bilinear forms can be defined also by ψ+(λ)(a+, a−) =< (v
+
λ )
∗, S(a+)a−v
+
λ > and
ψ−(λ)(a−, a+) =< (v
−
λ )
∗, S(a−)a+v
−
λ >.
Choose bases in A±[n] and compute the determinants of the Shapovalov forms,
D+n (λ) = detψ+(λ)[n], D
−
n (λ) = detψ−(λ)[n].
The determinants of the Shapovalov forms are regular nonzero functions of λ ∈ T defined
up to multiplication by a nonzero number.
2.4. Intertwining operators. Let A be polarized and nondegenerate. Let V be a
Z-graded A-module such that V is a diagonalizable A0-module, V = ⊕λ∈TV [λ] where
a0v = λ(a0)v for all v ∈ V [λ], a0 ∈ A0.
Theorem 8.
I. Assume that M−−µ is irreducible and V is bounded from above, i.e. the graded
component of V corresponding a number N is equal to zero if N >> 0. Then
Hom A(M
+
λ ,M
+
µ ⊗V )
∼= V [λ − µ], where λ − µ means the difference in the abelian
group T .
II. Assume thatM+−µ is irreducible and V is bounded from below. Then Hom A(M
−
λ ,M
−
µ⊗
V ) ∼= V [λ− µ].
The isomorphism is given by
Φ 7→< Φ >:=< (v±µ )
∗⊗ 1, Φv±λ > .
Proof : First we prove a Lemma. Let B be a Z-graded Hopf algebra. Let U,W be Z-
graded B-modules bounded from above and such that all homogeneous components of
U are finite dimensional. Define the space Hom B(U
∗,W ) as Hom B(U
∗,W ) =
⊕nHom B(U
∗,W )[n]. Let (U⊗W )B denote the subspace of invariants with respect to
B, i.e. the subspace of all elements w such that bw = ǫ(b)w for any b ∈ B. The space
(U⊗W )B is Z-graded, (U⊗W )B = ⊕n(U⊗W )
B[n].
Lemma 9. Let w ∈ U⊗W . Let w˜ : U∗ → W be defined as the composition of the two
maps: 1⊗w : U∗ → U∗⊗U⊗W and < ·, · >⊗1 : U∗⊗U⊗W →W . Then w ∈ (U⊗W )B [n]
for some n if and only if w˜ ∈ Hom B(U
∗,W )[n]. Thus the assignment w → w¯ is an
isomorphism of (U⊗W )B and Hom B(U
∗,W ).
Proof : The counit of B defines a trivial one-dimensional B-module CB. If w ∈ U⊗W
is B-invariant, then w defines a homomorphism CB → U⊗W of B-modules, and which
defines a homomorphism 1⊗w : U∗ → U∗⊗U⊗W , u∗ 7→ u∗⊗w. Since < , >: U∗⊗U → C
is a homomorphism of B-modules, so is the composition w˜ = (< , >⊗1) (1 ⊗ w). This
proves one of the two claims of the Lemma.
Let U⊗˜U∗ = ⊕nU⊗˜U
∗[n] where U⊗˜U∗[n] is the space of all elements x of the form
x =
∑∞
i=1 ai⊗ bi such that for any i the element ai⊗ bi ∈ U ⊗U
∗ has degree n, the
elements ai, bi are homogeneous, and deg ai → −∞ as i → ∞. There is a canonical
B-homomorphism CB → U⊗˜U
∗, 1 7→
∑
i ai⊗a
∗
i where {ai} is a graded basis of U and
{a∗i } is the dual basis of U
∗.
Let w˜ : U∗ →W be a homogeneous B-homomorphism. Then 1⊗ w˜ : U⊗˜U∗ → U⊗W
is a well defined B-homomorphism. The composition CB → U⊗˜U
∗ → U⊗W gives a B
invariant element w.

Now we prove the Theorem. Introduce A>0 = A0A+ and A60 = A0A−. We have
Hom A(M
+
λ ,M
+
µ ⊗V ) = Hom A>0(χ
+
λ ,M
+
µ ⊗V ). The space Hom A>0(χ
+
λ ,M
+
µ ⊗V ) can be
described as the space X of all w ∈ M+µ ⊗V such that the A>0-submodule of M
+
µ ⊗V
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generated by w is isomorphic to χ+λ . After tensoring with χ
+
−λ this submodule gives a
trivial module. Thus the space X is isomorphic to the space (M+µ⊗V⊗χ
+
−λ)
A>0 . According
to the Lemma, the space X is isomorphic to Hom A>0((M
+
µ )
∗, V ⊗χ+−λ). This space is
isomorphic to Hom A>0(M
−
−µ, V ⊗χ
+
−λ) since M
−
−µ is irreducible. Now Hom A>0(M
−
−µ, V ⊗
χ+−λ)
∼= Hom A0(χ−µ, V ⊗χ−λ)
∼= Hom A0(χλ−µ, V )
∼= V [λ− µ]. The Theorem is proved.

Let V be bounded from above. Let v ∈ V [λ − µ]. Denote Φvλ : M
+
λ → M
+
µ ⊗V the
intertwining operator such that < Φvλ >= v.
Define Φv(λ) : A− → A−⊗V as the operator obtained from Φ
v
λ after identification
of A− with M
+
λ and M
+
µ . Then Φ
v(λ) is a rational function, i.e. for any homogeneous
a− ∈ A−, a
∗
− ∈ A
∗
−, and f ∈ V
∗, the scalar function (f ∗⊗a∗−)Φ
v(λ)a− is a rational
function.
2.5. A quasitriangular structure and dynamical R-matrices. Let A>n = ⊕j>nA[j].
Introduce a system of left A-ideals In = A · A>n.
Introduce a tensor product A⊗ˆA = ⊕i∈Z(A⊗ˆA)[i] as follows. Let (A⊗ˆA)[i] be the
projective limit of (A/In⊗A/In)[i] as n→∞, that is (A⊗ˆA)[i] consist of elements of the
form a =
∑∞
k=1 ak⊗a
′
k such that
I. For each k there is j such that ak⊗a
′
k ∈ A[j]⊗A[i− j].
II. For each n there is only finitely many k such that ak⊗a
′
k does not belong to A⊗
In + In⊗A.
Lemma 10. A⊗ˆA is an algebra. 
Similarly we can define A⊗ˆn for any n.
Consider the category O of graded A-modules bounded from above and diagonalizable
over A0. Let V,W ∈ O, then A⊗ˆA acts on V ⊗W . Similarly, for any n one can define an
action of the algebra A⊗ˆn in a tensor product of n A-modules from the category O.
An element R ∈ A⊗ˆA is called a quasitriangular structure (QTS) if
I. R is invertible in A⊗ˆA.
II. R∆(a) = ∆op(a)R.
III. (∆⊗ 1)R = R13R23 and (1⊗∆)R = R13R12.
Consider the category O of graded A-modules bounded from above and diagonalizable
over A0. The category O is a braided tensor category with the braiding equal to PR.
Let A be a nondegenerate polarized Hopf algebra with a QTS R. Let V,W ∈ O. Let
v ∈ V [λv], w ∈ W [λw]. Assume that v, w are homogeneous with respect to the grading.
Consider
M+λ
Φv
λ−→M+λ−λv⊗V
Φw
λ−λv
⊗1
−→ M+λ−λv−λw⊗W⊗V
and denote this composition Φw,vλ .
Define the main object of this paper, a linear operator JW,V (λ) : W⊗V → W⊗V as
follows. Find u ∈ W⊗V [λv + λw] such that Φ
w,v
λ = Φ
u
λ and set
JW,V (λ)w⊗v = u. (1)
Lemma 11. JW,V (λ) is strictly upper triangular, i.e. JW,V (λ)w⊗v = w⊗v +
∑
wi⊗vi
where deg wi < deg w. 
Corollary 12. JW,V (λ) = 1+N , where N is locally nilpotent, hence JW,V (λ) is invertible
and J−1W,V (λ) = 1−N +N
2 − ....
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We call the operators JW,V (λ) fusion matrices.
Define a quantum dynamical R-matrix RV,W (λ) : V ⊗W → V ⊗W by
RV,W (λ) = J
−1
V,W (λ)R
21|V⊗WJ
21
W,V (λ). (2)
Theorem 13. Let v ∈ V, w ∈ W be homogeneous elements with respect to the grading
and A0. Let RV,W (λ) v⊗w =
∑
i vi⊗wi where vi, wi are homogeneous too. Then
(1⊗PR|W⊗V ) Φ
w,v
λ =
∑
i
Φvi,wiλ (3)
where P is the operator of permutation.
The proof follows from the definition of RV,W (λ).
Theorem 14. I. J satisfies the 2-cocycle condition,
JV⊗W,U(λ) (JV,W (λ− h
(3))⊗ 1) = JV,W⊗U(λ) (1⊗JW,U(λ)). (4)
II. R(λ) satisfies the quantum dynamical Yang-Baxter equation (QDYB),
R12(λ− h(3))R13(λ)R23(λ− h(1)) = R23(λ)R13(λ− h(2))R12(λ) . (5)
In these formulae R12(λ− h(3)) v⊗w⊗u = (R(λ− λu) v⊗w)⊗u if u ∈ U [λu] and other
symbols are defined analogously.
Proof : The first statement of the Theorem is trivial. To prove the second statement
define
Φvn,...,v1λ :M
+
λ → M
+
λ−
∑n
i=1 λvi
⊗Vn⊗...⊗V1
as the composition
M+λ
Φ
v1
λ−→ M+λ−λv1
⊗V1
Φ
v2
λ−λv1
⊗1
−→ M+λ−λv1−λv2
⊗V2⊗V1 → ...
In other words,
Φvn,...,v1λ = (Φ
vn
λ−
∑n−1
i=1 λvi
⊗ 1n−1) · · · (Φv2λ−λv1
⊗ 1) Φv1λ .
Lemma 15.
Φvn,...,v1λ = Φ
vn,...,vi+2,JVi+1,Vi (λ−
∑i−1
j=1 λvj ) vi+1⊗vi,vi−1,...,v1
λ
The proof is by definition of J .
Let a ∈ V, b ∈ W, c ∈ U . Then
Φa,b,cλ = Φ
a,JW,U (λ) b⊗c
λ = Φ
JV,W⊗U (λ) (1⊗JW,U (λ)) a⊗b⊗c
λ ,
Φa,b,cλ = Φ
JV,W (λ−λc) a⊗b,c
λ = Φ
JV⊗W,U (λ) (JV,W (λ−λc)⊗1) a⊗b⊗c
λ .
This proves the first statement of the Theorem.
For y ∈ Vn⊗...⊗V1[ν], y =
∑
i v
i
n⊗...⊗v
i
1, set Ψ
y
Vn,...,V1
(λ) =
∑
iΦ
vin,...v
i
1
λ .
Lemma 16.
PVi+1,ViRVi+1,ViΨ
vn⊗...⊗v1
Vn,...,V1
(λ) = Ψ
RVi,Vi+1 (λ−
∑i−1
j=1 λvj )PVi+1,Vi vn⊗...⊗v1
Vn,...,Vi,Vi+1,...,V1
(λ).
The proof is by definition of the quantum dynamical R-matrix.
In order to prove the second statement of the Theorem we apply the Lemma to the
case n = 3. Namely, we consider the function Ψv3⊗v2⊗v1V3,V2,V1(λ) and express it via Ψ
w1⊗w2⊗w3
V1,V2,V3
(λ)
in two different ways, using the two different reduced decompositions of the permutation
123→ 321. Comparing the two answers, we get the Theorem.

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Remark. The explicit form of JVW has been recently computed in [A]. The fact that
the twist in [A] coincides with our JVW is proved in Chapter 9.
2.6. The tensor functor and exchange matrices. We recall (in a slightly generalized
form) the setting of Chapter 3 of [EV2]. Let A0 be a commutative, cocommutative
finitely generated Hopf algebra such that the group T =Spec A0 is connected. Introduce
a category V of A0-vector spaces as follows.
The objects of V are diagonalizable A0 modules, V = ⊕λ∈TV [λ], V [λ] = {v ∈ V | a0v =
λ(a0)v}.
Let MT be the field of meromorphic functions on T and V,W ∈ V. Define the space
Hom V(V,W ) as the space HomA0(V,MT⊗W ), thus a homomorphism of V toW (for finite
dimensional V,W ∈ V) is a meromorphic function on T with values in HomA0(V,W ).
Define a tensor structure on the category V. Namely, let the tensor product of two
objects V ⊗¯W be the standard tensor product of two diagonalizable A0 modules. Define
the tensor product ⊗¯ of two morphisms f : V → V ′ and g : W →W ′ as
f⊗¯g(λ) = f (1)(λ− h(2))(1⊗g(λ)) (6)
where f (1)(λ− h(2))(1⊗g(λ)) u⊗v = (f(λ− µ)u)⊗ g(λ)v if g(λ)v ∈ W ′[µ].
Let A be a nondegenerate polarized Hopf algebra. Consider the category O of graded
A-modules bounded from above and diagonalizable over A0. We construct a tensor
functor from the category O to the category V.
By definition a tensor functor fromO to V is a functor F : O → V and for any V,W ∈ O
an isomorphism JV,W : F (V )⊗¯F (W ) → F (V ⊗W ) such that {JV,W} is functorial and
the two compositions F (U)⊗¯F (V )⊗¯F (W ) → F (U⊗V )⊗¯F (W ) → F (U⊗V ⊗W ) and
F (U)⊗¯F (V )⊗¯F (W )→ F (U)⊗¯F (V ⊗W )→ F (U⊗V ⊗W ) coincide. Then J is called a
tensor structure on F .
Define a tensor functor F : O → V by sending an object V ∈ O to F (V ) = V ,
considered as an A0-module, and sending an A-homomorphism α : V → W to F (α) =
α : V → W .
Define a tensor structure on F by
JV,W (λ) : F (V )⊗¯F (W )→ F (V ⊗W ) (7)
where JV,W (λ) is defined by (1).
Lemma 17. Formula (7) defines a tensor structure on F , i.e. the two compositions
F (U)⊗¯F (V )⊗¯F (W )→ F (U⊗V )⊗¯F (W )→ F (U⊗V⊗W ) and F (U)⊗¯F (V )⊗¯F (W )→
F (U)⊗¯F (V ⊗W )→ F (U⊗V ⊗W ) coincide.
Proof : The statement of the Lemma is equivalent to formula (4). 
Define a braiding in O by β = PR. Introduce
F (β) : F (V )⊗¯F (W )→ F (W )⊗¯F (V )
as the composition
F (V )⊗¯F (W )
JV,W (λ)
−→ F (V ⊗W )
PRV,W
−→ F (W⊗V )
J−1
W,V
(λ)
−→ F (W )⊗¯F (V ). (8)
Thus we have F (β)V,W = J
−1
W,V (λ)PV,WR|V⊗WJV,W (λ). In particular, F (β)V,WPW,V =
J−1W,V (λ)R
21|V⊗WJ
21
V,W (λ) = RW,V (λ), cf. (2). Notice that in Theorem 14 we showed that
the R-matrix R(λ) satisfies the QDYB equation, now it also follows from this tensor
category construction and Theorem 3.3 in [EV2].
The operators RV,W (λ) will be called the exchange matrices.
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3. H-Hopf algebroids
3.1. Definitions. In this Section we recall the definition of an H-Hopf algebroid, cf.
[EV2]. Let H be a commutative and cocommutative Hopf algebra over C, T =Spec H a
commutative affine algebraic group. Let MT denote the field of meromorphic functions
on T . An H-algebra is an associative algebra A over C with 1, endowed with an T -
bigrading A = ⊕α,β∈TAαβ (called the weight decomposition), and two algebra embeddings
µl, µr :MT → A00 (the left and the right moment maps), such that for any a ∈ Aαβ and
f ∈MT , we have
µl(f(λ))a = aµl(f(λ+ α)), µr(f(λ))a = aµr(f(λ+ β)). (9)
Here 0 ∈ T denotes the unit element and λ+ α denotes the sum in T .
A morphism ϕ : A → B of two H-algebras is an algebra homomorphism, preserving
the moment maps.
Let A,B be twoH-algebras and µAl , µ
A
r , µ
B
l , µ
B
r their moment maps. Define theirmatrix
tensor product, A⊗˜B, which is also an H-algebra. Let
(A⊗˜B)αδ := ⊕βAαβ⊗MTBβδ, (10)
where⊗MT means the usual tensor product modulo the relation µ
A
r (f)a⊗b = a⊗µ
B
l (f)b, for
any a ∈ A, b ∈ B, f ∈MT . Introduce a multiplication in A⊗˜B by the rule (a⊗b)(a
′⊗b′) =
aa′⊗bb′. Define the moment maps for A⊗˜B by µA⊗˜Bl (f) = µ
A
l (f)⊗1, µ
A⊗˜B
r (f) = 1⊗µ
B
r (f).
A coproduct on an H-algebra A is a homomorphism of H-algebras ∆ : A→ A⊗˜A.
Let DT be the algebra of difference operatorsMT → MT , i.e. the operators of the form∑n
i=1 fi(λ)Tβi , where fi ∈MT , and for β ∈ T we denote by Tβ the field automorphism of
MT given by (Tβf)(λ) = f(λ+ β).
The algebra DT is an example of an H-algebra if we define the weight decomposition
by DT = ⊕(DT )αβ, where (DT )αβ = 0 if α 6= β, and (DT )αα = {f(λ)T
−1
α : f ∈MT}, and
the moment maps µl = µr :MT → (DT )00 to be the tautological isomorphism.
For any H-algebra A, the algebras A⊗˜DT and DT ⊗˜A are canonically isomorphic to A.
In particular, DT is canonically isomorphic to DT ⊗˜DT . Thus the category of H-algebras
equipped with the product ⊗˜ is a monoidal category, where the unit object is DT .
A counit on an H-algebra A is a homomorphism of H-algebras ǫ : A→ DT .
An H-bialgebroid is a H-algebra A equipped with a coassociative coproduct ∆ (i.e.
such that (∆⊗ IdA) ◦ ∆ = (IdA⊗∆) ◦ ∆, and a counit ǫ such that (ǫ⊗ IdA) ◦ ∆ =
(IdA⊗ǫ) ◦∆ = IdA.
For example, DT is an H-bialgebroid where ∆ : DT → DT ⊗˜DT is the canonical
isomorphism and ǫ = Id.
Let A be an H-algebra. A linear map S : A→ A is called an antiautomorphism of an
H-algebra if it is an antiautomorphism of algebras and µr ◦ S = µl, µl ◦ S = µr. From
these conditions it follows that S(Aαβ) = A−β,−α.
Let A be an H-bialgebroid, and let ∆, ǫ be the coproduct and counit of A. For a ∈ A,
let
∆(a) =
∑
i
a1i⊗a
2
i . (11)
An antipode on the H-bialgebroid A is an antiautomorphism of H-algebras S : A→ A
such that for any a ∈ A and any presentation (11) of ∆(a), one has∑
i
a1iS(a
2
i ) = µl(ǫ(a)1),
∑
i
S(a1i )a
2
i = µr(ǫ(a)1),
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where ǫ(a)1 ∈ MT is the result of the application of the difference operator ǫ(a) to the
constant function 1.
An H-bialgebroid with an antipode is called an H-Hopf algebroid.
Let W be a diagonalizable H-module, W = ⊕λ∈TW [λ], W [λ] = {w ∈ W | aw =
λ(a)w, for all a ∈ H}, and let DαT,W ⊂ HomC(W,W⊗DT ) be the space of all difference
operators on T with coefficients in End C(W ), which have weight α ∈ T with respect to
the action of H in W .
Consider the algebra DT,W = ⊕αD
α
T,W . This algebra has a weight decomposition
DT,W = ⊕α,β(DT,W )αβ defined as follows: if g ∈ HomC(W,W ⊗MT ) is an operator of
weight β − α, then gT −1β ∈ (DT,W )αβ.
Define the moment maps µl, µr : MT → (DT,W )00 by the formulas µr(f(λ)) = f(λ),
µl(f(λ)) = f(λ − h) where f(λ − h)w = f(λ − µ)w if w ∈ W [µ], µ ∈ T . The algebra
DT,W equipped with this weight decomposition and these moment maps is an H-algebra.
Let f ∈ Hom(W,W⊗MT ) and g ∈ Hom(U, U⊗MT ). Define f⊗¯g ∈ Hom (W⊗U,W⊗
U⊗MT ) as
f⊗¯g(λ) = f (1)(λ− h(2))(1⊗g(λ)) (12)
where f (1)(λ− h(2))(1⊗g(λ))w⊗u = (f(λ− µ)w)⊗ g(λ)u if g(λ)u ∈ U [µ], cf. (6).
Lemma 18. [EV2] There is a natural embedding of H-algebras θW,U : DT,W ⊗˜DT,U →
DT,W⊗U , given by the formula fTβ ⊗g Tδ → (f⊗¯g)Tδ. This embedding is an isomorphism
if W,U are finite-dimensional.
A dynamical representation of an H-algebra A is a diagonalizable H-module W en-
dowed with a homomorphism of H-algebras πW : A → DT,W . A homomorphism of
dynamical representations ϕ :W1 →W2 is an element of HomC(W1,W2⊗MT ) such that
ϕ ◦ πW1(x) = πW2(x) ◦ ϕ for all x ∈ A.
Example. If A has a counit, then A has the trivial representation: W = C, π = ǫ.
If A is an H-bialgebroid, W and U are two dynamical representations of A, then the
H-module W⊗U is a dynamical representation, πW⊗U(x) = θWU ◦ (πW⊗πU) ◦∆(x). If
f : W1 → W2 and g : U1 → U2 are homomorphisms of dynamical representations, then
so is f⊗¯g : W1⊗U1 → W2⊗U2. Thus, dynamical representations of A form a monoidal
category Rep(A), whose identity object is the trivial representation.
If A is an H-Hopf algebroid and V is a dynamical representation, then one can define
the left and right dual dynamical representations ∗W and W ∗ as follows, see [EV2].
If (W,πW ) is a dynamical representation of an H-algebra A, we denote π
0
W : A →
Hom(W,W⊗MT ) the map defined by π
0
W (x)w = πW (x)w, w ∈ W (the difference operator
πW (x) restricted to the constant functions). It is clear that πW is completely determined
by π0W .
Let (W,πW ) be a dynamical representation of A. Then the right dual representation
to W is (W ∗, πW ∗), where W
∗ is the H-graded dual to W , and
π0W ∗(x)(λ) = π
0
W (S(x))(λ+ h− α)
t (13)
for x ∈ Aαβ , where t denotes dualization. The left dual representation toW is (
∗W,π∗W ),
where ∗W =W ∗, and
π0∗W (x)(λ) = π
0
W (S
−1(x))(λ + h− α)t (14)
for x ∈ Aαβ. Here (S(x))(λ + h − α)
t denotes the result of two operations applied
successively to S(x): shifting of the argument, and dualization. Similarly, (S−1(x))(λ +
h− α)t denotes the result of of three operations applied successively to S(x): inversion,
shifting of the argument, and dualization.
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Formulas (13) and (14) define dynamical representations of A. Moreover, if A(λ) :
W1 → W2 is a morphism of dynamical representations, then A
∗(λ) := A(λ + h)t defines
morphisms W ∗2 →W
∗
1 and
∗W2 →
∗W1.
3.2. An H-bialgebroid associated to a function R : T → End (V ⊗V ). In this
Section we recall a construction from [EV2] of an H-bialgebroid AR associated to a
meromorphic function R : T → End (V⊗V ) where V is a finite dimensional diagonalizable
H-module and R(λ) is invertible for generic λ.
By definition the algebra AR is generated by two copies of MT (embedded as subalge-
bras) and matrix elements of the operators L±1 ∈ End(V )⊗AR. We denote the elements
of the first copy of MT by f(λ
1) and of the second copy by f(λ2), where f ∈ MT . We
denote (L±1)αβ the weight components of L
±1 with respect to the natural T -bigrading
on End (V ), so that L±1 = (L±1αβ), where L
±1
αβ ∈ HomC(V [β], V [α])⊗AR.
Introduce the moment maps for AR by µl(f) = f(λ
1), µr(f) = f(λ
2), and the weight
decomposition by f(λ1), f(λ2) ∈ (AR)00, Lαβ ∈ HomC(V [β], V [α])⊗(AR)αβ .
The defining relations for AR are:
f(λ1)Lαβ = Lαβf(λ
1 + α); f(λ2)Lαβ = Lαβf(λ
2 + β); (15)
LL−1 = L−1L = 1; [f(λ1), g(λ2)] = 0; (16)
and the dynamical Yang-Baxter relation
R12(λ1)L13L23 =: L23L13R12(λ2) : . (17)
Here the :: sign means that the matrix elements of L should be put on the right of the
matrix elements of R. Thus, if {va} is a homogeneous basis of V , and L =
∑
Eab⊗Lab,
R(λ)(va⊗vb) =
∑
Rabcd(λ)vc⊗vd, then (17) has the form∑
Rxyac (λ
1)LxbLyd =
∑
Rbdxy(λ
2)LcyLax,
where we sum over repeated indices.
Define the coproduct on AR, ∆ : AR → AR⊗˜AR, by
∆(L) = L12L13,∆(L−1) = (L−1)13(L−1)12.
Define the counit by
ǫ(Lαβ) = δαβIdV [α]⊗T
−1
α , ǫ((L
−1)αβ) = δαβIdV [α]⊗Tα,
where IdV [α] : V [α] → V [α] is the identity operator. On an antipode for AR see Section
4.5 in [EV2].
A rational H-bialgebroid associated to a rational function R : T → End (V⊗V ).
Assume that a function R : T → End (V ⊗V ) is a rational function of λ, where V is a
finite dimensional diagonalizable H-module and R(λ) is invertible for generic λ.
The H-bialgebroid AR is defined over the field of meromorphic functions MT . We
replace the field of meromorphic functions MT by the field of rational functions C(T )
and define in the same way the rational H-bialgebroid Arat,R associated to a rational
function R.
4. The Exchange Dynamical Quantum Groups
4.1. The definition of an exchange dynamical quantum group. Let A be a po-
larized and nondegenerate Hopf algebra as in Section 1. Assume that T =Spec A0 is
connected.
Let R ∈ A⊗ˆA be a quasitriangular structure on A. We always assume that R ∈
A>0⊗ˆA60.
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Let O0 ⊂ O be a full abelian tensor subcategory which is semisimple and such that
all modules in O0 are finite dimensional. (Remind that a full subcategory O0 consists of
some objects of O and for any V,W ∈ O0 we have Hom O0(V,W ) = HomO(V,W ).) Let
Ir ⊂ O0 be the set of all irreducible modules.
Examples of such categories O0 are provided by the categories of finite dimensional
representations of semisimple Lie algebras and corresponding quantum groups ( not at
roots of unity).
The goal of this Section is to define anA0-Hopf algebroid E = E(O0) called an exchange
dynamical quantum group.
Define E as a vector space to be
MT ⊗CMT ⊗CE¯
where E¯ = ⊕U∈IrU⊗U
∗ and U∗ is the dual module to U . A T -bigrading on E is defined
by E = ⊕α,β∈TEα,β , where Eα,β = MT ⊗CMT ⊗CE¯ α,β and E¯ α,β ⊂ ⊕U∈IrU⊗U
∗ is the
subspace generated by all elements of the form u⊗v ∈ U [α]⊗(U [β])∗, U ∈ Ir.
Let CA be the trivial A-module, CA = Ce. The subspace E0,0 has a component coming
from the trivial module,MT⊗MT ⊗CA⊗C
∗
A. For a meromorphic function f(λ) ∈MT , the
elements f(λ)⊗1⊗e⊗e∗ and 1⊗f(λ)⊗e⊗e∗ will be denoted f(λ1) and f(λ2), respectively.
Let vUi be a basis in U ∈ Ir, which is homogeneous with respect to T and the Z-grading.
Then vUi ⊗(v
U
j )
∗ form a basis in E¯ . Let ωUi ∈ T be the weight of v
U
i .
Set LUij = 1⊗1⊗v
U
i ⊗ (v
U
j )
∗. Define a linear map EUij : U → U by E
U
ijv
U
k = δjkv
U
i .
Introduce LU ∈ End (U)⊗E¯ by
LU =
∑
ij
EUij⊗L
U
ij .
The relations in E between f(λ1), f(λ2), and LUij are defined by
f(λ1)f(λ2) = f(λ2)f(λ1), (18)
f(λ1)LUij = L
U
ijf(λ
1 + ωUi ), f(λ
2)LUij = L
U
ijf(λ
2 + ωUj ) (19)
In order to define the product of two elements LVij and L
W
i′j′ we will consider (L
V )23(LW )13 ∈
End (V )⊗End (W )⊗E.
Let U ∈ Ir, V,W ∈ O0 and H
U
V,W = HomA(U, V ⊗W ). Then we have an isomorphism
τV,W : ⊕U∈IrH
U
V,W⊗U → V⊗W given by τV,W (h⊗u) = h(u). Let τ¯
U
V,W : V⊗W → H
U
V,W⊗U
be the projection along the other summands, τUV,W : H
U
V,W⊗U → V⊗W the restriction of
τV,W to the isotypic component H
U
V,W⊗U . We have
τ¯ UV,W τ
U
V,W = Id, τ
U
V,W τ¯
U
V,W = pU
where pU is the projection on the U -isotypical component.
Define the product of elements in the exchange quantum group by a formula analagous
to the formula for the product of matrix elements of representations of a group considered
as functions on the group. Namely, define the product LVijL
W
i′j′ by
(LV )23(LW )13 = : (J12W,V (λ
1))−1
∑
U∈Ir
(τUW,V )
12 (IdHU
W,V
⊗LU) (τ¯ UW,V )
12 J12W,V (λ
2) : . (20)
This is an identity in End (W )⊗End (V )⊗E. Here the :: sign (“normal ordering”) means
that the matrix elements of LU should be put on the right of the matrix elements of
JV,W (λ
1), JV,W (λ
2). Thus, if (J12V,W (λ
1))−1 = EVij⊗E
W
kl⊗aijkl(λ
1),
∑
U∈Ir(τ
U
V,W )
12 (IdHU
V,W
⊗
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LU) (τ¯ UV,W )
12 = EVi”j”⊗E
W
k”l”⊗a”i”j”k”l”, J
12
V,W (λ
2) = EVi′j′⊗E
W
k′l′⊗a
′
i′j′k′l′(λ
2), then (20) has
the form
LWkl′L
V
ij′ =
∑
aijkl(λ
1)a′j”j′l”l′(λ
2)a”jj”ll”.
More generally, let a = a1...an be a monomial in generators of E; so each of the factors
has the form f(λ1), f(λ2), or LVij . Define the normal ordering : a : as the product of the
same elements a1, ..., an in which all elements of the form f(λ
1), f(λ2) are put on the left
and the remaining elements of the form LVij are put on the right in the same order as in
a. Extend by linearity the normal ordering operation to all polynomials in generators in
E. If v = (v1, ..., vl) is a vector whose coefficients are polynomials in generators of E,
then define the normal ordering : v : as : v := (: v1 :, ..., : vl :).
Let CA be the trivial module. Since JCA,V = JV,CA = IdV we have
(LCA)23(LW )13 = (LW )13, (LV )23(LCA)13 = (LV )23. (21)
Corollary 19. The element 1⊗1⊗e⊗e∗ of E corresponding to the trivial module is the
unit element of the algebra E.
Theorem 20. E is an associative algebra.
Proof : We start with preliminary lemmas.
Lemma 21. I. Let V ′ ⊂ V be objects in O0, then JV,W |V ′⊗W = JV ′,W . Let W
′ ⊂ W
be A-modules, then JV,W |V⊗W ′ = JV,W ′.
II. Let V = V1 ⊕ V2, then JV,W = JV1,W ⊕ JV2,W . Let W = W1 ⊕ W2, then JV,W =
JV,W1 ⊕ JV,W2.
III. For U ∈ Ir, V,W, Z ∈ O0, the maps Z⊗W⊗V → H
U
Z,W⊗U⊗V given by (τ¯
U
Z,W⊗
IdV ) JZ⊗W,V and (IdHU
Z,W
⊗JU,V ) (τ¯
U
Z,W⊗IdV ) coincide.
IV. The maps Z⊗HUW,V ⊗U → Z⊗W ⊗V given by JZ,W⊗V (IdZ ⊗ τ
U
W,V ) and (IdZ ⊗
τUW,V ) (JZ,U)
13 coincide. In particular, J−1Z,W⊗V (IdZ⊗τ
U
W,V ) = (IdZ⊗τ
U
W,V )(J
−1
Z,U)
13
The Lemma follows from functorial properties of J . Now we prove the Theorem. We
want to show that
(LV )34((LW )24(LZ)14) = ((LV )34(LW )24)(LZ)14. (22)
We have
RHS =: (J−1W,V (λ
1))23
∑
U∈Ir
(τUW,V )
23(IdHU
W,V
⊗LU)234(τ¯ UW,V )
23J23W,V (λ
2)(LZ)14 : . (23)
First we replace (τ¯ UW,V )
23J23W,V (λ
2)(LZ)14 with (LZ)14(τ¯ UW,V )
23J23W,V (λ
2). Consider (IdHU
W,V
⊗
LU)234(LZ)14 as an element of the tensor product End (Z)⊗End (HUW,V )⊗End (U)⊗E¯ ,
then the element (IdHU
W,V
⊗LU )234(LZ)14 takes the form (IdHU
W,V
)2
′
(LU)3
′4(LZ)14 where
2′ , 3
′
label these new tensor factors. Applying formula (20) to the first, third and fourth
factors, we get
(LU)3
′4(LZ)14 =
: (J13
′
Z,U(λ
1))−1
∑
Y ∈Ir
(τYZ,U)
13′ (IdHY
Z,U
⊗LY ) (τ¯ YZ,U)
13′ J13
′
Z,U(λ
2) : .
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Returning to (23) we get
RHS =: (J−1W,V (λ
1))23
∑
U∈Ir
(τUW,V )
23
(J13Z,U(λ
1))−1
∑
Y ∈Ir
(τYZ,U)
13 (IdHY
Z,U
⊗LY ) (τ¯ YZ,U)
13 J13Z,U(λ
2)(τ¯ UW,V )
23J23W,V (λ
2) : .
Applying Lemma 21 we get
RHS =: (J−1W,V (λ
1))23(J−1Z,W⊗V (λ
1))1,23
∑
U∈Ir
(τUW,V )
23
∑
Y ∈Ir
(τYZ,U)
13 (IdHY
Z,U
⊗LY ) ×
(τ¯ YZ,U)
13 (τ¯ UW,V )
23J1,23Z,W⊗V (λ
2)J23W,V (λ
2) : . (24)
Now we compute the left hand side of (22).
LHS =
∑
ij
(EVij )
3(LVij)
4 : (J12Z,W (λ
1))−1
∑
U∈Ir
(τUZ,W )
12 (IdHU
Z,W
⊗LU) ×
(τ¯ UZ,W )
12 J12Z,W (λ
2) : =
∑
ij
(EVij )
3 : (J12Z,W (λ
1 − ωi))
−1 (LVij)
4
∑
U∈Ir
(τUZ,W )
12 ×
(IdHU
Z,W
⊗LU) (τ¯ UZ,W )
12 J12Z,W (λ
2 − ωj) : =
: (J12Z,W (λ
1 − h(3)))−1
∑
U∈Ir
(τUZ,W )
12 (LV )34(IdHU
Z,W
⊗LU) (τ¯ UZ,W )
12 J12Z,W (λ
2 − h(3)) : =
: (J12Z,W (λ
1 − h(3)))−1
∑
U∈Ir
(τUZ,W )
12 (J23U,V (λ
1))−1
∑
Y ∈Ir
(τYU,V )
23 (IdHY
U,V
⊗LY ) (τ¯ YU,V )
23 J23U,W (λ
2)(τ¯ UZ,W )
12 J12Z,W (λ
2 − h(3)) : =
: (J23Z,W (λ
1 − h(3)))−1 (J12,3Z⊗W,V (λ
1))−1
∑
U∈Ir
(τUZ,W )
12
∑
Y ∈Ir
(τYU,V )
23 (IdHY
U,V
⊗LY ) (τ¯ YU,V )
23 (τ¯ UZ,W )
12 J12,3Z⊗W,V (λ
2) J12Z,W (λ
2 − h(3)) : . (25)
Formulas (24) and (25) and Theorem 14 imply the Theorem. 
Theorem 22. For V,W ∈ Ir, we have
R12V,W (λ
1)(LV )13(LW )23 =: (LW )23(LV )13R12V,W (λ
2) : (26)
where the normal ordering sign :: as before means that the matrix elements of L should be
put on the right of the matrix elements of R. Thus, if LV =
∑
Eij⊗L
V
ij, L
W =
∑
Ekl⊗L
W
kl ,
R(λ) =
∑
EVij⊗E
W
kl ⊗Rijkl(λ), then (26) has the form∑
j,l
Rijkl(λ
1)LVjj′L
W
ll′ =
∑
j,l
Rjj′ll′(λ
2)LWkl L
V
ij .
Proof :
RHS =: (LW )23(LV )13R12V,W (λ
2) :=
: (J12V,W (λ
1))−1
∑
U∈Ir
(τUV,W )
12 (IdHU
V,W
⊗LU ) (τ¯ UV,W )
12 J12V,W (λ
2)R12V,W (λ
2) :=
: (J12V,W (λ
1))−1
∑
U∈Ir
(τUV,W )
12 (IdHU
V,W
⊗LU) (τ¯ UV,W )
12R21|V⊗WPW,V PV,WJ
21
W,V (λ
2) :
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Since R21|V⊗WPW,V is an intertwiner, the last expression is equal to
: (J12V,W (λ
1))−1R21|V⊗WPW,V
∑
U∈Ir
(τUW,V )
12 (IdHU
W,V
⊗LU ) (τ¯ UW,V )
12 PV,WJ
21
W,V (λ
2) :=
: (J12V,W (λ
1))−1R21|V⊗WPW,V J
12
W,V (λ
1)(LV )23(LW )13PV,W :=
: (J12V,W (λ
1))−1R21|V⊗WJ
21
W,V (λ
1)(LV )13(LW )23 := LHS .

We proved that E is an A0-algebra. Hence E⊗˜E is an A0-algebra. Define a comulti-
plication ∆ : E → E⊗˜E by
∆f(λ1) = f(λ1) ∆f(λ2) = f(λ2) ∆(LV ) = (LV )12 (LV )13
where ∆(LV ) means that ∆ acts in the second factor.
Theorem 23. The map ∆ preserves the defining relations in E.
Proof : Relations (9) are obviously preserved. We check that relation (20) is preserved.
Compute the image under 1⊗1⊗∆ of the LHS and RHS of (20). The elements (1⊗1⊗
∆)LHS, (1⊗1⊗∆)LHS, lie in W⊗V ⊗E⊗˜E. Denote λ11, λ
2
1 the λ-variables of the third
factor, and λ12, λ
2
2 the λ-variables of the fourth. We have
(1⊗1⊗∆)LHS = (LV )23(LV )24(LW )13(LW )14 = (LV )23(LW )13(LV )24(LW )14 =
: (J12W,V (λ
1
1))
−1
∑
U∈Ir
(τUW,V )
12 (IdHU
W,V
⊗LU)123 (τ¯ UW,V )
12 J12W,V (λ
2
1) : ×
: (J12W,V (λ
1
2))
−1
∑
Y ∈Ir
(τYW,V )
12 (IdHY
W,V
⊗LY )124 (τ¯ YW,V )
12 J12W,V (λ
2
2) : . (27)
We cancel J12W,V (λ
2
1) and (J
12
W,V (λ
1
2))
−1 since in E⊗˜E we have a relation f(λ21)a⊗˜ b =
a⊗˜ f(λ12)b. We replace τ¯
U
W,V
∑
Y ∈Ir τ
Y
W,V with IdHUW,V⊗IdU and use the relation f(λ
2)(a⊗˜ b) =
a⊗˜ f(λ22)b in E⊗˜E. Thus,
(1⊗1⊗∆)LHS =: (J12W,V (λ
1
1))
−1
∑
U∈Ir
(τUW,V )
12 (IdHU
W,V
⊗LU)123
(IdHU
W,V
⊗LU)124 (τ¯ UW,V )
12 J12W,V (λ
2
2) : = (1⊗1⊗∆)RHS.

For V ∈ O0, define IdV [µ] : V → V by IdV [µ]|V [µ] = Id and IdV [µ]|V [ν] = 0 for ν 6= µ.
Define a counit ǫ : E → DT where DT is the A0-algebra of scalar difference operators
on T . Set
ǫ(LV ) = ⊕µIdV [µ]⊗T
−1
µ , ǫ(f(λ
j)) = f(λ). (28)
Theorem 24. ǫ is a counit in E.
Proof : The relation
(ǫ⊗1)∆ = (1⊗ǫ)∆ = Id
is obviously true.
We check that the counit ǫ preserves the relation (20). We have
ǫ(LHS) = ǫ((LV )23(LW )13) = ⊕µ,νIdW [µ]⊗IdV [ν]⊗T
−1
µ+ν .
ǫ(RHS) = : (J12W,V (λ
1))−1
∑
U∈Ir
(τUW,V )
12
∑
θ
(IdHU
W,V
⊗IdU [θ]⊗T
−1
θ ) (τ¯
U
W,V )
12 J12W,V (λ
2) : .(29)
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Notice that
⊕U∈Irτ
U
W,V (IdHUW,V ⊗IdU [θ])τ¯
U
W,V = Id(W⊗V )[θ].
Returning to (29) we get
ǫ(RHS) = : (J12W,V (λ
1))−1
∑
θ
(Id(W⊗V )[θ]⊗T
−1
θ ) J
12
W,V (λ
2) : =
∑
θ
Id(W⊗V )[θ]⊗T
−1
θ = ǫ(LHS).
The Theorem is proved. 
4.2. The antipode in E.
Lemma 25. If S : E → E is an antipode, then S(LV ) = (LV )−1, where (LV )−1 ∈
End (V )⊗E is such that
LV (LV )−1 = IdV ⊗1 and (L
V )−1LV = IdV ⊗1.
Proof : The axioms of the antipode are
m ◦ (Id⊗S) ◦∆(x) = µl(ǫ(x) · 1), m ◦ (S⊗Id) ◦∆(x) = µr(ǫ(x) · 1).
Applying the first axiom to LV we get
LHS : LV → (LV )12(LV )13
1⊗S
−→ (LV )12 S(LV )13
m
−→ LV S(LV ),
RHS : LV →
∑
θ
IdV [θ]⊗T
−1
θ → IdV ⊗1.
Thus, LV S(LV ) = IdV ⊗1. Similarly, applying the second axiom, we get S(L
V )LV =
IdV ⊗1. 
For V ∈ O0 define operators K˜ (λ) :
∗V → ∗V and K ′(λ) : ∗V → ∗V by
K˜ (λ) = m(J t2∗V,V (λ)), K
′(λ) = m(J t1V,∗V (λ)), (30)
where tj means the dualization in the j-th component, (
∑
ai⊗ bi)
t1 =
∑
a∗i ⊗ bi, and
m(a⊗b) = ab.
If K˜ (λ) is invertible, then denote K(λ) = (K˜ (λ− h))−1. Set
L¯V = (: K(1)(λ1)L
∗V (K(1)(λ2))−1 :)t1 , (31)
LˆV = (: K ′
(1)
(λ1)L
∗V (K ′
(1)
(λ2))−1 :)t1 . (32)
Theorem 26. Suppose that K˜ or K ′ is invertible for any module V ∈ Ir. Then E =
E(O0) is an A0-Hopf algebroid with the antipode S(f(λ
1)) = f(λ2), S(f(λ2)) = f(λ1)
and S(LV ) = (LV )−1 = L¯
V
= LˆV . Moreover, K = K ′.
The Theorem is proved by direct verifications.
The A0-Hopf algebroid E(O0) will be called the exchange dynamical quantum group
associated to the category O0.
4.3. The two point function and K ′(λ). Define a bilinear from Bλ,V : V ⊗
∗V → C.
For homogeneous v ∈ V, v∗ ∈ ∗V , with weights λv + λv∗ 6= 0 set Bλ,V (v, v
∗) = 0. If
λv + λv∗ = 0, then define Bλ,V (v, v
∗) by the property
(1⊗< , >V⊗∗V ) ◦ Φ
v,v∗
λ = Bλ,V (v, v
∗) IdMλ .
Notice that (1⊗< , >V⊗∗V ) ◦ Φ
v,v∗
λ is an intertwiner, hence it has the form: Const IdMλ .
The bilinear form Bλ,V is called the two point function.
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Lemma 27. Bλ,V (v, v
∗) =< v,K ′(λ)v∗ > where K ′(λ) is defined in (30).
Proof : Since Φv,v
∗
λ = Φ
JV,∗V (λ)(v⊗v
∗)
λ , we have Bλ,V (v, v
∗) =
∑
< aiv, biv
∗ >=< v,K ′(λ)v∗ >.

Remark. Let k, n be natural numbers, U the vector representation of the quantum
group Uq(sln). Let V = S
knU be the kn-th symmetric power of U . Then V [0] is one
dimensional and Bλ,V |V [0] is a scalar function of la equal to the squared norm of a Mac-
donald polynomial, see Theorem 2.4 in [EK].
5. Exchange quantum groups associated to simple Lie algebras
5.1. The exchange quantum groups F (g ), Fq(g ). In this Section we consider the
exchange dynamical quantum groups associated to the category of finite dimensional
representations of simple Lie algebras and their quantum groups. We consider two types
of polarized Hopf algebras.
I. Let g be a simple Lie algebra, αi, i = 1, ..., r, simple roots, ei, fi, hi the corresponding
Chevalley generators, g = n+ ⊕ h ⊕ n− the polar decomposition. Consider the
polarized Hopf algebra A = U(g ) with the Z-grading and polarizations defined by
deg (ei) = 1, deg (fi) = −1, deg (hi) = 0, A+ = U(n+), A− = U(n−), A0 = U(h ),
A>0 = U(b+), A60 = U(b−), where b± = h ⊕ n±. In this case T = Spec A0 = h
∗.
Fix on A the quasitriangular structure R = 1 ∈ A⊗ˆA.
II. Fix ε ∈ C and set q = eε. Assume that q is not a root of unity. Let g be a simple
Lie algebra, αi, i = 1, ..., r, simple roots, g = n+ ⊕ h ⊕ n− the polar decomposition.
Consider the quantum group A = Uq(g ) with the Chevalley generators ei, fi, K
±1
i
as defined on p. 280 in [CP]. Fix in A a counit ǫ, a comultiplication ∆, and an
antipode S as defined on p. 281 in [CP]. We consider A as a polarized Hopf algebra
with the Z-grading and polarizations defined by deg (ei) = 1, deg (fi) = −1, deg
(K±1i ) = 0, A+ = Uq(n+), A− = Uq(n−), A0 = Uq(h ), A>0 = Uq(b+), A60 = Uq(b−).
Remark. Let aij = 2 < αi, αj > / < αi, αi > be the Cartan matrix. Let di be
coprime positive integers such that the matrix diaij is symmetric. Let hi ∈ h be
the elements such that αi(hj) = aij . Then one can think of the generators K
±1
i as
of elements of the form q±dihi, see p. 281 in [CP].
For A = Uq(g ), the spectrum T = Spec A0 is the spectrum of the algebra of
Laurent polynomials C[K±11 , ..., K
±1
r ]. The spectrum T can be identified with h
∗/L
where L is the lattice such that its dual lattice L∗ is generated by elements dihi, i.e.
the lattice L consists of the points where qdihi are equal to 1.
Fix on A the quasitriangular structure R ∈ A⊗ˆA where R is the universal R-
matrix of the quantum group Uq(g ).
Remark. If q = 1, then sometimes we shall use the notation Uq=1(g ) for the universal
enveloping algebra U(g ) considered above.
If A = U(g ), then let O0 be the category of finite dimensional modules over U(g ). If
q 6= 1 and A = Uq(g ), then let O0(q) be the category of finite dimensional modules over
Uq(g ) such that all of eigenvalues of Ki are integer powers of q, i.e. O0(q) is the category
of finite dimensional modules over Uq(g ) which are quantizations of finite dimensional
modules of U(g ) when q tends to 1.
Consider the exchange dynamical quantum group E(O0) associated to the category
O0 of modules over U(g ) and denote it Fˆ (g ). The exchange dynamical quantum group
Fˆ (g ) is defined over the field of meromorphic functions MT , T = h
∗. We replace the
field of meromorphic functions MT by the field of rational functions C(T ) and define in
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the same way the rational exchange dynamical quantum group Erat(O0). We denote the
rational exchange dynamical quantum group F (g ).
If q 6= 1, then consider the exchange dynamical quantum group E(O0(q)) associated to
the category O0(q) of modules over Uq(g ) and denote it Fˆq(g ). The exchange dynamical
quantum group Fˆ (g ) is defined over the field of meromorphic functions MT , where the
torus T has the form T = h ∗/L. We replace the field of meromorphic functions MT by
the field of rational functions C(T ) and define in the same way the rational exchange
dynamical quantum group Erat(O0(q)). The field C(T ) can be considered as the subfield
C(T ) ⊂Mh∗ of ”trigonometric” functions with respect to the lattice L ⊂ h
∗. We denote
the rational exchange dynamical quantum group Fq(g ).
According to Theorem 26, the exchange quantum group F (g ) (resp. Fq(g )) has a
well defined antipode if for any V ∈ Ir ⊂ O0 (resp. V ∈ Ir ⊂ O0(q) ) the operator
K ′(λ) : ∗V → ∗V is invertible for generic values of λ. By Lemma 4.3 this property holds
if the two point function Bλ,V is a nondegenerate bilinear form for generic values of λ.
Theorem 28. For any V ∈ O0 (resp. V ∈ O0(q) for generic q) the two point function
Bλ,V : V ⊗
∗V → C is a nondegenerate bilinear form for generic values of λ.
Proof : For F (g ) the Theorem follows from the next Lemma.
Recall that Bλ,V (v, v
∗) =
∑
< aiv, biv
∗ > if JV,∗V (λ) =
∑
ai⊗bi. Let ρ ∈ h
∗ be the
half sum of positive roots.
Lemma 29. For A = U(g ) and any V,W ∈ O0, we have JV,W (tρ)→ 1 when t ∈ C and
t tends to infinity.
Proof : In [ES1], the intertwining operator Φv(λ) was computed in terms of the Shapo-
valov form (formula (3-5) in [ES1]). From formula (3-5) in [ES1] it is easy to obtain the
following asymptotic expansion of Φv(λ):
Φwλ vλ = vλ−wt(w)⊗w +O(
1
|λ|
),
where O( 1
|λ|
) denotes terms of degree -1 and lower in λ. This implies the Lemma.

Corollary 30. Btρ,V ( , )→< , > as t tends to infinity along the imaginary axis.
For Fq(g ) and |q| < 1 or |q| > 1 the Theorem follows in a similar way from [ES2],
Chapter 2. However, in the q-case, the above Lemma holds only for t → +∞ if |q| < 1
and for t→ −∞ if q > 1.

5.2. The exchange groups and A0-bialgebroids associated with R-matrices. Let
V ∈ Ir ⊂ O0 (resp. V ∈ Ir ⊂ O0(q) ). Let R(λ) = RV,V (λ) : V ⊗V → V ⊗V be the
R-matrix defined in (2). R is a rational function of λ ∈ T . Consider the rational A0-
bialgebroid Arat,R constructed in Section 3.2. Recall that Arat,R is generated by matrix
elements of operators L±1 and rational functions of λ1, λ2 ∈ T .
Theorem 31. For any V ∈ Ir ⊂ O0 (resp. V ∈ Ir ⊂ O0(q) ), there exists a unique
homomorphism ϕ : Arat,R → F (g ) (resp. ϕ : Arat,R → Fq(g )) of rational A0-bialgebroids
such that (1⊗ϕ)(L) = LV . Moreover, (1⊗ϕ)(L−1) = (LV )−1, ϕ(f(λ1)) = f(λ1),
ϕ(f(λ2)) = f(λ2).
The Theorem follows from definitions. 
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Theorem 32. For V ∈ Ir ⊂ O0 (resp. V ∈ Ir ⊂ O0(q)), let V and
∗V generate the
tensor category O0 (resp. O0(q)) in the sense that any object in Ir is a sub-object in
V⊗n⊗(∗V )⊗m for suitable n,m. Then the homomorphism ϕ is surjective.
Proof : Clearly the matrix components of LV and L
∗V belong to the image of ϕ, since
(LV )−1 is L
∗V up to some invertible factors in λ1, λ2.
Let U ∈ Ir and U is a sub-object in V⊗n⊗ (∗V )⊗m for suitable n,m. Consider the
product
(L
∗V )m+n,m+n+1 · ... · (L
∗V )n+1,m+n+1 · (LV )n,m+n+1 · ... · (LV )1,m+n+1.
It is clear that the matrix components of LU are linear combinations of the matrix
components of this product with coefficients in rational functions of λ1, λ2. 
5.3. The exchange groups corresponding to classical Lie groups GL(N), SL(N),
O(N), SP (2N). In this Section we modify the construction of Section 5.1.
Consider the Lie algebra gl(N). Let ei, fi, i = 1, ..., N − 1, and hi, i = 1, ..., N, be its
standard Chevalley generators. Let O0(GL(N)) be the category of all finite dimensional
modules over gl(N) which can be integrated to a representation of the Lie group GL(N).
Consider the rational exchange dynamical quantum group Erat(O0(GL(N))) associated
to the category O0(GL(N)) and denote it F (GL(N)).
Fix ε ∈ C and set q = eε. Assume that q is not a root of unity. Consider the quantum
group A = Uq(gl(N)) with the standard Chevalley generators ei, fi, i = 1, ..., N − 1, and
k±1i , i = 1, ..., N . Let O0(GL(N), q) be the category of all finite dimensional modules over
Uq(gl(N)) which are q-deformations of finite dimensional modules over GL(N). Consider
the rational exchange dynamical quantum group Erat(O0(GL(N), q)) associated to the
category O0(GL(N), q) and denote it Fq(GL(N)).
Similarly, let G be a simple complex Lie group and g its Lie algebra. Consider the
category O0(G) of all finite dimensional modules over g which can be integrated to a
module over G. Consider the rational exchange dynamical quantum group Erat(O0(G))
associated to the category O0(G) and denote it F (G). If ε ∈ C, q = e
ε, and q is not a root
of unity, consider the quantum group A = Uq(g ) and the category O0(G, q) of all finite
dimensional modules over Uq(g ) which are q-deformations of finite dimensional modules
over G. The rational exchange dynamical quantum group Erat(O0(G, q)) associated to
the category O0(G, q) is denoted Fq(G).
Let G be a Lie group of type GL(N), SL(N), SO(N), SP (2N) and g its Lie algebra.
Let V be the vector representation of U(g ) (resp. Uq(g )). We have V ∈ Ir ⊂ O0(G)
(resp. V ∈ Ir ⊂ O0(G, q)).
Lemma 33. V and ∗V generate O0(G) (resp. O0(G, q)).
The Lemma follows from the fact that the vector representation is faithful as a repre-
sentation of G.
Corollary 34. Let V be the vector representation of U(g ) (resp. Uq(g )), R(λ) =
RV,V (λ) : V ⊗V → V ⊗V the R-matrix defined in (2), Arat,R the rational A0-bialgebroid
constructed in Section 3.2. Then the homomorphism ϕ : Arat,R → F (G) (resp. ϕ :
Arat,R → Fq(G)) of Theorem 31 is an epimorphism.
Theorem 35. Let G = GL(N). Then
I. For F (G), the homomorphism ϕ : Arat,R → F (G) of Corollary 34 is injective.
II. For Fq(G), the homomorphism ϕ : Arat,R → Fq(G) of Corollary 34 is injective for
all q except a countable set.
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Proof : To prove the Theorem for F (G) recall that in this case λ ∈ T = h ∗. For γ ∈ C∗
introduce a new variable λ˜ = λ/γ. Then, by the results of Chapter 3 in [ES1], for any
modules V,W ∈ O(GL(N)), we have JV,W (λ˜) = Id + γJ1(λ˜) + γ
2J2(λ˜) + .... Hence
JV,W (λ˜)→ Id as γ → 0.
Let Aγrat,R, F
γ(G) be the algebras defined by the same relations as Arat,R, F (G) with λ
replaced by λ/γ. It is easy to see that the algebras A0rat,R, F
0(G) are well defined,
A0rat,R = F
0(G) = C(h ∗)⊗C(h ∗)⊗C[G]
and ϕγ → ϕ0 = Id as γ → 0. Here C[G] is the algebra of polynomials on G.
The algebras Aγrat,R, F
γ(G) and the homomorphism ϕγ are deformations of the algebras
A0rat,R, F
0(G) and the homomorphism ϕ0. Elementary reasonings of the deformation
theory imply that the homomorphism ϕγ is an isomorphism.
The Theorem for Fq(G) is deduced from the Theorem for F (G) by taking the limit
q → 1. 
Now consider the case of SL(N).
For G = GL(N), consider the exchange group Fq(G). Let C ∈ O0(G, q) be a one
dimensional module. Then LC is a 1× 1-matrix and can be considered as an element of
Fq(G).
Lemma 36. LC is a central element in Fq(G) and L
C is invertible, (LC)−1 = L
∗C.
Proof : For any W ∈ O0(G, q), L
C and LW satisfy the R-matrix relation (26). In this
case the R-matrix RC,W (λ) is a scalar constant, hence L
C is central. 
For Fq(GL(N)), consider the one dimensional module C = ∧
N
q V over Uq(gl(N)), which
is theN -th quantum exterior power of the vector representation V . For generic q, consider
the isomorphism ϕGL(N) : A
GL(N)
rat,R → Fq(GL(N)) of Theorem 35. Define D ∈ A
GL(N)
rat,R by
D = ϕ−1
GL(N)(L
C).
Consider the quantum group Uq(sl(N)). There is a natural embedding of Uq(sl(N))
to Uq(gl(N)) sending the Chevalley generators ei, fi, Ki ∈ Uq(sl(N)) to ei, fi, ki+1/ki ∈
Uq(gl(N)). Let V be the vector representation of Uq(sl(N)) ⊂ Uq(gl(N)). Consider the
corresponding R-matrices RGL(N)(λ) = R
GL(N)
V,V (λ), λ ∈ TGL(N) = (C
∗)N and RSL(N)(λ) =
R
SL(N)
V,V (λ), λ ∈ TSL(N) = (C
∗)N/C∗(1, ..., 1). Any rational function on (C∗)N/C∗(1, ..., 1)
can be considered as a rational function on (C∗)N invariant with respect to the diagonal
action of C∗. It is easy to see that R-matrix RSL(N)(λ) considered as a function on
TGL(N) coincides with the R-matrix R
GL(N)(λ) up to a multiplicative scalar constant.
This construction allows us to define a natural embedding A
SL(N)
rat,R → A
GL(N)
rat,R . Clearly,
the element D belongs to the image of the imbedding.
Theorem 37. I. For F (SL(N)), the kernel of the epimorphism ϕ : A
SL(N)
rat,R → F (SL(N))
of Corollary 34 is generated by the relation D = 1.
II. For Fq(SL(N)), the kernel of the epimorphism ϕ : A
SL(N)
rat,R → Fq(SL(N)) of Corol-
lary 34 contains the ideal generated by the relation D = 1. Moreover, the kernel is
generated by this relation for all q except a countable set.
Proof : For F (SL(N)), clearly the kernel contains the relation D = 1, since for sl(N),
the module ∧NV is trivial.
Introduce (as before) the algebras A
SL(N),γ
rat,R , F
γ(SL(N)) and a homomorphism ϕγ :
A
SL(N),γ
rat,R → F
γ(SL(N)) depending on a parameter γ ∈ C∗. It is easy to see that for γ = 0,
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the homomorphism ϕ¯γ=0 : A
SL(N),γ=0
rat,R /{D = 1} → F
γ=0(SL(N)) is an isomorphism. This
statement (as before) implies the Theorem. 
Now letG be a Lie group of type SO(N) or SP (2N). Let V be the vector representation
of its Lie algebra g (resp. Uq(g )). In this case there is an isomorphism T :
∗V → V of
g -modules (resp. Uq(g )-modules).
Theorem 38. Let G be a Lie group of type SO(N) or SP (2N). Then
I. For F (G) and Fq(G) the kernel of the epimorphism ϕ : Arat,R → F (G) of Corollary
34 contains the ideal generated by the relations
L =: T (1)(K(1)(λ1))−1(L−1)t1K(1)(λ2)(T (1))−1 : (33)
where K is defined in Section 4.2.
II. For F (G) and Fq(G), the element D defined above equals 1 modulo (33) for G =
SP (2N), and is a central grouplike element of order 2 modulo (33) for G = SO(N).
III. For F (G) and Fq(G) with q outside of a countable set, the kernel of ϕ is generated by
relations (33) in the case of G = SP (2N), and by (33) and D = 1 for G = SO(N).
Proof :
Lemma 39. Relations (33) belong to the kernel.
Proof : In fact, by Theorem 26 we have
L
∗V =: (K(1)(λ1))−1((LV )−1)t1K(1)(λ2) : .
Since T : ∗V → V is an isomorphism, we have
(T⊗1)L
∗V (T−1⊗1) = LV .

Let I ⊂ Arat,R be the ideal generated by relations (33). Consider the quotient Arat,R/I
and the homomorphism ϕ¯ : Arat,R/I → Fq(G). One can prove as for GL(N) that the
homomorphism ϕ¯ is an isomorphism for q = 1 and for generic q if G = SP (2N), and has
kernel generated by D = 1 if G = SO(N).
Remark. If G = SO(N), then it is natural to denote the quotient Arat,R/I by
Fq(O(N))
Remark. If q = 1, then in the limit γ → 0 we have J = 1. In this case relations (33)
take the form
L = (T⊗1)(L−1)t1(T−1⊗1),
which is the defining relation for the orthogonal and symplectic groups.

6. The R-matrix RV,V (λ) for the vector representation of Uq(gl(N))
6.1. Matrices JV,V (λ) and RV,V (λ). Let V = C
N be the vector representation of A =
Uq(gl(N)). Let vj = (0, ..., 0, 1j, ..., 0) be the standard basis in V . We have fivj =
δi,jvi+1, eivj = δi+1,jvi where fi, ei are the Chevalley generators of Uq(gl(N)). Introduce
a basis Eij in End (V ) by Eijvk = δjkvi.
The Uq(gl(N))-module V ⊗ V has the weight decomposition,
V ⊗ V = ⊕Na=1Vaa ⊕⊕a<bVab , (34)
where Vaa = C va ⊗ va and Vab = C va ⊗ vb ⊕ C vb ⊗ va .
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The action of the quasi-triangular structure R ∈ A⊗ˆA on V ⊗V takes the form
R = q
N∑
a=1
Eaa ⊗ Eaa +
∑
a6=b
Eaa ⊗ Ebb +
∑
a<b
(q − q−1)Eab ⊗ Eba.
Consider the maps
J(λ) = JV,V (λ) : V ⊗V → V ⊗V, R(λ) = RV,V (λ) : V ⊗V → V ⊗V
defined in (1) and (2). Here λ ∈ T = (C∗)N , if q 6= 1, and λ ∈ T = CN , if q = 1. We
shall use the coordinates λ = (qλ1, ..., qλN ) on (C∗)N and the coordinates λ = (λ1, ..., λN)
on CN .
Recall that R(λ) = J−1R21J21.
Theorem 40. I. For Fq(GL(N)), we have
J(λ) =
∑
a,b
Eaa ⊗ Ebb +
∑
a<b
q−1 − q
q2(λa−λb+b−a) − 1
Eba ⊗ Eab,
R(λ) = q
N∑
a=1
Eaa ⊗Eaa +
∑
a6=b
q−1 − q
q2(λb−λa+a−b) − 1
Eba ⊗ Eab +
∑
a<b
Eaa ⊗Ebb + (35)
∑
a>b
(q2(λb−λa+a−b) − q−2)(q2(λb−λa+a−b) − q2)
(q2(λb−λa+a−b) − 1)2
Ebb ⊗Eaa .
II. For F (GL(N)), we have
J(λ) =
∑
a,b
Eaa ⊗ Ebb +
∑
a<b
1
λb − λa + a− b
Eba ⊗ Eab,
R(λ) =
N∑
a=1
Eaa ⊗ Eaa +
∑
a6=b
1
λa − λb + b− a
Eba ⊗Eab +
∑
a<b
Eaa ⊗ Ebb − (36)
∑
a>b
(λb − λa + a− b− 1)(λb − λa + a− b+ 1)
(λb − λa + a− b)2
Ebb ⊗ Eaa .
The Theorem is proved by direct calculations. More precisely, the coefficients of J
corresponding to simple roots (i.e. with b = a + 1) are easily calculated explicitly, after
which all other coefficients are found using the classification of dynamical quantum R-
matrices of Hecke type given in [EK2].
Set R∨(λ) = PR(λ) where P : V ⊗V → V ⊗V is the permutation of factors.
Lemma 41. I. The operator R∨(λ) preserves the weight decomposition (34).
II. For any a = 1, ..., N , we have R∨(λ)va⊗va = q va⊗va.
III. For any a 6= b, the operator R∨(λ) restricted to the two dimensional space Vab has
eigenvalues q and −p, where p = q−1.

A meromorphic function R : T → End (V ⊗V ) with these three properties and satis-
fying the dynamical Yang-Baxter equation (5) is called an R-matrix of Hecke type with
parameters q and p. We classified such R-matrices in [EV2] up to gauge transformations.
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6.2. Gauge transformations of R-matrices of Hecke type. Concider the torus T =
(C∗)N with coordinates λ = (qλ1 , ..., qλN ). A multiplicative k-form on T is a collection,
ϕ = {ϕa1,...,ak(q
λ1, ..., qλN )} ,
of meromorphic functions on T , where a1, ..., ak run through all k element subsets of
{1, ..., N}, such that for any subset a1, ..., ak and any i, 1 6 i < k, we have
ϕa1,...,ai+1,ai,...,ak(q
λ1 , ..., qλN )ϕa1,...,ak(q
λ1, ..., qλN ) = 1 .
Let Ωk be the set of all multiplicative k-forms.
If ϕ and ψ are multiplicative k-forms, then {ϕa1,...,ak(q
λ1 , ..., qλN ) · ψa1,...,ak(q
λ1 , ..., qλN )}
and {ϕa1,...,ak(q
λ1 , ..., qλN ) / ψa1,...,ak(q
λ1 , ..., qλN )} are multiplicative k-forms. This gives an
abelian group structure on Ωk. The zero element in Ωk is the form {ϕa1,...,ak(q
λ1, ..., qλN ) ≡
1}.
For any a = 1, ...., N , introduce an endomorphism δa of the multiplicative group of
nonzero meromorphic functions f(qλ1 , ..., qλN ) on T by
δa : f(q
λ1 , ..., qλN ) 7→
f(qλ1 , ..., qλN )
f(qλ1 , ..., qλa/q, ..., qλN )
and a homomorphism d : Ωk → Ωk+1, ϕ 7→ dϕ, by
(dϕ)a1,...,ak+1(q
λ1, ..., qλN ) =
k+1∏
i=1
(δaiϕa1,...,ai−1,ai+1,...,ak+1(q
λ1 , ..., qλN ))(−1)
i+1
.
We have d2 = 0 (0 means the trivial homomorphism which maps everything to the zero
element). A multiplicative form ϕ is called closed if dϕ = 0.
Introduce gauge transformations of R-matrices, R : T → End (V ⊗ V ), of the form
R(λ) =
N∑
a=1
αaa(λ)Eaa ⊗ Eaa +
∑
a6=b
αab(λ)Eaa ⊗ Ebb +
∑
a6=b
βab(λ)Eba ⊗Eab, (37)
where αab(λ), βab(λ) are suitable functions.
I. Let {ϕab} be a meromorphic closed multiplicative 2-form on T . Set
R(λ) 7→
N∑
a=1
αaa(λ)Eaa ⊗ Eaa +
∑
a6=b
ϕab(λ)αab(λ)Eaa ⊗ Ebb +
∑
a6=b
βab(λ)Eba ⊗ Eab.
II. Let the symmetric group SN , the Weyl group of glN , act on T and V by permutation
of coordinates. For any permutation σ ∈ SN , set
R(λ) 7→ (σ ⊗ σ)R(σ−1 · λ) (σ−1 ⊗ σ−1) .
III. For a nonzero complex number c, set
R(λ) 7→ cR(λ) .
IV. For an element µ ∈ T , set
R(λ) 7→ R(λ + µ) ,
(recall that we always use the additive notation for the standard group structure on
T ).
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By Theorem 1.1 in [EV2] any gauge transformation transforms a matrix satisfying the
QDYB (5) to a matrix satisfying the QDYB (5). In all cases, if the R-matrix is of Hecke
type, then the transformed matrix is of Hecke type. If the transformation is of type III
and the Hecke parameters of the R-matrix are q and p, then the Hecke parameters of
the transformed matrix are cq and cp. For all other types of transformations the Hecke
parameters do not change.
Two R-matrices will be called rationally equivalent if one of them can be transformed
into another by a sequence of gauge transformations of types II-IV and of type I with
only rational functions ϕab(λ).
The R-matrices of Hecke type were classified in [EV2] up to gauge transformations.
Here are two main examples of that classification.
Examples.
I. For q 6= 1, let the R-matrix Rq : (C∗)N → V ⊗V have the form (37), where
βab(λ) =
q−2 − 1
q2(λb−λa) − 1
,
αaa = 1 and αab(λ) = βab(λ) + q
−2 for a 6= b. Rq(λ) is an R-matrix of Hecke type
with parameters q and p = q−1.
II. For q = 1, let the R-matrix R : CN → V ⊗V have the form (37), where
βab(λ) =
1
λa − λb
,
αaa = 1 and αab(λ) = βab(λ) + 1 for a 6= b. R(λ) is an R-matrix of Hecke type with
parameters q = p = 1.
Lemma 42. I. The R-matrix R(λ) in (35) is rationally equivalent to the R-matrix
Rq(λ) of the first example.
II. The R-matrix R(λ) in (36) is rationally equivalent to the R-matrix R(λ) of the
second example.
Proof : To transform Rq(λ) to the R-matrix in (35) one needs to make the gauge trans-
formation of type IV with µ equal to the half sum of positive roots, then the gauge
transformation of type II with c = q, and finally, the gauge transformation of type I
corresponding to the closed multiplicative 2-form ϕab(λ), where
ϕab(λ) = q
q2(λa−λb+a−b−1) − 1
q2(λa−λb+a−b) − 1
for a > b (38)
and ϕab(λ) for a < b are reconstructed from the multiplicative ”skew symmetry” relation
ϕba(λ)ϕab(λ) = 1. The second statement of the Lemma is proved analogously. 
6.3. Gauge transformations of A0-bialgebroids corresponding to R-matrices.
For q 6= 1, let R, R˜ : (C∗)N → V ⊗V be two R-matrices having the form (37). Consider
the Lie algebra gl(N) and its Cartan subalgebra h generated by elements hi. Con-
sider the polarized algebra A = Uq(gl(N)) with the earlier distinguished polarization
A±, A0 = Uq(h ). Let AR and AR˜ be the A0 = Uq(h )-bialgebroids associated to R and
R˜, respectively, and constructed in Section 3.2. Assume that the R-matrix R˜ is obtained
from the R-matrix R by a gauge transformation of type II, III, or IV, then clearly the
A0-bialgebroids AR and AR˜ are isomorphic.
Theorem 43. Assume that the R-matrix R˜ is obtained from the R-matrix R by a gauge
transformation of type I associated to a multiplicative 2-form {ϕab(λ)} which is exact,
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{ϕab(λ)} = d {ξa(λ)} where {ξa(λ)} is a multiplicative 1-form. Then the A0-bialgebroids
AR and AR˜ are isomorphic.
Proof : Let ξ =
∑
ξaEaa. If L satisfies the QDYB equation (17), and L˜ is such that
L =: ξ(1)(λ1)L˜(ξ(1)(λ2))−1 : ,
then L˜ satisfies
R˜12(λ1)L˜13L˜23 =: L˜23L˜13R˜12(λ2) :
where
R˜(λ) = (ξ(1)(λ− h(2)))−1(ξ(2)(λ))−1R(λ)ξ(1)(λ)ξ(2)(λ− h(1)).
This means that if R(λ) has the form (37), then R˜(λ) is obtained from R(λ) by the gauge
transformation of type I corresponding to the 2-form {ϕab(λ)} = d {ξa(λ)}. 
Notice that the multiplicative 2-form given by (38) is exact, {ϕab(λ)} = d {ξa(λ)},
where
ξa(λ) =
∏
b<a
q−λb ( q2(λa−λb+a−b−1) − 1 ).
Hence the corresponding bialgebroids are isomorphic.
7. Elements of representation theory of exchange groups Fq(G)
7.1. A construction of representations. Let G be a simple group and g its Lie
algebra. Consider an exchange group Fq = Fq(G).
A dynamical representation πW : Fq → DT,W is called rational if the image of πW
consists of difference operators with rational coefficients. A homomorphism of dynamical
representations ϕ : W1 → W2 is called rational if the matrix elements of ϕ are rational
functions.
Denote Repf(Fq) the tensor category of rational finite dimensional (dynamical) repre-
sentations of Fq and rational morphisms between the representations.
LetW ∈ O0(G, q). Define a rational dynamical representation of Fq onW . Recall that
a rational dynamical representation is a diagonalizable A0 = Uq(h )-module W and a ho-
momorphism of A0-algebras πW : Fq → DT,W such that the image of the homomorphism
consists of difference operators with rational coefficients. We considerW ∈ O0(G, q) with
the A0-module structure induced by Uq(h ) ⊂ Uq(g ) and define πW by
πW (f(λ
1)) = f(λ), πW (f(λ
2)) = f(λ− h), (39)
(1⊗π0W )(L
V )(λ) = RV,W (λ), (40)
for any V ∈ Ir ⊂ O0(G, q).
Recall that for a dynamical representation πW : Fq → DT,W , one defines a map π
0
W :
Fq → End (W,W⊗MT ) as explained in Section 3.1 and this map uniquely determines
πW .
Theorem 44. Formulas (39) and (40) define a structure of a rational dynamical repre-
sentation of Fq on W .
The Theorem follows from definitions.
Define a functor F from the category O0(G, q) of finite dimensional modules over
Uq(g ) (defined in Section 5.3) to the category Repf (Fq) sending an object W ∈ O0(G, q)
to (W,πW ) and sending a morphism α : W → U to the same linear map α : W → U .
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Theorem 45. I. This construction defines a tensor functor F : O0(G, q)→ Repf (Fq)
with a tensor structure
JW,U : F (W )⊗˜F (U)→ F (W⊗U),
where JW,U is defined in (1).
II. For generic q the map Hom O0(G,q)(W,U) → Hom Repf (Fq)(F (W ), F (U)) defined by
F is an isomorphism. Thus, F defines a tensor equivalence of O0(G, q) onto a full
subcategory of Repf (Fq).
Remark 1. In the next paper we plan to show that F is an equivalence of categories,
i.e. that any object of Repf (Fq) is in the image of F .
Remark 2. We see that the representation category of Fq(G) is essentially the same as
for Uq(g ). A similar result was obtained in [BBB], where it is shown that the quasi-Hopf
algebra associated to the dynamical R-matrix is twist equivalent to Uq(g ) (for g = sl(2)).
These two results are closely related, because as follows from [Xu], representation theory
of the Hopf algebroid Fq(G) is tautologically equivalent to representation theory of the
corresponding quasi-Hopf algebra.
Remark 3. Theorem 45 raises a question: why is it interesting to study dynamical
quantum groups if they have the same representation theory as the usual ones? In our
opinion, it is interesting to study not only tensor categories but also their realizations
(e.g. tensor functors on them to other tensor categories), which contain extra structure.
In particular, Fq(G) and Uq(G) correspond to two different realizations of the same
tensor category. In other words, dynamical quantum groups do not provide new tensor
categories, but do provide new realizations of already known tensor categories.
Now let us prove the theorem. The first part of the Theorem is trivial. The second
part of the Theorem is proved in Section 7.4. In order to prove the second part we first
prove that any rational morphism b : F (W ) → F (U) does not depend on λ and then
show that there exists a ∈ HomO0(G,q)(W,U) such that b = F (a).
7.2. Rational morphisms. Let W ∈ O0(G, q). Let πW , π
0
W be representation maps.
By definition
(1⊗π0W )(L
V )(λ) = RV,W (λ) = J
−1
V,W (λ)R
21|V⊗WJ
21
W,V (λ).
Let vVi be a homogeneous basis of V , and v
V
0 be the highest weight vector. Let (v
V
i )
∗ be
the dual basis. Consider the matrix element R00V,W (λ) ∈ End (W ) defined by
< y∗, R00V,W (λ)x >=< (v
V
0 )
∗⊗y∗, RV,W (λ) v
V
0 ⊗x >,
where x ∈ V, y∗ ∈ V ∗.
Lemma 46. R00V,W (λ) is a nonzero scalar operator on each weight subspace W [α], α ∈ T ,
of W . Moroover, the value of the scalar is determined by α and does not depend on W .
Proof : We have
< (vV0 )
∗⊗y∗, J−1V,W (λ)R
21|V⊗WJ
21
W,V (λ) v
V
0 ⊗x >=
< (J−1V,W (λ))
∗ (vV0 )
∗⊗y∗,R21|V⊗WJ
21
W,V (λ) v
V
0 ⊗x > (41)
Since deg J = 0 and J = 1 +
∑
ai⊗bi, deg ai < 0, we have J
21 = 1 +
∑
bi⊗ai and
(J−1)∗ = 1 +
∑
ci⊗di, where deg ci < 0. Continuing (41), we get
< y∗, R00V,W (λ)x >=< (v
V
0 )
∗⊗y∗,R21|V⊗W v
V
0 ⊗x >=< (R
21|V⊗W )
∗ (vV0 )
∗⊗y∗, vV0 ⊗x > .
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It is well known that the operator (R21|V⊗W )
∗ has the form R0Q, where R0 = 1+(a
strictly upper triangular element in Uq(n+)⊗ˆUq(n−)) and Q ∈ Uq(h )⊗ˆUq(h ). Hence,
< (R21|V⊗W )
∗ (vV0 )
∗⊗y∗, vV0 ⊗x >=< Q (v
V
0 )
∗⊗y∗, vV0 ⊗x > .
This proves the Lemma. 
Lemma 47. Let a(λ) : F (W ) → F (U) be an intertwining operator, then a(λ) does not
depend on λ.
Proof : We have R00V,W = π
0
W (L
V
00), where L
V
00 is the matrix component of L
V corresponsing
to the highest weight vector vV0 . Hence, πW (L
V
00) = R
00
V,WT
−1
wt(vV
0
)
, where wt(vV0 ) is the
weight of vV0 .
The intertwining operator has to satisfy a(λ) ◦ πW (L
V
00) = πW (L
V
00) ◦ a(λ). Hence,
a(λ) = a(λ−wt(vV0 )) for any V ∈ Ir ⊂ O0(G, q). Since a(λ) is rational, this means that
a(λ) does not depend on λ. 
7.3. Asymptotics of JV,W (λ) and RV,W (λ). First assume that q = 1 and A = U(g ).
Consider JV,W (λ). Change variables λ → λ/γ where γ ∈ C
∗. Then JV,W (λ/γ) has the
form
JV,W (λ/γ) = 1 + γjV,W (λ) +O(γ
2).
To describe jV,W (λ) we fix notations. Namely, we fix an invariant nondegenerate bilinear
form (·, ·) on g . The bilinear form identifies g and g ∗. For any positive root α, fix
generators eα ∈ g α, fα ∈ g −α, such that hα = [eα, fα] has the property < hα, λ >= (α, λ)
for all λ ∈ h ∗.
Theorem 48. We have jV,W (λ) = j(λ)|V⊗W , where j(λ) ∈ n−⊗n+ and
j(λ) = −
∑
α>0
fα⊗eα
(λ, α)
.
Corollary 49. For q = 1 and A = U(g ), we have
JV,W (u⊗w) = u⊗w −
∑
α>0
fα⊗eα
(λ, α)
u⊗w +O(
1
|λ|2
) ,
RV,W (u⊗w) = u⊗w +
∑
α>0
fα⊗eα − eα⊗fα
(λ, α)
u⊗w +O(
1
|λ|2
)
Proof of the Theorem. Let w ∈ W . Consider the intertwining operator Φwλ :Mλ →
Mλ−wt(w)⊗W . Let vλ ∈ Mλ be the highest weight vector (we write Mλ for M
+
λ ). It
follows from [ES1], Chapter 3 that
Φwλ vλ = vλ−wt(w)⊗w −
∑
α>0
1
(λ, α)
fαvλ−wt(w)⊗eαw +O(
1
|λ|2
).
Now computing the leading term of the composition Φuλ−wt(w)Φ
w
λ vλ we conclude that
JV,W (u⊗w) = u⊗w −
∑
α>0
fα⊗eα
(λ, α)
u⊗w +O(
1
|λ|2
).
This proves the Theorem. 
Let q 6= 1, A = Uq(g ) and r =dim h . It is well known that R ∈ A⊗ˆA has the form
R = R0Q where Q ∈ Uq(h )⊗ˆUq(h ) is a suitable invertible element, and R0 = 1+(a
strictly upper triangular element in Uq(n+)⊗ˆUq(n−)).
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Theorem 50. For |q| < 1 and A = Uq(g ),
I. JV,W (λ) → 1, when λ ∈ T = (C
∗)r tends to infinity along the positive alcove, and
JV,W (λ)→R
21
0 , when λ tends to infinity along the negative alcove.
II. RV,W (λ)→R
21, when λ tends to infinity along the positive alcove, and RV,W (λ)→
QRQ−1, when λ tends to infinity along the negative alcove.
Proof. It is clear that statement II follows from I. The first statement of I follows
from [ES2], Chapter 2, as explained in the proof of Theorem 28. So it remains to prove
the second statement of I.
It follows from Proposition 19.3.7 in [L] that the asymptotics of the Shapovalov form
on Mλ = Uq(n−) for λ tending to ∞ in the negative alcove equals to the Drinfeld form
on Uq(n−) (i.e. the form which defines an injective map of Hopf algebras Uq(b+) to its
dual). This fact together with the explicit formula for the intertwining operator via the
Shapovalov form ([ES2], Chapter 2) implies the second statement of I.
7.4. Proof of part II of Theorem 45. First assume that q = 1 and A = U(g ). Let
W,U ∈ O0(G) and b ∈ Hom Repf (Fq)(F (W ), F (U)). Recall that b ∈ End C(W,U) does not
depend on λ by Lemma 47.
Lemma 51. The linear operator b commutes with the action of elements eα, fα where α
is any positive root.
Corollary 52. b ∈ HomO0(G,q)(W,U).
The Corollary implies part II of Theorem 45 for q = 1.
Proof of the Lemma. We prove the Lemma for W = U . For W 6= U , the proof is
similar. For any V ∈ Ir ⊂ O0(G), we have [1⊗b, RV,W (λ)] = 0. Hence, [1⊗b, (RV,W (λ)−
1)|λ|] = 0. Setting λ = tλ0 and taking the limit t→∞, we get∑
α>0
fα⊗[b, eα]− eα⊗[b, fα]
(λ, α)
= 0.
Since there exists V such that the linear operators eα|V , fα|V are linear independent in
End C(V ), we get the Lemma. 
Part II of Theorem 45 for |q| < 1 follows similarly from Theorem 50. Namely, from
Theorem 50 we get that any intertwining operator b must commute with all elements of
the form (f⊗1)(R21) and (f⊗1)(QRQ−1) (f ∈ Uq(g )
∗), which obviously generate Uq(g ).
(Here if X =
∑
ai⊗bi then (f⊗1)(X) denotes
∑
f(ai)bi.) Thus, b has to commute with
Uq(g ), Q.E.D.
For |q| > 1, the proof is analogous.
8. Appendix: Fusion matrices and 6j-symbols
In this appendix we discuss the relationship between fusion matrices introduced in
Section 2, and 6j-symbols, for the Lie algebra sl(2). For quantum sl(2), the relationship
is the same.
Recall the definition of 6j-symbols (see e.g. [CFS], p.29). Let Va, a ∈ Z+/2, be the
irreducible representation of sl(2) with spin a. Let va be the highest weight vector of
Va, and va,n = f
nva. Let ϕ
bc
a : Va → Vb ⊗ Vc be the intertwiner such that ϕ
bc
a va =
vb ⊗ vc,b+c−a + l.o.t. (here l.o.t. is “lower order terms”).The 6j-symbol is defined by the
formula
(1⊗ ϕbcj )ϕ
aj
k =
∑
n
(
a b n
c k j
)
(ϕabn ⊗ 1)ϕ
nc
k .
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The 6j-symbols not defined in this way are defined to be zero.
Remark. Our definition coincides with the standard one only up to normalization.
Namely, it is more common to use a different normalization of the operators ϕbca , which
results in a different normalization of the 6j-symbols.
Now define Jbc(λ) := JVbVc(λ). The next proposition, which gives a connection between
fusion matrices and 6j-symbols, follows easily from the definitions.
Proposition 53. For any k ∈ Z+/2, one has∑
n
(
a b n
c k j
)
(vb,b−n+a ⊗ vc,c−k+n) = J
−1
bc (k)ϕ
bc
j vj,j−k+a.
Thus Jbc(k) is the unique rational function of k which satisfies the above equation for
k ∈ Z+/2.
It is easy to check that under this correspondence, the 2-cocycle condition for J(λ)
corresponds to the Elliott-Biedenharn identity for 6j-symbols [CFS] (known to mathe-
maticians as the Maclane pentagon relation). The dynamical Yang-Baxter equation for
R(λ) = J−1(λ)J21(λ) corresponds to the star-triangle relation.
9. Appendix: Recursive relations for fusion matrices
In [A], the authors defined fusion matrices as unique solutions of certain linear equa-
tions, and checked that they satisfy the 2-cocycle condition. In this appendix, we will
show that our fusion matrices satisfy the same linear equations, which implies that they
are the same fusion matrices as in [A].
We will use a finite-dimensional version of the quantum Knizhnik-Zamolodchikov equa-
tions, which were deduced by Frenkel and Reshetikhin for quantum affine algebras. Con-
sider the function Ψwv(λ) ∈ End (W ⊗ V ) given by
Ψwv(λ) := JWV (λ)(w ⊗ v) =< (Φ
w
λ−λv ⊗ 1)Φ
v
λ >
where the notation <,> was defined in Section 2.4. It follows from a finite dimensional
degeneration of the Frenkel-Reshetikhin theorem (Theorem 10.3.1 in [EFK]) that this
function satisfies the following version of the quantum Knizhnik-Zamolodchikov equa-
tions:
q2(λv ,λ+ρ)−(λv ,λv)Ψwv(λ) = R
21
VW (1⊗ q
2λ−λv−λw+2ρ)Ψwv(λ).
This implies that
JWV (λ)(1⊗ q
2(λ+ρ)−
∑
x2i ) = R21VW q
−
∑
xi⊗xi(1⊗ q2(λ+ρ)−
∑
x2i )JWV (λ)
It is easy to see that the last equation is (up to simple changes of variable) the same as
relation (18) in [A].
A similar computation is valid for an arbitrary quantized Kac-Moody algebra. This
computation yields the linear relation for J discussed in [JKOS].
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