The protein side-chain packing problem (PSCPP) is an important subproblem of both protein structure prediction and protein design. During the past two decades, a large number of methods have been proposed to tackle this problem. These methods consist of three main components: a rotamer library, a scoring function and a search strategy. The average overall accuracy level obtained by these methods is approximately 87%. Whether a better accuracy level could be achieved remains to be answered. To address this question, we calculated the maximum accuracy level attainable using a simple rotamer library, independently of the energy function or the search method. Using 2883 different structures from the Protein Data Bank, we compared this accuracy level with the accuracy level of five state-of-the-art methods. These comparisons indicated that, for buried residues in the protein, we are already close to the best possible accuracy results. In addition, for exposed residues, we found that a significant gap exists between the possible improvement and the maximum accuracy level achievable with current methods. After determining that an improvement is possible, the next step is to understand what limitations are preventing us from obtaining such an improvement. Previous works on protein structure prediction and protein design have shown that scoring function inaccuracies may represent the main obstacle to achieving better results for these problems. To show that the same is true for the PSCPP, we evaluated the quality of two scoring functions used by some state-of-the-art algorithms. Our results indicate that neither of these scoring functions can guide the search method correctly, thereby reinforcing the idea that efforts to solve the PSCPP must also focus on developing better scoring functions.
Introduction
The protein side-chain packing problem (PSCPP) consists of predicting the three-dimensional (3D) coordinates of all the atoms of each residue of the protein side chain, based on the amino acid sequence and the backbone atom coordinates. The PSCPP is central to protein structure prediction (specifically in homology modeling [1] ), protein design [2] and structure refinement [3] .
The main components of most protein side-chain packing methods are (i) a rotamer library, (ii) an energy function and (iii) a search algorithm. Therefore, the side-chain packing problem consists of selecting a set of rotamers (one rotamer for each amino acid) from the rotamer library to minimize the given energy function. One exception to this rotamer-based approach is the Grow-to-Fit Molecular Dynamics method [4] , which is based on molecular dynamics simulation.
A rotamer library can be backbone independent, with a list of frequencies and side-chain dihedral angle values that are independent of the local backbone conformation. Alternatively, in a backbone-dependent rotamer library, the frequencies and angles vary according to the backbone dihedral angles / and w. In secondary-structure-dependent rotamer libraries, the sidechain dihedral angles and/or rotamer frequencies differ for the a helix, b sheet or coil secondary structures [5] .
The energy functions model the atomic interactions occurring within a protein, although they can be applied as tools for studying molecules of interest in biochemistry and organic chemistry [6] . An energy function can include terms to account for the Van der Waals interactions, electrostatics forces, covalent and ionic bonds, hydrogen bonds, solvent interaction and disulfide bonds, among others [7, 8 ]. An energy function can also include nonphysical terms, such as rotamer frequency [9, 10] , side-chain orientation [11] , number of contact points [12] , contact surface area and volume overlap [13] . The term scoring function is better suited for the general functions including nonphysical components.
For a faster computational implementation, the scoring function is often limited to single-body or pairwise terms.
Problem statement
The PSCPP associated to a backbone-independent rotamer library is defined as:
Given a sequence of n amino acids a ¼ ða 1 a 2 . . . a n Þ, the coordinates of the backbone atomsc ¼ ðc 1 ;c 2 ; . . . ;c n Þ, the backboneindependent rotamer library rl and a scoring function E, the PSCPP consists on finding the rotamersr Ã ¼ ðr due's 3D coordinates of the heavy atoms in the backbone, i.e. nitrogen, alpha carbon, carbonyl carbon and oxygen atoms, respectively; and r i 2 rlða i Þ, one of the rotamers available for the i-th residue.
If the rotamer library is backbone dependent, then rl(a i ) changes to rlða i ; / i ; w i Þ, where / i and w i are the backbone torsion angles corresponding to the i-th residue.
Besides minimizing the scoring function, another important criterion to take into account is the number of collisions of the resulting structure. Two atoms are deemed to collide when the distance between them is <60% of the sum of their Van der Waals radii [14, 15] .
Quality measures
A PSCPP method can be evaluated in silico, comparing its output structures with the experimental ones from the Protein Data Bank (PDB). The usual metric is the absolute accuracy [10] , which uses the v 1 (%) and v 1þ2 ð%Þ values, where v 1 (%) represents the percentage of residues with correct v 1 torsion angles, and v 1þ2 (%) represents the percentage of residues with correct v 1 and v 2 torsion angles. A predicted side-chain torsion angle is considered correct if its error is lower than or equal to a specified threshold (usually 40 [16] ), with respect to the angle calculated from the experimental structure from the PDB. Another metric is the root-mean-square deviation (RMSD) between the side-chain atoms of the predicted and experimental structures.
State-of-the-art methods
The state-of-the-art PSCPP methods analyzed in this work are SCWRL4 [10] , OPUS-Rota [9] , CISRR [14] , RASP [15] and SIDEpro [17] . The rationale for selecting these methods is described below. SCWRL4 is the most complete and widely known method, as shown by its high citation count. OPUS-Rota systematically obtains the best v 1 (%) and v 1þ2 (%) accuracies [18] , whereas RASP is the fastest method [15] . CISRR achieves the lowest number of collisions [14] , and SIDEpro is the most consistent over all criteria because it is always ranked in the second place for each criterion as we will soon show. They are all publicly available and returned competitive results when compared with SCWRL4. Furthermore, the five methods are easy to install and run.
Other recent approaches exist, such as OSCAR-star [19] , SCMF-PDRL [20] , pacoPacker [21] , BetaSCPWeb [22] and a method using a molecular dynamics and solvent model-based energy function [23] . However, these typically do not show better performances than the selected methods. Additionally, these latter methods are not publicly available (The exception is BetaSCPWeb, but it has a lower performance than the selected methods).
Next, we briefly describe each of the selected methods included in our performance assessment. All of their scoring functions contain only single-body and pairwise terms.
OPUS-Rota [9] uses a backbone-dependent rotamer library [16] . The single-body term of its scoring function is related to the probabilities associated with the selected rotamers in a given predicted structure, which is called the rotamer frequency term. Van der Waals interactions are considered as a component of the pairwise score. These two terms are used in almost all the methods of side-chain packing approximation. OPUSRota also incorporates two more unique pairwise terms: an orientation-sensitive potential and a solvation term. These provide scores associated with a conformation angle and structure solvation, respectively.
The search method of OPUS-Rota is based on simulated annealing using a heat bath Monte Carlo. For each simulation cycle, all residues are optimized once randomly at a constant temperature. Then, the temperature is gradually decreased from 2.5 to 0.05 over a total of 97 cycles, followed by three cycles of zero temperature score minimization.
SCWRL4 [10] is considered one of the best packing methods [23] and one of the most frequently used methods to approximate side-chain packing. It uses one of the latest backbonedependent rotamer libraries [24] .
This method considers both a rigid rotamer model (RRM) and a flexible rotamer model. In the RRM, the single-body term expresses the rotamer score relative to the most populated rotamer given the backbone dihedrals, in addition to the score from interactions of the side chain with the backbone and any ligand or other fixed atoms present. The pairwise terms consist of repulsive and attractive Van der Waals interactions and hydrogen bonding.
SCWRL4 uses a deterministic search method, where the interactions between residues are represented as a graph. Then, the combinatorial optimization is performed via edge decomposition, application of the dead-end elimination (DEE) algorithm [25] and tree decomposition. Importantly, among the methods selected in this work, SCWRL4 is the only method with a feature that allows consideration of the crystal symmetry in the side-chain conformation prediction.
CISRR [14] uses the same backbone-dependent rotamer library [26] as OPUS-Rota. The scoring function was adapted from SCWRL3 [27] , and consists of a rotamer frequency term (singlebody) and an empirical Van der Waals term (pairwise) modified from SCWRL3.
The search method of CISRR focuses on minimizing the atomic clashes within the predicted structure. This is performed by introducing a phase called rotamer relaxation (RR), which was shown to lower clashes significantly.
The starting side-chain conformation of each residue is constructed by the rotamers with the highest probability at each position. Then, for each residue i, every rotamer will be optimized by RR and tested for clashes with other residues that are kept fixed. If a rotamer r clashes with other residues, it is temporarily fixed, and the clashing residues will change to each of their rotamers optimized by RR phase. After all residue i rotamers have been explored, the side-chain conformations of residue i and its clashing residues will be updated with the side-chain dihedral angles that generated the lowest clash score during the search. The above process keeps iterating from the most to the least exposed residue until the score converges to a stable value [14] .
RASP [15] uses the same rotamer library as OPUS-Rota [26] . The single-body term is the same as SCWRL4, and the pairwise term considers Van der Waals interactions, disulfide bonds and hydrogen bonds. The Van der Waals term is adapted from the one used in OPUS-PSP [11] , and the disulfide term is a simplified version of the one used in SCWRL3 [27] .
Regarding the search method, RASP follows the approach taken by SCWRL4 with some modifications. The DEE algorithm [25] is used first to reduce the size of the combinatorial space. Then, an interaction graph is constructed and further divided into biconnected components. For large interaction graphs, a simulated annealing Monte Carlo is performed. Otherwise, a branch-and-terminate search strategy [28] is used.
RASP uses a clash-detection-guided side-chain optimization algorithm to alleviate the atomic clashes caused by a rigid rotamer approximation. This method focuses on the following: (i) the rapid generation of high-quality initial structures by carefully considering the key elements of rotamer-based side-chain packing algorithms, and (ii) the rapid elimination of atomic clashes by relaxing the residues involved in the clashes [15] .
SIDEpro [17] also uses the same rotamer library of OPUS-Rota [26] . At its core, SIDEpro uses a family of neural networks to compute a scoring function. Each neural network is specialized at computing a particular term of the total energy associated with a particular amino acid and with the distance between specified atom pairs. Although direct energy targets are not available for training, the neural networks can still be optimized by converting the energies to probabilities and optimizing these probabilities using Markov Chain Monte Carlo methods.
After excluding the rotamers causing backbone clashes, SIDEpro makes predictions by initially assigning rotamer probabilities to each residue from the selected backbone-dependent rotamer library. Then, the predictor iteratively updates these probabilities using the trained neural networks. After the probability convergence step is completed, the side chains are set to the highest probability rotamer. Finally, a post-processing clash reduction step is applied to the predicted structures.
Data sets
For each experiment, we used four data sets composed of 65, 360, 693 and 2230 protein structures from the PDB. The list of PDB identifiers for each data set is provided in the Supplementary List L1. Three data sets were used previously [9, 10, 14, 15, 29, 30] , and one data set is proposed in this work. All data sets are verified for symmetry contacts because of the importance of considering the interactions between the exposed side chains and other proteins within the crystal [16] . To consider these symmetry contacts [31] , we used the information on the WHATIF Web site (http://swift. cmbi.ru.nl/gv/lists/), although not all structures were available. A brief description of each data set is provided below:
• Data set-65: This is the set selected for testing a PSCPP method called NCN [29] . This data set was also used for testing the OPUSRota method [9] . Within this data set, a subset of 30 proteins was selected from a previously published data set [13] . For this subset, the sequence identity cutoff was set to 50%, the resolution cutoff was set to 1.8 Å and the R-factor cutoff was set to 20%. Only single-chain proteins with 100-500 residues and containing no incomplete side chains or ligands were selected. In addition, 28 proteins were selected from previous work [32] . Among those, some proteins had a resolution between 0.83 and 1.4 Å with a pairwise sequence identity level lower than 20%, whereas the others had a resolution better than 1.2 Å with >40 residues. The remaining seven proteins were selected from the PDB based on the following criteria: a crystallographic resolution better than 1.2 Å and a sequence length between 150 and 300 residues. There are no collisions in the structures of this data set, and all of them are available in the WHATIF Web site.
• Data set-360: This is the set of 379 structures proposed for testing SCWRL4 [10] . The proteins have a sequence length between 40 and 1000 residues, with a resolution better than 1.8 Å , a maximum mutual sequence identity level lower than 30%, and a maximum R-factor of 20%. There are eight collisions within this data set. A total of 19 proteins are missing in the WHATIF Web site, totaling 360 experimental structures in this set.
• Data set-693: This is the set proposed in this work that originally consisted of 721 proteins. The proteins composing this heterogeneous data set have a single chain with a length between 40 and 400 residues, a single domain under SCOP classification (within class a, b, c and d), a maximum R-factor of 20%, a resolution better than 2 Å and a maximum sequence identity of 25%. Furthermore, the protein structures were determined by X-ray crystallography.
This set was proposed mainly to avoid biases toward any of the compared methods. There are 28 collisions within this data set. A total of 28 proteins are missing in the WHATIF Web site, totaling 693 experimental structures in this set.
• Data set-2230: This is the set proposed for testing RASP [15] that originally consisted of 2412 proteins. The proteins, obtained from the PISCES server [33] , had a resolution better than 1.8 Å , a maximum R-factor of 25% and a maximum sequence identity of 25%. There are 132 collisions within this data set. A total of 182 proteins are missing in the WHATIF Web site, totaling 2230 experimental structures in this set. 
Results of state-of-the-art methods
From previous comparison works [15, 18, 34] , it can be seen that state-of-the-art methods obtain an accuracy of about 86% for v 1 (%) and 75% for v 1þ2 (%). The performance results shown in Table 1 for the considered methods on the described data sets are in good agreement with the previous results (Details on how the accuracies are computed with respect to especial residues is explained in the 'Methods' section of the Supplementary Document D1).
In general, these five methods have comparable performance among them, in the sense that OPUS-Rota has systematically the best v 1 ð%Þ; v 1þ2 ð%Þ and RMSD accuracies; CISRR has the fewest collisions; RASP is the fastest; and SIDEpro ranks in the second place for all criteria. Regarding the types of residues, we have separated the buried from the exposed ones; in both cases we do not include in the statistics those exposed residues in symmetry contacts. The symmetry contact residues are, however, taken into account when running the algorithms. The particular statistics for these especial residues are shown in Supplementary Tables S1, S2, S4, S5 and S6. We can observe, in Table 1 , that buried residues have higher accuracy than the exposed ones, approximately 8% for v 1 (%) and 13% for v 1þ2 (%). This is mainly because of the higher number of steric constraints these residues have with respect to exposed residues. Notice also that residues with large flexibility can also be incorrectly defined in the crystal structure. Exposed residues are sensitive to the neighboring solvent, then it is expected that methods that include solvation terms in their scoring function should produce better results. This can be observed in Table 1 ; OPUS-Rota takes into account the solvent and produces the highest accuracy. Accuracy can also be affected by experimental factors such as the geometric resolution and the thermal factor. We have conducted an analysis about the B-factor and its influence in the quality of prediction. Results are shown in Supplementary Table S2 . As done by other authors [35] we have normalized the B-factors before comparing different crystal structures. Results showed that, as it was expected, if we get rid of, for instance, residues in the worst quartile of B-factor, the accuracy increases in approximately 4% for in v 1 (%) and in 6% for v 1þ2 (%). We did not perform further statistical analysis because the main objective of this test is to show the apparent stagnation for each residue i do 6:
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The process to compute the maximum achievable accuracy is as follows: for each residue in the protein, the closest rotamer from the library is selected. The closest rotamer is the one with the highest number of correct side-chain dihedral angles with respect to the experimental structure. If two or more rotamers fulfill this, the one with the lowest total error (the sum of errors in torsion angles considering the conformation in the experimental structure) is selected. Finally, the values of v 1 (%) and v 1þ2 (%) are calculated. The structure created in this way is called Best. Notice that the same can be done by using all atom minimum RMSD (Best RMSD) with respect to the experimental structure instead of the v 1 ð%Þ; v 1þ2 ð%Þ measures, results for this approach are shown in Supplementary Table S3 . With the generated structure (Best RMSD) we compute the v 1 (%) and v 1þ2 (%) accuracies. All these results are added in Supplementary Table  S3 . As expected, Best has better v 1 (%) and v 1þ2 (%) accuracies, and Best RMSD has better RMSD; however, the differences in both cases are small. Best RMSD produces considerably lower number of collisions than Best. Notice, on the contrary, that when we reduce the number of collisions of Best to get Bestþ, the RMSD increases [see Table 2 (RMSD) and compare Best with Bestþ, i.e. a smaller value of RMSD does not guarantee a smaller number of collisions in general]. The rows (from the second to the seveth) in Table 2 correspod to Best, Best (CISRR), Best (RASP), Best þ, Best þ (CISRR) and Best þ (RASP). This holds for Overall accuracy and RMSD subtables. In case of Maximum accuracy for buried and exposed residues a new row is added (the first row) that correspons to the number of residues.
The construction of the Best structure is guided by the side-chain torsional angles, looking for the maximization of the created structure's accuracy. However, it was observed that by Table 2 . Maximum accuracy for each data set
Overall accuracy and number of collisions Data set-360
Data set-693 Data set-2230 constructing the structure in this way, a considerable amount of atomic collisions occurs. Therefore, the next step was to find whether it is possible to reduce the number of collisions to the levels achieved by state-of-the-art methods without deteriorating much the accuracy achieved by Best. To this aim we modified the CISRR search algorithm [14] . Basically, we removed the RR procedure, and used the number of collisions as scoring function. The modified version is described in Algorithm 1. We used Best as the input structure for the modified version of CISRR (i.e. S in ¼ Best), and the structure obtained with this process is called Bestþ (i.e. Bestþ ¼ S CIS ). Table 2 shows the maximum accuracy for Best and Bestþ structures. Taking into account that CISRR and RASP methods do not use the entire rotamer library, we also calculate the maximum accuracy according to their reduced rotamer libraries. It can be seen that Best structures achieve >99% for v 1 (%) and >97% for v 1þ2 (%), and Bestþ structures have slightly lower accuracy values [>97% for v 1 (%) and >94% for v 1þ2 (%)], but the number of collisions decreases significantly, at the levels of those of the state-of-the-art methods (see Table 1 ).
By comparing the results in Tables 1 and 2 , we can observe the following differences: for v 1 (%) (approximately 10, 2 and 10% for overall, buried and exposed residues, respectively) and v 1þ2 (%) (approximately 16, 5 and 15% for overall, buried and exposed residues, respectively) values, between the maximum achievable accuracy (Bestþ) and the results from state-of-the-art methods.
As we mentioned before, the components of most protein side-chain packing methods are a rotamer library, a scoring function and a search algorithm. The results presented in Table 2 indicate that a widely used rotamer library is capable of obtaining an almost ideal accuracy in the data sets of this work, and this fact suggests that rotamer libraries are not the cause of the limitations of state-of-the-art methods for the PSCPP. A question remains: are the scoring functions or the search algorithms the main responsible for the limitations of current methods for PSCPP? A recent work for protein design [36] indicates that the scoring functions still fail to correctly model the interactions within a protein, so they could be the main responsible for the marginal improvements in PSCPP (as hypothesized in [13] ). A similar conclusion was reached working with Rosetta for structure prediction of small proteins [37] . As these works suggest the necessity of focusing on improving the scoring functions, we concentrate here on the evaluation of scoring functions for PSCPP.
In the next section, we briefly describe some methods used for scoring function evaluation in protein structure prediction and the PSCPP; then we present a simple local search (LS) method and its evaluation results for the scoring functions of two state-of-the-art methods for the PSCPP.
Scoring function evaluation
For protein structure prediction, it is common to use the so-called decoy sets for scoring function evaluation [38, 39] ; and an ideal scoring function must always recognize the experimental structure among the decoys. Additionally, correlation coefficients between the scoring function values and the similarity of decoys to the experimental structure may be used for evaluation. In this latter case, the goal is to check whether a scoring function is able to reliably rank decoys and thus provide an accurate guidance throughout the search space toward the native structure [39] .
Regarding the PSCPP, the usual evaluation of any method for this problem involves both the scoring function and the search algorithm; therefore, we need to isolate the former for its evaluation. To do this, we propose to use a LS method for scoring function evaluation in PSCPP. This LS idea extends and improves the scoring function evaluation method for the PSCPP known as single-residue conformation search (SRCS) [13, 32, 40] . In this method, the scoring function is minimized for one residue at a time, keeping all other residues in their positions in the experimental structure. The performance of the scoring function is measured by the percentage of unchanged residues in the process.
On the contrary, the LS method consists in applying a LS algorithm with the experimental structure as input (see Algorithm 2) . As this structure must be at least a local minimum for a good scoring function, the LS should not be able to find neighbors with better score than the one of the experimental structure.
We will argue that the LS method we propose shares some features with the correlation analysis (for protein structure prediction) and the SRCS (for PSCPP): (i) it considers all possible rotamers in one residue at a time, keeping the others fixed; and (ii) the changes in the experimental structure correspond to decoys close to it: many changes in the initial structure indicate successive lower total score values along the path, and so, in this case, the correlation between score values and similarity is not good for the evaluated scoring function.
Although the LS and the single-residue conformation search [40] appear to be similar, the main difference between them is illustrated in Figure 2 . All the candidates examined across the SRCS could be considered as decoys that are different from the experimental structure in only one rotamer of a single residue. Therefore, the performance indicator of the scoring function gives a lower bound of the number of these decoys with lower score than the experimental structure. As the set of decoys considered by SRCS is restrictive, it only depicts the behavior of the scoring function in the close vicinity of the experimental structure. An extreme case is illustrated in Figure 3 , whose performance by the SRCS could be low; however, the scoring function is quite good, as structures with lower score than the experimental one are close to it. Another limitation of the SRCS is that it does not provide information about the behavior of the scoring function for structures that differ from the experimental one in more than one rotamer.
On the contrary, the LS method provides a different scenario: when a decoy with a lower score than the one of the experimental structure is found, the neighborhood of that decoy is tested afterward; and as this process is iterative, decoys that are far from the experimental structure could be potentially reached. The number of rotamer changes is in fact the number of successive lower scoring decoys found along the process, so it could be an indicator of the quality of a scoring function. However, the number of changes is not necessarily proportional to the number of different residue conformations between the experimental structure and the resulting one; therefore, a more important measure is the accuracy variation at the end of the local search. A high accuracy variation indicates that the resulting structure was reached from the experimental one by successive decoys with lower score values, and so, it is unlikely that a search method could reach the experimental structure (or the native one) with the evaluated scoring function. Figure 4 shows the application of the LS algorithm to the protein 1MUW, using the scoring function of RASP and starting with the experimental structure. At the end of the LS, there is a DE ¼ À200 and a loss of accuracy of 12% (approximately). We can see that the SRCS evaluates only the small region at the left (considering decoys with at most one inaccurate rotamer), but the LS also provides information about the distribution of score values for decoys that are farther from the experimental structure in terms of accuracy.
As the LS method provides more useful information about the performance of a scoring function and it is not restricted to evaluate only decoys that are close to the experimental structure, we propose it as an improvement over the single-residue conformation search [40] . In the example provided in Figure 3 , the LS would in fact end up at a structure close to the experimental one, so the performance of the scoring function will be almost ideal.
We implemented the scoring functions of CISRR [14] and RASP [15] to assess them with the LS method. More details about the implementation of this test are provided in the Supplementary Information. Table 3 shows the evaluation results for these scoring functions, considering five different starting structures as inputs for the LS algorithm, namely:
• Native: For each residue of the structure, its conformation in the experimental structure is added to its list of possible rotamers to explore. This native rotamer is initially assigned to the residue being considered, and its probability is the maximum one in the set of correct rotamers for the residue.
• Bestþ and Best: As previously explained.
• MostProb: Each residue of the structure is generated using the rotamer with the highest probability in the library. For the data sets in this work, the initial values of v 1 (%) and v 1þ2 (%) are approximately 73 and 58%, respectively.
• Random: Each residue of the structure is generated by selecting a random rotamer from the library. For the data sets in this work, the initial values of v 1 (%) and v 1þ2 (%) are approximately 34 and 16%, respectively.
The goals of selecting these initial structures are the following:
• The Native, Bestþ and Best structures have information about the experimental structure of the protein, so they are used for evaluation of the scoring function with the LS method. Example of an extreme case for a scoring function that depicts the main difference between the single-residue conformation search [40] and the local search. In this example, the former will evaluate the scoring function as a bad one because the decoys that are close to the experimental structure have a lower score; however, this will not be the case for the LS algorithm, as it will stop at a local minimum close to the experimental structure. A colour version of this figure is available at BIB online: https://academic.oup.com/bib.
• The MostProb and Random structures do not use information of the experimental structure, and considering the simplicity of a LS algorithm, the accuracy results could be considered as a lower bound for a given scoring function. This in turn would give an estimate of the contribution of search methods in accuracy results for PSCPP.
These ideas are depicted in Figure 5 . The accuracy results for v 1 (%) in Table 3 reveal that the accuracy loss at the end of the LS, starting with the Experimental structures (DAcc 1 ), is approximately 8%. This indicates that these final structures are much closer to state-of-the-art results than to the ideal ones.
As the score of a structure is in relation with its number of residues, the mean values for each data set could be influenced by the scoring values of large proteins. We observed that this relation was approximately linear for both scoring functions; therefore, the values presented in Table 3 are normalized score values. We can see that, for both scoring functions, although the Best structures have a high value of accuracy, there is a significant score difference with respect to the experimental structure (Although they are mean values, this difference is observed in almost every protein of each data set). Moreover, the score values at the end of the LS are much closer to those of the experimental structure. We initially thought that this difference was because of the large number of collisions in Best structures; however, the initial score of Bestþ structures did not show much improvement.
Given the number of cases where the score value at the end of the LS is lower than the score of the experimental structure (even with a random starting structure and a LS algorithm), we cannot assure that by minimizing any of these scoring functions, the experimental structure (or the native one) will be reached. This is more evident for experimental structures, where for almost all the proteins there are structures with lower scores at the end of the local search. Notice that the number of times the experimental structure's scoring function is improved is higher when starting from the experimental structure than when starting from any other structure. This is because of the shape of the landscape induced by the scoring function and the search method; the farther the search starts from the experimental structure the higher the probability of getting stuck at local optima with worse quality than the experimental one.
We were particularly interested in the rotamers selected to form the score improving structures, trying to determine if these scores could be reached without the experimental rotamers. Table 4 shows the results of replacing experimental rotamers by similar ones in the library, suggesting that these scores were obtained only by their presence.
Conclusions
A performance comparison of five state-of-the-art methods using four data sets was presented. The results revealed that these methods have similar performance levels, obtaining an average accuracy of approximately 87% for v 1 (%) and 77% for v 1þ2 (%). We also calculated the maximum achievable accuracy with a widely used rotamer library, which produced an accuracy level of approximately 98% for v 1 (%) and 96% for v 1þ2 (%). When separating the maximum achievable accuracy by type of residue (buried or exposed), we observed that the larger improvement remains on the exposed residues. Besides, for both types of E nat is the score of the experimental structure, E start is the score of the initial structure and E end is the score of the structure at the end of the local search.
Mean of number of rotamer changes and RMSD (mean and SD) Enat is the score of the experimental structure, Estart is the score of the initial structure and Eend is the score of the structure at the end of the local search.
Mean of number of rotamer changes and RMSD (mean and SD) residues, v 1þ2 (%) should be the target for improvement. These results show that there is still room for improvement in the PSCPP.
The gap between the maximum achievable and the currently achieved accuracies, the performance similarity among the methods and the small improvement achieved by the more recent methods all indicate that some limitations are preventing achievement of these maximum accuracy values.
Because the scoring function could be the main reason of this limitation, as shown for protein structure prediction [37] and for protein design [36] , a LS method for scoring function evaluation was proposed. In this method, a LS algorithm was applied to the experimental protein structure (or to a similar one). The main performance indicator was the accuracy variation after the local search. Also, the number of rotamer changes and the score variation provided additional information on the evaluated scoring function. We applied this LS method to evaluate the scoring functions of RASP and CISRR, which are two state-of-the-art methods for the PSCPP. For these two functions, we found that, in approximately 99.9% of the proteins within the data sets, the experimental structure was not the one with the minimum score. Moreover, the accuracy loss for v 1 (%) was approximately 8% at the end of the local search, suggesting that minimizing the scoring function does not guarantee convergence to the experimental structure (or the native one).
There is a gap of approximately 2% for the v 1 (%) accuracy value between the state-of-the-art methods and the simple LS algorithm with an initial structure whose residues are formed by the rotamers with the highest probability in the library (see MostProb results for CISRR and RASP in Table 3 ). This gap suggests that efforts to improve PSCPP results must focus on the scoring functions instead of the search strategies, as hypothesized previously [13] .
For future work, we want to evaluate the scoring functions of other PSCPP methods and propose a scoring function that will induce local optima on the experimental structures.
Key Points
• The success rates of the state-of-the-art methods used to solve the PSCPP are of similar quality, i.e. approximately 87% for v 1 and 77% for v 1þ2 .
• When using a standard backbone-dependent library, the maximum achievable accuracy is 98% for v 1 and 96% for v 1þ2 .
• Scoring function evaluations for two state-of-the-art methods indicate that neither of them could guide the search correctly to obtain native-like structures, suggesting that the scoring functions constitute the main obstacle to correct packing.
Supplementary Data
Supplementary data are available online at http://bib.oxford journals.org/. LS N ¼ structure at the end of the local search, starting from the experimental structure.
BestLSN: structure that results from replacing the 'experimental rotamers' by the closest ones in the rotamer library.
ELS N ¼ score of LS N .
EBestLS N ¼ score of BestLS N .
#Lower ¼ number of structures with lower energy than the experimental structure after the replacement.
