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Abstract
Different layers of deep convolutional neural net-
works(CNNs) can encode different-level information. High-
layer features always contain more semantic information,
and low-layer features contain more detail information.
However, low-layer features suffer from the background
clutter and semantic ambiguity. During visual recognition,
the feature combination of the low-layer and high-level fea-
tures plays an important role in context modulation. If di-
rectly combining the high-layer and low-layer features, the
background clutter and semantic ambiguity may be caused
due to the introduction of detailed information. In this pa-
per, we propose a general network architecture to concate-
nate CNN features of different layers in a simple and effec-
tive way, called Selective Feature Connection Mechanism
(SFCM). Low-level features are selectively linked to high-
level features with a feature selector which is generated by
high-level features. The proposed connection mechanism
can effectively overcome the above-mentioned drawbacks.
We demonstrate the effectiveness, superiority, and universal
applicability of this method on multiple challenging com-
puter vision tasks, including image classification, scene text
detection, and image-to-image translation.
1. Introduction
Deep Convolutional Neural Networks (CNNs) have
achieved great success on a variety computer vision tasks,
such as image classification [18], semantic segmentation
[23, 9], and object detection [7, 25, 21, 24, 5]. In order
to understand why the CNNs frameworks perform so well,
Zeiler et al.[35] introduce a novel visualization technique
that gives insight into the function of intermediate feature
layers and the operation of the classifier. Actually, feature
maps of different layers extract information of different lev-
els from input image. The low-layer features tend to re-
sponse the patches with similar simple patterns and with
feature map feature map concatenate
conv layers
…
Figure 1. During visual recognition, the feature combination of
the low-layer and high-level features plays an important role in
context modulation.
more ambiguity. The feature maps of higher layers care
more about semantic information but less detail informa-
tion about an image, since higher layers are closer to the
last layer with category labels. Combining high-level infor-
mation with low-level information effectively can improve
the performance of CNNs in many computer vision tasks.
The U-Net [26], which combines the low-layer features and
high-level features directly, works with very few training
images and yields more precise segmentation. The EAST
[36] adopt the idea from U-shape, merging feature maps
gradually, to detect word regions of which the sizes vary
tremendously. For many image translation problems, there
is a great deal of low-level information shared between the
input and output, and it would be desirable to shuttle this
information directly across the net. Pix2pix [12] is pro-
posed to add skip connections for the generator to circum-
vent the information bottleneck. DenseNets [11] improve
the flow of information and gradients throughout the net-
work, which can also be seen as combining the low-layer
features and high-level features. The FPN(Feature Pyramid
Network) [20] develops a top-down architecture with lateral
connections to build high-level semantic feature maps at all
scales. This architecture shows significant improvement as
a generic feature extractor in several applications.
As shown in Fig.1, during visual recognition, the feature
combination of the low-layer and high-level features plays
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Figure 2. Different layers of deep convolutional neural networks(CNN) can encode different-level information. High-layer features always
contain more semantic information, and low-layer features contain more detail information. In this paper, low-layer features are selected
for further use by a feature selector which is generated by high-level features.
an important role in context modulation. When observing a
horse in a big image, we will pay more attention to the area
that represents the detail of the horse. And in the human vi-
sual recognition system, high-level features play an impor-
tant role to generate an attention map for selectively com-
bining the low-layer features. But all these features combin-
ing methods [26, 11, 20] just combine the low-layer features
and high-level features directly, which is not in accordance
with the biological fact.
In this paper, we propose a general network architecture
to concatenate CNN features of different layers in a sim-
ple and effective way, called Selective Feature Connection
Mechanism (SFCM). Inspired by the human visual recog-
nition mechanism, low-level features are selectively linked
to high-level features with a feature selector which is gen-
erated by high-level features. Fig.2 shows an example of
low-layer features selected for further use by a feature selec-
tor which is generated by high-level features. We demon-
strate the effectiveness, superiority, and universal applica-
bility of this method on many challenging computer vision
tasks, such as image classification, scene text detection, and
image-to-image translation.
Our main contributions are as follows:
• We propose the SFCM, a general network architec-
ture to concatenate CNN features of different layers
in a simple and effective way. Different layers of
deep ConvNet can encode different-level information.
High-layer features always contain more semantic in-
formation, and low-layer features contain more detail
information. However, low-layer features suffer from
the background clutter and semantic ambiguity. The
SFCM can be used in many existing frameworks to
achieve better performance as it can combine high-
resolution maps with low-level features without harm
the semantic representation capacity of high-layer fea-
tures.
• We give two connection modes (direct connection and
residual connection) to implement our SFCM. Both
modes are effective and light weights. They add a
small number of parameters and computation for the
feature selector learning. They can be embedded into
any existing deep CNNs based methods and the feature
selector can be easily trained end-to-end with standard
backpropagation.
• The proposed SFCM was tested on many challenging
computer vision tasks, such as image classification,
scene text detection, and image-to-image translation.
Experimental results show that our SFCM can be used
in many existing frameworks to achieve better perfor-
mance.
2. Related Work
Network Architecture for improving NN performance.
There are many notable network architecture innovations
which have yielded competitive results. The Network in
Network[19] structure includes micro multi-layer percep-
trons into the filters of convolutional layers to extract more
complicated features. Spatial Transformer Networks [13] is
proposed to give neural networks the ability to actively spa-
tially transform feature maps. [6]introduce deformable con-
volution and deformable RoI pooling to enhance the trans-
formation modeling capability of CNNs. In [31], Deeply-
Fused Nets (DFNs) were proposed to improve information
flow by combining intermediate layers of different base net-
works.
Methods using multiple layers. A number of recent ap-
proaches improve detection and segmentation by using dif-
ferent layers in a ConvNet. The U-Net [26], which com-
bines the low-layer features and high-level features directly,
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Figure 3. Low-layer and high-layer features in CNN are combined
directly.
works with very few training images and yields more pre-
cise segmentation. FCN [23] sums partial scores for each
category over multiple scales to compute semantic segmen-
tation. HyperNet [16], ParseNet [22], and ION [1] concate-
nate features of multiple layers before computing predic-
tions, which is equivalent to summing transformed features.
SSD [21] and MS-CNN [2] predict objects at multiple lay-
ers of the feature hierarchy without combining features or
scores. The FPN(Feature Pyramid Network) [20] develops
a top-down architecture with lateral connections to build
high-level semantic feature maps at all scales. But all these
features combining methods just combine or use the low-
layer features and high-level features directly, they have not
considered the selectivity of high-level features to low-level
features when the low-layer features are combined to the
high-layer features.
Attention mechanism. Recently, attention mechanisms
have been widely applied in different areas [8, 33, 34].
Similar to human visual processing, attention-based models
tend to selectively focus on the meaningful object. Vaswani
et.al. [28] propose the self-attention method for machine
translation. A self-attention module computes the response
at a position in a sequence by attending to all positions
and taking their weighted average in an embedding space.
Based on the recent work of soft attention [3, 13], the Resid-
ual Attention Network [30] is composed of multiple at-
tention modules which generate attention-aware features.
The attention aware features from different modules change
adaptively as layers going deeper.
3. Method
3.1. Selective Feature Connection Mechanism
In the existing features concatenation methods, feature
maps obtained from different layers are combined directly.
As shown in Fig.3, the combined features:
O = [X,Y ] (1)
where X ∈ RH×W×C1 denotes the low-layer feature map.
C1 is the number of channels, W and H denote the width
and height. Y ∈ RH×W×C2 is the high-level features of a
ConvNet. O ∈ RH×W×(C1+C2) is the combined features.
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Figure 4. The proposed SFCM. ”⊗” denotes matrix multiplication,
”⊕” denotes element-wise sum. (a)Direct connection. (b)Residual
connection.
However, direct concatenation can not sufficiently apply
the complementary information of high-layer and low-layer
features. High-layer features can represent semantic infor-
mation of an image and low-layer features contain more de-
tail information. When directly combining the high-layer
and low-layer features, the background clutter and semantic
ambiguity may be caused due to the introduction of detailed
information.
Inspired by the attention mechanism and recent advances
in the deep neural network, we propose the SFCM. We as-
sign attention scores for each local position on the low-layer
feature map which indicates the importance of the low-layer
features. As shown in Fig.4, the attention scores M are
learned by C2 × 1× 1× 1 convolutional filters.
M =Wg ∗ Y (2)
where ”∗” denotes a convolution operation. Wg is the
learned weight matrices, which is implemented as 1 × 1
convolution.
In order to ensure the non-negative of the feature selec-
3
tor, we subsequently use the softmax normalization on M
to get feature selector S:
Si,j =
exp(Mi,j)∑W
i=1
∑H
j=1 exp(Mi,j)
(3)
In this equation, S ∈ RH×W×1, and Si,j is the score at
position (i, j).
The feature selector is learned to indicate the importance
of the low-layer features. Thus, more noteworthy features in
lower-layer can be screened out by multiplying the feature
selector with the low-layer features. We denote the value in
X corresponding to channel c and spatial location (i, j) as
Xi,j,c. Thus, the new lower-layer features Xs is given by
Xsi,j,c = Si,j ∗Xi,j,c (4)
Then the new lower-layer features are used to connect
with higher-layer features.
3.2. Adding SFCM To Deep ConvNets
We give two connection modes to add our method to a
deep ConvNets, direct connection and residual connection
[10, 32]. Fig.4 shows the building block that constructs
our SFCM. Direct connection: In the direct connection,
as shown in Fig.4 (a), Xs, given in Eq.(3), is concatenated
to the higher level features Y :
O = [Xs, Y ] (5)
Residual connection: As exemplify in Fig.4 (b), the se-
lective feature connection method can also be incorporated
into many existing architectures in the form of residuals.
We further multiplyXs by a scale parameterWx and add
back the lower-layer featuresX:
X ′ =Wx ∗Xs +X (6)
where Xs is given in Eq.(3) and ”+X” denotes a residual
connection.
The residual connection allows us to insert the Selective
Feature Connection block into any pre-trained model, with-
out breaking its initial behavior.In the residual connection,
X ′ is concatenated to the higher level features Y :
O = [X ′, Y ] (7)
3.3. Discussion
We discuss why the SFCM is efficient by visualizing
the feature layer of the network and the feature selector in
SFCM, and then we discuss what exactly learned of the fea-
ture selector and how the SFCM works on improving state-
of-art model performance. Fig.2 shows an example of low-
layer features selected for further use by a feature selec-
tor which is generated by high-level features. As shown in
Fig.2, the ”Feature selector” can learn to enhance the area
of foreground and suppress the area of background. With
the SFCM, most of the pixels in the low-level feature map
are suppressed, so it can achieve better performance as it
can combine high-resolution maps with low-level features
without harm the semantic representation capacity of high-
layer features and add more detail features of the foreground
to further increase the representation ability of features.
4. Experiments
We perform experiments on a variety of tasks, like im-
age classification, scene text detection, and image-to-image
translation, to explore the effectiveness and universality of
our SFCM. The output forms of these tasks, Label-Output
in classification, Coordinate-Regression in detection and
Image-Output in image-to-image translation, contain all
output types in computer vision tasks, so the experiments
can prove the generality of our method.
4.1. Image classification:
Datasets: The effect of SFCM in image classification
is tested on the CIFAR-10 and CIFAR-100 datasets [17].
CIFAR-10 (C10) and CIFAR-100 (C100) consist of images
in 10 classes and 100 classes respectively and all images
in the two CIFAR datasets are colored natural images with
3232 pixels. The training sets contain 50,000 images and
the test sets contain 10,000 images. In the training progress
we hold out 5,000 training images as a validation set. A
standard data augmentation scheme (mirroring/shifting)[10,
19] is used for these two datasets and we denote this data
augmentation scheme by a + mark at the end of the dataset
name (e.g., C10+).
Base Network: We adopt the DenseNet [11] as the base
model and change the dense block to include the SFCM.
Fig.5 (a) shows a dense block in DenseNet.A dense block
with SFCM is shown in Fig.5 (b). Our focus is on the behav-
iors of a deep network with SFCM, but not on pushing the
state-of-the-art results, so we intentionally use the simplest
architectures in the DenseNet (three dense blocks, k = 12,
depth = 40).
All the networks are trained end-to-end using stochastic
gradient descent(SGD) and batch size 64 for 300 epochs.
The initial learning rate is set to 0.1 and is divided by 10 at
50% and 75% of the total number of training epochs.
Result Discussion: Table4 evaluates the effect of SFCM
on DenseNet. When using the proposed SFCM in the first
dense block, the error rates of 6.28% with direct connec-
tion and 6.21% with residual connection are both lower than
that of 7.00% achieved by the DenseNet without SFCM
achieves on CIFAR-10 dataset. When using the proposed
SFCM in the first two dense blocks, the error rates of 6.10%
with direct connection and 6.21% with residual connection
are both lower than that of 7.00% achieved by the DenseNet
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Table 1. Error rates(%) on CIFAR datesets. ”+” indicates standard data augmentation (translation and/or mirroring).The ”Direct Connec-
tion” refers to use the proposed SFCM in the Direct Connection mode. The error rates of direct and residual connections on CIFAR-10 and
CIFAR-100 are both significantly lower than that of the DenseNet. Residual connection is more effective on existing architectures, as the
selective feature connection method does not change the existing architectures in the form of residuals.
Method Direct Connection Residual ConnectionC10 C10+ C100 C100+ C10 C10+ C100 C100+
DenseNet(baseline) 7.00 5.24 27.55 24.42 7.00 5.24 27.55 24.42
The first dense block with SFCM 6.28 4.26 25.72 22.17 6.21 4.21 24.94 23.26
The first two dense blocks with SFCM 6.10 4.02 24.37 20.79 5.93 3.94 23.76 20.51
All dense blocks with SFCM 5.92 3.81 22.96 19.31 5.62 3.73 22.18 19.27
Table 2. Results on ICDAR 2015 Challenge 4 Incidental Scene Text Localization task and COCO-Text. * This baseline is provided by the
published model by EAST.
Method ICDAR2015 COCO-TextRecall Precision F-score Recall Precision F-score
EAST-ResNet(baseline) 0.7722 0.8464 0.8076 0.3240 0.5039 0.3945
EAST with SFCM 0.7916 0.8687 0.8254 0.3928 0.5416 0.4554
without SFCM achieves on CIFAR-10 dataset. And the ex-
perimental results clearly show that:
• The accuracy is steadily improved when more layers
use the proposed SFCM. When changing all the three
dense blocks with the SFCM, the error drops to 5.62%
which is close to 20% lower than the baseline.
• Both the direct connection and residual connection sig-
nificantly improve the accuracy of classification. The
error rates of direct and residual connections on both
CIFAR-10 and CIFAR-100 are both significantly lower
than those of the DenseNet. This suggests that the
SFCM can improve the representation learning ability
of CNN models.
• Residual connection is more effective on existing ar-
chitectures, as the selective feature connection method
does not change the existing architectures in the form
of residuals.
4.2. Scene text detection
We further verify the effectiveness of our method in
scene text detection. Scene text detection is challenging due
to text may exist in natural images with arbitrary size and
orientation. The core of text detection is the design of fea-
tures to distinguish text from backgrounds. Merging feature
maps of different layers should be possible to improve the
performance of detecting text in various size.
Datasets: We use the ICDAR 2015 Incidental Text
datasets [14] and the COCO-Text [29] to test the effect of
SFCM on Scene text detection. The ICDAR 2015 Incidental
Text datasets issues from Challenge 4 of the ICDAR 2015
Dense Block
(a)
feature slector
feature slector
feature slector
feature slector
feature slector
(b)
Figure 5. The dense block for image classification. (a) A dense
block in DenseNet. (b) A dense block with SFCM (shown in or-
ange).
Robust Reading Competition. It includes 1000 training im-
ages and 500 testing images. These images are taken by
Google Glass in an incidental way. Therefore text in the
scene can be in arbitrary orientations, or suffer from motion
blur and low resolution. Each image may contain multi-
oriented text. Annotations are provided in terms of word
bounding boxes. COCO-Text is a large dataset which con-
tains 63686 images, where 43,686 of the images is used for
training, 10,000 for validation, and 10,000 for testing. It
is one of the challenges of ICDAR 2017 Robust Reading
Competition.
Base Network: We use the EAST [36] as the base
model and only change the feature-merging branch with
SFCM(Fig.6). We take the residual connection of the
SFCM because it is more effective on existing architectures.
5
Table 3. Segmentation accuracy for the Cityscapes labels↔photos
task. The cGAN with SFCM outperform the original cGAN [12].
Method Per-pixel acc. Per-class acc. Class IOU
cGAN (baseline) 0.66 0.23 0.17
cGAN with SFCM 0.71 0.24 0.17
Ground truth 0.80 0.26 0.21
Feature extractor stem 
(RestNet_v1_50)
pool2
pool3
pool4
pool5
concat
unpool, x2
1x1, 128
3x3, 128
feature slector
concat
unpool, x2
1x1, 64
3x3, 64
feature slector
concat
unpool, x2
1x1, 32
3x3, 32
feature slector
Feature-merging 
branch
3x3, 32
Figure 6. The feature-merging branch of the EAST is modified
with SFCM.
The network is trained end-to-end using ADAM [15] opti-
mizer. To speed up learning, we uniformly sample 512x512
crops from images to form a minibatch of size 14 on one
GPU. Learning rate of ADAM starts from 1e-3 and is de-
cayed to its 0.94 every 10000 minibatches. The network is
trained until performance stops improving.
Result Discussion: Table 4 evaluates the effect of SFCM
on EAST. When changing the feature-merging branch with
the SFCM, the EAST achieves an F-score of 0.8254 on IC-
DAR 2015 dataset and 0.4554 on COCO-Text dataset, and
both accuracy and recall rate have been greatly improved
on these two datasets. This is because the model with the
proposed connection mechanism reduces the misjudgment
of small targets and makes the detection of larger targets
more accurate, as shown in Fig.7. This further verifies that
our SFCM can concatenate the low-level features and high-
level features more effectively.
4.3. Image-to-image translation
Image-to-image translation is one of the image gener-
ation tasks aiming to translate an input image into a cor-
responding output image. A defining feature of image-
to-image translation problems is that they map a high-
(a)
(b)
Figure 7. Some results on images in ICDAR-15 dataset. (a)Result
of EAST-ResNet(baseline). (b)Result of EAST-ResNet with
SFCM.
resolution input grid to a high-resolution output grid. Com-
bining high-level semantic information with low-level detail
information effectively can significantly improve the perfor-
mance of the translation tasks. We use the pix2pix (cGAN)
[12] as the base model to test the effect of SFCM. This
model solves the image generation task that the input and
output differ in surface appearance, but both are renderings
of the same underlying structure. We test the method on
two tasks and datasets:
1. Semantic labels to photo, trained on the Cityscapes
dataset [4]
2. Architectural labels to photo, trained on CMP Facades
[27]
Quantitative evaluation of generative models is known to
be challenging. In this paper, we use the FCN-score [12] to
evaluate the performance of our SFCM. We adopt the popu-
lar FCN-8s [23] architecture for semantic segmentation, and
train it on the cityscapes dataset. We then score synthesized
photos by the classification accuracy against the labels these
photos were synthesized from.
Table 4.2 evaluates the effect of SFCM on cGAN. The
cGAN with SFCM outperforms the original cGAN.Some
results are shown in Fig.8. The resolution of the images
translated by the pix2pix is low and the image edges are il-
legible. With the SFCM, images translated by the pix2pix
show much higher quality especially in details. This sug-
gests that the SFCM has learned a more effective way to
combine high-level semantic information with low-level de-
tail information in the training of a neural network model.
5. Conclusion and Future Work
We have presented the SFCM, a general network archi-
tecture to concatenate CNN features of different layers, and
6
Input Ground truth pix2pix Pix2pix with SFCM
(a)
Input Ground truth pix2pix Pix2pix with SFCM
(b)
Figure 8. Some results on the image-to-image translation tasks.
The pix2pix model with the SFCM results in much higher quality
results, especially in details. (a) Example results on the Cityscapes
dataset. (b) Example results on CMP Facades.
given two connection modes, direct connection and residual
connection, to use this architecture. With our SFCM, low-
level features are selectively linked to high-level features
with an attention map which is generated by high-level fea-
tures. Experiments show that our method is effective and
generic on a variety of tasks, including image classification,
scene text detection, and image-to-image translation. Thus,
it provides a practical solution for research and applications
to use multi-layer CNN Features more effectively.
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