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a b s t r a c t
In this paper, a high-order exponential (HOE) scheme is developed for the solution of the
unsteady one-dimensional convection–diffusion equation. The present scheme uses the
fourth-order compact exponential difference formula for the spatial discretization and the
(2, 2) Padé approximation for the temporal discretization. The proposed scheme achieves
fourth-order accuracy in temporal and spatial variables and is unconditionally stable.
Numerical experiments are carried out to demonstrate its accuracy and to compare it with
analytic solutions and numerical results established by othermethods in the literature. The
results show that the present scheme gives highly accurate solutions for all test examples
and can get excellent solutions for convection dominated problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this article, we mainly consider the following unsteady 1D convection–diffusion equation:
∂u
∂t
+ p∂u
∂x
= a∂
2u
∂x2
, (x, t) ∈ (0, l)× (0, T ] (1)
with initial condition
u(x, 0) = ϕ(x), x ∈ [0, l] (2)
and Dirichlet boundary condition
u(0, t) = g1, u(l, t) = g2, t ∈ (0, T ] (3)
where (0, T ] is the time interval, ϕ is given sufficiently smooth functions, and u(x, t) represent a scalar variable which is
convected in the x-directionwith constant velocity and is spreadwith constant diffusivity a > 0, and g1 and g2 are constants.
The convection–diffusion equation (1) is one of the most important models of mathematical physics, which describes
convection–diffusion of quantities such as mass, heat, energy, vorticity, etc. [1]. This equation has been applied in various
physical situations, such as water transfer in soils [2], thermal pollution in river system [3], flow in porous media [4], heat
transfer in a draining film [5], leaching of salts in soil [6], the dispersion of dissolvedmaterial in estuaries and coastal seas [7],
contaminant dispersion in shallow lakes [8], dispersion of dissolved salts in groundwater [9] and adsorption of chemicals
into beds [10] and so on. Eq. (1), only at a special initial value condition, has an analytical solution, the general situation
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can only be numerically solved. Consequently, stable, accurate and effective numerical methods of the convection–diffusion
equation (1) are of vital importance.
The main aim of this work is to introduce a high-order exponential method for solving Eq. (1). A great deal of effort
was devoted to the development of finite difference (FD) methods [11–17] for the numerical approximation of Eq. (1). To
achieve higher spatial accuracy and utilize smaller stencil, there has been a renewed interest in the application of compact
finite differencemethods for the numerical solution of the unsteady convection–diffusion equations [11,12,15,17–20]. Based
on the fourth-order Padé-type schemes for first- and second-order spatial derivatives, Hirsh [11] developed a three-point,
fourth-order compact finite differencemethod for the one-dimensional problems. Since the dependent variable and its first-
and second-order spatial derivatives were considered as unknowns, the one-dimensional convection–diffusion problem
would require a 3N × 3N matrix to solve, where N is the total number of grid points. In [12], Ciment et al. proposed a three-
point, fourth-order operator compact implicit (OCI) scheme for the 1Dparabolic problem. It is shown that theOCI schemehas
formal cell Reynolds number limitations. Rigal [14] developed a general class three-point spatially order 4 and temporally
order 2 compact finite difference schemes, which include several schemes independently proposed by different authors.
Using theweightedmodified equation technique, a third-order semi-implicit finite differencemethodwas presented in [13].
This scheme, although is very accurate and computationally fast, is conditionally stable. Spotz and Carey [21] extended
their previous approaches [15] to the 1D unsteady convection–diffusion equations with variable coefficients. This method is
also conditionally stable. For the 2D and 3D unsteady convection–diffusion problems, the high-order compact ADI methods
were developed by some researchers [18–20]. In most of the cases, the accuracy of the difference schemes constructed by
using the above methods is second order in time and fourth order in space. Very recently, Ding and Zhang [17], using the
technique outlined in [18], developed a new O(h4x+∆t4) difference scheme for solving convection–diffusion problems. This
scheme use a semi-discrete and a Padé approximation method for temporal variable and a polynomial compact difference
discretization introduced in [18] for spatial variable, and is unconditionally stable. However, as shown in [20,22], the fourth-
order compact formula for spatial variable used in [17] is lower-resolution scheme, therefore, it is not suitable to solve the
convection dominated problems.
In this work, we propose a high-order exponential (HOE) scheme for the unsteady convection–diffusion equation (1).
The Padé (2, 2) approximation and the high-order compact exponential difference formula [20] are used to achieve high-
order accuracy in the time and space components, respectively. The present HOE scheme is spatial and temporal fourth-
order accurate and is unconditionally stable. The HOE scheme, which can get excellent solutions for convection dominated
problems, is numerically more efficient than the existing one [17].
This article is organized as follows. In the next section, we outline the HOE scheme. The stability of the proposed HOE
scheme is analyzed in Section 3. We present some numerical results and comparisons in Section 4. Concluding remarks are
included in Section 5.
2. Development of fourth-order exponential scheme
For a difference solution of the above initial boundary value problem (1)–(3), we divide the domain [0, 1] × [0, T ] into
an N ×M mesh, with hx = l/N and∆t = T/M , respectively. xi = ihx, for i = 0, 1, 2, . . . ,N is the ith node. In the temporal
dimension, the uniform step size ∆t is used, thus tn = n∆t is the time level for nth step. The quantity u(xi, tn) represents
the exact solution at (xi, tn)while uni represents the numerical solution at (xi, tn).
We start from the elementary, steady, 1D convection–diffusion equation
− auxx + pux = f (4)
where a is the positive constant conductivity, p is the constant convective velocity and f is a sufficiently smooth function
of x. To formulate high-order compact schemes, we first consider the following two-point boundary value problem in the
subdomain [xi−1, xi+1] (i = 1, 2, . . . ,N − 1):−auxx + pux = f , xi−1 < x < xi+1
u(xi−1) = ui−1, u(xi+1) = ui+1. (5)
By virtue of the Green function method [23], we obtain the solution of problem (9)
u(x) = ϕ1(x)ui−1 + ϕ2(x)ui+1 +
∫ xi+1
xi−1
G(x, η)f (η)dη (6)
where the functions ϕ1(x) and ϕ2(x) are the solutions of the following problems, respectively−aϕxx + pϕx = 0, xi−1 < x < xi+1
ϕ(xi−1) = 1, ϕ(xi+1) = 0 (7)
and −aϕxx + pϕx = 0, xi−1 < x < xi+1
ϕ(xi−1) = 0, ϕ(xi+1) = 1 (8)
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which can be explicitly expressed as
ϕ1(x) = 1− e
p
a (x−xi+1)
1− e− 2pa hx
, ϕ2(x) = e
p
a (x−xi−1) − 1
e
2p
a hx − 1
(9)
and G(x, η) is the Green function of the following problem−auxx + pux = 0, xi−1 < x < xi+1
u(xi−1) = 0, u(xi+1) = 0 (10)
which can be expressed as [24]
G(x, η) = 1
W (η)

ϕ1(x)ϕ2(η), xi−1 ≤ η < x
ϕ1(η)ϕ2(x), x ≤ η ≤ xi+1 (11)
in which,
W (η) = e
1
a
 η
xi−1 pdτ xi+1
xi−1 e
1
a
 η
xi−1 pdτdη
= p
a
e
p
a (η−xi)
e
p
a hx − e− pa hx . (12)
From (6) we can obtain the solution of problem (9)
u(xi) = ϕ1(x)ui−1 + ϕ2(x)ui+1 +
∫ xi+1
xi−1
G(xi, η)f (η)dη. (13)
By parabolic interpolation method, the source term f (x)may be expressed as
f (x) = fi + (x− xi)δxfi + (x− xi)
2
2! δ
2
x fi +
(x− xi)3
3! fxxx(ξi), ξi ∈ (xi−1, xi+1) (14)
where
δxfi = f (xi+1)− f (xi−1)2hx , δ
2
x fi =
f (xi+1)− 2f (xi)+ f (xi−1)
h2x
(15)
for x ∈ (xi−1, xi+1), i = 1, 2, . . . ,N − 1. Substituting (15) into (13), combining (11) and rearranging it, we have
− αδ2xui + pδxui = fi + α1δxfi + α2δ2x fi + O(h4x) (16)
where δx and δ2x defined by
δxui = ui+1 − ui−12hx , δ
2
xui =
ui+1 − 2ui + ui−1
h2x
(17)
are the standard second-order central difference operators, and
α = phx
2
coth

phx
2a

, α1 = a− αp , α2 =
a(a− α)
p2
+ h
2
x
6
. (18)
Omitting the truncation error, we obtain the following three-point fourth-order compact finite difference formulation for
Eq. (4):
− αδ2xui + pδxui = fi + α1δxfi + α2δ2x fi. (19)
When p = 0, Eq. (9) reduces to
− auxx = f . (20)
Using the fourth-order Padé approximations for the second-order derivative, we get
uxxi = δ
2
x
1+ h2x12δ2x
ui + O(h4x). (21)
Substituting (20) into (21) and omitting the truncation error, a three-point fourth-order compact finite difference
formulation for Eq. (20) is obtained by
− aδ2xui =

1+ h
2
x
12
δ2x

fi. (22)
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Combining Eqs. (22), (19) and (18), the generalized three-point fourth-order compact finite difference formulation for
Eq. (4) can be given by
(−αδ2x + pδx)ui = (1+ α1δx + α2δ2x )fi (23)
where
α =

phx
2
coth

phx
2a

, p ≠ 0
a, p = 0,
α1 =
a− α
p
, p ≠ 0
0, p = 0,
α2 =

a(a− α)
p2
+ h
2
x
6
, p ≠ 0
h2x
12
, p = 0.
(24)
In [25,20], the same fourth-order compact scheme for Eq. (4) was also derived by using different techniques (we refer the
reader to [25,20] for the detailed description).
Clearly, Eq. (23) gives rise to a diagonally dominant tri-diagonal system of equations, and can be formulated symbolically
as
(1+ α1δx + α2δ2x )−1(−αδ2x + pδx)ui = fi. (25)
Here the operator (1+ α1δx + α2δ2x )−1 has symbolic meaning only. Replacing f in (25) by−∂u/∂t leads to
(1+ α1δx + α2δ2x )−1(−αδ2x + pδx)uni = −

∂u
∂t
n
i
. (26)
This is a semi-discrete fourth-order exponential approximation for the unsteady 1D convection–diffusion problem (1). Using
(17), Eq. (26) is rewritten as follows
α2
h2x
− α1
2hx

∂u
∂t
n
i−1
+

1− 2α2
h2x

∂u
∂t
n
i
+

α2
h2x
+ α1
2hx

∂u
∂t
n
i+1
=

α
h2x
+ p
2hx

uni−1 −
2α
h2x
uni +

α
h2x
− p
2hx

uni+1. (27)
Consider the time level t = n∆t and apply (27) with (3) when necessary, to the N grid points at this values of t . This
leads to the system of first-order ordinary differential equations given byA
dU(t)
dt
= BU(t)+ g
U(0) = ϕ0
(28)
where U(t) = [u1(t), u2(t), . . . , uN−2(t), uN−1(t)]T , ϕ0 = [ϕ1, ϕ2, . . . , ϕN−2, ϕN−1]T and g = [( αh2x +
p
2hx
)g1, 0, . . . , 0,
( α
h2x
− p2hx )g2]T . In (28) the matrix A and B of order N − 1 are given by
A =

1− 2α2
h2x
α2
h2x
+ α1
2hx
0 . . . 0 0
α2
h2x
− α1
2hx
1− 2α2
h2x
α2
h2x
+ α1
2hx
0 . . . 0
0
α2
h2x
− α1
2hx
1− 2α2
h2x
α2
h2x
+ α1
2hx
0 . . .
...
. . .
. . .
. . .
...
· · · 0 α2
h2x
− α1
2hx
1− 2α2
h2x
α2
h2x
+ α1
2hx
0
0 · · · 0 α2
h2x
− α1
2hx
1− 2α2
h2x
α2
h2x
+ α1
2hx
0 0 · · · 0 α2
h2x
− α1
2hx
1− 2α2
h2x

Z.F. Tian, P.X. Yu / Journal of Computational and Applied Mathematics 235 (2011) 2477–2491 2481
and
B =

−2α
h2x
α
h2x
− p
2hx
0 . . . 0 0
α
h2x
+ p
2hx
−2α
h2x
α
h2x
− p
2hx
0 . . . 0
0
α
h2x
+ p
2hx
−2α
h2x
α
h2x
− p
2hx
0 . . .
...
. . .
. . .
. . .
...
· · · 0 α
h2x
+ p
2hx
−2α
h2x
α
h2x
− p
2hx
0
0 · · · 0 α
h2x
+ p
2hx
−2α
h2x
α
h2x
− p
2hx
0 0 · · · 0 α
h2x
+ p
2hx
−2α
h2x

.
According to a result stated in [20] (see Lemma 3 in the Appendix), we have the following results:1− 2α2h2x
 > α2h2x − α12hx
+ α2h2x + α12hx
 . (29)
This shows that the matrix A is strictly diagonally dominant. From Lemma 5 in the Appendix, we know A is nonsingular. So,
Eq. (28) can be rewritten as
dU(t)
dt
= A−1BU(t)+ A−1g
U(0) = ϕ0.
(30)
In addition, from Lemma4 in the Appendix, we find that thematrixB is also strictly diagonally dominant. This shows thatB is
nonsingular (see Lemma 5 in the Appendix). Therefore, the exact solution of the systemof ordinary differential equation (29)
can be easily obtained as follows:
U(t) = −B−1g+ exp(tA−1B)(U(0)+ B−1g) (31)
which satisfies the recurrence relation
U(tn +∆t) = −B−1g+ exp(∆tA−1B)(U(tn)+ B−1g)
= (exp(∆tA−1B)− I)B−1g+ exp(∆tA−1B)U(tn). (32)
Replacing, now, the exponential term exp(∆tA−1B) by using (2, 2) Padé approximants
exp(∆tA−1B) =
[
I− 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]−1 [
I+ 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]
(33)
where I is an identity matrix of order N − 1, leads to
U(tn +∆t) =
[
I− 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]−1 [
I+ 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]
− I

B−1g
+
[
I− 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]−1 [
I+ 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]
U(tn) (34)
and writing Un = U(tn), gets
Un+1 =
[
I− 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]−1 [
I+ 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]
− I

B−1g
+
[
I− 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]−1 [
I+ 1
2
∆tA−1B+ 1
12
(∆tA−1B)2
]
Un. (35)
This is a high-order exponential scheme for solving the unsteady 1D convection–diffusion equation (1) with the boundary
conditions (3). It is easily find that the truncation error of the difference scheme (35) is O(∆t4 + h4x), namely, fourth-order
accuracy in both temporal and spatial variables.
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3. Stability analysis
Proposition 1. Assume that λ is an eigenvalue of matrix A−1B, and x⃗, a vector in RN−1, is a corresponding eigenvector. Then λ is
real and satisfies
λ ≤ 0. (36)
Proof. λ and x⃗ are an eigenvalue and a corresponding eigenvector of matrix A−1B, therefore they satisfy the following
conditions:
A−1Bx⃗ = λx⃗ (37)
or
λx⃗TAx⃗ = x⃗TBx⃗. (38)
Since
x⃗TBx⃗ = −2α
h2x
(x21 + x22 + · · · + x2N−1 − x1x2 − x2x3 + · · · − xN−2xN−1)
= − α
h2x
(x21 + x2N−1 + (x1 − x2)2 + (x2 − x3)2 + · · · + (xN−2 − xN−1)2)
where x⃗ = (x1, x2, . . . , xN−2, xN−1)T . Given that y coth(y) ≥ 0 for all real y and a > 0, we have
α = phx
2
coth

phx
2a

= aphx
2a
coth

phx
2a

≥ 0
and hence
x⃗TBx⃗ ≤ 0
and
x⃗TAx⃗ =

1− 2α2
h2x

(x21 + x22 + · · · + x2N−1)+
2α2
h2x
(x1x2 + x2x3 + · · · + xN−2xN−1)
=
[
2
3
− 2a(a− α)
p2h2x
]
(x21 + · · · + x2N−1)+
[
1
3
+ 2a(a− α)
p2h2x
]
(x1x2 + · · · + xN−2xN−1)
= 1
2
(x21 + x2N−1)+
1
3
(x22 + · · · + x2N−2)+
1
6
((x1 + x2)2 + · · · + (xN−2 + xN−1)2)
− a(a− α)
p2h2x
(x21 + x2N−1 + (x1 + x2)2 + (x2 + x3)2 + · · · + (xN−2 + xN−1)2).
Since 1− y coth(y) ≤ 0 for all real y and a > 0 (see, Lemma 1 in Appendix), we find that a− α = a[1− phx2a coth( phx2a )] < 0
and hence
x⃗TAx⃗ > 0
the above two results indicate that λ is real and λ ≤ 0. 
Theorem 1. The difference scheme (35), is unconditionally stable.
Proof. Let λi (i = 1, 2, . . . ,N − 1) be eigenvalues of matrix A−1B, then
1+ 12∆tλi + 112 (∆tλi)2
1− 12∆tλi + 112 (∆tλi)2
are eigenvalues ofmatrix [I− 12∆tA−1B+ 112 (∆tA−1B)2]−1[I+ 12∆tA−1B+ 112 (∆tA−1B)2]. Since λi ≤ 0 (i = 1, 2, . . . ,N−1)
(see Proposition 1), we easily find that
1+ 12∆tλi + 112 (∆tλi)2
1− 12∆tλi + 112 (∆tλi)2
≤ 1
and hence
ρ(H) = max
i

1+ 12∆tλi + 112 (∆tλi)2
1− 12∆tλi + 112 (∆tλi)2

≤ 1
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Table 1
Spatial L2-error and convergence rate for solving Problem 1 with∆t = 0.05 at T = 20.
h Crank–Nicolson Ding and Zhang [17] Present
L2-error Rate L2-error Rate L2-error Rate
0.040 2.01× 10−4 – 7.29× 10−7 – 5.72× 10−7 –
0.020 4.90× 10−5 2.039 4.63× 10−8 3.977 3.57× 10−8 4.002
0.010 1.09× 10−5 2.173 2.90× 10−9 3.997 2.24× 10−9 3.990
0.005 2.25× 10−6 2.271 1.69× 10−10 4.100 1.52× 10−10 3.889
Table 2
Temporal L2-error and convergence rate for solving Problem 1 with h = 0.01 at T = 20.
∆t Crank–Nicolson Ding and Zhang [17] Present
L2-error Rate L2-error Rate L2-error rate
4.0 1.32× 10−2 – 6.85× 10−4 – 6.85× 10−4 –
2.0 4.32× 10−3 1.608 3.88× 10−5 4.142 3.88× 10−5 4.142
1.0 1.13× 10−3 1.931 2.37× 10−6 4.034 2.37× 10−6 4.031
0.5 2.80× 10−4 2.016 1.45× 10−7 4.033 1.49× 10−7 3.993
Table 3
L2-error and convergence rate for solving Problem 1 at T = 20.
∆t/h Crank–Nicolson Ding and Zhang [17] Present
L2-error Rate L2-error Rate L2-error Rate
2.00/0.040 4.26× 10−3 – 3.76× 10−5 – 3.87× 10−5 –
1.00/0.020 1.10× 10−3 1.950 2.32× 10−6 4.019 2.39× 10−6 4.018
0.50/0.010 2.80× 10−4 1.978 1.45× 10−7 4.001 1.49× 10−7 4.001
0.25/0.005 7.04× 10−5 1.993 9.06× 10−9 3.998 9.33× 10−9 3.998
where H = [I− 12∆tA−1B+ 112 (∆tA−1B)2]−1[I+ 12∆tA−1B+ 112 (∆tA−1B)2] and ρ(H) represents the spectral radius of H.
This indicates that the new proposed scheme (35) is unconditionally stable. 
4. Numerical experiments
In this section, four test problems for which the exact solutions are known are used to illustrate the validity and
effectiveness of the present HOE method developed for solving the unsteady convection–diffusion equation. The present
O(∆t4 + h4x) method described in Section 3 is compared to the implicit O(∆t2 + h2x) Crank–Nicolson methods and the
O(∆t4 + h4x)methods proposed in [17]. All numerical computations are run on a SΛMSUNG R23plus machine with 2 GB of
memory using double precision arithmetic.
4.1. Problem 1
Consider the following convection–diffusion equation in the unit interval 0 ≤ x ≤ 1 [26]:
∂u
∂t
+ 0.1∂u
∂x
= 0.01 ∂u
∂x2
, t > 0. (39)
The analytical solution to this equation is given, as in [26], by
u(x, y, t) = e5x−t(0.01π2+0.25) sinπx. (40)
The initial and boundary conditions are directly obtained from this analytical solution.
The L2-norm errors and the convergence rate obtained using the present HOE, the Ding [17] and the Crank–Nicolson
methods with different mesh sizes are listed in Tables 1–3. Note that the approximation solutions from the HOE and the
Ding [17] methods are more accurate than those from the Crank–Nicolson method.
Table 1 shows the spatial L2-norm errors and the convergence rate at T = 20, in which we choose ∆t = 0.05 and
different values of hx for the verifications of fourth-order accuracy in space. The rate of convergence is estimated by using
the log2(err1/err2), where err1 and err2 are L2-norm errors with the grid sizes hx and hx/2, respectively. These values are
approximately 4 for the present HOE method and the Ding [17] method. Table 2 depicts, at h = 0.01 and T = 20, the
temporal L2-norm errors and the convergence rate with various time steps for different methods. The rate of convergence is
estimated byusing the log2(err1/err2), where err1 and err2 are L2-normerrorswith the grid sizes∆t and∆t/2, respectively.
The results from Table 2 show that the present HOE and the Ding methods achieve the expected, fourth-order accuracy in
time.
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Table 4
Comparison with L2 and L∞-error for solving Problem 2 with h = 0.01 and∆t = 0.0001 at T = 0.006 using Pe = 10.
λ Crank–Nicolson Ding and Zhang [17] Present
L2-error L∞-error L2-error L∞-error L2-error L∞-error
0.2 0.0365 0.1303 0.0093 0.0358 0.0063 0.0243
0.4 0.0325 0.1250 0.0067 0.0240 0.0044 0.0147
0.6 0.0313 0.1127 0.0048 0.0171 0.0030 0.0102
1.0 0.0415 0.1271 0.0037 0.0119 0.0021 0.0069
To confirm that the method has an overall fourth-order convergence rate, we initially set h = 0.04 and ∆t = 2.0, then
reduced them both by a factor of 2 each time. The results from Table 3 indicate that the present HOE and the Ding methods
are fourth-order accurate in both the temporal and spatial dimensions.
4.2. Problem 2
Consider the following convection–diffusion equation with a sharp front gradient:
∂u
∂t
+ p∂u
∂x
= a∂
2u
∂x2
, 0 < x < 1, t > 0
u(x, 0) =

1, 0.0905 ≤ x ≤ 0.205
0, otherwise
u(0, t) = u(1, t) = 0, t > 0.
(41)
The analytical solution to this equation is given by
u(x, t) = 1
2
[
erf

0.205− x+ pt
2
√
at

+ erf
−0.0905+ x− pt
2
√
at
]
(42)
where erf(x) = 2√
π
 x
0 e
−η2dη is the error function.
In the present study, two cell Reynolds numbers (Pe = phx/a = λ/s) 10 and 100, in which the Courant number λ = p∆thx
and the diffusion parameter s = a∆t
h2x
, are considered. Four cases for λ = 0.2, 0.4, 0.6 and 1.0 are carried out.
Table 4 gives the L2-norm and L∞ errors using Pe = 10 for the numerical solution of Problem 2 using the present HOE, the
Ding [17] and the Crank–Nicolsonmethods with∆t = 0.0001 and hx = 0.01 at T = 0.006. It is observed that the numerical
solutions of the newmethod are seen to be in good agreementwith the exact ones. In order to show how good the numerical
predictions of the problem for Pe = 100 exhibit the correct physical behavior of the problem we give the graphs in Figs. 1
and 2, which show the numerical solutions at space grid sizes hx = 1/100 and 1/200, respectively. Notice from Fig. 2 that
the present HOE method can simulate well the profiles of the convection dominant problems, while the Ding method and
the Crank–Nicolson method show nonphysical oscillation phenomenon. The L2-norm and L∞ errors at Pe = 100 for the
numerical solution of Problem 2 using the present HOE, the Ding [17] and the Crank–Nicolson method with ∆t = 0.0001
and hx = 0.01 at T = 0.006 are listed in Table 5.
4.3. Problem 3
Consider the following convection–diffusion equation:
∂u
∂t
+ ∂u
∂x
= 1
Re
∂2u
∂x2
, 0 < x < 1, t > 0
u(x, 0) = 0, 0 < x < 1
u(0, t) = 0, u(1, t) = 1, t > 0.
(43)
The analytical solution to this equation can be obtained by using the method of separation of variables
u(x, t) = e
Rex − 1
eRe − 1 +
∞−
m=1
(−1)mmπ
(mπ)2 + Re24
e
Re(x−1)
2 sin(mπx)e−[
(mπ)2
Re + Re4 ]t . (44)
This problem, which is used as a test one in [27], has steep boundary layers near x = 1.
In Table 6, the numerical solutions of the present HOE, the Ding [17] and the Crank–Nicolsonmethods are comparedwith
the exact solution. The results show that the numerical solutions of the present HOE and the Ding [17] methods are seen to
be in agreement with the exact ones when Re tends to smaller values.
Solution evolutions are shown in Figs. 3 and 4 with different space grid sizes hx = 1/10 and 1/40. Notice that results
computed by the present HOEmethod are in full agreement with exact results for all Re andwithout nonphysical oscillation.
For Re = 100, numerical solutions of the Crank–Nicolson method show nonphysical oscillation and the results computed
by the Ding method [17] is not accurate on coarse mesh. For the large value of Re = 10,000, the Ding method, owing to
overdiffusion, gives inaccurate solutions for convection dominated problems.
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a b
c d
Fig. 1. Comparison of the different numerical solutions for solving Problem 2 at time T = 0.006 with h = 0.01 and ∆t = 0.0001 using Pe = 100: (a)
λ = 0.2, (b) λ = 0.4, (c) λ = 0.6 and (d) λ = 1.0.
Table 5
Comparison with L2 and L∞-error for solving Problem 2 with h = 0.01 and∆t = 0.0001 at T = 0.006 using Pe = 100.
λ Crank–Nicolson Ding and Zhang [17] Present
L2-error L∞-error L2-error L∞-error L2-error L∞-error
0.2 0.0984 0.4037 0.0721 0.3430 0.0420 0.2039
0.4 0.1219 0.5044 0.0720 0.3161 0.0376 0.1477
0.6 0.1138 0.3950 0.0792 0.3340 0.0362 0.1391
1.0 0.1122 0.4097 0.0742 0.2926 0.0345 0.1338
4.4. Problem 4
Consider the following Burgers’ equation
∂u
∂t
+ u∂u
∂x
= 1
Re
∂2u
∂x2
, 0 < x < 1, t > 0
u(x, 0) = sinπx, 0 ≤ x ≤ 1
u(0, t) = u(1, t) = 0, t > 0
(45)
which is one of the fewwell-known nonlinear partial differential equations. The analytical solution to this equation is given
in [28]
u(x, t) = 4π
Re
∞∑
n=1
exp

−n2π2t
Re

In
 Re
2π

n sin nπx
I0
 Re
2π
+ 2 ∞∑
n=1
exp

−n2π2t
Re

In
 Re
2π

cos nπx
(46)
where In (n = 0, 1, 2, . . .) are the modified Bessel functions. This problem gives the decay of sinusoidal disturbance.
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a b
c d
Fig. 2. Comparison of the different numerical solutions for solving Problem 2 at time T = 0.006 with h = 0.005 and ∆t = 0.0001 using Pe = 100:
(a) λ = 0.2, (b) λ = 0.4, (c) λ = 0.6 and (d) λ = 1.0.
Table 6
Comparison of the solution for solving Problem 3 with h = 0.01 and∆t = 0.01 at T = 1.0 using Re = 1.
x Crank–Nicolson Ding Present Exact
0.1 0.061175 0.061202 0.061202 0.061205
0.2 0.128789 0.128841 0.128841 0.128846
0.3 0.203522 0.203596 0.203596 0.203603
0.4 0.286123 0.286213 0.286213 0.286222
0.5 0.377422 0.377521 0.377521 0.377531
0.6 0.478332 0.478435 0.478435 0.478444
0.7 0.589867 0.589963 0.589963 0.589972
0.8 0.713145 0.713223 0.713223 0.713230
0.9 0.849401 0.849448 0.849448 0.849451
Because of the nonlinear convection term u dudx , the Burgers’ equation (45) cannot, in general, be solved directly. To resolve
this issue, we may treat part of the nonlinear convection term explicitly, resulting in the following linear Burgers’ equation
with constant convection coefficient:
∂u
∂t
+ un ∂u
∂x
= 1
Re
∂2u
∂x2
, 0 < x < 1, tn ≤ t ≤ tn+1
u(x, 0) = sinπx, 0 ≤ x ≤ 1
u(0, t) = u(1, t) = 0, tn ≤ t ≤ tn+1.
(47)
This is the convection–diffusion type equation, which can be solved numerically by using scheme (35) proposed in Section 2.
Computations, using the present HOEmethod, are carried out for different Re (varying from 100 to 107) on uniform grids
of sizes h = 0.02 with time step∆t = 0.05.
In Table 7, the L2- and L∞-norm errors at four different times for Re = 100 are tabulated and compared with the results
obtained using the Ding [17] methods. Fig. 5 shows the numerical solutions at different times for Re = 103 and 105. It is
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a b
Fig. 3. Comparison of the different numerical solutions for solving Problem 2 at time T = 1.0 with∆t = 0.01: (a) h = 0.1 and Re = 100, (b) h = 0.025
and Re = 100.
a b
Fig. 4. Comparison of the different numerical solutions for solving Problem 2 at time T = 1.0 with ∆t = 0.01: (a) h = 0.1 and Re = 10,000 and
(b) h = 0.025 and Re = 10,000.
Table 7
L2 and L∞-errors between the exact solution and the numerical solution for Problem 4 with h = 0.02 and∆t = 0.05 at Re = 100.
T Ding Present
L2-error L∞-error L2-error L∞-error
0.2 0.01466 0.03945 0.01461 0.03937
0.6 0.01378 0.02199 0.01393 0.02204
1.0 0.01058 0.02276 0.01060 0.02394
2.0 0.00508 0.00835 0.00507 0.00833
observed that the present HOE method exhibits the correct physical behavior, while the Ding method gives the incorrect
ones. To show how good the numerical predictions of the problem for very large Re exhibit the correct physical behavior
of the problem, Fig. 6 shows the numerical solutions at different times for Re = 105 and Re = 107. It is observed from the
figure that numerical results, using the present HOE method, demonstrate the development of a sharp front near x = 1 at
about 0.6 units of time and afterwards the amplitude of the sharp front starts to decay.
5. Conclusions
In the present work, a high-order exponential (HOE)method for solving unsteady one-dimensional convection–diffusion
equation has been established. The method is unconditionally stable and of fourth-order accuracy in space and in time.
To demonstrate its high accuracy and efficiency and to show its superiority over the Crank–Nicolson method and the
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a b
c d
Fig. 5. Comparison of the different numerical solutions for solving Problem 4 with h = 0.02 and∆t = 0.05: (a) the Ding scheme and (b) present scheme
at Re = 1000 and (c) the Ding scheme and (d) present scheme at Re = 10,000.
a b
Fig. 6. The numerical solutions for solving Problem 4 with h = 0.02 and∆t = 0.05 at (a) Re = 105 and (b) Re = 107 .
O(h4x + ∆t4) method proposed in [17], four numerical experiments have been performed. The computational results has
shown that the present HOEmethod successfully combines accuracy and efficiency and requires significantly fewer number
of grid nodes to accurately resolve solution gradients for the convection dominated problem.
Finally, it isworth pointing out that the extension of the present scheme for the 1D case to a 2Dor 3D convection–diffusion
problem is realizable. One effective way is to use the locally one-dimensional (LOD) method suggested in [29,30] which
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reduce multidimensional problems to a sequence of one-dimensional problems. For example, using the LOD method, we
first separate the following 2D convection–diffusion equation
∂u
∂t
+ p∂u
∂x
+ q∂u
∂y
= a∂
2u
∂x2
+ b∂
2u
∂y2
(48)
into the following two one-dimensional equations:
1
2
∂u
∂t
+ p∂u
∂x
= a∂
2u
∂x2
(49)
1
2
∂u
∂t
+ q∂u
∂y
= b∂
2u
∂y2
. (50)
Then, we apply the proposed HOE scheme for 1D case to the above two equations and obtain a newHOE scheme for 2D case.
In advancing a calculation from tn to tn+1, it is assumed that Eq. (49) holds from tn to tn+1/2, and Eq. (50) holds from tn+1/2
to tn+1. We will discuss the details of this scheme in a separate paper in the near future.
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Appendix
For review purpose, a few results obtained in [20] are listed.
Lemma 1 ([20]). 1− y coth y ≤ 0, y ∈ (−∞,+∞).
Lemma 2 ([20]). (i)−1 < 1−y coth yy < 0, y ∈ (0,+∞); (ii) 0 < 1−y coth yy < 1, y ∈ (−∞, 0).
Lemma 3 ([20]). Assume that α, α1 and α2 are given by (24), then1− 2α2h2x
 > α2h2x − α12hx
+ α2h2x + α12hx
 . (A.1)
Proof. First, note that when p = 0,
α = a, α1 = 0, α2 = h
2
x
12
(A.2)
thus, we have
1− 2α2
h2x
= 5
6
,
α2
h2x
− α1
2hx
= 1
12
,
α2
h2x
+ α1
2hx
= 1
12
. (A.3)
Obviously, from the above results, gives1− 2α2h2x
 > α2h2x − α12hx
+ α2h2x + α12hx
 . (A.4)
Notice also that when p ≠ 0,
1− 2α2
h2x
= 1− 2
h2x

a(a− α)
p2
+ h
2
x
6

= 2
3
− 1− y coth y
2y2
(A.5)
α2
h2x
+ α1
2hx
= 1
h2x

a(a− α)
p2
+ h
2
x
6

+ a− α
2phx
= 1− y coth y
4y2
+ 1
6
+ 1− y coth y
4y
(A.6)
α2
h2x
− α1
2hx
= 1
h2x

a(a− α)
p2
+ h
2
x
6

− a− α
2phx
= 1− y coth y
4y2
+ 1
6
− 1− y coth y
4y
(A.7)
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where y = phx/a. Since 1− y coth y < 0 (referring Lemma 1) for all non-zero real y, we have
1− y coth x
y2
< 0. (A.8)
Referring Lemma 2, we see that−1 < 1−y coth yy < 0 if y > 0 and 0 < 1−y coth yy < 1 if y < 0 hold. When y > 0,
16 + 1− y coth y4y
 =

1
6
+ 1− y coth y
4y
, −4
6
<
1− y coth y
y
< 0,
y coth y− 1
4y
− 1
6
, −1 < 1− y coth y
y
≤ −4
6
,
(A.9)
16 − 1− y coth y4y
 = 16 − 1− y coth y4y . (A.10)
Adding (A.9) and (A.10), we obtain
16 + 1− y coth y4y
+ 16 − 1− y coth y4y
 =

1
3
, −4
6
<
1− y coth y
y
< 0
y coth y− 1
2y
, −1 < 1− y coth y
y
≤ −4
6
.
(A.11)
By (A.11) and since−1 < 1−y coth yy ≤ 0 in y for y > 0, we find at once16 + 1− y coth y4y
+ 16 − 1− y coth y4y
 < 12 . (A.12)
Hence we obtain, by using the triangle inequality and (A.5), (A.8) and (A.12),α2h2x + α12hx
+
α2h2y − α12hx
 ≤
1− y coth y4y2 + 16 + 1− y coth y4y
+ 1− y coth y4y2 + 16 − 1− y coth y4y

≤
1− x coth y4y2
+ 16 + 1− y coth y4y
+ 1− y coth y4y2
+ 16 − 1− y coth y4y

= y coth y− 1
2y2
+
16 + 1− y coth y4y
+ 16 − 1− y coth y4y

<
y coth y− 1
2y2
+ 1
2
<
y coth y− 1
2y2
+ 2
3
= 2
3
− 1− y coth y
2y2
= 1− 2α2
h2x
=
1− 2α2h2x
 . (A.13)
The argument for y < 0 is analogous. Thus, we obtain that1− 2α2h2x
 > α2h2x + α12hx
+ α2h2x − α12hx
 (A.14)
for all real y. This completes the proof. 
Lemma 4 ([20]). Assume that α is given by (24), then
(i)
−2αh2x
 =  αh2x + p2hx
+  αh2x − p2hx

(ii)
−2αh2x
 >  αh2x + p2hx
 , −2αh2x
 >  αh2x − p2hx
 . (A.15)
Proof. The direct calculation shows that αh2x + p2hx
 =  peyhx(ey − e−y)
 = peyhx(ey − e−y) = αh2x + p2hx (A.16)
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 =  pe−yhx(ey − e−y)
 = pe−yhx(ey − e−y) = αh2x − p2hx (A.17)−2αh2x
 =  p(ey + e−y)hx(ey − e−y)
 = p(ey + e−y)hx(ey − e−y) = 2αh2x (A.18)
where in this appendix context y = phx2a . It follows from (A.16)–(A.18) that
(i)
−2αh2x
 =  αh2x + p2hx
+  αh2x − p2hx

(ii)
−2αh2x
 >  αh2x + p2hx
 , −2αh2x
 >  αh2x − p2hx
 . (A.19)
This completes the proof. 
Lemma 5 ([31]). If the matrix C is real, strictly diagonally dominant, then C is nonsingular.
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