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Stability of Periodic Solutions
for Hysteresis-Delay Differential Equations
Pavel Gurevich∗, Eyal Ron†
Abstract
We study an interplay between delay and discontinuous hysteresis in dynamical systems. After
having established existence and uniqueness of solutions, we focus on the analysis of stability of periodic
solutions. The main object we study is a Poincare´ map that is infinite-dimensional due to delay and
non-differentiable due to hysteresis. We propose a general functional framework based on the fractional
order Sobolev–Slobodeckij spaces and explicitly obtain a formal linearization of the Poincare´ map in these
spaces. Furthermore, we prove that the spectrum of this formal linearization determines the stability of
the periodic solution and then reduce the spectral analysis to an equivalent finite-dimensional problem.
Keywords: Hysteresis, delay, periodic orbits, stability
1 Introduction
In this paper we develop a general theory of hysteresis-delay differential equations, i.e., differential equations
with both a discontinuous hysteresis operator and delay terms. We show well-posedness of such problems
and investigate stability of periodic solutions, the latter being much more difficult to study. While there is
vast research on delay equations and hysteresis equations separately, surprisingly enough there exist very
few results on equations containing both.
The main problem we study is the N -dimensional system of hysteresis-delay differential equations
u′(t) = kH(Mu)(t)−Bu(t) +Au(t− 2T ), t > 0, (1.1)
where M = (m0, . . . ,mN−1) is a linear functional on R
N with m0 6= 0, k ∈ R
N , A,B ∈ RN×N , and T > 0
are fixed and u(t) ∈ RN is unknown. The nonlinearity is represented by the hysteresis operator of nonideal
relay type H, which is defined as follows (see Figure 1.1 and the accurate description in Definition 2.1).
We fix two thresholds α and β such that α < β. If Mu(t) ≤ α or Mu(t) ≥ β, then H(Mu)(t) = 1 or
H(Mu)(t) = −1 respectively. If Mu(t) ∈ (α, β), then H(Mu)(t) takes the same value as “just before”. We
say that the hysteresis switches when H(Mu)(t) jumps from 1 to −1 or vice versa. The corresponding time
is called a switching time (see Definition 2.2). Note that problem (1.1) is an infinite-dimensional problem
(due to delay) with a discontinuous right hand side (due to hysteresis). The focus of this paper is on the
stability of periodic solutions of such equations. We concentrate on the situation where the period equals
the delay1 2T . Such a case occurs, e.g., when one applies the popular control scheme, Pyragas control, to
equations with hysteresis terms (but without time delay) that have a periodic solution. Pyragas control was
suggested in [32] and has since then become very popular. It adds a non-invasive control containing a delay
term to an equation. For example, if an equation
u′(t) = kH(Mu)(t)−B1u(t), t > 0, (1.2)
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1The delay is taken to be 2T due to technical reasons: it makes the (lengthy) calculations in later sections more elegant
because the 2T -periodic solution that we study is symmetric around its mid-point T (see Assumption 3.10).
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Figure 1.1: Hysteresis operator of non-ideal relay type
possesses a 2T -periodic solution uper(t) (as, e.g., in [4, 17, 19]), then an equation of the form
u′(t) = kH(Mu)(t)−B1u(t)−A(u(t)− u(t− 2T )), t > 0, (1.3)
possesses the same periodic solution uper(t), however its stability properties can change. Note that equa-
tion (1.3) is of the same form as (1.1). A summary of the vast amount of results following the original
publication [32] can be found in [33].
The monograph [24] prompted a great number of mathematical works on general hysteresis (without
time delay). Considerable amount of models of hysteresis with ordinary and partial differential equations
were studied since then, see the monographs [5, 25, 28, 38]. Periodic solutions naturally arise for ordinary
differential equations with a hysteresis of non-ideal relay type, and were studied e.g. in [4, 34]. Periodic
solutions to parabolic differential equations with discontinuous hysteresis were studied mostly in the case
of the thermal control problem, which was suggested in [14, 15]. For a one-dimensional spatial domain
periodicity was studied in [13, 16, 31]. The case of a multidimensional domain turned out to be much
harder for discontinuous hysteresis. The first results here were established in [18]. A new approach, based on
decomposing equations into a system of infinitely many ODEs, was suggested in [17] and further investigated
in [19]. In the latter paper, a method for explicitly finding all unimodal periodic solutions was described. In
addition, the existence of stable and unstable periodic solutions was shown. Applying Pyragas control on
the thermal control problem yields a problem similar to problem (1.1) (after an appropriate finite-dimension
reduction as in [19]). Delay equations without hysteresis were thoroughly studied in the last few decades.
The reader is referred to the monographs [10,20] for a general introduction on topics such as well-posedness,
stability of equilibrium and stability of periodic solutions.
Systems containing both hysteresis and delay is a relatively new topic. It was studied mostly for ordinary
differential equations with delay inside the hysteresis operator [8,12,27,39], namely H(u(·−τ))(t) = H(u)(t−
τ). Specifically, questions regarding periodic solutions were studied for very particular models in [1, 2, 22,
23, 26]. Systems where the delay is inside the hysteresis are simpler to study compared with system (1.1),
since the delay then adds only a finite number of dimensions to the system [9, 35]. In [35] a rather general
form of such equations was studied, and it was shown that the corresponding Poincare´ map is smooth in a
neighbourhood of a periodic orbit under some limitations. Possible bifurcations, such as grazing or corner
collision bifurcations, were shown to arise from violations of those limitations. Those bifurcation may render
the Poincare´ map discontinuous. Questions of existence, uniqueness or stability analysis of periodic orbits
in general settings were not discussed. There are quite few papers on differential equations with continuous
hysteresis and an independent delay term. Existence of oscillating solutions to one special problem with
the generalized play operator (a continuous hysteresis [24, 38]) was shown in [7, 40]. Existence of periodic
solutions or stability issues were not addressed there.
To our best knowledge, there are no papers on stability of periodic solutions in case of discontinuous
hysteresis and independent delay terms, which is the main topic of this paper. Our main results are as
follows:
1. Existence and uniqueness of solutions to problem (1.1) with initial conditions is proved (Theorem 2.7).
2. A continuous (but not differentiable) Poincare´ map is defined for a given periodic solution. It is shown
that the stability of the periodic solution depends on the spectral radius of the formal linearization
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of the Poincare´ map acting in fractional order Sobolev-Slobodeckij spaces (Theorems 4.11 and 5.13).
An explicit expression is given for this formal linearization, and methods for its finite-dimensional
reduction and further analysis of its spectrum are introduced.
The paper is organized as follows. In Section 2 we define the system of ODEs to be studied and establish its
fundamental properties (such as existence and uniqueness of solutions). In the rest of the paper we study
stability of periodic solutions. In Section 3 we present corresponding flows for the ODE system and state
the main problem of the paper: studying the stability of periodic solutions. In Section 4 we introduce the
main tools for studying stability: the Poincare´ and hit maps. In Section 5 we study a formal linearization of
the Poincare´ map. This step, which is normally straightforward, becomes the technical heart of the paper.
This is due to the fact that the Poincare´ map is not differentiable because of discontinuous hysteresis. In
Section 6 we study the spectrum of the formal linearization of the Poincare´ map from the previous section.
Due to delay it appears to be an infinite-dimensional operator. We reduce the analysis of its spectrum to
a spectral problem for a finite-dimensional operator, which eventually leads us to studying roots of a scalar
characteristic function.
2 Setting of the problem. Existence and uniqueness of solutions
2.1 General hysteresis-delay ordinary differential equation
We call a differential equation a hysteresis-delay differential equation if it has both hysteresis and delay
terms. Consider the N -dimensional hysteresis-delay ordinary differential equation (the specific form of it is
motivated in the introduction)
u′(t) = kH(Mu)(t)−Bu(t) +Au(t− 2T ), t > 0, (2.1)
with the initial conditions
u(t) = ϕ(t), t ∈ (−2T, 0), (2.2)
u(0+) = x. (2.3)
Here
M = (m0, . . . ,mN−1), m0 6= 0, (2.4)
is a linear functional on RN , k ∈ RN , A,B ∈ RN×N , and T > 0 are fixed and u(t) ∈ RN is unknown. The
operator H is the hysteresis operator of nonideal relay type described below (see also [24] or [38, Chap. VI]).
Definition 2.1 (Hysteresis). Fix α, β ∈ R such that α < β. For any function g ∈ C[0, T1], T1 > 0, the
hysteresis operator (or a nonideal relay operator)
z := H(g) : [0, T1]→ {−1, 1}
is defined as follows (see Figure 1.1). Let Xt = {t′ ∈ (0, t] : g(t′) = α or β}. Then
z(0) :=
{
1 if g(0) < β,
−1 if g(0) ≥ β,
, z(t) :=

z(0) if Xt = ∅,
1 if Xt 6= ∅ and g(maxXt) = α,
−1 if Xt 6= ∅ and g(maxXt) = β.
(2.5)
Definition 2.2 (Switching time). A time t1 ∈ (0, T1) is called a switching time of g ∈ C[0, T1] if the function
H(g)(t), t ∈ (0, T1), is discontinuous at t1.
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2.2 Definitions: spaces, solutions and switching points
To define a solution for problem (2.1)–(2.3), we first need to define the appropriate Lebesgue and Sobolev
spaces. The following definitions are standard.
Let Lp(a, b), 1 < p < ∞, a < b, be the Lebesgue space on the real line and L∞(a, b) be the space of
essentially bounded measurable functions. Set Lp(a, b) := (Lp(a, b))
N .
Let Wnp (a, b), 1 < p ≤ ∞, n ∈ N, be the standard Sobolev space of Lp(a, b) functions whose weak
derivatives up to order n belong to Lp(a, b). Set W
n
p (a, b) := (W
n
p (a, b))
N .
If the interval (a, b) is not specified, then we use the notation Lp := Lp(−2T, 0) and Wnp := W
n
p (−2T, 0).
Definition 2.3 (solution to problem (2.1)–(2.3)). Given T1 > 0, a function u ∈ Lp(−2T, T1) ∩W1p(0, T1) is
called a solution to problem (2.1)–(2.3) on [−2T, T1] with initial data (ϕ, x) ∈ Lp × R
N if u satisfies (2.1)
for a.e. t ∈ (0, T1), relation (2.2) for a.e. t ∈ (−2T, 0) and relation (2.3) in the sense of traces2.
A function u is called a solution on [−2T,∞) if it is a solution on [−2T, T1] for every T1 > 0.
We write u(ϕ, x; t) for the solution to problem (2.1) with initial conditions (2.2)–(2.3).
In this definition and in the rest of the text, the notation u ∈ Lp(−2T, T1) ∩W1p(0, T1) stands for the
space of functions u ∈ Lp(−2T, T1) such that u
∣∣
(0,T1)
∈W1p(0, T1).
Remark 2.1. Readers experienced with delay equations may wonder about the choice of the space Lp for
initial data (and not the more standard space C[−2T, 0] of continuous functions). The space C[−2T, 0] has
an obvious advantage that the extra initial condition, u(0+) = x, is not needed. It is possible indeed to prove
existence and uniquness for the space C[−2T, 0], but not stability of periodic solutions. The reason is that the
corresponding Poincare´ map is not Fre´chet differentiable in C[−2T, 0]. However it turns out that some power
of it is differentiable in an Lp based Sobolev-Slobodeckij space, see Subsection 5.4 for further discussion.
2.3 Existence and uniqueness of solutions
In this section we prove existence and uniqueness results for problem (2.1)–(2.3).
Our method consists of two steps. In the first step we fix the hysteresis value to be 1 or −1. This results
is a delay equation, which we study in the well-known method of steps (this is the second step). We call
this method the method of double steps : the first step handles the hysteresis operator, while the second step
handles the delay.
Remark 2.4. In the rest of this section we treat only the case in which the initial data x in (2.3) is such
that Mx < β. This means that H(Mu)(0) = 1. The proofs for the other case are similar.
The value of the hysteresis H(Mu)(t) in problem (2.1)–(2.3) can be either 1 or −1. Hence we define two
versions of this problem. The unknown functions u±(t) correspond to the cases H(Mu)(t) = ±1 respectively.
They satisfy the problems
u′±(t) = ±k −Bu±(t) +Au±(t− 2T ), t > 0, (2.6)
u±(t) = ϕ±(t), t ∈ (−2T, 0), (2.7)
u±(0+) = x±. (2.8)
Solutions to these problems are defined in a similar fashion as in Definition 2.3. A solution with initial data
(ϕ±, x±) is denoted as u±(ϕ±, x±; t) .
The proofs in this section use the equivalent integral form of problems (2.6)–(2.8).
u±(t) = e
−Btx± +
∫ t
0
[
eB(ξ−t)Au±(ξ − 2T )
]
dξ ±
∫ t
0
eB(ξ−t)k dξ, (2.9)
u±(t) = ϕ±(t), t ∈ (−2T, 0). (2.10)
We skip the proof of the next lemma as it is a simple application of the method of steps for delay equations.
2Since u
∣
∣
(0,T1)
∈W1p(0, T1) ⊂ C[0, T1], it follows that the trace u(0+) is well defined.
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Lemma 2.5. For any T1 > 0, there exists a unique solution u±(t) ∈W1p(0, T1) of problems (2.6)–(2.8) with
initial data (ϕ±, x±) ∈ Lp × RN .
The next lemma shows that a solution of problem (2.1)–(2.3) has finitely many switching times in any
finite time interval.
Lemma 2.6 (switching times do not accumulate). For every (ϕ, x) ∈ Lp × RN and T1 > 0, there exists an
integer N¯ := N¯(ϕ, x, T1) ≥ 1 such that if u(ϕ, x; t) is a solution of problem (2.1)–(2.3) on [−2T, T2], where
0 < T2 ≤ T1, then u has no more than N¯ switching times in (0, T2].
Proof. Let u(ϕ, x; t) be a solution of problem (2.1)–(2.3) on [−2T, T2]. Assume, without loss of generality,
that Mu(0) = α, and that there exists at least one positive switching time. We set t0 = 0 and denote by
t1, t2, . . . the consecutive positive switching times of u in [0, T2]. To prove the existence of N¯ , it is sufficient
to bound from below the difference between two consecutive switching times in [0, T2].
Step I. Set τ := min{1, 2T }. Let i ≥ 1 be odd such that Mu(ti) = β. First, assume that ti − ti−1 ≤ τ
and find a lower bound under this assumption.
In [ti−1, ti], u(t) equals u+(t− ti−1), where u+(t) solves problem (2.9)–(2.10) with the initial data
(ϕ(1), x(1)) := (ϕ, x),
(ϕ(i), x(i)) := (u(ξ + ti−1)
∣∣
ξ∈(−2T,0)
, u(ti−1)) ∈ Lp × R
N , i 6= 1.
Since ti is a switching time, Mu+(ti − ti−1) = β. Hence the integral equation (2.9) implies that
β =Mu+(ti − ti−1) =M
[
e−B(ti−ti−1)x(i) +
∫ ti
ti−1
eB(ξ−ti)k dξ +
∫ ti
ti−1
eB(ξ−ti)Au+(ξ − ti−1 − 2T ) dξ
]
.
The first term inside the square brackets on the right hand side can be written as follows:
e−B(ti−ti−1)x(i) = x(i) −B
∫ ti
ti−1
eB(ti−1−ξ)x(i) dξ.
Hence
β =M
[
x(i) −B
∫ ti
ti−1
eB(ti−1−ξ)x(i) dξ +
∫ ti
ti−1
eB(ξ−ti)k dξ +
∫ ti
ti−1
eB(ξ−ti)Au+(ξ − ti−1 − 2T ) dξ
]
.
(2.11)
Since we handle the case where ti− ti−1 ≤ G ≤ 2T , the function u+ in the integral in (2.11) can be replaced
by the initial data ϕ(i). Then
β =Mx(i)︸ ︷︷ ︸
=α
+M
[
−B
∫ ti
ti−1
eB(ti−1−ξ)x(i) dξ +
∫ ti
ti−1
eB(ξ−ti)k dξ +
∫ ti
ti−1
eB(ξ−ti)Aϕ(i)(ξ − ti−1 − 2T ) dξ
]
.
Therefore,
|β − α| ≤ ‖M‖
∥∥∥∥∥−B
∫ ti
ti−1
eB(ti−1−ξ)x(i) dξ +
∫ ti
ti−1
eB(ξ−ti)kds
∥∥∥∥∥
RN
+ ‖M‖
∥∥∥∥∥
∫ ti
ti−1
eB(ξ−ti)Aϕ(i)(ξ − ti−1 − 2T ) dξ
∥∥∥∥∥
RN
.
(2.12)
Set Q := maxt∈[0,T1]{‖e
−Bt‖}. Then (2.12) implies that
|β − α| ≤ (ti − ti−1)‖M‖Q
(
‖B‖‖x(i)‖RN + ‖k‖RN
)
+ (ti − ti−1)
p−1
p Q‖A‖‖M‖‖ϕ(i)‖Lp . (2.13)
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Note that (ti − ti−1) ≤ (ti − ti−1)
p−1
p (since ti − ti−1 ≤ τ ≤ 1). Inequality (2.13) then yields
|β − α| ≤ (ti − ti−1)
p−1
p ‖M‖Q
(
‖B‖‖x(i)‖RN + ‖k‖RN + ‖A‖‖ϕ
(i)‖Lp
)
.
Therefore,
ti − ti−1 ≥
(
|β − α|
‖M‖Q
(
‖B‖‖x(i)‖RN + ‖k‖RN + ‖A‖‖ϕ(i)‖Lp
)) pp−1 .
Recall that the latter inequality was proved if ti − ti−1 ≤ τ , and conclude that, in general,
ti − ti−1 ≥ min
{
τ,
(
|β − α|
‖M‖Q
(
‖B‖‖x(i)‖RN + ‖k‖RN + ‖A‖‖ϕ(i)‖Lp
)) pp−1}. (2.14)
A similar calculation can be done for even i. Hence the bound (2.14) is true for i ∈ N.
Step II. Now we need to bound x(i) and ϕ(i) from above uniformly with respect to i such that ti ≤ T2.
It suffices to bound ‖u(t)‖RN for t ∈ [0, T2]. This gives, naturally, a bound on x
(i), but also on ϕ(i) since
‖ϕ(i)‖p
Lp
≤ ‖ϕ‖p
Lp
+ T1‖u‖
p
L∞(0,T2)
.
We write the general hysteresis-delay problem (2.1)–(2.3) in the integral form
u(t) = e−Btx+
∫ t
0
eB(ξ−t)Au(ξ − 2T ) dξ +
∫ t
0
eB(ξ−t)kH(Mu)(t) dξ, (2.15)
u(t) = ϕ(t), t ∈ (−2T, 0). (2.16)
The integral involving Au in (2.15) can be divided in two parts: the one where t ∈ [0, 2T ] and u equals the
initial data ϕ and the other for t > 2T (if T2 < 2T , the other part is absent). Equality (2.15) takes the form
u(t) = e−Btx+
∫ 2T
0
eB(ξ−t)Aϕ(ξ − 2T ) dξ
+
∫ t
2T
eB(ξ−t)Au(ξ − 2T ) dξ +
∫ t
0
eB(ξ−t)kH(Mu)(t) dξ.
Hence for t ∈ [0, T2] we obtain
‖u(t)‖RN ≤ Q‖x‖RN + (2T )
p−1
p Q‖A‖‖ϕ‖Lp +
∫ t
0
Q‖A‖‖u(ξ)‖RN dξ + T1Q‖k‖RN .
Applying Gronwall’s lemma yields a bound for u(t) for t ∈ [0, T2] (that depends on T1 but not on T2).
Theorem 2.7. For every (ϕ, x) ∈ Lp×RN there exists a unique solution to problem (2.1)–(2.3) in [−2T,∞).
Proof. The proof follows by the method of double steps and Lemmas 2.5 and 2.6, cf. [17, 18].
To conclude the section, we formulate an auxiliary result on u±. It is used in Section 4 (in the proofs of
Lemma 4.8 and Theorem 4.11). We omit the proof since it is a simple usage of the method of steps combined
with the integral representation of problem (2.9), (2.10).
Lemma 2.8 (locally Lipschitz dependence on initial data). For every T1 > 0, there exist δ > 0 and L > 0
such that if ‖ν, y‖Lp×RN ≤ δ, then
‖u±(ϕ+ ν, x+ y; t)− u±(ϕ, x; t)‖RN ≤ L‖ν, y‖Lp×RN for all t ∈ [0, T1].
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3 Stability. Statement of the problem
In this section we state the main problem of this paper: studying the stability of a periodic solution. First
we define to which space the perturbations belong (Section 3.1) and what the stability means (Section 3.3).
3.1 Definitions: spaces
When studying the stability of a solution, one asks in which space it is stable. This technical question is of
extreme importance in this paper. The reason is that in order to study stability we try, in Section 5, to find
a Fre´chet derivative of a corresponding Poincare´ map. Due to the discontinuous nature of the hysteresis,
Fre´chet differentiation is a big challenge. Thus, we find ourselves asking in which space the Poincare´ map
that corresponds to the solution is Fre´chet differentiable. It will turn out that the Lebesgue space Lp is not
regular enough for this task, while the Sobolev space W1p is too regular. A space “in between” is needed: a
fractional order Sobolev-Slobodeckij space. For further discussion, see Section 5.4.
A function ϕ is defined to be in the fractional order Sobolev-Slobodeckij space W sp (a, b), p > 1, 0 < s < 1,
if the following norm is finite:
‖ϕ‖W sp (a,b) = ‖ϕ‖Lp(a,b) +
(∫ b
a
∫ b
a
|ϕ(t)− ϕ(ξ)|p
|t− ξ|1+sp
dξ dt
) 1
p
<∞. (3.1)
This space was introduced in [36] and can equivalently be defined as an interpolation space or as a fractional
power of the Laplacian (see [37]). However, for our purposes, the definition given above suffices.
Set Wsp(a, b) :=
(
W sp (a, b)
)N
.
The following condition on p and s is essential for this paper.
Condition 3.1. 0 < s < 1, 1 < p < min
{
1
s
, 11−s
}
.
Remark 3.2. Condition 3.1 is a combination of two separate conditions:
p > 1, 0 < s < 1, ps < 1, (3.2)
1
p
+ s > 1. (3.3)
Condition (3.2) is needed in Lemmas A.2–A.5 that are used throughout. Condition (3.3) comes up in Sec-
tion 5, where we study the stability of a periodic solution, see Lemmas 5.18 and 5.19.
Remark 3.3. Condition 3.1 implies that 1 < p < 2.
Remark 3.4. The trace at a point t ∈ [a, b] is not defined for functions from Wsp(a, b) under Condition 3.1,
see [37, Chap. 4] for details. This means that if ϕ ∈ Wsp(−2T, 0) in initial condition (2.2), then ϕ(0−) is
not defined, and the initial condition u(0+) = x in (2.3) is needed. Note that the initial condition u(0+) = x
from the right is well defined, since u ∈W1p(0, T1) for any T1 > 0 by Definition 2.3.
The fractional Sobolev space is used to define the space Bsp(a, b). It is a space that contains functions
that “begin” as Lp functions and “turn into” W
s
p functions at some time point. More specifically, let a, b ∈ R
be constants such that −2T < a < b (2T is the delay in the general hysteresis-delay ordinary differential
equation (2.1)). Set
B
s
p(a, b) := Lp(−2T, b) ∩W
s
p(a, b)
to be the space of functions ϕ ∈ Lp(−2T, b) such that ϕ restricted to the interval (a, b) is in the space
W
s
p(a, b). The norm of B
s
p(a, b) is defined as
‖ϕ‖Bsp(a,b) = ‖ϕ‖Lp(−2T,b) + ‖ϕ‖Wsp(a,b).
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Finally, the following space Bsp (with no parameters in brackets) is used in the sequel to study the stability
of a periodic solution. Fix a constant σ such that 0 < σ ≤ T3 . Define the space
B
s
p := B
s
p(−T − σ, 0) = Lp ∩W
s
p(−T − σ, 0).
The choice of σ is flexible, and stability can be shown for every 0 < σ ≤ T3 . As for the reason for the bound
T/3, see the proof of Lemma 5.19, Step II(1).
3.2 Hysteresis-delay equations in Sobolev-Slobodeckij spaces
To study stability in the space Bsp × R
N , we define the flow operators Ψ+ and Ψ− for problem (2.6)–(2.8)
in this space. For this we first define the operators ψ+ and ψ− which are used in the definition of the flow
operators. The continuity properties of Ψ+, Ψ−, ψ+, and ψ− and the fact that they are well defined are
stated and proved in Lemmas 3.6 and 3.8.
Definition 3.5. We define the operator ψ+ : B
s
p × R
N × (0, 2T )→ Bsp as
ψ+(ϕ, x, t)(θ) :=
ϕ(θ + t), θ ∈ (−2T,−t),
e−B(θ+t)x+
∫ θ+t
0
eB(ξ−t−θ)Aϕ(ξ − 2T ) dξ +
∫ θ+t
0
eB(ξ−t−θ)k dξ︸ ︷︷ ︸
=u+(ϕ,x;θ+t)
, θ ∈ (−t, 0),
(3.4)
where 0 < t < 2T . Note that ψ+ is defined, using the solution to problem (2.6)–(2.8) (see (2.9)–(2.10)).
We show in the proof of Lemma 3.6 that ψ+(ϕ, x, t)|(−t,0) ∈ W
1
p(−t, 0), hence ψ+(ϕ, x, t)(0) is well
defined and we can introduce the operator
Ψ+ : B
s
p × R
N × (0, 2T )→ Bsp × R
N ,
Ψ+(ϕ, x, t) =
(
ψ+(ϕ, x, t),ψ+(ϕ, x, t)(0)
)
.
(3.5)
We define the operators ψ− and Ψ− in a similar way.
Lemma 3.6. The operators Ψ± and ψ± are well defined and continuous with respect to t ∈ (0, 2T ).
Proof. We prove the well-definedness claim only for the operators ψ+ and Ψ+.
The function u+ belongs to the space W
1
p(0, t) for each 0 < t < 2T (Lemma 2.5), and hence
ψ+(ϕ, x, t)
∣∣
(−t,0)
∈W1p(−t, 0) ⊂W
s
p(−t, 0).
By Definition 3.5, ϕ(·+ t)
∣∣
(−T−σ,−t)
belongs to the space Wsp(−T − σ,−t) for t < T + σ. Hence Lemma A.5
implies that ψ+(ϕ, x, t) ∈W
s
p(−T − σ, 0). It is straightforward that ψ+ ∈ Lp and hence ψ+ ∈ B
s
p.
As stated before, for a fixed t ∈ (0, 2T ), ψ+(ϕ, x, t) ∈W
1
p(−t, 0). Hence ψ+(ϕ, x, t)(0) exists in the sense
of traces, and the operator Ψ+ is well defined. We show continuity only for the operator ψ+ (continuity of
Ψ+ obviously follows). Define an extension of ψ+(ϕ, x, t) to (−2T, 2T ) as
ψ˜+(ϕ, x, t)(θ) :=
{
ϕ(θ + t) θ ∈ (−2T,−t),
u+(ϕ, x; θ + t) θ ∈ (−t, 2T ).
(3.6)
For every 0 < t < 2T , the function ψ˜+(ϕ, x, t) belongs to W
s
p(−T − σ − t, 2T − t) if t < T − σ or to
W
s
p(−2T, 2T−t) otherwise, due to the same argument as for ψ+. Hence, by Lemma A.3 (with Q = [−T−σ, 0]
and Q′ = [max{−T − σ − t,−2T }, 2T − t]) for any ε > 0 there exists δ > 0 such that if |δ1| ≤ δ, then
‖ψ˜+(ϕ, x, t+ δ1)− ψ˜+(ϕ, x, t)‖Wsp(−T−σ,0) ≤ ε.
Note that ψ+(ϕ, x, t)
∣∣
(−2T,0)
= ψ˜+(ϕ, x, t)
∣∣
(−2T,0)
, and hence the Wsp(−T − σ, 0) norm of ψ+(ϕ, x, t) is
continuous with respect to t. The continuity of ψ+ with respect to t ∈ (0, 2T ) in the B
s
p norm follows since
the continuity of the Lp norm (which is part of the B
s
p norm) is straightforward.
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Remark 3.7. The continuity in Lemma 3.6 was shown for t ∈ (0, 2T ). One can also show (though we will
not use this) that
‖Ψ±(ϕ, x, t)− (ϕ, x)‖Bsp×RN → 0 as t→ 0.
The next lemma shows that Ψ± are Lipschitz continuous in the first two arguments.
Lemma 3.8. For any T1 such that 0 < T1 < T + σ, there exists C > 0 such that
‖Ψ±(ϕ+ ν, x+ y, t)−Ψ±(ϕ, x, t)‖Bsp×RN ≤ C‖ν, y‖Bsp×RN
for all (ϕ, x) ∈ Bsp × R
N , t ∈ [0, T1].
Proof. We prove the claim only for Ψ+. Since ψ+(ϕ, x, t)(0) = u+(ϕ, x; t), the result for ψ+(ϕ, x, t)(0)
follows from Lemma 2.8. We prove it now for ψ+(ϕ, x, t). The B
s
p norm is the sum of the Lp norm and
W
s
p(−T − σ, 0) norm. We bound only the latter and leave the Lp bound to the reader.
By (3.4),
ψ+(ϕ+ ν, x+ y, t)−ψ+(ϕ, x, t) =
{
ν(θ + t), θ ∈ (−2T,−t),
u+(ϕ+ ν, x+ y; θ + t)− u+(ϕ, x; θ + t)), θ ∈ (−t, 0).
(3.7)
Since the lengths of the intervals (−T − σ,−t) and (−t, σ) are bounded from below by min{T + σ − T1, σ},
Lemmas A.4, A.6 and (3.7) imply that there exist C > 0 and C˜ > 0 such that
‖ψ+(ϕ+ ν, x+ y, t)−ψ+(ϕ, x, t)‖Wsp(−T−σ,0)
≤ C
(
‖ψ+(ϕ+ ν, x+ y, t)−ψ+(ϕ, x, t)‖Wsp(−T−σ,−t) + ‖ψ+(ϕ+ ν, x+ y, t)−ψ+(ϕ, x, t)‖Wsp(−t,0)
)
= C
(
‖ν(·+ t)‖
Wsp(−T−σ,−t)
+
∥∥∥∥e−B(·+t)y + ∫ ·+t
0
eB(ξ−t−·)Aν(ξ − 2T ) dξ
∥∥∥∥
Wsp(−t,σ)
)
≤ C · C˜‖ν, y‖Bsp×RN ,
where we used formulas (2.9) and (2.10) for u+.
3.3 Periodic solutions and stability
Definition 3.9 (periodic solution). A solution u(t) of problem (2.1)–(2.3) on [−2T,∞) is called a τ-periodic
solution to problem (2.1)–(2.3) if τ > 0 and
u(τ) = x, u(τ + ξ) = ϕ(ξ), ξ ∈ (−2T, 0), H(Mu)(τ) = H(Mu)(0).
Definition 3.9 uses implicitly the uniqueness result from Theorem 2.7.
The following assumption is valid for the rest of this paper. It assumes a certain symmetry of a periodic
solution and is inspired by [17, 19], where the existence of such periodic solutions was proved for systems
without delay. As we mentioned in the introduction, these periodic solutions persist after one adds non-
invasive Pyragas control containing a delay term (cf. equations (1.2) and (1.3)). The symmetry simplifies
the technical part of this paper, but is not ideologically essential.
Assumption 3.10. Assume that an initial data (ϕα, xα) ∈ Bsp × R
N generates a 2T -periodic solution
uper = uper(ϕα, xα; t) of problem (2.1)–(2.3) such that
1. The initial data xα satisfies Mxα = α.
2. The periodic solution uper has exactly two switching times along its period: one at t = T (where
Muper(T ) = β) and one at t = 2T (where Muper(2T ) = α).
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3. The derivative of ϕα (which we show to be C
∞[−2T,−T ] ∩ C∞[−T, 0], see Lemma 3.11 below) is
anti-symmetric with respect to the point t = −T in the sense that
ϕ′α(θ) = −ϕ
′
α(θ + T ), θ ∈ (−2T,−T ).
4. The switching is transverse in the sense that
dMuper(T−)
dt
,
dMuper(2T−)
dt
6= 0. (3.8)
Note that
dMuper(T−)
dt
= − dMuper(2T−)
dt
due to item 3.
The next lemma shows that items (1) and (2) in Assumption 3.10 imply that uper is piecewise smooth.
Lemma 3.11. If items (1) and (2) in Assumption 3.10 take place, then ϕα ∈ C∞[−2T,−T ]∩C∞[−T, 0].
Proof. Since uper satisfies problem (2.1)–(2.3), its expression for t ∈ [0, T ] is
uper(t) = e
−Btxα +
∫ t
0
eB(ξ−t)Aϕα(ξ − 2T ) dξ +
∫ t
0
eB(ξ−t)k dξ.
Since ϕα ∈ Lp(−2T,−T ), we have uper ∈W
1
p(0, T ). Then periodicity shows that ϕα ∈W
1
p(−2T,−T ), which
in turn implies that uper ∈ W2p(0, T ) and hence ϕα ∈ W
2
p(−2T,−T ). Continuing with this argument shows
that ϕα ∈Wkp(−2T,−T ) for every k ∈ N, and hence ϕα ∈ C
∞[−2T,−T ]. Similarly ϕα ∈ C∞[−T, 0].
Definition 3.12 (orbit). Let u be a solution to problem (2.6)–(2.8) on [−2T,∞) with initial data (ϕ, x).
Denote the orbit of u(ϕ, x; t) as γ(u) ⊂ Bsp × R
N that is given by
γ(u) := {
(
u(ϕ, x; t+ ξ)|ξ∈(−2T,0), u(ϕ, x; t)
)
|t ≥ 0}.
Consider the sets Γ1, Γ2 ⊂ B
s
p × R
N given by
Γ1 := {
(
uper(ξ + t)|ξ∈(−2T,0), uper(t)
)
|t ∈ [0, T ]}, Γ2 := {
(
uper(ξ + t)|ξ∈(−2T,0), uper(t)
)
|t ∈ [T, 2T ]}.
Then the orbit of the periodic solution uper is Γ := Γ1 ∪ Γ2.
Definition 3.13 (stability). The periodic solution uper is called orbitally stable if for every neighbourhood
Ω of Γ, there exist neighbourhoods Ω1 of Γ1 and Ω2 of Γ2 such that γ(u) ⊂ Ω whenever
(ϕ, x) ∈ Ω1,Mx < β or (ϕ, x) ∈ Ω2,Mx ≥ β.
The periodic solution uper is called orbitally asymptotically stable if in addition to the previous require-
ments, there exist neighbourhoods Θ1 of Γ1 and Θ2 of Γ2 such that if
(ϕ, x) ∈ Θ1,Mx < β or (ϕ, x) ∈ Θ2,Mx ≥ β,
then
dist((u(ϕ, x; t+ ξ)ξ∈(−2T,0), u(ϕ, x; t)),Γ)→ 0 as t→∞,
where the distance is taken in Bsp × R
N .
The periodic solution uper is called orbitally unstable if it is not orbitally stable.
Remark 3.14. Hereinafter we omit the word “orbitally” for brevity. We will prove asymptotic stability of
the periodic solution uper, but one can slightly modify the proofs to show exponential asymptotic stability. We
will define a Poincare´ map and explicitly find its formal linearization. Furthermore, we will show that the
spectrum of this formal linearization determines the stability of uper and explicitly reduce the corresponding
spectral problem to a finite-dimensional one.
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4 Poincare´ and hit maps
In this section we define the main tool for studying stability: the Poincare´ map. Due to the switching of
the hysteresis, the Poincare´ map is a composition of two maps. We call those maps “hit maps”, and define
them in this section as well.
4.1 Definition of the Poincare´ and hit maps
We need two cross-sections (hyperspaces) for our usage of the Poincare´ map.
Definition 4.1 (cross-sections). Set
Tα := {(ϕ, x) ∈ B
s
p × R
N |Mx = α}, Tβ := {(ϕ, x) ∈ B
s
p × R
N |Mx = β}.
These are subspaces of co-dimension one of Bsp×R
N due to (2.4). We build a Poincare´ map as an operator
from Tα to itself. We represent it as a composition of two maps: one from Tα to Tβ (called Pβ , since it goes
to the hyperspace Tβ), and the second the other way around, from Tβ to Tα (called Pα). We call each of
those maps a hit map since they take a solution until it “hits” one of the cross sections. Note that the “hit”
time of a solution is its switching time.
Before rigorously defining the hit maps, we need to define the time at which a solution “hits” the subspaces
Tβ or Tα. We remind the reader that u± is a solution to problem (2.6)–(2.8).
Definition 4.2 (hit time operator). We call an operator
tβ : Lp × R
N → (0,∞], Dom(tβ) := {(ϕ, x) ∈ Lp × R
N , Mx < β},
a hit time operator if
Mu+(ϕ, x; tβ(ϕ, x)) = β, Mu+(ϕ, x; t) 6= β for t ∈ [0, tβ(ϕ, x)). (4.1)
If there does not exist any finite tβ(ϕ, x) for which (4.1) holds, then we set tβ(ϕ, x) :=∞. We define tα(ϕ, x)
in a similar way with Mx > α and β, u+ replaced by α, u− respectively.
Remark 4.3. It would be consistent with the definition of stability (Definition 3.13) to define tβ on the
space Bsp × R
N . However, in Lemma 5.5, we need results for tβ on the space Lp × RN , since it is used in
Lemmas 5.18 and 5.19.
Definition 4.4 (hit map). Consider the nonlinear map
Pβ : Dom(Pβ)→ Tβ , Dom(Pβ) := {(ϕ, x) ∈ Tα
∣∣tβ(ϕ, x) <∞},
defined as
Pβ(ϕ, x) = (P
B
β(ϕ, x), P
R
β(ϕ, x)︸ ︷︷ ︸
=PB
β
(ϕ,x)(0)
) :=
(
u+(ϕ, x; tβ(ϕ, x) + ξ)|ξ∈(−2T,0), u+(ϕ, x; tβ(ϕ, x))
)
. (4.2)
Define Pα in a similar way. The maps Pβ and Pα are called hit maps. We say that Pβ (Pα) hits Tβ (Tα)
at time tβ (tα).
Remark 4.5. In what follows we prove that the hit time tβ(ϕ, x) is less than one delay step 2T for initial
data close enough to (ϕα, xα). In this case, Pβ has the explicit expression
Pβ(ϕ, x) = Ψ+(ϕ, x, tβ(ϕ, x)), (4.3)
which uses the expression of Ψ+ from (3.5). In the same way we have an explicit expression for Pα which
uses Ψ− if tα(ϕ, x) < 2T .
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Definition 4.6 (Poincare´ map). The (nonlinear) map
P : Dom(P)→ Tα, Dom(P) := {(ϕ, x) ∈ Tα
∣∣(ϕ, x) ∈ Dom(Pβ),Pβ(ϕ, x) ∈ Dom(Pα)},
defined as P := Pα ◦Pβ is called the Poincare´ map.
Definition 4.7. A fixed point (ϕ, x) ∈ Tα of P is called stable if for every ε > 0 there exists δ > 0 such
that if ‖ν, y‖Bsp×RN ≤ δ and (ϕ+ ν, x+ y) ∈ Tα, then
Pn(ϕ+ ν, x+ y) ∈ Dom(P), ‖Pn(ϕ+ ν, x+ y)− (ϕ, x)‖Bsp×RN ≤ ε for all n ∈ N.
A fixed point (ϕ, x) ∈ Tα is called asymptotically stable if in addition to the previous requirements
‖Pn(ϕ+ ν, x+ y)− (ϕ, x)‖Bsp×RN → 0 as n→∞.
A fixed point of P is called unstable if it is not stable.
The next subsection studies properties of the hit time operator and the Poincare´ and hit maps in a
neighbourhood of (ϕα, xα). In most places we only state results related to the hit map Pβ , but use each
result as it was proved also for Pα in a neighbourhood of
(ϕβ , xβ) := Pβ(ϕα, xα). (4.4)
4.2 Properties of the hit time operator and the Poincare´ and hit maps
To study the stability of uper we study the stability of the fixed point (ϕα, xα) of P. To do this we want
P (or at least some power of P) to be Fre´chet differentiable at (ϕα, xα). The map P is a composition of
operators that contains the map Pβ , which in turn is a composition of operators that contains the hit time
operator tβ . The next lemma shows that tβ is locally Lipschitz continuous at (ϕα, xα). Later, in Lemma 5.5,
we will show that it is actually Fre´chet differentiable.
Lemma 4.8. There exists a δ > 0 such that if ‖ν, y‖Lp×RN ≤ δ, then tβ(ϕα + ν, xα + y) <∞ and
|tβ(ϕα + ν, xα + y)− tβ(ϕα, xα)| ≤ C‖ν, y‖Lp×RN ,
where C = C(δ) > 0 is independent of (ν, y).
The proof easily follows from Lemma 2.8 and the transversality (item 4 in Assumption 3.10).
From this point on we only consider (ν, y) small enough such that tβ(ϕα + ν, xα + y) < 2T . In this case,
expression (4.3) for Pβ holds. In Lemma 4.8 we ensured that Pβ is defined in a neighbourhood of (ϕα, xα).
The next lemma shows that it is also continuous at (ϕα, xα).
Lemma 4.9. The operator Pβ : B
s
p × R
N → Bsp × R
N is continuous at (ϕα, xα).
Proof. The proof is in terms of Ψ+ from formula (4.3) for Pβ . Choose ε > 0. Assume without loss of
generality that ε < σ.
By Lemmas 3.6 and 4.8, there exists δ1 > 0 such that if ‖ν, y‖Bsp×RN ≤ δ1, then
‖Ψ+
(
ϕα, xα, tβ(ϕα + ν, xα + y)
)
−Ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
‖Bsp×RN ≤
ε
2
. (4.5)
By Lemma 3.8, there exists 0 < δ ≤ δ1 such that if ‖ν, y‖Bsp×RN ≤ δ, then
‖Ψ+
(
ϕα + ν, xα + y, tβ(ϕα + ν, xα + y)
)
−Ψ+
(
ϕα, xα, tβ(ϕα + ν, xα + y)
)
‖Bsp×RN ≤
ε
2
. (4.6)
Combining (4.5) and (4.6) completes the proof.
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Remark 4.10. Let tβ(ϕα + ν, xα + y) > tβ(ϕα, xα). Then similarly to the proof of Lemma 4.9, we see that
for every ε > 0 there exists δ > 0 such that if ‖(ν, y)‖Lp×RN ≤ δ, then
‖Ψ+(ϕα + ν, xα + y, t)−Ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
‖Bsp×RN ≤ ε for all t ∈ [tβ(ϕα, xα), tβ(ϕα + ν, xα + y)].
This remark is used in the proof of the next theorem.
Theorem 4.11. The periodic solution uper is asymptotically stable (or stable, or unstable) if and only if the
fixed point (ϕα, xα) of the Poincare´ map P is asymptotically stable (or stable, or unstable, respectively).
Proof. It is clear that if uper is stable or asymptotically stable, then (ϕα, xα) is a stable or asymptotically
stable fixed point of P respectively. It is also straightforward that if (ϕα, xα) is an unstable fixed point of
P, then uper is unstable. To finish the proof we have to show that stability or asymptotically stability of
(ϕα, xα) imply the same for uper.
Due to Lemmas 2.8, 4.8 and 4.9, it is enough to consider initial conditions (ϕα + ν, xα + y) that are in a
small neighbourhood of (ϕα, xα) and satisfyM[xα+y] = α. Fix an arbitrary ε > 0. For each (ν, y) ∈ Bsp×R
N ,
denote by t1(ν, y) and t2(ν, y) the first and second switching times of the solution u(ϕα + ν, xα + y; t) (we
take (ν, y) small enough such that two switching times exist).
Step I. We show that there exists a 0 < δ¯ ≤ ε such that if ‖ν, y‖Bsp×RN ≤ δ¯, then
dist((u(ϕα + ν, xα + y; t+ ξ)|ξ∈(−2T,0), u(ϕα + ν, xα + y; t)),Γ) ≤ ε for all 0 ≤ t ≤ t2(ν, y), (4.7)
where the distance is taken in Bsp×R
N . Due to continuity of tα and tβ in Lemma 4.8 and Pβ in Lemma 4.9,
there exist T1 ∈ (T, T +σ) and δ1 > 0 such that if ‖ν, y‖Bsp×RN ≤ δ1, then both t1(ν, y) and t2(ν, y)− t1(ν, y)
are less than or equal to T1. By continuous dependence on initial data (Lemma 3.8), there exists δ2 > 0 such
that if ‖ν, y‖Bsp×RN ≤ δ2, then
‖Ψ−(ϕβ + ν, xβ + y, t)−Ψ−(ϕβ , xβ , t)‖ ≤ ε for all t ∈ [0, T1].
This shows that if t2(ν, y)− t1(ν, y) ≤ tα(ϕβ , xβ), then
dist(Ψ−(ϕβ + ν, xβ + y, t),Γ2) ≤ ε for all t ∈ (0, t2(ν, y)− t1(ν, y)]. (4.8)
Otherwise, we use Remark 4.10 to show that there exists 0 < δ3 ≤ δ2 such that if ‖ν, y‖Bsp×RN ≤ δ3, then
inequality (4.8) holds for every t ∈ [tα(ϕα, xα), t2(ν, y)− t1(ν, y)].
We use the same argument for Ψ+. Hence there exists 0 < δ4 ≤ δ3 such that if ‖ν, y‖Bsp×RN ≤ δ4, then
dist(Ψ+(ϕα + ν, xα + y; t),Γ1) ≤ ε for all t ∈ [0, t1(ν, y)].
Choose 0 < δ¯ ≤ δ4 such that if ‖ν, y‖Bsp×RN ≤ δ¯, then
‖Pβ(ϕα + ν, xα + y)− (ϕβ , xβ)‖Bsp×RN ≤ δ3.
This completes the proof of (4.7).
Step II. Denote t0 := 0 and the return times of P(ϕα + ν, xα + y) to Tα by t2, t4, . . . If (ϕα, xα) is a stable
fixed point of P, then there exists δ ≤ δ¯ such that if ‖ν, y‖Bsp×RN ≤ δ, then
Pn(ϕα + ν, xα + y) ∈ Dom(P), ‖P
n(ϕα + ν, xα + y)− (ϕα, xα)‖Bsp×RN ≤ δ¯ for all n ∈ N.
By Step I, for each ti, i = 0, 2, 4, . . . ,
dist(u(ϕα + ν, xα + y; t)Γ) ≤ ε for all t ∈ [ti, ti+2].
Hence dist(u(ϕα + ν, xα + y; t),Γ) ≤ ε for t ≥ 0.
Now assume that (ϕα, xα) is an asymptotically stable fixed point of P. Choose an arbitrary ε2 < ε and
δ¯2 such that Step I holds (with δ¯2, ε2 playing the role of δ¯, ε there). Due to asymptotic stability there exists
n ∈ Z ∪ {0} such that
‖Pn(ϕα + ν, xα + y)− (ϕα, xα)‖Bsp×RN ≤ δ¯2.
This implies that dist(u(ϕα + ν, xα + y; t),Γ) ≤ ε2 for all t ≥ t2n.
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5 Stability analysis of the Poincare´ map
In the previous section we showed that stability of a periodic solution follows from that of the associated
fixed point of the Poincare´ map P (Theorem 4.11). In this section and the next one, we analyse the stability
of this fixed point. We will rigorously calculate the Fre´chet derivative of the composition of the three hit
maps PβPαPβ , or, to be more precise, of their reparametrizations defined in section 5.1. We represent this
derivative as L3Π, where LΠ will play the role of a formal linearization of (the reparametrizations of) Pα and
Pβ . We will see that these formal linearizations coincide with each other. To conclude the section we prove
that the spectrum of LΠ determines the stability of the fixed point of P.
5.1 Projections and reparametrizations of the hit and Poincare´ maps
The Poincare´ map P was defined in Section 4.1 (Definition 4.6) as acting from the cross-section Tα to itself.
The projection which we introduce in this subsection reparametrize Tα to be the space B
s
p × R
N−1.
Notation 5.1. Due to its ubiquity we define the constant
N1 := N − 1. (5.1)
Projection. Let x = {xj}Nj=1 ∈ R
N and w = {wj}
N1
j=1 ∈ R
N1 . We define the orthogonal projection
ER : RN → RN1 as
ERx := {xj+1}
N1
j=1 (5.2)
and the lift operators Rα : R
N1 → {x ∈ RN |Mx = α} ⊂ RN and Rβ : RN1 → {x ∈ RN |Mx = β} ⊂ RN as
Rαw =
 α
m0
−
1
m0
N1∑
j=1
mjwj , w
 , Rβw =
 β
m0
−
1
m0
N1∑
j=1
mjwj , w
 , (5.3)
where m0 6= 0 by (2.4). Obviously ERRαw = ERRβw = w.
We also define the projection
E : Bsp × R
N → Bsp × R
N1 , E[ϕ, x] = (ϕ,ERx). (5.4)
Reparametization of the hit and Poincare´ maps. The reparametrized hit maps
Πα : B
s
p × R
N1 → Bsp × R
N1 , Dom(Πα) = {(ϕ,w)|(ϕ,Rαw) ∈ Dom(Pα)},
Πβ : B
s
p × R
N1 → Bsp × R
N1 , Dom(Πβ) = {(ϕ,w)|(ϕ,Rβw) ∈ Dom(Pβ)},
are defined as
Πα(ϕ,w) = EPα(ϕ,Rβw), Πβ(ϕ,w) = EPβ(ϕ,Rαw). (5.5)
The reparametrized Poincare´ map
Π : Bsp × R
N1 → Bsp × R
N1 , Dom(Π) = {(ϕ,w)|(ϕ,Rαw) ∈ Dom(P)},
is defined as
Π(ϕ,w) = EP(ϕ,Rαw) or equivalently Π(ϕ,w) = ΠαΠβ(ϕ,w). (5.6)
Denote the projections of xα from Assumption 3.10 and xβ from (4.4) to R
N1 by
wα := E
Rxα, wβ := E
Rxβ , wα, wβ ∈ R
N1 . (5.7)
Notation 5.2. Later we compose the reparametrizations of the hit maps. We denote such compositions
by concatenation of indices, i.e, Παβ(ϕ,w) := ΠαΠβ(ϕ,w), Πβαβ(ϕ,w) := ΠβΠαΠβ(ϕ,w), etc. We use
similar notation also for the composition of the operators hα and hβ later in the section (see Section 5.5).
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5.2 Formal linearization
In this section we calculate a formal linearization LΠ of Πα (and see that it coincides with the analogous
formal linearization of Πβ). The main theorem of this section, Theorem 5.13, shows that the stability of the
fixed point (ϕα, xα) of P depends on the spectral radius of L.
Lemma 5.3. The operator ψ+ : B
s
p × R
N × (0, 2T )→ Bsp given by (3.4) has partial derivatives
D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
: Bsp × R
N → Bsp,
Dtψ+
(
ϕα, xα, tβ(ϕα, xα)
)
: R→ Bsp
(5.8)
such that
ψ+
(
ϕα + ν, xα + y, tβ(ϕα, xα)
)
= ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
+D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
[ν, y], (5.9)∥∥ψ+(ϕα, xα, tβ(ϕα, xα)− δ)−ψ+(ϕα, xα, tβ(ϕα, xα))+Dtψ+(ϕα, xα, tβ(ϕα, xα))δ∥∥Bsp
= O
(
|δ|1−s+
1
p
)
as δ → 0.
(5.10)
These derivatives are given by
D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
[ν, y] =
{
ν(θ + T ), θ ∈ (−2T,−T ),∫ θ
−T e
B(ξ−θ)Aν(ξ − T ) dξ + e−B(θ+T )y, θ ∈ (−T, 0),
Dtψ+
(
ϕα, xα, tβ(ϕα, xα)
)
δ =
{
ϕ′α(θ + T )δ, θ ∈ (−2T,−T ),
ϕ′α(θ − T )δ, θ ∈ (−T, 0).
(5.11)
Proof. It is straightforward (with the help of Lemmas A.4 and A.5) that the operators in (5.11) satisfy (5.8).
The result in (5.9) follows from the fact that ψ+ is affine linear in ϕ and x (see (3.4)).
Recall that tβ(ϕα, xα) = T by Assumption 3.10(2). To prove the claim we show that if Dtψ+ is given
by (5.11), then
‖ψ+(ϕα, xα, T − δ)−ψ+(ϕα, xα, T ) +Dtψ+(ϕα, xα, T )δ‖Bsp = O
(
|δ|1−s+
1
p
)
. (5.12)
We evaluate the Lp norm in Step I and the W
s
p(−T − σ, 0) norm in Step II.
Step I. Set
U(θ) := u+(ϕα, xα; θ + T ) for θ ∈ (−3T, T ). (5.13)
Then, by (3.4) and (5.11), (5.12) assumes the form∥∥∥∥(U(· − δ)− U + δU ′)∥∥∥∥
Bsp
= O
(
|δ|1−s+
1
p
)
. (5.14)
Note that, by Lemma 3.11, U belongs to W2p(−2T,−T ) and W
2
p(−T, 0). Applying Lemma A.1, we obtain
‖U(· − δ)− U + δU ′‖Lp = O
(
δ1+
1
p
)
. (5.15)
Step II. We assume that δ > 0 (the proof for δ < 0 is analogous). By Lemma A.4, the estimate of the
W
s
p(−T − σ, 0) norm can be divided into the intervals (−T − σ,−T ) and (−T, 0).
The Wsp(−T −σ,−T ) estimate follows from the W
1
p(−T −σ,−T ) estimate, which is straightforward since
U ′(θ) belongs to C∞[−T − 2σ,−T ] by Lemma 3.11.
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In the interval (−T, 0) there is a complication: U ′(θ) has a jump at θ = −T : it is equal to u′per(0+) −
u′per(0−) at this point. Hence U
′ is not W1p(−T − σ, 0) and we cannot apply Lemma A.1 to U
′ (as we did
for U in Step I). We overcome this difficulty, using the auxiliary function
f(θ) :=
{
aθ, θ ∈ (−T − σ,−T ),
0, θ ∈ (−T,∞),
(5.16)
where a := ϕ′α(0+)− ϕ
′
α(0−).
The function f has two properties that are relevant for us. The first is that if f is added to U , then the
jump in the derivative at θ = −T is eliminated. The second is that
‖f(· − δ)‖Wsp(−T,0) = O
(
δ1−s+
1
p
)
(5.17)
(which can be verified by a straightforward calculation). Thus, we set V (θ) := U(θ)+f(θ) for θ ∈ (−T−σ, 0).
Note that V ∈W2p(−T − σ, 0) and V (θ) = U(θ) for θ ∈ (−T, 0). Hence,
‖U(· − δ)− U + δU ′‖Wsp(−T,0) ≤ ‖V (· − δ)− V + δV
′‖Wsp(−T,0) + ‖f(· − δ)‖Wsp(−T,0).
Setting W = V ′ ∈W1p(−T − σ, 0) and using (5.17), we obtain
‖U(· − δ)− U + δU ′‖Wsp(−T,0) = ‖V (· − δ)− V + δV
′‖Lp(−T,0)
+ ‖W (· − δ)−W + δW ′‖Lp(−T,0) +O
(
δ1−s+
1
p
)
.
Finally, noting that V,W ∈ C∞[−T − σ,−T ] ∩ C∞[−T, 0] (by Lemma 3.11 and the definition (5.16) of f)
and applying Lemma A.1, we have
‖U(· − δ)− U + δU ′‖Wsp(−T,0) = O
(
δ1+
1
p
)
+O
(
δ1−s+
1
p
)
= O
(
δ1−s+
1
p
)
.
We will use the W1p(−σ, 0) norm of the partial t-derivative of ψ+ in the proofs of Lemmas 5.17–5.19.
Lemma 5.4. The operator Dtψ+ : R → Lp ∩ W
1
p(−σ, 0) given by (5.11) is bounded, and the following
estimate holds as δ → 0:
‖ψ+(ϕα, xα, T − δ)−ψ+(ϕα, xα, T ) +Dtψ+(ϕα, xα, T )δ‖Lp∩W1p(−σ,0) = O
(
|δ|1+
1
p
)
. (5.18)
Proof. By (3.4) and (5.11), the left-hand side in (5.18) is the norm of
u+(θ + t− δ)− u+(θ + T )− u
′
+(θ + T )δ for θ ∈ (−σ, 0).
Since u+ ∈ W
2(0, 2T ) ∩ W3(0, T ) ∩ W3(T, 2T ), Lemma A.1 implies the estimate of the W1p(−σ, 0) norm
in (5.18). The estimate of the Lp norm is contained in Lemma 5.3.
The following notation is used in the next lemma:
κ := κ(ν, y) := tβ(ϕα, xα)− tβ(ϕα + ν, xα + y), (5.19)
u : Lp × R
N × R→ R, u(ϕ, x, t) :=Mu+(ϕ, x; t). (5.20)
Lemma 5.5. The hit time operator tβ : Lp × RN → R is Fre´chet differential at (ϕα, xα). Moreover,
tβ(ϕα + ν, xα + y) = tβ(ϕα, xα) +Dtβ(ϕα, xα)[ν, y] +O
(
‖ν, y‖
2− 1
p
Lp×RN
)
.
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Here the linear operator Dtβ := Dtβ(ϕα, xα) : Lp × RN → R is given by
Dtβ [ν, y] = −(Dtu)
−1D(ϕ,x)u[ν, y], (5.21)
where3
Dtu := Dtu(ϕα, xα, tβ(ϕα, xα)) : R→ R,
D(ϕ,x)u := D(ϕ,x)u(ϕα, xα, tβ(ϕα, xα)) : Lp × R
N → R.
Proof. By the definition of tβ and u, it follows that tβ(ϕ, x) > 0 is the first time such that u(ϕ, x, tβ(ϕ, x)) =
β.
Recall that we assumed (after the proof of Lemma 4.8) that (ν, y) is small enough such that tβ(ϕα +
ν, xα + y) < 2T . Then, using the integral form of u+ in (2.9), we can write
u(ϕ, x, t) =M
[
e−Btx+
∫ t
0
eB(ξ−t)k dξ
]
︸ ︷︷ ︸
=:u1(x,t)
+M
∫ t
0
eB(ξ−t)Aϕ(ξ − 2T ) dξ︸ ︷︷ ︸
=:u2(ϕ,t)
. (5.22)
We calculate the linear parts of u1,u2 from (5.22) separately in Steps I and II. In Step III we combine them
to get the Fre´chet derivative of tβ .
Due to Assumption 3.10(2) and Notation (5.19), we write in the rest of the proof T instead of tβ(ϕα, xα)
and T − κ instead of tβ(ϕα + ν, xα + y).
Step I. The function u1 in (5.22) is smooth in x and t. It can be expanded in the Taylor series
u1(xα + y, T − κ) = u1(xα, T ) +Dxu1(xα, T )y −Dtu1(xα, T )κ+O
(
‖ν, y‖2
Lp×RN
)
, (5.23)
where the big-O follows from the locally Lipschitz continuity of tβ (Lemma 4.8).
Step II. The function u2 in (5.22) is linear in ϕ, hence
u2(ϕα + ν, T − κ) = u2(ϕα, T − κ) + u2(ν, T − κ). (5.24)
Step II.I. By the expression for u2 in (5.22),
u2(ϕα, T − κ) =M
[
e−B(T−κ)
∫ T−κ
0
eBξAϕα(ξ − 2T ) dξ
]
.
By Lemma 3.11, ϕα ∈ W1p(−2T, 0) ∩ C
∞[−2T,−T ] ∩ C∞[−T, 0]. Hence u2(ϕα, ·) belongs to W 2p (0, 2T ) ∩
C∞[0, T ] ∩C∞[T, 2T ]. Therefore, using Lemma 4.8, we obtain
|u2(ϕα, T − κ)− u2(ϕα, T ) + u
′
2(ϕα, T )κ︸ ︷︷ ︸
=Dtu2(ϕα,T )κ
| = O
(
κ2
)
= O
(
‖ν, y‖2
Lp×RN
)
. (5.25)
Step II.II. By the expression for u2 in (5.22),
u2(ν, T − κ) =M
[
e−B(T−κ)
∫ T−κ
0
eBξAν(ξ − 2T ) dξ
]
. (5.26)
By Lemma 4.8,
e−B(T−κ) = O(1) as ‖ν, y‖Lp×RN → 0, (5.27)
3We show in the course of the proof that u, given by (5.20), has partial derivatives with respect to t and with respect to
(ϕ, x) at the point (ϕα, xα, tβ(ϕα, xα)).
17
whereas the integral in (5.26) can be divided into two parts:∫ T−κ
0
eBξAν(ξ − 2T ) dξ =
∫ T
0
eBξAν(ξ − 2T ) dξ +
∫ T−κ
T
eBξAν(ξ − 2T ) dξ. (5.28)
The first integral on the right hand side is linear in ν. The second integral satisfies∥∥∥∥∥
∫ T−κ
T
eBξAν(ξ − 2T ) dξ
∥∥∥∥∥
RN
≤ Cκ
p−1
p ‖ν‖Lp = O
(
‖ν, y‖
2− 1
p
Lp×RN
)
, (5.29)
where C > 0 does not depend on ν, y, and the last relation follows from Lemma 4.8. Combining (5.26)–(5.29)
yields
|u2(ν, T − κ)− u2(ν, T )︸ ︷︷ ︸
=Dϕu2(ϕα,T )ν
| = O
(
‖ν, y‖2−
1
p
)
. (5.30)
Step III. Combining (5.23), (5.24), (5.25), and (5.30) yields
β = u(ϕα + ν, xα + y, T − κ) = u1(xα, T ) + u2(ϕα, T )︸ ︷︷ ︸
=u(ϕα,xα,T )=β
+Dxu1(xα, T )y +Dϕu2(ϕα, T )ν︸ ︷︷ ︸
=D(ϕ,x)u(ϕα,xα,T )[ν,y]
−Dtu1(xα, T )κ−Dtu2(ϕα, T )κ︸ ︷︷ ︸
=Dtu(ϕα,xα,T )κ
+O
(
‖ν, y‖
2− 1
p
Lp×RN
)
.
Recall that κ = tβ(ϕα, xα)− tβ(ϕα + ν, xα + y) by (5.19). Then the previous relation becomes
−D(ϕ,x)u(ϕα, xα, T )[ν, y] +O
(
‖ν, y‖
2− 1
p
Lp×RN
)
= Dtu(ϕα, xα, T )[tβ(ϕα, xα)− tβ(ϕα + ν, xα + y)]. (5.31)
Note that u(ϕα, xα, t) = Muper(t) (since (ϕα, xα) generates the periodic solution). Then Dtu(ϕα, xα, T ) :
R→ R is invertible, since dMuper(T )
dt
6= 0 by Assumption 3.10(4). Hence, (5.31) implies
tβ(ϕα + ν, xα + y) = tβ(ϕα, xα)−
(
Dtu
(
ϕα, xα, T
))−1
D(ϕ,x)u(ϕα, xα, T )[ν, y] +O
(
‖ν, y‖
2− 1
p
Lp×RN
)
,
which completes the proof.
Definition 5.6. The formal linearization of ψ+
(
ϕ, x, tβ(ϕ, x)
)
at (ϕα, xα) is a linear bounded operator
L : Bsp × R
N → Bsp
defined as
L[ν, y] = Dtψ+
(
ϕα, xα, tβ(ϕα, xα)
)
Dtβ(ϕα, xα)[ν, y] +D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
[ν, y], (5.32)
where Dtβ(ϕα, xα) is given in Lemma 5.5 and Dtψ+
(
ϕα, xα, tβ(ϕα, xα)
)
and D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
are given in Lemma 5.3. Note that L is a sum of the partial Fre´chet derivatives of ψ+ at (ϕα, xα, tβ(ϕα, xα)).
However, since we did not prove thatψ+ has partial Fre´chet derivatives in a neighbourhood of (ϕα, xα, tβ(ϕα, xα)),
L is not necessarily the Fre´chet derivative of ψ+
(
ϕ, x, tβ(ϕ, x)
)
.
The proof of the next lemma follows from Definition 5.6 of L, Lemmas 5.3 and 5.5, and Assump-
tion 3.10(4).
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Lemma 5.7. The operator L is of the form
L[ν, y](θ)
=

− ϕ
′
α(θ+T )
M
[
ϕ′α(−T−)
] ·M [∫ 0
−T
eBξAν(ξ − T ) dξ + e−BT y
]
+ ν(θ + T ), θ ∈ (−2T,−T ),
−
ϕ′α(θ−T )
M
[
ϕ′α(−T−)
] ·M [∫ 0−T eBξAν(ξ − T ) dξ + e−BT y]+
+
∫ θ
−T
eB(ξ−θ)Aν(ξ − T ) dξ + e−B(θ+T )y, θ ∈ (−T, 0),
(5.33)
where −T− means the limit at −T from the left.
Remark 5.8. Due to Assumption 3.10(3) we can define L equivalently as
L[ν, y] = Dtψ−
(
ϕβ , xβ , tα(ϕβ , xβ)
)
Dtα(ϕβ , xβ)[ν, y] +D(ϕ,x)ψ−
(
ϕβ , xβ , tα(ϕβ , xβ)
)
[ν, y].
The following result is a direct consequence from the structure of L in formula (5.33) and Lemmas A.4
and A.5.
Lemma 5.9. The operator L is a bounded linear operator both as a map
L : Lp × R
N → Lp ∩W
1
p(−T, 0),
and as a map
L : Bsp(−σ, 0)× R
N → Bsp(−T − σ, 0).
Before we define the formal linearizations of the (reparametrized) hit maps, we need to calculate the
Fre´chet derivatives of the lift operators. The formulas for Rα and Rβ in (5.3) imply that they have the same
Fre´chet derivative, which we denote DR:
DRz := DRαz = DRβz =
− 1
m0
N1∑
j=1
mjzj, z
 , z ∈ RN1 . (5.34)
Motivation 5.10. To motivate the definition of the formal linearization of Πβ and Πα, let us formally
calculate DΠβ(ϕα, wα), where wα = E
Rxα (see Section 5.1). By (5.5),
DΠβ(ϕα, wα)[ν, z] = EDPβ(ϕα,Rαwα)[ν, z]. (5.35)
Assume formally that the full derivative D(ϕ,x)ψ+
(
ϕα, xα, tβ(ϕα, xα)
)
exists and equals L (cf. Lemma 5.3
and Definition 5.6). Then, due to (4.3) and (3.5)(
first component of DPβ(ϕα,Rαwα)[ν, z]
)
= L[ν,DRz],(
second component of DPβ(ϕα,Rαwα)[ν, z]
)
= L[ν,DRz](0).
(5.36)
Combining (5.35) and (5.36) with (5.4), we obtain
DΠβ(ϕα, wα)[ν, z] =
(
L(ν,DRz),ERL[ν,DRz](0)
)
.
Definition 5.11. The formal linearization of Πα at (ϕβ ,E
Rxβ) and Πβ at (ϕα,E
Rxα) is the linear bounded
operator
LΠ : B
s
p × R
N1 → Bsp × R
N1 , LΠ[ν, z] :=
(
L[ν,DRz],ERL[ν,DRz](0)
)
. (5.37)
Note that the second component in (5.37) is well defined due to Lemma 5.9. Moreover, the following
result is a direct consequence from Lemma 5.9 and formula (5.37).
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Lemma 5.12. The operator LΠ is a bounded linear operator both as a map
LΠ : Lp × R
N1 →
(
Lp ∩W
1
p(−T, 0)
)
× RN1 ,
and as a map
LΠ : B
s
p(−σ, 0)× R
N1 → Bsp × R
N1 .
We denote the norms of these linear operators by ‖LΠ‖(1) and ‖LΠ‖(2), respectively.
5.3 Theorem: stability for the Poincare´ map
We state now the main result of the section: stability for the Poincare´ map.
Theorem 5.13. Let Condition 3.1 hold, and let LΠ be given by (5.37). If the spectral radius r(LΠ) is such
that
r(LΠ) < 1, (5.38)
then (ϕα, xα) is an asymptotically stable fixed point of the Poincare´ map P = Pαβ, given in Definition 4.6.
If
r(LΠ) > 1, (5.39)
then (ϕα, xα) is an unstable fixed point of the Poincare´ map P.
The proof is given in Section 5.6. It combines results which are proved in the next subsections.
5.4 Discussion
The technical settings in this paper can look strange without an explanation. They are mostly dictated by
the proof of Theorem 5.13, so now is a good point to discuss them. The interesting questions are:
1. Why do we use the space Wsp (in the definition of B
s
p)?
2. Why do we need the constant σ (also in the definition of Bsp)?
3. Why do we differentiate three iterations of the hit maps (in Theorem 5.14 below)?
If the reader understands the choices, then going through the proofs in this section becomes a much easier
task.
Section 5.2 shows that the main ingredient of the formal linearization of the hit map is the operator
L from Definition 5.6, which is the formal linearization of the operator ψ+ from Definition 3.5. For the
brevity of this discussion we ignore for the moment the argument x (so everything depends only on ϕ).
Denote a perturbation of ϕα by ν, and recall that tβ(ϕα) = T . The resulting perturbation of tβ is then
tβ(ϕα + ν) = T − κ, where
κ = O(‖ν‖Lp) (5.40)
by Lemma 4.8. Assume for the moment κ > 0 (this is the case where difficulties are encountered).
If L was the Fre´chet derivative of ψ+, then we would have
‖ψ+(ϕα + ν, T − κ)−ψ+(ϕα, T )− Lν‖ = o(‖ν‖) (5.41)
for an appropriate norm (same on both sides). We will answer questions 1–3 by trying to prove (5.41).
If we examine the expressions for ψ+ (given by (3.4)) and L (given by (5.33)), we see that both operators
are defined in a piecewise way. One can see the main difficulties, considering first the interval θ ∈ (−2T,−T ).
On this interval, the expression in the norm in the left hand side of (5.41) contains, in particular, the term
B(θ) := ν(θ + T − κ)− ν(θ + T ), θ ∈ (−2T,−T ). (5.42)
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Space for ν and the constant σ. Due to Definition 2.3 of a solution, the first natural choice would
be ν ∈ Lp. However, without additional regularity of ν, ‖B‖Lp(−2T,−T ) is not o
(
‖ν‖Lp
)
.
Another option is a Sobolev space. Since the arguments of the function ν(·) in (5.42) are at least −T −κ,
it follows that if we choose a small σ > 0, and ν ∈ Lp ∩W1p(−T − σ, 0), then for all 0 < κ < σ
‖B‖Lp(−2T,−T ) ≤ Const‖ν‖W1p(−T−σ,0)κ = O
(
‖ν‖2
Lp∩W1p(−T−σ,0)
)
, (5.43)
where the last relation follows from (5.40). To get the same norm on both sides in (5.41), we now have to
estimate, in particular, ‖B‖W1p(−T−σ,−T ). This cannot be done directly without extra regularity of ν, but
iterations of the Poincare´ map help to gain regularity (see discussion below).
However, the Fre´chet derivative of ψ+(ϕ, tβ(ϕ)) at ϕα would then involve the Fre´chet derivative with
respect to time of the function ψ+(ϕα, ·) : R→ Lp ∩W
1
p(−T − σ, 0). To show its differentiability at t = T ,
we would have to estimate the W1p(−T − σ, 0) norm of
uper(θ + T − δ)− uper(θ + T ) + u
′
per(θ + T )δ, θ ∈ (−T − σ, 0), (5.44)
where uper is the periodic solution (cf. the expressions under the norm in (5.12) and (5.14)). But the
function in (5.44) does not belong to W1p(−T − σ, 0) because u
′
per(θ + T ) in general has a jump at θ = −T .
This difficulty cannot be solve by iterating the Poincare´ map. The remedy is to take Wsp(−T − σ, 0) instead
of W1p(−T − σ, 0), see the proof of Lemma 5.3 and specifically the usage of the auxiliary function f there. If
ν ∈ Lp ×W
s
p(−T − σ, 0), then by Besov’s inequality (Lemma A.2), estimate (5.43) can be replaced by
‖B‖Lp(−2T,−T ) ≤ Const‖ν‖Wsp(−T−σ,0)κ
s ≤ Const‖ν‖Wsp(−T−σ,0)‖ν‖
s
Lp
. (5.45)
However, to estimate ‖B‖Wsp(−T−σ,−T ), the iteration is still needed.
Iterations. First consider two iterations of the hit maps: PαPβ (in the proof we iterate the reparametriza-
tions of the hit maps, Πα and Πβ , but for this discussion the hit maps themselves will do). Denote the new
perturbation for Pα by ν1 (we still omit the argument x):
ν1 := Pβ(ϕα + ν)−Pβ(ϕα) = ψ+(ϕα + ν, T − κ)− ϕβ .
Set κ1 := tα(ϕβ)− tα(ϕβ + ν1) = T − tα(ϕβ + ν1), and assume that κ1 > 0 (this is again the most difficult
case). We need to estimate the term analogous to B(θ) in (5.42) for two iterations, in the Wsp(−T − σ,−T )
norm, i.e.,
‖ν1(·+ T − κ1)− ν1(·+ T )‖Wsp(−T−σ,−T ).
We pass to the W1p(−T − σ,−T ) norm, and try to estimate
‖ν′1(·+ T − κ1)− ν
′
1(·+ T )‖Lp(−T−σ,−T ). (5.46)
We note that ν1 satisfies a delay differential equation (given in (5.59) further on). Examining this delay
differential equation shows that (5.46) includes
‖ν(· − κ1)− ν‖Lp(−T−σ−κ,−T ).
If ν belonged to Wsp(−T − 2σ,−T ), then an estimate similar to (5.45) would work. But ν belongs only to
W
s
p(−T − σ,−T ).
However, when we take three iterations and define κ2 (> 0 to be definite) similarly to κ1, we end up with
‖ν(· − κ2)− ν‖Lp(−σ−κ1−κ,0) (see (5.59) and (5.60)). Since ν ∈W
s
p(−T − σ, 0), this is estimated analogously
to (5.45).
5.5 Fre´chet derivative of a composition of three hit maps
In this subsection we find the Fre´chet derivative of Πβαβ = ΠβΠαΠβ (see the discussion of three iterations
in Section 5.4). Our candidate for the Fre´chet derivative is (LΠ)
3, where LΠ is given in Definition 5.11.
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5.5.1 Formulation of the main result
The main result of the section is the following theorem.
Theorem 5.14. The map
Πβαβ : B
s
p × R
N1 → Bsp × R
N1 (5.47)
is Fre´chet differentiable at (ϕα, xα). Its derivative equals (LΠ)
3, where LΠ is the linear bounded operator
defined in (5.37). In particular, Πβαβ can be written as
Πβαβ(ϕα + ν, wα + z) = Πβαβ(ϕα, wα) + (LΠ)
3[ν, z] + hΠβαβ(ν, z), (5.48)
where ∥∥hΠβαβ(ν, z)∥∥Bsp×RN1 = O (‖ν, z‖γBsp×RN1)
with γ := min{2− 1
p
, 1
p
+ s, 1− s+ 1
p
} > 1 by Condition 3.1.
The rest of the section is devoted to the proof of Theorem 5.14. We assume throughout the proof that
(ν, z) are in a sufficiently small ball4 in Bsp ×R
N1 such that the solution u(ϕα+ ν,E
R[wα+ z]; t) has at least
three switching times for t ∈ (0,∞).
For the proof we need the (nonlinear) operators
hΠβ ,h
Π
α : B
s
p × R
N1 → Bsp × R
N1
defined by
Πβ(ϕα + ν, wα + z) = Πβ(ϕα, wα) + LΠ[ν, z] + h
Π
β (ν, z),
Πα(ϕβ + ν, wβ + z) = Πα(ϕβ , wβ) + LΠ[ν, z] + h
Π
α (ν, z),
(5.49)
where Πβ ,Πα are defined in (5.5), LΠ in (5.37), and wα = E
Rxα.
In order to write hΠβ in a more convenient form, we recall P
B
β from the definition of Pβ in (4.2), and
define the operator hβ : B
s
p × R
N → Bsp with Dom(hβ) = {(ν, x) ∈ B
s
p × R
N : (ϕα + ν, xα + x) ∈ Tα} as
hβ(ν, x) := P
B
β(ϕα + ν, xα + x)−P
B
β(ϕα, xα)− L[ν, x]. (5.50)
Later on, we will use this operator with x = DRz. Note that Rα is affine linear and thus xα + DRz =
Rαwα +DRz = Rα(wα + z). Hence, (ϕα + ν, xα +DRz) ∈ Tα.
Equations (5.5) (for Πβ), (5.37) (for LΠ), (5.34) (for Rα), (5.49) and (5.50) imply that the term h
Π
β (or
hΠα ) in (5.49) can be written as
hΠβ (ν, z) = (hβ(ν,DRz),E
Rhβ(ν,DRz)(0)). (5.51)
Now we express hΠβαβ from (5.48) in terms of L,h
Π
β and h
Π
α . For this we set
(ν1, z1) :=
(
ν1, ν1(0)
)
:= Πβ(ϕα + ν, wα + z)−Πβ(ϕα, wα),
(ν2, z2) :=
(
ν2, ν2(0)
)
:= Παβ(ϕα + ν, wα + z)−Παβ(ϕα, wα).
(5.52)
Then a straightforward calculation that uses repeatedly (5.49) shows that
hΠβαβ(ν, z) = LΠ
[
LΠh
Π
β (ν, z) + h
Π
α (ν1, z1)
]
+ hΠβ (ν2, z2). (5.53)
Lemmas 5.17–5.19 below will show that Bsp ×R
N1 norm of the right-hand side in (5.53) is O
(
‖ν, z‖γ
Bsp×R
N1
)
and conclude the proof.
4Such a ball exists since Pβ , tβ and Pα, tα are continuous at (ϕα, xα) and (ϕβ , xβ) respectively (see Lemmas 4.8 and 4.9)
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5.5.2 Part I: Preliminaries for the estimate
Set
y := DRz, y1 := DRz1, y2 := DRz2. (5.54)
Estimating hΠβαβ differs slightly for different switching times. We give a proof here for the case where the
first three switching times are less than T , i.e.,
tβ(ϕα + ν, xα + y) = T − κ, tα(ϕβ + ν1, xβ + y1) = T − κ1, tβ(ϕα + ν2, xα + y2) = T − κ2, (5.55)
where
κ, κ1, κ2 > 0. (5.56)
This case is the hardest one, as it leaves the “largest chunk” of history corresponding to the perturbed initial
data to deal with in the analysis.
Using this notation, ν1, ν2 from (5.52) can be written as
5
ν1(θ) =

ν(θ + T − κ) + uper(θ + T − κ)− uper(θ + T ), θ ∈ (−2T,−T + κ),
u+(ϕα + ν, xα + y; θ + T − κ)− u+(ϕα, xα; θ + T )︸ ︷︷ ︸
=uper(θ+T )
, θ ∈ (−T + κ, 0), (5.57)
and
ν2(θ) =

ν1(θ + T − κ1) + uper(θ + 2T − κ1)− uper(θ + 2T ), θ ∈ (−2T,−T + κ1),
u−(ϕβ + ν1, xβ + y1; θ + T − κ1)− u−(ϕβ , xβ ; θ + T )︸ ︷︷ ︸
=uper(θ+2T )
, θ ∈ (−T + κ1, 0). (5.58)
Since u+ satisfies problem (2.6)–(2.8), it follows that ν1(θ) satisfies, for θ ∈ (−T + κ, 0), the following
problem:
ν˙1(θ) = −Bν1(θ) +Aν1(θ − 2T ), θ ∈ (−T + κ, 0),
ν1(θ) = ν(θ + T − κ) + uper(θ + T − κ)− uper(θ + T ), θ ∈ (−3T + κ,−T + κ),
ν1(−T + κ+ 0) = xα + y − uper(κ),
(5.59)
where −T + κ+ 0 means the limit from the right. In the same manner, ν2(θ) satisfies, for θ ∈ [−T + κ1, 0],
the following problem
ν˙2(θ) = −Bν2(θ) +Aν2(θ − 2T ), θ ∈ (−T + κ1, 0),
ν2(θ) = ν1(θ + T − κ1) + uper(θ + 2T − κ1)− uper(θ + 2T ), θ ∈ (−3T + κ1,−T + κ1),
ν2(−T + κ+ 0) = xβ + y1 − uper(T + κ1),
(5.60)
where −T + κ+ 0 means the limit from the right.
Remark 5.15. We assume throughout the rest of the proof that (ν, z) is small enough such that κ+κ1+κ2 <
σ(≤ T/3) , where σ is from the definition of Bsp in Section 3.1.
The next technical lemma establishes a number of estimates on ν1, ν2 and the different κ, κ1, κ2. For
clarity, we note next to each estimate at least one place in which it is used.
Recall from (5.56) that we study the case of κ, κ1, κ2 > 0. If any of these constants is negative, then some
adjustments to the proofs in the following lemma are needed. Specifically, some intervals will be splitted
differently.
5Note that ν1, ν2 were defined in (5.52) as the Bsp components of Πβ ,Πα. Those components are the same as in Pβ ,Pα
(see the definition in (5.5)). The maps Pβ ,Pα are defined via ψ+,ψ− (see the definition in (3.4)), and the formulas for ν1, ν2
are calculated via ψ+,ψ−.
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Lemma 5.16. Under assumption (5.56), the following estimates hold with some constants Const > 0
independent of ν and y (hence, independent of κ, κ1 and κ2).
(a) ‖ν1‖Lp ≤ Const‖ν, y‖Lp×RN .
(b) ‖ν1‖Wsp(−2T,0) ≤ Const‖ν, y‖
1
p
Bsp×R
N .
(c) ‖ν2‖Lp ≤ Const‖ν, y‖Lp×RN .
(d) ‖ν2‖Wsp(−2T,0) ≤ Const‖ν, y‖
1
p
Bsp×R
N .
(e) ‖y1‖RN , ‖y2‖RN ≤ Const‖ν, y‖Lp×RN .
(f) κ, κ1, κ2 ≤ Const‖ν, y‖Lp×RN .
Proof. Estimate (f) for κ is a direct consequence of Lemma 4.8 on locally Lipschitz continuity of the hit time
operator. We mention this here, since it is used in the proofs of estimates (a) and (b).
Recall that according to Lemma A.4 it is possible to divide an estimate in the Wsp norm into two intervals,
as long as the length of each of the intervals is bounded away from zero as ‖ν, y‖Bsp×Rn → 0.
(a) Formula (5.57) is a piecewise expression for ν1. We estimate each interval separately.
• θ ∈ (−2T,−T + κ): The initial data ϕα is in the space W1p(−2T, 0) (since ϕα(θ − 2T ) = uper(θ)
for θ ∈ [0, 2T ]), and belongs to C∞[−2T,−T ] and C∞[−T, 0] by Lemma 3.11. We use this and
estimate (f) for κ to bound the expression given by (5.57):
‖ν1‖Lp(−2T,−T+κ) = ‖ν(·+ T − κ) + uper(·+ T − κ)− uper(·+ T )‖Lp(−2T,−T+κ)
≤ ‖ν‖
Lp
+ κ‖ϕα‖W1p(−2T,0) ≤ Const‖ν, y‖Lp×RN .
• θ ∈ (−T + κ, 0): By expression (5.57) for ν1 and integral representation (2.9) for u+
‖ν1‖Lp(−T+κ,0) = ‖u+(ϕα + ν, xα + y; · − κ)− u+(ϕα, xα; ·)‖Lp(κ,T ) ≤ Const‖ν, y‖Lp×RN ,
where the last inequality also uses estimate (f) for κ.
(b) The Lp norm was already estimated in (a). We complete the estimate by treating four disjoint intervals:
(−T + κ, 0), (−T − σ,−T + κ), (−2T + σ,−T − σ) and (−2T,−2T + σ), whose lengths are bounded
away from zero. We begin by estimating the two larger intervals of those four.
• (−T + κ, 0): It is sufficient to estimate the norm of the weak derivative. By (5.59),
‖ν′1‖Lp(−T+κ,0) = ‖−Bν1 +Aν1(· − 2T )‖Lp(−T+κ,0)
=
∥∥−Bν1 +A[ν(· − T − κ) + uper(· − T − κ)− uper(· − T )]∥∥
Lp(−T+κ,0)
≤ ‖B‖‖ν1‖Lp(−T+κ,0) + ‖A‖
(
‖ν‖Lp(−2T,−T−κ) + κ‖ϕα‖W1p(−2T,0)
)
≤ Const‖ν, y‖Lp×RN ,
where the last inequality follows from estimates (a) and (f) (for κ) in this lemma.
• (−2T + σ,−T − σ) By (5.57) and estimate (f) for κ,
‖ν1‖Wsp(−2T+σ,−T−σ) = ‖ν(· − κ) + ϕα(· − κ)− ϕα‖Wsp(−T+σ,−σ)
≤ Const
(
‖ν‖Wsp(−T+σ−κ,−σ−κ) + ‖ϕα(· − κ)− ϕα‖W1p(−T+σ,−σ)
)
≤ Const
(
‖ν‖Wsp(−T+σ−κ,−σ−κ) + κ‖ϕα‖W2p(−T,0)
)
≤ Const‖ν, y‖Bsp×RN .
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• (−2T,−2T + σ): By expression6 (5.57),
‖ν1‖Wsp(−2T,−2T+σ) = ‖ν(· − κ) + ϕα(· − κ)− ϕα‖Wsp(−T,−T+σ)
≤ Const
(
‖ν‖Wsp(−T−κ,−T ) + ‖ϕα(· − κ)− ϕα‖W1p(−T,−T+σ)
)
≤ Const
(
‖ν‖Wsp(−T−κ,−T ) + ‖ϕα(· − κ)− ϕα‖W1p(−T,−T+κ) + ‖ϕα(· − κ)− ϕα‖W1p(−T+κ,−T+σ)
)
.
The first term is obviously bounded by ‖ν, y‖Bsp×RN , and the third term is bounded in the same
way as in the estimate of the (−2T + σ,−T − σ) interval. However, this method does not work
for the second term, since ϕα has a jump in the derivative at T . We bound it as follows:
‖ϕα(· − κ)− ϕα‖W1p(−T,−T+κ) ≤ ‖ϕα‖W1p(−T−κ,−T ) + ‖ϕα‖W1p(−T,−T+κ)
≤ Constκ
1
p (‖ϕα‖W1
∞
(−2T,−T ) + ‖ϕα‖W1
∞
(−T,0)) ≤ Const‖ν, y‖
1
p
Lp×RN
,
where the last inequality follows from estimate (f) for κ.
• (−T − σ,−T + κ): By expression (5.57)
‖ν1‖Wsp(−T−σ,−T+κ) = ‖ν(· − κ) + uper(· − κ)− uper‖Wsp(−σ,κ)
≤ ‖ν‖Wsp(−T−σ,0) + ‖uper(· − κ)− uper‖W1p(−σ,0) + ‖uper(· − κ)− uper‖W1p(0,κ).
The second norm on the right-hand side is bounded in the same way as in the estimate of the
interval (−2T + σ,−T − σ), and the last norm is bounded in the same way as in the estimate of
the interval (−2T,−2T + σ).
For estimates (c) and (d), we need estimate (e) for y1 and estimate (f) for κ1. For the first one, we use (5.52),
Sobolev’s inequality, and the W1p estimate for the interval (−T + κ, 0) from estimate (b):
‖y1‖RN =‖ν1(0)‖RN ≤ Const‖ν1‖W1p(−T+κ,0) ≤ Const‖ν, y‖Lp×RN . (5.61)
Estimate (f) for κ1 holds by the definition of κ1 in (5.55), Lemma 4.8 on locally Lipschitz continuity of tα,
and estimate (a) in this lemma.
(c) Using a proof similar to (a), with obvious replacements of κ by κ1 and α by β and using estimate (f)
for κ1 yields
‖ν2‖Lp ≤ Const‖ν1, y1‖Lp×RN ≤ ‖ν, y‖Lp×RN ,
where the last inequality follows estimates (a) and (e) in this lemma.
(d) Note that the Lp norm of ν2 was already estimated in (c). We proceed with the three non-intesecting
intervals, whose lengths are bounded away from zero.
• (−T + κ1, 0): The proof is similar to the proof in the interval (−T + κ, 0) in (b), with the same
adjustments as in (c), which yields
‖ν′2‖Lp(−t+κ1,0) ≤ Const‖ν, y‖Lp×RN .
• (−T − σ,−T + κ1): By formula (5.58) for ν2,
‖ν2‖Wsp(−T−σ,−T+κ1) = ‖ν1(· − κ1) + uper(·+ T − κ1)− uper(·+ T )‖Wsp(−σ,κ1)
≤ ‖ν1‖Wsp(−σ−κ1,0) + ‖uper(·+ T − κ1)− uper(·+ T )‖Wsp(−σ,κ1)
≤ ‖ν1‖Wsp(−σ−κ1,0) + Const‖uper(· − κ1)− uper‖W1p(−σ+T,T ) + Const‖uper(· − κ1)− uper‖W1p(T,T+κ1).
6Note that ν is indeed in Wsp in the regions in the calculations, since κ < σ, and ν ∈ W
s
p(−T − σ, 0) by definition of the
space Bsp.
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The function ν1 was already bounded in (b). The second norm is bounded as in the proof
of interval (−2T + σ,−T − σ) in estimate (b) followed by estimate (f) for κ1. For the last
term we use the triangle inequality to bound each of the functions separately as in the proof of
intervals (−2T,−2T + σ) and (−T − σ,−T + κ) in estimate (b):
‖uper(· − κ1)− uper‖W1p(T,T+κ1) ≤ κ
1
p
1 (‖uper‖W1∞(0,T ) + ‖uper‖W1∞(T,2T )) ≤ Const‖ν, y‖
1
p
Bsp×R
N ,
where the last inequality follows from estimate (f) for κ1.
• (−2T,−T − σ): We estimate the larger interval (−2T,−T ). By formula (5.58) for ν2,
‖ν2‖Wsp(−2T,−T ) = ‖ν1(· − κ1) + uper(·+ T − κ1)− uper(·+ T )‖Wsp(−T,0)
≤ ‖ν1‖Wsp(−T−κ1,−κ1) + ‖uper(· − κ1)− uper‖W1p(0,κ1) + ‖uper(· − κ1)− uper‖W1p(κ1,T ).
The norm of ν1 was bounded in estimate (b). The second norm is bounded as in the proof of
interval (−T−σ,−T+κ1) in this estimate. The third norm is estimated by Const κ1‖uper‖W2p(0,T ),
followed by estimate (f) for κ1.
(e) The vector y1 was already bounded in (5.61). We bound y2 = ν2(0) in exactly the same way, using the
W
1
p estimate for the interval (−T + κ1, 0) in estimate (d).
(f) This was shown for κ before the proof of estimate (a) and for κ1 before the proof of estimate (c). For
κ2 the inequality holds due to estimate (c) in this lemma and Lemma 4.8, followed by estimate (c) for
ν2 and the W
1
p estimate of ν2 for the interval (−T + κ1, 0) in estimate (d).
5.5.3 Part II: Estimating hΠβαβ in (5.53)
Using (5.53), Lemma 5.12, relation (5.51), and Sobolev’s inequality we obtain
‖hΠβαβ(ν, z)‖Bsp×RN1 =
∥∥LΠ [LΠhΠβ (ν, z) + hΠα (ν1, z1)]+ hΠβ (ν2, z2)∥∥Bsp×RN1
≤ ‖LΠ‖(2) ‖LΠ‖(1)
∥∥hΠβ (ν, z)∥∥Lp×RN1 + ‖LΠ‖(2) ∥∥hΠα (ν1, z1)∥∥Bsp(−σ,0)×RN1 + ∥∥hΠβ (ν2, z2)∥∥Bsp×RN1
≤ Const
(
‖hΠβ (ν, z)︸ ︷︷ ︸
(1)
‖Lp×RN1 + ‖hα(ν1, DRz1)︸ ︷︷ ︸
(2)
‖Lp∩W1p(−σ,0) + ‖hβ(ν2, DRz2)︸ ︷︷ ︸
(3)
‖Bsp∩W1p(−σ,0)
)
.
(5.62)
Lemmas 5.17–5.19 below will show that the components (1), (2), (3) in (5.62) are O
(
‖ν, z‖γ
Bsp×R
N1
)
.
Before we estimate those components we divide hα and hβ into two complementary parts. Since the
operator ψ+ is affine linear in (ϕ, x) by (3.4), it can be written as
ψ+(ϕα + ν, xα + y, tβ(ϕα + ν, xα + y)) = ψ+(ϕα, xα, tβ(ϕα + ν, xα + y))︸ ︷︷ ︸
=:ψ
(A)
+
+D(ϕ,x)ψ+(ϕα, xα, tβ(ϕα + ν, xα + y))[ν, y]︸ ︷︷ ︸
=:ψ
(B)
+
.
(5.63)
In a similar way, formula (5.32) shows that the operator L can also be written as a sum of two terms:
L[ν, y] = Dtψ+(ϕα, xα, tβ(ϕα, xα))
(
Dtβ(ϕα, xα)
)︸ ︷︷ ︸
=:L(A)
[ν, y] +D(ϕ,x)ψ+(ϕα, xα, T )︸ ︷︷ ︸
=:L(B)
[ν, y]. (5.64)
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Now, if we set
h
(A)
β (ν, y) := ψ
(A)
+ −ψ+(ϕα, xα, T )− L
(A), h
(B)
β (ν, y) := ψ
(B)
+ − L
(B), (5.65)
then hβ from (5.50) can be written as
hβ(ν, y) = h
(A)
β (ν, y) + h
(B)
β (ν, y). (5.66)
The operator hΠβ from (5.51) can be written in a similar way
hΠβ (ν, z) := h
Π,(A)
β (ν, z) + h
Π,(B)
β (ν, z), (5.67)
where
h
Π,(A)
β (ν, z) = (h
(A)
β (ν,DRz),E
Rh
(A)
β (ν,DRz)(0)),
h
Π,(B)
β (ν, z) = (h
(B)
β (ν,DRz),E
Rh
(B)
β (ν,DRz)(0)).
(5.68)
Following (5.66) and (5.67), each of the proofs in Lemmas 5.17–5.19 below is divided into two parts.
In what follows we frequently use estimates (a), (c), (e) and (f) from Lemma 5.16:
‖ν1‖Lp , ‖ν2‖Lp , ‖y1‖RN , ‖y2‖RN , κ, κ1, κ2 ≤ Const‖ν, y‖Lp×RN .
These oft-used inequalities will sometimes be applied in the sequel without referring to Lemma 5.16.
Lemma 5.17 ((1) in (5.62)). The operator hΠβ from (5.51) satisfies
‖hΠβ (ν, z)‖Lp×RN1 = O
(
‖ν, z‖
2− 1
p
Bsp×R
N1
)
.
Proof. Step I. h
Π,(A)
β in (5.67). By (5.68), it is enough to bound ‖h
(A)
β (ν,DRz)‖Lp∩W1p(−σ,0). Recall from (5.54)
that y := DRz. We carry out the estimate in terms of y. This will imply the estimate in z, since
‖y‖RN ≤ ‖DR‖‖z‖RN1 .
Adding and subtracting Dtψ+(ϕα, xα, tβ(ϕα, xα))κ to h
(A)
β yields
h
(A)
β (ν, y) = ψ+(ϕα, xα, tβ(ϕα + ν, xα + y))−ψ+(ϕα, xα, tβ(ϕα, xα)) +Dtψ+(ϕα, xα, tβ(ϕα, xα))κ︸ ︷︷ ︸
(I)
−Dtψ+(ϕα, xα, tβ(ϕα, xα))κ−Dtψ+(ϕα, xα, tβ(ϕα, xα))
(
Dtβ(ϕα, xα)
)
[ν, y]︸ ︷︷ ︸
(II)
,
where κ = T − tβ(ϕα + ν, xα + y) (see (5.55)). Applying Lemmas 5.4, 5.16(f) and Remark 3.3 yields
‖(I)‖Lp∩W1p(−σ,0) = O
(
‖ν, y‖
1+ 1
p
Lp×RN
)
= O
(
‖ν, y‖
2− 1
p
Lp×RN
)
. (5.69)
We write (II), using the distributive law:
(II) = Dtψ+(ϕα, xα, tβ(ϕα, xα))
[
− κ−Dtβ(ϕα, xα)[ν, y]
]
.
The operator Dtψ+ : R→ Lp ∩W
1
p(−σ, 0) is linear and bounded by Lemma 5.4. The absolute value of the
term inside the brackets is O
(
‖ν, y‖
2− 1
p
Lp×RN
)
by Lemma 5.5, which implies
‖(II)‖Lp∩W1p(−σ,0) = O
(
‖ν, y‖
2− 1
p
Lp×RN
)
. (5.70)
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Step II. h
Π,(B)
β in (5.67). We estimate the Lp and the R
N1 norms in ‖h
Π,(B)
β (ν, z)‖Lp×RN1 separately. To
estimate the Lp norm, we estimate ‖h
(B)
β (ν, y)‖Lp , using y := DRz as in step I. We write h
(B)
β (from (5.65)),
using tβ(ϕα, xα) = T , tβ(ϕα + ν, xα + y) = T − κ (from (5.55)), and the expression for ψ+ from (3.4):
h
(B)
β (ν, y)(θ) =
{
ν(θ + T − κ), θ ∈ (−2T,−T + κ),
e−B(θ+T−κ)y +
∫ θ+T−κ
0
eB(ξ−θ−T+κ)Aν(ξ − 2T ) dξ, θ ∈ (−T + κ, 0),
−
{
ν(θ + T ), θ ∈ (−2T,−T ),
e−B(θ+T )y +
∫ θ+T
0 e
B(ξ−θ−T )Aν(ξ − 2T ) dξ, θ ∈ (−T, 0).
(5.71)
Set
ρ(θ) := e−Bθy +
∫ θ
0
eB(ξ−θ)Aν(ξ − 2T ) dξ. (5.72)
Then
h
(B)
β (ν, y)(θ) =
{
ν(θ + T − κ), θ ∈ (−2T,−T + κ),
ρ(θ + T − κ), θ ∈ (−T + κ, 0),
−
{
ν(θ + T ), θ ∈ (−2T,−T ),
ρ(θ + T ), θ ∈ (−T, 0).
(5.73)
Due to (5.72),
‖ρ‖Wsp(0,T ) ≤ Const‖ρ‖W1p(0,T ) ≤ Const(‖ν, y‖Lp×RN ). (5.74)
We divide the interval (−2T, 0) into three disjoint intervals and estimate the Lp norm of h
(B)
β in each of
those intervals.
(1) θ ∈ (−2T,−T ): By (5.73), Lemma A.2, and inequality (3.3),
‖h
(B)
β (ν, y)‖Lp(−2T,−T ) = ‖ν(·+ T − κ)− ν(·+ T )‖Lp(−2T,−T ) = ‖ν(· − κ)− ν‖Lp(−T,0)
≤ Constκs‖ν‖Wsp(−T−σ,0) ≤ Const‖ν, y‖
1+s
Bsp×R
N = O
(
‖ν, y‖
2− 1
p
Bsp×R
N
)
.
(5.75)
(2) θ ∈ (−T,−T + κ): By (5.73),
‖h
(B)
β (ν, y)‖Lp(−T,−T+κ) = ‖ν(·+ T − κ)− ρ(·+ T )‖Lp(−T,−T+κ) ≤ ‖ν(· − κ)‖Lp(0,κ) + ‖ρ‖Lp(0,κ).
By Lemma A.7,
‖ν(· − κ)‖Lp(0,κ) ≤ Constκ
s‖ν‖Wsp(−σ,0). (5.76)
The estimate for ρ is similar and additionally employs (5.74). Hence, using inequality (3.3), we obtain
‖h
(B)
β (ν, y)‖Lp(−T,−T+κ) ≤ Const κ
s
(
‖ν‖Lp∩Wsp(−σ,0) + ‖y‖RN
)
= O
(
‖ν, y‖1+s
Bsp×R
N
)
= O
(
‖ν, y‖
2− 1
p
Bsp×R
N
)
.
(5.77)
(3) θ ∈ (−T + κ, 0): By (5.73) and (5.74)
‖h
(B)
β (ν, y)‖Lp(−T+κ,0) = ‖ρ(· − κ)− ρ‖Lp(κ,T ) ≤ Constκ‖ρ‖W1p(0,T ) ≤ Const‖ν, y‖
2
Lp×RN
. (5.78)
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The RN1 norm in ‖h
Π,(B)
β (ν, z)‖Lp×RN1 is bounded by Const‖h
(B)
β (ν, y)(0)‖RN , due to (5.68). By (5.71),
‖h
(B)
β (ν, y)(0)‖RN =
∥∥∥e−B(T−κ)y + ∫ T−κ
0
eB(ξ−(T−κ))Aν(ξ − 2T ) dξ − e−BT y
+
∫ T
0
eB(ξ−T )Aν(ξ − 2T ) dξ
∥∥∥
RN
≤
∥∥e−BT (eBκ − I)∥∥ ‖y‖RN
+
∫ T−κ
0
∥∥∥eB(ξ−T )∥∥∥ ∥∥eBκ − I∥∥ ‖Aν(ξ − 2T )‖
RN
dξ +
∫ T
T−κ
∥∥∥eB(ξ−T )∥∥∥ ‖Aν(ξ − 2T )‖
RN
dξ.
(5.79)
It is easy to see that the first term in the right hand side of (5.79) is O
(
‖ν, y‖2
Lp×RN
)
. The second term in
the right hand side of (5.79) is estimated as∫ T−κ
0
∥∥∥eB(ξ−T )∥∥∥ ∥∥eBκ − I∥∥ ‖Aν(ξ − 2T )‖
RN
dξ ≤ Const
∫ T
0
|κ| ‖ν(ξ − 2T )‖
RN
dξ
≤ Const|κ|‖ν‖Lp(−T,0) = O
(
‖ν, y‖2
Lp×RN
)
.
Using Ho¨lder’s inequality and the continuity of the embedding Wsp(−T − σ,−T ) ⊂ L p1−sp , we estimate the
third term in the right hand side of (5.79) as follows:∫ T
T−κ
∥∥∥eB(ξ−T )∥∥∥ ‖Aν(ξ − 2T )‖
RN
dξ ≤ Const
∫ −T
−T−κ
‖ν(ξ)‖
RN
dξ ≤ Constκ1−
1−sp
p ‖ν‖L p
1−sp
(−T−σ,−T )
≤ Constκ1−
1−sp
p ‖ν‖Wsp(−T−σ,−T ) = O
(
‖ν, y‖
2− 1−sp
p
Bsp×R
N
)
= O
(
‖ν, y‖2−
1
p
)
.
Lemma 5.18 ((2) in (5.62)). The operator hα from (5.50) (with α and β interchanged) satisfies
‖hα(ν1, DRz1)‖Lp = O
(
‖ν, z‖
min{2− 1
p
, 1
p
+s}
Bsp×R
N1
)
, (5.80)
‖hα(ν1, DRz1)‖W1p(−σ,0) = O
(
‖ν, z‖
min{2− 1
p
, 1
p
+s}
Bsp×R
N1
)
(5.81)
where (ν1, z1) ∈ Bsp × R
N1 are defined in (5.52).
Proof. We carry out the calculations in terms of y := DRz and y1 := DRz1 (defined in (5.54)). The final
estimate is in terms of y. This implies the estimate in z, since ‖y‖RN ≤ ‖DR‖‖z‖RN1 .
Let us prove (5.80). Similarly to (5.69), (5.70), (5.75), (5.77) and (5.78), we obtain
‖hα(ν1, y1)‖Lp ≤ Const
(
‖ν1, y1‖
2− 1
p
Lp×RN
+ κs1‖ν1‖Lp∩Wsp(−T−σ,0) + κ
s
1‖y1‖RN
)
.
Applying Lemma 5.16(a),(b),(e),(f) yields ‖hα(ν1, DRz1)‖Lp = O
(
‖ν, y‖
min{2− 1
p
, 1
p
+s}
Bsp×R
N
)
.
It remains to prove (5.81). To do so, we need to estimate the weak derivative in the interval (−σ, 0).
Following the analogue of (5.66) for hα, we carry out the calculations in two steps.
Step I. h
(A)
α in (5.66). Similarly to (5.69) and (5.70) in the proof of Lemma 5.17 with additional usage of
Lemma 5.16(a),(e),(f), we obtain∥∥∥h(A)α (ν1, y1)∥∥∥
W1p(−σ,0)
= O
(
‖ν, z‖
2− 1
p
Lp×RN1
)
.
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Step II. h
(B)
α in (5.66).Wewrite h
(B)
α (ν1, y1) (from the analogue of (5.65)) for θ ∈ (−σ, 0), using tα(ϕβ , xβ) =
T , tα(ϕβ + ν, xβ + y) = T − κ1 (from (5.55)) and the expression for ψ− from (3.4):
h(B)α (ν1, y1) =e
−B(θ+T−κ1)y1 +
∫ θ+T−κ1
0
eB(ξ−θ−T+κ1)Aν1(ξ − 2T ) dξ
− e−B(θ+T )y1 −
∫ θ+T
0
eB(ξ−θ−T )Aν1(ξ − 2T ) dξ.
Set
ρ1(θ) := e
−Bθy1 +
∫ θ
0
eB(ξ−θ)Aν1(ξ − 2T ) dξ. (5.82)
Then
h(B)α (ν1, y1)(θ) = ρ1(θ + T − κ1)− ρ1(θ + T ), θ(−σ, 0). (5.83)
By (5.82) and Lemma 5.16(a),(e),
‖ρ1‖W1p(T−2σ,T ) ≤ Const‖ν, y‖Lp×RN . (5.84)
By (5.83) and the equality ρ′1(θ) = −Bρ1(θ) +Aν1(θ − 2T ), we have∥∥∥∥(h(B)β (ν1, y1))′∥∥∥∥
Lp(−σ,0)
= ‖ρ′1(· − κ1)− ρ
′
1‖Lp(T−σ,T )
=
∥∥∥∥−B[ρ1(· − κ1)− ρ1]+A[ν1(· − 2T − κ1)− ν1(θ − 2T )]∥∥∥∥
Lp(T−σ,T )
.
The term involving ρ1 is estimated with the help of (5.84):∥∥−B[ρ1(· − κ1)− ρ1]∥∥
Lp(T−σ,T )
≤ Constκ1‖B‖‖ρ1‖W1p(T−2σ,T ) ≤ Const‖ν, y‖
2
Lp×RN
.
The term involving ν1 is estimated with the help of Lemma A.2 and Lemma 5.16(b),(f):
‖A
[
ν1(· − κ1)− ν1
]
‖Lp(−T−σ,−T ) ≤ Constκ
s
1‖ν1‖Wsp(−T−2σ,−T ) ≤ Const‖ν, y‖
1
p
+s
Bsp×R
N .
Lemma 5.19 ((3) in (5.62)). The operator hβ from (5.50) satisfies
‖hβ(ν2, DRz2)‖Bsp = O
(
‖ν, z‖
min{2− 1
p
, 1
p
+s,1−s+ 1
p
}
Bsp×R
N1
)
, (5.85)
‖hβ(ν2, DRz2)‖W1p(−σ,0) = O
(
‖ν, z‖
min{2− 1
p
, 1
p
+s}
Bsp×R
N1
)
, (5.86)
where (ν2, z2) ∈ Bsp × R
N1 are defined in (5.52).
Proof. We carry out the calculations in terms of y := DRz, y1 := DRz1 and y2 := DRz2 (defined in (5.54)).
The final estimate is in terms of y. This implies the estimate in z, since ‖y‖RN ≤ ‖DR‖‖z‖RN1 .
Similarly to (5.69), (5.70), (5.75), (5.77) and (5.78), we obtain
‖hβ(ν2, y2)‖Lp ≤ Const
(
‖ν2, y2‖
2− 1
p
Lp×RN
+ κs2‖ν2‖Lp∩Wsp(−T−σ,0) + κ
s
2‖y2‖RN
)
.
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Applying Lemma 5.16(c),(d),(e),(f) yields ‖hβ(ν2, DRz2)‖Lp = O
(
‖ν, y‖
min{2− 1
p
, 1
p
+s}
Bsp×R
N
)
.
To complete the proof, the norms inW1p(−σ, 0) andW
s
p(−T−σ, 0) need to be estimated. Following (5.66),
we carry out the calculations in two steps.
Step I. h
(A)
β in (5.66). Similarly to (5.69) and (5.70) in the proof of Lemma 5.17 with additional usage of
Lemma 5.16(c),(e),(f), we obtain∥∥∥h(A)β (ν2, y2)∥∥∥
W1p(−σ,0)
= O
(
‖ν, z‖
2− 1
p
Lp×RN
)
.
For the Wsp(−T − σ, 0) estimate we write, as in the proof of Lemma 5.17,
h
(A)
β (ν2, y2) = ψ+(ϕα, xα, tβ(ϕα + ν2, xα + y2))−ψ+(ϕα, xα, tβ(ϕα, xα)) +Dtψ+(ϕα, xα, tβ(ϕα, xα))κ2︸ ︷︷ ︸
(I)
−Dtψ+(ϕα, xα, tβ(ϕα, xα))κ2 −Dtψ+(ϕα, xα, tβ(ϕα, xα))
(
Dtβ(ϕα, xα)
)
[ν2, y2]︸ ︷︷ ︸
(II)
.
Due to (5.10) and Lemma 5.16(f),
‖(I)‖Wsp(−T−σ) = O(‖ν, y‖
1−s+ 1
p
Lp×RN
).
We write (II) using the distributive law:
(II) = Dtψ+(ϕα, xα, tβ(ϕα, xα))
[
− κ2 −Dtβ(ϕα, xα)[ν2, y2]
]
.
The operator Dtψ+ : R → W
s
p(−T − σ, 0) is linear and bounded by Lemma 5.3. The absolute value of the
term inside the brackets is O
(
‖ν2, y2‖
2− 1
p
Lp×RN
)
by Lemma 5.5, which by Lemma 5.16(c),(e) implies
‖(II)‖Wsp(−T−σ,0) = O
(
‖ν, y‖
2− 1
p
Lp×RN
)
.
Step II. h
(B)
β in (5.66). It suffices to estimate the W
1
p(−T −σ, 0) norm. We write h
(B)
β (ν2, y2) (from (5.65))
for θ ∈ [−T − σ, 0], using tβ(ϕα, xα) = T , tβ(ϕα + ν, xα + y) = T − κ2 (from (5.55)), and the expression for
ψ+ from (3.4) (similarly to (5.71)):
h
(B)
β (ν2, y2)
=
{
ν2(θ + T − κ2), θ ∈ (−2T,−T + κ2),
e−B(θ+T−κ2)y2 +
∫ θ+T−κ2
0
eB(ξ−θ−T+κ2)Aν2(ξ − 2T ) dξ, θ ∈ (−T + κ2, 0),
−
{
ν2(θ + T ), θ ∈ (−2T,−T ),
e−B(θ+T )y2 +
∫ θ+T
0 e
B(ξ−θ−T )Aν2(ξ − 2T ) dξ, θ ∈ (−T, 0).
(5.87)
Set (cf. (5.72))
ρ2(θ) := e
−Bθy2 +
∫ θ
0
eB(ξ−θ)Aν2(ξ − 2T ) dξ. (5.88)
Then (cf. (5.73))
h(B)α (ν2, y2) =
{
ν2(θ + T − κ2), θ ∈ (−2T,−T + κ2),
ρ2(θ + T − κ2), θ ∈ (−T + κ2, 0),
−
{
ν2(θ + T ), θ ∈ (−2T,−T ),
ρ2(θ + T ), θ ∈ (−T, 0).
(5.89)
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The function ρ2 satisfies the equation
ρ′2(θ) = −Bρ2(θ) +Aν2(θ − 2T ), θ > 0. (5.90)
Using (5.88) and Lemma 5.16(c),(e), we obtain ρ2 ∈W1p(0, T ) and
‖ρ2‖W1p(0,T ) ≤ ‖ν, y‖Lp×RN . (5.91)
We divide the interval (−T − σ, 0) into three disjoint intervals, and estimate the Lp norm of the weak
derivative of h
(B)
β in each of them.
(1) θ ∈ (−T − σ,−T ): By (5.87) and (5.60),∥∥∥∥(h(B)β (ν2, y2))′∥∥∥∥
Lp(−T−σ,−T )
= ‖ν′2(· − κ2)− ν
′
2‖Lp(−σ,0)
≤ ‖B[ν2(· − κ2)− ν2]‖Lp(−σ,0) + ‖A[ν2( · − 2T − κ2︸ ︷︷ ︸
∈(−2T−σ−κ2,−2T−κ2)
)− ν2( · − 2T︸ ︷︷ ︸
∈(−2T−σ,−2T )
)]‖Lp(−σ,0)
≤ Const
(
‖ν2(· − κ2)− ν2‖Lp(−σ,0) +
∥∥uper(· − κ1 − κ2)− uper(· − κ1)− uper(· − κ2) + uper∥∥
Lp(−σ,0)
+ ‖ν1(· − T − κ1 − κ2)− ν1(· − T − κ1)‖Lp(−σ,0)
)
.
(5.92)
The first term in the right hand side of (5.92) is bounded by Lemma A.7 and Lemma 5.16(d),(f):
‖ν2(· − κ2)− ν2‖Lp(−σ,0) ≤ Constκ
s
2‖ν2‖Wsp(−2σ,0) ≤ Const‖ν, y‖
s+ 1
p
Bsp×R
N .
Since the argument of uper in the second term in the right hand side of (5.92) is in (−T, 0), we have∥∥uper(· − κ1 − κ2)− uper(· − κ1)− uper(· − κ2) + uper∥∥
Lp(−σ,0)
=
∥∥∥∥∫ 0
−κ1
∫ 0
−κ2
u′′per(θ + ξ + r) dξ dr
∥∥∥∥
Lp(−σ,0)
≤ Constκ1κ2 ≤ Const‖ν, y‖
2
Lp×RN
.
The last term in the right hand side of (5.92) is bounded by Besov’s inequality (Lemma A.2) and
Lemma 5.16(b),(f):
‖ν1(· − κ1 − κ2 − T )− ν1(· − κ2 − T )‖Lp(−σ,0) ≤ Constκ
s
1‖ν1‖Wsp(−T−2σ,−T ) ≤ Const‖ν, y‖
s+ 1
p
Bsp×R
N .
(2) θ ∈ (−T,−T + κ2): By (5.60), (5.89) and (5.90),∥∥∥∥(h(B)α (ν2, y2))′∥∥∥∥
Lp(−T,−T+κ2)
= ‖ν′2(· − κ2)− ρ
′
2‖Lp(0,κ2) ≤ ‖Bν2(· − κ2)‖Lp(0,κ2)
+ ‖Aν2(· − 2T − κ2)‖Lp(0,κ2) + ‖Bρ2‖Lp(0,κ2) + ‖Aν2(· − 2T )‖Lp(0,κ2).
(5.93)
The third term in (5.93) is bounded with the help of (5.91) as follows:
‖Bρ2‖Lp(0,κ2) ≤ Constκ
1
p
2 ‖ρ2‖W1p(0,σ) ≤ Const‖ν, y‖
1+ 1
p
Lp×RN
= O
(
‖ν, y‖
2− 1
p
Lp×RN
)
.
The second term is estimated with the help of (5.60), Lemma A.7 and Lemma 5.16(b),(f):
‖Aν2(· − 2T − κ2)‖Lp(0,κ2) = ‖ν1‖Lp(−T−κ1−κ2,−T−κ2) + ‖uper(· − κ1)− uper‖Lp(−κ2,0)
≤ Const
(
κs2‖ν1‖Wsp(−T−σ,−T ) + κ
s
2‖uper(· − κ1)− uper‖W1p(−σ,0)
)
≤ Const
(
κs2‖ν1‖Wsp(−T−σ,−T ) + κ
s
2κ1‖uper‖W2p(−T,0)
)
= O
(
‖ν, y‖
s+ 1
p
Bsp×R
N
)
.
The estimates of the rest terms follow directly from Lemma A.7 and Lemma 5.16(d),(f).
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(3) θ ∈ (−T + κ2, 0): By (5.89) and (5.90),
‖
(
h
(B)
β (ν2, y2)
)′
‖Lp(−T+κ2,0) = ‖ρ
′
2(· − κ2)− ρ
′
2‖Lp(κ2,T )
≤ ‖B
[
ρ2(· − κ2)− ρ2
]
‖Lp(κ2,T ) + ‖A
[
ν2(· − 2T − κ2)− ν2(· − 2T )
]
‖Lp(κ2,T ).
We estimate both terms in the preceding inequality by Besov’s inequality (Lemma A.2). The first term
is estimated with the help of (5.91) and Lemma 5.16(f):
‖B
[
ρ2(· − κ2)− ρ2
]
‖Lp(κ2,T ) ≤ Constκ2‖ρ2‖W1p(0,T ) ≤ Const‖ν, y‖
2
Lp×RN
.
The second term is estimated with the help of Lemma A.7 and Lemma 5.16(d),(f):
‖A
[
ν2(· − 2T − κ2)− ν2(· − 2T )
]
‖Lp(κ2,T ) ≤ Constκ
s
2‖ν2‖Wsp(−2T,−T ) ≤ Const‖ν, y‖
1
p
+s
Bsp×R
N .
Theorem 5.14 follows from Lemmas 5.17–5.19.
5.6 Proof of Theorem 5.13
Step I. Stability of Π. By Theorem 5.14, (LΠ)
3 is the Fre´chet derivative of Πβαβ at (ϕα, wα), and
analogously of Παβα at (ϕβ , wβ). Hence (LΠ)
6 is the Fre´chet derivative of Π3 = Παβαβαβ at (ϕα, wα). If
r(LΠ) < 1, then also r
(
L6Π
)
< 1, which implies by [21, Theorem 5.1.5] that (ϕα, wα) is an asymptotically
stable fixed point of Π3. It is easy to see that this implies that (ϕα, wα) is an asymptotically stable fixed
point of Π.
Step II. Stability of P. Recall the projection and lift operators, Rα,Rβ and E, from Section 5.1, and
define the operator R : Bsp × R
N1 → Bsp × R
N as R(ϕ,w) = (ϕ,Rαw).
By the definition of Π in (5.6), the Poincare´ map P can be written as
P = RΠE. (5.94)
Since RE(ϕ, x) = (ϕ, x) for (ϕ, x) ∈ Tα, we have
Pn(ϕ, x) = RΠnE(ϕ, x), (ϕ, x) ∈ Tα.
Using Step I, we conclude that (ϕα, xα) is an asymptotically stable fixed point of P.
Step III. Instability. By Theorem 5.14, Π3(ϕα + ν, wα + z) = (ϕα, wα) + L
6
Π[ν, z] + h
Π(ν, z), where
‖hΠ(ν, z)‖Bsp×RN1 = O
(
‖ν, z‖γ
Bsp×R
N1
)
, where γ > 1. On the other hand r(LΠ) > 1, and hence
7, r(L6Π) > 1.
By [21, Theorem 5.1.5], (ϕα, wα) is an unstable fixed point of Π
3. The instability of P follows from this
immediately.
6 Spectral analysis of the Poincare´ map
In this section we study spectral properties of the operator LΠ, which determines stability of the periodic
solution (Theorems 5.13 and 4.11). In Section 6.1 we show (Lemma 6.4) that the operator LΠ can be written
as a sum of two operators: a Volterra-type operator and a finite-dimensional operator. In Section 6.2 we
note (Lemma 6.5) that LΠ is a power-compact operator. This means that its spectrum consists only of
zero and nonzero eigenvalues. In particular, its spectral radius is defined only by its eigenvalues. The main
result of this section is Theorem 6.9, in which we reduce the problem of calculating eigenvalues of LΠ to an
equivalent finite-dimensional problem.
7This follows from Gelfand’s formula for spectral radius: r(LΠ) = limn→∞ ‖L
n
Π‖
1
n , and thus r(L6Π) =
(
r(LΠ)
)6
> 1.
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6.1 Matrix representation of LΠ
The main component of LΠ is the operator L (Definition 5.11 and formula (5.33)). The initial data ϕα
is symmetric around t = tβ(ϕα, xα) = T (Assumption 3.10). This symmetry gives the structure of L
(see (5.33)) two useful properties.
1. L is written as a piecewise function which is defined separately on the intervals (−2T,−T ) and (−T, 0).
2. In each of the expressions that compose L, we use either ϕ(θ)|θ∈(−2T,−T ) or ϕ(θ)|θ∈(−T,0), but never
both.
These properties motivate the transformation from the space Bsp to the direct product space B˜
s
p ×
W
s
p(−T, 0), where
B˜
s
p := Lp(−T, 0) ∩W
s
p(−σ, 0). (6.1)
Definition 6.1. We define a linear bounded operator U : Bsp → B˜
s
p ×W
s
p(−T, 0) as
U[ν](θ) =
(
ν(θ − T )
ν(θ)
)
, θ ∈ (−T, 0).
The inverse U−1 : B˜sp ×W
s
p(−T, 0)→ B
s
p is given by
U−1
(
ν1
ν2
)
(θ) =
{
ν1(θ + T ), θ ∈ (−2T,−T ),
ν2(θ), θ ∈ (−T, 0).
The next definition transforms L and LΠ to the direct product space.
Definition 6.2. The linear operator L˜ : B˜sp ×W
s
p(−T, 0)× R
N → B˜sp ×W
s
p(−T, 0) is defined as
L˜[ν1, ν2, y] := U
[
L
[
U−1[ν1, ν2], y
]]
.
The linear operator L˜Π : B˜
s
p×W
s
p(−T, 0)×R
N1 → B˜sp×W
s
p(−T, 0)×R
N1 is defined as (cf. Definition 5.11))
L˜Π(ν1, ν2, z) =
(
L˜[ν1, ν2, DRz],E
R
[
L˜[ν1, ν2, DRz](0)
])
. (6.2)
We leave the proof of the following lemma to the reader.
Lemma 6.3. A complex number λ ∈ σ(LΠ) if and only if λ ∈ σ(L˜Π). Moreover, λ is an eigenvalue of LΠ
if and only if λ is an eigenvalue of L˜Π.
In the next lemma we decompose L˜Π into a sum of a Volterra-type operator and a finite-dimensional
operator.
Lemma 6.4. The operator L˜Π can be written as
L˜Π
ν1ν2
z
 = (F + V)
ν1ν2
z
 . (6.3)
Here
F : Lp(−T, 0)× Lp(−T, 0)× R
N1 →Wkp(−T, 0)×W
k
p(−T, 0)× R
N1 (for all k ∈ N)
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is a finite-dimensional operator and V : Lp(−T, 0)× Lp(−T, 0)× RN1 → Lp(−T, 0)× Lp(−T, 0)× RN1 is of
the form
V :=
 0 I 0V 0 0
0 0 0
 , (6.4)
where V is a Volterra-type operator given by
Vν1(θ) =
∫ θ
−T
eB(ξ−θ)Aν1(ξ) dξ, θ ∈ (−T, 0). (6.5)
Proof. By (5.33) for L and the definition of L˜ (Definition 6.2), we have
L˜(ν1, ν2, DRz)(θ)
=
 −
ϕ′α(θ)
M
[
ϕ′α(−T−)
]M[ ∫ 0−T eBξAν1(ξ) dξ + e−BTDRz]+ ν2(θ)
− ϕ
′
α(θ−T )
M
[
ϕ′α(−T−)
]M[ ∫ 0
−T
eBξAν1(ξ) dξ + e
−BTDRz
]
+
∫ θ
−T
eB(ξ−θ)Aν1(ξ) dξ + e
−B(θ+T )DRz
 ,
where −T− means the limit at −T from the left, (ν1, ν2, z) ∈ B˜
s
p ×W
s
p(−T, 0)× R
N1 and θ ∈ (−T, 0).
Set
c1[ν1] := −
M
∫ 0
−T
eBξAν1(ξ) dξ
M
[
ϕ′α(−T−)
] , c2[z] := − Me−BTDRz
M
[
ϕ′α(−T−)
] .
Then L˜ can be written in a more elegant way (recall that M is a linear operator):
L˜[ν1, ν2, DRz] =
(
(c1[ν1] + c2[z]) · ϕ′α(θ) + ν2(θ)
(c1[ν1] + c2[z]) · ϕ′α(θ − T ) +
∫ θ
−T e
B(ξ−θ)Aν1(ξ) dξ + e
−B(θ+T )DRz
)
.
Now, using (6.2), the linear operator L˜Π can be written as
L˜Π
ν1ν2
z
 = F + V =

F1 0 F3F4 0 F61 + F62
F7 0 F9

︸ ︷︷ ︸
=:F
+
 0 I 0V 0 0
0 0 0

︸ ︷︷ ︸
=:V

ν1ν2
z
 , (6.6)
where
F1ν1 = c1[ν1] · ϕ
′
α(θ), F
3z = c2[z] · ϕ
′
α(θ),
F4ν1 = c1[ν1] · ϕ
′
α(θ − T ), F
6
1z = c2[z] · ϕ
′
α(θ − T ), F
6
2z = e
−B(θ+T )DRz,
F7ν1 = E
R
[
((V + F4)ν1)(0)
]
, F9z = ER
[
(F61z + F
6
2z)(0)
]
,
(6.7)
and V is given in (6.5). It is obvious from (6.6) and (6.7) that F is a finite-dimensional operator.
6.2 Finite-dimension reduction
In this subsection we first show that in order to study the spectral radius of LΠ, it is sufficient to study
its eigenvalues. Then we reduce the problem of finding the eigenvalues of LΠ to finding roots of a scalar
function of a complex variable (via an explicit Lyapunov-Schmidt reduction).
Lemma 6.5. σ(LΠ)\{0} consists of eigenvalues of LΠ.
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Proof. By Lemma 6.3, it is sufficient to show that σ(LΠ)\{0} consists of eigenvalues of L˜Π. We will prove
that the operator (L˜Π)
2 is compact, and then the latter claim follows by [11, Chap. VII.4.5, Theorems 5 and
6].
By Lemma 6.4, (L˜Π)
2 = F2 + FV + VF + V2, where F is a finite-dimensional operator. All the terms
besides V2 in the expression for (L˜Π)2 are finite-dimensional operators. It remains to show that V2 is
compact.
By (6.4), V2 from B˜sp ×W
s
p(−T, 0)× R
N1 to itself is given by
V2 =
V 0 00 V 0
0 0 0
 .
Hence we need to show that V is compact as an operator on the space B˜sp and on the space W
s
p(−T, 0). The
operator V is bounded from the space Wsp(−T, 0) (and B˜
s
p) to the space W
1
p(−T, 0). The latter is compactly
embedded into Wsp(−T, 0) (and B˜
s
p). Hence the result follows.
For the dimension reduction, we need to explicitly invert µI−V and λI − V for µ, λ 6= 0.
Lemma 6.6. Let µ 6= 0. Then the operator µI−V : Lp(−T, 0)→ Lp(−T, 0) has a bounded inverse given by
(µI−V)−1ρ =
1
µ
ρ−
1
µ
(B−
1
µ
A)
∫ θ
−T
e(B−
1
µ
A)(ξ−θ)ρ dξ +
1
µ
∫ θ
−T
e(B−
1
µ
A)(ξ−θ)Bρ dξ. (6.8)
Proof. Step I. Existence of an inverse. The operator V is compact. It is well known that µI − V is
a Fredholm operator with index zero. Hence, µI −V has an inverse if and only if the only solution to the
problem
(µI−V)̺ = 0 (6.9)
is ̺ = 0. If (6.9) holds, then ̺ = 1
µ
V̺ ∈ W1p(−T, 0). Differentiating (6.9) and using the expression for V
from (6.5), we obtain
µ̺′ −A̺+B
∫ θ
−T
eB(ξ−θ)A̺(ξ) dξ︸ ︷︷ ︸
=µ̺
= µ̺′ + (µB−A)̺ = 0,
̺(−T ) = 1
µ
V̺(−T ) = 0.
By the previous equation ̺ ∈ W2p(−T, 0) ⊂ C
1[−T, 0]. Thus the theory of ordinary differential equations
implies that the last equation has a unique solution ̺ = 0.
Step II. Inverse on a dense subset. First, we take an arbitrary ρ ∈ C1[−T, 0] with suppρ ⊂ (−T, 0).
By Step I, there exists w ∈ L2(−T, 0) such that
(µI−V)w = µw −
∫ θ
−T
eB(ξ−θ)Aw(ξ) dξ = ρ. (6.10)
Let us find an explicit representation of w. Differentiating both sides of the last equality yields{
µw′ −Aw +B
∫ θ
−T
eB(ξ−θ)Aw(ξ) dξ = ρ′,
w(−T ) = ρ(−T ) = 0.
By (6.10), B
∫ θ
−T e
B(ξ−θ)Aw(ξ) dξ = µBw −Bρ. Hence, w satisfies{
µw′ + (µB−A)w = ρ′ +Bρ,
w(−T ) = 0.
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By the semigroup theory [30],
w(θ) =
1
µ
∫ θ
−T
e(B−
1
µ
A)(ξ−θ)
(
ρ′(ξ) +Bρ(ξ)
)
dξ.
Integrating by parts yields (6.8) for compactly supported ρ ∈ C1[−T, 0]. Since the latter set of functions is
dense in Lp(−T, 0), (µI −V)−1 has a unique extension to Lp(−T, 0) given by (6.8).
Lemma 6.7. Let λ 6= 0. Then the linear bounded operator
λI − V : Lp(−T, 0)× Lp(−T, 0)× R
N1 → Lp(−T, 0)× Lp(−T, 0)× R
N1
has a bounded inverse given by
(λI − V)−1
ρ1ρ2
q
 =
ν1ν2
z
 ,
where
ν1 = (λ
2I−V)−1[ρ2 + λρ1], ν2 = λν1 − ρ1, z =
1
λ
q, (6.11)
and (λ2I−V)−1 : Lp(−T, 0)→ Lp(−T, 0) is given by Lemma 6.6.
Proof. Take λ 6= 0. By (6.4) (for the operator V)
(λI− V)
ν1ν2
z
 =
 λI −I 0−V λI 0
0 0 λI
ν1ν2
z
 =
 λν1 − ν2−Vν1 + λν2
λz
 =
ρ1ρ2
q
 .
It is straightforward that z = 1
λ
q, ν2 = λν1 − ρ1 and −Vν1 + λν2 = ρ2. Plugging the expression for ν2 into
the latter equality yields −Vν1 + λ
2ν1 − λρ1 = ρ2. Isolating ν1 yields ν1 = (λ
2I−V)−1[ρ2 + λρ1].
Definition 6.8. The operator pencil M(λ) : Range(F)→ Range(F), λ 6= 0, is defined as
M(λ) := I − F(λI − V)−1.
The next theorem is the main result of this section. It shows that checking if a complex number λ 6= 0
is an eigenvalue of LΠ is equivalent to finding the eigenvalues of a finite-dimensional operator pencil.
Theorem 6.9. Let λ 6= 0 be a complex number. Then λ is an eigenvalue of LΠ with an eigenfunction
(ν, z) ∈ Bsp × R
N1 if and only if ρ := (λI − V)(U(ν), z) is in Ker(M(λ)).
Proof. Let LΠ(ν, z) = λ(ν, z) for some λ 6= 0 and (ν, z) ∈ B
s
p × R
N1 . By Lemma 6.3 and Definition 6.2,
L˜Πζ = λζ, where ζ = (U(ν), z) ∈ B˜sp × R
N1 . Then by (6.3)
(λI − V − F)ζ = 0. (6.12)
Let ρ := (λI − V)ζ. The operator λI − V is invertible by Lemma 6.7, hence ζ = (λI − V)−1ρ. Then (6.12)
implies that
0 = (λI − V − F)(λI − V)−1ρ = (I − F(λI − V)−1)ρ =M(λ)ρ.
This implies that ρ ∈ Range(F) and hence ρ ∈ KerM(λ).
Assume that ρ ∈ KerM(λ) for some λ 6= 0. Then F(λI − V)−1ρ = ρ. By Lemma 6.4, ρ ∈ C∞[−T, 0]×
C∞[−T, 0]×RN1. Then the expression for (λI−V)−1 from Lemma 6.7 shows that (λI−V)−1ρ ∈ C∞[−T, 0]×
C∞[−T, 0]× RN1 . Set (ν1, ν2, z) := (λI − V)−1ρ and ν = U−1(ν1, ν2) to complete the proof.
Using Lemma 6.5, we obtain the following corollary.
Corollary 6.10. Let λ 6= 0. Then λ ∈ σ(LΠ) if and only if KerM(λ) is nontrivial.
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A Generalities
Lemma A.1. Let p > 1, a < b, and 0 < ε < min(b− a, 1). If f ∈ W 1p (a, b+ ε)∩W
2
p (a, b)∩W
2
p (b, b+ ε) and
δ ∈ (0, ε/2) or if f ∈ W 1p (a− ε, b) ∩W
2
p (a− ε, a) ∩W
2
p (a, b) and δ ∈ (−ε/2, 0), then
‖f(·+ δ)− f − δf ′‖Lp(a,b) ≤ C|δ|
1+ 1
p , (A.1)
where C > 0 depends on f, ε but not on δ.
Proof. Step I. To be definite, consider positive δ. Since f ∈W 1p (a, b+ ε), we have
f(θ + δ)− f(θ)
δ
− f ′(θ) =
1
δ
∫ θ+δ
θ
(f ′(ξ)− f ′(θ)) dξ.
Taking it to the pth power and using Ho¨lder’s inequality yields∥∥∥∥f(·+ δ)− fδ − f ′
∥∥∥∥p
Lp(a,b)
=
∫ b
a
∣∣∣∣f(θ + δ)− f(θ)δ − f ′(θ)
∣∣∣∣p dθ = 1δp
∫ b
a
∣∣∣∣∣
∫ θ+δ
θ
(f ′(ξ)− f ′(θ)) dξ
∣∣∣∣∣
p
dθ
≤
1
δ
∫ b
a
dθ
∫ θ+δ
θ
|f ′(ξ) − f ′(θ)|pdξ =
1
δ
∫ δ
0
dr
∫ b
a
|f ′(θ + r) − f ′(θ)|
p
dθ.
(A.2)
Since f ∈W 2p (a, b)∩W
2
p (b, b+ε), we split the inner integral in the right hand side of (A.2) into two integrals
and estimate them as follows for r ∈ (0, δ):∫ b−δ
a
|f ′(θ + r)− f ′(θ)|
p
dθ +
∫ b
b−δ
|f ′(θ + r)− f ′(θ)|
p
dθ
≤ C1
(∫ b−δ
a
∣∣∣∣∫ r
0
f ′′(θ + ξ)dξ
∣∣∣∣p dθ + ∫ b
b−δ
|f ′(θ + r)|
p
dθ +
∫ b
b−δ
|f ′(θ)|
p
dθ
)
≤ C1
(
rp−1
∫ b−δ
a
dθ
∫ r
0
|f ′′(θ + ξ)|
p
dξ +
∫ b−r
b−δ
|f ′(θ + r)|
p
dθ +
∫ b
b−r
|f ′(θ + r)|
p
dθ + δ ‖f ′‖
p
L∞(a,b)
)
≤ C1
(
rp ‖f ′′‖
p
Lp(a,b)
+ (δ − r) ‖f ′‖
p
L∞(a,b)
+ r ‖f ′‖
p
L∞(b,b+ε)
+ δ ‖f ′‖
p
L∞(a,b)
)
≤ C2δ
(
‖f‖p
W 2p (a,b)
+ ‖f‖p
W 2p (b,b+ε)
)
,
where C1, C2 > 0 do not depend on r, δ, f . Plugging this back into (A.2) yields∥∥∥∥f(·+ δ)− fδ − f ′
∥∥∥∥p
Lp(a,b)
≤ C2δ
(
‖f‖p
W 2p (a,b)
+ ‖f‖p
W 2p (b,b+ε)
)
.
Lemma A.2. Let p > 1 and s ∈ (0, 1]. Let a < b and 0 < ε < b − a. If f ∈ W sp (a, b + ε) and δ ∈ (0, ε/2),
then
‖f(·+ δ)− f‖Lp(a,b) ≤ Constδ
s‖f‖W sp (a,b+ε).
If f ∈W sp (a− ε, b) and δ ∈ (−ε/2, 0), then
‖f(· − δ)− f‖Lp(a,b) ≤ Constδ
s‖f‖W sp (a−ε,b).
In both cases, Const > 0 does not depend on f or δ.
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Proof. For s < 1 the proof follows from [3, Chap. IV, Eq. (14)]. For s = 1, the result is obtained by
representing f(θ + δ)− f(θ) =
∫ δ
0 f
′(θ + ξ) dξ.
Lemma A.3. Let p > 1, s ∈ [0, 1) and ps < 1. Let Q,Q′ ⊂ R be bounded intervals such that Q ⋐ Q′.
Then any function f in Wsp(Q
′) is continuous in the following sense: for every ε > 0 there exists δ ∈(
0, dist(∂Q, ∂Q′)
)
such that if |δ1| ≤ δ, then ‖f(·+ δ1)− f‖Wsp(Q) ≤ ε.
Proof. The proof is analogous to [29, Chap. III, Sec. 2.2, Theorem 4], for the L2 spaces along with the fact
that if ps < 1, then the set of compactly supported smooth function in Q′ is dense in Wsp(Q
′) by [37, Chap. 4,
Sec. 3.2, Theorem 1].
The following lemma is proved in [6].
Lemma A.4. Let p > 1, s ∈ (0, 1), and ps < 1. Then, for any a < b < c and f ∈ W sp (a, c),
‖f‖W sp (a,c) ≤ C
(
‖f‖W sp (a,b) + ‖f‖W sp (b,c)
)
,
where C = C(a, b, c) > 0 does not depend on f and can be chosen such that C →∞ only as min{b−a, c−b} →
0.
Lemma A.5. Let p > 1, s ∈ [0, 1), ps < 1, and a < b < c. If f1 ∈ W sp (a, b) and f2 ∈ W
s
p (b, c), then the
function
f(θ) :=
{
f1(θ), θ ∈ (a, b),
f2(θ), θ ∈ (b, c),
belongs to W sp (a, c).
Proof. Due to [37, Chap. 4, Sec. 3.2, Theorem 1] and Lemma A.6, extension by zero is a bounded operator
from W sp (a, b) and W
s
p (b, c) to W
s
p (a, c). Extending f1 and f2 and summing up yields the result.
The next lemma is an obvious fact about Sobolev-Slobodeckij spaces.
Lemma A.6. If f ∈W sp (a, b), then for every (c, d) such that (c, d) ⊂ (a, b)
‖f‖W sp (c,d) ≤ ‖f‖W sp (a,b).
Lemma A.7. Let p > 1, s ∈ [0, 1), ps < 1, a < b, and δ < |b− a|. If f ∈ W sp (a, b), then
‖f‖Lp(b−δ,b) ≤ C δ
s‖f‖W sp (a,b),
where C > 0 does not depend on δ.
Proof. Since W sp (a, b) ⊂ L p1−sp (a, b) by [37, Section 4.6.1], we have
‖f‖Lp(b−δ,b) ≤ δ
s‖f‖L p
1−sp
(b−δ,b) ≤ δ
s‖f‖L p
1−sp
(a,b) ≤ C δ
s‖f‖W sp (a,b).
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