Abstract. This note contains a simple proof of the following theorem of Arveson:
if <¡¡ ® id" is isometric for all n. Let q denote the quotient map of ©(DC) onto the Calkin algebra © (DC)/(2(DC) where 6(DC) is the ideal of compact operators.
We can now state Arveson's "Boundary Theorem" [2] which gives necessary and sufficient conditions for the identity map on & to have a unique completely positive extension to © (DC) (namely the identity map). The purpose of this note is to provide a simpler proof of this thoerem. ■ Theorem The identity map <¡>0(A) = A restricted to <£ has a unique completely positive extension to © (DC) if and only if q is not completely isometric on S = [& + Proof. One direction is straightforward. If q is completely isometric on S, then the map \p0: q(A) = A is a completely positive map of q($) into ©(DC). By Arveson's extension theorem, there is a completely positive map \¡/ from the Calkin algebra into ©(DC) which extends \p0. Then <j¡ = yp-q extends </>0 and annihilates the compact operators; so it is not the identity map.
For the converse, let <i> be any completely positive extension of <#>0. Since q is not completely isometric on S, there is an integer n so that q ® id" is not isometric on S <S> 911,,. (91t" denotes the « X « matrices over 6.) The map <¡¡0 ® id" has a completely positive extension tf> ® id" to © (DC) <S) 911,, which is the identity map if and only if </> is the identity. So without loss of generality, we can suppose that q is not isometric on S. By Stinespring's theorem [7] , there is a representation it of © (DC) on a Hilbert space DC and an isometry V: DC -h> DC such that <(¡(X) = V*it(X)V for all X in ©(DC). 6(DC) is a two-sided ideal in ©(DC) and its only irreducible representation is the identity representation. So it can be decomposed as it = tta © its on DC = DCa © DC, so that ita is a multiple of the identity representation, and its annihilates the compact operators [6, §4.7.22]. We identify DCa with a direct sum SDC of copies of DC via ita s n ■ id, where n is some cardinal number. Also, we can factor its = W, ° q.
Choose a T in S so that || r|| > J|^(r)||. Then there is a unit vector £ such that ||HU = \\T\\. Furthermore, Ê = {£ ||T||| = ||T|| • |||||} is a finite dimensional subspace. To see this, write T = U\T\ in its polar decomposition. Then || \T \ \\ = ||r|| > \\q(T)\\ = ||o(|r|)||. So the restriction of \T\ to the spectral subspace The extreme terms are equal, so it follows that vs = 0 and ||wa(7')»'a|| = H^HIIíH.
Thus, KSç©SS.
Let 91 be a minimal nonzero subspace of S satisfying V 91 C © 291. Let r = {X e © (DC): VXv = it(X) Vv for all v in 91}. Then T is a closed linear space containing the identity /. We will show that if X belongs to T and S belongs to S, then SX belongs to T. But C*(S ) is transitive, thus <¡>(X) = X for all X in C*(S ).
Finally, since <f> is the identity on the compact operators, V% must be contained in DCa. Consequently, it = ita is ultra-weakly continuous. Hence <¡¡ is the identity on all of © (DC).
