In one dimension bosons with strong repulsive short-range interaction have quantum mechanical behavior akin to fermions as shown in the famous works of Tonks and Girardeau (TG). In the limit of infinite short-range repulsion, the system is said to fermionize and the ground state wave function can be obtained from that of spinless fermions. Here we study two-component bosonic systems and show that in the regime of strong inter-component interactions, eigenstates exist at energies that are not sums of the single-particle energies with wave functions that are not related to that of spinless fermions. This is first demonstrated in an analytically solvable model for three equal mass particles, two of which are identical bosons, which is exact in the strongly-interacting limit. We verify our analytical results by presenting the first application of the stochastic variational method to this kind of system. The analytical model also demonstrates that the limit where both interand intra-component interactions become strong must be treated with extreme care as these limits do not commute. Moreover, we argue that general two-component systems with more than three particles will have eigenstates that are not related to the wave functions of spinless fermions. These new states can be probed using the same techniques that have recently been used for fermionic few-body systems in quasi-1D.
In one dimension bosons with strong repulsive short-range interaction have quantum mechanical behavior akin to fermions as shown in the famous works of Tonks and Girardeau (TG). In the limit of infinite short-range repulsion, the system is said to fermionize and the ground state wave function can be obtained from that of spinless fermions. Here we study two-component bosonic systems and show that in the regime of strong inter-component interactions, eigenstates exist at energies that are not sums of the single-particle energies with wave functions that are not related to that of spinless fermions. This is first demonstrated in an analytically solvable model for three equal mass particles, two of which are identical bosons, which is exact in the strongly-interacting limit. We verify our analytical results by presenting the first application of the stochastic variational method to this kind of system. The analytical model also demonstrates that the limit where both interand intra-component interactions become strong must be treated with extreme care as these limits do not commute. Moreover, we argue that general two-component systems with more than three particles will have eigenstates that are not related to the wave functions of spinless fermions. These new states can be probed using the same techniques that have recently been used for fermionic few-body systems in quasi-1D. Introduction. Ultracold atomic gas experiments have proven an invaluable tool for realizing strongly-correlated quantum mechanical systems in highly tunable environments [2] . A prominent example is the so-called TonksGirardeau (TG) gas [11, 12] of impenetrable bosons in one dimension (1D) that has been created using cold atoms [6, 7, 9 ]. An exciting recent advance in this direction is the ability to produce and manipulate lowdimensional samples with controllable particle numbers down to single digits [1, 10, [13] [14] [15] . These developments show that few-body systems with bosons and fermions in microtraps that can be manipulated and studied in great detail can be achieved with ultracold atoms. These systems would facilitate access to strongly correlated states with applications in quantum information, computation, and atomtronics [16] [17] [18] [19] [20] [21] [22] .
One-dimensional quantum systems with strong interactions have served as playgrounds for many theorists due to the presence of exact solutions. Most of these are built on the Bethe ansatz first introduced for studying magnetism in 1D metals [23] . The new possibilities for trapping cold atoms with tunable short-range interactions in effective 1D geometries has generated frenetic recent activity [24] [25] [26] [27] [28] [29] [30] [31] . While many of these works use different generalizations of the original Bose-Fermi mapping of Girardeau [12] , it was recently shown that the mapping fails for the case of trapped two-component Fermi gases already at the few-body level [32] [33] [34] [35] , ushering in the need for a more general technique to address multi-component fermionic systems [36] . This begs the question of whether there could be some overlooked features of two-component Bose systems in the strongly-interacting regime. A recent numerical study [31] , suggests that there is a non-trivial crossover between the composite fermionized regime (weak intracomponent and strong inter-component interactions [25] ) and a regime of phase separation when one of the components attains strong inter-component repulsion.
In this paper we show that for two-component bosons with strong short-range interactions, there is a class of states that cannot be described by the Bose-Fermi mapping to states of spinless fermions [12] . We demonstrate this using a model for three harmonically trapped equal mass particles where two are identical bosons of type A and the third of a distinct type, B. When the A bosons are non-interacting, we find two types of eigenstates when the AB interaction becomes strong; one set can be related to the wave function of spinless fermions whereas the others have wave functions that are highly correlated and cannot be obtained or built by a mapping to fermions. In sharp constrast to states related to spinless fermions, the new states will generally have energy eigenvalues that are not integer multiples of the harmonic oscillator energy unit (disregarding zero-point energies). We confirm the analytical finding by a stochastic variational calculation which is, to the best of our knowledge, the first time this technique has been applied to strongly-interacting one-dimensional systems. Furthermore, we show that the limit where both AA and AB interactions become strong is very delicate and yields different eigenstates depending on the order in which the couplings are taken to infinity. As we demonstrate below, our findings imply that general multi-component N -boson systems will have such solutions and they must be considered when addressing strongly-interacting 1D bosonic systems. We also show that current experimental techniques using either tunneling out of a trap or RF spectroscopy should be able to see a clear distinction between the integer and fractional energy states in these strongly-interacting systems.
Model. We consider a system of two identical bosons (A) with coordinates x 1 and x 2 and a third particle (B) with coordinate x 3 which is distinct from the bosons but of the same mass, m. This can be realized using bosons with two different internal (hyperfine) states in the context of cold atoms [2] . The particles move in one dimension under the influence of a harmonic oscillator potential with frequency ω and oscillator length b = /mω. We consider short-range potentials that we model as delta functions. The interaction is
we may separate the center-of-mass, R, and consider just the relative wave function, Ψ(x, y). The bosonic symmetry requires Ψ(−x, y) = Ψ(x, y). This implies that since our system is parity invariant, the parity is determined by the sign of Ψ(x, y) under the transformation y → −y. This means that once we have the solution for x > 0 and y > 0, the full solution can be obtained by continuation using parity and Bose symmetry [38] . Away from the points at which two particles meet, the solutions must be eigenfunctions of the free Hamiltonian for three particles in a harmonic trap. The two regular normalizable
Contour plots of the (absolute) value of the wave function in the plane of relative coordinates x (horizontal) and y (vertical). The systems have two identical non-interacting particles that both interact with a third particle of the same mass with a zero-range interaction of infinite strength. The upper left panel is the even parity ground state and the upper right is the even parity first excited state, while the lower left panel is the second excited state also for even parity. For comparison, the lower right panel shows the case of two identical fermions and a third particle (of the same mass).
solutions are [37] 
where U (a, b, x) is the Tricomi function, ρ = x 2 + y 2 is the hyperradius, φ = arctan(y/x) the hyperangle [38] , and N is a normalization constant. The corresponding energy is E = ω(2ν + µ + 1). The interactions can be implemented by matching solutions in different regions of space [38] through continuity of the wave function and the conditions
for any ρ and where φ 0 is an angle where two particles overlap (i = 1 for AA overlap and i = 2 for AB overlap). We now define rescaled coupling strengths,
In terms of theg i , Eq. (3) is now independent of ρ and we have achieved an effective decoupling of the radial and angular equations. The decoupling means that we get an equation that is independent of ν. The crucial point is that when either g 1 → ∞ and g 2 = 0, g 2 → ∞ and g 1 = 0, or g 1 = g 2 → ∞, our model is exact [38] and exactly solvable. Our model can thus be used to obtain the exact wave functions and energies in limits where one or both couplings are large.
The even parity solutions can be obtained by assuming that the angular wave function, F i (φ), has the form,
, an even function in φ and thus in y → −y, for 0 < φ < π/6. In the region π/6 < φ < π/2, we assume the general form F 2 (φ) = β sin(µφ + δ). α, β, and δ are constants. Using continuity and Eq. (3) at φ 0 = π/6 and φ 0 = π/2 gives the eigenvalue equation that determines µ,
When g 1 = 0 and g 2 → ∞ our model is exact and we have thus obtained a whole class of solutions indexed by ν. The solutions with odd parity can be obtained in similar fashion by exchanging sine and cosine in F i (φ) to obtain
In the limitg (4) and (5) have two types of solutions; integer for µ = 3 + 6n with even and µ = 6n with odd parity, and surprisingly also half-integer for µ = 3/2+3n for odd and even parity. Here n > 0 is an integer. The integer solutions can be related to spinless fermion wave functions as we discuss below. However, for the half-integer solutions there is no such mapping and wave functions and numerical methods based on such an ansatz will not be able to reproduce the correct spectrum. If we subsequently letg 1 → ∞, then only integer solutions remain. The analytical model predicts that this process is smooth, i.e. the half-integer solutions go continuously to integer µ. This implies that non-integer solutions are a generic feature of multi-component bosons. The smoothness also adds analytical insight to the recent numerical findings of Ref. [31] .
Numerical solutions. In order to verify our analytical results, we have performed stochastic variational calculations [39, 40] with g 1 = 0 for repulsive g 2 > 0. The spectrum is shown in Fig. 1 . The numerics confirm the analytical model spectrum in the limit g −1 2 → 0 + . Our work therefore demonstrates the applicability of the stochastic variational method to strongly-interacting problems in 1D. In fact, we can use our analytical wave functions at g −1 2 = 0 to calculate the energy to linear order in g [38] . The slope, K, may then be compared to the numerical results and the convergence can be tested as shown on the right in Fig. 1 . Note the equal slopes at g = 0 for fractional energy states of both parities. At integer energies, the odd and even solutions never become degenerate (irrespective of g 1 ) as can be easily checked from Eqs. 4 and 5.
Fractional energy states. In order to gain further insight into the fractional and integer energy states, we show contour plots of the wave functions at g respectively. The second excited state has µ = 3/2 and ν = 1, i.e. it contains a radial excitation (visible in Fig. 2 panel c by the node along the vertical axis). Opposite parity fractional energy states are identical except for a sign difference between the upper and lower planes. The most striking feature is the presence of regions where the wave functions are zero, and moreover that these regions are complementary for the fractional and integer solutions. This immediately implies that these states are very different in spatial structure. The fractional states only allow the three particles to be in configurations where the B coordinate, x 3 , is either larger or smaller than both x 1 and x 2 (so that B is found either on the left or right of both A particles). The corresponding density is shown on the left in Fig. 3 . For the integer states particle B will always be located between the two A particles, i.e. x 1 < x 3 < x 2 or x 2 < x 3 < x 1 as shown on the right in Fig. 3 . For comparison, we show in Fig. 2 panel d the wave function when the A particles are identical fermions instead [33, 34] and the corresponding density on the right in Fig. 3 . The integer energy states with g 1 = 0 and g
−1 2
= 0 can be built from spinless fermion wave functions [38] . This is not possible for the fractional energy states mainly due to the factor of ρ µ in the wave function which cannot be expanded in a finite number of single-particle oscillator states. This implies that fractional energy states are highly correlated quantum states driven by strong AB interaction. Furthermore, they are unique for multi-component bosons as multi-component fermions wave functions can be built from integer energy antisymmetrized states [36] .
Order of limits. An interesting question of limits now arises when considering the regime where both g 1 and g 2 
= 0 and then we take g1 → ∞, the three middle panels are obtained when g become large. This can be addressed by using the method introduced in Ref. [36] . The details can be found in [38] . Note that since the wave function must now vanish when any two particles overlap, µ goes to an integer (µ = 3 for the lowest state). One way to see that the order in taking the limits does matter is to consider what happens to states like those in Fig. 2 panels a = 0. Increasing g 1 , the state in panel b is unaffected (no amplitude on the y axis) while the ground state in panel a feels the interaction and goes to E = 4 ω as g 1 → ∞. The upper row in Fig. 4 shows the three resulting angular wave functions. In contrast, starting from g −1 1 = 0 and g 2 = 0, the fractional energy state is absent since a node is required along the y-axis. Taking now the limit g 2 → ∞ produces the wave function in the middle row of Fig. 4 . Note that these wave functions will have absolute values and corresponding densities identical to the case where the A particles are fermions (shown in Fig. 2d and on the right in Fig. 3) . Finally, when g 1 = g 2 → ∞ we obtain the bottom row in Fig. 4 . The far right state which is obtained by using the original Bose-Fermi mapping of Girardeau [12] , but two other states emerge. Summarizing, we have clearly shown that the issue of limits is crucial in analytical and numerical calculations.
Detection. The integer and fractional states can be detected by tunneling experiments similar to those used for fermions [1, 41] . For g 1 = 0 and g 2 large, we assume for simplicity that A and B atoms cannot penetrate each other. This implies that only the atom located on the side of the trap where it is opened can tunnel. In this case the fractional state has equal probabilities of spatial AAB and BAA ordering. This means that 50% of tunnel experiments will produce an AA final state and 50% will produce BA. For integer, we have solely ABA structure, and thus always produce an AB final state. The density plots in Fig. 3 show the two situations, and also demonstrate that already for g 2 = 10 we are close to the fermionized limit. Alternatively, one could use RF spectroscopy [15] to probe the states. Starting from a non-interacting AAA system and then applying a pulse that can drive into an internal B state with strong AB interacting should produce peaks at both the fractional and integer fermionization values.
Larger systems. The fractional states described here are generic will also occur for systems with more particles. This can be easily seen by considering an example with three non-interacting A particles and one B. Assume that the wave function in the limit g = 0 can be mapped to that of spinless fermions and recall that no matter how we order the four particles, any ordering will always have two A particles next to each other. Bose symmetry now implies that when these two A particles are at the same point we get a cusp in the wave function (absolute value of the spinless fermion wave function). This is not allowed when g 1 = 0 and we cannot use the wave function of spinless fermions to describe the system. This argument is easily generalized to larger systems. Likewise, the ordering of limits issues above also applies to larger systems. Curiously, if we have an equal number of A and B particles, we can always make eigenstates from spinless fermion wave functions by using structures like ABAB, ABABA, and so on. However, even in these cases the results here imply that there will also be classes of eigenstates that are not related to spinless fermions. Note that these considerations also apply to Bose-Fermi mixtures in 1D.
Outlook. The fractional solutions are unique highly correlated states and interesting in their own right. They also provide a test case for numerical procedures since a reliable method must be able to reproduce these states in the three-body case. In addition, we have shown the care with which different limits should be handled to obtain the relevant physical regimes and class of solutions in numerical work. Combined with recent analytical results on 1D fermionic systems [33, 36] , we now have a full analytical classification of two-component three-body systems in the different strongly-interacting limits.
Supplementary material for 'Fractional energy fermionization of bosons in one dimension'

BUILDING THE ANALYTICAL WAVE FUNCTIONS
As described in the text, we pick our coordinates such that x is the relative distance between the two identical A particles, and y is the distance from the center-of-mass of the two identical particles to the third particle, B. For bosons this implies that the total wave function must be symmetric under x → −x. Additionally, the Hamiltonian has parity symmetry. For the total wave function this implies that Ψ(−x, −y) = ±Ψ(x, y) depending on the symmetry under y → −y. This means that if we specify the wave function in the upper left quadrant (x > 0 and y > 0) where 0 ≤ φ ≤ π/2, then we obtain the full wave function for all x and y by simply continuing symmetrically under x → −x and symmetrically (antisymmetrically) for even (odd) states under y → −y. In the rescaled model, we decouple the radial and angular parts and only the angular parts are important when continuing the wave function. To demonstrate this we plot the fermionzed wave function for g 1 = 0 and g 2 = ∞ in Fig. 5 in the full angular range 0 < φ < 2π. The angle ranges are organized such that x 2 < x 3 < x 1 for 0 < φ < π/6 and 11π/6 < φ < 2π, x 2 < x 1 < x 3 for π/6 < φ < π/2, x 1 < x 2 < x 3 for π/2 < φ < 5π/6, x 1 < x 3 < x 2 for 5π/6 < φ < 7π/6, x 1 < x 2 < x 3 for 7π/6 < φ < 3π/2, and x 2 < x 1 < x 3 for 3π/2 < φ < 11π/6. Associating x 1 and x 2 with A particles and x 3 with a B particle, these six regions have either AAB, BAA, or ABA spatial structure.
CONNECTION TO TOTALLY ANTISYMMETRIC WAVE FUNCTIONS
In the main text we used a hyperspherical representation of the wave functions. The states with integer µ obtained in the text can be related to totally antisymmetric wave functions relatively straightforwardly. We demonstrate this for the case with µ = 3 which is the lowest state at (integer) fermionization. The totally antisymmetric wave function of three particles can be written in lab coordinates in the following way [42] 
Here we work in units where the oscillator length is unity for simplicity of notation. N is a normalization constant. The coordinate transformation we have used in the main text is orthogonal and can thus be easily inverted to give us
Since the transformation is orthogonal, we have immediately
Introducing the hyperspherical coordinates, x = ρ cos φ and y = ρ sin φ, the product of differences becomes
The φ dependent terms in parenthesis is easily shown to equal cos(3φ). The wave function in ρ, φ, and R coordinates is thus
where N ′ = N/ √ 2 is again a normalization constant. This wave function has the structure given in Eq. (2) with µ = 3 but includes also the center-of-mass part. The angular part is the functions shown in the non-zero regions of the bottom panel in Fig. 5 .
This derivation works for integer µ only. For fractional µ we cannot make a transformation of the cos(µφ) and sin(µφ) terms to simple products. Those solutions are not related to the wave function of spinless fermions in any straightforward manner and would rather require an expansion based on presumably infinitely many three-body wave functions with different energies. For integer values of µ > 3, we may identify a spinless fermion wave function by occupying a number of single-particle states in an antisymmetrized wave function that has the same energy, E = ω(µ + ν + 1). These functions will, however, generally not have a simple form in terms of a product of differences of coordinates as in Eq. (6).
SLOPE OF THE ENERGY AT FERMIONIZATION
To obtain the slope of the energy in the different strongly-interacting limits, we follow the approach outlined in Ref. [36] and use a linear expansion in 1/g, where g is the strength of the delta function and we will assume that g > 0 here. Below we specialize to the case with g 1 and g 2 , for now we keep the discussion simple. Writing E = E 0 − K/g, we have
where Ψ is the three-body wave function and Ψ|Ψ =
The sum over i and j is over pairs of particles that interact. In order to show that K does in fact not depend explicitly on g, we use the boundary condition imposed by the delta function on the derivative, Ψ(x i = x j ) = 1 2g
The right-hand side instructs us to let the particles with coordinates x i and x j approach from both sides (x i −x j → 0 + and x i − x j → 0 − ). Note that if the derivative is continuous this yields zero and the zero function goes smoothly through zero. This is the case for identical fermions. However, for bosons or mixtures of fermions and bosons this is not a requirement and the derivatives from each side will generally be different. Using Eq. (11) in Eq. (10) we see that the dependence on g cancels out.
First we show how to obtain the slopes shown in Fig. 1 from the wave functions that we obtain in the analytical model. This is a straighforward matter of inserting those wave functions in Eq. (10) . Ignoring the center-of-mass part, the wave functions can be written Ψ(ρ, φ) = P (ρ)F (φ). The radial parts for the three lowest even parity states shown in Fig. 1 at g −1
where L 
These are the values used to generate the linear fits in Fig. 1 . Notice that K 1 is a factor of two larger than the slope obtained with two identical fermions instead of two bosons [36] . The odd parity states with µ = 3/2 that are also shown in Fig. 1 have the same slope since the absolute square of the wave function is identical as can be seen by comparing the top and middle panels in Fig. 5 .
LIMIT OF STRONG INTRA-AND INTER-COMPONENT INTERACTION
We now address the different ways in which to approach the limit where both g 1 and g 2 go to infinity. This immediately implies that the three-body wave function must be zero whenever any pair of particles overlap. This is only possible using the integer µ solutions. We will concentrate here on the ground state(s) which have µ = 3. This means that we are in the case where we can use spinless wave functions to express K as a functional of a set of coeffecients a i of the spinless wave function in each region of space of given ordering of the three coordinates x 1 , x 2 , and x 3 . This technique is outlined in Ref. [36] for the case of fermions. The generalization to bosons is a straightforward matter of applying Bose symmetry. Just as in the case of two identical fermions, we may reduce this set of parameters by using parity and Bose symmetry to three. The wave function is then a 1 Ψ F for x 2 < x 1 < x 3 (π/6 < φ < π/2), a 2 Ψ F for x 2 < x 3 < x 1 (0 < φ < π/6 and 11π/6 < φ < 2π), and a 3 Ψ F for x 3 < x 1 < x 2 (3π/2 < φ < 11π/6). The other orderings are dictated by symmetries. Here Ψ F is the antisymmetrized product in Eq. (6) which has µ = 3 as discussed above. The subscript F indicates the commonly used name 'fermionized' state.
We start with the case where we assume that g −1 2 = 0 and then take the limit g 1 → ∞. Since we assume g −1 2 = 0, the interaction term with g 2 must be excluded when calculating the slope K from Eq. (10). It implies the boundary condition that the wave function must vanish when non-identical particles coincide in space. The expression for the slope in the limit where g 1 → ∞ is then determined by the derivatives from points where the two identical bosons overlap. It can be written
where in the second equation we use parity and Bose symmetry which implies that a 1 = a 3 . The factor γ is independent of the a i coefficients and depends only on the fermionized state Ψ F . It has the expression
This factor may be computed from the wave function in Eq. (6) . Since it is a prefactor it does not influence the relation between the a i coefficients and we do not calculate it explicitly. As outlined in Ref. [36] , one can now obtain the eigenfunctions in the vicinity of g
= 0 by finding the extreme points of Eq. (18) . By differentiating Eq. (18) with respect to a 1 and a 2 and equating to zero, one immediately see that the two solutions are a 2 = 0 and a 1 arbitrary or a 1 = 0 and a 2 arbitrary. The arbitrary value is then fixed by normalization. The even parity solution with a 2 = 0 is the left panel in the top row of Fig. 4 , while the one with a 1 = 0 is the right panel. The odd parity solution is a 2 = 0 and a 1 = −a 3 and is shown in the top middle panel in Fig. 4 . Note that the solution with a 1 = 0 has K = 0. This is expected since this solution has energy E = 4 ω for g 1 = 0 and thus its energy does not change as we take g 1 → ∞. This is clear also from the wave function in panel b of Fig. 2 since this state has zero amplitude in the region where the g 1 interaction is located (along the y-axis).
The second case of interest is the one where we first take g −1 1 = 0 and then let g 2 → ∞. Here we exclude the g 1 interaction term in Eq. (10) and keep the ones with g 2 . This produces the equation
where again we have a 1 = a 3 as before for positive parity. The extreme points of this equation are a 1 /a 2 = −1/2 (left panel in the middle row in Fig. 4 ) and a 1 /a 2 = 1 (right panel in the middle row in Fig. 4) . Finally, we consider the symmetric case where g 1 = g 2 → ∞ in the same way. Then we must retain all three interaction terms in Eq. (10) , and from the point of view of the Hamiltonian all three particles are identical. This gives the expression
where again we have a 1 = a 3 as before for positive parity. The extreme points of this equation are a 1 /a 2 = 1/2 (left panel in the middle row in Fig. 4) and a 1 /a 2 = −1 (right panel in the middle row in Fig. 4) . The change of sign between a 1 and a 2 for the completely symmetric solution occurs because Ψ F changes sign and this is compensated by a 1 = −a 2 to yield the solution that is obtained by Girardeau Bose-Fermi mapping of the problem [12] . The odd parity state has a 2 = 0 (by Bose symmetry) and a 1 = −a 3 (combined Bose and parity symmetry). The odd state turns out to be the same irrespective of how the limit is taken. One can also use the slope to determined which non-interacting state any of these strongly-interaction wave functions can be connected to adiabatically [36] . This requires calculation of γ and insertion of the solutions for a i in K for the different cases. In the symmetric case where g 1 = g 2 → ∞, the non-interacting ground state is connected to the Girardeau state in the bottom right panel of Fig. 4 . In the two other cases the non-interacting ground state (of even parity) is connected to the wave functions in the left panel of middle and top rows in Fig. 4 . This is a clear demonstration of the delicate nature of multi-component bosonic 1D systems with strong short-range interactions.
