Abstract. We study a nonlocal equation, analogous to the KuramotoSivashinsky equation, in which short waves are stabilized by a possibly fractional diffusion of order less than or equal to two, and long waves are destabilized by a backward fractional diffusion of lower order. We prove the global existence, uniqueness, and analyticity of solutions of the nonlocal equation and the existence of a compact attractor. Numerical results show that the equation has chaotic solutions whose spatial structure consists of interacting traveling waves resembling viscous shock profiles.
Introduction
In this paper, we study a family of nonlinear, nonlocal pseudo-differential equations in one-space dimension for a function u(x, t) given by (1) ∂
where ǫ > 0 and Λ s is the fractional derivative
We assume that the exponents δ, γ satisfy (2) 0 < δ ≤ 1, 0 ≤ γ < 1 + δ.
Equation (1) consists of an inviscid Burgers equation with a higher-order linear pseudo-differential term that gives long-wave instability and shortwave stability. It is analogous to the well-known Kuramoto-Sivashinsky (KS) equation [27, 35, 36] (3)
which has negative second-order diffusion stabilized by forth-order diffusion. By contrast, we consider (1) in the parameter regime (2) , where the stabilizing diffusion is second-order or less.
A special case of (1), corresponding to γ = δ = 1, is (4)
The first author receives financial support by the grant MTM2011-26696 from the former Ministerio de Ciencia e Innovación (MICINN, Spain). The second author was partially supported by the NSF under grant number DMS-1312342. which provides a simple model for the stabilization of a Hadamard instability, with growth rate proportional to the absolute value of the wavenumber, by second-order viscous diffusion. This type of instability occurs in scaleinvariant systems, such as conservation laws (e.g., the Kelvin-Helmholtz instability for the Euler or MHD equations) and kinetic equations (e.g., the Vlasov equations), in which the growth rate of long waves is determined by a parameter with the dimensions of velocity. In particular, (4) provides a model equation for the negative Landau damping of plasma waves [28, 32] .
If γ = 0 and δ = 1, then (1) is the Burgers-Sivashinsky (BS) equation introduced by Goodman [19] ,
For (5), the growth rate of long waves is bounded independently of the wavenumber, and its dynamical behavior is much simpler than that of (1) with γ > 0. The KS equation (3) exhibits chaotic behavior and possesses a compact global attractor [30, 31] . Furthermore, it has an inertial manifold [15] that appears to contains a chaotic attractor when ǫ is sufficiently small. (See [4, 7, 19, 18, 33] for further results). The spatial analyticity of solutions of the KS equation is addressed in [6, 21] and the temporal analyticity in [22] . More recently, the authors in [1, 14, 39] have used computer-assisted methods to study the dynamics of the solutions.
In this paper, we prove that (1) possesses a compact global attractor in the parameter range (2) (see Theorem 6) . Moreover, numerical solutions indicate that if 0 < γ < 1 + δ, then (1) exhibits chaotic behavior with an interesting spatial structure. Waves that resemble thin viscous shocks appear spontaneously at different points, after which they propagate toward and merge with a primary viscous shock. This spatial behavior is qualitatively different from what one sees in the usual KS equation. (See Section 6.) By contrast, solutions of the BS equation (5) , with γ = 0, do not behave chaotically; instead, they approach a time-independent viscous sawtooth wave solution as t → ∞ [19] .
The numerical results suggest that (1) with exponents (2) may have an inertial manifold that can be parametrized in some way by the viscous shocks. We do not investigate this question here, but in Section 5.2 we obtain an upper bound on the number of oscillations in solutions of (1) (see Theorem 7) .
Nonlocal KS equations similar to (1) have been studied previously by Frankel and Roytburd [17] . Their results, however, are less detailed than ours and they apply only in the case when δ ≥ 1. A different type of nonlocal generalization of the KS equation has been studied in [3, 12] .
We conclude the introduction by outlining the contents of this paper. In Section 2, we prove the global existence of smooth solutions of (1), and in Section 3, we prove that these solutions gain analyticity in a strip. In Sections 4-5, we prove the existence of an attractor for (1) , and in Section 6, we show some numerical solutions.
Global existence of solutions
In this section we use a classical energy method to prove the global existence of solutions of the initial value problem for (1),
We consider either spatially periodic solutions or solutions on the real line, with Ω = T or Ω = R as appropriate. In the periodic case, we normalize the length of T to 2π. To prove the existence result, we first obtain an a priori L ∞ -estimate, using the ideas in [8] to handle the nonlocal operators (see also [2, 9] ). This step of the proof depends on the choice of Ω and δ and is different in each case. In Section 2.1 we obtain the existence of solutions for 0 < δ < 1. The gain of derivatives can be as small as 1/2 + δ/2, so the well-posedness results are more delicate than for the usual KS or BS equations. In Section 2.2 we treat the simpler case δ = 1.
To begin with, we define what we mean by a weak solution of (6) . We denote the real or periodic spatial Hilbert transform by H and the usual L 2 -Sobolev spaces by H s (Ω) or H s .
is a weak solution of (6) if the following equality holds for all test functions
and u(x, 0) = u 0 (x).
To simplify the notation, we omit the t-dependence of u when convenient and use C to denote a (harmless) constant that can change from one line to another 2.1. The case 0 < δ < 1. First, we consider spatially periodic solutions. Since the mean of u is preserved by the evolution, we can restrict ourselves to periodic initial data with zero mean,
Lemma 1. If u(x, t) is a spatially periodic, smooth solution of (6), then
Proof. The fractional derivatives can be written as [2] 
thus,
In the general case γ = 1, some extra terms appear. These terms correspond to |k| ≥ 1 in (7). Since they are not singular, they can be estimated as follows:
The rest of the proof remains unchanged.
Next, we prove our existence result.
Theorem 1.
Suppose that ǫ > 0, 0 < δ < 1, and 0 ≤ γ < 1 + δ. If
then the following statements hold:
• If α ≥ 2 + δ, then for every 0 < T < ∞ the initial value problem (6) has a unique classical solution
• If (1 − δ)/2 < α < 2 + δ, then for every 0 < T < ∞ there exists a weak solution of (6) (see Definition 1) such that
for every 0 ≤ s < α and 2 ≤ p < ∞.
• These solutions gains regularity and satisfy
Step 1: L 2 estimate. We multiply (1) by u and integrate by parts:
Using the Fourier transform, we get
Inserting this into the previous bound we obtain
and using Gronwall inequality,
In particular
Step 2: H α estimate. We multiply (1) by Λ 2α u and integrate, which gives
, where
. The term I 1 can be handled as follows (see also [25] ): We use the CauchySchwarz and Kato-Ponce inequalities (see Lemma 6) and the properties of the Hilbert transform (see [37] ) to get
Then, using
for t = −1 + 2/(1 + δ), and Hölder's inequality on the Fourier side (with p = 1/t and q = 1/(1 − t)), we write
.
Inserting this into the bound for I 1 , we obtain
Using Hölder's inequality again (with p = 2/(1 + t) and q = 2/(1 − t)), we get
Using the estimate for u(t) L ∞ (T) and putting all the estimates together, we obtain
. Finally, from Gronwall inequality, we conclude that
Step 3: Strong solutions. We denote by J ǫ a positive, symmetric mollifier. Then, in the case α > 2 + δ, we define the regularized problems
with initial data u ϑ (0) = u 0 . By Picard's Theorem, these regularized problems have a unique solution u ϑ ∈ C 1 ([0, T ], H α (T)). Moreover, since the a priori estimates remain valid, these solutions are global in time. Thus, for every T > 0 there exists
such that (after picking a subsequence)
Next, we want to show that
The method is classical (see e.g., [29] ) and we only sketch the proof. We subtract the regularized problems corresponding to labels ϑ and ̟:
From this equation, we obtain
and we get that
Using interpolation and the parabolic character of the equation, we have
which shows that u is a classical solution. Uniqueness follows by energy estimates.
Step 4: Regularized problems and compactness. We define the regularized problems
with initial data u ϑ (0) = J ϑ * u 0 . These problems have a global in time, smooth solution. Moreover, due to the energy estimates in the previous step, these solutions satisfy a uniform bound in the space
for all 1 ≤ p ≤ ∞, and
In particular, we get weak convergence in
) of a subsequence to a function u. Moreover, by the weak lower semi-continuity of the norm, we have
, and the corresponding norm of a function f is given by
We have
where the first inclusion is compact and the second inclusion is continuous (see [11] ). To invoke the Aubin-Lions compactness Theorem (see Corollary 4, Section 8 in [34] ) we need uniform bounds in the Bochner spaces
Multiplying (11) by ψ ∈ H (1+δ)/2 (T) and integrating by parts, we obtain
Recalling that the energy estimates gives us uniform bounds
and using Poincaré inequality, we get a uniform bound
Thus, we get
Applying the Aubin-Lions Lemma we get
Then, using interpolation in Sobolev spaces, we get
Step 5: Convergence of the weak formulation. We need to show that the limit u of the regularized solutions in the previous step is a weak solution in the sense of Definition 1. Let φ ∈ H (1+δ)/2 (T) be a test function. Using the properties of mollifiers we obtain u ϑ (0) → u 0 in L 2 . To show convergence in the equation, we have to deal with the nonlinear term.
For 0 < δ < 1/2, we have H δ ֒→ L 2/(1−2δ) and
Using (13b) and (14), we obtain
Next, we test against φ ∈ C 1 ([0, T ], H (1+δ)/2 (T)) and integrate in time. Equation (12a) gives
which ensures the convergence of the linear terms with s = γ/2, (1 + δ)/2, while (15) ensures the convergence of the nonlinear terms. Since
it follows that u satisfies the weak formulation for every
Taking φ independent of t, we find that the weak formulation holds almost everywhere in time, which completes the proof of the existence of weak solutions.
Step 6: Uniqueness of weak solutions. Suppose that u 1 , u 2 are weak solutions of (6) with the same initial data and let w = u 1 − u 2 . Testing against w, we have
, and Gronwall's inequality implies that w = 0.
The proof of global existence for Ω = R is similar to the one for Ω = T, but we need to modify the proof of the L ∞ -estimate to account for the difference in the kernel of the fractional derivatives.
Proof. The fractional derivative on R can be written as
Let x t denote the point where u reaches its maximum (this point is contained in a compact set in the real line since u ∈ H α where α is certainly greater than 1/2) and assume that u(t) L ∞ (R) = u(x t ). Then, using Rademacher's Theorem as before, we get
Similarly, if u(t) L ∞ (R) = −u(x t ) where x t for the point where u attains its minimum, we have
and it follows that
Using Lemma 2 and the same ideas as in Theorem 1, we then get the following result.
Theorem 2. Let 0 < δ < 1, 0 ≤ γ < 1 + δ, and ǫ > 0. If
with α ≥ 2 + δ, then for every 0 < T < ∞ there exists a unique classical solution of (6) such that
Moreover, the solution gains regularity and satisfies
2.2. The case δ = 1. In this case, equation (1) becomes
The previous proofs do not apply directly since they use a kernel representation of Λ 1+δ which is not valid if δ = 1. Nevertheless, we have an analogous existence result.
Theorem 3. Let u 0 ∈ H α (Ω) with α ≥ 1 be the initial data for equation (16) , where ǫ > 0, 0 ≤ γ < 2, and Ω is T or R. Then the following statements hold.
• If α ≥ 3, then for every 0 < T < ∞ there exists a unique classical solution
• If 1 ≤ α < 3, then for every 0 < T < ∞ there exists a weak solution
• Moreover, the solution gains regularity and satisfies
Proof. We give only the a priori estimates. The proof then follows from the one for 0 ≤ δ < 1 with minor changes. The L 2 energy estimate is
Using Fourier estimates and Gronwall's inequality, we obtain
The H 1 energy estimate is
Also, using Sobolev and Gronwall inequalities we obtain
With these global estimate in H 1 and L ∞ , we can mimic the previous proof that used H α norms.
Instant analyticity
In this section, we prove that solutions of (1) immediately gain some analyticity. As in [5] (see also [2, 10, 21] ), our proof is based on a priori estimates in Hardy-Sobolev spaces for the complex extension of the function u in the (growing) complex strip
Here k > 0 is a suitable constant, which may be chosen as in (21) below. We also consider the (shrinking) complex strip
where h(t) is a suitable positive, decreasing function, chosen as in (20) below. We define the norms
and their analogous counterparts for the strip V.
These spaces have the same flavour as the Gevrey classes used in [13, 16] . In particular, the tools in [13] may be adapted to get u(x, t) ∈ G 1 t (T), which implies the analyticity for real spatial arguments x.
Theorem 4. Let u be a classical solution of (6), where γ, δ satisfy (2), ǫ > 0, and u 0 is (real-valued) initial data. Then the following statements hold.
• If u 0 ∈ H 3 (Ω), then u continues analytically into the strip B for 0 < t < T (u 0 , ǫ, δ, γ),
continues to an analytic function in a complex strip of width h(0), then u continues analytically into the strip V for 0 < t < T (u 0 , ǫ, δ, γ) with finite norm H 3 (V).
Proof.
Step 1: Growing strip. We prove the result in the case Ω = T; the case Ω = R is similar. We write z = x ± ikt. Then the extended equation is
First, we study the evolution of u H 3 (B) . Since we consider periodic solutions with zero mean, it follows from Poincaré inequalities that we only need to estimate the L 2 norm of the third derivative.
Using Plancherel's theorem, we have
and from (17), we get that
We have the following estimates:
Moreover, we have
so, using the commutator estimate (see Lemma 6)
we get that
Let λ > u 0 L ∞ be a positive constant. Putting these results together and using Poincaré's inequality, we get
Then, using Plancherel's theorem, we get that
, and therefore
. We define a new energy by
where
Note that |u(z)| < λ as long as u B remains finite. We need a bound for the remaining term in the energy u B . Using (17) and Sobolev embedding to estimate ∂ t u, we have
Thus, we obtain
Finally, we have
4 .
It follows that
Thus,
The time of existence is then at least
Now we approximate this problem using an analytic mollifier such as the heat kernel. The regularized problems have entire solutions and satisfy the same a priori bounds. Using the uniqueness of classical solutions, we obtain the first part of the result.
Step 2: Shrinking strip As before, we consider the evolution in the Hardy-Sobolev spaces in the strip V. We write z = x ± ih(t). Notice that since the solution is real for real z we have
Thus, using the Hadamard Three Lines Theorem, we get
Using Lemma 8 and equation (18) 
We have the estimates
Moreover, following the previous ideas, and using Gagliardo-Nirenberg and Sobolev inequalities, we find that
We also have
The last integral can be written in terms of a commutator as
and using Lemma 6, we get
Collecting the bounds for K 3 and for J 1 , we have
, and, choosing (20) h
) . Finally, we use a standard Galerkin approximation method to obtain a local solution that satisfies these estimates, which completes the proof.
In the previous proof, we can choose the parameter k > 0 that determines the cone of analyticity in any way we wish, but we get shorter existence times for larger values of k, so we cannot conclude from our proof that the solution is entire for t > 0.
To give an explicit estimate, we can choose
and, for example, λ = √ 2 u 0 ∞ . Then, if we write
the width of the strip of analyticity is
Using this smoothing effect, we can prove ill-posedness in Sobolev spaces when the problem is considered backward in time.
Corollary 1.
There are solutionsũ to the backward in time equation (1), such that ũ H 4 (0) < ǫ and ũ H 4 (µ) = ∞ for all 0 < ǫ and sufficiently small 0 < µ.
Proof. The proof follows the idea in [2, 10] . We consider the solution (forward in time) u ν to the equation (1) with initial data u(x, 0) = νv(x) where v ∈ H 3 , v / ∈ H 4 0 < ν < 1. Now defineũ ν,µ (x, t) = u ν (x, −t + µ) for fixed, small enough 0 < µ(v) ≪ 1. This function is analytic at time 0 but it does not belong to H 4 at time µ. Taking 0 < ν ≪ 1 we conclude the proof.
Large time dynamics
4.1. Absorbing set in L p . In this section we prove the existence of an absorbing ball in L p for the problem (1) in the periodic case Ω = T. We will require a Lemma similar to the results in [30, 38] :
Lemma 3. Let M ∈ N and x 0 ∈ T. There exists a smooth, periodic function b
x 0 M such that the following inequality holds for every smooth periodic function u with u(x 0 ) = 0:
where c 1 is a universal constant.
Proof. We define
where g(x) = u 2 (x + x 0 ). Since g(ξ) = g (0), it follows from the definition of x 0 that g(ξ) = 0, and therefore
Using a Kato-Ponce inequality, we then obtain that
Next, we prove that solutions of (1) remain uniformly bounded in L p (T).
Theorem 5. Suppose that u 0 ∈ H α (T), where α > 1, has zero mean. Then the solution u of the initial-value problem (6) in the periodic case satisfies
Moreover, for 2 < p ≤ ∞ and 0 < δ < 1, we have
Proof. We start by assuming that the initial data is odd.
Step 1: Absorbing set in L 2 Let s be a smooth, periodic function, which we will choose later. We compute that
Using the inequality
, for all ξ ∈ R and the Plancherel theorem, we get
Then, using the Young and Cauchy-Schwarz inequalities, we obtain 1 2
Since the odd symmetry is preserved by (1) and u 0 is odd, we have u(0, t) = 0. For M ∈ N, we choose s such that
Then from the preceding inequality and Lemma 3, we get
We take M = M (ǫ, δ, γ) such that
and we obtain 1 2
Using Gronwall inequality, we conclude that
The existence of an absorbing set in L 2 is now straightforward. Thus we have the existence of a constant R = R(ǫ, δ, γ) such that
Step 2: Absorbing set in L ∞ We assume u(x t ) = u(t) L ∞ (T) . We take ν > 0 a positive number and define
Using the fact that the initial data has zero mean, we get
We define
and we obtain
As ν ≤ π this choice implies
On the other hand, if u(t) L ∞ (T) = − min x u(x, t), we define
and
Collecting these inequalities, we obtain the existence of an absorbing ball in L ∞ with radius
Step 3: Absorbing set in L p For the case 2 < p < ∞, we use interpolation. We get
The radius for this case can be obtained in a similar way.
Step 4: Initial data without odd symmetry Following the same ideas as in [19] (see also [7, 17] ), we introduce the set of translations of the function s defined in (25) :
Since the function u 0 has zero mean, the solution u(t) has zero mean for all time, so there exists at least one point x 0 (t) such that u(x 0 (t), t) = 0. Then, for any particular time t, we consider, as in the step 1 above, the function b
M (x) defined in Lemma 3 where λ was defined in (24) , and let
Notice thats(x) = s(x + x 0 (t)), with s defined in (25) . As before, we obtain
,s(t)), we conclude the proof.
Corollary 2. Let u 0 ∈ H α (T), α > 1 be the mean-zero initial data for the problem (1) with ǫ ≥ 1 > δ in the periodic case. Then we have
Proof. The result follows from Poincaré's inequality.
4.2.
Absorbing set in H s . In this section we prove that the existence of an absorbing set in L p norms implies the existence of an absorbing set in higher Sobolev norms.
Lemma 4. Suppose that u 0 ∈ H α (T), α > 1, has zero mean. Then the solution u of the initial-value problem (6) in the periodic case satisfies
Proof. From the energy L 2 -estimates in the previous section, we have
. Integrating this inequality in time, we obtain
where R = R(ǫ, γ, δ) is a bound for u(t) L 2 (T) (see Theorem 5). The energy
, and the uniform Gronwall lemma (see Lemma 7) gives
Choosing r = 1 and using Poincaré inequality (recalling that the solution has zero mean), we obtain lim sup
Using a bootstraping argument, we get lim sup
for all 0 < s ≤ k(1 + δ)/2 < α and k ∈ N. For the last case s = α we use Poincaré inequality to get
Now we conclude using the Uniform Gronwall Lemma.
The attractor
In this section we prove the existence of an attractor and derive some of its properties.
The energy estimate (9) for the H
, 0 < µ << 1 Now we apply the Uniform Gronwall Lemma (see Lemma 7) and we get lim sup
Thus, for sufficiently large time, the solution belongs to a ball in H α+(1+δ)/2 . Using the compact embedding
we conclude the result.
No we can apply Theorem 1.1 in [38] to obtain the existence of the attractor Theorem 6. In the spatially periodic case with Ω = T, equation (1) has a maximal, connected, compact attractor in the space H α (T) for every α ≥ 3.
Proof. The result follows from Lemma 4, where the existence of an absorbing set is proved, and Lemma 5, where the properties of the semigroup are proved.
5.2.
Number of wild oscillations. In this section we obtain a bound for the number of wild oscillations that the solution can develop. This bound is similar to the bound in [21] for the standard KS equation (see also [26] ). However, our bound is valid for arbitrary initial data while the bound in [21] only works for initial data in a neighborhood of a stationary solution.
Theorem 7. Let u be the solution of (6) for initial data u 0 ∈ H 3 (T). Then T = I ∪ R, and, at least, time 0 < T /M < t < T with T given by (19) and 2 ≤ M ∈ R, for the corresponding solution the following statements holds:
Proof. We will use Theorem 4 and Lemma 9. We have that the solution becomes analytic in the complex strip B. In particular, using (19) and choosing M ∈ R, M ≥ 2, after time T M , the width is (see (22) , (23) 
Applying Lemma 9 with µ = λ M , we get the result.
Numerical simulations
In this section, we show some numerical solutions of (1), which we repeat here for convenience (26) ∂
with 2π-periodic boundary conditions. We approximate the spatial part by a pseudo-spectral scheme, typically using 2 12 -2 14 Fourier modes, and advance in time with an explicit method such as the ode45 function in MATLAB.
In Figures 1-2 , we show a numerical solution of (26) with δ = γ = 1 in −π < x < π for initial data (27) u 0 (x) = cos x + e −x 2 sin x.
A primary "viscous shock" forms from the initial data, after which smaller "viscous sub-shocks" develop spontaneously throughout the interval. These sub-shocks grow, propagate toward the primary shock, and merge with it. The number of sub-shocks and their rate of formation increases as ǫ decreases.
In Figure 3 , we show a solution of the usual KS equation (3) with the same initial data as in Figure 1 . The spatial "shock-like" structure of chaotic solutions of (26) is qualitatively different from the "worm-like" structure of solutions of (3).
Similar behavior is observed for (26) with other values of 0 < δ < 1, 0 < γ < 1 + δ, and ǫ > 0. In Figure 4 we show a solution for δ = 0.5, γ = 1.45, and ǫ = 0.8, with the initial data (28) u 0 (x) = cos x.
Chaotic behaviour occurs for larger values of ǫ as γ gets closer to 1 + δ. This is consistent with the fact that the band of unstable wavenumbers k for the linearization of (26) at u = 0 is given by
Thus, for a fixed value of ǫ, the unstable band gets wider as γ increases toward 1 + δ. (We have k * = 100 in Figure 2 and k * ≈ 87 in state. For γ 1.3 the solution is steady, but for γ 1.3 its norms fluctuate wildly in time. We have k * ≈ 32 at transition.
Similarly, in Figures 7-8 , we show the transition to chaos for δ = 1, γ = 1 as ǫ decreases toward 0. The solution is steady for ǫ 0.04 and chaotic for ǫ 0.04, with k * ≈ 25 at transition. 
Appendix A. Auxiliary results
In this appendix, we state without proof several results used in the paper. We start with the Kato-Ponce inequality and the Kenig-Ponce-Vega commutator estimate for [Λ s , F ] = Λ s F − F Λ s , where Λ = −∂ 2
x (see [20, 23, 24] ).
Lemma 6. Let F , G be two smooth functions that decay at infinity. Then, for 0 < s ≤ 1, we have 
,
where 1/2 < p < ∞, 1 < p i ≤ ∞.
We require the following uniform Gronwall lemma (see [38] ). We also use the following result on the time derivative of a complex function (see [5] ).
Lemma 8. Suppose that h(t) > 0 is a decreasing, smooth function of t, and φ(x ± iζ, t) = |ξ|≤N A ξ (t)e iξ(x±iζ) .
|φ(x ± iζ, t)| 2 dx ≤ h ′ (t) 10 ± T Λφ(x ± iζ, t)φ(x ± iζ, t)dx
Λφ(x, t)φ(x, t)dx
+ 2ℜ
± T ∂ t φ(x ± iζ, t)φ(x ± iζ, t)dx
The last Lemma concerns the number of wild spatial oscillations of an analytic function (see [21] and the references therein) Lemma 9. Let L, τ > 0, and let u be analytic in the neighborhood of {z : |ℑz| ≤ τ } and L-periodic in the x-direction. Then, for any µ > 0, [0, L] = I µ ∪ R µ , where I µ is an union of at most [ 
