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Recently, coupled systems of nonlinear Schrödinger equations have been used extensively
to describe Bose–Einstein condensates. In this paper, we study the structure of vortices of
the coupled nonlinear equations for two-component Bose–Einstein condensates (BEC) in
a three-dimensional space. We show that vortices is 1-rectiﬁable set, and give its mean
curvature. In particular, we show that large interspecies scattering length causes vortices
for two-component BEC.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Since its realization in dilute bosonic atomic gases [2,10,14], Bose–Einstein condensates (BEC) has been produced and
studied extensively in laboratory, and has afforded an intriguing glimpse into the macroscopic quantum world [26]. Attention
has recently broadened to include exploration of quantized vortex states and their dynamics associated with superﬂuidity
[1,23,24], and of systems of two or more condensates [16]. These are some of key issues, in view of potential applications,
in the study of quantized vortices which are well-known signature of superﬂuidity [3,4,17]. Recent experimental advances
in exploration of systems of uniting two or more condensates, e.g. in a magnetic trap in rubidium [25], and subsequently in
an optical trap in sodium, have spurred great excitement in the atomic physics community and renewed interest in studying
the property of two-component BEC [6,20,21,30].
At temperatures T much smaller than the critical temperature Tc [26], a two-component BEC can be well described by
two self-consistent nonlinear Schrödinger equations [11,20–29], also knows as coupled Gross–Pitaevskii equations [6,29,30],⎧⎪⎪⎨⎪⎪⎩
i
∂
∂t
uεj − uεj + β(ε)
∑
l = j
∣∣uεl ∣∣2uεj = uεjε2 (V j(x) − ∣∣uεj ∣∣2) in R3,
uεj = uεj (x, t) ∈ C, j = 1,2.
(1.1)
uεj denotes the macroscopic wave function of the jth ( j = 1,2) component. 0 < ε  1 is a small parameter, the positive
constant β(ε) is the interspecies scattering length. The functions V j(x), j = 1,2, represent the magnetic trapping potentials
and V j(x) > 0 in R3, j = 1,2. The vortices is zeros of the wave function around which there is a circulation of phase.
For two-component BEC, Bao [6] presented a continuous normalized gradient ﬂow with backward Euler ﬁnite difference
discretization to compute ground state and a time-splitting sine-pseudospectral methods to compute dynamics; Chang et al.
[11,12] proposed Gauss–Seidel-type methods for studying bound states and segregated nodal domains; Lin and Wei [20,21]
analyzed the existence of ground states and spike solutions; Lin and Zhang [22] studied the semiclassical limits of 2-mixture
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Z. Liu / J. Math. Anal. Appl. 348 (2008) 274–285 275of BEC (1.1); J.J. García-Ripoll and V.M. Pérez-García [15] studied the stability and dynamics of quantized vortices; F. Riboli
and M. Modugno [27] and Jezek [18] classiﬁed different spatial patterns of the ground states; Chui et al. [13] studied
quantum phase separation dynamics, the effect of trap displacements and symmetric-asymmetric transition.
In this paper, we consider the following steady equations of (1.1)⎧⎪⎪⎨⎪⎪⎩
−uεj + β(ε)
∑
l = j
∣∣uεl ∣∣2uεj = uεjε2 (V j(x) − ∣∣uεj ∣∣2) in R3, j = 1,2,∣∣uεj (x)∣∣2 → V j(x) as |x| → +∞, j = 1,2,
(1.2)
which is a critical point of the following energy functional
E(uε1,uε2)= 12
∫
R3
2∑
j=1
[∣∣∇uεj ∣∣2 + 12ε2 (V j(x) − ∣∣uεj ∣∣2)2
]
+ β(ε)∣∣uε1∣∣2∣∣uε2∣∣2 (1.3)
in
H= {(u1,u2) ∈ H1(R3,C2): ∣∣uεj (x)∣∣2 → V j(x) as |x| → +∞, j = 1,2}.
The main purpose of this paper is to study the vortices of the minimizer of functional (1.3) in H. In particular, we will study
the effect of the interaction term β(ε) and potential term acting on the vortices.
We organize the paper as follows: In Section 2, we derive the monotonicity formula and η-compactness theorem. In
Section 3, we prove the main theorem—Theorem 3.7.
2. The monotonicity formula and η-compactness theorem
In this section, we will derive the monotonicity formula of the energy and η-compactness theorem. First, we introduce
the functional, inspired from the work of Lassoued and Mironescu [19],
G j =
∫
R3
1
2
[
|∇ f |2 + 1
2ε2
(
V j − | f |2
)2]
(2.1)
in H= { f ∈ H1(R3,R): f →√V j as |x| → +∞}. This minimizer is the unique positive solution of the following equation⎧⎨⎩− f j =
1
ε2
f j
(
V j(x) − f 2j
)
in R3,
f j →
√
V j as |x| → +∞ in R3.
(2.2)
Now we study the real solution f j to (2.2), since they give, in some sense, the density proﬁle of vortexless conﬁgurations.
Lemma 2.1. (See [3,17].) Assume that V j is a positive bounded smooth function. If 0< ε  1, there exists a unique classical solution f j
of (2.2), which is the unique minimizer of G j inH. In addition, we have the following estimates:
(a) Gε( f j) C | lnε|,
(b) ‖ f j −
√
V j‖C1(K )  CK ε2 , for any compact subset K ⊂ R3 .
Lemma 2.2. Assume that V1, V2 ∈ H1(R3,R) is the smooth bounded function and β(ε) = O (| lnε|). Let (uε1,uε2) be the minimizer
of functional (1.3) in H. Then, we have
E(uε1,uε2) M0| lnε|. (2.3)
Proof. Take test function u1 = V1, u2 = V2, then,
E(uε1,uε2) E(V1, V2)max
R3
|V1|2‖V2‖2L2
∣∣β(ε)∣∣+ ∫
R3
2∑
j=1
|∇V j |2  M0| lnε| (2.4)
where M0 depends on V1, V2. 
Let u j = f j v j , then v j satisﬁes
−v j − 2
f j
∇ f j · ∇v j + β(ε)
∑
i = j
f 2i |vi |2v j =
f 2j
ε2
(
1− |v j |2
)
v j in R
3, j = 1,2. (2.5)
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Lemma 2.3. (See [9].) Let v j be the solutions to (2.5). We have
‖v j‖L∞(R3)  1+ Cε2, ‖∇v j‖L∞(R3) 
C
ε
. (2.6)
Next we give the following Pohozaev identity.
Lemma 2.4 (Pohozaev identity). Let v j be a solution of (2.5). Then, we have
1
2
∫
Br (x0)
|∇v j |2 + 34
∫
B(x0,r)
f 2j
ε2
(
1− |v j |2
)2
= r
∫
∂Br (x0)
( |∇T v j |2
2
− 1
2
∣∣∣∣∂v j∂n
∣∣∣∣2 + f 2j4ε2 (1− |v j |2)2
)
+
∫
Br (x0)
β(ε)
(∑
i = j
f 2i |vi |2v j, (x− x0) · ∇v j
)
−
∫
Br (x0)
2
f j
(∇ f j · ∇v j, (x− x0) · ∇v j)− 1
2ε2
∫
Br (x0)
f j
(
1− |v j |2
)2
(x− x0) · ∇ f j . (2.7)
Proof. For simplicity, we assume x0 = 0 and drop off j. Multiplying v j by x · ∇v j and integrating by parts on Br , we get∫
Br
(
v,
∑
i
xi∂i v
)
=
∫
∂Br
(
∂v
∂n
,
∑
i
xi∂i v
)
−
∫
Br
(
∇v,∇
(∑
i
xi∂i v
))
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 − ∫
Br
∑
j
|∂ j v|2 −
∫
Br
∑
i, j
xi
2
∂i
(|∂ j v|2)
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 − ∫
Br
|∇v|2 −
∫
∂Br
∑
j
r
2
|∂ j v|2 +
∫
Br
1
2
∑
i, j
|∂ j v|2
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 + 12
∫
Br
|∇v|2 − r
2
∫
∂Br
|∇v|2. (2.8)
On the other hand, using (2.5), we have∫
Br
(
v,
∑
i
xi∂i v
)
=
∫
Br
β(ε)
(∑
i = j
f 2i |vi |2v j, x · ∇v
)
−
∫
Br
2
f j
(∇ f j · ∇v, x · ∇v) − 1
ε2
∫
Br
f 2j
(
1− |v|2)(v, x · ∇v). (2.9)
Note that ∇((1− |v|2)2) · x= −4(1− |v|2)(v, x · ∇v), we obtain
− 1
ε2
∫
Br
f 2j
(
1− |v|2)(v, x · ∇v) = 1
4
∫
Br
f 2j
ε2
x · ∇((1− |v|2)2)
= r
4ε2
∫
∂Br
f 2j
(
1− |v|2)2 − 3
4ε2
∫
Br
f 2j
(
1− |v|2)2 − 1
2ε2
∫
Br
f 2j
(
1− |v|2)2(x · ∇) f j . (2.10)
Combining (2.8)–(2.10), we get (2.7). 
For any point x0, deﬁne
E˜ j(v j, x0, r) := 1
r
E j(v j, x0, r) ≡ 1
r
∫
e j(v j), (2.11)Br (x0)
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e j(v j) = 12 |∇v j |
2 + f
2
j (1− |v j |2)2
4ε2
.
When this will not lead to a confusion, we will also denote it E˜ j(x0, r) or even E˜ j(r).
Lemma 2.5. Assume v j satisfy (2.5), then for 0< r < R,
d
dr
(
E˜ j(r)
)= 1
r
∫
∂Br (x0)
∣∣∣∣∂v j∂n
∣∣∣∣2 + 1r2
∫
Br (x0)
f 2j (1− |v j |2)2
2ε2
− 2
r2
∫
Br (x0)
β(ε)
(∑
i = j
f 2i |vi |2v j, (x− x0) · ∇v j
)
+ 1
2r2
∫
Br (x0)
f j
(1− |v j |2)2
ε2
(x− x0) · ∇ f j
+ 2
r2
∫
Br (x0)
1
f j
(∇ f j · ∇v j, (x− x0) · ∇v j). (2.12)
Proof. Note that
d
dr
(
E j(r)
)= ∫
∂Br (x0)
(
1
2
|∇T v j |2 + 12
∣∣∣∣∂v j∂n
∣∣∣∣2 + f 2j4ε2 (1− |v j |2)2
)
.
Hence,
d
dr
(
E˜ j(r)
)= − 1
r2
∫
Br (x0)
(
1
2
|∇v j |2 +
3 f 2j
4ε2
(
1− |v j |2
)2)+ 1
2ε2r2
∫
Br (x0)
f 2j
(
1− |v j |2
)2
+ 1
r
∫
∂Br (x0)
(
1
2
|∇T v j |2 + 12
∣∣∣∣∂v j∂n
∣∣∣∣2 + f 2j4ε2 (1− |v j |2)2
)
.
Combining this relation with Lemma 2.4, the conclusion follows. 
Lemma 2.6. There exists C > 0 depending not only on ε, such that
Λ = C(β2(ε) + 1), (2.13)
and for any v j satisfying (2.5), we have
d
dr
(
eΛr
(
E˜ j(r) + Cr
))
 1
r
∫
∂Br (x0)
∣∣∣∣∂v j∂n
∣∣∣∣2 + 1r2
∫
Br (x0)
f 2j (1− |v j |2)2
2ε2
 0, (2.14)
for 0< r < R. In particular, eΛr (˜E j(r) + Cr) is increasing of r.
Proof. From Lemma 2.5, we need to estimate the last three terms in the r.h.s. of (2.12). We have∣∣∣∣ 1r2
∫
Br (x0)
f j
(1− |v j |2)2
ε2
(x− x0) · ∇ f j
∣∣∣∣ Cr
∫
Br (x0)
f 2j (1− |v j |2)2
ε2
 C E˜ j(r),
∣∣∣∣ 2r2
∫
Br (x0)
1
f j
(∇ f j · ∇v j, (x− x0) · ∇v j)∣∣∣∣ Cr
∫
Br (x0)
|∇v j |2  C E˜ j(r),
and ∣∣∣∣ 2r2
∫
Br (x0)
β(ε)
(∑
i = j
f 2i |vi |2v j, (x− x0) · ∇v j
)∣∣∣∣ Cβ2(ε)˜E j(r) + Cr.
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d
dr
(
eΛr
(
E˜ j(r) + Cr
))= eΛr(Λ( E˜ j(r) + Cr)+ d
dr
(
E˜ j(r) + Cr
))
 1
r
∫
∂Br (x0)
∣∣∣∣∂v j∂n
∣∣∣∣2 + 1r2
∫
Br (x0)
f 2j (1− |v j |2)2
2ε2
 0
which imply the conclusion. The proof of Lemma 2.6 is completed. 
Now, we prove the following monotonicity formula.
Proposition 2.7. Assume that β(ε) = O (| lnε|). There exist C > 0 which are independent of ε, such that for BR(x0) and for v j
satisfying (2.5), we have
E˜ j(v j, x0, θr) C
(
E˜ j(v j, x0, r) + ε1/2 + | lnε|−2
)
(2.15)
for 0< θ < 12 and 0< r < R.
Proof. We split the proof into three steps and drop off the subscript ε for simplicity.
Step 1. Deﬁne a cut-off function f :
f (r,a) =
⎧⎨⎩
1, if a r,
2− ar , if r  a 2r,
0, if a 2r,
(2.16)
where r > 0. Set
E j(x0, r) := 1
r
∫
B2r (x0)
e j(v j) f
(
r, |x− x0|
)
dx, (2.17)
then for 0< r < R2 ,
d
dr
(
E j(x0, r)
)= 1
r
2∫
1
t
∫
∂Btr (x0)
∣∣∣∣∂v j∂n
∣∣∣∣2 dt + 1r2
∫
B2r (x0)
f 2j (1− |v j |2)2
2ε2
f
(
r, |x− x0|
)
− 2
r2
∫
B2r (x0)
β(ε)
(∑
i = j
f 2i |vi |2v j, (x− x0) · ∇v j f
(
r, |x− x0|
))
+ 1
2r2
∫
B2r (x0)
f j
(1− |v j |2)2
ε2
(x− x0) · ∇ f j f
(
r, |x− x0|
)
+ 1
r2
∫
B2r (x0)
2
f j
(∇ f j · ∇v j, (x− x0) · ∇v j f (r, |x− x0|)). (2.18)
Step 2. There exists a constant C > 0 such that for 0< r < R2 ,
E j(x0, θr) CeCr
(
E j(x0, r) + ε| lnε|
2
θr
)
, (2.19)
for 0 < θ  1. In fact, we need to estimate the last three terms in the r.h.s. of (2.18). The last two terms are treated as
before:∣∣∣∣ 12r2
∫
B2r (x0)
f j
(1− |v j |2)2
ε2
(x− x0) · ∇ f j f
(
r, |x− x0|
)∣∣∣∣ C E j(x0,2r), (2.20)
∣∣∣∣ 1r2
∫
B2r (x0)
2
f j
(∇ f j · ∇v, (x− x0) · ∇v f (r, |x− x0|))∣∣∣∣ C E j(x0,2r). (2.21)
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∫
B2r (x0)
β(ε)
(∑
i = j
f 2i |vi |2v j, (x− x0)∇v j f
(
r, |x− x0|
))∣∣∣∣

∣∣∣∣ 2r2
∫
B2r (x0)
β(ε)
(∑
i = j
f 2i
(|vi |2 − 1)v j, (x− x0)∇v j f (r, |x− x0|))∣∣∣∣
+
∣∣∣∣ 1r2
∫
B2r (x0)
β(ε)
(|v j |2 − 1)div((x− x0) f 2i f (r, |x− x0|))∣∣∣∣
 Cεβ(ε)
( | lnε|
r
+
( | lnε|
r
)1/2)
. (2.22)
Combining (2.20), (2.21), (2.17), with (2.18), we obtain
d
dr
(
E j(x0, r)
)
−C E j(x0,2r) − C
r
ε| lnε|2. (2.23)
(2.19) then follows from a version of Gronwall’s lemma given in [9, Lemma A.7].
Step 3. First we consider the case
θr < ρ := 1
Λ
= 1
C(β(ε)2 + 1) <
r
2
. (2.24)
Using Lemma 2.6, we obtain that
E˜ j(θr) C E˜ j(ρ) + Cρ. (2.25)
Next, using (2.19) and the deﬁnition of ρ , yields
E˜ j(ρ) E j(ρ) C
(
E j
(
r
2
)
+ ε| lnε|
2
ρ
+ ρ
)
 C
(
E˜ j(r) + ε| lnε|4 + | lnε|−2
)
. (2.26)
Combining (2.25) and (2.26), we get the desired (2.15). In case θr  ρ , it suﬃces to use (2.19) to obtain (2.15) directly. This
completes the proof of Proposition 2.7. 
Using a new Hodge–de Rham decomposition of v × ∇v and the method of [7,8], we obtain η-compactness theorem,
which bounds |v j | away from zero as soon as the local energy is bounded by η| lnε| with η small.
Theorem 2.8 (η-compactness theorem). Let v j be a solution of (2.5) and σ > 0 be given. Assume that β(ε) = O (| lnε|). Then, there
exist η > 0 and ε0 > 0 depending only on σ such that if 1 R  ε
1
2 , ε  ε0 and
E˜ j(x0, R) η| lnε|, (2.27)
then ∣∣v j(x0)∣∣ 1− σ . (2.28)
Corollary 2.9. Under the assumption of Theorem 2.8. Let 0 < σ < 1, η > 0 and ε0 > 0 be given in Theorem 2.8. Let r  ε
1
2 , ε  ε0
and
E˜ j(x0, r)
1
4
η| lnε|, (2.29)
we have∣∣1− ∣∣v j(x)∣∣∣∣ σ ∀x ∈ B 3r
4
(x0). (2.30)
3. Main theorem and its proof
In this section, we will prove our main theorem—Theorem 3.7. Deﬁne the following measures:
μεj :=
e j(v j)
| lnε| dx, σ
ε
j =
[((
2∇ f j
f j
· ∇
)
v j, ∇v j
)
+ ∇ f j
f j
f 2j (1− |v j |2)2
2ε2
]
dx/| lnε|, (3.1)
δεj =
β(ε)
| lnε|
∑
| f i |2|vi |2∇|v j |2 (3.2)
i = j
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e j(v j) = 12
[
|∇v j |2 +
f 2j
2ε2
(
1− |v j |2
)2]
.
In view of Lemmas 2.1, 2.2, μεj and σεj are bounded. Therefore, up to a subsequence we may assume that
μεj ⇀ μ
∗
j , σεj ⇀ σ ∗j as measures. (3.3)
Recall that, for a Radon measure ν ∈M(R3) and m > 0, the m-dimensional density of ν at x is deﬁned by
Θm(ν, x) := lim inf
r→0
ν(Br(x))
rm
.
Set
Σ
μ
j =
{
x ∈ R3: Θ1
(
μ∗j , x
)
> 0
}
. (3.4)
Set
Σ
μ
j =
{
x: Θ1
(
μ∗j , x
)
> 0
}
, (3.5)
where
Θ1
(
μ∗j , x
) := lim inf
r→0
μ∗j (Br(x))
r
.
Lemma 3.1. Let Θ j∗(x0) = Θ1(μ∗j , x0). Then, there exists a constant η0 > 0 such that if x0 ∈ Σμj , we have
Θ j∗(x0) η0.
Proof. Let η0 = 14η, where η > 0 and ε0 > 0 are given by Theorem 2.8. We use contradiction argument. Assume that
Θ j∗(x0) <
1
4
η. (3.6)
Then ∀r0 > 0, there exists some r: 0< r < r0 and ε1 min(ε0, r216 ), such that, for ε  ε1,
E˜ j(x0, r) <
1
4
η| lnε|. (3.7)
By Corollary 2.9, we have∣∣v j(x)∣∣> 1− σ , ∀x ∈ B 3
4 r
(x0). (3.8)
Thus we may write
v j(x) = ρ(x)exp
(
iϕ(x)
)
in B 3
4 r
(x0).
Using (2.5), we have
−div( f 2j ∇ϕ)= −div( f 2j (1− ρ2)∇ϕ) in B 34 r(x0). (3.9)
Let ϕ˜ solve{−div( f 2j ∇ϕ˜)= 0 in B 34 r(x0),
ϕ˜ = ϕ on ∂B 3
4 r
(x0).
Then, by elliptic estimates∫
B 3
4 r
(x0)
|∇ϕ˜|2  C
∫
B 3
4 r
(x0)
|∇ϕ|2
and ∫
B 3 δr(x0)
|∇ϕ˜|2  Cδ3
∫
B 3 r(x0)
|∇ϕ˜|2  Cδ3
∫
B 3 r(x0)
|∇ϕ|2. (3.10)
4 4 4
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B 3
4 δr
(x0)
∣∣∇(ϕ − ϕ˜ )∣∣2  C ∫
B 3
4 δr
(x0)
f 2j
(
1− ρ2)∇ϕ · ∇(ϕ − ϕ˜ ). (3.11)
On the other hand, in view of 1− ρ2 < 2σ , we have∣∣∣∣ ∫
B 3
4 δr
(x0)
f 2j
(
1− ρ2)∇ϕ · ∇(ϕ − ϕ˜ )∣∣∣∣ Cσ ∣∣∣∣ ∫
B 3
4 δr
(x0)
∇ϕ · ∇(ϕ − ϕ˜ )
∣∣∣∣
 Cσ
∫
B 3
4 δr
(x0)
|∇ϕ|2 + 1
4C
∫
B 3
4 δr
(x0)
∣∣∇(ϕ − ϕ˜)∣∣2. (3.12)
Combining (3.11)–(3.12) we have∫
B 3
4 δr
(x0)
∣∣∇(ϕ − ϕ˜ )∣∣2  Cσ E j(x0, 34 r
)
. (3.13)
Hence ∫
B 3
4 δr
(x0)
|∇ϕ|2 =
∫
B 3
4 δr
(x0)
∣∣∇(ϕ − ϕ˜ ) + ∇ϕ˜∣∣2  C(δ3 + σ )E j(x0, 34 r
)
. (3.14)
Let ξr ∈ C∞0 (B 34 r(x0)) such that ξr = 1 on B 38 r(x0) and 0 ξr  1, |∇ξr |
C
r . Note that
−div( f 2j ∇ρ)+ f 2j ρ|∇ϕ|2 + 2 f 2j β(ε)∑
i = j
|v j |2ρ =
f 4j
ε2
(
1− ρ2)ρ in B 3
4 r
(x0). (3.15)
Multiplying (3.15) by (1− ρ)ξr , We have∫
B 3
8 r
(x0)
(
|∇ρ|2 + f
2
j (1− ρ2)2
ε2
)
 Cσ
∫
B 3
4 r
(x0)
|∇ϕ|2 + Cεβ(ε)| lnε|1/2. (3.16)
Note that r  4
√
ε. Combining (3.14) with (3.16), we obtain
E˜ j
(
x0,
3
4
δr
)
 C
(
δ2 + δ−1σ )E˜ j(x0, r) + C εβ(ε)| lnε|1/2
δr
. (3.17)
Choose δ such that Cδ2 < 14 and then σ such that Cδ
−1σ < 14 . Letting ε → 0 in (3.17), we have
μ∗j (B3δr/4(x0))
3δr/4
 1
2
μ∗j (Br(x0))
r
.
Since r < r0 and r0 is arbitrary small, taking a sequence r0 → 0, we obtain
Θ j∗(x0)
1
2
Θ j∗(x0).
That is,
Θ j∗(x0) = 0
which contradicts the deﬁnition of Σμj . The conclusion then follows. 
By the upper-semicontinuity of Θ j∗ , we have the following lemma:
Lemma 3.2. Σμj is closed in R
3 .
From Lemma 3.1 and Corollary 2.9, we have the following uniformly convergence result away from Σμ .j
282 Z. Liu / J. Math. Anal. Appl. 348 (2008) 274–285Lemma 3.3. Let K ⊂ R3 \ Σμj be any compact subset. For any σ > 0, there exists a constant ε2 > 0 depending on K , σ such that, for
ε < ε2∣∣1− |v j |∣∣ σ on K . (3.18)
Lemma 3.4.We have
μ∗j = g(x)H3 + h(x)H1Σμj ,
where g,h ∈ L∞loc(R3) and
η0 Θ j∗(x) h(x)Θ∗j (x) := limsup
r→0
μ∗j (Br(x))
r
 C .
Proof. Since Σμj is closed in R
3, hence Σμj is measurable. We have
μ∗j = μ∗j Σμj + μ∗j 
(
R
3 \ Σμj
)
.
By Corollary 2.9, the same argument of Theorem VIII.1 in [7] yields
H1(Σμj ) C .
By the monotonicity formula of Lemma 2.5, we have for any x,
Θ∗j (x) := limsup
r→0
μ∗j (Br(x))
r
 C .
According to the Radon–Nikodym theorem, we obtain
μ∗j Σμj = h(x)H1Σμj (3.19)
for Θ j∗  h(x)Θ∗j .
Let x0 ∈ R3 \ Σμj , r > 0 such that B(x0,2r) ⊂ R3 \ Σμj . By Lemma 3.3, we obtain
σ := ∥∥1− |v j |∥∥L∞(B(x0,2r)) = o(1) as ε → 0.
The same argument in (3.17) shows that
E j
(
x0,
3
4
δr
)
 C
(
δ3 + σ + ε)E j(x0, r) + Cεβ(ε)| lnε|1/2. (3.20)
Note that σ = σ(ε) = o(1). Dividing both side of (3.20) by | lnε| and sending ε → 0 we obtain
μ∗j
(
B
(
x0,
3
4
δr
))
 Cδ3μ∗j
(
B(x0, r)
)
which implies that μ∗j (R3 \ Σμj ) is absolutely continuous with respect to the Lebesgue measure, and by the Radon–
Nikodym theorem again we obtain
μ∗j = g(x)H3 + h(x)H1Σμj (3.21)
for some locally bounded function g . The proof of Lemma 3.4 is completed. 
The same proof of Theorem A(iv) in [8] gives
Lemma 3.5.We have
g(x) = ∣∣∇h∗j (x)∣∣2 a.e. in R3,
where h∗j solves
h∗j +
1
V j
∇V j · ∇h∗j = 0. (3.22)
Moreover, we have
1
| lnε|
(((
2∇ f j
f j
· ∇
)
v j, ∇v j
)
+ f
2
j (1− |v j |2)2
2ε2
∇ f j
f j
)
→
(∇V j
V j
· ∇
)
h∗j∇h∗j in C0loc
(
R
3 \ Σμj
)
,
∇|v j |2 → 0 in C0loc
(
R
3 \ Σμj
)
. (3.23)
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Proof. Let X ∈D(R3,R3) be a smooth vector ﬁeld. Note that∫
R3
e j(v j)div X = −
∫
R3
[
1
2
∇(|∇v j |2)− f 2j (1− |v j |2)
ε2
(v j,∇v j) + (1− |v j |
2)2
2ε2
f j∇ f j
]
· X (3.24)
and ∫
R3
∑ ∂v j
∂xi
∂v j
∂x j
∂ Xi
∂x j
= −
∫
R3
v j∇v j · X − 12
∫
R3
∇(|∇v j |2) · X . (3.25)
Hence
1
| lnε|
∫
R3
(
e j(v j)δi j − ∂v j
∂xi
∂v j
∂x j
)
∂ Xi
∂x j
= 1| lnε|
∫
R3
[(
X · ∇v j,v j +
f 2j (1− |v j |2)v j
ε2
)
− (1− |v j |
2)2
4ε2
∇ f 2j · X
]
= 1| lnε|
∫
R3
[(
β(ε)
∑
i = j
f 2i |vi |2v j −
∇ f 2j
f 2j
· ∇v j,∇v j
)
− (1− |v j |
2)2
4ε2
∇ f 2j
]
· X
= −
∫
R3
β(ε)
2| lnε|
(∑
i = j
f 2i |vi |2∇|v j |2, X
)
− 1| lnε|
∫
R3
[(
(2∇ f j · ∇)v j
f j
,∇v j
)
+ f
2
j (1− |v j |2)2
2ε2
∇ f j
f j
]
· X . (3.26)
Set
αklε :=
1
| lnε|
(
e j(v j)δkl − ∂vk
∂xk
∂vl
∂xl
)
.
Since αklε is a symmetric matrix with trace larger than μ
ε
j . Hence, its eigenvalues are less or equal to μ
ε
j . Moreover,∣∣αklε ∣∣ 3μεj , ∣∣σεj ∣∣ Cμεj . (3.27)
Passing to a subsequence, we may assume that
αklε ⇀ α
kl∗ in the sense of measures.
By (3.27), we obtain∣∣αkl∗ ∣∣ 3μ∗j , ∣∣σ ∗j ∣∣ Cμ∗j .
Therefore we may write
αkl∗ (x) = Akl(x)μ∗j , σ ∗j = mμ∗j for μ∗j -a.e. x ∈ R3,
where the matrix Akl(x) is symmetric, with trace equal to 1 and eigenvalues less or equal to 1. From (3.27), We also have
Akl −3δkl for μ∗j -a.e. x ∈ R3.
Now we deal with the ﬁrst term of r.h.s. of (3.26). Let K ⊂ R3 be any compact subset, for any X ∈ C0,1(K ), we have the
following estimate∣∣∣∣ β(ε)| lnε|
∫
K
(∑
i = j
f 2i |vi |2∇|v j |2, X
)∣∣∣∣
=
∣∣∣∣ β(ε)| lnε|
∫
K
[(∑
i = j
f 2i
(|vi |2 − 1)∇|v j |2, X)+(∑
i = j
(
f 2i − Vi
)∇|v j |2, X)]+ β(ε)| lnε|
∫
K
(
Vi∇|v j |2, X
)∣∣∣∣
 C
(
ε| lnε|)‖X‖C0(K ) + C(K )‖X‖C0,1(K ), (3.28)
hence
δε → δ∗ in [C0,1(K ,R3)]∗. (3.29)j j
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β(ε)
| lnε|
∑
i = j
f 2i |vi |2∇|v j |2 → 0 in C0loc
(
R
3 \ Σμj
)
. (3.30)
Therefore, passing to the limit in (3.26), we have∫
R3
Akl(x)
∂ Xk
∂xl
dμ∗j (x) = −
∫
R3
〈(∇V j
V j
· ∇h∗j
)
∇h∗j , X
〉
dx−
∫
R3
〈
m+ d
δ∗j
dμ∗j
, X
〉
dμ∗j (x)Σμj . (3.31)
We decompose the l.h.s. of (3.31) as∫
R3
Akl(x)
∂ Xk
∂xl
dμ∗j (x) =
∫
R3
Akl(x)
∂ Xk
∂xl
dμ∗j (x)Σμj +
∫
R3
( |∇h∗j |2
2
δkl −
∂h∗j
∂xk
∂h∗j
∂xl
)
∂ Xk
∂xl
dx. (3.32)
Since div(V j∇h∗j ) = 0, a direct computation yields∫
R3
( |∇h∗j |2
2
δkl −
∂h∗j
∂xk
∂h∗j
∂xl
)
∂ Xk
∂xl
dx = −
∫
R3
〈(∇V j
V j
· ∇h∗j
)
∇h∗j , X
〉
dx. (3.33)
Combining (3.31)–(3.33), we obtain∫
R3
Akl(x)
∂ Xk
∂xl
dμ∗j (x)Σμj = −
∫
R3
〈
m+ d
δ∗j
dμ∗j
, X
〉
dμ∗j (x)Σμj .
Hence, we have∫
R3
Akl(x)
∂ Xk
∂xl
dμ∗j (x)Σμj = −
∫
R3
〈dσ ∗j
dμ∗j
+ d
δ∗j
dμ∗j
, X
〉
dμ∗j (x)Σμj . (3.34)
Since X is arbitrary, (3.34) implies that the generalized 1-varifold (deﬁned in [5]) V˜ := δAkl(x)μ∗j Σμj has a ﬁrst variation. By
Theorem (3.8)(c) in [5], we obtain that V˜ is a real rectiﬁable 1-varifold. In particular, Σμj is rectiﬁable which implies
Θ j∗(x) = Θ∗j (x) for μ∗j -a.e. x ∈ Σμj ,
thus
μ∗j =
∣∣∇h∗j ∣∣2H3 + Θ j∗(x)H1Σμj
and
V˜ = V (Σμj ,Θ j∗).
By (3.34), we also have
H = dσ
∗
j
dμ∗j
+ d
δ∗j
dμ∗j
for μ∗j -a.e. x ∈ Σμj .  (3.35)
Combining Lemmas 3.1–3.6, we obtain the following main theorem:
Theorem 3.7. Let (uε1,u
ε
2) be the minimizer of (1.3) in H. Assume that V1, V2 ∈ H1(R3,R) is the bounded smooth function and
β(ε) = O (| lnε|). We have the following properties.
(i) (Limiting vortices) The set Σμj is 1-rectiﬁable, meaning that Σμ = Γ0 ∪ (
⋃∞
j=1 f j(γ j)) where H1(Γ0) = 0, γ j ⊂ R1 and
f j : γ j → R3 , j = 1,2, . . . , are Lipschitz functions. Moreover, the varifold V := V (Σμj ,Θ∗j ) satisﬁes the equation
H j(x) =
dσ ∗j
dμ∗j
+ d
δ∗j
dμ∗j
for μ∗j -a.e. x ∈ Σμj , (3.36)
where H j(x) denotes the generalized mean curvature of V at x and is deﬁned by∫
R3
divΣμj
X = −
∫
R3
H j · X for all X ∈ C∞0
(
R
3,R3
)
,
dσ ∗j
dμ∗j
and
dδ∗j
dμ∗j
is the Radon–Nikodym derivative of σ ∗j , δ∗j with respect to μ∗j , respectively.
Z. Liu / J. Math. Anal. Appl. 348 (2008) 274–285 285(ii) (Convergence)We have∣∣uεj (x)∣∣2 → V j(x) in C0loc(R3 \ Σμj ) as ε → 0. (3.37)
(iii) (Concentrating measure) The measure μ∗j can be decomposed as
μ∗j =
∣∣∇h∗j (x)∣∣2 ·H3 + Θ∗j (x) ·H1Σμj , (3.38)
where h∗j satisﬁes
h∗j +
∇V j
V j
· ∇h∗j = 0. (3.39)
Remark 3.1. For β(ε) = o(| lnε|), then, from Lemma 2.2 and Corollary 2.9, we have
|v1|, |v2| 1
2
in R3 (3.40)
as ε  ε0, that is, no vortices happens in this case. Hence, we obtain the conclusion: Large interspecies scattering length
causes vortices.
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