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Introduction
Consider the problem of reducing the variance of a Monte Carlo estimator targeted at a vector of dependent random variables. Many existing variance reduction techniques are powerful, but exploit particular properties of the problem at hand; see [Glasserman (2004) , Section 4.7] for a comparison of variance reduction techniques taking into account their complexity and effectiveness. The method proposed here, Latin hypercube sampling with dependence (LHSD), is generally applicable, it is particularly simple, and it achieves an effective variance reduction for many estimation problems, including problems with rare events and high-dimensional problems. It is often effective even for low sample sizes, and it may easily be combined with other variance reduction techniques.
LHSD is a generalisation of a multivariate variance reduction technique known as Latin hypercube sampling (LHS), introduced by [McKay et al. (1979) ] and further studied by [Stein (1987) ] and [Owen (1992) ], amongst others. LHS relies on independence of the components of the random vector involved. Essentially, LHSD extends LHS to random vectors with dependent components. The method is mentioned by [Stein (1987) ], but, to the best of our knowledge, it has not been analysed in detail and no results about its effectiveness have been derived yet. , from which we may derive confidence intervals and other statistics. In general, the variance of an estimator is a key figure for assessing the quality of an estimation.
LHSD transforms n independent samples (U 1 i , . . . , U d i ), i = 1, . . . , n, in such a way that for each dimension j, the marginals U j i , i = 1, . . . , n, are uniformly spread over [0, 1] . At the same time, the transformation aims to preserve the copula. We show that the LHSD estimator of Eg(U 1 , . . . , U d ) is strongly consistent for bounded and continuous g, and consistent for bounded and C-a.e. continuous g. In the bivariate case, under some moderate conditions on the copula C of the underlying random vector, we derive a central limit theorem, which states that the LHSD estimator converges to a Normal distribution. The central limit theorem is derived by applying a result from [Fermanian et al. (2004) ]. We show that, under some monotonicity conditions on g, the limit variance of the LHSD estimator is never greater than the respective Monte Carlo limit variance.
Monte Carlo simulation is widely used for the valuation of financial claims. The general approach to value a financial claim is to generate sample paths of the underlying financial securities. The discounted expectation of the claim's payoff under a risk-neutral measure is then an estimator of the claim's fair value. For a comprehensive overview of Monte Carlo simulation in financial applications, we refer to [Glasserman (2004) ].
We consider two examples of financial claims that depend on the joint distribution of several underlying assets. A first-to-default credit basket is valued based on random numbers and Sobol sequences, both with and without LHSD. The variance (resp. mean square error) of the LHSD estimators is between 2.25 and 4 times smaller compared to the corresponding estimators without LHSD. An interesting feature of the LHSD estimator is that, even though defaults are rare events, it guarantees that a fixed number of default events are sampled. The second example is concerned with the valuation of an Asian basket option, wich may be formulated as a high-dimensional estimation problem (dimension 2500 in the example). The variance reduction achieved depends on the strike of the option and lies between factors of 6 and 200.
The outline of the paper is as follows: In Section 2 we introduce stratified sampling, a univariate variance reduction technique, and its multivariate extension, Latin hypercube sampling. We present the LHSD method in Section 3. Section 4 contains statements about the consistency and unbiasedness of the LHSD estimator. In Section 5, restrictring ourselves to the bivariate case and under some conditions on the copula, we provide a central limit theorem and we analyse the rate of convergence of the LHSD estimator. In Section 6 we show that the LHSD estimator for random vectors with uniform marginals extends naturally to random vectors with nonuniform marginals. As example applications we consider the valuation of first-to-default credit baskets and Asian basket options in Section 7. . . , (U 1 10 , U 2 10 ), with (U 1 1 , U 2 1 ) marked by a circle. Right: Corresponding Latin hypercube sample, with (V 1 1 , V 2 1 ) marked by a circle. The permutations are π 1 = {5, 9, 7, 8, 1, 10, 4, 2, 3, 6} and π 2 = {1, 7, 9, 6, 3, 2, 5, 10, 4, 8}.
Preliminaries

Stratified sampling
Stratified sampling is a variance reduction technique in a univariate setting that constrains the fraction of samples drawn from specific subsets, so-called strata. For a detailed exposition we refer to [Glasserman (2004) , Chapter 4.3].
Suppose the goal is to estimate Eg(U ) with U ∼ U (0, 1) (i.e., a uniform random variable on [0, 1]), and with g : [0, 1] → R a Borel-measurable and integrable function. Let A 1 , . . . , A n be a partition of [0, 1]. Then,
and a corresponding estimator of Eg(U ) is derived from sampling U conditional on {U ∈ A i }, i = 1, . . . , n. In the simplest case, the strata are chosen to be the equiprobable intervals A i = ((i − 1)/n, i/n], i = 1, . . . , n, and one sample is drawn from each stratum. This is achieved for example by drawing independent U (0, 1) samples, U 1 , . . . , U n , and setting
The resulting estimator of Eg(U ), given by 1/n n i=1 g(V i ), is consistent, and by a central limit theorem for the stratified estimator it follows that the limit variance is smaller than the Monte Carlo variance, cf. [Glasserman (2004) , Section 4.3.1].
Latin hypercube sampling
Simply extending stratified sampling to d-dimensional random vectors by stratifying each dimension with n samples is unfeasible even for moderately small dimensions, since to have one sample in each stratum requires at least n d samples. Latin hypercube sampling (LHS) efficiently extends stratified sampling to random vectors (U 1 , . . . , U d ) whose components are independent (i.e., they are linked by the independence copula). It was introduced in [McKay et al. (1979) ] and further developed by [Stein (1987) ] and [Owen (1992) ]. For an in-depth treatment of LHS see [Glasserman (2004) 
An example of a Latin hypercube sample is shown in Figure 1 . Observe that in each dimension j, [Stein (1987) ] shows that, for functions g with finite second moment, the variance of the LHS estimator is smaller compared to the standard Monte Carlo estimator as long as the number of samples is sufficiently large. For bounded g, [Owen (1992) ] derives a central limit theorem for the LHS estimator.
Requiring independence of the components of the random vector is fundamental: Applying LHS to a sample of a random vector whose components are dependent destroys the dependence by application of random and independent permutations in each dimension. Conversely, applying first LHS to a sample of a random vector with independent components, and then applying a transform to introduce dependence breaks, in general, the stratification of the marginals, thereby losing much of the appeal of LHS.
Latin hypercube sampling with dependence
We now describe an extension of LHS for random vectors with dependence. The general idea is to generate a Latin hypercube sample, albeit with the following modification: Instead of choosing a random permutation in each dimension, a particular permutation that depends on the samples of that dimension is chosen. For this we need the notion of a rank statistic.
Definition 1 (Rank statistic). Let X 1 , . . . , X n be i.i.d. random variables with continuous distribution function. Reorder them such that X (1) < . . . < X (n) P-a.s.. The index of X i within X
(1) , . . . , X (n) is the i-th rank statistic, given by
That such an ordering exists P-a.s. follows from the continuity of the distribution function. For ease of notation, we write just r i,n instead of r i,n (X 1 , . . . , X n ). Consider a random vector (
, whose components are linked by an arbitrary copula C, and let (U 
where η j i,n are random variables taking values in [0, 1], which we specify below. Figure 2 shows an example with 10 samples drawn from a bivariate Gaussian copula with correlation 1/2 and the corresponding LHSD samples.
Just as in regular LHS, (V j 1 , . . . , V j n ) is a stratified sample in each dimension j. Recall that each sample from the stratified sample of Equation (1) is uniformly distributed within its stratum. If η j i,n := U j i this property is lost by application of the rank statistic: in each dimension, the smallest sample is allocated to the first stratum, the second smallest to the second stratum, and so on. Conditional on {r j i,n = k}, U j i follows a beta distribution with parameters k and n, i.e., P(U
, which is the distribution of the k-th order statistic of n independent uniform random variables, see e.g. [Feller (1971) , Ch. I.7]. The following choices produce a LHSD sample with uniform marginals: 
..,n;j=1,...,d is a sample of independent U (0, 1) random variables independent of (U 
with V j i,n , i = 1, . . . , n, j = 1, . . . , d, obtained from the transformation of Equation (3). Before we analyse the estimator formally, let us reflect why it would reduce the variance: Variance reduction over the usual Monte Carlo estimator is achieved by drawing "favourable" samples and avoiding "unfavourable" samples (i.e., samples with a large contribution to the variance of the estimator). For each dimension 1 ≤ j ≤ d, LHSD ensures that the samples V j 1,n , . . . , V j n,n are uniformly spread over the unit interval, thereby deleting inter-stratum variance and leaving only intra-stratum variance. As a consequence however, in general, the original dependence structure of the samples is broken, i.e., for fixed n, the copula of (V by the rank statistic. We shall see below in Lemma 9 that the empirical distribution function of the LHSD samples tends to the original copula C. Summarising, an LHSD sample has marginals that are uniformly spread over the unit interval and, provided n is large enough, we can expect the error between the original copula and the copula of the LHSD samples to be small.
Consistency of the LHSD estimator
We establish consistency of the LHSD estimator, provided g is bounded and fulfills some continuity conditions. The main results of this section are Propositions 5 and 6.
Observe that the usual laws of large numbers for sums of independent random variables do not apply, for the following reasons:
• In each dimension, by application of the rank statistic, the samples fail to be independent.
• For any i, j, V j i,n = V j i,n+1 , hence, when progressing from n to n + 1, we are not just adding an (n + 1)-th term to the existing sum (4), but all terms of the sum change.
Henceforth we shall assume that the following condition holds:
We state a sufficient condition for Condition 3 to hold. We say that random elements (ξ 1 , . . . , ξ n ) are exchangeable, if for every permutation (k 1 , . . . , k n ) of {1, . . . , n},
Proof. For every bounded continuous function
The claim now follows from the exchangeability of ν 1,n , . . . , ν n,n .
Recall the choices (ii)-(iv) for (η
These are all such that η j i,n = η j i,m , for all m, n, which allows us to write (η j i ) i=1,...,n;j=1,...,d . Moreover, for these choices the vectors (η
d → R be bounded and continuous. Then the LHSD estimator (4) is strongly consistent, i.e.,
Proposition 6. Let g : [0, 1] d → R be bounded and continuous C-a.e.. Then the LHSD estimator (4) is consistent, i.e., It follows immediately by Dominated Convergence that the estimator is asymptotically unbiased:
Corollary 7. Let g : [0, 1] d → R be bounded and continuous C-a.e.. Then the LHSD estimator (4) is asymptotically unbiased, i.e.,
We require some preliminary results for the proofs of Propositions 5 and 6 .
Proof. We omit the dimension j. Fix i, n, with i ≤ n. Then
where F n denotes the empirical distribution function based on the sample U 1 , . . . , U n . By the
−→ 0, as n → ∞, and, since (1
Then C n is a distribution function and
Proof. It is straightfoward to verify that C n is a distribution function on [0, 1] d , n ∈ N. For the second statement, let F j n be the empirical distribution function based on U j 1 , . . . , U j n , j = 1, . . . , n, and defineC n :
It is a consequence of [Deheuvels (1979) , Théorème 3.1] (or [Deheuvels (1981) , Lemmas 6 and 7]) that
Using the fact that
We state the following two Lemmas without proof, cf. [Kallenberg (2001) , Lemmas 4.3 and 4.4].
Lemma 10. Let ξ, ξ 1 , ξ 2 , . . . be random vectors in R d with ξ n P −→ ξ, and let the mapping f : R d → R be measurable and P-a.s. continuous at ξ. Then f (ξ n )
Proof of Proposition 5. Observe that
which is just the LHSD estimator. It follows from Lemma 9 that C n converges weakly to C for P-almost all ω ∈ Ω, which is equivalent to
Proof of Proposition 6. Fix i ∈ N. From Lemma 8 it follows that V
Turning now to Equation (5), it suffices to show that, for any ε > 0,
since by the Strong Law of Large Numbers, 1/n
Equation (8) holds if and only if
For any n,
where the last step follows from Condition 3. Equation (9) then follows from (7).
Remark 12. The boundedness condition on g ensures existence of the expectations
Inspection of the proof shows that uniform integrability of (V 1 i,n , . . . , V d i,n ), i = 1, . . . , n, would be sufficient for establishing the claim. However, we have no means of establishing uniform integrability other than requiring boundedness, as in general the distribution of (V 
Central Limit Theorem for LHSD and variance reduction
It is natural to investigate the speed of convergence of the LHSD estimator and compare this to the rate of convergence of the standard Monte Carlo estimator. Assuming the bivariate case and posing some conditions on the copula, we state a central limit theorem for the LHSD estimator and we establish that the limit distribution is Normal. We derive a closed-form expression for the LHSD estimator's limit variance, and we compare it to the corresponding Monte Carlo limit variance. Finally, we show that if the copula fulfills a certain positive dependence property and if the function to be estimated is nondecreasing in each argument, then the LHSD limit variance is always less or equal to the corresponding MC limit variance.
The empirical distribution function of the LHSD samples bears close resemblance to the empirical copula of the original sample, and it turns out the LHSD estimator is a special case of some multivariate rank-order statistics. For the study of empirical processes and empirical copulas, see e.g. [Deheuvels (1979) ], [Deheuvels (1981) ], [Gaenssler and Stute (1987) ] and [Vaart and Wellner (1996) Although the following analysis is restricted to the bivariate case, we presume that it can be extended to the multivariate case.
2 → R is of bounded variation (in the sense of Hardy-Krause), if there exists a constant K such that
2 , for all m, n and points
is a function whose variation is bounded by K, (iii) for every v ∈ [0, 1], u → g(u, v) is a function whose variation is bounded by K.
Note that there are different definitions of bounded variation in the bivariate case, see [Clarkson and Adams (1933) ]. We use the term "bounded variation" as a synonym of "bounded variation in the sense of Hardy-Krause". For illustration we list some properties of bounded variation functions. It is a consequence of [Hobson (1921) , §308] that if g : [0, 1] 2 → R is of bounded variation, then lim n→∞ g(u 2 → R is right-continuous if for any sequence (u
See [Kallenberg (2001) 
In the following, all integrals are Lebesgue-Stieltjes integrals and integrals are over (0, 1] if not stated otherwise. Throughout U, V are U (0, 1)-distributed random variables.
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Theorem 16 (Central Limit Theorem for LHSD). Let the copula C of (U, V ) have continuous partial derivatives and let g : [0, 1] 2 → R be of bounded variation and right-continuous. Then
where, setting
Proof. Theorem 6 of [Fermanian et al. (2004) ] states that, under the above conditions on g and C,
where F j n is the empirical distribution function based on the sample U j 1 , . . . , U j n , j = 1, 2, and
with B C a Brownian bridge on [0, 1] 2 , i.e., a Gaussian family (B C (u, v)) (u,v)∈[0,1] 2 , with mean zero and covariance function
In particular, the limit distribution is Gaussian.
Recall that V 
since each sum consists of terms that refer to non-overlapping intervals. Hence, 
We first derive an expression for σ 2 LHSD when C is the independence copula. Recall that LHSD is a generalisation of Latin hypercube sampling (cf. Remark 2), so that σ 2 LHSD is a different way of writing the LHS limit variance derived in [Stein (1987) ] and [Owen (1992) ], where by a different argument, the LHS variance is derived as the "residual from additivity" of g.
We need the following Lemma:
Lemma 17. Let C be a copula and let h : [0, 1] 4 → R be bounded. Then
Proof. Observe that C(u ∧ u , v ∧ v ) is a copula, since by
it is a joint probability distribution with uniform marginals. By Equation (11),
and the statement follows.
Proposition 18. Let g : [0, 1] d → R be of bounded variation and right-continuous, and let C be the independence copula, i.e., C(u, v) = uv, u, v ∈ [0, 1]. Then for independent and U (0, 1)-distributed
Proof. For the first statement, by Equation (10), after some computations,
By integration by parts (see Appendix A) and Lemma 17, after some calculations,
Observe that (g(1, 1) − g(u, 1) − g(1, v))( ) dudu dvdv = 0, so that
which establishes the first statement.
For the second statement, we show that
For the left-hand side we obtain by the tower law for conditional expectations and conditional independence of U 2 and U 3 given U 1 ,
3 ) in the same way, the second statement follows.
The following Proposition gives us a means of comparing σ R be of bounded variation and right-continuous. Then,
Proof. By Lemma 17,
Observe that the conditions required for integration by parts (see Appendix A) are satisfied; in particular every copula is continuous [Nelsen (1999), Theorem 2.2.4]. Integration by parts yields
The first statement follows by combination with Equation (10). The second statement follows from
For copulas with a specific dependence property and assuming that g is nondecreasing in each argument, σ Let X and Y be two random variables. We say that Y is right-tail increasing in X if, for all y, x → P(Y > y|X > x) is nondecreasing. If X and Y are continuous random variables whose copula C has continuous partial derivatives, then Y is right-tail increasing in X if and only if
cf. [Nelsen (1999), Corollary 5.2.6]. We say that C is RTI if X is right-tail increasing in Y and Y is right-tail increasing in X. An example of a copula that is RTI and that has continuous partial derivatives is the bivariate Normal copula with parameter ρ ∈ (0, 1); see [Joe (1997) Under the conditions stated, Var(g(U, V )) ≥ Var(g(U, V ) − g(U, 0) − g(0, V )), which can be verified for example by integration by parts. It remains to be established that C g given by Equation (12) is nonnegative. Consider first the case u ≤ u and the first, second, fifth and seventh term of the integral of Equation (12):
since all partial derivatives are in [0, 1], u ≥ C(u, v) and C(u, v ) ≥ uv . In the case v ≤ v , the same computation may be applied for the remaining terms of the integral of Equation (12) . In the same way nonnegativity for the case u ≤ u, v ≤ v is obtained. Finally, consider the cases u ≤ u , v ≤ v and u ≤ u, v ≤ v . Observe that we may regroup the integrand of Equation (12), taking into account that g(u, v) and g(u , v ) may be exchanged appropriately. In the case u ≤ u , v ≤ v, write the last two terms of the integrand of Equation (12) as
and in the case u ≤ u, v ≤ v as
and repeat the computation above accordingly.
Example 21. Let g(u, v) = ln(ln(uv + 1) + 1) and let (U 1 , U 2 ) be a random vector with uniform marginals and Normal copula with parameter ρ = 0.5. Numerical integration yields σ Numerical examples indicate that the classes of functions and copulas for which the LHSD limit variance is bounded from above by the respective MC limit variance are much larger than the ones stated in Proposition 20.
LHSD on random vectors with nonuniform marginals
So far, we have restricted our analysis to vectors of uniform random variables on [0, 1]. We now provide the link to random vectors with nonuniform marginals. It is always possible to generate a random variable of arbitrary distribution from a uniform random variable on [0, 1] by applying the so-called inverse transform method. The association of a joint distribution function with a copula (a distribution function with uniform marginals on [0, 1]) leads to methods for constructing random vectors (X 1 , . . . , X d ) with arbitrary marginals from random vectors (U 1 , . . . , U d ), where U j ∼ U (0, 1), j = 1, . . . , d. We discuss this in more detail. The inverse transform method is explained for example in [Glasserman (2004) , Section 2.2.1] and [Nelsen (1999), Sections 2.3, 2.9]. Let X be a random variable with distribution function F . We shall assume F to be continuous, which implies P(X = x) = 0, x ∈ R. The right-inverse of F is defined as the function
The right-inverse is right-continuous, strictly increasing and has at most countably many discontinuities. If F is strictly increasing, then F (−1) is just the inverse of F . From the monotonicity of distribution functions, F (−1) (u) < x if and only if u < F (x). It follows that if U ∼ U (0, 1), then
Accordingly, for a Borel-measurable function h :
. Now consider the multivariate case. Recall that a copula is a multivariate distribution function whose margins are U (0, 1) distributions. By Sklar's Theorem [Nelsen (1999), Theorem 2.10.9], the copula associated with a d-dimensional distribution function F and univariate marginal distribution functions 
where the joint distribution of (U 1 , . . . , U d ) is determined by the copula corresponding to F and F 1 , . . . , F d . The following properties are immediate:
are continuous, and if h is F -a.e. continuous, then g is C-a.e. continuous.
(ii) If h is right-continuous, and F (−1) j , j = 1, . . . , d, are the right-inverses of F j , j = 1, . . . , d, then g is right-continuous. Moreover, if h is of bounded variation, then so is g; this follows from the the strict monotonicity of the right-inverses. Now, assuming that h is F -integrable, the LHSD estimator of Eh(
with V j i,n , i = 1, . . . , n, j = 1, . . . , d as in Equation (3). By the following Lemma, the ranks may be computed without first transforming the marginals X 1 , . . . , X d into uniforms.
Lemma 22. Let X 1 , . . . , X n be i.i.d. random variables whose distribution F is continuous. Then, for any i = 1, . . . , n,
Proof. If F is strictly increasing, the statement is clear by Equation (2). By Equation (2) it suffices to show that P-a.s. X i ≤ X j if and only if F (X i ) ≤ F (X j ), for any i, j = 1, . . . , n. By monotonicity of F , X i ≤ X j implies F (X i ) ≤ F (X j ). For the reverse statement consider
where the last equality follows from F (F (−1) (z)) = z because of the continuity of F .
Applications in finance
We demonstrate the effectiveness of LHSD with two examples. First, we value a first-to-default credit basket (FTD) -a contract that insures the loss incurred by the first default event in a basket of underlying securities. The value of an FTD depends crucially on the joint default probability distribution of the basket components. The example demonstrates that LHSD is an effective technique when sampling rare events; in fact, LHSD guarantees that a certain number of rare events is sampled. We also combine Quasi-Monte Carlo (QMC) and LHSD by feeding our algorithm with Sobol sequences instead of random numbers. The combination of these techniques leads to a further pickup in efficiency.
In the second example we value an Asian basket call option. Here, a call option is written on the weighted sum of a basket of securities monitored at several time points. The example is taken from [Imai and Tan (2007) ], where a basket of 10 assets is monitored at 250 time points. [Imai and Tan (2007) ] show that each simulation entails generating a correlated random vector of size 2500. This example demonstrates that LHSD can be used for high-dimensional problems. It is known that low discrepancy sequences lose their effectiveness in high dimensions, hence we do not test the combination of QMC and LHSD. There are techniques to use QMC in a high-dimensional setting, see e.g. [Owen (1998) ]; a combination of these techniques with LHSD may again improve results.
Example: Valuing a first-to-default credit basket
An FTD is a contract between two counterparties, a protection buyer and a protection seller, that insures the protection buyer against the loss incurred by the first default event in a portfolio of some underlying risky entities over a fixed time horizon. The protection buyer regularly pays a constant premium s, called the spread, as a fraction of the notional until the first default event in the underlying portfolio takes place or until maturity of the FTD, whichever occurs first. This stream of payments is termed the premium leg of the FTD. In turn, the protection buyer compensates the protection buyer for the loss incurred by the first default event at the time of default. This side of the contract is called the default leg.
For the valuation of an FTD we follow [Schmidt and Ward (2002) ]. With each credit j = 1, . . . , d of the underlying portfolio we associate the random default time τ j and the recovery rate R j . We assume R j to be constant and known. Furthermore, we assume the default distributions P(τ j ≤ t), t ≥ 0, j = 1, . . . , d, to be given. These can be derived from the credit default swap (CDS) market; as an approximation, assuming a constant CDS spread s j for credit j, we determine the default intensity λ j , of credit j from the so-called credit triangle, λ j := s j /(1 − R j ), and we set
For t ≥ 0, denote by B t today's default-free zero bond price with maturity t. Let t 0 = 0 and let t 1 < t 2 < . . . < t K = T be the spread payment dates of an FTD with maturity T , and set ∆ t k := t k − t k−1 , k = 1, . . . , K. Denote the time of the FTD's default event by τ := min(τ 1 , . . . , τ d ).
The discounted payoffs of the default leg and the premium leg are given by
The fair spread s of the FTD is then obtained by equating the expected value (under the risk-neutral measure) of the premium and the default leg,
From this equation and from P(τ ≤ t) = 1 − P(τ 1 > t, τ 2 > t, . . . , τ d > t) it is clear that the value of the FTD depends on the joint distribution of τ 1 , . . . , τ d . Setting s = 1, the left-hand side of Equation (18) can be interpreted as the present value of a risky basis point.
In our example we assume that the joint distribution of the default times τ 1 , . . . , τ d is driven by a Normal copula (Gaussian copula),
with N Σ the multivariate standard normal distribution function with correlation matrix Σ and N
the inverse of the univariate standard normal distribution function. for i = 1 to n do 15: 
// discounted default leg, Equation (16) 22:
// present value of expected loss, RHS of Equation (18) 25:P ← (P 1 + · · · + P n )/n // PV of a risky basis point, left-hand side of Equation (18) 26: return s ←L/P // fair spread of FTD Algorithm 1: FTD valuation The valuation algorithm for the fair FTD spread is given by Algorithm 1. The input parameters for an example involving 5 homogeneous credits are given in Table 1 . The fair FTD spread was computed from simulations using random numbers and using low discrepancy sequences, both "as is" and adding a LHSD step. This leads to the following four simulation cases:
(i) Standard Monte Carlo simulation (ii) LHSD based on random numbers (iii) Simulation with low discrepancy sequence (iv) LHSD based on low discrepancy sequence
The implementation was done in C++ with the QuantLib library [QuantLib (2008)] using the Mersenne twister algorithm for random number generation and Sobol sequences for low discrepancy sequences. Root mean square error estimates were obtained by simulating each estimator 100 times. The RMSE estimates and RMSE ratios for various samples sizes are given in Table 2 . The ratios of CPU time consumed for generating samples with and without LHSD is also shown for various sample sizes. The CPU time ratios do not include the CPU time required for computing the FTD payoff; consequently the efficiency of LHSD increases with the CPU time required for computing the payoff function. The LHSD step involves sorting a sequence of random numbers (see e.g. [Press et al. (1992) ], Chapter 8.4 for sorting algorithms), hence the computational overhead of the LHSD step is of the complexity of the sorting algorithm. On the other hand, by Lemma 22, the rank statistics can be computed from samples of any distribution (cf. Line 13 in Algorithm 1), whereas in a typical Monte Carlo simulation, the generated samples may additionally need to be transformed to uniforms. Finally, observe that over all simulations, LHSD samples a fixed number of default events of the individual credits, but the occurence of joint defaults is random. Note: CPU time ratios involve the generation of random samples only. Adding the CPU time required for computing the payoff decreases the ratios accordingly.
Example: Valuing an Asian basket option
We now consider pricing an Asian basket option c , whose payoff depends on the sum of several underlying assets monitored at various points in time. As this is a path-dependent option in a highdimensional setting, simulation is a standard valuation approach. Following [Imai and Tan (2007) ], the payoff may be formulated as a function of a matrix product whose dimensions depend on the number of assets and time points monitored.
Assume a basket of m assets, with S i t the price of the i-th asset at time t, i = 1, . . . , m. Fixing a maturity T , a strike K, a set of n monitoring time points 0 < t 1 < t 2 < . . . < t n = T and weights w ij , i = 1, . . . m, j = 1, . . . n, i,j w ij = 1, the payoff of the Asian basket call option on the m-asset basket is
We assume that asset prices follow a Geometric Brownian motion, i.e., S 1 , . . . , S m is the solution of the stochastic differential equation (SDE) 
Pricing the option requires simulating the paths of each asset at the monitoring time points. Assume that the time points t 1 , . . . , t n are equidistant and let ∆t = T /n so that t j = j∆t. In this approach, simulation of option payoffs involves the computation of products of highdimensional matrices. ForC we choose the Cholesky decomposition ofΣ (i.e.,C is lower triangular withCC =Σ). Typical choices ofC other than the Cholesky decomposition yield a reduction of the dimension of the matrix multiplication, while keeping the error introduced small. For example, the simulation technique of [Imai and Tan (2007) ] reduces the dimension of the problem by determining C as the solution of an optimization problem. Based on the data set of [Imai and Tan (2007) ], we simulateW using a Cholesky decomposition and introducing an LHSD step in each dimension over all simulations. The parameters of the option are given in Table 3 . As in [Imai and Tan (2007) ], we computed 10 runs of 4096 simulations and 10 runs of 8192 simulations. The resulting prices and standard deviations for Monte Carlo and LHSD are given in Table 4 . The implementation was done in C++ using QuantLib, see [QuantLib (2008) ], and using matrix multiplication routines from the Fortran code of GNU Octave, see [GNU Octave (2008) ]. The results show that LHSD outperforms the standard Monte Carlo simulator by factors of 2.5 to 15 based on standard deviations (resp. 9 and 200 in terms of variance); the computing time consumed by LHSD increases by a factor of approximately 1.4. The pickup in accuracy depends strongly on the strike of the option and decreases with increasing strike. The same observation is made in an example from [Glasserman (2004) , p. 242-243], where an Asian call option is priced using standard LHS. There, this behaviour is attributed to the fact that LHS is more effective the more the function to be estimated is "additive"; this is resembled at lower strikes, where the option payoffs are more linear.
To benchmark their method, [Imai and Tan (2007) ] simulated the Asian basket option using a Quasi-Monte Carlo method together with a technique called Latin supercube sampling. The latter method avoids sampling low discrepancy sequences in high dimensions, see [Owen (1998) ]. The standard error of LHSD is comparable to that of the QMC technique, the latter being between 0.00905 and 0.0144. Recall that LHSD is a very simple and practicable technique. Finally, it should be noted that our results do not keep up with standard errors obtained from the dimension reduction technique of [Imai and Tan (2007) ], but we conjecture that combinations of LHSD together with dimension-reduction techniques may be effective.
