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Abstract. The coadjoint orbits of compact Lie groups carry many Ka¨hler structures, which
include a Riemannian metric and a complex structure. We provide a fairly explicit formula
for the Levi-Civita connection of the Riemannian metric, and we use the complex structure to
give a fairly explicit construction of a canonical Dirac operator for the Riemannian metric,
in a way that avoids use of the spinc groups. Substantial parts of our results apply to
compact almost-Hermitian homogeneous spaces, and to other connections besides the Levi-
Civita connection. For these other connections we give a criterion that is both necessary
and sufficient for their Dirac operator to be formally self-adjoint.
We hope to use the detailed results given here to clarify statements in the literature
of high-eneregy physics concerning “Dirac operators” for matrix algebras that converge to
coadjoint orbits. To facilitate this we employ here only global methods—we never use local
coordinate charts, and we use the cross-section modules of vector bundles.
Introduction
In the literature of theoretical high-energy physics one finds statements
along the lines of “matrix algebras converge to the sphere” and “here are
the Dirac operators on the matrix algebras that correspond to the Dirac op-
erator on the sphere”. But one also finds that at least three inequivalent
types of Dirac operator are being used in this context. See, for example,
[2, 1, 4, 6, 11, 20, 21, 41, 42] and the references they contain, as well as [30]
which contains some useful comparisons. In [34, 35, 38] I provided definitions
and theorems that give a precise meaning to the convergence of matrix algebras
to spheres. These results were developed in the general context of coadjoint
orbits of compact Lie groups, which is the appropriate context for this topic, as
is clear from the physics literature. I seek now to give a precise meaning to the
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statement about Dirac operators. For this purpose it is important to have a
detailed understanding of Dirac operators on coadjoint orbits, in a form that is
congenial to the noncommutative geometry that is used in treating the matrix
algebras. This means, for example, that one should work with the modules of
continuous sections of vector bundles, rather than the points of the bundles
themselves, and one should not use local coordinate charts. (Standard module
frames are very useful to us in this connection.) The purpose of this paper is to
give such a congenial detailed understanding of Dirac operators on coadjoint
orbits.
Let G be a connected compact semisimple Lie group, with Lie algebra g. Let
g′ denote the vector-space dual of g, and let µ ∈ g′ with µ 6= 0. The coadjoint
orbit of µ can be identified with G/K where K is the stability subgroup of µ.
Then µ determines a G-invariant Ka¨hler structure on G/K, which includes a
Riemannian metric and a complex structure [8]. This complex structure deter-
mines a canonical spinc structure on G/K. A principal objective of this paper
is to give a reasonably explicit construction of the Dirac operator for this spinc
structure. Toward this objective we obtain in Section 3 a reasonably specific
formula for the Levi-Civita connection for the Riemannian metric determined
by µ. (The only place I have seen this Levi-Civita connection discussed in the
literature is in Section 7 of [5], where the context is not sufficiently congenial
to noncommutative geometry for my purposes.) Our construction of the Dirac
operator, along the lines given in [33, 19, 39], never involves the spinc groups,
with their attendant complications. We will also consider Dirac operators for
spinc structures obtained by twisting the canonical one.
We remark that coadjoint orbits are always spinc manifolds, but many are
not spin manifolds. See [5, 32, 14, 27] for interesting specific examples. But I
have not found a description in the literature of exactly which coadjoint orbits
are spin. (Though see Remark 3.6 of [18].) We will not discuss here the charge
conjugation that can be constructed for the Dirac operator coming from a spin
structure, but underlying the spin structure on a coadjoint orbit that is spin
will be one of the twisted spinc structures that we consider, for the reasons
indicated by Definition 9.8 of [19].
But there are otherG-invariant metrics of interest onG/K, the most obvious
one coming from using the Killing form of g. This metric will come from the
Ka¨hler structure on a coadjoint orbit only in the special case that G/K is a
symmetric space. More generally, as is explained well on page 21 of [15], if the
Levi-Civita connection for a Riemannian manifold commutes with a complex
structure, then the Riemannian metric is part of a Ka¨hler structure on the
manifold. But as explained in [8], if G/K has a Ka¨hler structure then G/K
must correspond to a coadjoint orbit. The consequence of this is that if we
want to treat Riemannian metrics such as that from the Killing form, and if we
want to use a complex (or almost-complex) structure to construct the Dirac
operator, then we must use connections that are not torsion-free. But then we
must be concerned with whether the corresponding Dirac operator is formally
self-adjoint, as is usually desired.
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To deal with this more general situation, we develop a substantial part of
our results for the more general case in which G/K is almost-Hermitian. There
are many more coset spaces G/K that admit a G-invariant almost-Hermitian
structure, beyond those that arise from coadjoint orbits. In Theorem 6.1 we
give a convenient criterion, in terms of the torsion, that is both necessary
and sufficient, for the Dirac operator constructed using a connection compati-
ble with a G-invariant almost-Hermitian structure, to be formally self-adjoint.
Our criterion is very similar to the one given in the main theorem of [23],
which treats the case of homogeneous spaces that are spin. (See also [17].)
The criterion in [23] is restated as Proposition 3.1 of [3], which again treats
homogeneous spaces that are spin, and focuses on “naturally reductive” Rie-
mannian metrics. As we will indicate after Theorem 3.3, the metric from the
Ka¨hler structure of a coadjoint orbit is “naturally reductive” exactly in the
special case when the coadjoint orbit is a symmetric space. Also, our global
techniques are different from the techniques of these two papers.
Among the corollaries of our criterion we prove that for the canonical con-
nection on an almost-HermitianG/K its Dirac operator is always formally self-
adjoint. In particular, this applies to coadjoint orbits when they are equipped
with the Riemannian metric coming from the Killing form. (In this case the
canonical connection often has nonzero torsion.)
It would be very interesting to know how the results in the present paper
relate to those in [26]. In [26] only one “metric” on a quantum flag manifold
appears to be used, and my guess is that it corresponds to the Killing-formmet-
ric, and that the self-adjointness of the Dirac operator relates to our Corollary
6.6. But I have not studied this matter carefully. It would also be interesting
to study the extent to which the results of the present paper can be extended
to the setting of [14], or used in the setting immediately after Equation 6.31
of [28].
The present paper builds extensively on the paper [37], in which I gave
a treatment of equivariant vector bundles, connections, and the Hodge-Dirac
operator, for general G/K with G compact, in a form congenial to the frame-
work of noncommutative geometry. (The most recent arXiv version of [37] has
important corrections and improvements compared to the published version.)
In Section 1 of the present paper we describe at the level of the Lie algebra
the Ka¨hler structure for a coadjoint orbit. In Section 2 we obtain a general
formula for the Levi-Civita connection for a G-invariant Riemannian metric on
a coset space G/K for G compact. In Section 3 we use results from Section 1
together with the general formula of Section 2 to obtain a rather specific for-
mula for the Levi-Civita connection for the Riemannian metric of the Ka¨hler
structure on a coadjoint orbit. At no point do we need to use the full struc-
ture theory of semisimple Lie algebras—we only need the nondegeneracy of
the Killing form. In Section 4 we develop, at the level of the Lie algebra, the
Clifford algebra and its spinor representation corresponding to the complex
structure of an almost-Hermitian coset space; and then in Section 5 we use
this to define the field of Clifford algebras, the spinor bundle, and the Dirac
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operator for an almost-Hermitian coset space G/K. We also obtain there some
of the basic properties of the Dirac operator. Finally, in Section 6 we obtain
the criterion mentioned above for when the Dirac operator will be formally
self-adjoint, and we apply this criterion to the case of the Riemannian metric
from the Ka¨hler structure of a coadjoint orbit, and also to the case of the
Riemannian metric from the Killing form.
A part of the research for this paper was carried out during a six-week visit I
made to Scuola Internazionale Superiore di Studi Avanzati (SISSA) in Trieste,
where Dirac vibrations are strong. I am very appreciative of the stimulating
atmosphere there, and of the warm hospitality of Gianni Landi and Ludwik
Dabrowski during my visit.
I am very grateful to the referee for detailed comments on the first version
of this paper, which in particular led to some important improvements.
1. The canonical Ka¨hler structure
Let G be a connected compact Lie group. Let g be its Lie algebra, and let
Ad be the adjoint action of G on g. Let g′ be the vector-space dual of g, and
let Ad′ be the coadjoint action of G on g′, that is, the dual of the action Ad.
The coadjoint orbits are the orbits in g′ for the action Ad′. Let µ⋄ ∈ g
′, with
µ⋄ 6= 0. We will obtain in this section quite explicit formulas for the restriction
to the tangent space at µ⋄ of the canonical Ka¨hler structure on the coadjoint
orbit through µ⋄. We will usually mark with a ⋄ the various pieces of structure
that depend canonically on the choice of µ⋄. In Sections 2 and 3 we will see
how to construct the Ka¨hler structure on the whole coadjoint orbit through µ⋄.
This Ka¨hler structure includes a Riemannian metric and a complex structure.
In Section 5 we will construct the Dirac operator for this Riemannian metric
on the canonical spinc structure determined by the complex structure.
Since the center of G leaves all the points of g′ fixed, we do not lose generality
by assuming that G is semisimple. We assume this from now on. But we will
see that the only aspect of semisimplicity that we will need is the definiteness
of the Killing form. We do not need the structure theory of semisimple Lie
algebras.
For much of the material in this section I have been guided by the contents
of [8]. In [8] many possibilities are explored. In contrast, we will here try
to take the shortest path to what we need, and we will emphasize the extent
to which the structures are canonical. We will not examine what happens
when we choose different µ⋄’s that have the same stability group. But [8] has
considerable discussion of this aspect.
Let K denote the Ad′-stability subgroup of µ⋄, so that x 7→ Ad
′
x(µ⋄) gives
a G-equivariant diffeomorphism from G/K onto the Ad′-orbit of µ⋄. We will
usually work with G/K rather than the orbit itself.
We let Kil denote the negative of the Killing form of g. Then Kil is positive-
definite because G is compact. The action Ad of G on g is by orthogonal
operators with respect to Kil, and the action ad of g on g is by skew-adjoint
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operators with respect to Kil. Because Kil is definite, there is a Z⋄ ∈ g such
that
(1.1) µ⋄(X) = Kil(X,Z⋄) for all X ∈ g.
It is easily seen that the Ad-stability subgroup of Z⋄ is again K.
Let T⋄ be the closure in G of the one-parameter group r 7→ exp(rZ⋄), so
that T⋄ is a torus subgroup of G. Then it is easily seen that K consists exactly
of all the elements of G that commute with all the elements of T⋄. Note that
T⋄ is contained in the center of K (but need not coincide with the center).
Since each element of K will lie in a torus subgroup of G that contains T⋄, it
follows that K is the union of the tori that it contains, and so K is connected
(Corollary 4.22 of [24]). Thus for most purposes we can just work with the Lie
algebra, k, of K when convenient. In particular, k = {X ∈ g : [X,Z⋄] = 0},
and k contains the Lie algebra, t⋄, of T⋄.
Let m = k⊥ with respect to Kil. Since Ad preserves Kil, we see that m is
carried into itself by the restriction of Ad to K. Thus [k,m] ⊆ m. It is well-
known, and explained in [37], that m can be conveniently identified with the
tangent space to G/K at the cosetK (which corresponds to the point µ⋄ of the
coadjoint orbit). We will review this in the next section. Here we concentrate
on the structures on m that will give the Ka¨hler structure on G/K.
The Ka¨hler structure includes a symplectic form ω⋄. This is the Kirillov-
Kostant-Souriau form, defined initially on g by
(1.2) ω⋄(X,Y ) = µ⋄([X,Y ]) = Kil([X,Y ], Z⋄) = Kil(Y, [Z⋄, X ]).
Because Z⋄ is in the center of k, we see that if X ∈ k then ω⋄(X,Y ) = 0 for all
Y ∈ g. Conversely, if X ∈ g and if ω⋄(X,Y ) = 0 for all Y ∈ g, then, because
Kil is nondegenerate, we have [X,Z⋄] = 0, so that X ∈ k. Thus ω⋄ “lives” on
m and is nondegenerate there. Because Ad preserves Kil and K stabilizes Z⋄,
it is easily seen that the restriction of Ad to K preserves ω⋄, that is,
ω⋄(Ads(X),Ads(Y )) = ω⋄(X,Y )
for all X,Y ∈ m and s ∈ K.
We now follow the proof of Proposition 12.3 of [10] in order to construct
a complex structure on m. (I am grateful to Xiang Tang for bringing this
proposition to my attention. My original, somewhat longer, approach at this
point was to begin working in the complexification of g and m, as done in[8].)
See also the proof of Theorem 1.36 of [9] and the middle of the second proof
of Proposition 2.48i of [29]. Because Kil is nondegenerate, there is a unique
linear operator, Γ⋄, on m such that
(1.3) ω⋄(X,Y ) = Kil(Γ⋄X,Y )
for all X,Y ∈ m. From Equation 1.2 we see that Γ⋄ is adZ⋄ restricted to m, and
so Γ⋄ is skew-symmetric, that is, Γ
∗
⋄ = −Γ⋄. Because ω⋄ is nondegenerate, Γ⋄ is
invertible. Because Z⋄ is in the center of k, the Ad-action of K commutes with
Γ⋄. Let Γ⋄ = |Γ⋄|J⋄ be the polar decomposition of Γ⋄. Since Γ⋄ is invertible,
so are |Γ⋄| and J⋄, and thus J⋄ is an orthogonal transformation with respect
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to Kil. Because Γ⋄ is skew-symmetric, so is J⋄, so that J
−1
⋄ = J
∗
⋄ = −J⋄,
and J⋄ commutes with |Γ⋄|. In particular, J
2
⋄ = −I, where I denotes the
identity operator on m. This means exactly that J⋄ is a complex structure on
m, preserved by the Ad-action of K.
The final piece of structure is a corresponding inner product, g⋄, on m,
defined by
g⋄(X,Y ) = ω⋄(X, J⋄Y ) = Kil(Γ⋄X, J⋄Y ) = Kil(|Γ⋄|X,Y ).
Clearly g⋄ is positive-definite, and is preserved by the Ad-action of K. It is g⋄
that will give the Riemannian metric whose Dirac operator we will construct.
The complex structure J⋄ will enable us to avoid the use of spin
c groups when
constructing the Dirac operator.
But first we need to obtain a reasonably explicit expression for the Levi-
Civita connection for the Riemannian metric corresponding to g⋄. For this
purpose we need to examine the Ad-action of T⋄ on m. By means of J⋄ we
make m into a C-vector-space, by defining iX to be just J⋄X for X ∈ m. When
we view m as a C-vector-space in this way we will denote it by mJ⋄ . Since the
Ad-action of K (and thus of T⋄) on m commutes with J⋄, this action respects
the C-vector-space structure. We define a C-sesquilinear inner product, KilC⋄ ,
on m by
KilC⋄ (X,Y ) = Kil(X,Y ) + iKil(J⋄X,Y ).
It is linear in the second variable. (We follow the conventions in Definition 5.6
of [19].) The Ad-action of K on mJ⋄ is unitary for this inner product. The Ad-
action of T⋄ on mJ⋄ then decomposes into a direct sum of one-dimensional com-
plex representations of T⋄, whose corresponding representations of t⋄ are given
by real-linear functions on t⋄ whose values are pure-imaginary (the “weights”
of the ad-action). We let ∆⋄ be the set of real-valued linear functionals α on
t⋄ such that iα is a weight of the ad-action. It will be convenient for us to set,
for each real-linear real-valued functional α on t⋄,
mα = {X ∈ mJ⋄ : adZ(X) = iα(Z)X = α(Z)J⋄X for all Z ∈ t⋄}.
Thus mα = {0} exactly when α /∈ ∆⋄. For any X ∈ mα and Y ∈ mJ⋄ we see
from Equation 1.2 that
g⋄(X,Y ) = ω⋄(X, J⋄Y ) = Kil([Z⋄, X ], J⋄Y )
= Kil(α(Z⋄)J⋄X, J⋄Y ) = α(Z⋄)Kil(X,Y ).
Thus for α ∈ ∆⋄ and X ∈ mα with X 6= 0 we have
0 < g⋄(X,X) = α(Z⋄)Kil(X,X),
and so α(Z⋄) > 0. Thus in terms of the above notation we see that we obtain
the following attractive description of |Γ⋄|:
Proposition 1.4. For each α ∈ ∆⋄ the restriction of |Γ⋄| to mα is α(Z⋄)Imα ,
where Imα is the identity operator on mα. In particular, α(Z⋄) > 0, and on
mα we have g⋄ = α(Z⋄)Kil. If Pα denotes the orthogonal projection of m onto
mα, then |Γ⋄| =
∑
α∈∆⋄
α(Z⋄)Pα.
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Note that this proposition shows how strongly dependent g⋄ is on the choice
of µ⋄. In contrast, different µ⋄’s that give Z⋄’s that generate the same group
T⋄ may have the same subspaces mα.
2. Levi-Civita connections for invariant Riemannian metrics
on G/K
In this section we assume as before that G is a connected compact semisim-
ple Lie group, but we only assume that K is a closed subgroup of G, not
necessarily connected. We will assume that we have an inner-product, g0, on
m that is invariant under the Ad-action of K. We do not assume that g0 is
the restriction to m of an Ad-invariant inner product on g, as was assumed
in [37]. We will see shortly that much as in [37], g0 determines a G-invariant
Riemannian metric on G/K. We seek a formula for the Levi-Civita connection
for this metric. On m there is a positive (for Kil) invertible operator, S, such
that g0(X,Y ) = Kil(SX, Y ) for all X,Y ∈ m. (So S for a coadjoint orbit is
the |Γ0| of the previous section.) Note that S commutes with the Ad-action
of K. Our formula will be expressed in terms of S. In Section 3 we will use
this formula to obtain a more precise formula for the Levi-Civita connection
for a coadjoint orbit. Toward the end of this section we will also discuss the
divergence theorem for vector fields on G/K. We need this for our discussion
of the formal self-adjointness of Dirac operators in Section 6.
As in [37], we work with the module of tangent vector fields. For brevity
we will at times refer to such “induced” modules as “bundles”. We recall the
setting here. We let A = C∞
R
(G/K), which we often view as a subalgebra of
C∞
R
(G). The tangent bundle of G/K is
T (G/K) = {V ∈ C∞(G,m) : V (xs) = Ad−1s (V (x)) for x ∈ G, s ∈ K}.
It is an A-module for the pointwise product, and G acts on it by translation.
We denote this translation action by λ. Each V ∈ T (G/K) determines a
derivation, δV , of A by
(δV f)(x) = D
t
0(f(x exp(tV (x))),
where Dt0 means “derivative in t at t = 0”. On T (G/K) we have the canonical
connection, ∇c, defined by
(2.1) (∇cV (W ))(x) = D
t
0(W (x exp(tV (x)))
for V, W ∈ T (G/K). It is not in general torsion-free. Associated to it is the
“natural torsion-free” [25] connection, ∇ct, that is given (e.g. in Theorem 6.1
of [37]) by
∇ct = ∇c + Lct,
where LctV for any V ∈ T (G/K) is the A-module endomorphism of T (G/K)
defined by
(2.2) (LctVW )(x) = (1/2)P [V (x),W (x)],
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where P is the projection of g onto m along k. Then ∇ct is the Levi-Civita
connection for the case in which g0 is the restriction of Kil to m. Both ∇
c and
∇ct are G-invariant in the sense suitable for connections [37].
Our given inner product g0 determines a Riemannian metric on G/K, also
denoted by g0, defined by
(g0(V,W ))(x) = g0(V (x),W (x))
for all V,W ∈ T (G/K) and x ∈ G. Thus g0(V,W ) ∈ A. When there is
no ambiguity about the choice of g0 we will often write 〈V,W 〉A instead of
g0(V,W ) ∈ A. This Riemannian metric is G-invariant (and every G-invariant
Riemannian metric arises in this way). We seek to adjust ∇ct to obtain the
Levi-Civita connection, ∇0, for g0. A convenient method for doing this is given
by Theorem X.3.3 of [25] (or Equation 13.1 of [31], where there is a sign error).
We seek ∇0 in the form ∇ct+LS, where LS is an A-linear map from T (G/K)
into the A-endomorphisms of T (G/K). We require that LS be symmetric, that
is that LSWV = L
S
VW for all V,W ∈ T (G), since this ensures that ∇
0 is torsion
free, because ∇ct is. As seen in [37], by translation invariance we can calculate
at x = e, the identity element of G. Then according to Theorem X.3.3 of
[25] we are to determine the symmetric bilinear form Φ on m that satisfies the
Equation
(2.3) 2g0(Φ(X,Y ), Z) = g0(X,P [Z, Y ]) + g0(P [Z,X ], Y )
for all X,Y, Z ∈ m. For the reader’s convenience we recall the reasoning. For
x = e we have LctX(Y ) = (1/2)P [X,Y ] for X,Y ∈ m. Set L
S on m to be
LSX(Y ) = Φ(X,Y ). Then the above equation becomes
g0(L
S
XY, Z) = g0(X,L
ct
ZY ) + g0(L
ct
ZX,Y ).
When we add to this equation its cyclic permutation
g0(L
S
ZX,Y ) = g0(Z,L
S
YX) + g0(L
S
Y (Z), X)
and use the symmetry of g0 and Φ and the fact that L
ct
ZY = −L
ct
Y Z, we obtain
g0(L
S
XY, Z) + g0(Y, L
S
XZ) = −g0(L
ct
XY, Z)− g0(Y, L
ct
XZ).
This says exactly that the operator LctX +L
S
X on m is skew-symmetric with re-
spect to g0. This implies that when L
S is extended to T (G/K) by G-invariance
(in the sense that λx(L
S
VW ) = L
S
λxV
λxW as discussed in Section 5 of [37]) the
connection ∇ct+LS is compatible with the Riemannian metric g0 (as seen, for
example, from Corollary 5.2 of [37]). This connection is also torsion-free, and
thus it is the Levi-Civita connection for g0.
When we rewrite Equation 2.3 in terms of Kil and S we obtain
2Kil(SΦ(X,Y ), Z) = Kil(SX,P [Z, Y ]) + Kil(P [Z,X ], SY )
= Kil([Y, SX ], Z) + Kil(Z, [X,SY ]).
Since this must hold for all Z, we see that
LSXY = Φ
0(X,Y ) = (1/2)S−1P ([X,SY ] + [Y, SX ]).
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By G-invariance as above
(2.4) (LSVW )(x) = (1/2)S
−1P ([V (x), SW (x)] + [W (x), SV (x)])
for V,W ∈ T (G/K) and x ∈ G. We thus obtain:
Theorem 2.5. The Levi-Civita connection for the Riemannian metric g0 is
∇0 = ∇ct + LS where LS is defined by (2.4) and S relates g0 to Kil as above.
Let ∆ denote the set of eigenvalues of S, and for each α ∈ ∆ let mα denote
the corresponding eigensubspace. For α, β ∈ ∆ and X ∈ mα, Y ∈ mβ we see
that
(2.5) LSXY = (1/2)S
−1P ([X, βY ] + [Y, αX ]) = (1/2)(β − α)S−1P [X,Y ],
and thus the complication in getting a more precise formula lies in expressing
S−1P [X,Y ] in terms of the eigensubspaces of S. In Section 3 we will see how
to obtain such a more precise formula for the case of coadjoint orbits.
But first we derive here a form of the divergence theorem for our vector
fields, because we will need it in Section 6, and Equation (2.4) is important for
its proof. We recall from [37] that by a standard module frame for T (G/K)
with respect to the Riemannian metric g0 we mean a finite collection {Wj} of
elements of T (G/K) that have the reproducing property
V =
∑
Wj〈Wj , V 〉A
for all V ∈ T (G/K). (We view T (G/K) as a right A-module, following the
conventions in [19].)
Definition 2.7. Let ∇0 be the Levi-Civita connection for the Riemannian
metric g0 on G/K. We define the divergence, div(V ), of an element V ∈
T (G/K), with respect to g0, to be
(2.8) div(V ) =
∑
j
g0(∇
0
WjV,Wj),
where {Wj} is a standard module frame for T (G/K).
It is not difficult to check that this definition coincides with the usual def-
inition of the divergence in terms of differential forms, but we do not need
this fact here. We should make sure that our definition is independent of the
choice of the frame {Wj}. To prove our divergence theorem we actually need
a slightly more general form of frames, so we give the independence argument
in terms of these. The argument is essentially well-known.
Proposition 2.9. Let A be a commutative ring and let E be an A-module that
is equipped with an A-valued symmetric bilinear form 〈·, ·〉A. Assume that there
exist biframes for E with respect to this bilinear form, that is, there are finite
sets {(Wj , W˜j)} of pairs of elements of E such that V =
∑
Wj〈W˜j , V 〉A for
every V ∈ E. Then for any A-bilinear form β on E, not necessarily symmetric,
with values in some A-module, the sum
∑
j β(Wj , W˜j) is independent of the
choice of biframe.
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Proof. Let {(Uk, U˜k)} be another biframe. Then∑
j
β(Wj , W˜j) =
∑
j
∑
k,l
β(Uk〈U˜k,Wj〉A, Ul〈U˜l, W˜j〉A)
=
∑
k,l
β(Uk, Ul)
∑
j
〈U˜k,Wj〈W˜j , U˜l〉A〉A
=
∑
k
β(Uk,
∑
l
Ul〈U˜l, U˜k〉A) =
∑
k
β(Uk, U˜k).
This proof can be made more conceptual by noting that 〈·, ·〉A establishes an
isomorphism of E ⊗A E with EndA(E). 
Our greater generality is needed because we want to use frames that involve
the fundamental vector fields Xˆ, for X ∈ g, that correspond to the action of
G by translation on G/K. As shown in Section 4 of [37], they are given by
Xˆ(x) = −P Ad−1x (X).
It is also shown in Section 4 of [37] that if {Xj} is an orthonormal basis for g
for Kil, then {Xˆj} is a standard module frame for the Riemannian metric on
G/K coming from restricting Kil to m. Thus for any V ∈ T (G/K) we have
V =
∑
j
Xˆj Kil(Xˆj , V ) =
∑
Xˆjg0(S
−1Xˆj , V ).
From this we see that the collection {(Xˆj, S
−1Xˆj)} is a biframe for T (G/K)
when T (G/K) is equipped with g0. On G/K we use the G-invariant measure
coming from a choice of Haar measure on G.
Theorem 2.10. Let g0 be a G-invariant Riemannian metric on G/K and let
div(V ) be defined as above for g0. Then for any V ∈ T (G/K) we have∫
G/K
div(V ) = 0.
Proof. We have ∇0 = ∇c + Lct + LS . We split
∫
G/K
div(V ) into the corre-
sponding three terms, and show that each is 0. The first term is∫
G/K
∑
j
g0(∇
c
WjV, Wj).
It is independent of the choice of frame {Wj} by Proposition 2.9, and by that
proposition we can, in fact, use the biframe defined just above. Now ∇c is
compatible with g0, and so
g0(∇
c
Xˆj
V, S−1Xˆj) = δXˆj (g0(V, S
−1Xˆj))−
∑
g0(V,∇
c
Xˆj
(S−1Xˆj)).
But as discussed in the proof of Theorem 8.4 of [37], for any X ∈ g and
any f ∈ A we have
∫
G/K δXˆ(f) = 0, because δXˆ(f) is the uniform limit of
the quotients (λexp(−tX)f − f)/t as t → 0, and the integral of each of these
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quotients is 0 by the G-invariance of the measure on G/K. Thus we see that
we would like to show that∫
G/K
g0(V,
∑
j
∇c
Xˆj
(S−1Xˆj)) = 0.
For that it suffices to show that∑
j
∇c
Xˆj
(S−1Xˆj) = 0.
But ∇c only involves derivatives, and since S−1 is constant, it is clear from
Equation 2.1 that S−1 commutes with ∇c. It thus suffices to show that∑
∇c
Xˆj
Xˆj = 0. This was shown at the end of the proof of Theorem 8.4 in
[37]. We recall the reasoning here. Early in Section 6 of [37] it is shown that
for each X,Y ∈ g
(∇c
Xˆ
Yˆ )(x) = −P ([P Ad−1x (X),Ad
−1
x (Y )])
for all x ∈ G. By Proposition 2.9 for each fixed x ∈ G we can choose the basis
{Xj} such that {Ad
−1
x (Xj)} is the union of a Kil-orthonormal basis for m and
one for k. For such a basis (∇c
Xˆj
Xˆj)(x) = 0 for each j.
Now let L0 = Lct + LS . It remains to show that∫
G/K
∑
j
g0(L
0
WjV,Wj) = 0
for each V ∈ T (G/K). But∇0 = ∇c+L0, and ∇0 is assumed to be compatible
with g0. Consequently each L
0
U is skew-adjoint for g0. Thus
g0(L
0
WjV,Wj) = −g0(V, L
0
WjWj),
and so we see that it suffices to show that
∑
j L
0
Wj
Wj = 0. To show this we
treat Lct and LS separately. Now from Equation 2.2 we see that for each j
(LctWjWj)(x) = (1/2)P [Wj(x),Wj(x)] = 0.
Thus
∑
j L
ct
Wj
Wj = 0
Finally, from Equation 2.4 we see that
(
∑
j
LSWjWj)(x) = (1/2)S
−1P
∑
j
[Wj(x), SWj(x)] + [Wj(x), SWj(x)]
= S−1P
∑
j
[Wj(x), SWj(x)].
But {Wj(x)} is a frame for m and g0, for each x ∈ G, and by Proposition
2.9 the above expression is independent of the chosen frame. Notice that S
is positive for g0 as well as for Kil. Consequently as frame we can choose a
g0-orthonormal basis for m consisting of eigenvectors of S. It is then clear that
(
∑
j L
S
Wj
Wj)(x) = 0. 
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3. The Levi-Civita connection for coadjoint orbits
We now return to the setting of coadjoint orbits as in Section 1, with S =
|Γ⋄|. We will obtain here the more precise formula for |Γ⋄|
−1P [X,Y ] that
Theorem 2.5 indicates we need in order to obtain a precise formula for the
Levi-Civita connection for g⋄. Motivation for some of the expressions that we
consider can be found by working in the complexification of g along the lines
used in [8]. For any α, β ∈ ∆⋄ set |α − β| = α − β if (α − β)(Z⋄) ≥ 0, and
otherwise set |α−β| = β−α, so that always |α−β|(Z⋄) ≥ 0. Of course |α−β|
may not be in ∆⋄. Recall from Proposition 1.4 that if γ ∈ ∆⋄ then γ(Z⋄) > 0.
We do not have [m,m] ⊆ m, but nevertheless:
Lemma 3.1. Let α, β ∈ ∆⋄, and let X ∈ mα and Y ∈ mβ. Then
[X,Y ]− [J⋄X, J⋄Y ] ∈ mα+β (so = 0 if α+ β /∈ ∆⋄),
while
[X,Y ] + [J⋄X, J⋄Y ] ∈
{
k if α = β
m|α−β| if α 6= β (so = 0 if |α− β| /∈ ∆⋄).
Thus, on adding, we find that
[X,Y ] ∈
{
mα+β ⊕m|α−β| if α 6= β
m2α ⊕ k if α = β .
Furthermore,
J⋄([X,Y ]− [J⋄X, J⋄Y ]) = [J⋄X,Y ] + [X, J⋄Y ],
while if α 6= β then
J⋄([X,Y ] + [J⋄X, J⋄Y ]) = sign(α(Z⋄)− β(Z⋄))([J⋄X,Y ]− [X, J⋄Y ]).
If α = β then J⋄P ([X,Y ] + [J⋄X, J⋄Y ]) = 0.
Proof. Note that [X,Y ] need not be in m. Let Z ∈ t. Within the calculations
below we will, for brevity, often write just α for α(Z) and similarly for β. Then
from the Jacobi identity we have
adZ([X,Y ]− [J⋄X, J⋄Y ])
= [αJ⋄X,Y ] + [X, βJ⋄Y ] + [αX, J⋄Y ] + [J⋄X, βY ]
= (α+ β)([J⋄X,Y ] + [X, J⋄Y ]).
On substituting J⋄X for X in the equation above we obtain
adZ([J⋄X,Y ] + [X, J⋄Y ]) = −(α+ β)([X,Y ]− [J⋄X, J⋄Y ]),
and on combining these two equations we obtain
(adZ)
2([X,Y ]− [J⋄X, J⋄Y ]) = −(α+ β)
2([X,Y ]− [J⋄X, J⋄Y ]).
Recall that adZ carries m into itself and sends k to {0}, so the range of adZ
is in m. Now let Z = Z⋄, so that α > 0 and β > 0. Then we see from the above
calculations that ([X,Y ] − [J⋄X, J⋄Y ]) ∈ m. Recall also that adZ⋄ = |Γ⋄|J⋄,
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so that (adZ⋄)
2 = −|Γ⋄|
2. Then from the above calculations it becomes clear
that [X,Y ]− [J⋄X, J⋄Y ] ∈ mα+β . Of course it may be that α+β /∈ ∆⋄ so that
mα+β = {0}. From the above calculations we see furthermore that
J⋄([X,Y ]− [J⋄X, J⋄Y ]) = [J⋄X,Y ] + [X, J⋄Y ].
In the same way, for any Z ∈ t we have
adZ([X,Y ] + [J⋄X, J⋄Y ]) = (α− β)([J⋄X,Y ]− [X, J⋄Y ])
and
adZ([J⋄X,Y ]− [X, J⋄Y ]) = (β − α)([X,Y ] + [J⋄X, J⋄Y ]),
so that
(adZ)
2([X,Y ] + [J⋄X, J⋄Y ]) = −(α− β)
2([X,Y ] + [J⋄X, J⋄Y ]).
If α = β then it is clear from these calculations that ([X,Y ] + [J⋄X, J⋄Y ]) ∈
k. If α 6= β, then on letting Z = Z⋄ and arguing as above, we see that
([X,Y ] + [J⋄X, J⋄Y ]) ∈ m|α−β| for the definition of |α− β| given above. The
statement about J⋄([X,Y ] + [J⋄X, J⋄Y ]) now follows much as before. 
Recall the definition of LS from Equations 2.4 and 2.5. We now use the
above lemma to obtain a more precise formula for LS for the present case in
which S = Γ⋄. We denote this L
S for Γ⋄ by L
⋄.
Proposition 3.2. Let α, β ∈ ∆⋄, and let X ∈ mα and Y ∈ mβ. Then
4L⋄XY = (β(Z⋄)− α(Z⋄))(α(Z⋄) + β(Z⋄))
−1([X,Y ]− [J⋄X, J⋄Y ])
+ sign(β(Z⋄)− α(Z⋄))([X,Y ] + [J⋄X, J⋄Y ]),
as long as we make the convention that sign(0) = 0.
Proof. From Lemma 3.1 we see that
|Γ⋄|
−1P [X,Y ]
= (1/2)|Γ⋄|
−1P (([X,Y ]− [J⋄X, J⋄Y ]) + ([X,Y ] + [J⋄X, J⋄Y ]))
= (1/2)((α(Z⋄) + β(Z⋄))
−1([X,Y ]− [J⋄X, J⋄Y ])
+ |α(Z⋄)− β(Z⋄)|
−1P ([X,Y ] + [J⋄X, J⋄Y ]),
where the last term must be taken to be 0 if α = β. On substituting this into
Equation 2.5 and simplifying, we obtain the desired expression for L⋄X(Y ). 
Recall now that the Levi-Civita connection for g⋄ is ∇
⋄ = ∇ct+L⋄ = ∇c+
Lct+L⋄, where on m we have LctXY = (1/2)P [X,Y ]. If we set L
⋄t = Lct+L⋄,
then from Proposition 3.2 we see that on m we have
4L⋄tXY
= (1 + (β(Z⋄)− α(Z⋄))(α(Z⋄) + β(Z⋄))
−1)([X,Y ]− [J⋄X, J⋄Y ])
+ (1 + sign(β(Z⋄)− α(Z⋄)))P ([X,Y ] + [J⋄X, J⋄Y ]),
= 2β(Z⋄)(α(Z⋄) + β(Z⋄))
−1([X,Y ]− [J⋄X, J⋄Y ])
+ (1 + sign(β(Z⋄)− α(Z⋄)))P ([X,Y ] + [J⋄X, J⋄Y ]).
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When we extend this to T (G/K) byG-invariance, and let T α(G/K) denote the
subspace of T (G/K) consisting of elements whose range is in mα, we obtain:
Theorem 3.3. The Levi-Civita connection ∇⋄ for the Riemannian metric g⋄
is given for V ∈ T α(G/K) and W ∈ T β(G/K), for α, β ∈ ∆⋄, by
(∇⋄VW )(x) = (∇
c
VW )(x)
+ (1/4)
(
2β(Z⋄)(α(Z⋄) + β(Z⋄))
−1([V (x),W (x)] − [J⋄V (x), J⋄W (x)])
+ (1 + sign(β(Z⋄)− α(Z⋄)))P ([V (x),W (x)] + [J⋄V (x), J⋄W (x)])
)
for all x ∈ G.
The above formula should be compared to Formula 7.15 in [5]. We remark
that from Theorem 3.3 and Lemma 3.1 it is easily seen that g⋄ is “naturally
reductive” [25, 3], so has Levi-Civita connection equal to ∇ct [3], exactly when
G/K is a symmetric space, that is, when [m,m] ⊆ k
In our Ka¨hler situation we expect that J⋄ will commute with ∇
⋄. This is
essential for the construction that we will give shortly for the Dirac operator
for g⋄. We now check this fact directly.
Proposition 3.4. With notation as above, J⋄ commutes with ∇
⋄.
Proof. It is easily seen that J⋄ commutes with ∇
c, so we only need to show
that it commutes with L⋄t. Note that in general J⋄ does not commute with
Lct, so we need to work with the combination Lct+L⋄ = L⋄t. By G-invariance
it suffices to deal just with elements of m. Let α, β ∈ ∆⋄, and let X ∈ mα and
Y ∈ mβ . For brevity we again often write just α for α(Z⋄) and similarly for β
within our calculations. Then when we apply J⋄ to L
⋄t and apply the results
of Lemma 3.1, we obtain
4J⋄L
⋄t
XY = 2β(α+ β)
−1([J⋄X,Y ] + [X, J⋄Y ])
+ (1 + sign(β − α))sign(α − β)P ([J⋄X,Y ]− [X, J⋄Y ]),
while
4L⋄tX(J⋄Y ) = 2β(α+ β)
−1([J⋄X,Y ] + [X, J⋄Y ])
+ (1 + sign(β − α))P ([X, J⋄Y ]− [J⋄X,Y ]).
Notice that
(1 + sign(β − α))sign(α− β)P ([J⋄X,Y ]− [X, J⋄Y ])
= (1 + sign(β − α))sign(β − α)P ([X, J⋄Y ]− [J⋄X,Y ])
= (sign(β − α) + 1)P ([X, J⋄Y ]− [J⋄X,Y ]).
Thus J⋄L
⋄t
XY = L
⋄t
X(J⋄Y ) as desired. 
4. The spinor representation
In view of the results of the previous sections, it is appropriate to consider
in general an even-dimensional real vector space m with a given inner product
g0, a compact Lie group K that is not required to be semisimple or connected,
a representation π (instead of Ad |K) of K on m preserving g0, and a complex
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structure J on m respecting both g0 and π. For use in constructing a Dirac
operator we seek a representation of the complex Clifford algebra over m for g0
that respects the action of K. (Many coadjoint orbits are not spin manifolds
[5, 32, 14, 27], only spinc.) Much of the material in this section is taken from
Chapter 5 of [19]. The exposition in [19] is especially suitable for our needs,
and it includes much detail on a number of aspects. But as before, here we
will try to take the shortest path to what we need. An important point is that
we will find that because of the complex structure we do not need to involve
the spinc groups, with their attendant complexities.
As in [27, 19], we will denote the complex Clifford algebra over m for g0 by
Cℓ(m). It is the complexification of the real Clifford algebra for m and g0. We
follow the convention that the defining relation is
XY + Y X = −2g0(X,Y )1.
We include the minus sign for consistency with [27, 37]. Thus in applying the
results of the first pages of Chapter 5 of [19] we must let the g there to be −g0.
After Exercise 5.6 of [19] it is assumed that g is positive, so small changes are
needed when we use the later results in [19] but with our different convention.
The consequence of including the minus sign is that in the representations
which we will construct the elements of m will act as skew-adjoint operators,
just as they do for orthogonal or unitary representations of G if m arises as
in the previous section, rather than as self-adjoint operators as happens when
the minus sign is omitted.
Because m is of even dimension, the algebra Cℓ(m) is isomorphic to a full
matrix algebra [19]. We equip Cℓ(m) with the involution ∗ (conjugate linear,
with (ab)∗ = b∗a∗) that takes X to −X for X ∈ m (again so that the elements
of m are skew-adjoint).
Let O(m, g0) denote the group of operators on m orthogonal for g0. By the
universal property of Clifford algebras each element R of O(m, g0) determines
an automorphism of Cℓ(m) (a “Bogoliubov” automorphism) given on a product
X1 · · ·Xp of elements of m in Cℓ(m) by
(4.1) R(X1X2 · · ·Xp) = R(X1)R(X2) · · ·R(Xp).
In this way we obtain a homomorphism from O(m, g0) into the automorphism
group of Cℓ(m). Since π gives a homomorphism of K into O(m, g0) we obtain
a homomorphism, still denoted by π, of K into the automorphism group of
Cℓ(m), which extends the action of K on m. The Lie algebra so(m, g0) of
O(m, g0) will then act as a Lie algebra of derivations of Cℓ(m), given for L ∈
so(m, g0) by
(4.2)
L(X1X2 · · ·Xp) = L(X1)X2 · · ·Xp
+X1L(X2)X3 · · ·Xp + · · ·+X1 · · ·Xp−1L(Xp).
Corresponding to this we have an action of k as derivations of Cℓ(m), again
denoted by π.
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Because Cℓ(m) is isomorphic to a full matrix algebra, it has, up to equiva-
lence, exactly one irreducible representation. We seek an explicit construction
of such a representation in a form which makes manifest that this representa-
tion carries an action of K that is compatible with the action of K on Cℓ(m).
As shown in [19] beginning with Definition 5.6, the complex structure J on m
leads to an explicit construction. (See also the discussion after Corollary 5.17
of [27].) We will denote the resulting Hilbert space for this representation by
S, for “spinors”.
To begin with, we use J to view m as a complex vector space by setting
iX = JX , as we did earlier. We then define a positive-definite sesquilinear
form, i.e., complex inner product, on m, by
〈X,Y 〉J = g0(X,Y ) + ig0(J(X), Y ).
Note that, as in [19], we take it linear in the second variable. When we view
m as a complex vector space with this inner product, we denote it by mJ .
We note that because π commutes with J and preserves g0, it is a unitary
representation of K on mJ (so that, in particular, actually π(K) ⊆ SO(m, g0)).
As in Definition 5.7 of [19] we let F(mJ) denote the complex exterior algebra∧∗
mJ over mJ . It is referred to in [19] as the (unpolarized) Fock space. It will
be our space S of spinors, and we will write F(mJ ) or S as convenient. Then
we equip S with the inner product determined by
(4.3) 〈X1 ∧ · · · ∧Xp, Y1 ∧ · · · ∧ Yq〉J = δpq det[〈Xk, Yl〉J ],
which is Equation 5.17a of [19]. Let U(mJ) denote the unitary group of mJ . By
the universal property of exterior algebras the action of U(mJ) on mJ extends
to an action on F(mJ) by exterior-algebra automorphisms, defined in much the
same way as in Equation (4.1). By means of the homomorphism π from K into
U(mJ) we obtain an action of K as automorphism of F(mJ ), again denoted by
π. Then the Lie algebra u(mJ) of U(mJ) will act as a Lie algebra of exterior-
algebra derivations of F(mJ), and by this means we obtain an action, π, of k
as derivations of F(mJ).
We need a representation of Cℓ(m) on S. As done shortly after Exercise
5.12 of [19], we define annihilation and creation operators, aJ (X) and a
†
J (X),
on F(mJ) for X ∈ m by
aJ (X)(X1 ∧ · · · ∧Xp) =
p∑
j=1
(−1)j−1〈X,Xj〉JX1 ∧ · · · ∧ Xˆj ∧ · · · ∧Xp
(where Xˆj means to omit that term), and
a†J (X)(X1 ∧ · · · ∧Xp) = X ∧X1 ∧ · · · ∧Xp
for X1, . . . , Xp ∈ mJ . Note that aJ(X) is conjugate linear in X . One then
checks, much as done in the paragraph before Definition 5.1 of [19], that
aJ(X)a
†
J (Y ) = a
†
J(Y )aJ(X) = 〈X,Y 〉JIS ,
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where IS is the identity operator on F(mJ), and
aJ(X)aJ (Y ) + aJ (Y )aJ (X) = 0 = a
†
J(X)a
†
J(Y ) + a
†
J(Y )a
†
J (X)
for X,Y ∈ m. We then set
κJ(X) = i(aJ(X) + a
†
J(X)).
(So the i here reflects our sign convention, different from that of [19].) Note
that κJ(X) is only real-linear in X . Using the anti-commutation relations
above, we see that
κJ(X)κJ(Y ) + κJ(Y )κJ (X) = −〈X,Y 〉J − 〈Y,X〉J = −2g0(X,Y )
for X,Y ∈ m, where we omit IS on the right as is traditional. But this is the
relation that defines Cℓ(m). Thus κJ extends by universality to give a homo-
morphism, again denoted by κJ , from Cℓ(m) into the algebra, L(F(mJ )), of
linear operators on F(mJ). Let dimR(m) = 2n. Then dimC(mJ ) = n, so that
dimC(F(mJ)) = 2
n. But dimC(Cℓ(m)) = 2
2n = (2n)2. Since Cℓ(m) is isomor-
phic to a full matrix algebra, and since κJ is clearly not the 0 homomorphism,
the homomorphism κJ must be bijective, and gives an irreducible representa-
tion of Cℓ(m) on F(mJ). Thus we can take S = F(mJ) as our Hilbert space
of spinors, with the action of Cℓ(m) on S given by κJ .
Recall that we have actions of O(m) on Cℓ(m) and of U(mJ) on F(mJ).
Since U(mJ) ⊂ SO(m), we have an action of U(mJ) on Cℓ(m). Let us denote
by ρ the actions of U(mJ) on both Cℓ(m) and F(mJ ). A crucial fact for us is:
Proposition 4.4. The action κJ of Cℓ(m) on F(mJ) respects the actions ρ of
U(mJ) on Cℓ(m) and F(mJ) in the sense that
(4.5) ρR(κJ (c)ψ) = κJ (ρR(c))(ρR(ψ))
for all R ∈ U(mJ), c ∈ Cℓ(m) and ψ ∈ S.
Proof. It suffices to show that
ρR(κJ (X)(X1 ∧ · · · ∧Xp)) = κJ(ρR(X))(ρR(X1 ∧ · · · ∧Xp))
for all R ∈ U(mJ) and all X,X1, . . . , Xp ∈ mJ . Now
ρR(a
†
J (X)(X1 ∧ · · · ∧Xp)) = ρR(X ∧X1 ∧ · · · ∧Xp)
= (R(X)) ∧ (R(X1)) ∧ · · · ∧ (R(Xp))
= a†J(R(X))(ρR(X1 ∧ · · · ∧Xp)).
A similar calculation, using the fact that ρ preserves 〈·, ·〉J , shows that
ρR(aJ (X)(X1 ∧ · · · ∧Xp)) = aJ(R(X))(ρR(X1 ∧ · · · ∧Xp)).
In view of how κJ is defined in terms of a
†
J and aJ , we see that (4.5) holds. 
Since π carries K into U(mJ), we immediately obtain:
Corollary 4.6. The actions π of K on Cℓ(m) and F(mJ) are compatible with
the action κJ of Cℓ(m) on F(mJ ) in the sense given above.
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Let ρ denote also the actions of the Lie algebra u(mJ) on Cℓ(m) and F(mJ)
by derivations. We quickly obtain the following corollary, which we will need
later for our discussion of connections:
Corollary 4.7. The action κJ of Cℓ(m) on F(mJ ) is compatible with the
actions ρ of u(mJ) on Cℓ(m) and F(mJ ) in the sense of the Leibniz rule
(4.8) ρL(κ(c)ψ) = κ(ρL(c))ψ + κ(c)ρL(ψ)
for all L ∈ u(mJ), c ∈ Cℓ(m) and ψ ∈ S.
Notice that we have never needed to use explicitly the spinc groups in our
discussion.
Next, in order to see that everything fits well, let us show that κJ respects
the involutions, where by this we mean that
(4.9) κJ(c
∗) = (κJ(c))
∗
for all c ∈ Cℓ(m), where the ∗ on the left is the involution on Cℓ(m) defined
earlier, while the ∗ on the right means the adjoint of the operator for the inner
product on S. (Thus S is a “self-adjoint Clifford module” as in Definition 9.3
of [19], but for our conventions.) It suffices to prove this for c = X for all
X ∈ m, that is, it suffices to show that (κJ(X))
∗ = −κJ(X). In view of how
κJ is defined in terms of aJ and a
†
J it suffices to show that
(aJ (X))
∗ = a†J(X).
This is well-known, and can be seen as follows. We can assume that ‖X‖J = 1.
Set e1 = X , and choose e2, . . . , en ∈ mJ such that e1, . . . , en is an orthonormal
C-basis for mJ . For any I = {j1 < j2 < · · · < jp} ⊆ {1, . . . , n} set eI =
ej1 ∧ ej2 ∧ · · · ∧ ejp in S, and set e∅ = 1. A glance at (4.3) shows that {eI} is
an orthonormal basis for S. Then from (4.3) one quickly sees that
〈aJ(e1)eI1 , eI2〉J = 1 if 1 ∈ I1 and I2 = I1 \ {1},
and is 0 otherwise, while
〈eI1 , a
†
J(e1)eI2〉J = 1 if 1 /∈ I2 and I1 = I2 ∪ {1},
and is 0 otherwise. This shows that a†J (e1) is the adjoint of aJ(e1).
Finally, let us consider the chirality element, following the discussion in
Definition 5.2 of [19] and the paragraphs following it. Choose an orientation
for m, and let X1, . . . , X2n be an oriented orthonormal R-basis for m and g0.
Define the chirality element, γ, of Cℓ(m) (for the chosen orientation) by
γ = (i)nX1X2 · · ·X2n.
(The i is included because our sign convention differs from that of [19].) Then,
much as discussed in [19], γ does not depend on the choice of the oriented
orthonormal basis, and it satisfies γ2 = 1, γ∗ = γ and γXγ = −X for every
X ∈ m. In particular, conjugation by γ is the grading operator on Cℓ(m)
that gives the even and odd parts. Since U(mJ) is connected, each element
of U(mJ) carries an oriented orthonormal basis into an other one, and thus
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leaves γ invariant. Consequently, for any X ∈ u(mJ) its derivation action on
Cℓ(m) takes γ to 0. Since π(K) ⊆ U(mJ) we have πs(γ) = γ for all s ∈ K,
and πX(γ) = 0 for all X ∈ k. Because κJ is a ∗-representation, we will have
(κJ (γ))
2 = 1 and κJ (γ) = (κJ(γ))
∗. Since γ 6= 1, κJ(γ) 6= IS , and thus
κJ(γ) will split S into two orthogonal subspaces, S
±, the “half-spinor” spaces.
Because πs(γ) = γ for all s, each of S
+ and S− will be carried into itself by
the representation π of K on S. Because γXγ = −X for X ∈ m, we see that
κJ(X) will carry S
+ into S− and S− into S+ for each X ∈ m. Of course each
of S+ and S− will be carried into itself by the subalgebra of even elements of
Cℓ(m).
5. Dirac operators for almost-Hermitian G/K
In this section we assume as before that G is a compact semisimple Lie
group, but we only assume that K is a closed subgroup of G, not necessarily
connected. We assume further only that G/K is (homogeneous) almost Her-
mitian, by which we mean that we have an inner product, g0, on m that is
invariant for the Ad-action of K on m, and that we have a complex structure
J on m that is orthogonal for g0 and commutes with the Ad-action of K (so
m is even-dimensional). Then g0 and J are extended to T (G/K) pointwise.
There are many examples of such coset spaces beyond the coadjoint orbits.
See for example the many constructions in Sections 8 and 9 of [40]. But I have
not seen in the literature any complete classification of all of the possibilities
for almost-Hermitian compact coset spaces. In this section we show how to
construct a “Dirac operator” for any connection on T (G/K) that is compatible
with g0 and commutes with J . For coadjoint orbits we have seen that both
the canonical connection and (in Theorem 3.4) the Levi-Civita connection ∇⋄
for g⋄ commute with J⋄.
Much as in Section 7 of [37] we can form the Clifford bundle over G/K for
g0, except that here we use the complex Clifford algebra that was discussed in
the previous section instead of the real Clifford algebra used in [37]. The role
of π of the previous section is now taken by Ad restricted to K and acting on
m, and so also on Cℓ(m) = Cℓ(m, g0). From now on we will denote this action
of K on Cℓ(m) by A˜d. We set
(5.1)
Cℓ(G/K) = {c ∈ C∞(G,Cℓ(m)) : c(xs) = A˜d
−1
s (c(x)) for x ∈ G, s ∈ K}.
It is clearly an algebra for pointwise operations. We let AC = C
∞(G/K,C),
and we see that not only is Cℓ(G/K) an algebra over AC, but that in fact AC
can be identified with the center of Cℓ(G/K) (since m is even-dimensional).
Furthermore, Cℓ(G/K) contains the tangent bundle T (G/K) of G/K as a real
(generating) subspace. On Cℓ(G/K) we have the action λ of G by translation,
and this action defines the canonical connection, ∇c, on Cℓ(G/K), which acts
by derivations (much as discussed in [37]). Clearly this ∇c extends the ∇c on
T (G/K).
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Suppose now that ∇ is some other connection on T (G/K) that is G-
invariant and compatible with g0 (such as our earlier ∇
⋄ when G/K is a
coadjoint orbit). As seen in Section 5 of [37], especially Corollary 5.2, ∇ is
then of the form ∇ = ∇c + L where L is a G-equivariant A-homomorphism
from T (G/K) into EndskA (T (G/K)). Here End
sk
A (T (G/K)) denotes the A-
endomorphisms of T (G/K) that are skew-adjoint with respect to g0. As seen
in Proposition 3.1 of [37], each such endomorphism LV for V ∈ T (G/K) is
given by a smooth function on G whose values are in so(m, g0), which we denote
again by LV , and which satisfies the condition
LV (xs) = Ad
−1
s ◦LV (x) ◦Ads
for x ∈ G and s ∈ K. For any V,W ∈ T (G/K) we have (LVW )(x) =
(LV (x)(W (x)) for x ∈ G. By Equation (4.2) each LV will extend to a deriva-
tion of Cℓ(G/K), and in this way we obtain an A-linear (so R-linear) map from
T (G/K) into the Lie-algebra of derivations of Cℓ(G/K). (These derivations
will, in fact, be ∗-derivations for the involution determined by the involution on
Cℓ(m) defined in Section 4.) We can now define a G-invariant connection, ∇,
on Cℓ(G/K) by ∇ = ∇c+L. It clearly extends the original∇ on T (G/K) (and
δ on AC). Again ∇V will be a derivation of Cℓ(G/K) for each V ∈ T (G/K).
Note that our construction of Cℓ(G/K) and its ∇ does not use J .
We use J in the way described in the previous section to define the complex
Hilbert space S = F(mJ) of spinors, with its compatible actions of Cℓ(m) and
K. We will again denote the action of K on S by A˜d. We then define the
canonical bundle S(G/K) of spinor fields on G/K for J by
(5.2) S(G/K) = {ψ ∈ C∞(G,S) : ψ(xs) = A˜d
−1
s (ψ(x)) for x ∈ G, s ∈ K}.
It is an AC-module in the evident way (projective by Proposition 2.2 of [37]).
As explained in Theorem 1.7i of [33] and Proposition 9.4 of [19] and later
pages, spinor bundles for Clifford bundles are not in general unique. The tensor
product of a spinor bundle by a line bundle will be another spinor bundle, and
all the spinor bundles are related in this way. Within our setting of equivariant
bundles we need to tensor with G-equivariant line bundles. These correspond
exactly to the characters, that is, one-dimensional representations, of K. (We
will not discuss Dirac operators twisted by vector bundles of higher dimension.)
From Theorem 5.1 of [37] it is easily seen that G-invariant connections on a line
bundle differ from the canonical connection by a constant. For our purposes we
can ignore the constant. In fact, even the canonical connection need not appear
explicitly. We proceed as follows. Let χ be a character of K. (We remark that
when G/K is a coadjoint orbit, K always has nontrivial characters because t
is an ideal in k.) We set:
S(G/K,χ) = {ψ ∈ C∞(G,S) : ψ(xs) = χ¯(s)A˜d
−1
s (ψ(x)) for x ∈ G, s ∈ K}.
On S(G/K,χ) we define an AC-valued inner product in the usual way by
〈ψ, ϕ〉AC(x) = 〈ψ(x), ϕ(x)〉S
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for ψ, ϕ ∈ S(G/K,χ). Of greatest importance is the action κ of Cℓ(G/K) on
S(G/K,χ) that is defined by
(5.3) (κ(c)ψ)(x) = κ(c(x))(ψ(x))
for x ∈ G. (We drop the subscript J on κ used in the previous section.) This
action carries S(G/K,χ) into itself because
(κ(c)ψ)(xs) = (κ(A˜d
−1
s (c(x))))(χ¯(s)A˜d
−1
s (ψ(x))) = χ¯(s)A˜d
−1
s ((κ(c)ψ)(x)),
where the last equality follows from Proposition 4.4.
On S(G/K,χ) we have the action λ of G by translation, and it is easily
seen that κ is compatible with this action and the G-action on Cℓ(G/K). The
action λ defines a canonical connection on S(G/K,χ) by adapting (2.1) in the
evident way. We will denote this canonical connection again by ∇c. Of prime
importance, we have the Leibniz rule
(5.4) ∇cV (κ(c)ψ) = κ(∇
c
V c)ψ + κ(c)(∇
c
V ψ)
for any V ∈ T (G/K), c ∈ Cℓ(G/K) and ψ ∈ S(G/K,χ). Furthermore, much
as discussed in [37], the connection on S(G/K,χ) is compatible with the AC-
valued inner product in the sense of the Leibniz rule
(5.5) δV (〈ψ, ϕ〉AC) = 〈∇
c
V ψ, ϕ〉AC + 〈ψ,∇
c
V ϕ〉AC
for any V ∈ T (G/K) and ψ, ϕ ∈ S(G/K,χ). The only property of J that is
used for this is the evident fact that when we view J as acting on T (G/K)
pointwise, it commutes with the translation action of G.
Suppose now that our original∇ on T (G/K) commutes with J , in the sense
that each∇V does. As before, set∇ = ∇
c+L. Since also∇c commutes with J ,
each LV will commute with J , that is, LV (x) ∈ u(mJ) for each x ∈ G. Then,
as discussed in the previous section, each LV (x) will extend to a derivation
of the exterior algebra S = F(mJ), and consequently LV determines an A-
module endomorphism of S(G/K,χ), which we denote by LSV . In this way
we define a G-equivariant A-linear map LS from T (G/K) into the algebra of
AC-endomorphisms of S(G/K,χ). Furthermore, it is easily checked that each
LSV is skew-adjoint for the AC-valued inner product on S(G/K,χ). Of most
importance, we see from Corollary 4.7 that LS is compatible with the action
of Cℓ(G/K) on S(G/K,χ) in the sense of the Leibniz rule
LSV (κ(c)ψ) = κ(LV c)ψ + κ(c)(L
S
V ψ)
for all V , c and ψ. We saw in (5.4) that ∇c satisfies a similar identity, and so
we have obtained:
Proposition 5.6. Let (G/K, g0, J) be almost Hermitian, and let χ be a char-
acter of K. Let ∇ be a G-invariant connection on T (G/H) that is compatible
with g0 and commutes with J . Let ∇ also denote its extension to a connec-
tion on Cℓ(G/K) as constructed above, and let ∇S denote the corresponding
connection on S(G/K,χ) constructed above using J . Then the Leibniz rule
∇SV (κ(c)ψ) = κ(∇V c)ψ + κ(c)(∇
S
V ψ)
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holds for all V ∈ T (G/K), c ∈ Cℓ(G/K) and ψ ∈ S(G/K,χ). Furthermore,
∇S is compatible with the AC-valued inner product on S(G/K,χ) from g0.
In terms of the connection ∇S on S(G/K,χ) from ∇ we can define the
“Dirac” operator for ∇ (which when G/K is a coadjoint orbit will be the
canonical Dirac operator for µ⋄ when χ is trivial, S(G/K) is constructed us-
ing J⋄, and ∇
⋄ is the Levi-Civita connection for g⋄). Much as done in Sec-
tion 8 of [37], for any ψ ∈ S(G/K,χ) we define dψ by dψ(V ) = ∇SV (ψ) for
V ∈ T (G/K). Then we can view dψ as an element of T ∗(G/K)⊗RS(G/K,χ),
where T ∗(G/K) denotes the A-module of smooth cross-sections of the cotan-
gent bundle. By means of the Riemannian metric g0 (as A-valued inner prod-
uct) we can identify T ∗(G/K) with T (G/K). When dψ is viewed by this
identification as an element of T (G/K)⊗R S(G/K,χ) we will denote it, with
some abuse of notation, by grad0 ψ. Let us view the Clifford action κ of
Cℓ(G/K) on S(G/K,χ) as a bilinear mapping from Cℓ(G/K) ⊗C S(G/K,χ)
into S(G/K,χ). We can view T (G/K) as a real subspace of Cℓ(G/K) in
the evident way, and so we can view T (G/K) ⊗R S(G/K,χ) as a real sub-
space of Cℓ(G/K)⊗C S(G/K,χ). In this way we view grad
0
ψ as an element of
Cℓ(G/K)⊗C S(G/K,χ), to which we can apply κ.
Definition 5.7. Let (G/K, g0, J) be almost Hermitian, and let χ be a char-
acter of K. Let ∇ be a G-invariant connection on T (G/K) that is compatible
with g0 and commutes with J . Then the Dirac operator, D
∇, for ∇ and χ is
defined on S(G/K,χ) by
D∇ψ = κ(grad0ψ).
We remind the reader that κ depends on the choice of g0 and J , and that
grad0 ψ also depends on the choice of ∇.
In the setting of Definition 5.7 we can use a standard module frame {Wj}
for T (G/K) and g0 to give a more explicit description of grad
0
ψ , namely
grad0ψ =
∑
j
Wj ⊗ (∇
S
Wjψ).
(See the paragraph of [37] containing Equation 8.2.) In terms of {Wj} we can
then write D∇ as
(5.8) D∇ψ =
∑
j
κ(Wj)(∇
S
Wjψ).
These expressions for grad0ψ and D
∇ are, of course, independent of the choice
of standard module frame. This can be seen directly by using Proposition 2.9.
Proposition 5.9. The operator D∇ commutes with the action of G on S(G/K,
χ) by translation, and anti-commutes with the chirality operator κ(γ).
Proof. The commutation with the action of G is easily verified, much as done
in the paragraph after Equation 8.2 of [37]. As to κ(γ), we are viewing γ as a
constant field in Cℓ(G/K), and because LX ∈ u(mJ) for each X ∈ m we have
LV γ = 0, as seen near the end of the previous section. Since γ is constant, we
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also clearly have ∇cV γ = 0, and thus ∇V γ = 0 for all V ∈ T (G/K). Then from
Proposition 5.6 we see that κ(γ) commutes with ∇SV for each V ∈ T (G/K).
Since γ anti-commutes with each X ∈ m ⊂ Cℓ(m), it follows easily that D∇
anti-commutes with κ(γ). 
We have been viewing S(G/K,χ) as a right AC-module. But since AC is
commutative we can equally well view S(G/K,χ) as a left AC-module, and
this view is quite natural when we view AC as the center of Cℓ(G/K). For any
f ∈ AC we let Mf denote the operator on S(G/K,χ) consisting of pointwise
multiplication by f , viewed as acting on the left of S(G/K,χ). By means of g0
we can identify df (defined by df(V ) = δV (f)) with an element of TC(G/K),
which we denote by grad0f since it is the usual gradient of f for g0. In terms
of a standard module frame, {Wj}, for T (G/K) we have
grad0f =
∑
j
(δWjf)Wj ,
with the evident meaning considering that δWjf is C-valued. Then it is easily
seen, much as in the proof of Proposition 8.3 of [37], that:
Proposition 5.10. For any f ∈ AC and ψ ∈ S(G/K,χ) we have
[D∇,Mf ]ψ = κ(grad
0
f )(ψ).
For the reader’s convenience we now basically repeat the comments made
right after the proof of Theorem 8.4 of [37]. Let the Hilbert space L2(G/K,S)
be defined in terms of the G-invariant measure on G/K from that on G. By
choosing a fundamental domain in G we can view S(G/K,χ) as a dense sub-
space of L2(G/K,S). In this way D∇ can be viewed as an unbounded op-
erator on L2(G/K,S). Note that for different choices of χ the spectrum of
D∇ can be quite different. We equip S(G/K,χ) with the inner product from
L2(G/K,S), which will just be
∫
G〈ψ, ϕ〉AC . For f ∈ AC we let Mf denote also
the corresponding operator on L2(G/K,S) by pointwise multiplication. From
Proposition 5.10 we see that the operator norm of the commutator [D∇,Mf ] is
the same as that of κ(grad0f ) as an operator on S(G/K). Recall from Equation
4.9 that κ is a ∗-representation. For any c ∈ Cℓ(G/K) let ‖κ(c)‖ denote the
operator norm of κ(c) as an operator on S(G/K,χ). Then by the C∗-identity
‖T ‖2 = ‖T ∗T ‖ we see that ‖κ(c)‖2 = ‖κ(c∗c)‖. When c = V ∈ T (G/K) this
means that
‖κ(V )‖2 = ‖κ(〈V, V 〉A)‖ = ‖M〈V,V 〉A‖ = ‖〈V, V 〉A‖∞ = ‖V ‖
2
∞,
for the evident meaning of the last term, where ‖·‖∞ is just the usual supremum
norm. Notice that this is independent of the choice of χ (basically reflecting
the fact that the C∗-norm on a full matrix algebra is unique). When we apply
this for V = grad0f we obtain
‖κ(grad0f )‖ = ‖ grad
0
f ‖∞.
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Now a standard argument (e.g., following Definition 9.13 of [19]) shows that if
we denote by ρ the ordinary metric on a Riemannian manifold N coming from
its Riemannian metric, then for any two points p and q of N we have
ρ(p, q) = sup{|f(p)− f(q)| : ‖ gradf ‖∞ ≤ 1}.
On applying this to G/K and using Proposition 5.10 and the discussion fol-
lowing its proof, we obtain, for ρ now the ordinary metric on G/K from our
Riemannian metric g0,
ρ(p, q) = sup{|f(p)− f(q)| : ‖[D∇,Mf ]‖ ≤ 1}.
This is the formula on which Connes focused for general Riemannian manifolds
[12, 13], as it shows that the Dirac operator contains all of the metric informa-
tion (and much more) for the manifold. This is his motivation for advocating
that metric data for “noncommutative spaces” be encoded by providing them
with a “Dirac operator”. But we should notice that our Dirac operators above
may not be formally self-adjoint. We deal with that issue in the next section.
We remark that the first part of Proposition 5.9 is the manifestation in
terms of D∇ of the fact that the ordinary metric on G/K for g0 is invariant
for the action of G on G/K.
At this point it is clear that we can combine the construction of this section
with the formula in Theorem 3.3 for the Levi-Civita connection for a coadjoint
orbit to obtain a fairly explicit formula for the canonical Dirac operator for
the coadjoint orbit of µ ∈ g′. But we refrain from writing this formula here as
it is somewhat lengthy, and we do not need it for the next section.
6. The formal self-adjointness of the Dirac operator
By definition, D∇ will be formally self-adjoint if
〈D∇ψ, ϕ〉 = 〈ψ,D∇ϕ〉
for any ϕ, ψ ∈ S(G/K,χ), where the inner product is that from L2(G/K,S).
Recall that the torsion, T∇, of a connection ∇ on T (G/K) is defined by
T∇(V,W ) = ∇VW −∇WV − [V,W ]
for V,W ∈ T (G/K). Note that [V,W ] is defined as the commutator of deriva-
tions of A, and that when elements of T (G/K) are viewed as functions as we
have been doing, then [V,W ] is not defined pointwise, but rather has a some-
what complicated expression in terms of V and W . But in Section 6 of [37] it
is seen that the function [V,W ] can be readily calculated when V and W are
fundamental vector fields, and we will use this fact later. It is not difficult to
see that T∇ is A-bilinear. (See §8 of Chapter 1 of [22].) For any U ∈ T (G/K)
let TU∇ be the A-endomorphism of T (G/K) defined by T
U
∇ (V ) = T∇(U, V ). We
can define trace(TU∇ ) by trace(T
U
∇ ) =
∑
j g0(T∇(U,Wj),Wj) for one (hence ev-
ery, by Proposition 2.9) standard module frame {Wj} for T (G/K) equipped
with g0.
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The purpose of this section is to prove the following theorem, and to obtain
some of its consequences. As we will see, this theorem is closely related to the
main theorem of [23], which deals with the case in which G/K is spin. (See
also [17].)
Theorem 6.1. Let (G/K, g0, J) be almost Hermitian, and let χ be a character
of K. Let ∇ be a G-invariant connection on T (G/K) that is compatible with
g0 and commutes with J , so that we can define the Dirac operator D
∇ on
L2(G/K,S), with domain S(G/K,χ), as explained in the previous section.
Then D∇ is formally self-adjoint if and only if
trace(TU∇ ) = 0
for every U ∈ T (G/K).
Proof. We try to follow the path of the proof of Theorem 8.4 in the latest
revised arXiv version of [37]. (The published version of this paper has a serious
error in the proof of Theorem 8.4, and that error is corrected in the most
recent arXiv version.) We use first the Leibniz rule of Proposition 5.6 and
then the compatibility of ∇S with the inner product to calculate that for
ψ, ϕ ∈ S(G/K,χ) we have
(6.2)
〈D∇ψ, ϕ〉AC − 〈ψ,D
∇ϕ〉AC
=
∑
j
(〈κ(Wj)(∇
S
Wjψ), ϕ〉AC − 〈ψ, κ(Wj)(∇
S
Wjϕ)〉AC)
=
∑
j
(−〈∇SWjψ, κ(Wj)ϕ〉AC − 〈ψ,∇
S
Wj (κ(Wj)ϕ)
− κ(∇WjWj)ϕ〉AC )
= −
∑
j
δWj (〈ψ, κ(Wj)ϕ〉AC) + 〈ψ, κ(
∑
j
∇WjWj)ϕ〉AC .
For given ψ and ϕ the function V 7→ 〈ψ, κ(V )ϕ〉AC for V ∈ T (G/K) is A-
linear. It is not C-linear for the complex structure on T (G/K) from J , be-
cause κ is not C-linear, as was mentioned immediately after the definition of
κ = κJ in Section 4. Of course, the above function does extend to an AC-
linear function from the complexification, TC(G/K), of T (G/K). We equip
TC(G/K) with the complexification of the inner product on T (G/K) from g0.
Clearly TC(G/K) corresponds to the “induced bundle” for the Ad-action of K
on the complexification, mC, of m. Every AC-linear function from TC(G/K)
into AC is represented through the inner product by an element of TC(G/K).
(See, e.g., Proposition 7.2 of [36].) Thus there is a U ∈ TC(G/K) such that
〈ψ, κ(V )ϕ〉AC = 〈U, V 〉AC for all V ∈ T (G/K).
Lemma 6.3. Let E denote the C-linear span of the U ’s that arise as above
from pairs (ψ, φ) of elements of S(G/K,χ). Then E = TC(G/H).
Proof. It suffices to show that T (G/K) is in E . So let U ∈ T (G/K) be
given. Let also a cross-section h for the line-bundle for χ be given, so that
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h ∈ C∞(G,C) and h(xs) = χ¯(s)h(x) for all x ∈ G and s ∈ K. Let 1S denote
the identity element of S = F(mJ), and let φ be defined by φ(x) = h(x)1S .
View U as having values in mJ , and let ψ be defined by ψ(x) = h(x)U(x),
using J to define the C-space structure of mJ . Then both ψ and φ are in
S(G/K,χ). For any V ∈ T (G/K) we then have
(κ(V )φ)(x) = ia†J(V (x))(h(x)1S ) = ih(x)V (x).
Thus, with 〈·, ·〉J defined on mJ as done in Section 4 and on S as done in
Equation 4.3, we have
〈ψ, κ(V )φ〉AC(x) = i|h(x)|
2〈U(x), V (x)〉J
= i|h(x)|2(g0(U(x), V (x)) + ig0(JU(x), V (x))).
But because κ(V ) is a skew-adjoint operator on S(G/K,χ), we have
〈ψ, κ(V )φ〉−AC = 〈κ(V )φ, ψ〉AC = −〈φ, κ(V )ψ〉AC .
Thus the real and imaginary parts of the function V 7→ 〈ψ, κ(V )φ〉AC are both
in E , and so that the function V 7→ |h|2g0(U, V ) is in E . Note that |h|
2 ∈ A.
Now let {hj} be a standard module frame for the line-bundle for χ, so that∑
|hj |
2 = 1. Since each function V 7→ |hj |
2g0(U, V ) is in E , by summing them
over j we see that the function V 7→ g0(U, V ) is in E , as desired. 
Now in terms of the U for ψ and ϕ the expression (6.2) becomes:
= −
∑
j
δWj (〈U,Wj〉AC) + 〈U,
∑
j
∇WjWj〉AC) =
∑
j
〈∇WjU,Wj〉AC .
Thus from Lemma 6.3 we see that D∇ is formally self-adjoint if and only if∫
G/K
∑
j
〈∇WjU,Wj〉AC = 0
for all U ∈ TC(G/K). By expressing the real and imaginary parts of the inner
product in terms of g0, and expressing U in terms of its real and imaginary
parts, we see that we have obtained:
Lemma 6.4. With notation as above, the Dirac operator D∇ is formally self-
adjoint if and only if ∫
G/K
∑
j
g0(∇WjU,Wj) = 0
for all U ∈ T (G/K) and one (hence every) standard module frame, {Wj}, for
T (G/K) and g0.
Thus we have reduced the matter to a condition concerning ∇ on T (G/K),
so J is no longer involved, we no longer need to consider the Clifford algebra
and spinors, and we can work over R from this point on. From the definition
of the torsion, T∇, of ∇ we have
g0(∇WjU,Wj) = g0(∇UWj − T∇(U,Wj)− [U,Wj ],Wj)
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for each j. Notice now that
∑
j g0(Wj ,Wj) is independent of the choice of
standard module frame, by the A-bilinearity of g0 and by Proposition 2.9. For
any given x ∈ G we have∑
j
(g0(Wj ,Wj))(x) =
∑
j
g0(Wj(x),Wj(x)),
and {Wj(x)} forms a frame for m with g0. By Proposition 2.9 the expression
on the right is independent of the choice of frame for m, and so we can use an
orthonormal basis for m and g0. From this we see that∑
j
g0(Wj ,Wj) ≡ dim(m).
Consequently, by the compatibility of ∇ with g0, for any U ∈ T (G/K) we have
0 = δU (
∑
j
g0(Wj ,Wj)) =
∑
j
g0(∇UWj ,Wj) + g0(Wj ,∇UWj)
= 2
∑
j
g0(∇UWj ,Wj).
Thus ∑
j
g0(∇UWj ,Wj) = 0.
(We remark that this fact depends on the pointwise argument used just above,
and that the analogous argument can fail for modules over a noncommutative
A that contains proper isometries.) We see thus that∑
j
g0(∇WjU,Wj) = −
∑
j
g0(T∇(U,Wj),Wj)−
∑
j
g0([U,Wj ],Wj).
Let ∇t be the Levi-Civita connection for g0. We can apply the above equa-
tion to ∇t and use the fact that ∇t is torsion-free to get an expression for the
last term above. In this way we find that∑
j
g0(∇WjU,Wj) = −
∑
j
g0(T∇(U,Wj),Wj) +
∑
g0(∇
t
WjU,Wj).
Because ∇t is the Levi-Civita connection for g0, the sum
∑
j g0(∇
t
Wj
U,Wj) is
exactly div(U) as defined in Definition 2.7. From the divergence theorem that
was proved in Theorem 2.10 we have∫
G/K
∑
j
g0(∇
t
WjU,Wj) = 0
for all U ∈ T (G/K). Thus we see that D∇ is formally self-adjoint exactly if∫
G/K
∑
j
g0(T∇(U,Wj),Wj) = 0
Mu¨nster Journal of Mathematics Vol. 2 (2009), 265–298
292 Marc A. Rieffel
for all U ∈ T (G/K). But the integrand is clearly A-linear in U , so if we replace
U by Uf for any f ∈ A the f comes outside the inner product and the sum.
Since f is arbitrary, this means that the integral is always 0 exactly if∑
j
g0(T∇(U,Wj),Wj) = 0
for all U ∈ T (G/K). But the left-hand side is exactly our definition of
trace(TU∇ ). 
Note that the criterion in the theorem is independent of the choice of J (as
long as J commutes with ∇).
Corollary 6.5. Let µ⋄ ∈ g
′ and let G/K correspond to the coadjoint orbit
of µ⋄. Let g⋄ be the Riemannian metric on G/K corresponding to the Ka¨hler
structure from µ⋄, and let ∇
⋄ be its Levi-Civita connection. Let D⋄ be the Dirac
operator for ∇⋄ constructed as in the previous section (since ∇⋄ commutes with
J⋄), for any character of K. Then D
⋄ is formally self-adjoint.
Proof. Since the torsion of ∇⋄ is 0 by definition, application of Theorem 6.1
immediately shows that D⋄ is formally self-adjoint. 
For any almost-Hermitian (G/K, g0, J) there is always at least one con-
nection that satisfies the hypotheses of Theorem 6.1, namely the canonical
connection ∇c. Even though it may not be torsion-free, we have:
Corollary 6.6. Let (G/K, g0, J) be almost Hermitian, and let ∇
c be the canon-
ical connection on T (G/K) . Let D∇
c
be the Dirac operator constructed as
in the previous section for g0 using J (since ∇
c is compatible with g0 and
commutes with J), for any character of K. Then D∇
c
is formally self-adjoint.
Proof. From Section 6 of [37] (where the canonical connection is denoted by
∇0) we find that
(T∇c(V,W ))(x) = −P [V (x),W (x)].
Thus to apply the criterion of Theorem 6.1 we need to show that
(6.6) trace(TU∇c)(x) =
∑
j
g0(P [U(x),Wj(x)],Wj(x)) = 0
for each U ∈ T (G/K) and x ∈ G. Now {Wj(x)} is a frame for m with respect
to g0 for each x, and by Proposition 2.9 for a given x we can replace {Wj(x)}
by an orthonormal basis for m with respect to g0. We see in this way that for
a given x, if we set Y = U(x), then expression (6.6) is simply trace(P ◦ adY )
where P ◦ adY is viewed as an operator on m. But the trace of an operator
is independent of any choice of inner product on the vector space. Thus we
can instead use a basis, {Xj}, for m that is orthonormal for Kil. Since P is
self-adjoint for Kil on g, the expression (6.6) (for the given x) is just∑
Kil([Y,Xj ], Xj).
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But adY is skew-adjoint for Kil on g, and so each term in the sum is 0. Thus
the criterion of Theorem 6.1 is fulfilled. 
Suppose now that (G/K, g0, J) is almost Hermitian and that ∇ is a G-
invariant connection on T (G/K) that is compatible with g0 and commutes
with J . As done earlier, set L = ∇ − ∇c. Then a simple calculation shows
that
T∇(V,W ) = T∇c(V,W ) + LVW − LWV,
for V,W ∈ T (G/K), and so for any U ∈ T (G/K) we have
trace(TU∇ ) = trace(T
U
∇c) +
∑
j
g0(LUWj − LWjU,Wj).
But in the proof of corollary 6.6 we verified Equation 6.6, which says that
trace(TU∇c) = 0. Furthermore, LU is skew-symmetric, so g0(LUWj ,Wj) = 0
for each j. It follows that
trace(TU∇ ) = −
∑
j
g0(LWjU,Wj) =
∑
j
g0(U,LWjWj).
Since we need this to be 0 for all U , we obtain:
Corollary 6.7. Let (G/K, g0, J) be almost Hermitian, and let ∇ be a G-
invariant connection on T (G/K) that is compatible with g0 and commutes
with J . Let D∇ be the Dirac operator for g0 and J , for a character χ of K.
Let L = ∇−∇c. Then D∇ is formally self-adjoint if and only if∑
j
LWjWj = 0
for one, hence every, standard module frame for T (G/K) and g0.
The next results are motivated by the corollary in [23].
Lemma 6.8. For L as above,
∑
j LWjWj is a constant function on G, whose
value is in the subspace of m consisting of elements that are invariant under
the Ad-action of K on m.
Proof. Because ∇ and ∇c are G-invariant, so is L, where this means that
λx(LWV ) = LλxW (λxV ), as seen in Section 5 of [37]. Consequently for any
x ∈ G
(
∑
j
LWjWj)(x
−1) = (
∑
LλxWj (λxWj))(e),
where e is the identity element of G. But {λxWj} is again a standard module
frame, and the expression is independent of the choice of standard module
frame by Proposition 2.9, so the first statement is verified. For any x ∈ G and
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s ∈ K we have
Ads((
∑
LWj )(x)) = Ads(
∑
LWj (x)(Wj(x))
=
∑
(Ads ◦LWj (x) ◦Ad
−1
s )(Ads(Wj(x)))
=
∑
LAds(Wj(x))(Ads(Wj(x)),
where we have used Proposition 3.1 of [37]. But again the independence of the
choice of frame shows the invariance under the Ad-action of K. 
Corollary 6.9. Let G/K be the coadjoint orbit for µ⋄ ∈ g′, and let ∇ be any G-
invariant connection on T (G/K) that is compatible with g⋄ and commutes with
J⋄. Then for any character χ of K the Dirac operator D
∇ on S(G/K, g⋄, χ)
is formally self-adjoint.
Proof. Because K contains a maximal torus, the only element of m that is
invariant for the Ad-action of K is 0. 
We remark that when G/K can be identified with a coadjoint orbit, there
are usually many different coadjoint orbits to which it can be identified, and
thus many different complex structures J (and Riemannian metrics) that can
be used when applying the above corollary.
From Lemma 6.8 we see that the criterion of Corollary 6.7 will be satisfied
if and only if (
∑
j LWjWj)(e) = 0. Let {Yp} be a g0-orthonormal basis for m.
Then {S1/2Yp} will be a Kil-orthonormal basis for m, which we can extend
to a Kil-orthonormal basis {Xj} for g. Then {Xˆj} is a standard module Kil-
biframe for T (G/K), and so, as seen just before Theorem 2.10, {(Xˆj, S
−1Xˆj)}
is a standard module g0-frame for T (G/K). By Proposition 2.9 the criterion
is equivalent to 0 =
∑
j LXˆj (e)(S
−1Xˆj(e)) Now as seen before Theorem 2.10,
Xˆ(x) = −P Ad−1x (X) for any X ∈ g, so that Xˆ(e) = −PX . Consequently
S−1Xˆp(e) = −S
−1/2Yp for each p. In this way we obtain the following corollary,
which is very similar to the criterion that Ikeda obtained for the spin case in
the main theorem of [23]:
Corollary 6.10. Let (G/K, g0, J) be almost Hermitian, and let ∇ be a G-
invariant connection on T (G/K) that is compatible with g0 and commutes with
J . Let D∇ be the Dirac operator for g0 and J on S(G/K,χ) for a character
χ of K. Let L = ∇−∇c. Then D∇ is formally self-adjoint if and only if for
one (and so for any) g0-orthonormal basis {Yp} for m we have∑
p
LXˆp(e)(S
−1/2Yp) = 0
where Xp = S
1/2Yp for each p.
For the essential self-adjointness of Dirac operators see, for example, Sec-
tion 9.4 of [19] and Section 4.1 of [16].
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I thank John Lott and Mattai Varghese for independently bringing to my
attention the paper [7]. In this paper connections which have nonzero torsion
are considered, and in Definition 1.9 certain modified Dirac operators are de-
fined, and in Theorem 1.10 these modified Dirac operators are shown to be
self-adjoint. We can in the same way define self-adjoint modified Dirac opera-
tors. Within the setting of Theorem 6.1 let ∇ = ∇c +L as before. Then from
the definition of Dirac operators in terms of standard module frames given
after Definition 5.7 we see that
D∇ψ = D∇
c
ψ +
∑
j
κ(Wj)LWjψ.
Let M be the operator defined by Mψ =
∑
j κ(Wj)LWjψ. It is clearly a
bounded operator on L2(G/K,S). Then on S(G/K,χ) we have (D∇)∗ =
(D∇
c
)∗ +M∗. But we saw in Corollary 6.6 that D∇
c
is formally self-adjoint.
From this we see that D∇− (D∇)∗ =M −M∗. Consequently, if we define the
modified Dirac operator by D˜∇ = D∇ − (1/2)(M −M∗), then it is easily seen
that D˜∇ is formally self-adjoint.
I also thank John Lott for bringing to my attention the paper [18]. It
assumes only that K is a connected subgroup of G, and deals only with metrics
on G/K that are “normal”, that is come from G-invariant metrics on g. The
connections that are considered, which can have nonzero torsion, are quite
similar to those used in [3]. In the first two sections G/K is assumed to be
spin, and the Dirac operators are self-adjoint, for reasons that appear to be
closely related to Corollary 6.6. In the next sections of [18] G/K is not assumed
to be spin, but this is dealt with by tensoring the spinor representation of Cℓ(m)
by suitable unitary representations of K. This appears to be related to the
“spinK” structures of [5], but I have not explored this technique.
It would be interesting to know how all of the results of our paper relate
to Connes’ action principle for finding the Dirac operator from among all of
the spectral triples that give a specified Riemannian metric [13]. (See also
Theorem 11.2 and Section 11.4 of [19].) Of course, on the face of it Connes’
theorem is for spin manifolds while many homogeneous spaces are not spin.
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