Weight modules and Generalized Verma Modules
Let g denote a simple Lie algebra over C and U(g) denote its universal enveloping algebra. Let h be a fixed Cartan subalgebra and denote by R the corresponding set of roots. For α ∈ R we denote by H α ∈ h the corresponding co-root and by g α the rootspace for the root α. We will denote by ∆ a set of simple roots. We write R + for the corresponding set of positive roots. For a subset θ ⊂ ∆, we denote by θ the set of all roots which are linear combination of elements of θ and set θ ± = θ ∩ R ± . We consider the following subalgebras of g :
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The subalgebra p θ = l θ ⊕ n + θ is called the standard parabolic subalgebra associated to θ and l θ is the standard Levi subalgebra. The later is a reductive algebra. Its semisimple part is denoted l ′ θ . If θ = ∅, then l ∅ = h and we simply write n + instead of n + ∅ . We denote by M od(g) the category of all g-modules. We will investigate some full subcategories of M od(g) for which we will describe the simple modules. A module M is a weight module if it is finitely generated, and h-diagonalizable in the sense that
with weight spaces M λ of finite dimension. We will denote by M(g, h) the full subcategory of M od(g) consisting of all weight modules. This category has been studied by several authors (e.g. [7] , [8] ). This category also appears as a particular case of generalised Harisch-Chandra modules (see [14] for a definition).
The Bernstein-Gelfand-Gelfand category O is the full subcategory of M(g, h) whose objects are n + -finite (a module M is n + -finite if for all m ∈ M the set U(n + )m is a finite dimensional vector space). The cateory O was introduced by Bernstein, Gelfand and Gelfand (see [2] ). There they desbribe the simple modules and the structure of the category itself, namely they study the projective modules in O and give a certain correspondence for multiplicities (the so called BGG-correspondence). For a review of these results we refer the reader to [10] . In order to discuss the simple modules in M(g, h) we need to recall some well known facts about generalised Verma modules.
A l θ -module can be made into a p θ -module by letting n + θ act trivially. For such a module N we define the generalised Verma module
Let us recall the following classical facts about GVMs:
We refer to [7, proposition 3.8 ] for a proof. We refer to [13] for a more detailed discussion of GVM's.
To give the classification of simple weight modules, we need one more ingredient: the so-called cuspidal modules.
Cuspidal modules
Let M be a weight module. A root α ∈ R is said to be locally nilpotent (with respect to M ) if X α ∈ g α acts by a locally nilpotent operator on the whole module M . It is said to be cuspidal if X α acts injectively on the whole module M . We denote by R N (M ) the set of locally nilpotent roots and by R I (M ) the set of cuspidal roots. We shall simply denote R N and R I when the module M is clear from the context. It is known that for a simple weight module The classification of simple cuspidal modules was then completed in two steps. In the first step Britten and Lemire classified all simple cuspidal modules of degree 1 (see [5] ) where deg(M ) = sup λ∈h * {dim(M λ )}.
Britten and Lemire, and later Benkart, Britten and Lemire, have classified all simple modules of degree 1 when g is of type A or C (see [1] ). These modules will play a key role in our theorem 3.2 below.
Later Mathieu gave the full classification of simple cuspidal modules of finite degree greater than 1 by introducing the notion of a coherent family (see [12] ).
The category O S,θ
Now we define a family of full subcategories of M(g, h). Fix a set of simple roots ∆. Fix two subsets S and θ of ∆ such that θ ⊂ S. The category O S,θ is the full subcategory of M(g, h) whose objects are the modules satisfying the following conditions : (O1) As a l θ -module, M is a direct sum of simple highest weight modules.
Notice than in the case S = θ = ∅, we recover the definition of the category O. Other generalisations of category O can be recovered for particular choices of (θ, S) (see [15] , [13] ). We sometimes write O S,θ (g) to emphasize the Lie algebra. Now we list some easy properties of O S,θ which are generalisations of analogous properties of O. Being artinian and noetherian, every module M in O S,θ admits a finite Jordan-Hölder series whose quotients are of the form L(S, N ) (see [11] ). This allows us to define the multipicity of L(S, N ) in any Jordan-Hölder series of M . From proposition 3.1(iv), the description of the simple modules in O S,θ (g) first requires to consider the case where S = ∆.
In the sequel we assume S = ∆. We shall only consider a simple Lie algebra g and restrict ourselves to the case θ = ∅ and θ = ∆. We label the simple roots as in [3] . First, from theorem 2.1, every simple module in O ∆,θ is of the form L(∆ − θ, C) for some simple cuspidal l ∆−θ -module C. Such a module is defined by a simple cuspidal l ′ ∆−θ -module C ′ and a scalar action of the center z of l ∆−θ . We have to find those C for which L(∆ − θ, C) satisfies condition (O1) of the definition of the category O ∆,θ . Theorem 3.2 Assume (g, ∆ − θ) is not one of the following: From now on, we assume that g is of type A or C and that θ is neither empty nor equal to ∆. When g = A n we also assume that ∆ − θ is different from {e 1 } and {e n }. When the category O ∆,θ is non empty, we want to describe its structure. First we note the following fact: if F is a finite dimensional g-module of dimension greater than 1 and M ∈ O ∆,θ is simple, then F ⊗ M does not belong to the category O ∆,θ in general. The proof of this fact requires some results of Britten and Lemire [6, section 3] . Therefore the category O ∆,θ has a structure very different from the case of the category O. In fact, we prove the following Remark that the result holds trivially when θ = ∆ (this is in fact a part of the definition of the category). Note that when θ = ∅ and g is of type C, Britten, Khomenko, Lemire, Mazorchuk have proved the semisimplicity of O ∆,θ in [4] . The result does not hold when θ = ∅ and g is of type A. In [9] , Grantcharov and Serganova have described the indecomposable modules in this case. The proof of theorem 3.3 uses the example 3.3 of [9] .
Detailed proofs will be published elsewhere.
