We propose a new word embedding model, inspired by GloVe, which is formulated as a feasible least squares optimization problem. In contrast to existing models, we explicitly represent the uncertainty about the exact definition of each word vector. To this end, we estimate the error that results from using noisy co-occurrence counts in the formulation of the model, and we model the imprecision that results from including uninformative context words. Our experimental results demonstrate that this model compares favourably with existing word embedding models.
Introduction
Several vector space models for word meaning have already been proposed (Lund and Burgess, 1996; Landauer and Dumais, 1997; Turney and Pantel, 2010; Mikolov et al., 2013; Pennington et al., 2014) . While there are considerable differences in how these vector space models are learned, most approaches represent words as vectors. However, a few authors have proposed models that represent words as regions or densities in a vector space (Erk, 2009; Vilnis and McCallum, 2015) , motivated by the view that region or density based representations are better suited to model the diversity of word meaning, and can thus capture e.g. hyponymy in a natural way. In this paper, we also use densities in a low-dimensional vector space to represent word meaning. In contrast to previous work, however, we use densities for modelling our lack of knowledge about the precise meaning of a word. This allows us to use a more cautious representation for rare words, and leads to better confidence estimates in downstream tasks. Note that this use of densities is indeed fundamentally different from its use in previous work. For example, increasing the corpus size in our case will lead to more precise estimates (i.e. distributions with lower variance) while the models from (Erk, 2009; Vilnis and McCallum, 2015) may arrive at distributions with higher variance, reflecting the broader set of context windows that may be found.
Our approach is based on the GloVe model for word embedding (Pennington et al., 2014) . In particular, we also associate two vectors with each word i: the vector w i , which intuitively represents the meaning of word i, and the vectorw j , which intuitively represents how the occurrence of i in the context of another word j affects the meaning of that word. Moreover, we also use a least squares formulation to constrain these vectors such that w i ·w j reflects the co-occurrence statistics of words i and j. In contrast to GloVe, however, we explicitly model two factors that contribute to the residual error of this model: (i) the fact that corpus statistics for rare terms are not reliable and (ii) the fact that not all words are equally informative. This has two key advantages. First, it allows us to formulate the underlying optimization problem as a feasible generalized least squares problem. As we show in our experiments, this leads to word embeddings (as vectors) that substantially outperform those obtained from the GloVe model, and other baselines, in standard word similarity and analogy tasks. Second, it allows us to explicitly represent our uncertainty about the precise definitions of the word vectors. Rather than using w i for modelling the meaning of word i, we then consider a density which is defined by the residual error model. Specifically, the residual error model allows us to naturally associate a univariate density with each context vectorw j , given a target word i. A natural geometric interpretation can be obtained by fixing the context vectors. The density associated with a given context word can then be viewed as a soft constraint on the possible values of the vector w i , as illustrated in Figure 1 . The variance of this density depends on the size of the corpus (larger corpora lead to more precise estimates) and on the informativeness of the context word, where densities associated with uninformative context words should have a high variance, reflecting the fact that they should not have a strong impact on the word embedding.
The remainder of this paper is structured as follows. In the next section, we give an overview of related work. Subsequently, in Section 3 we introduce our probabilistic model for word embedding and discuss its relationship with the GloVe model. Finally, we present our experimental results and conclusions.
Related work
Word embedding models construct vector space models of word meaning by relying on the distributional hypothesis, which states that similar words tend to appear in similar linguistic contexts (Harris, 1954) . One class of methods relies on constructing a term-document (Landauer and Dumais, 1997) or, more commonly, a term-term (Lund and Burgess, 1996) co-occurrence matrix. Intuitively, we can think of the row vectors in these matrices as representing the contexts in which a given word occurs. Given the sparse and high-dimensional nature of these vectors, most approaches use some form of dimensionality reduction based on matrix factorization, such as singular value decomposition (SVD). An important factor in the performance of such methods is how co-occurrences are weighted, with Positive Pointwise Mutual Information (PPMI) generally considered to be a suitable choice (Bullinaria and Levy, 2007) .
In the last few years, a number of neural network inspired methods have been proposed that formulate the problem of learning word embeddings as an optimization problem. The well-known skip-gram (SG) method (Mikolov et al., 2013) , for example, aims to construct vectors, such that the log-probability that word c appears in the context of word w is proportional to w · c. The related Continuous Bag of Words (CBOW) model uses a similar idea, but instead focuses on predicting the probability of a given target word, given its context. The GloVe model (Pennington et al., 2014) , which our approach is based on, learns two word vectors w i andw j and a bias b i for each word i, using the following least squares regression formulation:
where x ij is the number of times words w i andw j co-occur,b j is the bias for the context word j, and n is the number of different words in the considered corpus. The function f weights the terms of the model to limit the effect of small co-occurrence counts, as these are deemed to be noisy. It is defined as f (x ij ) = x ij xmax α if x ij < x max and f (x ij ) = 1 otherwise. The purpose of x max is to prevent common words from dominating the objective function too much.
An interesting property of the representations learned by SG, CBOW and GloVe is that they capture similarity as well as analogies and related linear relationships. As a result, both word similarity and word analogy tasks are now commonly used to evaluate the quality of word embeddings. Finally, note that while methods such as SG might seem like a radical departure from matrix factorization based methods, it was shown in (Levy and Goldberg, 2014) that SG implicitly finds a factorization of a shifted-PMI weighted term-term co-occurrence matrix. It has been observed that, compared to the factorization model underlying SG, SVD remains a useful choice for modeling word similarity, but it is less suited for discovering analogies (Levy and Goldberg, 2014) .
The standard word embedding models have recently been improved in various ways. For example, some authors have proposed so-called multi-prototype representations, where the idea is to deal with ambiguity by learning several vectors for each word (Reisinger and Mooney, 2010; Huang et al., 2012; Liu et al., 2015; Neelakantan et al., 2015) , intuitively by clustering the contexts in which the word appears, as a proxy for word senses, and learning one vector for each context. Other authors have shown how word embeddings can be improved by taking into account existing structured knowledge, e.g. from lexical resources such as WordNet or from knowledge graphs such as Freebase (Yu and Dredze, 2014; Xu et al., 2014; Faruqui et al., 2015) .
While most word embedding models represent words as vectors, a few authors have explored the usefulness of region and density based representations. For example, in (Erk, 2009) , two models are proposed to induce regions from context vectors. Among others, it is shown that these regions can be used to encode hyponym relations. In (Vilnis and McCallum, 2015) , a model is proposed which represents words as Gaussian densities, and the usefulness of this model for discovering word entailment is demonstrated. As already mentioned in the introduction, while our model also represents words as densities, our densities model the uncertainty about the true location of a word vector, rather than modelling the diversity of the underlying concept. As a result, for instance, Kullback-Leibler divergence is meaningful for modelling word similarity in the approach from (Vilnis and McCallum, 2015) , but would not be appropriate in our model. To the best of our knowledge, the model presented in this paper is the first that explicitly models the uncertainty associated with the word vectors. Note that while several probabilistic models have been proposed for word embedding (Maas and Ng, 2010; Li et al., 2015) , these works model the probability that a document has been generated, rather than the probability that a given vector is the correct representation of a given word.
Our model
Similar to the GloVe model, we propose to learn word embeddings by solving the following weighted least squares problem:
where n is the number of words in the vocabulary, J i ⊆ {1, ..., n}, andb j and s ij are constants. In particular, the GloVe model can be recovered by choosing
and s ij = log x ij − b i . However, as we explain below, these choices are sub-optimal. First, in Section 3.1 we propose to use a Dirichlet-Multinomial language modeling approach and choose s ij as the expectation of log P (j|i) in this model. Section 3.2 then explains how suitable estimates for σ 2 ij can be obtained. The importance of these estimates is twofold: they should improve the quality of the word vectors that we obtain by solving (1) and they will enable us to precisely model our uncertainty about the exact location of each word vector. This latter point is discussed in more detail in Section 3.3, which explains how we can evaluate the likelihood that a vector is the correct representation of a given word.
Dealing with imperfect corpus statistics
Let us write s glove ij = log x ij − b i . The idea behind the derivation of the GloVe model in (Pennington et al., 2014) is that s glove ij is an estimation of log P (j|i), with P (j|i) the probability of seeing word j in the context of word i. Rather than fixing b i = log l x il , in line with this view, it is assumed that log l x il is absorbed in the bias term b i . One of the main advantages of this choice is that it makes the model symmetric w.r.t. the role of the target vectors w i and context vectorsw j ; e.g. in some experiments it was observed that using the average of w i andw j can lead to a small increase in performance.
In our model, s ij will be chosen as an estimation of log P (j|i). This will enable a more elegant modeling of the residual errors, and offer a more principled way of dealing with sparse frequency counts. It also leads to a clearer geometric interpretation. In particular, let us write p ij for the orthogonal projection of w i on the line L j = {p | p = λ ·w j , λ ∈ R} (see Figure 1) , then w i ·w j = w j · p ij . This allows us to write the residual error as e ij = w j · p ij − s ij +b j . We can think of p ij as the coordinate of word i in a one-dimensional word embedding, which is constrained by the model to correspond to a linear function of s ij . The relation between this one-dimensional embedding and the full embedding is determined by w j andb j , which only depend on the context word j. Another way to look at this geometric interpretation is that each context word j acts as a soft constraint on the possible choices of w i , which is illustrated by the shaded area in Figure 1 . Clearly
only gives us a reliable estimate of P (j|i) if the number of occurrences of i is sufficiently large. This problem is well known and can be alleviated by various smoothing techniques (Zhai and Lafferty, 2004) . In this paper, we will adopt Bayesian smoothing. In addition to smoothing the frequency counts, this will give us a way to estimate variance. In particular, we assume that for each target word i there is a multinomial distribution from which all words that appear in the context of i are drawn. A standard approach is to assume that the parameters of that multinomial distribution are drawn from a Dirichlet distribution. Specifically, let x ij be the number of times word j appears in the context of word i in the considered corpus, as before, and let x i = l x il . Note that x i is the total number of tokens that occur in the context of i. The probability that among these there are y 1 occurrences of word 1, y 2 occurrences of word 2, etc. is given by
where y = (y 1 , ...., y n ), α = (α 1 + x i1 , ..., α n + x in ) and B is the Beta function. In the experiments, we will use the overall corpus statistics to set the parameters of the Dirichlet prior, i.e. we will choose
, where n i is the total number of occurrences of word i in the corpus and λ > 0 is a parameter that will be chosen based on tuning data.
Using this Dirichlet-Multinomial model, we can set s ij as the expectation of log
, where the random variable Y ij represents the number of occurrences of word j in the context of word i. We estimate this expectation using a Taylor expansion:
with α * j = α j + x ij . This choice of s ij has two advantages over s glove ij . First, by smoothing the raw frequency counts, we obtain more reliable estimates for rare terms. Second, context words j for which x ij = 0 are completely ignored in the GloVe model. From the point of view of the proposed geometric interpretation, this means that valuable information is ignored. In particular, if we want p ij to reflect how strongly context word j is related to word i, we should require that it is small when x ij = 0. On the other hand, evaluating (1) for every pair (i, j) is not feasible as it would make the complexity of the model quadratic. Therefore, we let J i contain all indices j for which x ij > 0, as well as a random sample of indices for which x ij = 0. In our experiments, we choose the sample size such that the number of indices for which x ij > 0 is equal to the number of indices for which x ij = 0. 
Estimating the variance of residual errors
The choice of f (x ij ) as the weight for the term corresponding to target word i and context word j reflects the implicit assumption that
is a reasonable estimate of the variance σ 2 ij of the residual error e glove ij = w i ·w j + b i +b j − log x ij . As we will see, this assumption is rather questionable. A standard technique for selecting the weights in weighted least squares problems, called feasible generalized least squares, consists in estimating the variance of the residual errors in an initial solution (e.g. obtained using standard least squares). This allows us to reformulate the objective function by deriving appropriate weights from the estimated variances σ 2 ij . Solving the resulting optimization problem in turn allows us to obtain better estimates of the variances. This process is repeated for a fixed number of times, or until the estimated variances converge.
In our model, we will follow this strategy to estimate the variances σ 2 ij from the observed residual errors e ij . This requires us to make assumptions about which factors affect these variances, as we can clearly not estimate σ 2 ij from e ij alone. We will assume that e ij is the sum of two independent errors, viz. ] is high for these words). Similarly, there are lowfrequency words which are found to be uninformative, such as 'ga', 'scoula' and 'niggle' while other low-frequency words were found to be highly informative, such as 'compactness' and 'nasdaq'. Table 1 shows a number of additional examples of words with high/low frequency and high/low variance.
Evaluating likelihood
Explicitly modelling the residual error allows us to associate a density with each word. For example, the density shown in Figure 1 intuitively captures the evidence about the embedding of the word i that is provided by the context word j. In this section, we will assume that each target word is associated with a random vector. Note that the residual error e ij then is a random variable. We will evaluate the likelihood that e ij takes a given value by evaluating the likelihood that e count ij takes a given value s and that e info ij takes the value r − s. Let S ij ⊆ R be the set of possible values that e count ij can take, i.e.:
With each target word i and context word j we can associate the density f ij defined for r ≥ 0 as:
Here f ij (r) is the likelihood that the residual error e ij takes the value r, while f info ij (s) is the likelihood that e info ij takes the value s. The variance σ info ij of f info ij is given by (2). If we furthermore assume that e info ij is normally distributed, we obtain:
If we treat each context word as an independent source of evidence, we obtain the following density g i , modelling our knowledge about the possible choices of a word vector for word i ( w i ∈ R s ):
Note that we assume that the context vectorsw j are given.
Evaluation
In this section we compare our method with existing word embedding models on a range of standard benchmark tasks.
Methodology
Corpora (6,030,992,452 tokens) . Note that the first three text collections have also been used in (Pennington et al., 2014) . We adopted a straightforward text preprocessing strategy. In particular, following (Pennington et al., 2014) , we have removed punctuations, lower-cased the tokens, removed HTML/XML tags, and conducted sentence segmentation. For the ClueWeb collection, we used the preprocessing implementation of the reVerb tool 6 , which was specifically designed to process ClueWeb, and only considered terms which occur at least 100 times in the collection, to offset the larger size of this collection. This led to a vocabulary size of 283,701 words. For the other collections, we used our own code, which is available along with the rest of our implementation 7 , and used the NLTK library 8 for sentence segmentation. As these collections are smaller than the ClueWeb collection, we considered all words that appear at least 10 times. The resulting vocabulary sizes are 1,252,101 words for Wikipedia, 469,052 words for the Gigaword corpus, 1,524,043 words for Wikipedia+Gigaword and 541,236 words for UMBC. When counting word co-occurrence statistics, we do not cross sentence boundaries. Similar to GloVe, words in the context windows in our model were weighted using the harmonic function. For the baseline models, we used the context word weighting scheme from their original implementations.
Baseline methods and variants
We consider the following state-of-the-art word embedding baselines: the Skip-Gram (SG) and Continuous-Bag-of-Words (CBOW) models from (Mikolov et al., 2013) , GloVe (Pennington et al., 2014) , and the Gaussian word embedding model (Gauss) from (Vilnis and McCallum, 2015) . In all cases, we have used existing implementations of these models 91011 . Furthermore, we have considered several variants of our model to better understand what components are responsible for the improvements over GloVe. In the standard version, we estimate the similarity between words w i and w j by evaluating the likelihood g i (w j ), as defined in (4). In variant DG-ZC we instead use cosine similarity, as in the GloVe model. In variant DG-C we also use the cosine similarity and in addition set J i as in the GloVe model (i.e. we disregard pairs (i, j) for which x ij = 0). Variant DG-UfL differs from the standard model by not considering the error term e info j . Evaluation tasks We have evaluated the models on traditional word analogy and word similarity tasks (Levy et al., 2015) . In particular, we have used an existing Google Word analogy dataset which we obtained from the GloVe project 12 . In addition, we have used the Microsoft Word analogy dataset 13 as well as twelve existing word similarity datasets 14 . The aim of these evaluation tasks has been explained in detail in (Levy et al., 2015) . A new evaluation task for word embedding has recently been proposed in (Camacho-Collados and Navigli, 2016) , which we have also considered, using the evaluation script provided by the authors 15 . The aim of this task is to find the outlier in a given set of words. We refer to (Camacho-Collados and Navigli, 2016) for a detailed explanation of the task and the considered evaluation metrics.
Parameter tuning We select the parameters for each of the methods using a 25% validation set and report results on the remaining 75% of each evaluation set. The parameters were tuned separately for each of the evaluation tasks. For CBOW and SG, we chose the number of negative samples from a pool of {1, 5, 10, 15}. For GloVe, we selected the x max value from {10, 50, 100} and α from {0.1, 0.25, 0.5, 0.75, 1}. For the Gaussian word embedding approach, we used the spherical Gaussian with KLdivergence model. For our model, we selected the Dirichlet prior constant λ from {0.0001, 0.001, 0.01, 0.1, 1000, 2000, 5000, 8000}. For all models, the number of dimensions was chosen from {100, 300}, the size of the context windows was chosen from {2, 5, 10}, and the number of iterations was fixed as 50. In our model, we re-estimate the variances σ 2 ij every five iterations. 
Results
We present our main results in Table 2 Table 2 show that our model performs substantially better for the semantic instances of the Google analogy datasets (Gsem), while it is outperformed by SG (and in some cases CBOW) for the syntactic instances (Gsyn) and for the Microsoft dataset (MSR), which contains only syntactic instances. Our model also outperforms the baselines for the outlier detection task. For the similarity test instances, the performance is mixed. What is noticeable is that our model performs comparatively better for large corpora (e.g. ClueWeb) and worse for smaller corpora (e.g. Gigaword).
In Table 4 we present a more detailed analysis of the similarity test sets for which our model performs worse than SG. In particular, the table shows the results of a modified test set that only considers the 30% most frequent terms and a modified test set that only considers the 30% least frequent terms. These results clearly show that our model outperforms SG for high-frequency terms and that it is outperformed by SG for low-frequency terms. Dirichlet-Multinomial model are indeed known to struggle with lowfrequency terms (Sridhar, 2015) , which can e.g. be addressed by the use of asymmetric Dirichlet priors (Wallach et al., 2009) . Note that this observation also explains why our model performs comparatively better for larger corpora and why it performs worse for syntactic analogy instances (given that such instances tend to contain low-frequency terms). While this can be seen as a limitation of our model, the fact that our model treats low-frequency terms in a cautious way may actually be advantageous in downstream applications.
An advantage of our approach is that the likelihood based formulation naturally allows us to estimate the confidence that a given prediction is correct. In Figure 4 .2 we show the accuracy for the k analogy instances of the Google dataset about which our model was most confident, for varying values of k. Similarly, the figure also shows the accuracy of the predictions made by SG, ranked in terms of cosine similarity. As can be seen, our model is better able to identify those instances that it can answer correctly (e.g. the accuracy of the top 5000 instances remains close to 1).
Conclusions
We have proposed a new word embedding model in which each word is represented as a density, obtained by associating with each word i and each context word j a univariate density. These univariate densities are in turn obtained by explicitly modelling the residual error of the considered least squares optimization function. Our experiments reveal that the model consistently outperforms the GloVe model, on which it is based. The proposed model also outperforms skip-gram, and other baselines, for high-frequency terms. For low-frequency terms, our model takes a rather cautious approach, which means that it is often outperformed by skip-gram in standard evaluation settings.
