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EXPONENTIAL DECAY ESTIMATES FOR FUNDAMENTAL
SOLUTIONS OF SCHRO¨DINGER-TYPE OPERATORS
SVITLANA MAYBORODA AND BRUNO POGGI
Abstract. In the present paper we establish sharp exponential decay estimates for
operator and integral kernels of the (not necessarily self-adjoint) operators L = −(∇−
ia)TA(∇− ia)+V . The latter class includes, in particular, the magnetic Schro¨dinger
operator − (∇− ia)2+V and the generalized electric Schro¨dinger operator −divA∇+
V . Our exponential decay bounds rest on a generalization of the Fefferman-Phong
uncertainty principle to the present context and are governed by the Agmon distance
associated to the corresponding maximal function. In the presence of a scale-invariant
Harnack inequality, for instance, for the generalized electric Schro¨dinger operator
with real coefficients, we establish both lower and upper estimates for fundamental
solutions, thus demonstrating sharpness of our results. The only previously known
estimates of this type pertain to the classical Schro¨dinger operator −∆+ V [29] .
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1. Introduction
The exponential decay of solutions to the Schro¨dinger operator in the presence of
a positive potential is an important property underpinning foundation of quantum
physics. However, establishing a precise rate of decay for complicated potentials is
a challenging open problem to this date. For instance, the Landis conjecture from
around 1965 claimed that bounded solutions of −∆u+ V u = 0, with a bounded poten-
tial V , should decay no faster than e−C|x|
1+
. In the context of complex potentials, this
conjecture was disproved by Meshkov [26], and later on the sharp lower bound on decay
rate, e−C|x|
4/3 log |x|, was proved by notoriously difficult Carleman-type arguments in [7].
The latter, however, does not distinguish between real and complex potentials, and it
is not known to this date if Landis conjecture is true for real-valued u and V . Notably,
none of these results are carefully adapted to the local properties of the potential which
drives the decay.
In the present paper we tackle the problem of optimal decay rate from a different
angle. We use a generalized version of the Fefferman-Phong uncertainty principle to
show that the fundamental solution of a generalized Schro¨dinger operator with a non-
negative potential enjoys the same bounds from above and below. For instance, if A is
an elliptic matrix with real, bounded coefficients, and V ∈ RHn
2
, then
(1.1)
c1e
−ε1d(x,y,V )
|x− y|n−2
≤ ΓE(x, y) ≤
c2e
−ε2d(x,y,V )
|x− y|n−2
,
where ΓE is an integral kernel of the generalized electric Schro¨dinger operator, that is,
the fundamental solution to LE = −divA∇ + V , x, y ∈ R
n, interpreted in a suitable
weak sense, and d is a certain distance function depending on V . In fact, we establish
the upper estimates for a considerably more general class of operators, which can be
formally written as L = −(∇ − ia)TA(∇ − ia) + V including, in particular, magnetic
Schro¨dinger. Let us discuss this in some details and properly define all the notions used
in this statement.
The first results expressing upper estimates on the solutions in terms of a certain
distance associated to the potential V go back to Agmon [1]. He has introduced a
distance function which now bears his name and which we will discuss below, and
showed that the solution decays exponentially in the region where V ≥ 0. Agmon’s
estimates, however, are clearly non-sharp for most non-trivial potentials, for a simple
reason that solutions carry some amount of regularity and low values of V in small
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regions should not drastically affect their decay properties. This vague statement is very
hard to quantify (and there are other interfering mechanisms at play which we will not
discuss in this paper). In many situations, however, the behavior of solutions, notably of
the eigenfunctions, is rather precisely governed by the uncertainty principle. The latter
has a few manifestations. In particular, the most recent one in [3] yielded astonishingly
accurate estimates on eigenfunctions even for the prototype of the Anderson model
based on disordered potentials. Here, however, we will use a much earlier result due
to Fefferman and Phong which has been later extended, e.g., to the context of the
magnetic Schro¨dinger operator - one of our main objects of study in the present paper.
This extension unfortunately currently seems beyond the reach of the methods in [3].
Let A = (Aij)
n
i,j=1 be an n×n matrix with complex bounded measurable coefficients
satisfying the uniform ellipticity conditions
(1.2) λ|ξ|2 ≤ ℜe 〈A(x)ξ, ξ〉 ≡ ℜe
n∑
i,j=1
Aij(x)ξj ξ¯i and ‖A‖L∞(Rn) ≤ Λ,
for some λ > 0, Λ <∞ and for all ξ ∈ Cn, x ∈ Rn. Let a = (a1, . . . , an) be a vector of
real-valued L2loc(R
n) functions and assume that V ∈ L1loc(R
n) is scalar, real valued, and
positive almost everywhere on Rn. Following the tradition and physical significance, we
will refer to a as the magnetic potential and to V as the electric potential. We consider
the operator formally given by
(1.3) L = −(∇− ia)TA(∇− ia) + V,
where the superscript T stands for the transpose of the corresponding vector. Let us
further denote
Da = ∇− ia,
and the magnetic field by B, so that
(1.4) B = curl a = (bjk)1≤j,k≤n
where
(1.5) bjk(x) =
∂aj
∂xk
−
∂ak
∂xj
.
Due to the gauge invariance property, one expects B rather than a to be the primary
relevant parameter. As mentioned in the abstract, the most important particular cases
that will be highlighted throughout the paper are the magnetic Schro¨dinger operator
− (∇− ia)2 + V and the generalized electric Schro¨dinger operator −divA∇ + V . We
remark that our operators are not necessarily self-adjoint, in particular, the matrix A
is not required to be symmetric (or even real-valued in the first part of the paper).
Our goal is to treat as general a situation as possible taking no regularity assumptions
on A or on V . The Fefferman-Phong Uncertainty Principle requires a mild control on
oscillations of V and B, manifested, for instance, in terms of a membership to suitable
4 S. MAYBORODA AND B. POGGI
weight spaces. We say that w ∈ Lploc(R
n), with w > 0 a.e., belongs to the Reverse
Ho¨lder class RHp = RHp(R
n) if there exists a constant C so that for any ball B ⊂ Rn,
(1.6)
( 
B
wp
)1/p
≤ C
 
B
w,
and the reader will witness below that we typically assume that V + |B| ∈ RHn/2.
Obviously, such potentials are not necessarily smooth and not necessarily bounded. We
will review below some key historical points but let us briefly mention here that a lot of
attention has been devoted to certain polynomial potentials - in particular, because they
serve as a toy model in related problems in semiclassical analysis. Any non-negative
polynomial belongs to RHn/2 class, with the constant depending on the degree and the
dimension. In fact, for any polynomial P and α > 0 we have |P |α ∈ RHp for any p > 1,
with the constant depending only on α, n, and the degree of P , and |x|α ∈ RHn/2 for
any α > −2.
For a function w ∈ RHp, p ≥
n
2 , define the maximal function m(x,w) by
(1.7)
1
m(x,w)
:= sup
r>0
{
r :
1
rn−2
ˆ
B(x,r)
w ≤ 1
}
,
and the distance function
(1.8) d(x, y, w) = inf
γ
1ˆ
0
m(γ(t), w)|γ′(t)| dt,
where γ : [0, 1] → Rn is absolutely continuous and γ(0) = x, γ(1) = y. Finally, for any
U ⊂ Rn, we let d(x,U,w) := inf
y∈U
d(x, y, w). The function m comes from the Uncertainty
Principle, which is generalized in the present paper to serve the operators (1.3). Its
explicit formula (1.7) was introduced in [31]. Since it is one of the main points under-
pinning many of our results, let us say a few more words. The function m measures the
sum of the contributions of the kinetic energy ℜeADafDaf and potential energy V |f |
2,
reaching optimum when f is a bump. In this vein, we find the definition (1.7) more
telling than any of the particular representations, but let us mention nonetheless that
in the aforementioned case V = |P |α, α > 0, we have m(·, V ) ≈
∑
|β|≤k |∂
βP |
α
α|β|+2 ,
where k is the degree of P [30]. In the context of polynomial-like potentials, by
methods crucially relying on smoothness, the Uncertainty Principle has been proved
in [35, 17, 18, 27]. However, the real breakthrough in this direction came when Feffer-
man and Phong treated the non-smooth potentials [12]. This approach has been further
formalized in [31] to address V ∈ RHn/2 and in [30], [5], to treat magnetic potentials.
With this notation in mind, we list our main results.
For any operator L given by (1.3) and for any f ∈ L2(Rn) with compact support,
there exist constants d˜, ε, C > 0 such that
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(1.9)
ˆ{
x∈Rn|d(x,supp f,V+|B|)≥d˜
}m (·, V + |B|)2 |L−1f |2e2εd(·,supp f,V+|B|)
≤ C
ˆ
Rn
|f |2
1
m(x, V + |B|)2
,
provided that A is an elliptic matrix with complex bounded measurable coefficients,
and either a = 0 and V ∈ RHn/2, or, more generally, a ∈ L
2
loc(R
n), V > 0 a.e. on Rn,
and
(1.10)


V + |B| ∈ RHn/2,
0 ≤ V ≤ cm(·, V + |B|)2,
|∇B| ≤ c′m(·, V + |B|)3.
An analogous estimate holds for the resolvent operator (I + t2L)−1, t > 0:ˆ
{
x∈Rn|d(x,supp f,V+|B|+ 1
t2
)≥d˜
} m
(
·, V + |B|+
1
t2
)2 ∣∣(I + t2L)−1f ∣∣2 e2εd(·,supp f,V+|B|+ 1t2 )
≤ C
ˆ
Rn
|f |2m
(
·, V + |B|+
1
t2
)2
.(1.11)
In other words, L−1f decays as e−εd(·,supp f,V+|B|) away from the support of f and
the resolvent decays as e−εd(·,supp f,V+|B|+
1
t2
). The strongest previously known result for
the resolvent (almost) in this generality is due to Germinet and Klein [14]. Their work
is restricted to self-adjoint operators, but otherwise, modulo some technical differences,
they treat considerably more general elliptic systems than we do, including the Maxwell
equation, and they go much farther towards the Combes-Thomas estimates. However,
the exponential decay that they postulate is a much weaker estimate with 1t2 in place
of our V + |B| + 1
t2
. They do not treat the operator L−1. Actually, an estimate
with 1
t2
in place of our V + |B| + 1
t2
has also appeared in many sources before but
under stronger assumptions on the operator, and we do not attempt to review the
corresponding literature.
Due to a possible lack of local boundedness of solutions to (1.3), the L2 estimates
in (1.9) are of the nature of the best possible. However, for operators whose solutions
satisfy Moser and/or Harnack inequality stronger pointwise bounds can be obtained.
For instance, if a ∈ L2loc(R
n), and assumptions (1.10) are satisfied, then
(1.12) |ΓM (x, y)| ≤
Ce−εd(x,y,V+|B|)
|x− y|n−2
for a.e. x, y ∈ Rn,
where ΓM is an integral kernel of the magnetic Schro¨dinger operator LM = − (∇− ia)
2+
V , that is, the solution to LMΓ(x, y) = δy(x), x, y ∈ R
n, interpreted in a suitable
weak sense. More generally, this bound is valid for any operator (1.3) with an elliptic
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matrix A of complex bounded measurable coefficients and (1.10), assuming, in addition,
local boundedness of solutions and a classical estimate on the fundamental solution by
|x− y|2−n – see Theorem 6.7.
Finally, if fundamental solutions are bounded from above and below by a multiple
of |x − y|2−n, e.g., if A is a real, bounded, elliptic matrix, V ∈ RHn
2
, and a = 0, then
we establish both upper and lower estimates (1.1) – see Corollaries 6.16 and 7.36. This
covers the case of the generalized electric Schro¨dinger operator.
Before passing to the proof of these results, let us make a few more points about
the existing literature. Needless to say, (1.1) underlines sharpness of the emerging
estimates. The only context in which (1.1) have been proved before is that of the clas-
sical Schro¨dinger operator −∆ + V [29], and we, of course, build on the ideas from
[29]. As we mentioned in the beginning, to the best of our knowledge, no sharp re-
sults on the exponential decay of the kernels to the magnetic Schro¨dinger operator or
generalized Schro¨dinger operator existed in the literature. In fact, even the existence
of the fundamental solution to the magnetic Schro¨dinger operator for a ∈ L2loc(R
n)
and V ∈ L1loc(R
n), subject to the usual bound by a multiple of |x − y|2−n (Theo-
rem 5.35), seemed to be out of reach, as previous treatises normally imposed some-
what ad hoc conditions of smoothness for the magnetic field a ∈ C2 or at least
a ∈ L4loc(R
n),div a ∈ L2loc(R
n), and V ∈ L∞loc(R
n) [23, 5]. As we will see in Section
2, both situations are considerably simpler than ours but not completely natural, for
a ∈ L2loc(R
n) and V ∈ L1loc(R
n) are the minimal restrictions allowing one to make sense
of the bilinear form associated to LM in the weak sense.
Furthermore, certain polynomial upper estimates on the fundamental solutions in
terms of m have been established in a variety of contexts, in particular, in [31] for
−∆+ V , and in [32] for the magnetic Schro¨dinger operator, under assumptions similar
to ours. Polynomial decay is sufficient for establishing key properties of the associated
Riesz transforms and similar operators - the main goal of the majority of these papers,
but is obviously not sharp. An attempt to get exponential decay has been made at [21].
In this paper the author treated the heat kernel estimates for −divA∇+V (A real and
symmetric) and − (∇− ia)2+V and integrating them obtained for these two operators
|Γ(x, y)| ≤
Ce−ε(1+m(x,V+|B|)|x−y|)
2
2k0+3
|x− y|n−2
for a.e. x, y ∈ Rn,
for some k0 > 0, which is, once again, not sharp, as can be seen from (1.1) and (1.12).
Finally, without an attempt of a comprehensive review of the theory, we mention that
resolvent estimates are routinely used in many aspects of semiclassical analysis, which
roughly speaking, concentrates on the behavior of solutions to −~2∆+V and analogous
operators as ~ → 0, but these bounds are typically independent of local features of V
and B. The major achievement of the present paper is similar estimates from above
and below which is only possible by a careful account of the impact of the electric and
magnetic potentials.
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The outline of the paper is as follows. In Section 2, we present a theory of a generalized
magnetic Schro¨dinger operator L from (1.3), we define the resolvent, the heat semigroup,
the inverse of L, and other notions. In Section 3, we provide auxiliary estimates on the
maximal function m and distance d; most of the material in this section is well-known.
In Section 4, we establish exponential decay in L2 for the resolvent of the operator L
and for L−1, including (1.9) and (1.11). In Section 5, we provide a construction of
the fundamental solution to the magnetic Schro¨dinger operator with a ∈ L2loc(R
n) and
V ∈ L1loc(R
n), V > 0 a.e., together with the basic bound by C|x−y|2−n. In Section 6, we
establish exponential upper pointwise bounds on the fundamental solution, including,
in particular, (1.12) and the upper bound in (1.1). In Section 7, we give exponential
lower bounds for the fundamental solution, including, in particular, the lower bound in
(1.1).
2. The theory of the generalized magnetic Schro¨dinger operator
2.1. Preliminaries. We always assume n ≥ 3. Let L be the operator formally given
by (1.3), where a ∈ L2loc(R
n) is a real-valued vector function, A is an elliptic matrix
with complex, bounded measurable coefficients, V ∈ L1loc(R
n) is scalar, complex. We
will write ℜe V = V + − V − where V ± ≥ 0. The negative part, V −, must satisfy
(2.1)
ˆ
Rn
V −|u|2 ≤ c1
ˆ
Rn
ℜeADauDau + c2‖u‖
2
L2(Rn), for each u ∈ C
∞
c (R
n),
where c1 ∈ [0, 1) and c2 ∈ [0,∞).
Let H := L2(Rn). Corresponding to the operator L given in (1.3), we consider for
u, v ∈ C∞c (R
n) the form
(2.2) l(u, v) :=
ˆ
Rn
ADauDav + V uv.
and then define the domain of l as the completion of C∞c (R
n) with respect to the norm
(2.3) ‖u‖l :=
√
ℜe l(u, u) + (1 + c2)‖u‖
2
H ,
which will henceforth be known as D(l). This can be done because by adding 0 ≤
c1
´
Rn
[ℜe V + V −]|u|2 to (2.1), we see that
(2.4)
ˆ
Rn
V −|u|2 ≤
c1
1− c1
ℜe l(u, u) +
c2
1− c1
‖u‖2H , for each u ∈ D(l),
and so ℜe l(u, u) + c2‖u‖
2
H ≥ 0. It immediately follows that
‖u‖l = 0 =⇒ u = 0 a.e. on R
n,
and (D(l), ‖ · ‖l) is a normed space. From (2.4) we can see that
(2.5)
ˆ
Rn
V −|u|2 ≤
1
1− c1
‖u‖2l , for each u ∈ D(l).
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Moreover, using (2.1) and the fact that ℜe V = V + − V −, it is easy to conclude that
(2.6)
ˆ
Rn
V +|u|2 ≤ ‖u‖2l , for each u ∈ D(l).
We will also need to consider the following condition on the imaginary part of V :
(2.7)ˆ
Rn
|Im V | |u||v| ≤ c3
√
ℜe l(u, u) + c4‖u‖2H
√
ℜe l(v, v) + c4‖v‖2H , for each u, v ∈ D(l),
where c3 > 0 and c4 is either 0 or 1. Of course, the condition (2.7) with c4 = 0 implies
the one with c4 = 1, but we’ll see that for the non-homogeneous setting, the case
c4 = 1 is enough for us. As a start, we recall the diamagnetic inequality, which can be
formulated as
Lemma 2.8. Suppose that a is a measurable function on Rn and let u be a measur-
able function on Rn such that Dau is a measurable function on R
n. Then ∇|u| is a
measurable function on Rn, and
(2.9)
∣∣∣∇|u|(x)∣∣∣ ≤ ∣∣∣Dau(x)∣∣∣,
for almost every x ∈ Rn.
Let 2∗ := 2nn−2 . By the Sobolev Embedding, we have that
‖u‖L2∗ (Rn) ≤ C‖∇u‖L2(Rn).
Observe that the map ‖∇ ·‖L2(Rn) is a norm on C
∞
c (R
n). Define Y 1,2 as the completion
of C∞c (R
n) under this norm. The diamagnetic inequality implies
Corollary 2.10. Suppose that a ∈ L2loc(R
n) and u ∈ C∞c (R
n). Then
‖u‖L2∗ (Rn) ≤ C‖Dau‖L2(Rn).
In particular, D(l) →֒ L2
∗
(Rn).
The diamagnetic inequality is especially useful for the aforementioned embedding. At
the moment, we turn to the theory of the form l: the proof of the following proposition
is standard:
Proposition 2.11. Let a ∈ L2loc(R
n), let A be an elliptic matrix with complex, bounded
measurable coefficients, and let V ∈ L1loc(R
n) satisfying (2.1) and (2.7) with c4 either
0 or 1. Then the form l is densely defined, bounded below, continuous, and closed. If
c2 ≡ 0 in (2.1), then l is accretive.
Unless stated otherwise, take all the assumptions of the previous proposition, with
c2 ≡ 0 in (2.1). Using Definition 1.21 of [28] (with A 7→ L, a 7→ l in the notation of
[28]), we can define an unbounded operator L : D(L)→ H where D(L) is given as
D(L) =
{
u ∈ D(l) s.t. ∃v ∈ H : l(u, φ) = (v, φ)H ∀φ ∈ D(l)
}
, Lu := v.
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The operator L is called the operator associated with the form l. Then Proposition 1.22
in [28] applies and we conclude that L is densely defined, for every ε > 0 the operator
L+ ε is invertible from D(L) into H, and its inverse (L+ ε)−1 is a bounded operator
on H. In addition,
‖ε(L+ ε)−1f‖H ≤ ‖f‖H , for each ε > 0, f ∈ H.
We will denote by l∗ the adjoint form of l, and by L∗ the operator associated to l∗ (see
Proposition 1.24 in [28]). We also note (Lemma 1.25 in [28]) that D(L) is a core of l; that
is, D(L) is dense in D(l) under the norm ‖ · ‖l. Moreover, since by the aforementioned
results, the resolvent set ρ(−L) is not empty, then by Proposition 1.35 in [28], we see
that −L is a closed operator.
We now see that L is an accretive operator (see Definition 1.46 in [28]) since l is an
accretive form. Since (L+ ε) is invertible, then in particular it has dense range. So, by
Theorem 1.49 in [28], it follows that L is m-accretive, and that −L is the generator of
a strongly continuous contraction semigroup on H.
2.2. The homogeneous operator. So far we have seen that the expression (L+ε)−1f
makes sense for ε > 0, but our previous construction cannot work for the homogeneous
case: the operator L as defined above is not necessarily invertible as a map from D(L)
to H = L2(Rn). It is imperative therefore to construct a homogeneous theory. The
following argument is inspired by that of Section 3 of [2].
Let us use the notation Va,V := D(l), where we will omit the subscript if the mag-
netic and electric potentials are clear from context. Observe that by the diamagnetic
inequality we have that (ℜe
´
ADauDau)
1
2 is a norm on C∞c (R
n). If c2 ≡ 0, we define
the space V˙ as the completion of C∞c (R
n) under the norm
‖u‖V˙ :=
√
ℜe
( ˆ
Rn
ADauDau+ V |u|2
)
.
Indeed, if u ∈ V˙ with ‖u‖V˙ = 0, then by (2.1), the diamagnetic inequality and the
Sobolev embedding we obtain
‖u‖
L
2n
n−2 (Rn)
. ‖Dau‖L2(Rn) . ‖u‖V˙ = 0,
whence we must have u = 0 a.e. on Rn. Thus we have V˙ →֒ L2
∗
(Rn). For instance, if
a ≡ 0, V ≡ 0, then V˙ = Y 1,2. The form l˙ is given by the same formula as l in (2.2) for
u, v ∈ V˙ , and l˙ is a coercive, bounded form on V˙. Now also suppose that c4 ≡ 0. The
estimates
‖Dau‖
2
L2(Rn) ≤ C(λ, c1)‖u‖
2
V˙
,ˆ
Rn
|V ||u|2 ≤ C(c1, c3)‖u‖
2
V˙
,
‖u‖V˙ ≤ Λ‖Dau‖L2(Rn) + ‖|V |
1
2u‖L2(Rn)
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hold for u ∈ V˙. Actually, if we further assume that V is real-valued, then the map
〈u, v〉
l˙I
:=
ˆ
Rn
DauDav + V uv, for each u, v ∈ V˙,
is an inner product on V˙, and the induced norm is equivalent to ‖ · ‖l. Hence V˙ can be
seen as a Hilbert space when V is real-valued.
Define the operator L˙ : V˙ → V˙ ′ in the following way: for u ∈ V˙, L˙u is the functional
f ∈ V˙ ′ given by
f(v) = l˙(u, v), for each v ∈ V˙.
Clearly, L˙ is a linear operator, which is bounded on V˙ (this is proven similarly to the
continuity of l). By the Lax-Milgram Theorem, it is also invertible, so that L˙−1 : V˙ ′ → V˙
exists and is unique. This means that for all f ∈ V˙ ′, there exists a unique u ∈ V˙ such
that ˆ
Rn
ADauDav + V uv = (f, v), for each v ∈ V˙,
where (f, v) is the duality pairing of V˙ ′ with V˙ .
The following proposition says that the space of compactly supported L2(Rn) func-
tions can be seen as a subspace of V˙ ′. The proof is omitted.
Proposition 2.12. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, V ∈ L1loc(R
n) satisfies (2.7) and (2.1) with c2 ≡ c4 ≡ 0.
Suppose f ∈ L2(Rn) is compactly supported. Then f ∈ V˙ ′, and
(2.13) ‖f‖V˙ ′ ≤ C| supp f |
1
n ‖f‖L2(Rn),
(2.14) ‖L˙−1f‖V˙ ≤ C| supp f |
1
n ‖f‖L2(Rn),
where C is a constant depending only on λ, c1, and n.
We now prove
Lemma 2.15. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex, bounded,
measurable coefficients, V ∈ L1loc(R
n) satisfies (2.7) and (2.1) with c2 ≡ c4 ≡ 0. Suppose
f ∈ V˙ ′ ∩ L2(Rn). For ε > 0, let uε = (L + ε)
−1f ∈ D(l). Then {uε} is a bounded
sequence in V˙ which converges strongly in V˙ to L˙−1f . In particular, {uε} converges to
L˙−1f strongly in the topology of L2loc(R
n), and a subsequence converges pointwise a.e.
on Rn.
Proof. By definition of the sequence {uε}, we have
(2.16)
ˆ
Rn
ADauεDav + (V + ε)uεv =
ˆ
Rn
f v, for each v ∈ V = D(l),
and in particular, since uε ∈ V, we can writeˆ
Rn
ADauεDauε + (V + ε)|uε|
2 =
ˆ
Rn
f uε,
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and from this we obtain (since the right-hand side can be re-written as the duality
pairing (f, uε))
‖uε‖
2
V˙
= ℜe
ˆ
Rn
ADauεDauε + V |uε|
2 ≤ ‖f‖V˙ ′‖uε‖V˙ ,
yielding the boundedness of the sequence {uε} in V˙, with
(2.17) ‖uε‖V˙ ≤ ‖f‖V˙ ′ .
Hence, the sequence has a weak limit, say, u ∈ V˙. Since by the diamagnetic inequality
(2.9) we have∣∣∣ ˆ
Rn
εuεφ
∣∣∣ ≤ Cφε‖uε‖L2∗ (Rn) ≤ Cφε‖∇|uε|‖L2(Rn)
≤ Cφε‖Dauε‖L2(Rn) ≤ Cφε‖uε‖V˙ ≤ Cφ,fε, for each φ ∈ C
∞
c (R
n),
then by taking limit as ε→ 0 on (2.16), we get thatˆ
Rn
ADauDaφ+ V uφ =
ˆ
Rn
f φ, for each φ ∈ C∞c (R
n),
and hence for all φ ∈ V˙, as u ∈ V˙. In other words, u = L˙−1f ∈ V˙. By the uniqueness
of L˙−1f , it follows the whole sequence {uε} converges weakly to L˙
−1f . Now,
ℜe (f, u) = ‖u‖2
V˙
≤ lim inf
ε→0
‖uε‖
2
V˙
≤ lim sup
ε→0
‖uε‖
2
V˙
≤ lim sup
ε→0
[
‖uε‖
2
V˙
+
ˆ
Rn
ε|uε|
2
]
= lim sup
ε→0
ℜe (f, uε) = ℜe (f, u),(2.18)
which implies ‖uε‖V˙ → ‖u‖V˙ . This, together with the weak convergence, gives the
strong convergence in V˙. 
2.3. Local solutions to the magnetic Schro¨dinger operator and their proper-
ties. It will also be of interest to define local solutions for the operator L given in (1.3);
under certain conditions, such local solutions will enjoy a Caccioppoli-type estimate and
a Moser estimate (but we don’t prove the latter result until Section 5). First, if Ω ⊂ Rn,
we define
Va,V (Ω) =
{
u measurable s.t. Dau ∈ L
2(Ω) and |V |
1
2u ∈ L2(Ω)
}
,
and also
Va,V,loc(Ω) =
{
u measurable s.t. Dau ∈ L
2
loc(Ω) and |V |
1
2u ∈ L2loc(Ω)
}
,
with Va,V,0(Ω), the completion of C
∞
c (Ω) under the topology associated to Va,V (Ω). We
omit the subscripts when possibility of confusion is slim. We remark that, in particular,
the space of functions with compact support which lie in V(Ω) is a subset of V0(Ω),
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and if (2.1), (2.7) are satisfied by V with c2 ≡ c4 ≡ 0, then the elements of V˙ lie in
V(Ω) for any Ω ⊂ Rn. Furthermore, elements of Vloc(Ω) are locally square integrable.
Indeed, since Dau ∈ L
2
loc(Ω), then by the diamagnetic inequality (2.9), ∇|u| ∈ L
2
loc(Ω),
and from this, we conclude u ∈ L2loc(Ω). Now, if f ∈ (V0(Ω))
′, we say that a measurable
function u solves Lu = f on Ω in the weak sense if u ∈ Vloc(Ω) and
(2.19)
ˆ
Ω
ADauDaφ+ V uφ = (f, φ)
for every φ ∈ C∞c (Ω). By a standard limiting argument it is clear that if u solves
Lu = f on Ω in the weak sense, then (2.19) is satisfied for φ ∈ V0(Ω). It’s also clear
that u = L˙−1f also solves Lu = f on Ω in the weak sense. We present a generalized
Caccioppoli inequality, whose proof is standard:
Theorem 2.20. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, V ∈ L1loc(R
n) satisfies (2.1) and (2.7) (with c2 ∈
[0,∞) and c4 either 0 or 1). Suppose f ∈
(
V(BR)
)′
∩ L2loc(BR), and that Lu = f on
B(x0, R) ⊂ R
n in the weak sense. Then
(2.21)
ˆ
B(x0,r)
|Dau|
2 ≤ C
{[ 1
(R− r)2
+ c2
]ˆ
B(x0,R)
|u|2 +
ˆ
B(x0,R)
|f ||u|
}
.
for every r, 0 < r < R, where C is a constant depending only on c1, λ,Λ.
3. The Fefferman-Phong-Shen maximal function and related properties
Let B be the collection of all balls in Rn, and define
‖w‖RHp := sup
B∈B
(ffl
B w
p
)1/p
ffl
B w
.
The following results are well-known in the theory of the Reverse-Ho¨lder classes (see,
for instance, [36]):
Proposition 3.1. If w ∈ RHp for some p ≥ 1, then w ∈ RHr for each r ∈ [1, p].
Proposition 3.2. [13] If w ∈ RHp, for some p ≥ 1, then there exists ε > 0 depending
only on ‖w‖RHp , p, and n, such that w ∈ RHr for every r ∈ [p, p+ε). Moreover, ‖w‖RHr
depends only on ‖w‖RHp , p, and n.
Proposition 3.3. If w ∈ RHp for some p > 1, then there exists a constant C0 depending
only on ‖w‖RHp , p, and n so that for any ball B ⊂ R
n,
(3.4)
ˆ
2B
w ≤ C0
ˆ
B
w,
where 2B denotes the ball with same center as B and twice the radius of B.
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Proof. Fix a point x ∈ Rn and r > 0. Then, for any R > r, we observe that
(3.5)
ˆ
B(x,R)\B(x,r)
w ≤
( ˆ
B(x,R)\B(x,r)
wp
)1/p
|B(x,R)\B(x, r)|1−
1
p
≤
( Rn
|B(0, 1)|Rn
ˆ
B(x,R)
wp
)1/p
|B(0, 1)|(Rn − rn)1−
1
p
≤
( ‖w‖RHp
|B(0, 1)|Rn
ˆ
B(x,R)
wp
)
|B(0, 1)|Rn/p(Rn − rn)
1− 1
p
= ‖w‖RHp
[
1−
rn
Rn
]1− 1
p
ˆ
B(x,R)
wp,
where in the first inequality we used Ho¨lder’s Inequality, and in the third one we used
the fact that w ∈ RHp. Let Rw > 0 satisfy
‖w‖RHp
[
1−
rn
Rnw
]1− 1
p
=
1
2
,
that is,
(3.6)
Rw
r
=
[
1−
(
1
2‖w‖RHp
) p
p−1
]−1/n
=: α,
and we note that α does not depend on x or r, and α > 1. Then, for each R ∈ (r, αr],
due to (3.5) we observe thatˆ
B(x,R)
w =
ˆ
B(x,r)
w +
ˆ
B(x,R)\B(x,r)
w
≤
ˆ
B(x,r)
w +
1
2
ˆ
B(x,R)
w
=⇒
ˆ
B(x,R)
w ≤ 2
ˆ
B(x,r)
w.(3.7)
Estimate (3.7) holds independently of x and r, provided R ∈ (r, αr]. Since α > 1, there
exists M ∈ N such that 2 ≤ αM . For example, we can take
M :=
⌊
ln 2
lnα
⌋
+ 1,
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where ⌊·⌋ is the floor function. Thus, upon applying (3.7) M times, we haveˆ
B(x,2r)
w ≤
ˆ
B(x,αM r)
w ≤ 2M
ˆ
B(x,r)
w ≤ 21+
ln 2
lnα
ˆ
B(x,r)
w,
which gives (3.4) with
C0 := 2
1+ ln 2
lnα .

For a function w ∈ RHp, p ≥
n
2 , recall we define the maximal function m(x,w) by
(1.7), and the distance function d(x, y, w) by (1.8). For each r > 0, let
Φ(r) :=
1
rn−2
ˆ
B(x,r)
w.
Whenever w is understood from context, we will simply write d(x, y) = d(x, y, w). It is
straightforward to prove that d satisfies the triangle inequality.
The following results were proven in [31]; here we expose the results while keeping a
careful account of the constants.
Proposition 3.8. [31] Suppose w ∈ L1loc(R
n). Fix x ∈ Rn, and let rˆ = 1m(x,w) . Suppose
that rˆ ∈ (0,+∞). Then
Φ(rˆ) =
1
rˆn−2
ˆ
B(x,rˆ)
w = 1.
Proof. Suppose otherwise. We note that Φ(r) is continuous on (0,+∞) (because it is
the product of two continuous functions). So if Φ(rˆ) < 1, then there exists δ > 0 such
that Φ(r) < 1 for all r ∈ (rˆ − δ, rˆ + δ). If rˆ < +∞, then this contradicts the definition
of rˆ as the supremum of R := {r > 0 | Φ(r) ≤ 1}. So Φ(rˆ) ≥ 1. But if Φ(rˆ) > 1, then
again there exists δ > 0 such that Φ(r) > 1 for all r ∈ (rˆ − δ, rˆ + δ), so there can be no
sequence {rn} ⊂ R which converges to rˆ. It follows that rˆ cannot be a supremum of
R. Thus Φ(rˆ) = 1. 
Lemma 3.9. [31] Let w ∈ RHp, p ≥
n
2 , and 0 < r < R. Then
Φ(r) ≤ ‖w‖RHp
(R
r
)n
p
−2
Φ(R).
That is,
1
rn−2
ˆ
B(x,r)
w ≤ ‖w‖RHp
(R
r
)n
p
−2 1
Rn−2
ˆ
B(x,R)
w.(3.10)
Proof. We observe that
1
|B(x, r)|
ˆ
B(x,r)
w ≤
( 1
|B(x, r)|
ˆ
B(x,r)
wp
) 1
p
≤
(R
r
)n
p
( 1
|B(x,R)|
ˆ
B(x,R)
wp
) 1
p
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≤ ‖w‖RHp
(R
r
)n
p
( 1
|B(x,R)|
ˆ
B(x,R)
w
)
,
where the first inequality follows from Ho¨lder’s Inequality, and the last one is due to
w ∈ RHp. Multiplying both sides by R
2r2 now gives (3.10). 
Remark 3.11. From Lemma 3.9, it is easy to conclude that, if w ∈ RHp, p ≥
n
2 and
w > 0 a.e. on Rn, then m(·, w) only takes values in (0,+∞).
Observe that by Proposition 3.2, if w ∈ RHn
2
, we may actually assume that w ∈ RHp
for some p > n2 .
Proposition 3.12. [31] Let w ∈ RHp, p >
n
2 . Fix x ∈ R
n and let rˆ = 1m(x,w) . Sup-
pose that r > 0 satisfies Φ(r) ∼ 1. That is, there exists a constant Cˆ ≥ 1 such that
1
Cˆ
≤ Φ(r) ≤ Cˆ. Then r ∼ rˆ, with constant C˜ :=
(
‖w‖RHp Cˆ
) 1
2−np . Furthermore, the
converse is true: if r ∼ rˆ, then Φ(r) ∼ 1.
Proof. First suppose that r < rˆ. Then we can apply Lemma 3.9 to see that
1
Cˆ
≤ Φ(r) ≤ ‖w‖RHp
( rˆ
r
)n
p
−2
Φ(rˆ) = ‖w‖RHp
( rˆ
r
)n
p
−2
since Φ(rˆ) = 1. Now, p > n2 implies
n
p − 2 < 0. As such, we have
rˆ ≤
(
‖w‖RHp Cˆ
) 1
2−np r.
So in this case we are able to write
(3.13)
1
(‖w‖RHp Cˆ)
1
2−np
≤
rˆ
r
≤
(
‖w‖RHp Cˆ
) 1
2−np .
If instead we have r > rˆ, similarly we get
1
(‖w‖RHp Cˆ)
1
2−np
<
r
rˆ
≤
(
‖w‖RHp Cˆ
) 1
2−np
which gives (3.13) in this case too. It follows that (3.13) is true regardless of whether
r < rˆ. This proves the result. 
Lemma 3.14. Let w ∈ RHp, p >
n
2 . Then, for any constant C > 0 and any x, y ∈ R
n
we have(
‖w‖RHpC
1+log2(C+1)
0
)− 1
2−np ≤
m(x,w)
m(y,w)
≤
(
‖w‖RHpC
1+log2(C+1)
0
) 1
2−np
if |x− y| ≤
C
m(x,w)
,
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where C0 is the constant from (3.4), which depends on ‖w‖RHp , p, and n only. Therefore,
(3.15) m(x,w) ∼ m(y,w) if |x− y| ≤
C
m(x,w)
.
Proof. Let r := 1m(x,w) . Suppose that |x − y| ≤ Cr. Then B(y, r) ⊂ B(x, (C + 1)r).
Therefore,
1
rn−2
ˆ
B(y,r)
w ≤
1
rn−2
ˆ
B(x,(C+1)r)
w ≤ C
1+log2(C+1)
0
1
rn−2
ˆ
B(x,r)
w = C
1+log2(C+1)
0 .
Similarly, we have
1 =
1
rn−2
ˆ
B(x,r)
w ≤ C
1+log2(C+1)
0
1
rn−2
ˆ
B(y,r)
w,
so that
1
C
1+log2(C+1)
0
≤
1
rn−2
ˆ
B(y,r)
w ≤ C
1+log2(C+1)
0 ,
which by Proposition 3.12 implies that
1(
‖w‖RHpC
1+log2(C+1)
0
) 1
2−np
≤ rm(y,w) ≤
(
‖w‖RHpC
1+log2(C+1)
0
) 1
2−np .
This means r ∼ 1m(y,w) , or equivalently, m(x,w) ∼ m(y,w). 
Remark 3.16. From Lemma 3.14 it follows that if Ω ⊂ Rn is a bounded set, then there
exists a constant C, depending on Ω, such that
(3.17)
1
C
≤ m(x,w) ≤ C.
The following results are proved in [31].
Lemma 3.18. [31] Let w ∈ RHp, p ≥
n
2 . Then there exist constants C, c, k0 > 0,
depending only on p, ‖w‖p, n, such that for any x, y ∈ R
n,
(3.19) m(x,w) ≤ Cm(y,w)[1 + |x− y|m(y,w)]k0 ,
and
(3.20) m(x,w) ≥
cm(y,w)[
1 + |x− y|m(y,w)
] k0
k0+1
.
Proposition 3.21. [31] Let n ≥ 3, w ∈ RHp, p >
n
2 . Then there is a constant C,
which is a numerical multiple of C0 from (3.4), such that for every x ∈ R
n and every
R > 0,
(3.22)
ˆ
B(x,R)
w(z) dz
|z − x|n−2
≤ C
1
Rn−2
ˆ
B(x,R)
w(z) dz.
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Proof. If p = n2 , then by Proposition 3.2, w ∈ RHp+ε for some ε > 0. Therefore, we
can assume p > n2 without loss of generality. Let q be the Ho¨lder conjugate of p. Since
p > n2 , then q <
n
n−2 . By Ho¨lder’s Inequality we observe
ˆ
B(x,R)
w(z) dz
|z − x|n−2
≤
(ˆ
B(x,R)
wp
) 1
p
(ˆ
B(x,R)
dz
|z − x|q(n−2)
) 1
q
≤
(ˆ
B(x,R)
dz
|z − x|q(n−2)
) 1
q
C0|B(x,R)|
1
p
−1
ˆ
B(x,R)
w.
But the integral on the right-hand side can be estimated in spherical coordinates:ˆ
B(x,R)
dz
|z − x|q(n−2)
≤ C(n)
ˆ R
0
1
rq(n−2)
rn−1 dr = C(n)
1
n− q(n− 2)
rn−q(n−2)
∣∣∣R
0
≤ C(n)
1
n− q(n− 2)
Rn−q(n−2).
It follows thatˆ
B(x,R)
w(z) dz
|z − x|n−2
≤
(
C(n)
1
n− q(n− 2)
) 1
q
R
n
qR−(n−2)C0(C(n))
− 1
qR
−n
q
ˆ
B(x,R)
w,
which gives (3.22), with constant C =
(
n− q(n− 2)
)− 1
q
C0. 
We also note the following useful observation:
Proposition 3.23. Let w ∈ RHp, p >
n
2 . Let x, y ∈ R
n. Then for any constant C > 0
there exists a constant C depending on C, ‖w‖RHp , p, and n only such that
(3.24) d(x, y, w) ≤ C if |x− y| ≤
C
m(x,w)
.
Proof. Let γ be the straight line that connects x to y. Then
|x− γ(t)| ≤ |x− y| ≤
C
m(x,w)
, for each t ∈ [0, 1],
per the hypothesis. By (3.15), we see that m(γ(t), w) ∼ m(x,w) for each t ∈ [0, 1], so
that there exists a constant C1 > 0 satisfying m(γ(t), w) ≤ C1m(x,w) for all t ∈ [0, 1].
By definition of d, we have
d(x, y, w) ≤
ˆ 1
0
m(γ(t), w)|γ′(t)| dt ≤ C1
ˆ 1
0
m(x,w)|γ′(t)| dt = C1m(x,w)|x−y| ≤ C1C
Finally, take C := C1C. 
The following proposition will be useful in proving the lower bound exponential decay
estimate of Section 7.
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Proposition 3.25. [29] Let w ∈ RHp, p >
n
2 . Then there exists a constant C > 0,
depending on ‖w‖RHp and n only, which satisfies
(3.26) x /∈ B
(
y,
2
m(y,w)
)
whenever |x− y| ≥
C
m(x,w)
.
Proof. Suppose otherwise, so that for each j ∈ N, there are points xj , yj ∈ R
n which
satisfy
|xj − yj | ≥
j
m(xj , w)
but xj ∈ B
(
yj,
2
m(yj, w)
)
whence we have
(3.27)
j
m(xj, w)
≤ |xj − yj| ≤
2
m(yj, w)
, for each j ∈ N.
Now, the fact that xj ∈ B
(
yj,
2
m(yj ,w)
)
for each j ∈ N implies by Lemma 3.14 that
there is a constant C, independent of j, such that
m(xj , w) ≤ Cm(yj, w), for each j ∈ N.
Using this result on (3.27) gives
m(yj, w)j ≤ 2m(xj , w) ≤ 2Cm(yj, w), for each j ∈ N
=⇒ j ≤ 2C, for each j ∈ N
which is a contradiction. This establishes the result. 
Next, we present an estimate often known as a Fefferman-Phong inequality for the
magnetic Schro¨dinger operator. We cite the statement from [5]; the proof of the state-
ment is an easy generalization of the proof first written in [30]:
Theorem 3.28. Suppose that a ∈ L2loc(R
n)n, and moreover assume (1.10). Then, for
all u ∈ C1c (R
n),
(3.29)
ˆ
Rn
m2(x, V + |B|)|u|2 dx ≤ C
ˆ
Rn
(|Dau|
2 + V |u|2) dx,
where C depends on the constants c, c′ from (1.10) and on ‖V + |B|‖RHn
2
.
At this juncture we observe that the Fefferman Phong Inequality of Theorem 3.28 is
preserved in the class of functions V˙a,V :
Corollary 3.30. Suppose that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, and assume (1.10). Then, for all u ∈ V˙a,V ,
(3.31)
ˆ
Rn
m2(x, V + |B|)|u|2 dx ≤ C
ˆ
Rn
(ℜeADauDau+ V |u|
2) dx,
where C depends on the constants c, c′ from (1.10) and on λ, ‖V + |B|‖RHn
2
. Note that
V is a real (rather than complex) valued function, which is, in addition, non-negative.
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4. L2 Exponential decay
For notational simplicity, for t > 0 we will write
Lt := L+
1
t2
, Vt := V +
1
t2
, Rt := (1 + t
2L)−1 =
1
t2
L−1t ,
and identify the case t =∞ with L∞ := L, V∞ = V . Per the discussion in Section 2, the
family of operators {Rt} is uniformly bounded from L
2(Rn) into L2(Rn). We assume
that V is real-valued, V ≥ 0, and emphasize that for U an open bounded set in Rn, in
the definition of the spaces Va,V,loc(U) we always take the weight to be V , even when
studying the operators Lt. This can be done, because if
(
V + 1
t2
) 1
2 u ∈ L2loc(U), then
it necessarily follows that V
1
2u ∈ L2loc(U). On the other hand, if V
1
2u ∈ L2loc(U) and
Dau ∈ L
2
loc(U), then by the diamagnetic inequality it follows that u ∈ L
2
loc(U), which
implies 1
t2
u ∈ L2loc(U), and so
(
V + 1
t2
) 1
2 u ∈ L2loc(U). For a bounded set U ⊂ R
n and
c > 1, we define
cU :=
{
x ∈ Rn | ∃y ∈ U s.t. |x− y| <
c− 1
2
diamU
}
,
that is, cU is a c−12 diam U− neighborhood of U . Since for each t > 0, Vt+ |B| ≥ V + |B|
pointwise a.e. on Rn, then by the definition of the Fefferman-Phong-Shen maximal
function, it is easy to see that
(4.1) m(x, V + |B|) ≤ m(x, Vt + |B|), for each x ∈ R
n,
and hence also
(4.2) d(x, y, V + |B|) ≤ d(x, y, Vt + |B|), for each x, y ∈ R
n.
Furthermore, if for some p ∈ [1,∞) we have V + |B| ∈ RHp and V + |B| 6= 0 a.e. on
R
n, then for any t > 0, Vt + |B| ∈ RHp with its RHp−norm controlled by that of the
former function.
Proposition 4.3. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, and V ∈ L1loc(R
n) is real-valued with V ≥ 0 a.e. on
R
n. If a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (1.10). Suppose U ⊂ Rn
is a bounded open set. Let t ∈ (0,∞] and let u ∈ Vloc(R
n\U) be a solution to Ltu = 0
in the weak sense on Rn\U . Suppose φ ∈ C∞c (R
n) is such that φ ≡ 0 on 2U . Let
g = gt ∈ C
∞(Rn) be a non-negative function satisfying |∇g(x)| ≤ C2m(x, Vt + |B|) for
every x ∈ Rn (C2 independent of t). Then
(4.4)
ˆ
Rn
m(x, Vt + |B|)
2|uφ|2e2εg dx ≤ C
ˆ
Rn
|u|2|∇φ|2e2εg dx,
for any ε ∈ (0, ε0), where ε0 and C depend only on λ,Λ, C2, n, ‖V + |B|‖RHn
2
, and the
constants from (1.10), but not on t.
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Proof. Let f = φeεg and ψ = ψε = uf . Let us prove that ψ ∈ V0(R
n\U) ∩ V˙. Since
u ∈ Vloc(R
n\U), then Dau ∈ L
2
loc(R
n\U) and V
1
2u ∈ L2loc(R
n\U). Since f ∈ C∞c (R
n),
we have that V
1
2uf ∈ L2loc(R
n\U). Owing to Corollary 2.10, we see that u ∈ L2loc(R
n\U).
Now, for any η ∈ C∞c (R
n\U),ˆ
Rn
(fuxi + ufxi)η dx = −
ˆ
Rn
u(fη)xi dx+
ˆ
Rn
ufxiη dx = −
ˆ
Rn
ufηxi dx,
which proves that uf is weakly differentiable with gradient f∇u+ u∇f . Since
Daψ = Da(uf) = fDau+ u∇f,
it follows that Daψ ∈ L
2
loc(R
n\U). Hence ψ ∈ Vloc(R
n\U). The fact that ψ has compact
support within Rn\U now implies that ψ ∈ V0(R
n\U). Since f is compactly supported
in Rn\U , we have that V |ψ|2 = V |u|2f2 ∈ L1(Rn). Similarly, Daψ ∈ L
2(Rn). Hence,
we actually have ψ ∈ V˙.
By a virtually identical argument, it is easy to see that uf2 ∈ V0(R
n\U). We note
that
(4.5)
ˆ
Rn
|Daψ|
2 + Vt|ψ|
2 ≤
1
λ
ˆ
Rn
ℜeADaψDaψ + Vt|ψ|
2
=
1
λ
ˆ
Rn
ℜeA
[
f2DauDau+ fuDau∇f + fu∇fDau+ |u|
2∇f∇f
]
+ Vtuuf2
=
1
λ
ˆ
Rn
ℜeA
[
DauDa(uf2) + fu∇fDau− fuDau∇f + |u|
2∇f∇f
]
+ Vtuuf2.
Since u solves Ltu = 0 on R
n\U in the weak sense and uf2 ∈ V0(R
n\U), (4.5) reduces
to
ˆ
Rn
|Daψ|
2 + Vt|ψ|
2 ≤ C
ˆ
Rn
|u|2|∇f |2 + C
ˆ
Rn
ℜeA
[
fu∇fDau− fuDau∇f
]
= I + II.
(4.6)
By the boundedness of A and the Cauchy inequality with δ > 0, we observe that
(4.7) |II| ≤
ˆ
Rn
δf2|Dau|
2 +
ˆ
Rn
1
δ
|u|2|∇f |2.
Moreover, a straightforward computation yields
|Da(uf)|
2 = f2|Dau|
2 + 2f∇fℜe (u¯Dau) + |u|
2|∇f |2,
so that applying the Cauchy inequality we see that
1
2
f2|Dau|
2 ≤ |Da(uf)|
2 + |u|2|∇f |2.(4.8)
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Putting together (4.8) with (4.7), (4.6), and the fact that ψ = uf , we achieveˆ
Rn
|Daψ|
2 + Vt|ψ|
2 ≤ C
ˆ
Rn
|u|2|∇f |2,(4.9)
where C is a constant which depends only on λ,Λ, n, and not on t. In passing, we note
that by the diamagnetic inequality, (4.9) yieldsˆ
Rn
|∇|ψ||2 + Vt|ψ|
2 ≤ C
ˆ
Rn
|u|2|∇f |2.
Using the Fefferman-Phong inequality (3.31) and (4.9), it follows that we can writeˆ
Rn
m(·, Vt + |B|)
2|ψ|2 ≤ C
ˆ
Rn
|u|2|∇f |2
≤ C
ˆ
Rn
|u|2|∇φ|2e2εg + Cε2
ˆ
Rn
|uφ|2e2εg|∇g|2
≤ C
ˆ
Rn
|u|2|∇φ|2e2εg + CC22ε
2
ˆ
Rn
m(·, Vt + |B|)
2|uφ|2e2εg,
with C independent of t. This implies that for ε small enough, we can absorb the
right-most term into the left-hand side:ˆ
m(·, Vt + |B|)
2|uφ|2e2εg ≤ C
ˆ
|u|2|∇φ|2e2εg,
and this proves the proposition. 
Heuristically, the idea to prove (1.11) is that for fixed y ∈ Rn, g = d(·, y, Vt +
|B|). However, the Agmon distance d is not necessarily a smooth function. The next
proposition shows that we can procure a continuous function which is close to d in a
uniform way, and which can be approximated by a sequence of bounded continuous
functions. Both results are given in [30].
Proposition 4.10. Let w ∈ RHp, p ≥
n
2 . Then for each y ∈ R
n, there exists a
non-negative function ϕ(·, y) = ϕ(·, y, w) ∈ C∞(Rn) such that for every x ∈ Rn and
y ∈ Rn,
(4.11) |ϕ(x, y) − d(x, y, w)| ≤ C,
and
(4.12) |∇xϕ(x, y)| ≤ Cm(x,w),
where the constants in (4.11) and (4.12) depend only on ‖w‖RHp , p, and n.
Proposition 4.13. Let w ∈ RHp, p ≥
n
2 . For each y ∈ R
n, there exists a sequence
of non-negative bounded C∞ functions {ϕj(·, y)} = {ϕj(·, y, w)} such that, for every
x ∈ Rn,
ϕj(x, y) ≤ ϕ(x, y) and ϕj(x, y)→ ϕ(x, y) as j →∞,
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and
(4.14) |∇xϕj(x, y)| ≤ Cm(x,w),
where C depends on ‖w‖RHp , p, and n only.
For an open bounded set U ⊂ Rn, let
BU,t :=
{
B
(
x,
1
m(x, Vt + |B|)
) ∣∣∣ x ∈ U}.
By the Besicovitch Covering Theorem (see [10] for a proof), there exists a countable
subcollection B′U,t of BU,t which covers U , and for which there is uniformly finite overlap
of the balls, ∑
B∈B′U,t
χB ≤ cn,
with cn depending only on the dimension n and not on U nor t. Since U is compact,
there exists a finite subcollection B′′U,t = {Bk}
K
k=1 of B
′
U,t which covers U . Let FU,t be
the family of finite subcollections of BU,t which cover U with finite overlap at most cn.
Clearly, B′′U,t ∈ FU,t, so this family is not empty. Let us first show
Proposition 4.15. Assume that a ∈ L2loc(R
n) and V ∈ L1loc(R
n) with V ≥ 0 a.e. on
R
n. If a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (1.10). Then there exists
d˜ depending on ‖V + |B|‖RHn
2
and n only, such that{
x ∈ Rn
∣∣ d(x,U, Vt + |B|) ≥ d˜} ⊆ Rn\ ⋃
B∈B′′U,t
4B, for any B′′U,t ∈ FU,t.
Theorem 4.16. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, and V ∈ L1loc(R
n) with V ≥ 0 a.e. on Rn. If a ≡ 0,
assume V ∈ RHn
2
, otherwise take assumptions (1.10). Suppose f ∈ L2(Rn) is compactly
supported, and let t ∈ (0,∞). Then there exists d˜ > 0, depending on ‖V + |B|‖RHn
2
and n only, and there exists ε > 0 such that (1.11) holds, where ε and C depend
on λ,Λ, n, ‖V + |B|‖RHn
2
, and the constants from (1.10), but they are independent of
supp f, t. Moreover, there exists ε > 0 such that
(4.17)
ˆ{
x∈Rn|d(x,supp f,Vt+|B|)≥d˜
}m (·, Vt + |B|)2 ∣∣L−1t f ∣∣2 e2εd(·,supp f,Vt+|B|)
≤ C
ˆ
Rn
|f |2
1
m(·, Vt + |B|)2
,
where ε and C depend on λ,Λ, n, ‖V + |B|‖RHn
2
, and the constants from (1.10), but they
are independent of supp f, t.
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Proof. If f = 0 on Rn, then there is nothing to show, so suppose that | supp f | > 0.
Fix t > 0. Let U be any open ball such that supp f ⊂ U , and write u := Rtf . By
construction, u is a weak solution to Ltu = 0 on R
n\U in the weak sense, since
u = Rtf =
1
t2
L−1t f =⇒ Ltu =
f
t2
.
Let M > 0 such that 4U ⊂ BM = B(0,M). Take φ ∈ C
∞
c (R
n) with φ ≡ 0 on 2U .
Furthermore, suppose φ ≡ 1 on BM\4U , φ ≡ 0 on R
n\2BM , and
|∇φ| ≤
2
diamU
on 4U\2U,
|∇φ| ≤
2
M
on 2BM\BM .
Fix y ∈ supp f , j ∈ N, and let g = ϕj(x, y) = ϕj(x, y;Vt + |B|) as in Proposition 4.13.
For each j ∈ N, g = ϕj(x, y) is an admissible function in Proposition 4.3. Then by 4.4,
we have
(4.18)ˆ
BM\4U
m(·, Vt + |B|)
2|u|2e2εg ≤
ˆ
Rn
m(·, Vt + |B|)
2|uφ|2e2εg ≤ C
ˆ
Rn
|u|2|∇φ|2e2εg
≤ C
{ˆ
4U\2U
|u|2
1
|diamU |2
e2εg +
ˆ
2BM\BM
|u|2
1
M2
e2εg
}
,
where C is independent of j,M, y, U, t. Since g = ϕj(x, y) is a bounded function on R
n
and by definition u ∈ L2(Rn) because the resolvent maps L2(Rn) into L2(Rn), it follows
that ∣∣∣ ˆ
2BM\BM
|u|2
1
M2
e2εg
∣∣∣ ≤ Cj 1
M2
ˆ
Rn
|u|2 −→ 0 as M →∞.
Consequenty, by Fatou’s lemma,
(4.19)
ˆ
Rn\4U
m(·, Vt + |B|)
2|u|2e2εg ≤ C
ˆ
4U\2U
|u|2
1
|diamU |2
e2εg,
with C independent of j, y, U, t.
Now let B′′ ∈ Fsupp f,t, and we can write B
′′ = {Bk}
K
k=1. Let Ω =
K⋃
k=1
4Bk, fk =
fχBk , and h = max
{
1,
K∑
k=1
χBk
}
. Then it’s clear that 4 supp f ⊂ Ω, supp fk ⊂ Bk, and
1 ≤ h(x) ≤ cn, for each x ∈ R
n,
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1
h
K∑
k=1
fk =
1
max
{
1,
K∑
k=1
χBk
}
K∑
k=1
fχBk = f.
Let uk := Rt
(
1
hfk
)
. Since
R−1t
( K∑
k=1
uk
)
=
K∑
k=1
R−1t uk =
K∑
k=1
1
h
fk = f,
it follows that u = Rtf =
K∑
k=1
uk by the uniqueness of such a solution in V. Let yk
be the center of Bk, so that Bk = B
(
yk,
1
m(yk ,Vt+|B|)
)
. By (4.19), for each j ∈ N and
k = 1, . . . ,K we have
(4.20)
ˆ
Rn\4Bk
m(·, Vt + |B|)
2|uk|
2e2εϕj(·,yk) ≤ C
ˆ
4Bk\2Bk
|uk|
2 1
|diamBk|2
e2εϕj(·,yk).
We note that for x ∈ 4Bk\2Bk, by definition we have |x − yk| ≤
4
m(yk,Vt+|B|)
, which
implies that d(x, yk) ≤ C, and so by (4.11) and Proposition 4.13, it follows that
ϕj(·, yk) ≤ C on 4Bk\2Bk, with C independent of j, yk. Hence we have
(4.21)
ˆ
Rn\4Bk
m(·, Vt + |B|)
2|uk|
2e2εϕj(·,yk) ≤ Cm
(
yk, Vt + |B|
)2 ˆ
Rn
|uk|
2
≤ Cm
(
yk, Vt + |B|
)2 ˆ
Rn
1
h2
|fk|
2 ≤ C
ˆ
Bk
|fk|
2m
(
·, Vt + |B|
)2
,
where in the second inequality we used the uniform boundedness of the resolvents Rt
from L2(Rn) into L2(Rn), and in the third inequality we used the fact that fk is sup-
ported on Bk and Lemma 3.14. Here C is independent of j, yk and t. Letting j → ∞
on (4.21), using Fatou’s Lemma and (4.11), we conclude that for each k = 1, . . . ,K,
(4.22)
ˆ
Rn\4Bk
m(·, Vt + |B|)
2|uk|
2e2εd(·,yk,Vt+|B|) ≤ C
ˆ
Bk
|fk|
2m
(
·, Vt + |B|
)2
.
We remark that, by using L−1t instead of Rt whenever it has appeared up to this point,
we can prove all the results so far up to (4.20). In this case, note that
(4.23)(ˆ
4Bk\2Bk
∣∣L−1t 1hfk
∣∣2 1
|diamBk|2
) 1
2
≤ C
∥∥L−1t 1hfk
∥∥
L2∗ (Rn)
≤ C
∥∥DaL−1t 1hfk
∥∥
L2(Rn)
≤ C
∥∥L−1t 1hfk
∥∥
V˙
≤ C| supp fk|
1
n ‖fk‖L2(Rn) ≤ C
(ˆ
Bk
|fk|
2 1
m(·, Vt + |B|)2
) 1
2
,
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where we first used Ho¨lder’s inequality, then the Sobolev inequality and the diamagnetic
inequality, then the definition of the norm ‖ · ‖V˙ , then (2.17) and (2.13), and finally
Lemma 3.14 and the fact that supp fk ⊂ Bk. Using (4.23) and the analogous (4.20), we
can thus prove
(4.24)
ˆ
Rn\4Bk
m(·, Vt + |B|)
2
∣∣∣L−1t (1hfk
)∣∣∣2e2εϕj(·,yk) ≤ C ˆ
Bk
|fk|
2 1
m(·, Vt + |B|)2
,
where C here is independent of t, k and fk.
Let us prove that for each x ∈ Rn\Ω,
(4.25)
K∑
k=1
e−2εd(x,yk) ≤ Cε,
where Cε is independent of x, t, K, and the support of f . Fix x ∈ R
n\Ω and let
Aℓ =
{
y ∈ Rn : |x− y| ∈
[ ℓ
m(x, Vt + |B|)
,
ℓ+ 1
m(x, Vt + |B|)
)}
, ℓ ∈ Z, ℓ ≥ 0.
Now, since x /∈ 4Bk for any k, note that
(4.26)
K∑
k=1
e−2εd(x,yk) =
∞∑
ℓ=4
∑
yk∈Aℓ
e−2εd(x,yk) ≤
∞∑
ℓ=4
(
max
yk∈Aℓ
e−2εd(x,yk)
) ∑
yk∈Aℓ
1.
Since for all yk ∈ Aℓ we have that |x− yk| ≈
ℓ
m(x,Vt+|B|)
, it follows by using Lemma 3.18
that d(x, yk) & ℓ
δ for all yk ∈ Aℓ and for some δ > 0. Hence
max
yk∈Aℓ
e−2εd(x,yk) ≤ e−cεℓ
δ
, for each ℓ ≥ 4.
For each ℓ ≥ 4 and y ∈ Aℓ, write By = B(y,
1
m(y,Vt+|B|)
). Then
∑
yk∈Aℓ
1 =
∑
yk∈Aℓ
|Bk|
|Bk|
≤
1
miny∈Aℓ |By|
∑
yk∈Aℓ
|Bk|
.
1
miny∈Aℓ |By|
∣∣∣B(x, ℓ
m(x, Vt + |B|)
)∣∣∣ . max
y∈Aℓ
[m(y, Vt + |B|)
n]
ℓn
m(x, Vt + |B|)n
. (m(x, Vt + |B|)
nℓ
3
2
n)
ℓn
m(x, Vt + |B|)n
. ℓ3n.
Therefore, from (4.26) we conclude that
K∑
k=1
e−2εd(x,yk) .
∞∑
ℓ=4
ℓ3ne−cεℓ
δ
. Cε,
as claimed.
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Next, since 4Bk ⊂ Ω, and d(·, supp f, Vt + |B|) ≤ d(·, yk, Vt + |B|), we note that for
ε′ = 12ε and ε small enough,
(4.27)
ˆ
Rn\Ω
m(·, Vt + |B|)
2|u|2e2ε
′d(·,supp f)
=
ˆ
Rn\Ω
∣∣∣ K∑
k=1
m(·, Vt + |B|)uke
ε′[d(·,yk)+d(·,supp f)]e−ε
′d(·,yk)]
∣∣∣2
≤
ˆ
Rn\Ω
[ K∑
k=1
m(·, Vt + |B|)
2|uk|
2e2εd(·,yk)
] K∑
j=1
e−2ε
′d(·,yj)
≤ C
K∑
k=1
ˆ
Rn\Ω
m(·, Vt + |B|)
2|uk|
2e2εd(·,yk)
≤ C
K∑
k=1
ˆ
Rn\4Bk
m(·, Vt + |B|)
2|uk|
2e2εd(·,yk)
≤ C
K∑
k=1
ˆ
Bk
|fk|
2m(·, Vt + |B|)
2
≤ C
ˆ
Rn
|f |2m(·, Vt + |B|)
2,
where first we used the Cauchy-Schwartz inequality and (4.25), then (4.22). We note
that C does not depend on supp f , nor on the subcollection B′′ ∈ F used. Upon using
Proposition 4.15, (1.11) follows immediately. Similarly, by using (4.24) in place of (4.22)
in the argument leading up to (4.27), it is clear that we achieve (4.17). 
We remark that (1.11) implies a Gaffney-type estimate:
(4.28)
∥∥∥(I + t2L)−1f∥∥∥
L2(E)
≤ Ct2 exp
(
− ε
dist(E,F )
t
)∥∥∥m(·, V + |B|+ 1
t2
)
f
∥∥∥
L2(F )
where f ∈ L2(Rn) is compactly supported with supp f ⊂ F , and E ⊂ Rn satisfies that
d(E,F, V + |B|) is large enough (here and elsewhere, dist(·, ·) denotes the Euclidean
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distance). We prove (4.28) in the following corollary, which also includes a proof of
(1.9).
Corollary 4.29. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, and V ∈ L1loc(R
n) with V ≥ 0 a.e. on Rn. If a ≡ 0,
assume V ∈ RHn
2
, otherwise take assumptions (1.10). Suppose f ∈ L2(Rn) is compactly
supported. Then there exists d˜ > 0, depending on ‖V + |B|‖RHn
2
and n only, and there
exists ε > 0 such that (1.9) holds, where ε, C depend on λ,Λ, n, ε, ‖V + |B|‖RHn
2
, and
the constants from (1.10), and are independent of supp f . Moreover, suppose E,F are
open sets in Rn where supp f ⊂ F and d(E ,F , V + |B|) > d˜. Then for each t > 0,
(4.28) holds with constants ε, C depending only on λ,Λ, n, ε, ‖V + |B|‖RHn
2
, and the
constants from (1.10).
Proof. Using (4.1) and (4.2) on (4.17), we observe that
(4.30)
ˆ{
x∈Rn| d(x,supp f,V+|B|)≥d˜
}m (·, V + |B|)2 ∣∣L−1t f ∣∣2 e2εd(·,supp f,V+|B|)
≤ C
ˆ
Rn
|f |2
1
m(x, Vt + |B|)2
.
The right-hand side of (4.30) converges to the right-hand side of (1.9) as t→∞ by the
Lebesgue Monotone Convergence Theorem, since it can be proven that for each x ∈ Rn,
m(x, Vt + |B|)ց m(x, V + |B|), as t→∞.
Therefore, we can now achieve (1.9) by using Lemma 2.15 and Fatou’s Lemma on the
left-hand side of (4.30).
To see that (4.28) is true, first note that for all x ∈ Rn, if we let rx =
1
m(x,Vt+|B|)
,
then
1 =
1
rn−2x
ˆ
B(x,rx)
V +
1
t2
≥
r2x
t2
|B(0, 1)|,
and so
1
m(x, Vt + |B|)
≤
1
|B(0, 1)|
1
2
t.
Using the above fact, (1.11), (4.2), and the hypothesis on the sets E,F , we can writeˆ
E
|(I + t2L)−1f |2e2ε
dist(x,F )
t dx ≤ Ct2
ˆ
F
|f |2m(x, Vt + |B|)
2 dx,
and from the above inequality, it is clear that (4.28) follows. 
5. The fundamental solution of the magnetic Schro¨dinger operator and
its properties
In this section we aim to pass to the pointwise estimates.
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5.1. The semigroup theory, Kato-Simon inequality, and the heat kernel. We
use all the notation and definitions from Section 2. Let a ∈ L2loc(R
n), let A be an
elliptic matrix with complex, bounded measurable coefficients, and let V ∈ L1loc(R
n)
satisfy (2.1) and (2.7) with c2 ≥ 0 and c4 either 0 or 1. First, recall the Resolvent
formula (see the remarks following Theorem 1.43 in [28]):
(5.1) (L+ ε)−1f =
ˆ ∞
0
e−εte−tLf dt, for each ε > 0, f ∈ H = L2(Rn)
and the following identity
(5.2) e−tLf = lim
m→∞
(
1 +
t
m
L
)−m
f, for each f ∈ H
where the limits are in the topology of H (that is, in the L2(Rn)−sense). Define the
form
b(u, v) =
ˆ
Rn
∇u · ∇v, for each u, v ∈ D(b) =W 1,2(Rn).
In a very similar fashion as in Section 2, it is easy to see that b is densely defined,
continuous, closed, and accretive. Accordingly, we can define the unbounded operator
−∆ : D(−∆)→ H, where D(−∆) is given as
D(−∆) =
{
u ∈ D(b) s.t. ∃v ∈ H : b(u, φ) = (v, φ)H ∀φ ∈ D(b)
}
, −∆u := v.
Hence D(−∆) is dense in W 1,2(Rn), (−∆+ ε)−1 is invertible on H for every ε > 0, and
there is a strongly continuous contraction semigroup et∆ associated to −∆. Accordingly,
identities analogous to (5.1) and (5.2) hold. Furthermore, the operator −∆ is known
to enjoy several more properties: its heat semigroup is given by integration against a
non-negative heat kernel p−∆; that is, p−∆(·, · ; t) is a measurable function on R
n ×Rn
such that
et∆f(x) =
ˆ
Rn
p−∆(x, y; t)f(y) dy, for a.e. x ∈ R
n and for every t > 0, f ∈ L2(Rn),
and
|p−∆(x, y; t)| ≤ Ct
−n/2 for all t > 0.
The operator −∆ also has a homogeneous realization, which by a slight abuse of notation
we denote as −∆. The fundamental solution of −∆, Γ−∆, is well-known to exist and
to satisfy
cn
|x− y|n−2
= Γ−∆(x, y) =
ˆ ∞
0
p−∆(x, y; t) dt,
where cn is a dimensional constant. For each compactly supported f ∈ L
∞(Rn), we can
write
(−∆)−1f(x) =
ˆ
Rn
Γ−∆(x, y)f(y) dy, a.e. x ∈ R
n.
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From the non-negativity of the heat kernel p−∆ and the resolvent formula, we deduce
that if 0 ≤ f ≤ g with f, g ∈ L2(Rn), then for all ε > 0 one has
(5.3) (−∆+ ε)−1f ≤ (−∆+ ε)−1g
in the a.e. sense on Rn.
In the case that A ≡ I, a ∈ L2loc(R
n) is real-valued, and V ∈ L1loc(R
n) with V ≥ 0
a.e. on Rn, we have the Kato-Simon inequality, the following formulation of which can
be found in [25], Lemma 6:
(5.4) |(L+ ε)−1f | ≤ (−∆+ ε)−1|f |, for each f ∈ H = L2(Rn).
A function pL(x, y; t) : R
n×Rn×R+ → R is called a heat kernel of the semigroup e
−tL
if for each t > 0, pL(·, · ; t) is a measurable function on R
n × Rn, and
e−tLf(x) =
ˆ
Rn
pL(x, y; t)f(y) dy, for a.e. x ∈ R
n and for every t > 0, f ∈ L2(Rn).
It is clear that if a heat kernel to the semigroup e−tL exists, then it must be unique.
Let us prove
Proposition 5.5. Suppose that a ∈ L2loc(R
n), A ≡ I, and V ∈ L1loc(R
n) with V real-
valued and V ≥ 0 a.e. on Rn. Then
(5.6) |e−tLf | ≤ et∆|f |, for each t > 0, f ∈ H.
Furthermore, e−tL can be seen as a bounded map from L1(Rn) into L∞(Rn). The heat
kernel pL of the semigroup e
−tL exists, and moreover it satisfies
(5.7) |pL(x, y; t)| ≤ p−∆(x, y; t)
for all t > 0, a.e. x ∈ Rn, a.e. y ∈ Rn.
Proof. It is immediate that (5.4) can be rewritten as∣∣∣(1
ε
L+ 1
)−1
f
∣∣∣ ≤ (1
ε
(−∆) + 1
)−1
|f |,
for ε > 0 and f ∈ H. Using the observation (5.3) and the Kato-Simon inequality, we
note that∣∣∣(1
ε
L+ 1
)−m
f
∣∣∣ ≤ (1
ε
(−∆) + 1
)−1∣∣∣(1
ε
L+ 1
)−m+1
f
∣∣∣ ≤ · · · ≤ (1
ε
(−∆) + 1
)−m
|f |
for any m ∈ N, ε > 0 and f ∈ H. It thus follows that∣∣∣( t
m
L+ 1
)−m
f
∣∣∣ ≤ ( t
m
(−∆) + 1
)−m
|f |
for all t > 0, all m ∈ N and all f ∈ H. We take limit as m→∞ using (5.2), and (5.6)
follows.
Now, we’ll show e−tL can be seen as a bounded operator mapping L1(Rn) into
L∞(Rn). To see this, note that for f ∈ C∞c (R
n), we have by (5.6),
|e−tLf(x)| ≤ et∆|f |(x) ≤ ‖et∆|f |‖L∞(Rn) ≤ Ct
−n
2 ‖f‖L1(Rn), a.e. x ∈ R
n
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whence
‖e−tLf‖L∞(Rn) ≤ Ct
−n
2 ‖f‖L1(Rn), for each f ∈ C
∞
c (R
n),
and therefore, using the density of C∞c (R
n) in L1(Rn), it follows that we can see e−tL as a
map of L1(Rn) into L∞(Rn), and a similar argument gives that e−tL : L2(Rn)→ L∞(Rn)
is also a bounded map, with
‖e−tL‖L2→L∞ ≤ Ct
−n
4 , for each t > 0.
By Dunford’s Theorem (see [11]), this implies the existence of a measurable function
pL(·, ·, t) on R
n × Rn, which satisfies
(5.8) e−tLf(x) =
ˆ
Rn
pL(x, y; t)f(y) dy, for each t > 0, a.e. x ∈ R
n, f ∈ L2(Rn).
At this point we show the domination of pL by p−∆. Fix (x, t) ∈ R
n × (0,∞) such that
pL(x, · ; t) is measurable in R
n. Suppose there exists B ⊂ Rn such that
|pL(x, y; t)| > p−∆(x, y; t), y ∈ B.
Using (5.6) and (5.8) with f = χB
pL
|pL|
, it is readily observed that for a.e. x ∈ Rn, all
t > 0, ˆ
B
|pL(x, y; t)| dy ≤
ˆ
B
p−∆(x, y; t) dy,
and so it follows that |B| = 0. More precisely, for all t > 0, for almost every x ∈ Rn,
for almost every y ∈ Rn, the inequality (5.7) holds. 
5.2. The fundamental solution of the magnetic Schro¨dinger operator, part I.
In the following definition, L is either L + ε for ε > 0 or L˙, with H ,R the domain
and range respectively of these operators. Specifically, when L = L + ε, we write
H = D(L), R = L2(Rn). When L = L˙, we write H = V˙, R = V˙ ′.
Definition 5.9. We say that a measurable function Γ(x, y) defined on Rn × Rn is the
fundamental solution to the invertible operator L : H → R if the following conditions
are satisfied:
(1) For each f ∈ C∞c (R
n), the function
uf =
ˆ
Rn
Γ(·, y)f(y) dy
lies in H and satisfies uf = L
−1f .
(2) For a.e. y ∈ Rn, Γ(·, y) solves L Γ = 0 in the weak sense locally on Rn\{y}.
We carefully note that we avoid for now a stronger traditional statement that L Γ = δ
in the sense of distributions. We will discuss this further below.
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At this point, for ε ≥ 0 note due to (5.7) that
(5.10)ˆ ∞
0
e−εt|pL(x, y; t)| dt ≤
ˆ ∞
0
|p−∆(x, y; t)| dt =
ˆ ∞
0
p−∆(x, y; t) dt = Γ−∆(x, y) <∞
for a.e. x, y ∈ Rn, x 6= y. For each ε ≥ 0, we define the measurable function ΓL+ε(x, y)
given by
(5.11) ΓL+ε(x, y) :=
ˆ ∞
0
e−εtpL(x, y; t) dt,
and we will eventually see that this function is the fundamental solution to the operator
L+ ε (we use the notation ΓL for ε = 0; ΓL will be seen to be the fundamental solution
to the operator L˙). Due to (5.10), a function given by (5.11) is well-defined and finite
a.e.. The following lemma captures the expected convergence result:
Lemma 5.12. Suppose that a ∈ L2loc(R
n), A ≡ I, and V ∈ L1loc(R
n) with V real-valued
and V ≥ 0 a.e. on Rn. Then for every compactly supported f ∈ L∞(Rn),
(5.13) (L+ ε)−1f(x) −→
ˆ
Rn
ΓL(x, y)f(y) dy, for a.e. x ∈ R
n,
and
(5.14) ΓL+ε(x, y) −→ ΓL(x, y) for a.e. x, y ∈ R
n, x 6= y,
as εց 0.
Proof. Fix f ∈ L∞(Rn) with compact support. For each ε ≥ 0, we have
(5.15)ˆ ∞
0
ˆ
Rn
e−εt|pL||f | dy dt ≤
ˆ ∞
0
ˆ
Rn
e−εtp−∆|f | dy dt ≤
ˆ
Rn
Γ−∆|f | dy = (−∆)
−1|f |,
where in the second inequality we used Tonelli’s Theorem. Since (−∆)−1|f | is a mea-
surable finite a.e. function, it follows that for almost every x ∈ Rn and every ε > 0,
Fubini’s Theorem can be applied to (5.1) when (5.8) is used. Hence, using (5.11), we
arrive at the identity
(5.16) (L+ ε)−1f(x) =
ˆ
Rn
ΓL+ε(x, y)f(y) dy,
valid a.e. in Rn, for ε > 0 and f ∈ L∞(Rn) with compact support. It is clear that
e−εtpL(x, y; t)f(y) −→ pL(x, y; t)f(y)
pointwise in (y, t) for almost every x ∈ Rn, as ε ց 0. Moreover, note that for a.e.
y ∈ Rn,
|e−εtpL(x, y; t)f(y)| ≤ |pL(x, y; t)f(y)| ≤ p−∆(x, y; t)|f(y)|
and, since for almost every x ∈ Rn,ˆ
Rn
ˆ ∞
0
p−∆(x, y; t)|f(y)| dt dy < +∞,
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then for almost every x ∈ Rn, we can apply the Lebesgue Dominated Convergence
Theorem to getˆ
Rn
ˆ ∞
0
e−λntp−H(x, y; t)f(y) dt dy −→
ˆ
Rn
ˆ ∞
0
p−H(x, y; t)f(y) dt dy,
which is (5.13). A very similar convergence argument delivers (5.14). 
Combining the results of this section with Lemma 2.15, we have
Theorem 5.17. Suppose a ∈ L2loc(R
n), A ≡ I, V ∈ L1loc(R
n) with V ≥ 0 a.e. on Rn.
Then the function ΓL(x, y) given in (5.11) satisfies the following properties:
a) For any f ∈ L∞(Rn) with compact support, the function defined by
uf =
ˆ
Rn
ΓL(·, y)f(y) dy
lies in V˙ and is the unique element in V˙ satisfying Luf = f in the sense of dis-
tributions on Rn. Moreover the sequence {(L + ε)−1f} converges pointwise almost
everywhere on Rn, and strongly in V˙ , to uf as εց 0.
b) There exists a constant C depending only on n, λ,Λ, such that for a.e. x, y ∈ Rn,
(5.18) |ΓL(x, y)| ≤
C
|x− y|n−2
.
c) For a.e. y ∈ Rn, ΓL(·, y) ∈ L
1
loc(R
n), and ΓL(·, y) ∈ L
∞
loc(R
n\{y}).
Proof. Statements b) and c) hold by the definition of ΓL and (5.7). Statement a)
holds by (5.13) and Lemma 2.15. 
Theorem 5.17 doesn’t yet give the existence of a fundamental solution, but it does
give the existence of an integral kernel of the operator L˙−1. Missing from the theorem
is another important aspect of the fundamental solution, which is that LΓL(·, y) = δy
in the sense of distributions on Rn. Though this latter fact may not be accessible to us
in the full generality, we will need some variation of LΓL(·, y) = 0 in the weak sense on
R
n\{y} to satisfy the conditions of Definition 5.9. For this purpose, it is necessary to
prove DaΓL(·, y) ∈ L
2
loc(R
n\{y}).
At this point, we can prove an important property of local weak solutions to the
operator L; namely, the local uniform boundedness of weak solutions to the operator L,
also known as a Moser estimate. We capture this result in
Theorem 5.19. Assume that a ∈ L2loc(R
n), A ≡ I, and V ∈ L1loc(R
n) with V ≥ 0 a.e.
on Rn. Let B ≡ B(x0, R) ⊂ R
n, f ∈ L∞(B), and suppose u solves Lu = f in the weak
sense on 2B := B(x0, 2R). Then u is locally essentially bounded, and
‖u‖L∞( 1
4
B) ≤ C
{(  
2B
|u|2
) 1
2
+R2
(  
2B
|f |2
) 1
2
}
.
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Proof. This result is proven in Lemma 1.3 of [32] for magnetic Schro¨dinger operators
with potentials V +ε where ε > 0 is a constant. The proof for the magnetic Schro¨dinger
operators satisfying the hypothesis of the theorem as stated here follows as soon as one
establishes a Kato-Simon inequality for such operators. More precisely, we want to
prove that
(5.20) |L˙−1f |(x) ≤
ˆ
Rn
Γ−∆(x, y)|f(y)| dy, for a.e. x ∈ R
n,
is true for each f ∈ L2(Rn) with compact support (note that (5.20) should make sense
even when
´
Rn
Γ−∆(x, y)f(y) dy = +∞). We note that if f ∈ L
∞(Rn) with compact
support, then we can prove (5.20) as follows: Recall that
(−∆+ ε)−1|f |(x) ≤
ˆ
Rn
Γ−∆(x, y)|f(y)| dy, for each ε > 0, a.e. x ∈ R
n.
Using the Kato-Simon inequality (5.4) for operators L + ε and the previous estimate,
we can write that∣∣∣(L+ ε)−1f(x)∣∣∣ ≤ ˆ
Rn
Γ−∆(x, y)|f(y)| dy, for each ε > 0, a.e. x ∈ R
n.
Consequently, using a) in Theorem 5.17 and taking lim inf as ε ց 0 in the above
inequality yields
|L˙−1f(x)| ≤
ˆ
Rn
Γ−∆(x, y)|f(y)| dy, a.e. x ∈ R
n,
which establishes (5.20) in this case. Now suppose f ∈ L2(Rn) has compact support,
and for each k ∈ N let
fk(x) :=
{
f(x), if |f(x)| ≤ k
k, if |f(x)| > k.
We note that for each k ∈ N, f ∈ L∞(Rn), supp fk = supp f , fk → f in L
2(Rn) as
k →∞, and
|fk(x)| ր |f(x)|, for a.e. x ∈ R
n as k →∞.
Observe that for each k ∈ N and a.e. x ∈ Rn,
(5.21) |L˙−1fk(x)| ≤
ˆ
Rn
Γ−∆(x, y)|fk(y)| dy ≤
ˆ
Rn
Γ−∆(x, y)|f(y)| dy.
Since fk → f in L
2(Rn) and supp fk = supp f , it follows that fk → f in the topology
of V˙ ′. Hence L˙−1fk → L˙
−1f in V˙ as k → ∞, since L˙−1 is a continuous operator. In
particular, a subsequence of {L˙−1fk} converges to L˙
−1f pointwise a.e. in Rn. Hence,
passing to infinity along this subsequence in (5.21) implies the desired estimate (5.20).
With (5.20) at hand, the proof in [32] can be retraced to prove the theorem in the
desired generality. 
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5.3. The fundamental solution of the magnetic Schro¨dinger operator with
smooth coefficients. Suppose that a ∈ C∞c (R
n), A is an elliptic matrix with complex,
bounded measurable coefficients, and V ∈ C∞(Rn) ∩ L∞(Rn) satisfies (2.7), (2.1) with
c2 ≡ c4 ≡ 0. In this case, the elements of D(l) coincide with those of W
1,2(Rn). To see
this, suppose u ∈ W 1,2(Rn). Then by definition u ∈ L2(Rn), thus |ℜe V |
1
2u ∈ L2(Rn),
and the expression Dau = ∇u − iau clearly lies in L
2(Rn), showing W 1,2(Rn) ⊂ D(l).
On the other hand, if u ∈ D(l), then u ∈ L2(Rn) by definition, and it can easily be
shown that Dau ∈ L
2(Rn); hence ∇u ∈ L2(Rn), so that D(l) ⊂ W 1,2(Rn). In a similar
way, the elements of V˙ can be shown to coincide with Y 1,2, which is the space of elements
of W˙ 1,2(Rn) which lie also in L2
∗
(Rn).
Next, further assume that A ≡ I and that V ≥ 0. Then we recover all the previous
results; so, for instance we have the results of Lemma 2.15 and Theorem 5.17. Moreover,
we can prove
Theorem 5.22. Assume a ∈ C∞c (R
n), A ≡ I, and V ∈ C∞(Rn) ∩ L∞(Rn) is a non-
negative function. Then the function ΓL(x, y) from Theorem 5.17 is the fundamental
solution to the operator L˙, and moreover enjoys the following properties:
a) For fixed y ∈ Rn, ΓL(·, y) ∈W
1,2
loc (R
n\{y}), and Da ·DaΓL ∈ L
∞
loc(R
n\{y}).
b) For fixed y ∈ Rn, the equation LΓL = δy holds in the sense of distributions. That is,
for each φ ∈ C∞c (R
n),ˆ
Rn
[
ΓL(x, y)Da ·Daφ(x) + V (x)ΓL(x, y)φ(x)
]
dx = φ(y).
c) For almost every y ∈ Rn, the equation
(5.23) Da ·DaΓL(x, y) + V (x)ΓL(x, y) = 0
holds (in particular, in the sense of distributions on Rn\{y}).
d) The identity
(5.24) ΓL(x, y) ≡ ΓL∗(y, x)
holds in the a.e. sense on Rn ×Rn.
Proof. Let f ∈ C∞c (R
n) and φ ∈ C∞c (R
n). By Theorem 5.17, it follows that
uf =
ˆ
Rn
ΓL(·, y)f(y) dy
lies in Y 1,2 and solves Luf = f in the weak sense. That is, for φ ∈ C
∞
c (R
n) we haveˆ
Rn
[
Da
( ˆ
Rn
ΓL(x, y)f(y) dy
)
Daφ(x) + V (x)
( ˆ
Rn
ΓL(x, y)f(y) dy
)
φ(x)
]
dx
=
ˆ
Rn
f(x)φ(x) dx,
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which we can write asˆ
Rn
[ˆ
Rn
ΓL(x, y)f(y) dyDa ·Daφ(x) +
ˆ
Rn
V (x)ΓL(x, y)f(y)φ(x) dy
]
dx
=
ˆ
Rn
f(x)φ(x) dx.
Using Fubini’s Theorem, which is valid due to our assumptions on a and V , the above
equality becomesˆ
Rn
f(y)
ˆ
Rn
[
ΓL(x, y)Da ·Daφ(x) + V (x)ΓL(x, y)φ(x)
]
dx dy
=
ˆ
Rn
f(x)φ(x) dx.
Since f ∈ C∞c (R
n) was arbitrary, the equality
(5.25)
ˆ
Rn
[
ΓL(x, y)Da ·Daφ(x) + V (x)ΓL(x, y)φ(x)
]
dx = φ(y)
holds for almost every y ∈ Rn. This proves property b). By letting h(y) = L˙∗φ(y) on
R
n, we see that h ∈ C∞c (R
n). The invertibility of L˙∗ implies that φ = (L˙∗)−1h, and
hence we can rewrite (5.25) to see that
(L˙∗)−1h(y) =
ˆ
Rn
ΓL(x, y)h(x) dx.
In particular, we have shown that for a.e. y ∈ Rn,
(5.26)
ˆ
Rn
[
ΓL(x, y)− ΓL∗(y, x)
]
h(x) dx = 0, for each h ∈ L˙∗(C∞c (R
n)).
Since C∞c (R
n) is dense in V˙, then the bounded operator L˙∗ : V˙ → V˙ ′ maps C∞c (R
n) to
a dense set in V˙ ′. Consequently, (5.24) follows.
Now fix y ∈ Rn, Ω ⊂ Rn a bounded open set, r > 0, call O := Ω\B(y, r), and let
φ ∈ C∞c (O). Then, from (5.25) it follows that for almost every such y,
(5.27)
ˆ
Rn
ΓL(x, y)Da ·Daφ(x) dx = −
ˆ
Rn
V (x)ΓL(x, y)φ(x) dx,
whence we have
(5.28)
∣∣∣ ˆ
O
ΓL(x, y)Da ·Daφ(x) dx
∣∣∣ ≤ C‖φ‖L1(O)
where C depends on V and O but does not depend on φ. So consider the distribution
Da ·DaΓL,
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defined on C∞c (O). Extend its definition to L
1(O) using (5.27)-(5.28). By (5.28) we
observe that this distribution is a bounded linear functional on L1(O). Therefore, it
actually is a measurable function living in L∞(O) and, per (5.27), (5.23) follows.
To see that ΓL satisfies the conditions of Definition 5.9, it remains to show that
for each y ∈ Rn, DaΓL ∈ L
2
loc(R
n\{y})n. Let Ω ⊂ Rn be a bounded open set with
smooth boundary, and define O = Ω\B(y, r) for some r > 0. Let h ∈ L2(O)n. We
can use a Hodge Decomposition as in Lemma 4 of Chapter 4 of [4], so that there exists
g = gh ∈ W˙
1,2(O) such that ‖∇gh‖L2(O) ≤ ‖h‖L2(O). Moreover, h−∇g is a divergence-
free vector in the weak sense; that is,ˆ
O
(h−∇g) · ∇φ = 0,
for each φ ∈ W˙ 1,2(O). We denote by D ′(O) the space of distributions on O. Let
{fk} ⊂ C
∞(O) satisfy
fk −→ ΓL in D
′(O) and in L2(O) as k →∞.
We can also choose {fk} so that
‖fk‖L∞(O) ≤ C.
For each k ∈ N, we can write
(Dafk,h−∇g) = (∇fk,h−∇g)− (iafk,h−∇g) = −(iafk,h−∇g),
and since
|(afk,h−∇g)| ≤ C‖h−∇g‖L2(O),
it follows that for any h ∈ L2(O)n,
|(Dafk,h−∇gh)| ≤ C‖h‖L2(O),
where C does not depend on h. Consequently, in order to prove that DaΓL is a bounded
linear functional on L2(O)n (hence, it lies in L2(O)n), it suffices to check that
(5.29)
∣∣∣(DaΓL,∇g)∣∣∣ ≤ C‖∇g‖L2(O), for each g ∈ C∞c (O).
Since
(DaΓL,∇g) = (DaΓL,Dag) + (DaΓL, iag),
and ∣∣∣(DaΓL,Dag)∣∣∣ ≤ ∣∣∣(Da ·DaΓL, g)∣∣∣ ≤ C‖g‖L1(O) ≤ C‖g‖L2∗ (Rn) ≤ C‖∇g‖L2(O),
∣∣∣(DaΓL, iag)∣∣∣ = ∣∣∣(ΓL, iDa · (ag))∣∣∣ ≤ C‖g∇·a+a ·∇g− i|a|2g‖L1(O) ≤ C‖∇g‖L2(O),
then it’s clear that (5.29) follows. Hence DaΓL ∈ L
2(O). This ends the proof of the
theorem. 
Remark 5.30. The above method of proof instantly generalizes the results of this theo-
rem to the case where a ∈ L4loc(R
n),div a ∈ L2loc(R
n), and V ∈ L∞loc(R
n).
EXPONENTIAL DECAY ESTIMATES 37
5.4. The fundamental solution of the magnetic Schro¨dinger operator, part II.
It is our intent to approximate the magnetic Schro¨dinger operators with rough coeffi-
cients by those with smooth coefficients. Take a ∈ L2loc(R
n), and V ∈ L1loc(R
n) with V ≥
0 a.e. on Rn. We can construct sequences {ak} ⊂ C
∞
c (R
n), {Vk} ⊂ C
∞(Rn) ∩ L∞(Rn)
respectively, which converge to a, V in the topology of L2loc(R
n), L1loc(R
n), respectively.
Moreover, the Vk’s can be chosen to be non-negative. We denote by Lk the operator
associated to ak and Vk. For each k ∈ N, Theorem 5.22 applies, giving the existence of
a fundamental solution Γk to the operator Lk.
We will obtain our desired result in two main steps: First, we show weak convergence
of L˙−1k to L˙
−1 in V˙a,V . Second, we show convergence of the fundamental solutions Γk
to ΓL in the local topology associated to Va,V (R
n\{y}).
Lemma 5.31. Assume that a ∈ L2loc(R
n), A ≡ I, and V ∈ L1loc(R
n) with V ≥ 0 a.e.
on Rn. Fix f ∈ L∞(Rn) with compact support. Then
a) {Dak L˙
−1
k f} converges to DaL˙
−1f strongly in L2(Rn).
b) {V
1
2
k L˙
−1
k f} converges to V
1
2 L˙−1f strongly in L2(Rn).
c) {L˙−1k f} converges weakly to L˙
−1f in L2
∗
(Rn), and strongly in the L2loc(R
n) sense.
Proof. By Theorem 5.17, the sequence uk = L˙
−1
k f is well-defined, and for each k ∈ N,
uk ∈ W˙
1,2(Rn). By construction, we have
(5.32)
ˆ
Rn
DakukDakφ+ Vkukφ = (f, φ),
for each φ ∈ W˙ 1,2(Rn) and each k ∈ N. Plugging in φ = uk, we see that
‖uk‖
2
V˙ak,Vk
=
ˆ
Rn
|Dakuk|
2 + Vk|uk|
2 = (f, uk) ≤ C‖f‖L2(supp f)‖uk‖L2(supp f),
and since by the Sobolev inequality and the diamagnetic inequality we have
‖uk‖L2(supp f) ≤ C‖uk‖L2∗ (Rn) ≤ C‖Dakuk‖L2(Rn) ≤ C‖uk‖V˙ak,Vk
,
where C depends on supp f but not on k, then it follows that
‖uk‖V˙ak,Vk
≤ C
where C depends on f . It follows that the sequences {Dakuk}, {V
1
2
k uk} are uniformly
bounded in L2(Rn). Applying the diamagnetic inequality for each k ∈ N, it follows
that {uk} is a uniformly bounded sequence in L
2∗(Rn), so that in particular {uk} is
uniformly bounded in the L2loc(R
n) sense (by this we mean that the sequence is uniformly
bounded in L2(Ω) for each bounded set Ω ⊂ Rn). Actually, using the Moser estimate,
Theorem 5.19, for each k ∈ N, we can see that {uk} is a uniformly bounded sequence
in the L∞loc(R
n) sense. Let g, h, u be weak limits in L2(Rn), L2(Rn) and L2
∗
(Rn) of
{Dakuk}, {V
1
2
k uk}, {uk}, respectively. Now fix ψ ∈ C
∞
c (R
n). Diagonalizing, we pass to
an indexing set where all three sequences achieve the aforementioned weak limits, and
38 S. MAYBORODA AND B. POGGI
for ease of notation we say that the entire sequences converge. Observe that for each
k ∈ N we have
(Dau, ψ) =
ˆ
Rn
uDaψ =
ˆ
Rn
ukDakψ +
ˆ
Rn
uk[Daψ −Dakψ] +
ˆ
Rn
[u− uk]Daψ,
(5.33)
and since ∣∣∣ˆ
Rn
[u− uk]Daψ
∣∣∣ ≤ C‖u− uk‖L2(suppψ) −→ 0,∣∣∣ˆ
Rn
uk[Daψ −Dakψ]
∣∣∣ ≤ C‖uk‖L2(suppψ)‖a− ak‖L2(suppψ) −→ 0,
as k →∞, then from (5.33) we have
(Dau, ψ) = lim
k→∞
ˆ
Rn
ukDakψ = lim
k→∞
(Dakuk, ψ) = (g, ψ),
whence by varying over ψ ∈ C∞c (R
n) we conclude that Dau ∈ L
2(Rn) and Dau ≡ g in
L2(Rn). Likewise, since {V
1
2
k } is a uniformly bounded sequence in the L
2
loc(R
n) sense,
and ∣∣∣ˆ
Rn
V
1
2 [u− uk]ψ
∣∣∣ ≤ ‖ψ‖L∞(Rn)‖V ‖L1(suppψ)‖u− uk‖L2(suppψ) −→ 0,
∣∣∣ˆ
Rn
[V
1
2 − V
1
2
k ]ukψ
∣∣∣ ≤ ‖ψ‖L∞(Rn)‖uk‖L2(suppψ)(
ˆ
suppψ
|V
1
2 − V
1
2
k |
2
) 1
2
≤ C‖V − Vk‖
1
2
L1(suppψ)
−→ 0,
as k → ∞, a similar argument to the one above concludes that V
1
2u ∈ L2(Rn) and
V
1
2u ≡ h in L2(Rn). Hence it follows that u ∈ V˙a,V . Taking limit in (5.32) as k → ∞
for fixed φ ∈ C∞c (R
n), we get
ˆ
Rn
DauDaφ+ V uφ = (f, φ),
which is valid by the aforementioned observations and the fact that φ ∈ C∞c (R
n). By
the uniqueness of such a function u, we have proven that u = L˙−1f . Since we defined
u to be a weak limit of {uk} in L
2∗(Rn), then the first part of c) is proven.
To prove the last part of c), fix Ω ⊂ Rn a bounded open set. By the Moser estimate,
Theorem 5.19, it follows that {uk} is a uniformly bounded sequence in L
∞(Ω). Since
{ak} is a uniformly bounded sequence in L
2(Ω) and {Dakuk} is uniformly bounded in
L2(Ω), it therefore follows that {∇uk} is a uniformly bounded sequence in L
2(Ω). By
the Rellich-Kondrakov Theorem, a subsequence of {uk} must be strongly convergent in
L2(Ω), and this limit has no choice but to be u, hence the limit is unique and the strong
convergence occurs along the whole sequence.
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Finally, to prove the strong convergences in a) and b), first observe that∣∣∣ˆ
Rn
f(uk − u)
∣∣∣ ≤ ‖f‖L2(supp f)‖uk − u‖L2(supp f) −→ 0 as k →∞,
and so by an argument analogous to (2.18), we deduce that
(5.34) ‖Dakuk‖
2
L2(Rn) + ‖V
1
2
k uk‖
2
L2(Rn) −→ ‖Dau‖
2
L2(Rn) + ‖V
1
2u‖2L2(Rn)
as k →∞. Since the sequence of numbers on the left-hand side of (5.34) is non-negative,
it follows that both terms converge independently. Suppose that there exists ε > 0 such
that
‖Dakuk‖
2
L2(Rn) −→ ‖Dau‖
2
L2(Rn) + ε.
Then, owing to (5.34), it must be the case that
‖V
1
2
k uk‖
2
L2(Rn) −→ ‖V
1
2u‖2L2(Rn) − ε,
but this is absurd, since by the weak convergence of the sequence {V
1
2
k uk}, we have
‖V
1
2u‖2L2(Rn) ≤ lim infk→∞
‖V
1
2
k uk‖
2
L2(Rn).
Therefore, there cannot exist such ε > 0. Since ε < 0 is also absurd by the weak
convergence of the sequence {Dakuk}, it follows that
‖Dakuk‖
2
L2(Rn) −→ ‖Dau‖
2
L2(Rn), ‖V
1
2
k uk‖
2
L2(Rn) −→ ‖V
1
2u‖2L2(Rn)
which, together with the weak convergences already shown, imply the respective strong
convergences. 
Theorem 5.35. Assume that a ∈ L2loc(R
n), A ≡ I, and V ∈ L1loc(R
n) with V ≥ 0
a.e. on Rn. Then for each y ∈ Rn, the fundamental solutions Γk to the operators
Lk converge in the weak topology of Va,V (R
n\{y}), and locally in the strong L2loc(R
n ×
R
n\{x = y}) sense, to ΓL, the measurable function of Theorem 5.17. In particular,
ΓL(·, y) ∈ Va,V,loc(R
n\{y}), and LΓL = 0 in the weak sense on R
n\{y}, so that ΓL is
the fundamental solution of the operator L˙. Moreover,
(5.36) ΓL(x, y) ≡ ΓL∗(y, x)
is true in the a.e. sense on Rn × Rn.
Proof. Let U1, U2 be arbitrary open bounded subsets of R
n such that
(5.37) dist(U1, U2) = 3r, r > 0,
and let φ ∈ C∞c (U1), f ∈ C
∞
c (U2). On the set Ω := U1 × U2, {Γk} is a uniformly
bounded sequence in Lp(Ω) for p ∈ [1,∞] owing to property b) in Theorem 5.17 (with
a norm depending on U1, U2, r). By Theorem 5.22, for each y ∈ U2, Γk(·, y) solves
LΓk(·, y) = 0 on R
n\{y} in the weak sense, and the analogous statement holds for the
y−variable because of (5.24). Cover U1 by a family of balls {B
m
r } such that the balls
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intersect a uniformly finite number of times depending only on dimension (recall that
r is given by (5.37)). Applying the Caccioppoli inequality (2.21) with R = 2r on each
ball Bmr , it is straightforward that
‖DakΓk(·, y)‖
2
L2(Bmr )
≤ C(r)
ˆ
Bm2r
|Γk(·, y)|
2.
Consequently,
‖DakΓk(·, y)‖
2
L2(U1)
≤
∞∑
m=1
‖DakΓk(·, y)‖
2
L2(Bmr )
≤
∞∑
m=1
C(r)
ˆ
Bm2r
|Γk(·, y)|
2
≤ C(r, n)
ˆ
U1+r
|Γk(·, y)|
2 ≤ C(r, n, U1),
whence we see that for each y ∈ U2, the sequence {DakΓk(·, y)} is uniformly bounded
in L2(U1). Similarly, thanks to (5.24), it is proven that for each x ∈ U1, {DakΓk(x, ·)}
is uniformly bounded in L2(U2). Combining these results, we obtain that {DakΓk} is
uniformly bounded in L2(Ω). Therefore, since {Γk} is a uniformly bounded sequence in
L∞(Ω) (due to (5.18)), then from the fact that
DakΓk = ∇Γk − iakΓk,
it actually follows that {∇Γk} is a uniformly bounded sequence in L
2(Ω). By the
Rellich-Kondrachov Theorem, it follows that a subsequence of {Γk} converges strongly
in L2(Ω). Hence we pass to such an L2(Ω)−convergent subsequence (which we denote
as the whole sequence).
On the other hand, from Lemma 5.31, it follows that {L˙−1k f} is a uniformly bounded
sequence in L2
∗
(Rn), so that in particular we can writeˆ
Rn
[
L˙−1k f − L˙
−1f
]
φ(x) dx −→ 0
as k →∞. Using the kernel representation, we have that
(5.38)
ˆ
Rn
ˆ
Rn
[
Γk(x, y)− ΓL(x, y)
]
f(y) dyφ(x) dx −→ 0
as k → ∞. Therefore, ΓL(x, y) must be the unique strong limit in L
2(Ω) of the whole
sequence {Γk}. After passing to a subsequence, we can assume that {Γk} converges
pointwise a.e. on Ω to ΓL. In particular, for a.e. y ∈ U2, there is a subsequence of
{Γk(·, y)}, with the indexing set independent of y (but depending on Ω = U1 × U2),
which converges pointwise a.e. on U1 to {ΓL(·, y)}.
By the aforementioned discussion and similar argumentation to that in Lemma 5.31,
it must be the case that {DakΓk(·, y)} converges weakly in L
2(U1) to DaΓL(·, y), and
moreover by the weak∗ convergence in L∞(U1) of a subsequence of {Γk(·, y)}, it therefore
follows that {VkΓk(·, y)} converges to {V ΓL(·, y)} on U1 in the sense of distributions.
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Then, since ΓL(·, y) ∈ L
∞(U1), we have shown that ΓL(·, y) ∈ Va,V (U1). For fixed
φ ∈ C∞c (U1), taking the limit as k → ∞ on each identity (2.19) satisfied by Γk(·, y),
we arrive at the fact that ΓL solves LΓL(·, y) = 0 on U1 in the weak sense. By (5.24),
all results in the x−variable are also true in the y−variable, and the pointwise a.e.
convergence property of {Γk} to ΓL, coupled with (5.24), gives (5.36) immediately on
U1 × U2. Varying over admissible U1, U2 finishes the proof of the theorem. 
6. Upper bound on the exponential decay of the fundamental solution
In the following definition, L is either L+ ε for ε > 0 or L˙, with H ,R the domain
and range respectively of these operators. Specifically, when L = L + ε, we write
H = D(L), R = L2(Rn). When L = L˙, we write H = V˙, R = V˙ ′.
Definition 6.1. We say that the operator L has the zero-source local uniform bound-
edness property if for each ball B ⊂ Rn and each function u which solves L u = 0 in
the weak sense on 2B, it follows that u ∈ L∞(B) and
(6.2) ‖u‖L∞(cB) ≤ C
(  
2B
|u|2
) 1
2
,
where c, C are independent of B and u.
We briefly remark that for the operators under consideration, the diamagnetic in-
equality guarantees that u ∈ L2loc(R
n).
For the fundamental solution Γ associated to the operator L , as given in Definition
5.9, it will be useful to consider the conditions
(6.3) |Γ(x, y)| ≤
C
|x− y|n−2
, for a.e. x, y ∈ Rn, x 6= y
and
(6.4)
C1
|x− y|n−2
≤ |Γ(x, y)| ≤
C2
|x− y|n−2
, for a.e. x, y ∈ Rn, x 6= y,
where the constants C, C1, C2 depend on the dimension only. In some situations
(strictly speaking, not necessarily including ours), the condition (6.3) is equivalent to a
Moser-type bound [22], but we do not explore this direction.
Let us first state a result analogous to Proposition 4.3 for the operator L˙. The proof
is virtually identical to that of Proposition 4.3, and is thus omitted.
Proposition 6.5. Assume that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded, measurable coefficients, and V ∈ L1loc(R
n) is real-valued with V ≥ 0 a.e. on
R
n. If a ≡ 0, assume V ∈ RHn
2
, otherwise take assumptions (1.10). Suppose U ⊂ Rn
is a bounded open set. Let u ∈ Vloc(R
n\U) be a solution to Lu = 0 in the weak sense
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on Rn\U . Suppose φ ∈ C∞c (R
n) is such that φ ≡ 0 on 2U . Let g ∈ C∞(Rn) be a
non-negative function satisfying |∇g(x)| ≤ C2m(x, V + |B|) for every x ∈ R
n. Then
(6.6)
ˆ
Rn
m(x, V + |B|)2|uφ|2e2εg dx ≤ C
ˆ
Rn
|u|2|∇φ|2e2εg dx,
for any ε ∈ (0, ε0), where ε0 and C depend only on λ,Λ, C2, n, ‖V + |B|‖RHn
2
, and the
constants from (1.10).
The next results follow the lines of the argument in [29]:
Theorem 6.7. Suppose a ∈ L2loc(R
n), A is an elliptic matrix with complex, bounded
coefficients, V ∈ L1loc(R
n), and that L is an operator for which there exists a fundamental
solution in the sense of Definition 5.9 satisfying (6.3). Moreover, if a ≡ 0, assume
V ∈ RHn
2
; otherwise assume (1.10). Then there exists ε > 0 and a constant C > 0,
depending on L, such that
(6.8)
( 
B(x, 1
m(x,V+|B|)
)
|Γ(z, y)|2 dz
) 1
2
≤
Ce−εd(x,y,V+|B|)
|x− y|n−2
for all x, y ∈ Rn.
If L satisfies the zero-source local uniform boundedness property, then
(6.9) |Γ(x, y)| ≤
Ce−εd(x,y,V+|B|)
|x− y|n−2
for all x, y ∈ Rn.
Proof. Fix x0, y0 ∈ R
n, x0 6= y0. Since for each x, y ∈ R
n we have
d(x, y) ≤ C if |x− y| <
C
m(x, V + |B|)
,
then in particular we may also assume that |x0 − y0| ≥
C
m(y0,V )
. Indeed, otherwise
d(x0, y0) ≤ C, and so from (6.3), we observe
|Γ(x0, y0)| ≤
C
|x− y|n−2
≤
CeεCe−εd(x0,y0)
|x− y|n−2
which gives (6.9). Furthermore, we can assume that
(6.10) B
(
x0,
4
m(x0, V + |B|)
)
∩B
(
y0,
4
m(y0, V + |B|)
)
= ∅.
Indeed, suppose there exists z ∈ B
(
x0,
4
m(x0,V+|B|)
)
∩B
(
y0,
4
m(y0,V+|B|)
)
. Then we note
|x0 − y0| ≤ |x0 − z|+ |z − y0| ≤
4
m(x0, V + |B|)
+
4
m(y0, V + |B|)
≤ 8max
{ 1
m(x0, V + |B|)
,
1
m(y0, V + |B|)
}
which once again implies d(x0, y0) ≤ C.
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Per our assumptions, LΓ(·, y0) = 0 in the weak sense on any ball centered around
x0 which does not contain y0. Let r =
1
m(y0,V+|B|)
. Applying Proposition 6.5 with
u = Γ(·, y0) and U = B(y0, 4r), we can carry out the argument of Theorem 4.16 up to
proving (4.18) to establish that
(6.11)
ˆ
BM\4U
m(·, V + |B|)2|u|2e2εϕj
≤ C
{ˆ
4U\2U
|u|2
1
|diamU |2
e2εϕj +
ˆ
2BM\BM
|u|2
1
M2
e2εϕj
}
.
where ϕj is as in Proposition 4.13 with w = V + |B|. Owing to (6.3) and the fact that
φj is uniformly bounded in 2BM\BM , it follows that the second term in the right-hand
side of (6.11) drops to 0 as M →∞. Therefore, we may conclude thatˆ
Rn\B(y0,4r)
m(x, V + |B|)2|Γ(x, y0)|
2e2εϕj(x,y0) dx
≤
C
r2
ˆ
B(y0,4r)\B(y0,2r)
|Γ(x, y0)|
2e2εϕj(x,y0) dx.(6.12)
We note that for x ∈ B(y0, 4r)\B(y0, 2r), by Proposition 3.24 we have d(x, y0, V +|B|) ≤
C, which by (4.11) implies ϕ(x, y0) ≤ C, where ϕ is as in Proposition 4.10. But of
course, by the construction of the ϕj , we see that ϕj(x, y0) ≤ ϕ(x, y0) ≤ C for all j and
x ∈ B(y0, 4r)\B(y0, 2r). It follows that
sup
x∈B(y0,4r)\B(y0,2r)
e2εϕj(x,y0) ≤ C, for each j ∈ N,
so that, using (6.3),ˆ
Rn\B(y0,4r)
m(x, V + |B|)2|Γ(x, y0)|
2e2εϕj(x,y0) dx ≤
C
rn−2
.
By Fatou’s Lemma we have
(6.13)
ˆ
Rn\B(y0,4r)
m(x, V + |B|)2|Γ(x, y0)|
2e2εϕ(x,y0) dx ≤
C
rn−2
.
Let R = 1m(x0,V+|B|) . We claim that B(x0, R) ⊂ R
n\B(y0, 4r). Suppose not. Then there
is a point z ∈ B(x0, R) ∩
(
R
n\B(y0, 4r)
)c
= B(x0, R) ∩ B(y0, 4r), which contradicts
(6.10). Now, using (4.11) and (6.13), we getˆ
B(x0,R)
m(x, V + |B|)2|Γ(x, y0)|
2e2εd(x,y0) dx ≤
C
rn−2
.
By the Triangle Inequality we observe
d(x0, y0) ≤ d(x0, x) + d(x, y0), for each x ∈ B(x0, R).
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Recall that we have by Proposition 3.23 that d(x0, x) ≤ L, L a constant depending on
‖V + |B|‖RHn
2
but independent of x0 and x. It follows that
e2εd(x,y0) ≥ e−2εLe2εd(x0,y0) = Ce2εd(x0,y0), for each x ∈ B(x0, R).
From this fact and the fact that m(x, V + |B|) ∼ m(x0, V + |B|) = R
−1 for every
x ∈ B(x0, R) owing to (3.15), we can conclude
1
R2
ˆ
B(x0,R)
|Γ(x, y0)|
2e2εd(x0,y0) dx ≤
C
rn−2
.
Dividing out by Rn−2 and taking square root we see that( 1
Rn
ˆ
B(x0,R)
|Γ(x, y0)|
2 dx
)1/2
≤
Ce−εd(x0,y0)
(Rr)(n−2)/2
≤ C
[
m(x0, V + |B|)m(y0, V + |B|)
](n−2)/2
e−εd(x0,y0).(6.14)
We claim that if |x− y|m(x, V + |B|) ≥ 2 then
(6.15) d(x, y) ≥ c
[
1 + |x− y|m(x, V + |B|)
]1/(k0+1)
,
for some k0 > 0. To see this, choose γ : [0, 1]→ R
n such that γ(0) = x, γ(1) = y, and
2d(x, y) ≥
ˆ 1
0
m(γ(t), V + |B|)|γ′(t)| dt
which can be done by the definition of d and the fact that x 6= y necessarily in this case.
It follows from (3.20) that
2d(x, y) ≥ c
ˆ 1
0
m(x, V + |B|)|γ′(t)| dt[
1 + |γ(t)− x|m(x, V + |B|)
] k0
k0+1
.
The integral on the right-hand side of the above inequality is greater than or equal to
the geodesic distance from x to y in the metric
m(x, V + |B|)dz[
1 + |z − x|m(x, V + |B|)
] k0
k0+1
,
which isˆ 1
0
m(x, V + |B|)|y − x| dt[
1 + t|y − x|m(x, V + |B|)
] k0
k0+1
≥ c′
[
1 + |x− y|m(x, V + |B|)
]1/(k0+1)
and so (6.15) follows.
Hence, owing to (6.10) and (6.15), we have for each ε′ > 0,
|x0 − y0|m(x0, V + |B|) ≤ 1 + |x0 − y0|m(x0, V + |B|) ≤
1
ck0+1
d(x0, y0)
k0+1
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≤
1
ck0+1
Cε′/2e
(ε′/2)d(x0,y0).
Likewise,
|x0 − y0|m(y0, V + |B|) ≤
1
ck0+1
Cε′/2e
(ε′/2)d(x0,y0).
Adding the last two inequalities we see
|x0 − y0|m(y0, V + |B|) + |x0 − y0|m(x0, V + |B|) ≤
2
ck0+1
Cε′/2e
(ε′/2)d(x0,y0),
for any ε′ > 0. Squaring the above inequality we have
2|x0 − y0|
2m(x0, V + |B|)m(y0, V + |B|) ≤ 4c
−2(k0+1)C2ε′/2e
ε′d(x0,y0).
Now, given ε small enough, choose ε′ = 1n−2ε. Then in view of (6.14), we get( 1
Rn
ˆ
B(x0,R)
|Γ(x, y0)|
2 dx
)1/2
≤
Ce−(ε/2)d(x0,y0)
|x0 − y0|n−2
,
which is (6.8). Since Γ(·, y0) is a weak solution to Lu = 0 on B(x0, R), then if the
operator L has the zero-source local uniform boundedness property, by (6.2) and (6.8),
we immediately achieve (6.9). 
The exponential decay result of the last theorem holds in the pointwise a.e. sense for
the fundamental solutions of some of the operators previously considered. In particular,
we have
Corollary 6.16. Let L1 be a generalized magnetic Schro¨dinger operator formally given
by (1.3) where a ∈ L2loc(R
n), A ≡ I, V ∈ L1loc(R
n) with V ≥ 0 a.e. on Rn, and
assumptions (1.10) are satisfied. Then there exists ε > 0 and a constant C > 0,
depending on ‖V + |B|‖RHn
2
, n, and the constants from (1.10), such that
(6.17) |ΓL1(x, y)| ≤
Ce−εd(x,y,V+|B|)
|x− y|n−2
for a.e. x, y ∈ Rn.
Let L2 be a generalized magnetic Schro¨dinger operator formally given by (1.3) where
a ≡ 0, A is an elliptic matrix with real, bounded coefficients, and V ∈ RHn
2
. Then
there exists ε > 0 and a constant C > 0, depending on ‖V ‖RHn
2
, n, λ, and Λ such that
(6.18) ΓL2(x, y) ≤
Ce−εd(x,y,V )
|x− y|n−2
for all x, y ∈ Rn with x 6= y.
Proof. In the first setting, the results of Section 5 are true, and so the hypothesis of
Theorem 6.7 hold. In the second setting, the theory of fundamental solutions set forth
in [9] applies, whence the hypothesis of Theorem 6.7 hold. Furthermore, in this case
the fundamental solution is actually positive and continuous (see Section 7.1), so (6.9)
holds pointwise on Rn × Rn\{x = y}.
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7. Lower bound on the exponential decay of the fundamental solution
7.1. Properties of the generalized Schro¨dinger operator, without the mag-
netic potential. Recall the definition of the operator LE ,
LE = −div A∇ + V,
which is the operator L with a ≡ 0. For this operator with A an elliptic matrix with
real, bounded coefficients, and V ∈ RHn
2
, the theory set forth in [9] applies, so that
the fundamental solution in the sense of Definition 5.9 exists. Actually, its fundamental
solution is known to be continuous and positive. Below we present a few lemmas that
apply to this operator; the most critical for us in obtaining the lower bound estimate is
the scale-invariant Harnack Inequality.
Lemma 7.1. [9] (Moser-type Estimate) Assume that a ≡ 0, A is an elliptic matrix with
real, bounded coefficients, and V ∈ L1loc(R
n) with V ≥ 0 a.e. on Rn. Let BR ⊂ R
n be a
ball, and let u ∈ V0,V (BR) solve LEu = f in the weak sense on BR, where f ∈ L
q(BR)
for some q > n2 . Then for any r, 0 < r < R,
‖u‖L∞(BR/2) ≤ C
[( 
BR
|u|r
)1/r
+R
2−n
q ‖f‖Lq(BR)
]
where C depends on n, p, q, λ,Λ.
Lemma 7.2. [9] (Ho¨lder Continuity Estimate) Assume that a ≡ 0, A is an elliptic
matrix with real, bounded coefficients, and V ∈ RHn
2
. Let u solve LEu = 0 in the weak
sense on a ball BR0 ⊂ R
n, R0 > 0. Then there exists η ∈ (0, 1) depending on R0, and
CR0 > 0 such that whenever 0 < R ≤ R0,
sup
x,y∈BR/2, x 6=y
|u(x)− u(y)|
|x− y|η
≤ CR0R
−η
[( 
BR
|u|2
∗
)1/2∗
+R2−
n
p ‖V ‖Lp(BR)
]
.
Lemma 7.3. [8] (Scale-Invariant Harnack Inequality) Assume a ≡ 0, A is an elliptic
matrix with real, bounded coefficients, and V ∈ RHn
2
. There exists a small constant
c = c(n, λ,Λ) such that whenever B = B(x0, r), r <
c
m(x0,V )
, x0 ∈ R
n, the following
property holds. For any u which solves LEu = 0 in the weak sense on 2B,
(7.4) sup
x∈B
u(x) ≤ C inf
x∈B
u(x),
with the constant C > 0 depending on n, λ,Λ and V only.
Remark 7.5. We remark that the Harnack inequality, of course, holds for any 0 < r < r0,
r0 > 0, but typically with the constant growing exponentially in r0 and ‖V ‖Lp(B(x0,r0)).
The important feature of (7.4) is that the constant depends on n, λ,Λ and CV only.
The following lemma is a trivial extension of a particular result of Theorem 1.1 in
[15]:
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Lemma 7.6. Suppose that A is an elliptic matrix with real, bounded coefficients. Let
Γ0 be the unique fundamental solution to the operator L0 = −div A∇. Then there exist
constants cn, Cn greater than 0 and depending on n, λ,Λ, such that
(7.7)
cn
|x− y|n−2
≤ Γ0(x, y) ≤
Cn
|x− y|n−2
.
It will be useful to consider the conclusion of Lemma 7.3 in greater generality:
Definition 7.8. We say that the operator L satisfying assumptions (1.10) has the m-
scale invariant Harnack Inequality if whenever B = B(x0, r), r <
c
m(x0,V+|B|)
, x0 ∈ R
n,
the following property holds. For any u which solves Lu = 0 in the weak sense on 2B,
(7.9) sup
x∈B
|u(x)| ≤ C inf
x∈B
|u(x)|,
with the constant C > 0 independent of B.
7.2. Proof of the lower bound estimate. First, we establish two auxiliary proposi-
tions.
Proposition 7.10. Let a ∈ L2loc(R
n), and let A be an elliptic matrix with complex,
bounded coefficients. Assume that V ∈ L1loc(R
n) satisfies (2.7), (2.1) with c2 ≡ c4 ≡ 0.
Let
LV = −(∇− ia)
TA(∇− ia) + V, L0 = −(∇− ia)
TA(∇− ia).
Then for each f ∈ (V˙a,0)
′, L˙−1V f is well-defined, belongs to V˙a,V , and the identity
(7.11) L˙−10 f = L˙
−1
V f + L˙
−1
0 V L˙
−1
V f
holds in V˙a,0. Moreover, if L0, its adjoint L
∗
0 and LV are operators whose inverses have
fundamental solutions Γ0,Γ
∗
0,ΓV respectively which satisfy
(7.12) ΓV ,Γ0,Γ
∗
0 ∈ L
∞
loc(R
n × Rn\{x = y}),
then the identity
(7.13) Γ0(x, y) = ΓV (x, y) +
ˆ
Rn
Γ∗0(z, x)ΓV (z, y)V (z) dz
holds a.e. on Rn × Rn.
Proof. Let f ∈ (V˙a,0)
′. Since
‖u‖V˙a,0 ≤ C‖Dau‖L2(Rn) ≤ C‖u‖V˙a,V ,
it follows that V˙a,0 continuously embeds into V˙a,V , which implies in particular that
f ∈ (V˙a,V )
′, and L˙−1V f ∈ V˙a,V ⊂ V˙a,0. Therefore L˙0L˙
−1
V f ∈ (V˙a,0)
′. Hence
(V˙a,0)
′ ∋ f − L˙0L˙
−1
V f = (L˙V − L˙0)L˙
−1
V f = V L˙
−1
V f,
so that L˙−10 V L˙
−1
V f ∈ V˙a,0. Now, since
L˙0
(
L˙−1V f + L˙
−1
0 V L˙
−1
V f
)
= L˙0L˙
−1
V f + V L˙
−1
V f = L˙V L˙
−1
V f = f,
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by the invertibility of L˙0, we obtain (7.11). Now let φ ∈ C
∞
c (R
n). Multiplying (7.11)
by φ and integrating over Rn we observeˆ
Rn
[
L˙−10 f − L˙
−1
V f
]
φ =
ˆ
Rn
(
(L˙0)
−1V L˙−1V f
)
φ
=
ˆ
Rn
(
V L˙−1V f
)(
(L˙∗0)
−1φ
)
.(7.14)
Now let U1, U2 ⊂ R
n be open sets such that dist(U1, U2) > 0, and f ∈ C
∞
c (U1), φ ∈
C∞c (U2). Writing out the integral representations of the operators in (7.14) and using
Fubini’s Theorem (justified since (7.12), V ∈ L1loc(R
n), and f, φ are smooth, compactly
supported, satisfying dist(supp f, supp g) > 0), we have that
(7.15)
ˆ
Rn
ˆ
Rn
[
Γ0(x, y)− ΓV (x, y)
]
f(y)φ(x) dx dy
=
ˆ
Rn
ˆ
Rn
ˆ
Rn
V (z)ΓV (z, y)Γ
∗
0(z, x)f(y)φ(x) dx dy dz.
We may rewrite (7.15) as
(7.16)
ˆ
Rn
ˆ
Rn
[
Γ0(x, y)−ΓV (x, y)−
ˆ
Rn
V (z)ΓV (z, y)Γ
∗
0(z, x) dz
]
f(y)φ(z) dy dx = 0.
Since (7.16) holds for arbitrary f, φ ∈ C∞c (R
n) with disjoint supports, then (7.13) holds
for a.e. x, y ∈ Rn. 
Lemma 7.17. Suppose that a ∈ L2loc(R
n), A is an elliptic matrix with complex, bounded
coefficients, V ∈ L1loc(R
n), and that L, L0 := L − V , L
∗
0 are operators for which there
exist fundamental solutions Γ ≡ ΓV , Γ0, Γ
∗
0 in the sense of Definition 5.9. Assume that
L has the zero-source local uniform boundedness property and that ΓV ,Γ0,Γ
∗
0 satisfy
(6.3). Moreover for p > n2 , if a ≡ 0, assume V ∈ RHp; otherwise assume (1.10) with
n
2
replaced by p. Let p˜ = p if n ≥ 4 and p˜ ∈
(
3
2 ,min{3, p}
)
if n = 3, and denote δ := 2− np˜ .
Then
(7.18) |Γ(y, x)− Γ0(y, x)| ≤
C[|x− y|m(y, V + |B|)]δ
|x− y|n−2
,
for a.e. x, y ∈ Rn such that |x−y| < 1m(y,V +|B|) . Here C depends on ‖V + |B|‖RHp , p, λ,
Λ, n and the constants from (1.10).
Proof. Since ΓV ,Γ0,Γ
∗
0 satisfy (6.3), then they also satisfy (7.12). It follows from Propo-
sition 7.10, the upper bound of Γ(x, y) in Theorem 6.7 and (6.3) that
(7.19) |Γ(y, x)− Γ0(y, x)| ≤ C
ˆ
Rn
e−εd(z,y,V+|B|)
|z − x|n−2|z − y|n−2
V (z) dz ≤ C(I1 + I2 + I3),
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where I1, I2, and I3 denote the integrals over B(x, r/2), B(y, r/2), and
Ω :=
{
z ∈ Rn : |z − x| ≥ r/2, |z − y| ≥ r/2
}
,
respectively, with r = |x− y|. Recall that |x− y| < 1m(y,V +|B|) . Write R =
1
m(y,V+|B|) ∼
1
m(x,V+|B|) . For z ∈ B(x, r/2), we have |z − y| > r/2, so
I1 ≤
C
rn−2
ˆ
B(x,r/2)
V (z) dz
|z − x|n−2
≤
C
rn−2
[ 1
rn−2
ˆ
B(x,r/2)
V
]
≤
C
rn−2
( r
R
)2−n
p
[ 1
Rn−2
ˆ
B(x,R)
V + |B|
]
≤
C
rn−2
( r
R
)2−n
p
,(7.20)
where the second inequality is due to (3.22), the third one is due to Lemma 3.9, and
the last one is due to Proposition 3.12. Similarly we achieve
(7.21) I2 ≤ C
( r
R
)2−n
p 1
rn−2
.
To estimate I3, we note that for all z ∈ Ω,
|z − y| ≤ |z − x|+ |x− y| = |z − x|+ r ≤ |z − x|+ 2|z − x| = 3|z − x|,
and so
I3 ≤ C
ˆ
|z−y|≥ r
2
e−εd(z,y,V+|B|)V (z) dz
|z − y|2n−4
≤ C
ˆ
2R>|z−y|≥r/2
V (z) dz
|z − y|2n−4
+ C
ˆ
|z−y|≥2R
e−εd(z,y,V+|B|)V (z) dz
|z − y|2n−4
= C(I31 + I32).(7.22)
To estimate I31, we proceed similarly to the proof of Proposition 3.21. Recall p˜ from
the statement of the Lemma. We note that p˜ ≤ p in any dimension and hence V + |B| ∈
RHp˜(R
n). Let q be the Ho¨lder conjugate of p˜. Since {z | |z−y| ∈ [r/2, 2R]} ⊂ B(y, 2R),
by Ho¨lder’s Inequality we have
I31 ≤
(ˆ
B(y,2R)
V p˜
) 1
p˜
( ˆ
2R>|z−y|≥r/2
1
|z − y|2(n−2)q
dz
) 1
q
.(7.23)
Next,(ˆ
B(y,2R)
V p˜
) 1
p˜
= |B(y, 2R)|
1
p˜
( 1
|B(y, 2R)|
ˆ
B(y,2R)
V p˜
) 1
p˜
≤ ‖V + |B|‖RHp˜
(
C(n)
) 1
p˜
−1
(2R)
n
p˜
−2
( 1
(2R)n−2
ˆ
B(y,2R)
V + |B|
)
.
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Hence, by the definition of R and Proposition 3.12 we have
(7.24)
(ˆ
B(y,2R)
V p˜
) 1
p˜
≤ CR
n
p˜
−2.
Now, observe that n + np˜ > 4 and hence n − 2q(n − 2) < 0 for our choice of p˜.
Therefore,
(7.25)
ˆ
2R>|z−y|≥r/2
1
|z − y|2(n−2)q
dz ≤ C(n, q) rn−2q(n−2).
From (7.23), (7.24), and (7.25), we obtain
I31 ≤ CR
n
p˜
−2r
n
q
−2(n−2) = C
( r
R
)2−n
p˜ 1
rn−2
.
As for I32, first observe that n+
n
p˜ > 4 can be written as
(7.26) n− 2−
(
2−
n
p˜
)
> 0.
With this in mind, we split up {|z − y| ≥ 2R} into annuli of radius 2jR for each j ∈ N:
I32 =
∞∑
j=1
ˆ
2jR≤|z−y|≤2j+1R
e−εd(z,y,V+|B|) V (z) dz
|z − y|2n−4
.
For z ∈ {2jR ≤ |z − y| ≤ 2j+1R}, we observe that
|z − y|m(y, V + |B|) ≥ 2jRm(y, V + |B|) = 2j .
Hence (6.15) implies that there exists ℓ > 1 such that
d(z, y, V + |B|) ≥ cℓj , for each z ∈ {2jR ≤ |z − y| ≤ 2j+1R}.
Therefore,
I32 ≤
∞∑
j=1
e−εcℓ
j
(2jR)2n−4
ˆ
B(y,2j+1R)
V
≤
∞∑
j=1
e−εcℓ
j
(2jR)2n−4
Cj+10
ˆ
B(y,R)
V + |B| =
C0
Rn−2
∞∑
j=1
e−εcℓ
j
2−(2n−4)jCj0 ≤
C
Rn−2
,
where on the second inequality we invoked Proposition 3.3 for V + |B|, and C0 is
the constant in (3.4). Here, C depends on λ,Λ, ℓ, n, and C0, hence, on λ,Λ, n and
‖V + |B|‖RHp˜ only. As a result,
I32 ≤
C
Rn−2
= C
( r
R
)2−n
p˜
( r
R
)n−2−(2−n
p˜
)
1
rn−2
≤ C
( r
R
)2−n
p˜ 1
rn−2
,
using (7.26).
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Since 2− np˜ ≤ 2−
n
p for any n ≥ 3 and r < R by assumption, the above estimations
on I1, I2, I3 together with (7.19) imply
|Γ(y, x)− Γ0(y, x)| ≤ C
( r
R
)2−n
p˜ 1
rn−2
which translates to (7.18). 
Theorem 7.27. Suppose that a ∈ L2loc(R
n), A is an elliptic matrix with complex,
bounded coefficients, V ∈ L1loc(R
n), and that L, L0 := L−V , L
∗
0 are operators for which
there exist fundamental solutions Γ ≡ ΓV , Γ0 Γ
∗
0 in the sense of Definition 5.9. Assume
that Γ0 satisfies (6.4), that Γ
∗
0,ΓV satisfy (6.3), that L has the zero-source local uniform
boundedness property, and that L satisfies the m-scale invariant Harnack Inequality.
Moreover, if a ≡ 0, assume that V ∈ RHn
2
; otherwise assume (1.10). Then there exist
constants c and ε2 depending on λ,Λ, ‖V + |B|‖RHn
2
, n and the constants from (1.10)
such that
(7.28) |Γ(x, y)| ≥
ce−ε2d(x,y,V+|B|)
|x− y|n−2
.
Proof. Fix x, y ∈ Rn. If |x − y|m(x, V + |B|) ≤ c for c small enough, then by Lemma
7.17 and (6.4),
(7.29) |Γ(y, x)| ≥ |Γ0(y, x)| − |Γ(y, x) − Γ0(y, x)| ≥
c′
|x− y|n−2
.
Fix C as the constant from Proposition 3.25. By the m−scale invariant Harnack In-
equality (7.9), inequality (7.29) implies that for any C ≥ c,
(7.30) |Γ(y, x)| ≥
c˜
|x− y|n−2
, if |x− y|m(x, V + |B|) ≤ C
where c˜ depends on C, and hence for such x, y the estimate (7.28) trivially holds, since
ε2d(x, y, V + |B|) ≥ 0. So it suffices to show (7.28) in the case that x, y ∈ R
n, x 6= y
satisfy |x − y|m(x, V + |B|) > C. To this end, choose γ : [0, 1] → Rn such that
γ(0) = x, γ(1) = y, andˆ 1
0
m(γ(t), V + |B|)|γ′(t)| dt ≤ 2d(x, y, V + |B|)
which can be done by the definition of d. Let
t0 = sup
{
t ∈ [0, 1]
∣∣∣ |x− γ(t)| ≤ C
m(x, V + |B|)
}
Thus t0 satisfies |x−γ(t0)| ≤
C
m(x,V+|B|) , and hence by Lemma 3.14 we havem(γ(t0), V +
|B|) ∼ m(x, V + |B|). In the case that
|y − γ(t0)| ≤
1
m(γ(t0), V + |B|)
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we note that
|x− y| ≤ |x−γ(t0)|+ |y−γ(t0)| ≤
C
m(x, V + |B|)
+
1
m(γ(t0), V + |B|)
≤
C + C
m(x, V + |B|)
which establishes (7.28) due to (7.30) (used with A+ C in place of A).
Now suppose that |y− γ(t0)| >
1
m(γ(t0),V+|B|)
. Since m(·, V + |B|) is locally bounded,
we can define a finite sequence t0 < t1 < · · · < tm ≤ 1 such that
tj = inf
{
t ∈ [tj−1, 1]
∣∣∣ |γ(t)− γ(tj−1)| ≥ 1
m(γ(tj−1), V + |B|)
}
.
Respectively, it has the following properties
(7.31) γ(t) ∈ B
(
γ(tj−1),
1
m(γ(tj−1), V + |B|)
)
for t ∈ [tj−1, tj), j = 1, 2, . . . ,m,
(7.32) |γ(tj)− γ(tj−1)| =
1
m(γ(tj−1), V + |B|)
, j = 1, . . . ,m
and
(7.33) γ(t) ∈ B
(
γ(tm),
1
m(γ(tm), V + |B|)
)
for t ∈ [tm, 1].
It follows thatˆ 1
0
m(γ(t), V + |B|)|γ′(t)| dt ≥
m∑
j=1
ˆ tj
tj−1
m(γ(t), V + |B|)|γ′(t)| dt
≥ c
m−1∑
j=1
m(γ(tj−1), V + |B|)|γ(tj)− γ(tj−1)| = cm
where the second inequality is due to (3.15) and the last equality is due to (7.32). Hence
(7.34) m ≤
2
c
d(x, y, V + |B|).
By definition of t0, we have that
|x− γ(tj)| ≥
C
m(x, V + |B|)
for each j = 0, . . . ,m. It follows by (3.26) that
x /∈ B
(
γ(tj),
2
m(γ(tj), V + |B|)
)
for each j = 0, 1, . . . ,m. Let u(z) := Γ(z, x). Then we have that u is a weak solution
of Lu = 0 in B
(
γ(tj),
2
m(γ(tj ),V+|B|)
)
. By (7.32) and the Harnack Inequality, we can
deduce the following chain of inequalities:
|u(γ(t0))| ≤ C|u(γ(t1))| ≤ · · · ≤ C
m|u(γ(tm))| ≤ C
m+1|u(y)|,
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with the constant C depending on n, λ,Λ and ‖V + |B|‖RHn
2
and the constants from
(1.10) only. This implies
|Γ(y, x)| ≥ C−m−1|Γ(γ(t0), x)| ≥ C
−m−2 1
|γ(t0)− x|n−2
≥ C−m−3
(
m(x, V + |B|)
)n−2
,
possibly enlarging the value of C which still depends on the same parameters. Here,
the second inequality holds due to the fact that γ(t0) satisfies the hypothesis of (7.30).
From (7.34) we deduce
|Γ(y, x)| ≥ C−
2
c
d(x,y,V+|B|)
(
m(x, V + |B|)
)n−2
.
We can choose ε2 > 0 large enough so that
ε2 −
2
c
lnC ≥ 0
in which case we can write
|Γ(y, x)| ≥ Ce−ε2d(x,y,V+|B|)
(
m(x, V + |B|)
)n−2
.
Finally, from the hypothesis that m(x, V + |B|) ≥ C
|x−y|n−2
we obtain
(7.35) |Γ(y, x)| ≥
ce−ε2d(x,y,V+|B|)
|x− y|n−2
for a.e. x, y ∈ Rn, x 6= y.
It is immediate that (7.35) implies (7.28). Indeed, fix x, y ∈ Rn with x 6= y. Since
the right-hand side of (7.35) is symmetric with respect to x, y, it follows that
|Γ(x, y)| ≥
ce−ε2d(y,x,V+|B|)
|y − x|n−2
=
ce−ε2d(x,y,V+|B|)
|x− y|n−2
,
for almost every such x, y, as desired. 
Corollary 7.36. Let L2 be a generalized magnetic Schro¨dinger operator formally given
by (1.3) where a ≡ 0, A is a real, bounded, elliptic matrix, and V ∈ RHn
2
. Then there
exist constants c and ε2 depending on λ,Λ, n, and ‖V ‖RHn
2
such that its fundamental
solution, ΓL2 , satisfies
(7.37) ΓL2(x, y) ≥
ce−ε2d(x,y,V )
|x− y|n−2
.
Proof. Per the results given in Section 7.1, the operator L2 satisfies the hypothesis of
Theorem 7.27. The result follows. 
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