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Abstrakt
Práce se zabývá pravděpodobnostní datovou strukturou Bloomův filtr a jeho variantami –
počítaným Bloomovým filtrem a multistage filtrem. Je vysvětlen princip těchto datových
struktur a jsou uvedeny matematické vztahy popisující jejich vlastnosti včetně vztahu pro
minimalizaci falešných pozitivních výsledků. Je proveden výběr vhodné hašovací funkce
z hlediska implementace v FPGA čipu. Návrhy architektur hašovací funkce a datových
struktur jsou implementovány v jazyce VHDL a je provedena jejich syntéza. Její výsledky
jsou zhodnoceny z hlediska zabraných zdrojů na FPGA čipu, kritické cesty a maximální
frekvence.
Abstract
The thesis deals with probabilistic data structure Bloom filter and its modifications –
counting Bloom filter and multistage filter. The fundamentals of these data structures
are explained and the mathematical equations describing their properties including the
equation to minimize the false positive rate are shown. Appropriate hash function is cho-
sen considering an implementation on a FPGA chip. Designs of architectures of the hash
function and data structures are implemented in VHDL language and their synthesis is
done. Its results are discussed considering occupied resources of a FPGA chip, a critical
path and maximum frequency.
Klíčová slova
Bloomův filtr, počítaný Bloomův filtr, multistage filtr, hašování, falešný pozitivní výsledek,
FPGA, VHDL.
Keywords
Bloom filter, counting Bloom filter, multistage filter, hashing, false positive, FPGA, VHDL.
Citace
Denis Matoušek: Implementace Bloomových filtrů v FPGA, bakalářská práce, Brno,
FIT VUT v Brně, 2011
Implementace Bloomových filtrů v FPGA
Prohlášení
Prohlašuji, že jsem tuto bakalářskou práci vypracoval samostatně pod vedením pana Ing.
Martina Žádníka. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Denis Matoušek
12. května 2011
Poděkování
Děkuji panu Ing. Martinu Žádníkovi za poskytnuté konzultace a rady při vypracování této
práce.
c© Denis Matoušek, 2011.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 2
2 Teorie Bloomových filtrů 4
2.1 Tradiční hašovací metody . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Bloomovy filtry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Minimalizace falešných pozitivních výsledků . . . . . . . . . . . . . . . . . . 5
2.4 Srovnání Bloomova filtru s hašováním s falešnými pozitivními výsledky . . . 9
2.5 Varianty Bloomových filtrů . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5.1 Rozdělení bitového pole mezi hašovací funkce . . . . . . . . . . . . . 9
2.5.2 Počítané Bloomovy filtry . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5.3 Multistage filtry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Hašovací funkce a její výběr . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.1 Hašovací funkce Jenkins lookup3 . . . . . . . . . . . . . . . . . . . . 15
3 Návrh implementace Bloomových filtrů pro FPGA 17
3.1 Jazyky pro popis obvodů FPGA . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Návrh implementace komponent . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Návrh implementace hašovací funkce Jenkins lookup3 . . . . . . . . . . . . 19
3.4 Návrh implementace Bloomova filtru . . . . . . . . . . . . . . . . . . . . . . 21
3.5 Návrh implementace počítaného Bloomova filtru . . . . . . . . . . . . . . . 22
3.6 Návrh implementace paralelního multistage filtru . . . . . . . . . . . . . . . 23
3.7 Implementace Bloomových filtrů v SW . . . . . . . . . . . . . . . . . . . . . 24
4 Syntéza Bloomových filtrů pro FPGA 27
4.1 Nástroje pro syntézu a testovací platforma . . . . . . . . . . . . . . . . . . . 27
4.2 Syntéza komponenty JENKINS HASH . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Syntéza komponenty BLOOM FILTER . . . . . . . . . . . . . . . . . . . . . . . 29
4.4 Syntéza komponenty COUNTING BLOOM FILTER . . . . . . . . . . . . . . . . . 30
4.5 Syntéza komponenty PARALLEL MULTISTAGE FILTER . . . . . . . . . . . . . 32
4.6 Porovnání výkonnosti HW a SW implementace . . . . . . . . . . . . . . . . 33
5 Závěr 35
A Rozhraní komponent 39
B Podrobná schémata 43
C Obsah CD 45
1
Kapitola 1
Úvod
Předmětem této práce je návrh a efektivní implementace Bloomova filtru a jeho variant
v FPGA čipu. Datová struktura Bloomův filtr byla publikována již v roce 1970[1] a po-
stupem času byly publikovány její modifikace. I přes její dlouhou historii nachází v dnešní
době myšlenka Bloomových filtrů, používající hašování, využití v mnoha oblastech.
Bloomův filtr slouží pro uchování informace o příslušnosti prvku k množině. Jedná
se o pravděpodobnostní datovou strukturu, u které se mohou vyskytovat falešné pozitivní
výsledky – kladný výsledek o příslušnosti k datové struktuře ještě neznamená, že k repre-
zentované množině skutečně přísluší. Jedním z důležitých úkolů je minimalizovat četnost
těchto falešných výsledků vhodnou volbou parametrů Bloomových filtrů. Při aplikaci Blo-
omových filtrů je nutné brát výskyt falešných pozitivních výsledků v úvahu a uzpůsobit
tomu i návrh řešení problému. Opačný případ, falešné negativní výsledky, se u základní
varianty Bloomova filtru nevyskytují.
Hlavní výhodou Bloomova filtru oproti hašovací tabulce je skutečnost, že připuštěním
malého počtu falešných pozitivních výsledků lze mnohonásobně zmenšit prostor pro ucho-
vání informace o příslušnosti k množině.
Bloomovy filtry je tedy možné využít všude tam, kde je nutné reprezentovat určitý se-
znam nebo množinu prvků a zajímá nás pouze informace o příslušnosti prvku k danému
seznamu nebo množině. V [1] je uveden příklad využití Bloomových filtrů pro vyhledávání ve
slovníku pro rozdělování slov a později byly použity v programech pro kontrolu pravopisu.
Další uplatnění nalézají v databázích (také kvůli možnosti operací průniku a sjednocení),
v distribuovaných sítích (lokalizace zdrojů, vytváření skupin a hierarchie) nebo při směro-
vání.
Dalším využitím principu Bloomových filtrů je měření provozu na síti. Zde mohou být
využity pro klasifikaci jednotlivých paketů či celých toků. Díky malým paměťovým náro-
kům a rychlosti zpracování je možné zaznamenávat velký počet toků při zachování velké
propustnosti. V kombinaci s implementací v FPGA čipu lze dosáhnout velké propustnosti
i na rychlých páteřních linkách s gigabitovými toky dat.
Postupem času bylo publikováno několik konceptů, které využívají principů Bloomových
filtrů a přidávají některá rozšíření. V této práci jsou diskutovány počítané Bloomovy filtry
(CBF, Counting Bloom Filters) umožňující navíc odebírání prvků z množiny a multistage
filtry pro detekci velkých toků v síti.
Práce je členěna do tří hlavních častí a příloh. První část práce v kaptiole 2 se zabývá
Bloomovými filtry a jejich variantami z teoretického hlediska. Popisuje princip jejich čin-
nosti a uvádí vztahy popisující jejich vlastnosti. Kapitoly 2.1 a 2.2 porovnávájí tradiční
hašovací metody s Bloomovy filtry. Minimalizaci falešných pozitivních výsledků popisuje
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kapitola 2.3. Vybrané varianty Bloomových filtrů jsou popsány v kapitole 2.5. Druhá část
práce v kapitole 3 se zabývá vytvořením návrhu Bloomových filtrů pro FPGA čip. Jsou
popsány prostředky a techniky použité pro jejich návrh. Je vytvořeno několik návrhů archi-
tektur různých variant Bloomových filtrů. Na konci této časti je popsána SW implementace
Bloomových filtrů a počítaných Bloomových filtrů, vytvořených pro možnost porovnání HW
a SW implementace. Třetí část práce v kapitole 4 se zabývá samotnou syntézou implemen-
tace návrhů Bloomových filtrů z předchozí části na konkrétní platformě. Je zvolen referenční
typ FPGA čipu, na kterém je provedena syntéza a jsou diskutovány její výsledky. Na konci
této části je prvedeno porovnání HW a SW implementace z několika hledisek. Dosažené
výsledky jsou shrnuty v závěru v kapitole 5. V příloze A je uveden popis rozhraní kompo-
nent, v příloze B jsou zobrazena podrobná schémata některých komponent a v příloze C je
uveden obsah přiloženého média.
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Kapitola 2
Teorie Bloomových filtrů
Bloomovy filtry jsou úzce spjaty s hašováním. Nejčastější datovou strukturou, která ke
své činnosti využívá hašování, je hašovací tabulka, někdy také nazývaná tabulka s rozptýle-
nými položkami. Hašovací tabulku lze použít ke stejnému účelu jako Bloomovy filtry – tedy
k dotazu na příslušnost prvku k množině. Aby byly zřejmé odlišnosti, výhody a nevýhody
Bloomových filtrů vůči hašovacím tabulkám, nejprve bude popsána hašovací tabulka.
2.1 Tradiční hašovací metody
Datová struktura hašovací tabulka je popsána např. v [2]. Článek [1] tuto datovou struk-
turu analyzuje a porovnává s Bloomovými filtry. Mějme klíč K a hašovací funkci, která
provádí výpočet nad klíčem f(K). Tato hodnota určuje adresu do tabulky, kde se nachází
příslušný klíč K (který je zde uložen celý). Kvůli exitenci kolizí (blíže v kapitole 2.6) je
nutné zvolit metodu pro jejich vyřešení. Jendou z nich je vytvoření seznamu klíčů v každé
buňce tabulky, na které se namapuje více klíčů. Při vkládání klíče do tabulky dochází k jeho
přidávání do tohoto seznamu a při vyhledávání k jeho procházení. Nevýhodou je to, že ve-
likost těchto seznamů se během práce s hašovací tabulkou mění. Druhou metodou řešení
kolizí je řetězení buněk tabulky. Pokud se prvek namapuje na již obsazenou buňku tabulky
(při kolizi), je funkcí pro řetězení vygenerována nová adresa a proces se opakuje. Funkce
pro řetezení přitom může být velmi jednoduchá – např. vrátí adresu předchozí či následující
buňky tabulky.
V buňkách hašovací tabulky jsou tedy uloženy celé klíče a velikost tabulky je větší
než počet uložených klíčů. Časová složitost je dána počtem vzniklých kolizí, při kterých se
musejí prohledávat seznamy klíčů, či opakovaně vykonávat funkce pro řetězení a náhled do
tabulky. Neexistují zde falešné pozitivní ani negativní výsledky.
V [1] je navržena hašovací metoda založená na hašovací tabulce, jejímž účelem je ušetřit
prostor, což je ale vykoupeno možností výskytu falešného pozitivního výsledku (algoritmus
rozhodne, že klíč je v tabulce obsažen, i když v reprezentované množině obsažen není).
Místo toho, aby se do tabulky ukládal klíč celý, uloží se do ní pouze hodnota z tohoto
klíče odvozená, která zaujímá méně prostoru. Jelikož tato hodnota není jedinečná, vznikají
zmíněné chyby. S hodnotou je při adresování tabulky zacházeno stejně jako u hašovací
tabulky. Tato datová struktura tedy využívá méně prostoru než hašovací tabulka. Její časová
náročnost je srovnatelná – porovnávají se sice hodnoty o menší velikosti odvozené z klíče,
ale tyto odvozené hodnoty je nutné vypočítat. V kapitole 2.4 je tato metoda porovnána
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s Bloomovy filtry z hlediska zabraného prostoru a pravděpodobnosti falešných pozitivních
výsledků.
2.2 Bloomovy filtry
Bloomův filtr je pravděpodobnostní datová struktura sloužící k přibližné reprezentaci mno-
žiny. Přívlastek pravděpodobností v tomto případě znamená, že tato reprezentace není
přesná, ale s určitou pravděpodobností se vyskytují určité chyby. Tyto chyby jsou typu
falešný pozitivní výsledek, což v případě určování příslušnosti prvku k množině znamená,
že datová struktura reprezentuje nadmnožinu původní množiny a obsahuje oproti původní
množině některé prvky navíc (což se nám jeví jako neočekávané a mnohdy nežádoucí cho-
vání). Opačný případ – falešný negativní výsledek (kdy by datová struktura reprezentovala
podmnožinu původní množiny a některé prvky původní množiny by v datové struktuře
obsažené nebyly) není v Bloomově filtru přípustný, avšak v některých jeho variantách se
tyto chyby mohou vyskytovat (např. v počítaném Bloomově filtru, viz kapitola 2.5.2).
Základní varianta Bloomova filtru[1] neukládá prvky množiny, ale sestává pouze z bito-
vého pole o velikosti N bitů, které danou množinu reprezentuje. Dále je definováno d hašo-
vacích funkcí pro generování adres do bitového pole na základě přidávaných či dotazovaných
prvků. Hešovací funkce budeme značit a1, a2, . . . , ad. Každá funkce by měla rovnoměrně
generovat adresy z rozsahu 0 až N − 1.
Přidávání prvku do Bloomova filtru probíhá podle následujícího algoritmu (na začátku
se předpokládá, že jsou všechny bity nastaveny na hodnotu 0):
1. každá z d hašovacích funkcí vygeneruje adresu do bitového pole na základě přidáva-
ného prvku
2. do všech pozic adresovaných vygenerovanými adresami je vložena hodnota 1
Dotazování na příslušnost prvku k množině probíhá následovně:
1. každá z d hašovacích funkcí vygeneruje adresu do bitového pole na základě dotazova-
ného prvku
2. pokud má alespoň jeden bit adresovaný vygenerovanou adresou hodnotu 0, prvek do
množiny nepatří
pokud mají všechny bity adresované vygenerovanými adresami hodnotu 1, prvek buď
do množiny patří, anebo se jedná o falešný pozitivní výsledek
Situace dotazování je graficky zachycena na obrázku 2.1.
Jelikož použité hašovací funkce nejsou většinou dokonalé, mohou mít pro více vstupů
stejnou hodnotu. Některé bity v bitovém poli budou tedy sdíleny více prvky a v tomto
případě je možné, že při testování určitého prvku bude bit nastaven na hodnotu 1 kvůli
prvku jinému. Pokud budou takto nastaveny všechny bity testovaného prvku (a testovaný
prvek nepřísluší k množině), vzniká falešný pozitivní výsledek.
Výhodou tohoto přístupu je malá prostorová náročnost a konstantní časová náročnost
(přesněji řečeno časová závislost je určená použitými hašovacími funkcemi). Jeho nevýhodou
je možnost vzniku falešných pozitivních výsledků.
2.3 Minimalizace falešných pozitivních výsledků
Největší nevýhodou Bloomových filtrů jsou zmiňované falešné pozitivní výsledky. Snahou
při návrhu konkrétního filtru je zvolit takové jeho parametry, aby minimalizovaly výskyt
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Obrázek 2.1: Základní varianta Bloomova filtru: situace při dotazování na prvek, který
nenáleží do množiny reprezentované daným Bloomovým filtrem
falešných výsledků. V úvahu musíme brát tyto tři parametry: velikost bitového pole pro
reprezentaci množiny (m), očekávaný počet uložených prvků množiny (n) a počet hašovacích
funkcí (k). Ve většině případů jsou zadány první dva parametry (máme k dispozici určitou
kapacitu paměti a víme, kolik prvků budeme do filtru ukládat) a úkolem je určit počet
hašovacích funkcí. Musíme si uvědomit dvě skutečnosti:
• Čím více prvků bude obsaženo v množině, tím více bitů bude v bitovém poli nasta-
veno na hodnotu 1 a překročením určité meze se neúměrně zvětší počet kolizí a tím
i pravděpodobnost falešného pozitivního výsledku. Na druhou stranu pokud bude
počet prvků množiny malý, bude využití bitového pole neefektivní.
• Čím více hašovacích funkcí bude použito, tím se na jednu stranu zmenšuje pravděpo-
dobnost kolize výsledků všech použitých hašovacích funkcí, ale na druhou stranu se
zvětšuje počet hodnot 1 v bitovém poli a tím se pravděpodobnost kolize, stejně jako
v prvím bodu, zvětšuje.
Bylo by tedy dobré nalézt, nejlépe analytické, řešení, jehož výsledkem by byla hodnota
proměnné k na základě zadaných hodnot proměnných m a n.
Toto řešení je popsáno v literatuře [3]:
Budeme předpokládat dokonalou rovnoměrnost hašovacích funkcí. Po přidání všech
prvků do filtru vyjádříme pravděpodobnost, že určitý bit v bitovém poli je nastaven na
hodnotu 0:
p′ =
(
1− 1
m
)kn
≈ e−kn/m (2.1)
Byla provedena asymptotická aproximace, která je dostatečně přesná a usnadňuje další
výpočty. Podíl hodnot 0 v bitovém poli po vložení všech prvků je tedy E(ρ) = p′ (ρ je
s velkou pravděpodobností velice blízko své střední hodnotě). Pravděpodobnost falešného
pozitivního výsledku, tedy toho, že bude určitý bit v bitovém poli nastaven na hodnotu 1
je:
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(1− ρ)k ≈ (1− p′)k ≈ (1− p)k (2.2)
tedy
f =
(
1− e−knm
)k
(2.3)
Předchozí krok v odvozování četnosti falešných pozitivních výsledků se objevil v [3]
a mnoha dalších publikacích, ale [4] ukazuje, že je to chybná úvaha. Ve vztahu 2.3 se totiž
předpokládá, že jev
”
určitý bit je nastaven na hodnotu 1“ je nezávislý pro všechny bity
bitového pole. Tuto skutečnost [4] vyvrací a předkládá vlastní vztahy, které jsou ovšem pro
další výpočty netriviální. Další rozbor je proto proveden s původním vztahy, podobně jako
v ostatních publikacích.
Definujme funkci:
g = k ln
(
1− e−knm
)
(2.4)
Funkce f aproximuje, jak již bylo ukázáno, pravděpodobnost falešného pozitivního vý-
sledku. Jeho minimalizace je ekvivalentní minimalizaci funkce g vzhledem k proměnné k:
∂g
∂k
= ln
(
1− e−knm
)
+
kn
m
e
−kn
m
1− e−knm
(2.5)
Tato parciální derivace je nulová (je to i její globální minimum), pokud platí:
k = ln 2 · m
n
(2.6)
Vzorec 2.3 tedy udává očekávanou pravděpodobnost falešného pozitivního výsledku a vzo-
rec 2.6 udává počet hašovacích funkcí, při kterém se dosáhne minimální pravděpodobnosti
falešných pozitivních výsledků.[3]
Jako ilustrace závislostí zachycených předchozími vzorci je zvoleno několik hodnot para-
metrů m a n, podle vzorce 2.6 vypočítán optimální počet hašovacích bloků a podle vzorce
2.3 vypočítána příslušná očekávaná pravděpodobnost falešného pozitivního výsledku. Hod-
noty jsou zaneseny v tabulce 2.1. Tyto hodnoty jsou vizualizovány ve dovou grafech. V grafu
2.2 můžeme sledovat závislost očekávané pravděpodobnosti falešného pozitvního výsledku f
na parametrech n a k při zvolené hodnotě m z tabulky. V dalším grafu 2.3 můžeme sledovat
závislost hodnoty funkce f na parametru n při zvolených hodnotách m a k.
m n k f(m,n, k) m n k f(m,n, k)
4096 500 6 0,020 16384 1892 6 0,016
4096 280 10 0,001 16384 1135 10 0,001
131072 15142 6 0,016 1048576 121136 6 0,016
131072 9085 10 0,001 1048576 72681 10 0,001
Tabulka 2.1: Optimální počty hašovacích bloků a příslušné pravděpodobnosti vypočítané
podle vzorců 2.6 a 2.3
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Obrázek 2.2: Očekávaná pravděpodobnost falešného pozitivního výsledku v závislosti na
parametrech n a k pro zvolené hodnoty m = 4096 a m = 16384 podle tabulky 2.1
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Obrázek 2.3: Očekávaná pravděpodobnost falešného pozitivního výsledku v závisloti na
parametru n při zvolených hodnotách m a k podle tabulky 2.1, šipkami jsou vyznačené
hodnoty jednotlivých řádků dané tabulky
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2.4 Srovnání Bloomova filtru s hašováním s falešnými pozi-
tivními výsledky
Hašovací tabulka s falešnými pozitivními výsledky se zkládá z pole N buněk o velikosti
b bitů. Jeden bit je vyhrazen pro označení obsazené buňky. Ukládané položky mají velikost
m bitů. Dále je definována funkce f, která pro m-bitovou hodnotu vygeneruje b− 1-bitovou
hodnotu, se kterou se pracuje stejně jako v případě běžné hašovací tabulky. Jelikož je de-
finiční obor funkce f větší než její obor hodnot, vrací pro různé výsledky stejnou hodnotu
a tím vzniká falešný pozitivní výsledek. Pravděpodobnost tohoto jevu při rovnoměrném
rozložení hodnot funkce f je odvozena podle zobecněného narozeninového paradoxu apliko-
vaného na hašovací funkce[5]. Pravděpodobnost p, že mezi n vygenerovanými hodnotami
budou dvě stejné, je dána vztahem
p = 1− n! ·
(
2b−1
n
)
2n(b−1)
≈ 1− e−
n(n−1)
2b (2.7)
Poznamenejme, že pravděpodobnost p nezávisí na velikosti m původní hodnoty. Čím
větší je množina m-bitových hodnot, tím více jich funkce f namapuje na stejnou b − 1-
bitovou hodnotu, ale pravděpodobnost výběru právě takové hodnoty ze všech m-bitových
hodnot zůstává pořád stejná.
V grafu 2.4 je zachycena pravděpodobnost falešných pozitivních výsledků Bloomova
filtru a hašovací tabulky s falešnými pozitivními výsledky v závislosti na počtu položek
uložených v datových strukturách. Velikost bitového pole je zvolena 16384b. Hašovací ta-
bulka s buňkou o velikosti 24b má kapacitu 682 položek, s buňkou o velikosti 28b má
kapacitu 585 položek a s buňkou o velikosti 32b má kapacitu 512 položek. V grafu je tedy
nutné všímat si pouze hodnot v daném rozsahu. Je vidět, že při vhodně zvoleném parame-
tru b = 32 se dosáhne srovnatelné pravděpodobnosti falešného pozitivního výsledku jako
u Bloomových filtrů.
2.5 Varianty Bloomových filtrů
2.5.1 Rozdělení bitového pole mezi hašovací funkce
Předchozí popis základní varianty Bloomových filtrů předpokládal, že bitové pole je sdíleno
všemi hašovacími funkcemi. Je také možné bitové pole rovnoměrně rozdělit a každé hašovací
funkci poskytnout příslušnou část, kterou nebude sdílet s žádnou jinou hašovací funkcí.
Situace je zobrazena na obrázku 2.5.
Pokud podle [3] vyjádříme pravděpodobnost toho, že daný bit v bitovém poli bude nu-
lový, dostaneme výraz
(
1− km
)n
. Ten bychom mohli stejně jako v případě základní varianty
Bloomova filtru aproximovat výrazem e
−kn
m . Nicméně pro k ≥ 1 platí(
1− k
m
)n
≤
(
1− 1
m
)kn
s rovností pouze pro k = 1. Pravděpodobnost falešného pozitivního výsledku je tedy
alespoň tak velká jako při sdíleném bitovém poli, nicméně rozdíl není velký, jak napovídá
shodná asymptotická aproximace.
Tato varianta však přináší možnost paralelizovat přístup k jednotlivým částem bitového
pole, což je pro implementaci v FPGA čipech velkou výhodou.
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Obrázek 2.4: Porovnání pravděpodobností falešných pozitivních výsledků Bloomova filtru
a hašovací tabulky s falešnými pozitivními výsledky s různými parametry
2.5.2 Počítané Bloomovy filtry
Nevýhodou základní varianty Bloomova filtru je skutečnost, že do něj lze prvky pouze
přidávat. Pokud bychom se pokusili prvek odebrat tím způsobem, že bychom uložili na
všechny adresované bity hodnotu 0, mohlo by se stát, že vynulujeme bit, který je sdílen
více prvky (došlo na něm ke kolizi výsledků hašovacích funkcí při ukládání několika prvků).
Plyne to z podstaty, že si uchováváme pouze dvoustavovou informaci.
Řešením je použít místo každého bitu čítač. Hodnota čítače se při přidávání prvku
inkrementuje a při odebírání prvku dekrementuje. Tím se zamezí ztrátě informace již při
prvním odebrání prvku, který měl alespoň jednu kolizi s jiným prvkem.
Při dotazování na hodnotu čítače zkontrolujeme, zda má hodnotu 0. Pokud je tomu tak,
není dané pole obsazeno, pokud obsahuje jinou hodnotu, je obsazeno jedním či více prvky.
Počítaný Bloomův filtr je znázorněn na obrázku 2.6. Stejně jako v případě základní varianty
Bloomova filtru je možné mít pole čítačů rozdělené mezi jednotlivé hašovací funkce.
Pravděpodobnost toho, že čítač má hodnotu j, je dána vztahem[3]
P(c(i) = j) =
(
nk
j
)(
1
m
)j (
1− 1
m
)nk−j
(2.8)
Pravděpodobnost, že jakýkoli z čítačů má hodnotu alespoň j je
P(c(i) ≥ j) = m · P(c(i) ≥ j) (2.9)
Při použití horní meze a při omezení na k < (ln 2)m/n lze vyjádřit tuto pravděpodobnost
vztahem
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Obrázek 2.5: Varianta Bloomova filtru s rozdělením bitového pole mezi jednotlivé hašovací
funkce: situace při dotazování na prvek, který nenáleží do množiny reprezentované daným
Bloomovým filtrem
P(max
i
c(i) ≥ j) ≤ m
(
eln 2
j
)j
(2.10)
Podle analýzy provedené v [6] jsou čtyři bity na čítač postačující ve většině případů: při
dosazení j = 16 dostáváme
P(max
i
c(i) ≥ 16) ≤ m · 1, 37 · 10−15
Při přetečení čítače je možné jeho hodnotu ponechat na maximu. Pokud však následně
klesne hodnota čítače na hodnotu 0 (a přitom by ještě neměla), bude produkován falešný
negativní výsledek, což je nežádoucí stav, ale je možno jej tolerovat vzhledem k jeho velmi
malé pravděpodobnosti.
Jelikož nás nezajímá přímo hodnota čítače (při dotazování nás pouze zajímá, zda čítač
obsahuje výchozí hodnotu či nikoliv) můžeme místo obyčejného čítače použít např. LFSR
(Linear Feedback Shift Register, posuvný registr s lineární zpětnou vazbou) s posuvem do
obou směrů, jak ukazuje [7]. Posun v jednom směru zastupuje inkrementaci čítače, posun ve
druhém směru dekrementaci. Tento registr má jednodušší stavbu a má tedy kratší kritickou
cestu než sčítačka.
Existuje i mírně odlišný způsob využití čítačů v kombinaci s Bloomovými filtry. Do
čítačů se ukládá určitá smysluplná hodnota, která přísluší danému prvku. Neukládá se
tedy pouze informace o příslušnosti prvku k množině, ale i další informace. Příkladem by
mohlo být ukládání počtu paketů (či celková velikost paketů) s určitou zdrojovou adresou.
Při příchodu paketu by byla hašovacím funkcím předána zdrojová adresa paketu, která by
určila adresy buňek, ve kterých se bude informace aktualizovat. Takto čítače využívají např.
multistage filtry popsané v následující kapitole.
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Obrázek 2.6: Počítaný Bloomův filtr: situace při dotazování na prvek, který náleží do
množiny reprezentované daným počítaným Bloomovým filtrem
2.5.3 Multistage filtry
Multistage filtry jsou navrženy pro detekci velkých toků. Využívá se jich pro řízení přidávání
položek do flow cache. Jedná se v podstatě o Bloomovy filtry s nesdílenými poli buňek
(i když autoři tuto souvislost neuvádějí). Jednotlivé buňky uchovávají počet bajtů toku.
V [8] jsou navrženy dva typy multistage filtrů: paralelní a sériové.
Falešné pozitivní výsledky se zde projevují tak, že malé toky se mohou mapovat na
čítače velkých toků, nebo že několik malých toků se namapuje na stejný čítač a tento malý
tok bude klasifikován jako velký.
Paralelní multistage filtry
Schéma paralelního multistage filtru je zachyceno na obrázku 2.7. Na začátku jsou všechny
buňky inicializovány hodnotou 0. Při příchodu paketu se zahašuje jeho identifikace a zvětší
se příslušné počty bajtů toku v jednotlivých buňkách každého z polí čítačů. Pokud všechny
zvětšené hodnoty přesáhnou určitou mez T , je daný tok považován za velký.
Sériové multistage filtry
Schéma sériového multistage filtru je zachyceno na obrázku 2.8. Při tomto způsobu zpra-
cování paket prochází jednotlivými úrovněmi postupně. Při příchodu paketu se jeho iden-
tifikace zahašuje a zvětší se počet bajtů příslušného toku pouze v první úrovni. Pokud tato
hodnota přesáhne určitou mez T/d, kde d je počet úrovní, paket postupuje do další úrovně.
Pokud se dané meze nedosáhne, zpracování paketu končí. Pokud se dané meze dosáhne na
poslední úrovni, tok ja považován za velký.
Conservative update of counters
Cílem tohoto vylepšení multistage filtrů je zvětšovat jednotlivé čítače toku co nejméně,
aby v případě mapování na stejné čítače docházelo co nejméně pravděpodobně k falešným
pozitivním výsledkům.
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Obrázek 2.8: Sériový multistage filtr
• První vylepšení se týká paralelních multistage filtrů a paketů, které neprojdou fil-
trem. Příchozí paket je zahašován na čítače v jednotlivých úrovních. Čítač s nejmenší
hodnotou se zvětší přičtením velikosti příchozího paketu. Všechny ostatní čítače se na-
staví na maximum z jejich staré hodnoty a nové hodnoty čítače, který měl na počátku
nejmenší hodnotu. Je to dáno skutečností, že tok může mít nanejvýš tolik bajtů, kolik
má nejmenší z příslušných čítačů, ostatní větší hodnoty jsou způsobeny jinými toky,
které se namapují na dané čítače.
• Druhé vylepšení se týká jak paralelních, tak sériových multistage filtrů. Pokud paket
projde filtrem, příslušné čítače se nezvětší. Zabrání se tím následným malým toků,
které se namapují na příslušné čítače velkého toku, aby filtrem prošly.
• Třetí vylepšení se týká sériových multistage filtrů. Určuje způsob zvětšování hodnoty
čítačů, které dosáhnou meze T a nejsou v poslední úrovni filtru. Pokud se dosáhne
meze v úrovni i, potom je v úrovni i+1 potřeba rovněž zvětšit čítač, a to na hodnotu,
o kterou přetekl čítač úrovně i. Toto vylepšení zvětšuje hodnotu čítače úrovně i+1 na
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maximum z jeho staré hodnoty a hodnoty přetečení čítače předchozí úrovně. Pokud
byla totiž hodnota čítače úrovně i pod hodnotou meze T , žádné pakety daného toku
neprošly do další úrovně. Nenulová hodnota čítače v úrovní i+1 je způsobena pakety
jiných toků, které se namapovaly na daný čítač.
2.6 Hašovací funkce a její výběr
Při návrhu Bloomova filtru máme dvě možnosti, jak dosáhnout toho, aby jednotlivé hašovací
bloky vracely pro stejná data obecně různé hodnoty. Buď můžeme použít různé hašovací
funkce, nebo použijeme jednu hašovací funkci, kterou inicializujeme různými hodnotami
(inicializačními vektory, semínky). Z hlediska náročnosti návrhu a implementace se jeví
jako vhodnější řešení použít druhý způsob. Můžeme si tak být jisti, že všechny hašovací
bloky budou mít stejné vlastnosti.
Při výběru hašovací funkce je třeba vzít v úvahu několik hledisek, které určují vhodnost
jejího použití pro naši aplikaci. Abychom mohli toto posoudit, popíšeme nejprve hašovací
funkce samotné.
Hašovací funkce je algoritmus či funkce, jehož vstupem jsou data obecně libovolné délky
a výstupem jsou data (nejčastěji ve formě čísla) pevné délky. Délka výstupních dat je přitom
velmi malá v porovnání s velikostí vstupních dat. Výstupní data budeme dále označovat
pojmem haš. Jelikož definiční obor hašovací funkce je obecně větší než její obor hodnot,
musí nutně pro více vstupních hodnot vracet stejnou haš. Tento jev se nazívá kolize.
Pro další zkoumání jsou zmíněny některé důležité vlastnosti hašovacích funkcí.
Hašovací funkce musí být deterministická, tzn. její výstup musí záviset pouze na je-
jím vstupu. Dalším požadavkem je rovnoměrnost rozložení výstupních hodnot, tzn. každá
výstupní hodnota musí být vracena se stejnou pravděpodobností. Pokud by některé hod-
noty byly vraceny s pravděpodobností větší, vznikalo by zde více kolizí. Další vlastností je
výpočetní náročnost. Ta musí být tak malá, aby použití hašovací funkce bylo dostatečně
efektivní (tj. takové, aby bylo výhodnější než použití jiných algoritmů a datových struktur).
Jednocestnost je vlastnost, která udává, že pro libovolnou vstupní hodnotu je snadné
vypočíst její haš, ale pro zadanou haš je výpočetně nezvládnutelné najít takovou zprávu,
která by danou haš produkovala. Bezkoliznost prvního řádu říká, že není možné efektivně
nalézt dvě zprávy se stejnou haší. Bezkoliznost druhého řádu říká, že není možné efektivně
nalézt druhou zprávu se stejnou haší.[9]
Dalším pojmem důležitým pro hodnocení hašovacích funkcí je lavinový efekt, udávající
závislost změny výstupních dat na změně vstupních dat. Pokud se vstupní data změní
pouze mírně (např. v několika málo bitech), výstupní data se musí změnit výrazně (např.
v polovině bitech). Striktní lavinové kritérium udává, že při inverzi jednoho bitu vstupních
dat se každý bit na výstupu změní s pravděpodobností 0, 5. Kritérium bitové nezávisloti
udává, že libovolné dva bity se mění nezávisle na sobě, když se jakýkoli vstupní bit invertuje.
V Bloomových filtrech se hašovací funkce používají k indexování bitového pole či pole
čítačů, čili tabulky, a proto je vhodné použít hašovací funkci pro obecné použití, která v do-
statečné míře splňuje výše zmíněné požadavky. Dále je nutné si uvědomit, že potřebujeme
haše různé datové šířky pro indexování pole, které může mít různé velikosti, takže hašovací
funkce musí být schopná toto umožnit. Výhodou může být dostatečný lavinový efekt hašo-
vací funkce, který zajistí, že vstupní data ovlivní všechny bity výstupní haše a lze použít
pouze část haše (např. její spodní polovinu).
Základní typy hašovacích funkcí s požadavky na jejich vlastnosti jsou následující:
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• Hašovací funkce realizující kontrolní součty potřebují vykazovat dostatečný lavinový
efekt, aby se výsledná haš změnila výrazně i při malé změně vstupních dat a byla
tak detekována chyba v datech (způsobená například při jejich uložení či přenosu).
Příkladem této funkce je např. algoritmus CRC.
• Kryptografické hašovací funkce vyžadují jednocestnost, aby nebylo možné odvodit
vstupní data (u tohoto typu hašovacích funkcí nazývané zpráva) z haše a bezkoliznost
prvního i druhého řádu, aby nebylo možné vytvářet různé zprávy se stejnou haší
a zaměnit je. Tyto vlastnosti slouží k zajištění integrity dat. Další vlastností těchto
funkcí je rovnoměrnost rozložení výstupních hodnot, což z nich činí kandidáty na
hašovací funkci pro obecné použití. Příkladem této funkce je např. algoritmus MD5
nebo SHA-1.
• Hašovací funkce pro obecné použití vyžadují především rovnoměrnost rozložení vý-
stupních hodnot. Slouží především k indexování hašovacích tabulek a není proto
nutné, aby byly jednocestné a bezkolizní. Příkladem může být hašovací funkce Jenkins
a její varianty one-at-a-time, lookup2 a lookup3.
název typ operace
CRC-32/64 pro kontrolní součty xor, shl, shr
MD-5 kryptografická +, not, and, or, xor, rot
SHA-1 kryptografická +, not, and, or, xor, rot
Jenkins (one-at-a-time,
lookup2, lookup3)
pro obecné použití +, -, xor, rot
Tabulka 2.2: Vlastnosti různých hašovacích funkcí
Kryptografické hašovací funkce mají díky svým vysokým nárokům poměrně složitou
stavbu s mnoha typy operací a pro náš účel nebyly vybrány. Hašovací funkce pro kontrolní
součty (konkrétně CRC) obsahuje velké množství operací exkluzivního součtu a neposkytuje
dobré vlastnosti (rovnoměrné rozložení hodnot, lavinový efekt), jako hašovací funkce pro
obecné použití. Z hašovacích funkcí pro obecné použití byla pozornost zaměřena na rodinu
funkcí Jenkins haš[10]. Tyto hašovací funkce jsou navrženy tak, aby jejich vykonání bylo
co nejrychlejší, používaly pouze základní operace a přitom podávaly dostatečně kvalitní
výsledky. Navíc je možné činnost těchto funkcí provádět zřetězeně, čímž se zvýší jejich
propustnost. Jako nejvhodnější kandidát byla vybrána hašovací funkce Jenkins lookup3,
která má nejlepší vlastnosti z této rodiny funkcí.
2.6.1 Hašovací funkce Jenkins lookup3
Tato hašovací funkce je následníkem hašovacích funkcí one-at-a-time a lookup2. Zlepšuje
jejich vlastnosti (rovnoměnost rozložení hodnot a lavinový efekt) a zrychluje výpočet.
Vstupními hodnotami hašovací funkce jsou:
• klíč – vstupní data o délce v násobcích 32 bitů
• délka klíče – délka vstupních dat ve 32-bitových slovech
• semínko – 32-bitová hodnota sloužící pro inicializaci vnitřního stavu hašovací funkce
Výstupní hodnotou je 32-bitové číslo – haš.
Algoritmus Jenkins lookup3 lze popsat následujícím pseudokódem:
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1. inicializuj proměnné a, b, c hodnotou založenou na zadaném semínku
2. cyklus: zpracovávej data po 96-ti bitech:
uprav proměnné a, b, c podle vstupních dat (operace +=)
mixuj proměnné a, b, c (operace mix)
3. zpracuj posledních 96, 64 nebo 32 bitů dat:
uprav proměnné a, b, c podle vstupních dat (operace +=)
mixuj proměnné a, b, c (operace final)
Nutno upozornit, že mixování proměnných a, b, c při zpracování posledních 96 bitů dat
probíhá odlišným způsobem (operace final), než jejich mixování při zpracování předchozí
části dat (operace mix). Toto řešení bylo zvoleno kvůli zajištění dostatečného lavinového
efektu[10].
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Kapitola 3
Návrh implementace Bloomových
filtrů pro FPGA
3.1 Jazyky pro popis obvodů FPGA
Pro popis logických obvodů existuje několik jazyků, které jsou označovány zkratkou HDL
(Hardware Description Language). Tyto jazyky jsou používány jak pro simulaci a verifikaci
logických obvodů, tak i pro převod tohoto popisu na cílovou technologii – v tomto případě je
však často nutné dodržovat určité zásady (používat pouze podmnožinu konstrukcí daného
jazyka), aby bylo možné tento převod provést. Tato podmnožina tzv. syntetizovatelných
konstrukcí je závislá na volbě konkrétního nástroje a je popsána v příslušném manuálu.
Typickým rysem jazyků HDL oproti klasickým programovacím jazykům jsou konstrukce
pro popis času a souběžnosti procesů. Nejvýznamnějšími představiteli jsou jazyky VHDL
a Verilog.
Jazyk VHDL je definován skupinou standardů IEEE Std 1076, jenž je udržována stan-
dardizační skupinou VASG (VHDL Analysis and Standardization Group). Slouží pro popis
elektronických systémů (jejichž podmnožinou jsou i logické obvody). Původním standardem
popisujícím jazyk VHDL byl IEEE Std 1076-1987 vydaný v roce 1987. Ten byl následně
přepracován a bylo do něj přidáno mnoho nových rysů, byl vydán pod označením IEEE Std
1076-1993 v roce 1993. V dalších letech byly přidávány další rysy týkající se souběžnosti
(např. sdílené proměnné) a rysy specifické pro konkrétní využití. Jedná se například o pod-
poru analogových a smíšených signálů (AMS, Analog and Mixed-signal extension, IEEE Std
1076.1-1999), podporu aritmetiky reálných a komplexních čísel (IEEE Std 1076.2-1996),
podporu reprezentace a vykonávání aritmetických operaci nad bitovými vektory a více-
hodnotovými logikami (IEEE Std 1076.3-1997) a další.[11] Standardy byly a jsou neustále
revidovány a doplňovány. Posledním schváleným standardem jazyka VHDL je IEEE Std
1076-2008.
Pro popis obvodů FPGA bude dále v této práci používán jazyk VHDL podle standardu
IEEE Std 1076-1993 [12]. Obsahuje totiž všechny nezbytné rysy pro správný a efektivní
návrh logických obvodů pro FPGA čipy.
Dalším využívaným standardem při návrhu logických obvodů je IEEE Std 1164-1993 [13]
definující vícehodnotovou logiku pro VHDL návrh. Definuje datové typy std_logic a
std_logic_vector a rezoluční funkce pro operace nad nimi. Oproti datovým typům bit
a bit_vector jazyka VHDL podle IEEE Std 1076-1993 definuje navíc hodnoty U, X, Z, W,
L, H a -, které mohou být použity k věrohodnějšímu popisu chování logických obvodů.
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3.2 Návrh implementace komponent
Při návrhu každé komponenty musíme vzít v úvahu několik hledisek[14]:
• rychlost
propustnost – objem dat, který je schopna komponenta zpracovat
zpoždění – čas, za který jsou k dispozici výsledky
časování – délka kritické cesty komponenty a jí ovlivněná maximální frekvence
• plocha – množství zabraných zdrojů FPGA čipu
• spotřeba
Propustnost je velkou měrou ovlivněna způsobem implementace konkrétního algoritmu.
Jedním přístupem je iterativní výpočet, kdy se při výpočtu používají opakovaně stejné
registry, paměťová místa, logika a ostatní zdroje. V tomto případě se musí čekat na do-
končení výpočtu, aby bylo možné zahájit výpočet další.
Jiným přístupem je zřetězené zpracování (anglicky nazývané pipeline), při kterém je
iterace rozvinuta na sekvenci a jednotlivé iterační kroky jsou odděleny registry. V kaž-
dém iteračním kroku může probíhat výpočet nezávisle na ostatních a po dokončení vý-
počtu se výsledek každého iteračního kroku přesune k výpočtu do následujícího iteračního
kroku. Musíme však mít na mysli, že toto rozvinutí lze provést pouze pokud je počet iterací
neměnný, předem známý a vhodný z hlediska počtu iterací.
QD QD QDQDregistry
logika
algoritmus
paměť
registry
logika
algoritmus
paměť
registry
logika
algoritmus
paměť
registry
logika
algoritmus
paměť
iterace sekvence/zřetězení
Obrázek 3.1: Iterace a sekvence
Oba přístupy mají své výhody i nevýhody. Implementace iteračního výpočtu má menší
propustnost, ale na čipu bude zabírat méně zdrojů. Naproti tomu implementace zřetězeného
zpracování bude mít vysokou propustnost díky paralelnímu zpracování ve všech stupních,
ale bude zabírat více zdrojů.
Při použití reset signálu je třeba zvolit synchronní nebo asynchrnonní variantu. Syn-
chronní varianta provádí reset pouze na hraně hodin. Pokud v komponentě používáme více
zdrojů hodin k řízení synchronních prvků, přičemž jeden z nich je řádově pomalejší než
ten druhý, může se stát, že synchronní prvky synchronizované pomalejším zdrojem hodin
vůbec nestačí zaregistrovat aktivní hodnotu signálu reset. Při našem návrhu však budeme
používat pouze jeden zdroj hodin, a proto budeme využívat synchronní reset, který má
lepší vlastnosti z hlediska syntézy. Je také vhodné vždy zvážit, zda je vůbec resetování
určitého prvku nutné. Ne všechny registry musí mít po resetu definovanou hodnotu – je to
však nutné především u prvků s řídicí funkcí (např. registry určující platnost dat, registry
stavových automatů apod.)
Technika čekacích stavů slouží k synchronizaci činnosti více komponent, kdy jedna z ko-
munikujících komponent je pomalejší než její protějšek. Zdrojová komponenta svoji připra-
venost oznamuje k tomu určeným signálem – budeme jej označovat SRC_RDY a cílová kom-
ponenta signálem DST_RDY. Komunikace může probíhat pouze pokud jsou aktivní signály
18
SRC_RDY i DST_RDY. Tato technika se využívá například ve sběrnici PCI. Průběh signálů je
zachycen na obrázku 3.2.
CLK
DATA
SRC_RDY
DST_RDY
Obrázek 3.2: Technika čekacích stavů: okamžik průběhu komunikace je označen šedým
pozadím
3.3 Návrh implementace hašovací funkce Jenkins lookup3
Byla zvolena hašovací funkce Jenkins lookup3 [10], která vykazuje rovnoměrné rozložení
hodnot a dobrý lavinový efekt. Výhodou pro implementaci v FPGA je využití pouze operací
sčítání (odčítání), exkluzivního součtu (XOR) a bitové rotace (vždy o pevný počet pozic).
V části 2.6.1 byl popsán princip činnosti hašovací funkce. V této kapitole bude popsán
návrh komponenty JENKINS_HASH, která bude vykonávat hašování podle zmíněného algo-
ritmu. Její vlastnosti bude možné nastavit pomocí generických parametrů, aby její použití
bylo snadné a intuitivní.
V algorimtu je patrná iterace, která zpracovává jednotlivé bloky vstupních dat. Tato
iterace bude rozvinuta pro zřetězené zpracování, aby se dosáhlo vyšší propustnosti. Počet
iterací je dán šířkou vstupních dat – každých 96b vstupních dat bude využívat jednu rozvinu-
tou iteraci (poslední iterace se liší díky odlišnému způsobu mixování vnitřních proměnných).
Kažlá iterace sestává z přičtení vstupních dat k vnitřním proměnným algoritmu a násled-
ným mixováním těchto proměnných. Každý mixovací blok bude sestávat z registrů tvořících
pipeline a příslušných operací provádějících samotné mixování. Tyto bloky jsou generovány
konstrukcí generate jazyka VHDL, která umožňuje určovat šířky signálů, vytvářet pro-
cesy a komponenty a propojení mezi nimi podle zadaných generických parametrů. Každý
blok vygenerovaný pomocí generate je pojmenovaný NON_FINAL_BLOCK, kromě posledního,
který je pojemnovaný FINAL_BLOCK.
Kvůli zřetězenému zpracování je nutné uchovávat 96-bitová slova vstupních dat pro
jednotlivé mixovací bloky tak, aby byla v patřičnou dobu připravena. K tomu jsou využity
posuvné registry shreg_data, které mají stejný počet stupňů, jako je počet stupňů pipeline
daného mixovacího bloku.
Paralelně s mixovacími bloky je veden posuvný registr shreg_vld udávající, ve kterých
stupních pipeline se nacházejí platná data. Jediný tento registr je nulován při resetování
komponenty.
Komponenta využívá techniky čekacích stavů: aby byla data na vstupu zpracovávána
musí být připravena jak zdrojová, tak i cílová komponenta. Připravenost komponenty sa-
motné indikuje signál RX_DST_RDY na straně zdrojové komponenty a TX_SRC_RDY na straně
cílové komponenty. Všechny synchronní prvky komponenty mají na povolovací vstup přive-
den signál TX_DST_RDY – v případě, že cílová komponenta není připravena, proces hašování
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je pozastaven. Tento signál je dále propagován na signál RX_DST_RDY. Smysl těchto signálů
je v možnosti propojení dalších komponent s podobným rozhraním, např. s frontou: pokud
je fronta zdrojem dat pro naši komponentu, invertovaný signál EMPTY fronty se propojí
s RX_SRC_RDY naší komponenty a signál RX_DST_RDY naší komponenty s READ_REQ fronty.
V případě, že je fronta cílovou komponentou, propojí se WRITE_REQ fronty s TX_SRC_RDY
naší komponenty a invertovaný FULL fronty s TX_DST_RDY naší komponenty.
Schéma komponenty je zobrazeno na obrázku 3.3 a podrobné schéma zapojení mixova-
cích bloků je zobrazeno v příloze B.1.
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Obrázek 3.3: Schéma komponenty JENKINS HASH
Rozhraní komponenty JENKINS_HASH je popsáno v příloze A.
Generickými parametry lze určit šířku vstupních dat a způsob inicializace vnitřních
proměnných algoritmu a, b a c. Šířka vstupních dat musí být násobkem 96, což je dáno
návrhem samotné hašovací funkce. Nastavením generického paramteru SEED_DIRECT na
hodnotu false zajistíme inicializaci vnitřních proměnných tak, jak je uvedeno v původním
algoritmu, tedy výrazem <const> + DATA_WIDTH/32*4 + <seed>. Hodnotou true inicia-
lizujeme vnitřní proměnné přímo hodnotou semínka – to může být užitečné v případě, že
chceme, aby počáteční vnitřní stav nebyl závislý na délce vstupních dat ani na vnitřní
konstantě hašovací funkce (která může být libovolná).
Signály RX_DATA a RX_SEED jsou vstupní hodnoty algoritmu a signál TX_HASH je výstupní
haš. Signály RX_SRC_RDY, RX_DST_RDY, TX_SRC_RDY a TX_DST_RDY implementují techniku
čekacích stavů a ovládají činnost komponenty. Hodnota signálu RX_DATA je zpracována,
pokud jsou signály RX_SRC_RDY a RX_DST_RDY aktivní. Hodnota signálu TX_HASH je platná,
pokud je signál TX_SRC_RDY aktivní.
Bylo navrženo několik architektur, jež se liší počtem stupňů pipeline mixovacích bloků.
Pokud je použito více stupňů pipeline, komponenta je schopná pracovat na vyšší frekvenci
(kritická cesta mezi registry jednotlivých stupňů pipeline je kratší), ale s větší latencí než
v případě nižšího počtu stupňů pipeline, kdy je pracovní frekvence i latence nižší. Sníže-
ním počtu stupňů pipeline se navíc sníží počet registrů nutných pro uchování výsledků
jednotlivých stupňů pipeline. Propustnost zůstává v obou případech stejná.
Architektury jsou následující:
• JENKINS_HASH_7_8_STAGES
tato architektura má sedm stupňů pipeline pro mixovací bloky kromě posledního
a osm stupňů pipeline pro poslední mixovací blok
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• JENKINS_HASH_4_STAGES
tato architektura má čtyři stupně pipeline pro všechny mixovací bloky
• JENKINS_HASH_2_STAGES
tato architektura má dva stupně pipeline pro všechny mixovací bloky
3.4 Návrh implementace Bloomova filtru
V této kepitole je popsán návrh implementace komponenty BLOOM_FILTER, varianta s roz-
děleným bitovým polem pro každou hašovací funkci z důvodu možnosti paralelního zpra-
cování. Jednotlivým hašovacím blokům jsou předána vstupní data. Jejich výstupní haš je
použita jako adresa do jednotlivých bitových polí. Při operaci zápisu se na příslušné pozice
zapíše hodnota 1. Při operaci čtení se z příslušných pozic vyčtou hodnoty bitů podle kterých
se určí příslušnost ke množině.
Pro hašovací bloky je použita komponenta JENKINS_HASH. Šířka vstupních dat hašovací
komponenty odpovídá šířce vstupních dat komponenty Bloomova filtru. Z výstupní haše je
použita její spodní část o šířce dané velikostí bitového pole (dvojkový logaritmus). Tento
bitový vektor je použit jako adresa do komponenty DP_BMEM, což je komponenta obalující
dvouportovou Block RAM paměť.
Další součástí komponenty BLOOM_FILTER je konečný stavový automat starající se o vy-
nulování bitových polí. Jedná se o dvoustavový Mealyho automat. Jeho grafická reprezen-
tace je zachycena na obrázku 3.4. Stav READY reprezentuje spolu se signálem CLR_RDY v
hodnotě 1 připravenost komponenty zpracovávat vstupní data. Při aktivním signálu CLR
se automat přepne do stavu CLEAR, kdy probíhá nulování bitových polí. Je povoleno čítání
čítače adresy a vstupní data pamětí jsou nastavena na hodnotu 0. V tomto stavu je signál
CLR_RDY v hodnotě 0. Dokončení nulování je indikováno přepnutím signálu CLR_RDY na
hodnotu 1.
CLR_RDY=’0’,
cnt_en=’1’,
dia="0"
cnt_last=’0’/
CLR=’1’/CLR_RDY=’0’,cnt_en=’1’,dia="0"
CLR=’0’/
CLR_RDY=’1’,
cnt_en=’0’,
dia="1"
READY CLEAR
cnt_last=’1’/CLR_RDY=’0’,cnt_en=’1’,dia="0"
Stavový automat Bloomova filtru
Obrázek 3.4: Stavový automat pro řízení nulování bitových polí
Rozhraní komponenty BLOOM_FILTER je popsáno v příloze A.
Generickým parametrem DATA_WIDTH se určuje šířka vstupních dat, která musí být
násobkem 96. Tato hodnota se předává generickým parametrům DATA_WIDTH vnořených
komponent JENKINS_HASH. Generickým parametrem HASH_STAGES lze vybrat architekturu
vnořených komponent JENIKNS_HASH a tím ovlivnit počet stupňů jejich pipeline. Přípustné
hodnoty jsou 7, 4 a 2. Tyto hodnoty udávají počet stupňů pipeline jednoho bloku kompo-
nenty JENKINS_HASH. Celkový počet stupňů pipeline komponenty JENKINS_HASH lze zjis-
tit voláním funkce jenkins_all_stages definované v balíku JENKINS_PACK. Parametr
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HASH_BLOCKS určuje počet generovaných hašovacích bloků a oddělených bitových polí a pa-
rametr FIELD_SIZE určuje velikost každého bitového pole. Parametrem OUTPUT_REG lze
vložit registr na výstupní signál TX_MEMBER.
Signály RX_DATA a RX_INSERT jsou vstupními hodnotami Bloomova filtru a signál
TX_MEMBER je výstupní hodnotou. Signály RX_SRC_RDY, RX_DST_RDY, TX_SRC_RDY
a TX_DST_RDY implementují techniku čekacích stavů a ovládají činnost komponenty. Hod-
noty signálů RX_DATA a RX_INSERT jsou zpracovány, pokud jsou signály RX_SRC_RDY
a RX_DST_RDY aktivní. Hodnota signálu TX_MEMBER je platná, pokud je signál TX_SRC_RDY
aktivní. Pokud je signál RX_INSERT aktivní, bude probíhat přidávání prvku do Bloomova
filtru, jinak bude probíhat dotazování Bloomova filtru. Význam signálů CLR a CLR_RDY byl
vysvětlen u popisu stavového automatu výše.
Zjednodušené schéma komponenty je zobrazeno na obrázku 3.5, podrobné schéma je
zobrazeno v příloze B.2.
Aby jednotlivé hašovací bloky vracely pro stejná data různé haše, je nutno jim poskyt-
nout různá semínka. To je realizováno funkcí seed_random, která implementuje determi-
nistický kongruentní generátor pseudonáhodných čísel.
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Obrázek 3.5: Zjednodušené schéma komponenty BLOOM FILTER
3.5 Návrh implementace počítaného Bloomova filtru
Základní struktura počítaného Bloomova filtru bude vycházet ze struktury Bloomova filtru
popsané v předchozí kapitole. Největší změnu prodělá paměťový blok, který musí nyní umět
uchovávat hodnoty čítačů a s těmito hodnotami provádět určité operace. Komponenta se
bude jmenovat COUNTING_BLOOM_FILTER.
V tomto návrhu je s výhodou využita dvouportová BlockRAM paměť – jeden port slouží
ke čtení hodnot čítačů a druhý slouží k zápisu upravených hodnot. Jelikož každá operace
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probíhá na samostatném portu paměti, mohou probíhat zároveň a nijak není omezena
propustnost komponenty.
Konečný stavový automat pro nulování čítačů je shodný s tím uvedeným v přechozí
kapitole pro nulování bitového pole Bloomova filtru.
Rozhraní komponenty COUNTING_BLOOM_FILTER je popsáno v příloze A. Oproti rozhraní
komponenty BLOOM_FILTER obsahuje navíc generický parametr CNT_WIDTH udávající šířku
čítačů. Generický parametr FIELD_SIZE je nahrazen parametrem CNT_NUMBER, který udává
počet čítačů v každém poli čítačů. Rozhraní obsahuje navíc vstupní signál RX_REMOVE určený
pro odebírání prvku z počítaného Bloomova filtru.
Pokud není aktivní ani jeden za signálů RX_INSERT a RX_REMOVE, proběhne dotaz na
členství prvku v počítaném Bloomově filtru. Pokud je aktivní jeden ze signálů RX_INSERT
nebo RX_REMOVE, proběhne přidání, resp. odebrání prvku z Bloomova filtru a zároveň bude
vykonán dotaz nad daným prvkem po provedení příslušné operace. V případě, že jsou
aktivní oba signály, má přednost signál RX_INSERT a proběhne přidání prvku.
Zjednodušené schéma počítaného Bloomova filtru je zobrazeno na obrázku 3.6 a schéma
paměťového bloku s logikou pro inkrementaci/dekrementaci na obrázku 3.7.
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Obrázek 3.6: Zjednodušené schéma komponenty COUNTING BLOOM FILTER
3.6 Návrh implementace paralelního multistage filtru
Pro implemetaci multistage filtru byla zvolena jeho paralelní varianta, která je vhodnější
pro implementaci v FPGA čipu, díky možnosti paralelního zpracování vstupních dat pro
jednotlivé hašovací bloky.
Dále je popisován návrh komponenty PARALLEL_MULTISTAGE_FILTER. Byly vytvořeny
dvě architektury:
• PARALLEL_MULTISTAGE_FILTER – základní varianta paralelního multistage filtru
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Obrázek 3.7: Schéma paměťového bloku s inkrementační/dekrementační logikou
komponenty COUNTING BLOOM FILTER
• PARALLEL_MULTISTAGE_FILTER_CONSERVATIVE_UPDATES – varianta s vylepšením con-
servative update of counters popsaným v kapitole 2.5.3
Architektura paralelního multistage filtru vychází z architektury počítaného Bloomova
filtru. V buňkách paměti jsou ukládány počty bajtů toků – tyto hodnoty lze pouze zvětšovat
o určitou hodnotu. Tuto hodnotu je potřeba během zpracování vstupních dat hašovacími
bloky uložit – k tomu slouží posuvný registr shreg_size.
Architektura implementující vylepšení conservative update of counters obsahuje navíc
logiku, která tyto vylepšení implementuje. Nachází se za paměťovými bloky a její funkce
je popsána dále. Z výstupních hodnot paměťových bloků je vybrána nejmenší hodnota –
k tomu slouží bitový vektor doa_mins. Tato hodnota je zvětšena o hodnotu z posuvného
registru shreg_size, výsledek je přiřazen do signálu doa_new. Následně je vybráno maxi-
mum z nejmenší zvětšené hodnoty doa_new a výstupu konkrétního paměťového bloku doa.
Tato hodnota je následně porovnána s mezí input_large pro určení velkého toku a uložena
zpět do paměťového bloku.
Rozhraní komponenty PARALLEL_MULTISTAGE_FILTER je popsáno v příloze A. Oproti
rozhraní komponenty COUNTING_BLOOM_FILTER obsahuje navíc signál RX_LARGE, který slouží
pro určení meze pro určování velkých toků. Signál TX_MEMBER je nahrazen signálem TX_LARGE,
který indikuje velký tok.
Schéma architektury PARALLEL_MULTISTAGE_FILTER je zobrazeno na obrázku 3.8 a sché-
ma architektury PARALLEL_MULTISTAGE_FILTER_CONSERVATIVE_UPDATE na obrázku 3.9.
3.7 Implementace Bloomových filtrů v SW
Pro vyhodnocení výkonnosti implementace Bloomových filtrů v FPGA čipu je dobré tuto
implementaci porovnat s implementací softwarovou. Byla proto vytvořena knihovna v jazyce
ANSI C99 obsahující datové struktury pro varianty Bloomova filtru a příslušné operace nad
nimi. Modul bloom deklaruje datový typ bloom_filter_t, který reprezentuje Bloomův
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Obrázek 3.8: Schéma komponenty PARALLEL MULTISTAGE FILTER, architektura
PARALLEL MULTISTAGE FILTER
filtr se sdíleným bitovým polem, a operace bloom_filter_init, bloom_filter_deinit,
bloom_filter_add a bloom_filter_query. Modul bloom-separated deklaruje datový typ
bloom_filter_t jako reprezentaci Bloomova filtru s oddělenými bitovými poli pro každou
hašovací funkci.
Bitové pole je definované jako pole bajtů (datový typ unsigned char). Pro přístup
k jednotlivým bitům se využívají bitové operace. Zápis bitu na pozici index ve filtru filter
je zapsán následovně:
// filter->field[index/8] |= (1<<(index%8));
filter->field[index>>3] |= (1<<(index&7));
Zjištění hodnoty bitu je zapsáno obdobně:
// ((filter->field[index/8]>>(index%8))&1) != 0
((filter->field[index>>3]>>(index&7))&1) != 0
Podobně jsou implementovány moduly cbf4 a cbf4-separated reprezentující počítaný
čtyřbitový Bloomům filtr se sdíleným a odděleným polem čítačů. Definované operace jsou
cbf4_init, cbf4_deinit, cbf4_add, cbf4_remove a cbf4_query.
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Kapitola 4
Syntéza Bloomových filtrů pro
FPGA
4.1 Nástroje pro syntézu a testovací platforma
Nástrojem pro syntézu byl zvolen XST verze 12.2 firmy Xilinx a jako referenční čip byl
vybrán Virtex 5vlx155tff1136-1 od téže firmy. Tato volba padla z důvodu použití těchto
prostředků pro vývoj platformy NetCOPE1, na které byly komponenty implementovány.
Syntéza pomocí XST probíhá v několika krocích:
• HDL kompilace – zpracují se jednotlivé zdrojové soubory – načtou se balíčky, těla ba-
líčků, entity a architektury
• analýza hierarchie komponenty – určí se použité komponenty a jejich generické para-
metry
• HDL analýza – určí se propojení mezi komponentami
• HDL syntéza – určí se propojení signálů, nalezené registry, sčítačky, komparátory, lo-
gické funkce, paměti, nepoužité registry apod.
• pokročilá HDL syntéza – prvky z přechozího kroku se převedou na syntetizovatelná
primitiva
• nízkoúrovňová syntéza – primitiva z předchozího kroku se namapují na konkrétní prvky
cílové platformy
Během jednotlivých kroků probíhají různé optimalizace. Je to např. odstranění nepouži-
tých signálů, které často vznikají při použití generických konstrukcí, kdy se některé úseky ge-
nerují v závislosti na hodnotě generického parametru, ale nepoužité signály zůstávají defino-
vané. Další významnou optimalizací je nalezení signálů se shodnou hodnotou ve více kompo-
nentách. V našem případě se to týká komponent BLOOM_FILTER, COUNTING_BLOOM_FILTER
i PARALLEL_MULTISTAGE_FILTER, které využívají několik paralelně zapojených komponent
JENKINS_HASH. Každá z těchto komponent obsahuje posuvný registr shreg_data pro data
vstupující do jednotlivých mixovací bloků – díky této optimalizaci je tak možné sdílet jediný
posuvný registr pro všechny komponenty JENKINS_HASH a ušetří se zdroje na čipu.
Na čipu Virtex 5vlx155tff1136-1 jsou k dispozici tyto zdroje[15]:
• 24320 logických buněk (slice), tyto buňky jsou po dvou organizovány do logických
bloků (CLB, Configurable Logic Block), každá buňka obsahuje 4 generátory funkcí
1http://www.liberouter.org/
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(LUT, Look-Up Tables, možno použít jako distributed memory), 4 registry, mul-
tiplexory a další logiku
• 212 bloků 36kb dvouportové blokové RAM paměti (každý blok může být použit jako
dva nezávislé 18kb bloky), celková kapacita 7632kb
• 128 DSP bloků obsahujících násobičku, sčítačku a akumulátor
• PCI Express Endpoint, RocketIO. . .
Z našeho hlediska jsou důležité prví dva body, tedy zdroje sloužící pro implementaci
logických a aritmetických operací a zdroje sloužící pro uchování informací, tedy registry
a paměti.
Následující analýza jednotlivých komponent bude provedena z několika hledisek:
• zdroje zabrané na FPGA čipu, které jsou ovlivněny použitými konstrukcemi
• kritická cesta v komponentě a její délka – nejdelší cesta v komponentě tvořená logikou
a propojovacími vodiči mezi dvěma synchronními prvky
• maximální frekvence komponenty ovlivněná kritickou cestou v komponentě
Jelikož se nejedná o syntézu kompletní architektury pro FPGA čip, ale pouze jedné
komponenty, jsou její výsledky přibližné v tom smyslu, že umístění použitých prvků ve
výsledné celkové architektuře může být odlišné a tím pádem se může změnit kritická cesta.
Výsledky syntézy nástroje XST jsou uloženy v podsložkách pojmenovaných podle příslu-
šné architektury ve složce bloom-vhdl/comp/bloom/synth.
4.2 Syntéza komponenty JENKINS HASH
Nejprve začneme s analýzou komponenty JENKINS_HASH, která se používá v ostatních kom-
ponentách. Tato komponenta obsahuje dvě základní části – mixovací bloky a posuvný registr
shreg_data. Syntéza byla provedena pro dvě šířky dat a pro všechny architektury lišící se
počtem stupňů pipeline. Poznamenejme, že při šířce dat 96b je použit pouze poslední mi-
xovací blok a při šířce 192b je navíc použit další mixovací blok (NON_FINAL).
Shrnutí výsledků syntézy pro některé konfigurace je uvedeno v tabulce 4.1. Druhý až
čtvrtý sloupec obsahují výsledky pro jednotlivé architektury komponenty JENKINS_HASH
popsané na konci kapitoly 3.3. Horní část tabulky obsahuje výsledky pro šířku dat
(DATA_WIDTH) 96b a spodní část pro šířku 192b.
Mixovací bloky provádějí aritmetické a logické operace a využívají tedy logické buňky.
Z výsledků syntézy vyplývá, že nebyla použita žádná bloková RAM paměť a pro posuvný
registr shreg_data byly tedy použity registry logických buněk.
Z tabulky 4.1 je dále vidět několik skutečností:
• s roustoucím počtem stupňů pipeline roste maximální frekvence komponenty a roste
také počet zabraných registrů (registry pipeline)
• s rostoucí šířkou dat roste počet zabraných registrů – největší podíl na tom má posuvný
registr shreg_data, menší potom registry pipeline
• kritická cesta vede mezi registry pipeline, což je ideální stav
Architektura JENKINS_HASH_7_8_STAGES byla použita pro syntézu všech ostatních kom-
ponent, protože má nejkratší kritickou cestu ze všech architektur komponenty JENKINS_HASH
a nebude nám tedy překážet při analýze ostatních komponent.
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generické parametry architektura komponenty JENKINS HASH
DATA_WIDTH := 96 JENKINS_HASH_ JENKINS_HASH_ JENKINS_HASH_
SEED_DIRECT := FALSE _7_8_STAGES _4_STAGES _2_STAGES
min. perioda [ns] 2,8 4,821 8,085
max. frekvence [MHz] 357,143 207,426 123,686
kritická cesta bb_0->cc1_31 bb3_0->aa5_31 bb3_0->cc7_31
slice registers 488 324 130
5vlx155tff1136-1 [%] 0 0 0
slice LUTs 758 566 566
5vlx155tff1136-1 [%] 0 0 0
DATA_WIDTH := 192 JENKINS_HASH_ JENKINS_HASH_ JENKINS_HASH_
SEED_DIRECT := FALSE _7_8_STAGES _4_STAGES _2_STAGES
min. perioda [ns] 3,224 4,838 8,085
max. frekvence [MHz] 310,174 206,697 123,686
kritická cesta a0_0->a1_31 b1_0->c3_31 bb3_0->cc7_31
slice registers 1281 808 420
5vlx155tff1136-1 [%] 1 0 0
slice LUTs 1509 1271 1207
5vlx155tff1136-1 [%] 1 1 1
Tabulka 4.1: Výtah výsledků syntézy architektur komponenty JENKINS HASH při různých
konfiguracích
4.3 Syntéza komponenty BLOOM FILTER
Komponenta BLOOM_FILTER má tři hlavní části: hašovací bloky, bitová pole a okolní logiku
včetně řídicího stavového automatu. Významnou částí jsou tedy zdroje zabrané hašovacími
bloky.
V tabulce 4.2 jsou uvedeny výsledky syntézy pro konfiguraci s bitovými poli o velikosti
4096b. V prvním sloupci je datová šířka (DATA_WIDTH) nastavená na 96b, ve druhém sloupci
na 192b. Ve vrchní části tabulky je použito šest hašovacích bloků (HASH_BLOCKS) a ve spodní
části deset hašovacích bloků. Oproti tabulce 4.1 přibyly řádky s využitím blokových RAM
pamětí, které jsou použity pro bitová pole.
Z tabulky 4.2 je vidět, že kritická cesta komponenty je shodná s kritickou cestou ar-
chitektury JENKINS_HASH_7_8_STAGES hašovací funkce. Komponenta BLOOM_FILTER tedy
nevytváří delší kritickou cestu a její maximální frekvence je téměř shodná s maximální
frekvencí architektury JENKINS_HASH_7_8_STAGES.
Jelikož je velikost bitových polí v konfiguracích z tabulky 4.2 malá ve srovnání s velikostí
jednoho bloku blokové RAM paměti, je obsazeno pouze minimum bloků. Připomeňme, že
jeden blok má kapacitu 36kb a lze ho použít jako dva nezávislé bloky s kapacitou 18kb.
Pokud máme šest paměťových bloků o velikosti 1kb, budou využity tři blokové RAM paměti.
V případě deseti paměťových bloků jich bude využito pět. Aby se kapacitou blokových RAM
pamětí neplýtvalo, nejmenší velikost jednoho paměťového bloku by měla být 18kB.
V tabulce 4.3 jsou uvedeny výsledky syntézy pro konfiguraci s bitovými poli o takové
velikosti, aby byla zabrána většina blokových RAM pamětí na FPGA čipu. Je použito deset
hašovacích bloků (HASH_BLOCKS). Jak bylo uvedeno v kapitole 4.1, celková kapacita bloko-
vých RAM pamětí na zvoleném čipu je 7632kb. Jelikož je třeba dodržet velikost pole, která
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HASH_BLOCKS := 6 DATA_WIDTH := 96 DATA_WIDTH := 192
HASH_STAGES := 7 FIELD_SIZE := 4096 FIELD_SIZE := 4096
min. perioda [ns] 2,822 3,235
max. frekvence [MHz] 354,359 309,119
kritická cesta bb0_0->cc1_31 a0_0->a1_31
slice registers 2514 6764
5vlx155tff1136-1 [%] 2 6
slice LUTs 3861 7890
5vlx155tff1136-1 [%] 3 8
Block RAMs 3 3
5vlx155tff1136-1 [%] 1 1
HASH_BLOCKS := 10 DATA_WIDTH := 96 DATA_WIDTH := 192
HASH_STAGES := 7 FIELD_SIZE := 4096 FIELD_SIZE := 4096
min. perioda [ns] 2,844 3,246
max. frekvence [MHz] 351,617 308,071
kritická cesta bb0_0->cc1_31 a0_0->a1_31
slice registers 4166 11162
5vlx155tff1136-1 [%] 4 11
slice LUTs 6424 13085
5vlx155tff1136-1 [%] 6 13
Block RAMs 5 5
5vlx155tff1136-1 [%] 2 2
Tabulka 4.2: Výtah výsledků syntézy architektury BLOOM FILTER při různých konfiguracích
musí být mocninou dvou, největší velikost jednoho bitového pole (FIELD_SIZE) je 524288b.
Výsledky pro tuto konfiguraci jsou uvedeny ve třetím sloupci. Jak je vidět, je zabráno 75%
blokových RAM pamětí. Ve druhém sloupci jsou výsledky pro velikost bitových polí tako-
vou, aby se využití blokových RAM pamětí na FPGA čipu blížilo co nejvíce polovině – bylo
jich zabráno 37%.
Jelikož jedno bitové pole využívá díky své větší kapacitě více blokových RAM pamětí,
je nutné, aby použitá komponenta DP_BMEM vstupní signály demultiplexovala a výstupní
signály multiplexovala na základě adresy. Tato skutečnost ovlivňuje kritickou cestu kompo-
nenty a její maximální frekvenci, která oproti předchozím konfiguracím mírně klesla.
Při porovnání výsledků z tabulek 4.2 a 4.3 zjistíme několik skutečností:
• při velikosti bitových polí větší než 18kb ovlivňuje jejich velikost počet využitých
blokových RAM pamětí (skokově lineárně)
• velikost bitových polí ovlivňuje počet zabraných registrů a LUT tabulek pouze mi-
nimálně (srovnáme-li poměr zabraných blokových RAM pamětí a registrů či LUT
tabulek)
4.4 Syntéza komponenty COUNTING BLOOM FILTER
Shrnutí výsledků syntézy pro některé konfigurace je uvedeno v tabulce 4.4. Syntéza byla
provedena pro datovou šířku (DATA_WIDTH) 96b. Šířka čítačů (CNT_WIDTH) byla zvolena 4b
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HASH_BLOCKS := 10 DATA_WIDTH := 96 DATA_WIDTH := 96
HASH_STAGES := 7 FIELD_SIZE := 262144 FIELD_SIZE := 524288
min. perioda [ns] 3,492 3,481
max. frekvence [MHz] 286,352 287,285
kritická cesta current_state->wea current_state->wea
slice registers 4432 4483
5vlx155tff1136-1 [%] 4 4
slice LUTs 6901 7023
5vlx155tff1136-1 [%] 7 7
Block RAMs 80 160
5vlx155tff1136-1 [%] 37 75
Tabulka 4.3: Výtah výsledků syntézy architektury BLOOM FILTER při různých konfiguracích
a jejich počet (CNT_NUMBER) 4096 (druhý sloupec) a 16384 (třetí sloupec). Velikost paměti
pro jedno pole čítačů je dána součinem šířky čítačů a jejich počtu. V prvním případě tedy
16384b a ve druhém případě 65536b.
HASH_BLOCKS := 6 DATA_WIDTH := 96 DATA_WIDTH := 96
HASH_STAGES := 7 CNT_NUMBER := 4096 CNT_NUMBER := 16384
CNT_WIDTH := 4
min. perioda [ns] 4,846 4,846
max. frekvence [MHz] 206,356 206,356
kritická cesta doa->dib doa->dib
slice registers 2590 2652
5vlx155tff1136-1 [%] 2 2
slice LUTs 3919 4005
5vlx155tff1136-1 [%] 4 4
Block RAMs 3 12
5vlx155tff1136-1 [%] 1 5
Tabulka 4.4: Výtah výsledků syntézy architektury COUNTING BLOOM FILTER při různých
konfiguracích
Jak je z tabulky 4.4 vidět, kritická cesta vede z výstupu paměťového bloku (doa) na
jeho vstup (dib) přes inkrementační/dekrementační logiku. Vzhledem ke snížení maximální
frekvence oproti komponentě BLOOM_FILTER by bylo vhodné použít architekturu hašovací
funkce JENKINS_HASH_4_STAGES, která dosahuje obdobné maximální frekvence. Tím by se
ušetřily zdroje.
Pokud porovnáme počet zabraných registrů a LUT tabulek s jejich počtem u kompo-
nenty BLOOM_FILTER v tabulce 4.2 s odpovídajícími parametry DATA_WIDTH a FIELD_SIZE
resp. CNT_NUMBER, zjistíme, že je tento rozdíl velmi malý – je dán především rozdílnou veli-
kostí zabraných blokových RAM pamětí obou komponent (jedna komponenta má velikost
buňky 1b a druhá 4b) a s tím spojenou logikou.
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4.5 Syntéza komponenty PARALLEL MULTISTAGE FILTER
Shrnutí výsledků syntézy pro některé konfigurace obou architektur je uvedeno v tabulkách
4.5 a 4.6. Syntéza byla provedena pro datovou šířku (DATA_WIDTH) 96b a šířky čítačů 24b.
Tyto čítače tedy dovedou uchovat hodnotu až 16777215. Počet čítačů (CNT_NUMBER) byl
zvolen 4096 (druhý sloupce) a 16384 (třetí sloupec).
HASH_BLOCKS := 6 CNT_WIDTH := 24 CNT_WIDTH := 24
HASH_STAGES := 7 CNT_NUMBER := 4096 CNT_NUMBER := 16384
DATA_WIDTH := 96
min. perioda [ns] 5,654 5,644
max. frekvence [MHz] 176,866 177,179
kritická cesta doa->dib doa->dib
slice registers 2602 2664
5vlx155tff1136-1 [%] 2 2
slice LUTs 4316 4402
5vlx155tff1136-1 [%] 4 4
Block RAMs 18 72
5vlx155tff1136-1 [%] 8 33
Tabulka 4.5: Výtah výsledků syntézy architektury PARALLEL MULTISTAGE FILTER při
různých konfiguracích
HASH_BLOCKS := 6 CNT_WIDTH := 24 CNT_WIDTH := 24
HASH_STAGES := 7 CNT_NUMBER := 4096 CNT_NUMBER := 16384
DATA_WIDTH := 96
min. perioda [ns] 19,167 19,223
max. frekvence [MHz] 52,174 52,022
kritická cesta doa->web doa->web
slice registers 2602 2664
5vlx155tff1136-1 [%] 2 2
slice LUTs 4435 4521
5vlx155tff1136-1 [%] 4 4
Block RAMs 18 72
5vlx155tff1136-1 [%] 8 33
Tabulka 4.6: Výtah výsledků syntézy architektury
PARALLEL MULTISTAGE FILTER CONSERVATIVE UPDATES při různých konfiguracích
V architektuře PARALLEL_MULTISTAGE_FILTER vede kritická cesta z výstupu paměťo-
vých bloků (doa) na jejich vstup (dib) přes inkrementační logiku podobně jako v pří-
padě komponenty COUNTING_BLOOM_FILTER. I v tomto případě by bylo vhodné použít
architekturu hašovací funkce JENKINS_HASH_4_STAGES kvůli šetření zdrojů. Architektura
PARALLEL_MULTISTAGE_FILTER_CONSERVATIVE_UPDATES má tuto kritickou cestu: doa →
doa_mins → doa_new →large_cmp → web. Signál doa_mins obsahuje kaskádu kompará-
torů pro výběr nejmenší hodnoty, signál doa_new obsahuje hodnotu zvětšenou o hodnotu
signálu RX_SIZE a large_cmp obsahuje výsledek porovnání předchozí hodnoty s hodnotou
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signálu RX_LARGE. Tato kritická cesta je velmi dlouhá, což je ve výsledcích syntézy vidět.
Délka této kritické cesty přitom roste s počtem paměťových bloků. Tuto architekturu by
bylo vhodné upravit tak, aby byla kritická cesta rozdělena na menší části pomocí pipeline.
4.6 Porovnání výkonnosti HW a SW implementace
Měření latence a propustnosti SW implementace bylo prováděno s Bloomovými filtry s ne-
sdílenými bitovými poli. Algoritmy i počty přístupů do paměti jsou shodné s Bloomovými
filtry se sdílenými bitovými poli a lze tedy provádět porovnání s implementací v FPGA
čipu, kde jsou použity nesdílená bitová pole.
Při měření latence a propustnosti SW implementace je vygenerováno několik sad tes-
tovacích dat. Před spuštěním jsou data zkopírována do paměti, aby při běhu algoritmu
nedocházelo k přístupu na pomalé externí médium. Stejně tak výsledky algoritmu jsou za-
pisovány do paměti. Poté je nad daty spuštěn příslušný algoritmus a je měřen čas jeho běhu.
Nad Bloomovým filtrem probíhá nejprve přidávání prvků do filtru (bloom_insert) a poté
dotazování filtru (bloom_query).
Konfigurace Bloomova filtru pro test byla násldující: 6 hašovacích bloků, velikost bito-
vého pole 1024 b a velikost klíče 512 b. V testu bylo provedeno 6000 operací bloom_insert
a 6000 operací bloom_query.
Měření na různých platformách byla prováděna v rámci projektu ANT.2 Byly vybrány
výsledky ze tří testovacích zařízení, jedno z nich má architekturu procesoru Intel Core2
Duo a další dvě MIPS. Jelikož je délka běhu algoritmu závislá pouze na šířce vstupních
dat, lze z naměřených výsledků odvodit průměrnou latenci a propustnost. Ty jsou společně
s konfigurací zařízení uvedeny v tabulce 4.7.
počet hašovacích
bloků
sířka dat
[b]
latence
[µs]
propustnost
[MB/s]
Esprimo: Intel Core2 Duo, 2400MHz, L2 3MB, 3072MB hlavní paměť
Ubuntu 9.04 kernel 2.6.28-19-generic
6 512 1,414 45,270
8 512 1,709 37,445
D-Link DIR-825: Atheros AR7161, 680MHz, MIPS, 64MB hlavní paměť
OpenWRT Attitude Adjustment (bleeding edge, r26378)
6 512 9,259 6,912
8 512 11,750 5,446
Linksys WAG 160N: Broadcom BCM6538, 300MHz, MIPS, 32MB hlavní paměť
OpenWRT Attitude Adjustment (bleeding edge, r26378)
6 512 23,041 2,778
8 512 28,991 2,208
Tabulka 4.7: Vypočtené hodnoty latence a propustnosti SW knihovny bloom
Propustnost a latence implementace variant Bloomových filtrů v FPGA čipu je dána
způsobem jejich návrhu – díky paralelní činnosti jednotlivých hašovacích a paměťových
bloků není propustnost závislá na jejich počtu a díky zřetězenému zpracování (jak uv-
nitř mixovacích bloků, tak mezi mixovacími bloky hašovací funkce) je propustnost při dané
2http://www.fit.vutbr.cz/research/view_product.php?id=174
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frekvenci lineárně závislá na šířce dat. Nutno zopakovat, že tato lineární závislost na šířce
dat je vykoupena větší spotřebou zdrojů na FPGA čipu. Zde tedy není nutné provádět
měření – propustnost a latenci lze odvodit z frekcence a šířky dat.
Latence zpracování jednoho stupně pipeline je dána vztahem 1f , kde f je frekvence ho-
dinového signálu řídícího komponentu. Celková latence komponenty t je potom dána celko-
vým počtem stupňů pipeline N , tedy vztahem t = 1f ·N . Počet stupňů pipeline komponenty
nejvíce ovlivňuje použitá architektura hašovací funkce.
Propustnost komponenty je 1 výsledek za 1 takt hodinového signálu. Pokud propustnost
p vyjádříme v B/s, dostaneme vztah p = f · w, kde w je šířka dat v B.
architektura použité
hašovací funkce
šířka dat
[b]
počet stupňů
pipeline komponenty
latence
[ns]
propustnost
[GB/s]
JENKINS_HASH_7_8_STAGES 96 9 (8 + 1) 72 1, 5
JENKINS_HASH_4_STAGES 96 5 (4 + 1) 40 1, 5
JENKINS_HASH_7_8_STAGES 288 23 (2 · 7 + 8 + 1) 184 4, 5
JENKINS_HASH_4_STAGES 288 13 (3 · 4 + 1) 104 4, 5
JENKINS_HASH_7_8_STAGES 576 44 (5 · 7 + 8 + 1) 352 9
JENKINS_HASH_4_STAGES 576 25 (6 · 4 + 1) 200 9
Tabulka 4.8: Vypočtené hodnoty latence a propustnosti komponenty BLOOM FILTER na
FPGA čipu při frekvenci 125MHz
Z naměřených a vypočtených výsledků je vidět, že implementace algoritmů v FPGA čipu
má řádově větší propustnost a nižší latenci než jejich implementace v SW. Při zpracování
512b dat (nejmenší násobek 96b vyžadovaný hašovací funkcí je 576b) má HW implementace
(řízená hodinami s frekvencí 125MHz) 200× větší propustnost než SW implementace (běžící
na procesoru taktovaném na 2400MHz, s konfigurací popsanou v tabulce). Latence HW
implementace (architektura hašovací funkce JENKINS_HASH_4_STAGES) je však pouze asi
7× nižší než u SW implementace (se 6-ti hašovacími bloky), což je dáno délkou pipeline
zřetězeného zpracování.
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Kapitola 5
Závěr
V první části práce je srovnána datová struktura Bloomův filtr s ostatními hašovacími
metodami, aby bylo zřejmé, kdy je její použití vhodné a kdy nikoliv. Jsou vysvěleny vztahy,
které je nutné vzít v potaz při výběru vhodné varianty a určení jejích parametrů, aby její
fungování bylo co nejefektivnější.
Všechny vytvořené návrhy byly implementovány v jazyku VHDL. Byl kladen důraz na
obecné a jednoduché použití vytvořených komponent – všechny parametry komponent lze
volit použitím konkrétní architektury nebo zadáním generických parametrů. Tím odpadla
nutnost vytvářet program pro generování různých variant komponent.
Syntéza všech komponent s vybranými hodnotami generických parametrů ukázala, jak
tyto parametry volit, aby bylo použití komponent efektivní vzhledem k využití zdrojů na
FPGA čipu. Zároveň odhalila kritické cesty jednotlivých komponent a jejich závislost na
hodnotách generických parametrů.
Pokračování této práce je možné v oblasti optimalizace kritických cest některých ar-
chitektur jednotlivých komponent. Dále by bylo možné implementovat další pravděpodob-
nostní filtry, např. hašovací tabulky s falešnými pozitivními výsledky, Cuckoo hašovací
tabulky či tabulky s perfektním hašováním a porovnat zabrané zdroje na FPGA čipu a ma-
ximální frekvenci.
V návaznosti na tuto práci by bylo možné aplikovat její výsledky, tedy použít vytvořené
komponenty pro implementaci složitějšího návrhu. Bloomův filtr či počítaný Bloomův filtr
lze využít pro klasifikaci hlaviček paketů – bylo by tedy možné vytvořit HW paketový filtr,
kdy by falešné pozitivní výsledky byly ošetřeny v SW. Multistage filtr lze využít pro detekci
velkých toků – nárvh by našel uplatnění ve sledování síťového provozu.
Návrh tématu práce volně vychází z projektu liberouter1 organizace CESNET zabýva-
jícího se programovatelným HW pro vysokorychlostní sítě. Problematika této práce je též
diskutována výzkumnou skupinou ANT2 fakulty informačních technologií VUT v Brně.
V rámci práce byla vytvořena knihovna v jazyce ANSI C99 implementující Bloomovy
filtry a počítané Bloomovy filtry. Ta posloužila pro vytvoření testů na několika mikropro-
cesorových platformách v rámci výzkumné skupiny ANT3. Z jejich výsledků byla odvozena
doba zpracování vstupních dat a propustnost. Tyto hodnoty byly porovnány s dobou zpra-
cování a propustností implementace těchto komponent v FPGA čipu. Z tohoto porovnání je
vidět skutečnost, že HW implementace dosahuje mnohonásobně vyšší propustnosti (v pří-
1http://www.liberouter.org/
2http://merlin.fit.vutbr.cz/ant/
3http://www.fit.vutbr.cz/research/view_product.php?id=174
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padě našeho měření 200× vyšší), ale latence dosahuje pouze několikanásobně vyšší (v našem
případě 7×), zejména díky délce pipeline zřetězeného zpracování.
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Příloha A
Rozhraní komponent
JENKINS HASH
Generické parametry:
• DATA_WIDTH : natural
šířka vstupních dat v bitech
musí být násobkem 96, to je zaručeno konstrukcí assert
musí být kladné číslo, to je zaručeno použitím datového typu natural
• SEED_DIRECT : boolean
způsob inicializace vnitřního stavu hašovací funkce (proměnných algoritmu a, b, c)
hodnotou false zajistíme inicializaci tak, jak je uvedena v původním algoritmu, tedy
výrazem <const> + DATA_WIDTH/32*4 + <seed>
hodnotou true inicializujeme vnitřní stav přímo hodnotu semínka RX_SEED
Signály:
• CLK, RESET : in std_logic
hodinový signál a synchronní reset komponenty
• RX_SRC_RDY, TX_DST_RDY : in std_logic
signály určující připravenost zdrojové a cílové komponenty
• RX_DST_RDY, TX_SRC_RDY : out std_logic
signály určující připravenost komponenty
• RX_DATA : in std_logic_vector(DATA_WIDTH-1 downto 0)
vstupní data hašovací funkce
• RX_SEED : in std_logic_vector(31 downto 0)
semínko hašovací funkce
• TX_HASH : out std_logic_vector(31 downto 0)
výstupní hodnota hašovací funkce
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BLOOM FILTER
Generické parametry:
• DATA_WIDTH : natural
šířka vstupních dat v bitech – musí být násobkem 96
• HASH_STAGES : natural
počet stupňů pipeline hašovacích bloků
ovlivňuje výběr architektury hašovacích bloků
přípustné hodnoty jsou:
7 (architektura JENKINS_HASH_7_8_STAGES)
4 (architektura JENKINS_HASH_4_STAGES)
2 (architektura JENKINS_HASH_2_STAGES)
• HASH_BLOCKS : natural
počet hašovacích bloků a oddělených bitových polí
• FIELD_SIZE : natural
velikost každého bitového pole
• OUTPUT_REG : boolean
hodnotou true se vloží registr na výstup TX_MEMBER
Signály:
• CLK, RESET : in std_logic
hodinový signál a synchronní reset komponenty
• RX_SRC_RDY, TX_DST_RDY : in std_logic
signály určující připravenost zdrojové a cílové komponenty
• RX_DST_RDY, TX_SRC_RDY : out std_logic
signály určující připravenost komponenty
• RX_DATA : in std_logic_vector(DATA_WIDTH-1 downto 0)
vstupní data Bloomova filtru
• RX_INSERT : in std_logic
operace nad vstupními daty: 0 dotaz, 1 vkládání
• TX_MEMBER : out std_logic
výstupní informace o členství vstupních dat v Bloomově filtru
• CLR : in std_logic
signál spouštějící nulování bitových polí
• CLR_RDY : out std_logic
signál indikující dokončení nulování bitových polí
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COUNTING BLOOM FILTER
Generické parametry:
• DATA_WIDTH : natural
šířka vstupních dat v bitech – musí být násobkem 96
• HASH_STAGES : natural
počet stupňů pipeline hašovacích bloků
ovlivňuje výběr architektury hašovacích bloků
přípustné hodnoty jsou:
7 (architektura JENKINS_HASH_7_8_STAGES)
4 (architektura JENKINS_HASH_4_STAGES)
2 (architektura JENKINS_HASH_2_STAGES)
• HASH_BLOCKS : natural
počet hašovacích bloků a oddělených polí čítačů
• CNT_NUMBER : natural
počet čítačů v každém poli čítačů
• CNT_WIDTH : natural
šířka čítačů v bitech
• OUTPUT_REG : boolean
hodnotou true se vloží registr na výstup TX_MEMBER
Signály:
• CLK, RESET : in std_logic
hodinový signál a synchronní reset komponenty
• RX_SRC_RDY, TX_DST_RDY : in std_logic
signály určující připravenost zdrojové a cílové komponenty
• RX_DST_RDY, TX_SRC_RDY : out std_logic
signály určující připravenost komponenty
• RX_DATA : in std_logic_vector(DATA_WIDTH-1 downto 0)
vstupní data počítaného Bloomova filtru
• RX_INSERT : in std_logic
operace nad vstupními daty: 0 dotaz, 1 vkládání
• RX_REMOVE : in std_logic
operace nad vstupními daty: 0 dotaz, 1 odebírání
• TX_MEMBER : out std_logic
výstupní informace o členství prvku v počítaném Bloomově filtru
• CLR : in std_logic
signál spouštějící nulování čítačů
• CLR_RDY : out std_logic
signál indikující dokončení nulování čítačů
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PARALLEL MULTISTAGE FILTER
• DATA_WIDTH : natural
šířka vstupních dat v bitech – musí být násobkem 96
• HASH_STAGES : natural
počet stupňů pipeline hašovacích bloků
ovlivňuje výběr architektury hašovacích bloků
přípustné hodnoty jsou:
7 (architektura JENKINS_HASH_7_8_STAGES)
4 (architektura JENKINS_HASH_4_STAGES)
2 (architektura JENKINS_HASH_2_STAGES)
• HASH_BLOCKS : natural
počet hašovacích bloků a oddělených polí čítačů
• CNT_NUMBER : natural
počet čítačů v každém poli čítačů
• CNT_WIDTH : natural
šířka čítačů v bitech
• OUTPUT_REG : boolean
hodnotou true se vloží registr na výstup TX_LARGE
Signály:
• CLK, RESET : in std_logic
hodinový signál a synchronní reset komponenty
• RX_SRC_RDY, TX_DST_RDY : in std_logic
signály určující připravenost zdrojové a cílové komponenty
• RX_DST_RDY, TX_SRC_RDY : out std_logic
signály určující připravenost komponenty
• RX_DATA : in std_logic_vector(DATA_WIDTH-1 downto 0)
vstupní data paralelního multistage filtru
• RX_SIZE : in std_logic_vector(CNT_WIDTH-1 downto 0)
vstupní hodnota pro inkrementaci příslušných čítačů
• RX_LARGE : in std_logic_vector(CNT_WIDTH-1 downto 0)
vstupní hodnota určující mez pro určování velkých toků
• TX_LARGE : out std_logic
signál indikující velký tok
• CLR : in std_logic
signál spouštějící nulování čítačů
• CLR_RDY : out std_logic
signál indikující dokončení nulování čítačů
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Příloha B
Podrobná schémata
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Obrázek B.1: Schémata mixovacích bloků komponenty JENKINS HASH, architektura
JENKINS HASH 7 8 STAGES
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Obrázek B.2: Schéma komponenty BLOOM FILTER
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Příloha C
Obsah CD
• dokument bakalářské práce xmatou08.pdf
• složka tex obsahuje zdrojové soubory systému LATEX dokumentu xmatou08.pdf
• složka literature obsahuje citovanou literaturu
• složka bloom-vhdl obsahuje všechny soubory potřebné pro spuštění simulace a syn-
tézy komponent
• složka bloom-vhdl/comp/bloom obsahuje zdrojové VHDL soubory komponent JENKINS_HASH,
BLOOOM_FILTER, COUNTING_BLOOM_FILTER a PARALLEL_MULTISTAGE_FILTER
podsložka sim obsahuje testbenche pro komponenty
podsložky
synth/jenkins_hash
synth/bloom_filter
synth/counting_bloom_filter
synth/parallel_multistage_filter
synth/parallel_multistage_filter_conservative_updates
obsahují výsledky syntézy nástroje XST jednotlivých komponent při různých
konfiguracích
• složka bloom-c obsahuje zdrojové C soubory knihoven jenkins, bloom,
bloom-seperated, cbf4 a cbf4-separated
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