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1. Introduction
The linear complementarity problem consists of ﬁnding vectors x ∈ Rn satisfying
Mx + q 0, x 0, xT (Mx + q) = 0, (1.1)
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whereM is an n × n real matrix and q ∈ Rn. We denote this problem by LCP(M, q) and its solutions by
x∗. Many problems can be posed in the form (1.1). For instance, problems in linear and quadratic
programming, the problem of ﬁnding a Nash equilibrium point of a bimatrix game or some free
boundary problems of ﬂuid mechanics (see Chapter 10 of [5] and [7], and references therein).
Structuredmatrices can lead to nice properties of the corresponding linear programming problems
(see, for instance, [10]). This also happens with linear complementarity problems. Let us recall that an
n × n real matrixM is a P-matrix if all its principal minors are positive. Besides,M is a P-matrix if and
only if the LCP(M, q) has a unique solution x∗ for any q ∈ Rn. A matrix M is called an M-matrix if its
inverse is nonnegative andall its off-diagonal entries arenonpositive.GivenamatrixM = (mij)1 i,j n,
its comparison matrix M˜ = (m˜ij)1 i,j n has entries m˜ii :=|mii| and m˜ij := − |mij| for all j /= i and
i, j = 1, . . . , n. We say that a matrix is an H-matrix if its comparison matrix is aM-matrix, and we say
that a matrix M = (mij)1 i,j n is strictly diagonally dominant (by rows) if |mii| > ∑j /=i |mij| for all
i = 1, . . . , n. Finally, we say that row i of thematrixM is strictly diagonally dominant (resp., diagonally
dominant) if |mii| > ∑j /=i |mij| (resp., |mii|∑j /=i |mij|).
It is well-known that an H-matrix with positive diagonals is a P-matrix (see, for instance, Theorem
2.3 of Chapter 6 of [5]) and that a strictly diagonally dominant matrix is an H-matrix. In [14], error
bounds for ‖x − x∗‖ were derived whenM in (1.1) is a P-matrix. WhenM in (1.1) is an H-matrix with
positive diagonals, sharper error bounds were obtained in [6]. In this paper, we provide new error
bounds for this case. The computation of our new error bounds can require less computational cost
than those of [6] becausewe can avoid, in some cases, the calculation of the inverse of thematrix M˜, as
commented in Remark 2.2. A second advantage is illustrated by several examples of Section 2, where
our error bound is very small, in contrast to the error bound of (2.4) of [6], which can be arbitrarily
large. Moreover, we ﬁnd two classes of H-matrices where our new error bounds are always smaller
than the bound (2.4) of [6]. Section 3 analyzes a class of H-matrices whose diagonally dominant rows
satisfy an additional property and Section 4 considers strictly diagonal dominant matrices. For the
latter class of matricesM = (mij)1 i,j n, our error bounds use the parameter
β := min
i∈{1,...,n}
⎧⎨⎩mii −∑
j /=i
|mij|
⎫⎬⎭
and so can be calculated with O(n2) elementary operations. In Section 4, we also recall that β is a
natural parameter in many applications (see [3,4]). Moreover, when β  1 our error bound is given by
the constant 1, and is always smaller than the error bound of (2.4) of [6], which can be arbitrarily large.
We also apply our new bounds to derive bounds of the condition number introduced in [7] for the
Newton-typemethods for solving the linear complementarity problems. Finally, in Section 5we derive
newperturbation bounds ofH-matrices linear complementarity problems for the constant introduced
in [7] tomeasure the sensitivity of the corresponding solutions. These newperturbation bounds satisfy
nice properties similar to those of the error bounds of Section 2.
2. Computation of error bounds for H-matrix linear complementarity problems
LetM be an H-matrix with positive diagonal entries. SinceM is a P-matrix, we can apply the third
inequality of Theorem 2.3 of [6] and obtain for any x ∈ Rn the inequality:
‖x − x∗‖∞  max
d∈[0,1]n ‖(I − D + DM)
−1‖∞‖r(x)‖∞,
where I is the n × n identity matrix, D the diagonal matrix D = diag(di) with 0 di  1 for all i =
1, . . . , n, x∗ is the solution of the LCP(M, q) and r(x):= min(x, Mx + q), where the min operator
denotes the componentwise minimum of two vectors.
By (2.4) of [6], given in Theorem 2.1 of [6], when M = (mij)1 i,j n is an H-matrix with positive
diagonals, then
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞  ‖M˜−1 max(Λ, I)‖∞, (2.1)
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where M˜ is the comparisonmatrix ofM, Λ is the diagonal part ofM (Λ:=diag(mii)) andmax(Λ, I):=
diag(max{m11, 1}, . . . ,max{mnn, 1}).
Computing the bound (2.1) requires O(n3) elementary operations. As we shall see in Remark 2.2,
the bound of the following theorem can be obtained with lower computational cost than the bound
(2.1). Moreover, it can be much smaller than (2.1) as we show later.
Theorem 2.1. Let us assume that M = (mij)1 i,j n is an H-matrix with positive diagonal entries. Let
D = diag(d¯1, . . . , d¯n), d¯i > 0, for all i = 1, . . . , n, be a diagonal matrix such thatMD is strictly diagonally
dominant by rows. For any i = 1, . . . , n, let β¯i :=miid¯i −∑j /=i |mij|d¯j. Then
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
{
maxi{d¯i}
mini{β¯i} ,
maxi{d¯i}
mini{d¯i}
}
. (2.2)
Proof. The existence of D is guaranteed by Theorem 2.3 of Chapter 6 of [5]. It can be easily checked
that the matrix (I − D + DM)D is strictly diagonally dominant by rows with positive diagonals, for all
d ∈ [0, 1]n. Then, by applying Theorem A of [16] to the matrix (I − D + DM)D, we can deduce that
‖(I − D + DM)−1‖∞= ‖D(D − DD + DMD)−1‖∞
 ‖D‖∞‖(D − DD + DMD)−1‖∞

maxi{d¯i}
mini{(1 − di)d¯i + diβ¯i} .
Then the result follows from
min
i
{(1 − di)d¯i + diβ¯i} =: (1 − di0)d¯i0 + di0 β¯i0 min{d¯i0 , β¯i0}min
i
{d¯i, β¯i}. 
Remark 2.2. A ﬁrst way to obtain the matrix D of Theorem 2.1 can be described as follows. We
form M˜, the comparison matrix of M, and consider any positive vector p > 0 (for instance, p =
e :=(1, 1, . . . , 1)T ). Since M˜ is an M-matrix, M˜−1  0 and then system M˜d¯ = p has the nonnegative
solution d¯ = M˜−1p and then we take D = diag(d¯1, d¯2, . . . , d¯n). Observe that β¯i of Theorem 2.1 co-
incides with the ith component of p. Since this procedure involves the solution of a linear system
associated to the n × n matrix M˜, it requires O(n3) elementary operations and so, the complexity is
similar to that of the bound (2.1). However there is a second alternative to obtain our bound (2.2) of
Theorem 2.1 with a complexity of lower order. There are several recent iterative methods to compute
the matrix D with at most O(n2) elementary operations per iteration (see [2,12,13,15]), which lead
to a computational cost much lower than computing M˜−1 in (2.1), in particular in the case of sparse
matrices. Then observe that the vector β¯ :=(β¯1, . . . , β¯n)T satisﬁes β¯ = M˜De and so its calculation
requires O(n2) additional elementary operations. In conclusion, this alternative procedure has less
computational cost than that of (2.4) of [6].
Remark 2.3. When using the ﬁrst alternative of Remark 2.2 with the choice p = e, then β¯i = 1 for all
i in Theorem 2.1 and so formula (2.2) becomes
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
{
max
i
{d¯i}, maxi{d¯i}
mini{d¯i}
}
. (2.3)
Remark 2.4. If the matrixM of Theorem 2.1 is strictly diagonally dominant by rows, then we can take
D = I and so formula (2.2) becomes
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
{
1
mini{β¯i} , 1
}
. (2.4)
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InSection4, itwill beshownthat, formatrices strictlydiagonallydominantbyrowswithmini{β¯i} 1,
the bound (2.4) is always better than the bound (2.1) (i.e., (2.4) of [6]). The following examples show
that the bound (2.3) can be better than the bound (2.1) for matrices which are not diagonal dominant
by rows. In fact, in theﬁrst twoexamples,we see that the bound (2.1) canbe arbitrarily large, in contrast
to our bound (2.3).
Example 2.5. Let k > 2 and
M =
(
2k −k + 1
−2k + 2 k
)
.
Then for the choice p = e corresponding to Remark 2.3, we have d¯ = (1/2, 1)T and so, the bound (2.3)
is 2. On the other hand, M˜ = M,
M˜−1 =
(
k
4k−2
k−1
4k−2
k−1
2k−1
k
2k−1
)
and
‖M˜−1 max(Λ, I)‖∞ = 3k
2 − 2k
2k − 1 .
Therefore, the bound (2.1) can be arbitrarily large. Although the matrix M of the previous example is
not diagonally dominant by rows, it is diagonally dominant by columns. The matrix of the following
example is neither strictly diagonally dominant by rows nor strictly diagonally dominant by columns.
Example 2.6. Let k > 2 and
M =
(
2k −k
−2k + 3 k − 1
)
.
Then for the choice p = e, corresponding to Remark 2.3, we have d¯ =
(
2k−1
k
, 4k−3
k
)T
, and so the bound
(2.3) is given by max
{
4k−3
2k−1 ,
4k−3
k
}
< 4. On the other hand, M˜ = M,
M˜−1 =
(
k−1
k
1
2k−3
k
2
)
and ‖M˜−1 max(Λ, I)‖∞ = 6k − 8. Therefore, the bound (2.1) can be arbitrarily large.
The following example has been used in Example 3.3 of [6]:
Example 2.7. LetM be the following 400 × 400 tridiagonal H-matrix
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 −1 0 0 . . . 0 0 0
−1 2 −1 0 . . . 0 0 0
0 −1 2 −1 . . . 0 0 0
...
. . .
...
...
. . .
...
0 0 0 0 . . . −1 2 −1
0 0 0 0 . . . 0 −1 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then, for the choice p = e corresponding to Remark 2.3, the bound (2.3) is given by 20,100. The bound
(2.1) is 40,200 (as shown in Example 3.3 of [6]).
In [7] it was introduced the condition number
K∞(M):= max
d∈[0,1]n ‖(I − D + DM)
−1‖∞‖I − D + DM)‖∞, (2.5)
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for the Newton-type methods for solving the linear complementarity problem. By formula (2.9) of
Theorem 2.3 of [6]
max
d∈[0,1]n ‖I − D + DM‖∞ = max{1, ‖M‖∞}. (2.6)
Then, applying our Theorem 2.1, we derive the following bound for the condition number (2.5).
Corollary 2.8. Let us assume that M = (mij)1 i,j n is an H-matrix with positive diagonal entries. Let
D = diag(d¯1, . . . , d¯n), d¯i > 0, for all i = 1, . . . , n, be a diagonal matrix such thatMD is strictly diagonally
dominant by rows. For any i = 1, . . . , n, let β¯i :=miid¯i −∑j /=i |mij|d¯j. Then the condition number (2.5)
satisﬁes
K∞(M)max{1, ‖M‖∞}max
{
maxi{d¯i}
mini{β¯i} ,
maxi{d¯i}
mini{d¯i}
}
. (2.7)
The bound given by formula (4.5) of [7] for K∞(M) is
K∞(M)max{1, ‖M‖∞}‖M˜−1 max(Λ, I)‖∞. (2.8)
Since our new bound (2.7) has replaced in (2.8) ‖M˜−1 max(Λ, I)‖∞ by the right hand side of (2.2),
this new bound (2.7) also improves the bounds derived by (2.8) for the matrices used in Examples
2.5–2.7. In Section 3, we shall see a class of matrices for which (2.7) is always better than (2.8).
3. Comparison of bounds for a special class of H-matrices
Previous Examples 2.5 and 2.6 have shown that the bound (2.1) can be arbitrarily greater than our
bound (2.3). This section ﬁnds a class of H-matrices for which the bound (2.1) is always greater than
or equal to the bound (2.3).
Let us start by showing that the bound (2.3) improves formula (2.1) when the diagonal matrix
D = diag(d¯1, . . . , d¯n) of Remark 2.2 with p = e satisﬁes that d¯i  1 for all i.
Lemma 3.1. Let us assume that M = (mij)1 i,j n is an H-matrix with positive diagonal entries and let M˜
be its comparison matrix. Let D = diag(d¯1, . . . , d¯n) be the diagonal matrix obtained in Remark 2.2 with
p = e. If d¯i  1 for all i = 1, . . . , n, then
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
i
{d¯i} = ‖M˜−1‖∞  ‖M˜−1 max(Λ, I)‖∞. (3.1)
Proof. The ﬁrst inequality of (3.1) follows from (2.3) and our hypothesis d¯i  1. If d¯ = (d¯1, . . . , d¯n)T ,
since d¯ = M˜−1e and M˜−1  0, the equality of (3.1) is obvious. The last inequality of (3.1) is also
obvious. 
Fromnow on in this sectionwe shall consider the class ofH-matriceswith positive diagonal entries
M = (mij)1 i,j n such that
mii −
∑
j /=i
|mij| 1, for all i ∈ {1, . . . , n}. (3.2)
Let us recall that an H-matrix always has at least a strictly diagonally dominant row (see Theorem 2 of
[1]). Observe that condition (3.2) implies an additional property on the rows ofM that are diagonally
dominant.
The following theoremimprovesbound (2.1) forH-matriceswithpositivediagonal entries satisfying
(3.2).
Theorem 3.2. Let us assume that M = (mij)1 i,j n is an H-matrix with positive diagonal entries and
satisfying (3.2) and let M˜ be its comparison matrix. Then
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max
d∈[0,1]n ‖(I − D + DM)
−1‖∞  ‖M˜−1‖∞  ‖M˜−1 max(Λ, I)‖∞. (3.3)
If, in addition, M is irreducible andmaxi{mii} > 1, then the last inequality of (3.3) is strict.
Proof. Let d¯ = M˜−1e and let d¯l := mini{d¯i}. Taking the lth components of M˜d¯ = e, we obtain from
(3.2)
1 = mlld¯l −
∑
j /=l
|mlj|d¯j 
⎛⎝mll −∑
j /=l
|mlj|
⎞⎠ d¯l  d¯l. (3.4)
Then (3.3) follows from Lemma 3.1.
If M is irreducible, then M˜ is also irreducible and by Theorem 2.7 of Chapter 6 of [5], M˜−1 is a
positive matrix (i.e. all its entries are positive). Taking into account that max(Λ, I) is a diagonal matrix
with a diagonal entry greater than 1 and all diagonal entries no less than 1, and that all entries of M˜−1
are nonzero, we can deduce that
‖M˜−1‖∞ < ‖M˜−1 max(Λ, I)‖∞. 
Observe that the irreducible matrixM of Example 2.7 satisﬁes the hypotheses (3.2) of the previous
theorem.
Remark 3.3. Thehypotheses of Theorem3.2 have beenused to obtain the last inequality of (3.4). Since,
again by (3.4), 1
(
mll −∑j /=l |mlj|) d¯l , we deduce that
1
d¯l
mll −
∑
j /=l
|mlj|
and, since d¯l = mini{d¯i}, we derive
1
mini{d¯i}
max
k
⎧⎨⎩mkk −∑
j /=k
|mkj|
⎫⎬⎭ .
Since d¯ = M˜−1e and M˜−1  0, maxi{d¯i} = ‖M˜−1‖∞. Then we deduce from (2.3) this new bound:
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
⎧⎨⎩‖M˜−1‖∞, ‖M˜−1‖∞ maxk
⎧⎨⎩mkk −∑
j /=k
|mkj|)
⎫⎬⎭
⎫⎬⎭ .
The following result is a consequence of Theorem 3.2 and formulae (2.5) and (2.6) and it improves
the bound (2.8).
Corollary 3.4. Let us assume thatM = (mij)1 i,j n is anHmatrixwithpositive diagonal entries satisfying
(3.2). Then the condition number (2.5) satisﬁes
K∞(M)max{1, ‖M‖∞}‖M˜−1‖∞.
4. Comparison of bounds for strictly diagonally dominant matrices
With the notations of the previous section, if the matrix M = (mij)1 i,j n is strictly diagonally
dominant (by rows) with positive diagonals, then it is well-known that it is an H-matrix and we can
take the obvious choice D := I in Theorem 2.1 and so the bound of that theorem transforms into
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max{1/β , 1}, (4.1)
where β := mini∈{1,...,n}{βi} and, for each i = 1, . . . , n, βi :=mii −∑j /=i |mij|.
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Observe thatβ is theminimal row sumof the comparisonmatrix M˜, which is anM-matrix. The row
sums of anM-matrix M˜ or the column sums of M˜ (that is, the row sums of M˜T ) are natural parameters
in many applications (see [3,4]). For instance, in the ﬁeld of digital electrical circuits, the column sums
are given by the quotient between the conductance and capacitance of each node (see [3]).
The next result shows that,whenβ  1, the bound (4.1) is always better than the bound (2.1) (which
corresponds to the bound (2.4) of [6]).
Theorem 4.1. Let us assume that M = (mij)1 i,j n is a strictly diagonally dominant matrix with positive
diagonals and let M˜ = (m˜ij)1 i,j n be its comparison matrix. If the minimal row sum of M˜ is greater than
or equal 1, then
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞  1 ‖M˜−1 max(Λ, I)‖∞. (4.2)
Proof. The ﬁrst inequality of (4.2) follows from (4.1) (which is, in turn, a consequence of Theorem
2.1). It remains to prove the second inequality of (4.2). Although we could give a proof using results
of [11], for the sake of completeness we prefer to give now a direct proof. Observe that M˜ is an M-
matrix. Let us recall that the Gauss–Jordan elimination of the matrix M˜ to compute M˜−1 consists of
the following steps. First, we transform the augmented matrix (M˜|I) into the matrix (U|B), where U
is an upper triangular matrix, by adding to each row an adequate multiple of a previous row, by the
usual Gauss elimination procedure. Observe that these multiples used to produce zeros in the ﬁrst
column of M˜ are nonnegative because m˜11 > 0 and m˜i1  0 for all i 2, since M˜ is an M-matrix. It is
well-known that the property of being an M-matrix is preserved during Gauss elimination (see [9]).
Since the diagonal entries of anM-matrix are positive and the off-diagonal entries are nonpositive, we
can conclude that all multiples used to obtain U are nonnegative. In addition, observe that the (1,1)
entry of B = (Bij)1 i,j n is B11 = 1. A second phase of Gauss–Jordan elimination consists of adding
to each row an adequate multiple of a row below it, until transforming (U|B) into the matrix (E|C),
where E is a diagonal matrix. Again, the multiples are nonnegative because U has positive diagonal
entries and nonpositive off-diagonal entries. Therefore, the (1,1) entry of C = (Cij)1 i,j n satisﬁes
C11  B11 = 1. The ﬁnal phase of Gauss–Jordan elimination divides each ith row of (E|C)matrix by the
corresponding diagonal element Eii of E to obtain the matrix (I|M˜−1). Observe that
(M˜−1)11 = C11/E11 = C11/m11. (4.3)
If m˜11  1, then the (1,1)-entry of the matrix max(Λ|I) is m11 (= m˜11) and so, the (1,1)-entry of
the matrix M˜−1 max(Λ|I) is, by (4.3), (C11/m11)m11 = C11  1 and therefore the second inequality of
(4.2) holds.
If m˜11 < 1, then the (1,1)-entry of the matrix max(Λ|I) is equal to 1 and so, the corresponding
entry of M˜−1 max(Λ|I) is, by (4.3), C11/m11 = C11/m˜11 > C11  1 and again the second inequality of
(4.2) holds. 
We now present an example showing that the right side of the bound (2.1) (provided by (2.4) of
[6]) can be arbitrarily large, in contrast to the bound given by the constant 1 of our formula (4.2).
Example 4.2. Let k > 1 and
M =
(
k −k + 1
−k + 1 k
)
.
Since M is a strictly diagonally dominant matrix with positive diagonal entries, β = 1 and M˜ = M,
then by Theorem 4.1 the inequalities (4.2) hold. In fact, observe that
M−1 = M˜−1 =
(
k
2k−1
k−1
2k−1
k−1
2k−1
k
2k−1
)
and so ‖M˜−1 max(Λ, I)‖∞ = k can be arbitrarily large.
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The following result is a consequence of Corollary 2.8 and Theorem 4.1.
Corollary 4.3. Let us assume thatM = (mij)1 i,j n is a strictly diagonally dominant matrix with positive
diagonals and let M˜ = (m˜ij)1 i,j n be its comparison matrix. If the minimal row sum of M˜ is greater than
or equal 1, then the condition number (2.5) satisﬁes
K∞(M)max{1, ‖M‖∞}. (4.4)
Observe that, when M satisﬁes the hypothesis of Corollary 4.3, our bound (4.4) for the condition
number (2.5) is always better than the bound (2.8) (corresponding to (4.5) of [7]).
Let us now consider the case of strict diagonal dominance with the constant β deﬁned above (the
minimal row sum of M˜) satisfying β < 1. If the hypothesis β < 1 are hold, we cannot apply Theorem
4.1 and we can ﬁnd better bounds than formula (4.1). For instance, let k > 1 and let us consider the
matrix
M =
(
k −k + ε
0 k
)
, M˜−1 =
⎛⎝ 1k k−εk2
0 1
k
⎞⎠ .
In this case, 1
β
= 1
ε
is arbitrarily large. However, the bound (2.1) is ‖M˜−1 max(Λ, I)‖∞ = 2 − εk < 2.
Besides, d¯ = M˜−1e =
(
2
k
− ε
k2
, 1
k
)
and so our bound (2.3) is also
max
⎧⎨⎩2k − εk2 ,
2
k
− ε
k2
1
k
⎫⎬⎭ = 2 − εk .
5. A new perturbation bound of H-matrices linear complementarity problems
In [7], it was introduced a constant for a P-matrixM,
βp(M) = max
d∈[0,1]n ‖(I − D + DM)
−1D‖p, (5.1)
whereD = diag(di), with 0 di  1, i = 1, 2, . . . , n and ‖·‖p is thematrix norm induced by the vector
norm for p 1. This constant measures the sensitivity of the solution of the P-matrix linear com-
plementarity problem. In that paper it was proved that, if M is an H-matrix with positive diagonals,
then
βp(M) ‖M˜−1‖p (5.2)
and ifM is anM-matrix, then
βp(M) = ‖M−1‖p.
These bounds require the computation of the inverse of M˜ orM. The goal of this section is to provide
new bounds (of similar nature to those of Section 2)which do not require the calculation of the inverse
of a matrix. Although they require the calculation of the diagonal matrix D such that MD is strictly
diagonally dominant by rows, this matrix D can be obtained by iterative methods (see [2,12,13,15])
with less computational cost. Hence the new bounds will be more advantageous when the matrix M
is large and/or sparse.
Theorem 5.1. Let us assume that M = (mij)1 i,j n is an H-matrix with positive diagonals. Let D =
diag(d¯1, . . . , d¯n), d¯i > 0 for all i = 1, . . . , n, be a diagonal matrix such that MD is strictly diagonally
dominant by rows. For any i = 1, . . . , n, let β¯i :=miid¯i −∑j /=i |mij|d¯j. Then
β∞(M)
maxi{d¯i}
mini{β¯i} . (5.3)
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Proof. Given d ∈ [0, 1]n, let D = diag(di) and d := min(d + e, e), where  ∈ (0, 1], and
e :=(1, 1, . . . , 1)T . Let D = diag((d)1, . . . , (d)n). Then
‖(I − D + DM)−1D‖∞ = lim
→0 ‖(I − D + DM)
−1D‖∞. (5.4)
Since MD is an strictly diagonally dominant matrix by rows, D−1 (I − D + DM)D is also strictly
diagonally dominant by rows. Let us deﬁne
(β¯)i :=
(
1
(d)i
− 1
)
d¯i + miid¯i −
∑
j /=i
|mij|d¯j =
(
1
(d)i
− 1
)
d¯i + β¯i  β¯i. (5.5)
Then by applying Theorem A of [16] to the matrix D−1 (I − D + DM)D, we can prove, as in the
deduction of (2.2), that
‖(I − D + DM)−1D‖∞ = ‖(D−1 (I − D + DM))−1‖∞ 
‖D‖∞
mini{(β¯)i} .
If mini{(β¯)i} = (β¯)k , then by (5.5) and the previous formula we get
‖(I − D + DM)−1D‖∞  ‖D‖∞
(β¯)k

‖D‖∞
β¯k

‖D‖∞
mini{β¯i} =
maxi{d¯i}
mini{β¯i}
and so (5.3) follows from (5.1), (5.4) and the fact that the matrix D is arbitrarily chosen. 
If we take D as in the ﬁrst part of Remark 2.2, the bound (5.3) transforms into β∞(M)maxi{d¯i}. If
M is strictly diagonally dominant with positive diagonals, then D = I and the bound (5.3) transforms
into β∞(M)(1/mini{β¯i}).
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