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Abstract
The quantum time evolution of φ4-field theory for a spatially homogeneous system in 2+1 space-
time dimensions is investigated numerically for out-of-equilibrium initial conditions on the basis
of the Kadanoff-Baym equations including the tadpole and sunset self-energies. Whereas the
tadpole self-energy yields a dynamical mass, the sunset self-energy is responsible for dissipation
and an equilibration of the system. In particular we address the dynamics of the spectral (‘off-
shell’) distributions of the excited quantum modes and the different phases in the approach to
equilibrium described by Kubo-Martin-Schwinger relations for thermal equilibrium states. The
investigation explicitly demonstrates that the only translation invariant solutions representing the
stationary fixed points of the coupled equation of motions are those of full thermal equilibrium.
They agree with those extracted from the time integration of the Kadanoff-Baym equations for
t → ∞. Furthermore, a detailed comparison of the full quantum dynamics to more approximate
and simple schemes like that of a standard kinetic (on-shell) Boltzmann equation is performed. Our
analysis shows that the consistent inclusion of the dynamical spectral function has a significant
impact on relaxation phenomena. The different time scales, that are involved in the dynamical
quantum evolution towards a complete thermalized state, are discussed in detail. We find that
far off-shell 1 ↔ 3 processes are responsible for chemical equilibration, which is missed in the
Boltzmann limit. Finally, we address briefly the case of (bare) massless fields. For sufficiently
large couplings λ we observe the onset of Bose condensation, where our scheme within symmetric
φ4-theory breaks down.
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I. INTRODUCTION
Nonequilibrium many-body theory or quantum field theory has become a major topic
of research for describing transport processes in nuclear physics, in cosmological particle
physics as well as condensed matter physics. The multidisciplinary aspect arises due to a
common interest to understand the various relaxation phenomena of quantum dissipative
systems. Recent progress in cosmological observations has also intensified the research on
quantum fields out-of-equilibrium. Important questions in high-energy nuclear or particle
physics at the highest energy densities are: i) how do nonequilibrium systems in extreme
environments evolve, ii) how do they eventually thermalize, iii) how phase transitions do
occur in real-time with possibly nonequilibrium remnants, and iv) how do such systems
evolve for unprecedented short and nonadiabatic timescales?
The very early history of the universe provides scenarios, where nonequilibrium effects
might have played an important role, like in the (post-) inflationary epoque (see e.g. [1, 2, 3]),
for the understanding of baryogenesis (see e.g. [1]) and also for the general phenomena of
cosmological decoherence (see e.g. [4]). In modern nuclear physics the understanding of
the dynamics of heavy-ion collisions at various bombarding energies has always been a ma-
jor motivation for research on nonequilibrium quantum many-body physics and relativistic
quantum field theories, since the initial state of a collision resembles an extreme nonequi-
librium situation while the final state might even exhibit a certain degree of thermalization.
Indeed, at the presently highest energy heavy-ion collider experiments at RHIC, where one
expects to create experimentally a transient deconfined state of matter denoted as quark-
gluon plasma (QGP) [5], there are experimental indications – like the build up of collective
flow – for an early thermalization accompanied with the build up of a very large pressure.
Furthermore, the phenomenon of disoriented chiral condensates (DCC) during the chiral
phase transition has lead to a considerable progress for our understanding of nonequilib-
rium phase transitions at short timescales over the last decade (see e.g. [6, 7, 8]). All
these examples demonstrate that one needs an ab initio understanding of the dynamics of
out-of-equilibrium quantum field theory.
Especially the powerful method of the ‘Schwinger-Keldysh’ [9, 10, 11, 12] or ‘closed-
time-path’ (CTP) (nonequilibrium) real-time Green functions has been shown to provide an
appropriate basis for the formulation of the special and complex problems in the various areas
of nonequilibrium quantum many-body physics. Within this framework one can then derive
and find valid approximations – depending, of course, on the problem under consideration –
by preserving overall consistency relations. Originally, the resulting causal Dyson-Schwinger
equation of motion for the one-particle Green function (or two-point function), i.e. the
Kadanoff-Baym (KB) equations [13], have served as the underlying scheme for deriving
various transport phenomena and generalized transport equations. These equations might
be considered as an ensemble average over the initial density matrix ρ(i)(t0) ≡ |i〉ρ
(i)
ij 〈j|
characterizing the preparation of the initial state of the system, which can be far out of
equilibrium. For review articles on the Kadanoff-Baym equations in the various areas of
nonequilibrium quantum physics we refer the reader to Refs. [14, 15, 16, 17, 18, 19]. We
note in passing, that also the ‘influence functional formalism’ has been shown to be directly
related to the KB equations [20]. Such a relation allows to address inherent stochastic
aspects of the latter and also to provide a rather intuitive interpretation of the various self-
energy parts that enter the KB equations. The presence of (quantum) noise and dissipation
– related by a fluctuation-dissipation theorem – guarantees that the modes or particles of
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an open system become thermally populated on average in the long-time limit if coupled to
an environmental heat bath [20].
Furthermore, kinetic transport theory is a convenient tool to study many-body nonequi-
librium systems, nonrelativistic or relativistic. Kinetic equations, which do play the central
role in more or less all practical simulations, can be derived by means of appropriate KB
equations within suitable approximations. Hence, a major impetus in the past has been to
derive semi-classical Boltzmann-like transport equations within the standard quasi-particle
approximation [21, 22, 23]. Additionally, off-shell extensions by means of a gradient expan-
sion in the space-time inhomogeneities – as already introduced by Kadanoff and Baym [13]
– have been formulated: for a relativistic electron-photon plasma [24], for transport of elec-
trons in a metal with external electrical field [25], for transport of nucleons at intermediate
heavy-ion reactions [26], for transport of particles in φ4-theory [18, 27], for transport of elec-
trons in semiconductors [19, 28], for transport of partons or fields in high-energy heavy-ion
reactions [29, 30, 31, 32], or for a trapped Bose system described by effective Hartree-Fock-
Bogolyubov kinetic equations [33]. We recall that on the formal level of the KB-equations
the various forms assumed for the self-energy have to fulfill consistency relations in order
to preserve symmetries of the fundamental Lagrangian [13, 34, 35]. This allows also for a
unified treatment of stable and unstable (resonance) particles. We will shortly come back
to this last development.
In nonequilibrium quantum field theory typically the nonperturbative description of
(second-order) phase transitions has been in the foreground of interest by means of mean-
field (Hartree) descriptions [2, 7, 36, 37, 38, 39], with applications for the evolution of
disoriented chiral condensates or the decay of the (oscillating) inflaton in the early reheating
era. ‘Effective’ mean-field dissipation (and decoherence) – solving the so-called ‘backreac-
tion’ problem – was incorporated by particle production through order parameters explicitly
varying in time. However, it had been then realized that such a dissipation mechanism, i.e.
transferring collective energy from the time-dependent order parameter to particle degrees of
freedom, can not lead to true dissipation and thermalization. Such a conclusion has already
been known for quite some time within the effective description of heavy-ion collisions at
low energy. Full time-dependent Hartree or Hartree-Fock descriptions [40] were insufficient
to describe the reactions with increasing collision energy; additional Boltzmann-like collision
terms had to be incorporated in order to provide a more adequate description of the collision
processes.
The incorporation of true collisions then has been formulated also for the various quantum
field theories [41, 42, 43, 44]. Here, a systematic 1/N expansion of the ‘2PI effective action’
is conventionally invoked [18, 36, 44] serving as a nonperturbative expansion parameter. Of
course, only for large N this might be a controlled expansion. In any case, the understanding
and the influence of dissipation with the chance for true thermalization – by incorporating
collisions – has become a major focus of recent investigations. The resulting equations of
motion always do resemble the KB equations; in their general form (beyond the mean-field or
Hartree(-Fock) approximation) they do break time invariance and thus lead to irreversibility.
This macroscopic irreversibility arises from the truncations of the full theory to obtain
the self-energy operators in a specific limit. As an example we mention the truncation
of the (exact) Martin-Schwinger hierarchy in the derivation of the collisional operator in
Ref. [26] or the truncation of the (exact) BBGKY hierarchy in terms of n-point functions
[26, 45, 46, 47, 48, 49, 50, 51].
In principle, the nonequilibrium quantum dynamics is nonperturbative in nature. Un-
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physical singularities only appear in a limited truncation scheme, e.g. ill-defined pinch
singularities [52], which do arise at higher order in a perturbative expansion in out-of-
equilibrium quantum field theory, are regularized by a consistent nonperturbative description
(of Schwinger-Dyson type) of the nonequilibrium evolution, since the resummed propaga-
tors obtain a finite width [53]. Such a regularization is also observed by other resummation
schemes like the dynamical renormalization group technique developed recently [43].
Although the analogy of KB-type equations to a Boltzmann-like process is quite obvious,
this analogy is far from being trivial. The full quantum formulation contains much more
information than a semi-classical (generally) on-shell Boltzmann equation. The dynamics of
the spectral (i.e. ‘off-shell’) information is fully incorporated in the quantum dynamics while
it is missing in the Bolzmann limit. A full answer to the question of quantum equilibration
can thus only be obtained by a detailed numerical solution of the quantum description itself.
This is the basic aim of our present study.
Before pointing out the scope of the present paper, we briefly address previous works that
have investigated numerically approximate or full solutions of KB-type equations. A seminal
work has been carried out by Danielewicz [54], who investigated for the first time the full KB
equations for a spatially homogeneous system with a deformed Fermi sphere in momentum
space for the initial distribution of occupied momentum states in order to model the initial
condition of a heavy-ion collision in the nonrelativistic domain. In comparison to a standard
on-shell semi-classical Boltzmann equation the full quantum Boltzmann equation showed
quantitative differences, i.e. a larger collective relaxation time for complete equilibration
of the momentum distribution f(p, t). This ‘slowing down’ of the quantum dynamics was
attributed to quantum interference and off-shell effects. Similar quantum modifications in
the equilibration and momentum relaxation have been found in [21] and for a relativistic
situation in Ref. [55]. Particular emphasis was put in this study [55, 56] on non-local aspects
(in time) of the collision process and thus the potential significance of memory effects on the
nuclear dynamics. In the following, full and more detailed solutions of nonrelativistic KB
equations have been performed by Ko¨hler [57, 58] with special emphasis on the build up of
initial many-body correlations on short time scales. Moreover, the role of memory effects has
been clearly shown experimentally by femtosecond laser spectroscopy in semiconductors [59]
in the relaxation of excitons. Solutions of quantum transport equations for semiconductors
[19, 60] – to explore relaxation phenomena on short time and distance scales – have become
also a very active field of research.
In the last years the numerical treatment of general quantum dynamics out-of-equilibrium,
as described within 2PI effective action approaches at higher order, have become more
frequent [61, 62, 63, 64, 65]. The subsequent equations of motion are very similar to the KB
equations, although more involved expressions for a non-local vertex function – as obtained
by the 2PI scheme – are taken care of. The numerical solutions are also obtained for
homogeneous systems, only. The studies in Refs. [61, 62, 63, 64] have investigated the
situation in 1+1 dimensions for O(N) φ4-theory, the last work [64] also for non-symmetric
configurations exploring the nonequilibrium dynamics of a phase transition. In general, all
studies do demonstrate that the system eventually shows equilibration in the momentum
occupation. The situation in 1+1 dimensions, however, is a rather unrealistic case as on-shell
2-to-2 elastic collisions are strictly forward and thus can not contribute at all to equilibration
in momentum space. The time scales found in Refs. [61, 62, 63] for thermalization are thus a
delicate higher order off-shell effect. Very recently, a study in 3+1 dimensions [65], treating
spherical symmetric distributions of momentum excitations for a coupled fermion-boson
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Yukawa-type system, has shown equilibration and thermalization in the fermionic as well
as bosonic momentum occupation at the same temperature. Still, again, a detailed and
quantitative interpretation of the time scales found was not given.
As already stressed, in the present study we will focus in particular on the full quantum
dynamics of the spectral (i.e. ‘off-shell’) information contained in the nonequilibrium single-
particle spectral function. A first discussion of this issue has previously been given in [62]
by Berges and Aarts. Here we want to show, by using the spectral representation, how
complete thermalization of all single-particle quantum fluctuations will be approached. In
addition, the quantum dynamics of the spectral function is also a lively discussed issue in
the microscopic modeling of hadronic resonances with a broad mass distribution. This is of
particular relevance for simulations of heavy-ion reactions [66, 67, 68, 69, 70, 71, 72, 73],
where e.g. the ∆-resonance or the ρ-meson already show a large decay width in vacuum.
Especially the ρ vector meson is a promising hadronic particle for showing possible in-
medium modifications in hot and compressed nuclear matter (see e.g. [73, 74]), since the
leptonic decay products are of only weakly interacting electromagnetic nature. Indeed,
the CERES experiment [75] at the SPS at CERN has found a significant enhancement of
lepton pairs for invariant masses below the pole of the ρ-meson, giving evidence for such
modifications. Hence, a consistent formulation for the transport of extremely short-lived
particles beyond the standard quasi-particle approximation is needed. On the one side,
there exist purely formal developments starting from a first-order gradient expansion of
the underlying KB equations [66, 68, 72], while on the other side already first practical
realizations for various questions have emerged [67, 69, 70, 71, 76]. The general idea is to
obtain a description for the propagation of the off-shell mass squared M2 −M20 . A fully ab
initio investigation, however, without any further approximations, does not exist so far.
Our work is organized as follows: In Section II we will present the relevant equations for
the nonequilibrium dynamics in case of the φ4-theory, i.e. briefly derive the Kadanoff-Baym
equations of interest. Section III is devoted to first numerical studies on equilibration phe-
nomena and separation of time scales employing different initial configurations. The actual
numerical algorithm used is described in Appendix A as well as the renormalization by coun-
terterms in Appendix B in order to achieve ultraviolet convergent results. The individual
phases of the quantum evolution are analyzed in more detail in Section IV, i.e. the initial
build up of correlations, the time evolution of the spectral functions and the approach to
chemical equilibrium. Furthermore, it is shown that the solutions of the Kadanoff-Baym
equations for t→∞ yield the proper off-shell thermal state, i.e. the Green functions fulfill
the Kubo-Martin-Schwinger (KMS) relation in the long time limit. Section V concentrates
on approximate dynamical schemes, in particular the well-known Boltzmann limit. The
solutions of the latter limit as well as from a simple relaxation approximation will be con-
fronted with the numerical results from the Kadanoff-Baym equations. We close this work in
Section VI with a summary of our findings and a brief presentation of the results for mass-
less Bose fields. Appendix C discusses the most general choices for the initial conditions
of the Kadanoff-Baym equations. Furthermore, in Appendix D we will present an efficient
method for the calculation of the self-consistent resummed spectral function in thermal equi-
librium for the present field theory, while Appendix E addresses the stationary solution of
the Boltzmann limit.
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II. NONEQUILIBRIUM DYNAMICS FOR φ4-THEORY
The scalar φ4-theory is an example for a fully relativistic field theory of interacting scalar
particles that allows to test theoretical approximations [48, 49, 50, 61, 62, 63] without
coming to the problems of gauge-invariant truncation schemes [51]. Its Lagrangian density
is given by (x = (t,x))
L(x) =
1
2
∂µφ(x) ∂
µφ(x) −
1
2
m2 φ2(x) −
λ
4!
φ4(x) , (2.1)
where m denotes the ‘bare’ mass and λ is the coupling constant determining the interaction
strength of the scalar fields.
A. The Kadanoff-Baym equations
As mentioned in the Introduction, a natural starting point for nonequilibrium theory is
provided by the closed-time-path (CTP) method. Here all quantities are given on a special
real-time contour with the time argument running from −∞ to ∞ on the chronological
branch (+) and returning from ∞ to −∞ on the antichronological branch (−). In cases of
systems prepared at time t0 this value is (instead of −∞) the start and end point of the
real-time contour. In particular the path-ordered Green functions are defined as
G(x, y) = < T p {φ(x) φ(y) } > (2.2)
= Θp(x0 − y0) < φ(x) φ(y) > + Θp(y0 − x0) < φ(y) φ(x) > ,
where the operator T p orders the field operators according to the position of their arguments
on the real-time path as accomplished by the path step-functions Θp. The expectation value
in (2.2) is taken with respect to some given density matrix ρ0, which is constant in time,
while the operators in the Heisenberg picture contain the whole information of the time
dependence of the nonequilibrium system.
Self-consistent equations of motion for these Green functions can be obtained with help
of the two-particle irreducible (2PI) effective action Γ[G]. It is given by the Legendre
transform of the generating functional of the connected Green functions W as
Γ[G] = Γ0 +
i
2
[ ln(1−⊙pG0 ⊙p Σ) + ⊙pG⊙p Σ ] + Φ[G] (2.3)
in case of vanishing vacuum expectation value <0|φ(x)|0>= 0 [34]. In (2.3) Γ0 depends
only on free Green functions G0 and is treated as a constant with respect to variation, while
the symbols ⊙p represent convolution integrals over the closed-time-path with the contour
specified above. The functional Φ is the sum of all closed 2PI diagrams built up by full
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FIG. 1: Contributions to the Φ-functional for the Kadanoff-Baym equation: two-loop contribution
(l.h.s.) giving the tadpole self-energy and three-loop contribution (r.h.s.) generating the sunset
self-energy. The Φ-functional is built up by full Green functions (double lines) while open dots
symbolize the integration over the internal coordinates.
propagators G; it determines the self-energies by functional variation as
Σ(x, y) = 2i
δΦ
δG(y, x)
. (2.4)
From the effective action (2.3) the equations of motion for the Green function are obtained
by the stationarity condition
δ Γ
δ G
= 0 (2.5)
giving the Dyson-Schwinger equation for the full path-ordered Green function as
G(x, y)−1 = G0(x, y)
−1 − Σ(x, y) . (2.6)
In our present calculation we take into account contributions up to the three-loop order
for the Φ-functional (cf. Fig. 1), which reads explicitly
iΦ =
iλ
8
∫
p
dd+1x G(x, x)2 −
λ2
48
∫
p
dd+1x
∫
p
dd+1y G(x, y)4 , (2.7)
where d denotes the spatial dimension of the problem (d = 2 in the case considered below).
This approximation corresponds to a weak coupling expansion such that we consider con-
tributions up to the second superficial order in the coupling constant λ (cf. Fig. 2). For the
superficial coupling constant order we count the explicit coupling factors λ associated with
the visible vertices. The hidden dependence on the coupling strength – which is implicitly
incorporated in the self-consistent Green functions that build up the Φ-functional and the
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self-energies – is ignored on that level. For our present purpose this approximation is suffi-
cient since we include the leading mean-field effects as well as the leading order scattering
processes that pave the way to thermalization.
For the actual calculation it is advantageous to change to a single-time representation
for the Green functions and self-energies defined on the closed-time-path. In line with the
position of the coordinates on the contour there exist four different two-point functions
i Gc(x, y) = i G++(x, y) = < T c {φ(x) φ(y) } > , (2.8)
i G<(x, y) = i G+−(x, y) = < {φ(y) φ(x) } > ,
iG>(x, y) = i G−+(x, y) = < {φ(x) φ(y) } > ,
iGa(x, y) = i G−−(x, y) = < T a {φ(x) φ(y) } > .
Here T c (T a) represent the (anti-)time-ordering operators in case of both arguments lying
on the (anti-)chronological branch of the real-time contour. These four functions are not
independent of each other. In particular the non-continuous functions Gc and Ga are built up
by the Wightman functions G> and G< and the usual Θ-functions in the time coordinates.
Since for the real boson theory (2.1) the relation G>(x, y) = G<(y, x) holds (2.8), the
knowledge of the Green functions G<(x, y) for all x, y characterizes the system completely.
Nevertheless, we will give the equations for G< and G> explicitly since this is the familiar
representation for general field theories [27].
By using the stationarity condition for the action (2.5) and resolving the time
structure of the path ordered quantities in the Dyson-Schwinger equation (2.6) we ob-
tain the Kadanoff-Baym equations for the time evolution of the Wightman functions [27, 61]:
−
[
∂xµ∂
µ
x+m
2
]
G≷(x, y) = Σδ(x) G≷(x, y) (2.9)
+
∫ x0
t0
dz0
∫
ddz [ Σ>(x, z)− Σ<(x, z) ] G≷(z, y)
−
∫ y0
t0
dz0
∫
ddz Σ≷(x, z) [G>(z, y)−G<(z, y) ],
−
[
∂yµ∂
µ
y +m
2
]
G≷(x, y) = Σδ(y) G≷(x, y)
+
∫ x0
t0
dz0
∫
ddz [G>(x, z)−G<(x, z) ] Σ≷(z, y)
−
∫ y0
t0
dz0
∫
ddz G≷(x, z) [ Σ>(z, y)− Σ<(z, y) ],
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FIG. 2: Self-energies of the Kadanoff-Baym equation: tadpole self-energy (l.h.s.) and sunset self-
energy (r.h.s.). Since the lines represent full Green functions the self-energies are self-consistent
(see text) with the external coordinates indicated by full dots.
Here the path-ordered self-energy has been divided into a local contribution Σδ and a
non-local one, which can be expressed – analogously to the Green functions (2.2) – by a
sum over path Θ-functions. The self-energy entering the Dyson-Schwinger equation (2.6)
thus is written as
Σ(x, y) = Σδ(x) δ(d+1)p (x− y) + Θp(x0 − y0) Σ
>(x, y) + Θp(y0 − x0) Σ
<(x, y) . (2.10)
Within the three-loop approximation for the 2PI effective action (i.e. the Φ-functional
(2.7)) we get two different self-energies: In leading order of the coupling constant only
the local tadpole diagram (l.h.s. of Fig. 2) contributes and leads to the generation of an
effective mass for the field quanta. This self-energy (in coordinate space) is given by
Σδ(x) =
λ
2
i G<(x, x) . (2.11)
In next order in the coupling constant (i.e. λ2) the non-local sunset self-energy (r.h.s. of
Fig. 2) enters the time evolution as
Σ≷(x, y) = −
λ2
6
G≷(x, y) G≷(x, y) G≶(y, x) = −
λ2
6
[
G≷(x, y)
]3
. (2.12)
Thus the Kadanoff-Baym equation (2.9) in our case includes the influence of a mean-field on
the particle propagation – generated by the tadpole diagram – as well as scattering processes
as inherent in the sunset diagram.
The Kadanoff-Baym equation (2.9) describes the full quantum nonequilibrium time evo-
lution on the two-point level for a system prepared at an initial time t0, i.e. when higher
order correlations are discarded. The causal structure of this initial value problem is obvi-
ous since the time integrations are performed over the past up to the actual time x0 (or y0,
respectively) and do not extend to the future.
Furthermore, also linear combinations of the Green functions in single time representa-
tion are of interest. The retarded Green function GR and the advanced Green function GA
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are given as
GR(x, y) = Θ(x0 − y0) [G
>(x, y)−G>(x, y) ] = Θ(x0 − y0) 〈 [φ(x) , φ(y) ]− 〉
= Gc(x, y)−G<(x, y) = G>(x, y)−Ga(x, y) , (2.13)
GA(x, y) = −Θ(y0 − x0) [G
>(x, y)−G>(x, y) ] = −Θ(y0 − x0) 〈 [φ(x) , φ(y) ]− 〉
= G<(x, y)−Ga(x, y) = Gc(x, y)−G>(x, y) . (2.14)
These Green functions contain exclusively spectral, but no statistical information of the
system. Their time evolution is given by
−
[
∂xµ∂
µ
x+m
2 + Σδ(x)
]
GR(x, y) = δ(d+1)(x− y) +
∫
dd+1z ΣR(x, z) GR(z, y) , (2.15)
−
[
∂xµ∂
µ
x+m
2 + Σδ(x)
]
GA(x, y) = δ(d+1)(x− y) +
∫
dd+1z ΣA(x, z) GA(z, y) , (2.16)
where the retarded and advanced self-energies ΣR, ΣA are defined via Σ>, Σ< similar to
the Green functions (2.13) and (2.14). Thus the retarded (advanced) Green functions are
determined by retarded (advanced) quantities, only.
B. Homogeneous systems in space
In the following we will restrict to homogeneous systems in space. To obtain a numerical
solution the Kadanoff-Baym equation (2.9) is transformed to momentum space:
∂2t1 G
<(p, t1, t2) = −
[
p 2 +m2 + Σ¯δ(t1)
]
G<(p, t1, t2) (2.17)
−
∫ t1
t0
dt′ [ Σ>(p, t1, t
′)− Σ<(p, t1, t
′) ] G<(p, t′, t2)
+
∫ t2
t0
dt′ Σ<(p, t1, t
′) [G>(p, t′, t2)−G
<(p, t′, t2) ]
= −
[
p 2 +m2 + Σ¯δ(t1)
]
G<(p, t1, t2) + I
<
1 (p, t1, t2) ,
where we have summarized both memory integrals into the function I<1 . The equation of
motion in the second time direction t2 is given analogously.
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In two-time and momentum space (p, t, t′) representation the self-energies in (2.17) read
Σ¯δ(t) =
λ
2
∫
ddp
(2pi)d
i G<(p, t, t) , (2.18)
Σ≷(p, t, t′) = −
λ2
6
∫
ddq
(2pi)d
∫
ddr
(2pi)d
G≷(q, t, t′) G≷(r, t, t′) G≶(q+r−p, t′, t) , (2.19)
= −
λ2
6
∫
ddq
(2pi)d
∫
ddr
(2pi)d
G≷(q, t, t′) G≷(r, t, t′) G≷(p−q−r, t, t′) .
For the numerical solution of the Kadanoff-Baym equations (2.17) we have developed a flex-
ible and accurate algorithm, which is described in more detail in Appendix A. Furthermore,
a straightforward integration of the Kadanoff-Baym equations (2.17) in time does not lead
to meaningful results since in 2+1 space-time dimensions both self-energies (2.18,2.19) are
ultraviolet divergent. We note, that due to the finite mass m adopted in (2.1) no problems
arise from the infrared momentum regime. The ultraviolet regime, however, has to be renor-
malized by introducing proper counterterms. The details of the renormalization scheme are
given in Appendix B as well as a numerical proof for the convergence in the ultraviolet
regime.
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III. FIRST NUMERICAL STUDIES ON EQUILIBRATION
In the following Sections we will use the renormalized mass m = 1, which implies that
times are given in units of the inverse mass or t · m is dimensionless. Accordingly, the
coupling λ in (2.1) is given in units of the mass m such that λ/m is dimensionless, too.
As already observed in the 1+1 dimensional case [63] the mean-field term, generated
by the tadpole diagram, does not lead to an equilibration of arbitrary initial momentum
distributions since it only modifies the propagation of the particles by the generation of an
effective mass. Our calculations lead to the same findings and thus we skip an explicit pre-
sentation of the actual results. Accordingly, thermalization in 2+1 dimensions requires the
inclusion of the collisional self-energies as generated by the sunset diagram. All calculations
to be shown in the following consequently involve both self-energies.
A. Initial conditions
In order to investigate equilibration phenomena on the basis of the Kadanoff-Baym
equations for our 2+1 dimensional problem, we first have to specify the initial conditions for
the time integration. This is a problem of its own and discussed in more detail in Appendix
C. For our present study we consider four different initial distributions that are all
characterized by the same energy density (see Section IVA for an explicit representation).
Consequently, for large times (t → ∞) all initial value problems should lead to the same
equilibrium final state. The initial equal-time Green functions G<(p, t= 0, t= 0) adopted
are displayed in Fig. 3 (upper part) as a function of the momentum px (for py = 0). We
concentrate here on polar symmetric configurations due to the large numerical expense
for this first investigation1. Since the equal-time Green functions G<(p, t, t) ≡ G<φφ(p, t, t)
are purely imaginary, we show only the real part of i G< in Fig. 3. Furthermore, the
corresponding initial distribution functions in the occupation density n(p, t=0), related to
i G<(p, t=0, t=0) via
2ωp i G
<
φφ(p, t=0, t=0) = n(p, t=0) + n(−p, t=0) + 1 , (3.1)
are shown in Fig. 3 in the lower part. For an explicit representation of the other Green
functions G<φpi, G
<
piφ and G
<
pipi (cf. Appendix A) at initial time t0 we refer to the discussion of
the general initial conditions in Appendix C. While the initial distributions D1, D2, D3 have
the shape of (polar symmetric) ‘tsunami’ waves [39] with maxima at different momenta in
px, the initial distribution DT corresponds to a free Bose gas at a given initial temperature
T0 ≈ 1.736m that is fixed by the initial energy density. According to (3.1) the difference
between the Green functions and the distribution functions is basically given by the vacuum
contribution, which has its maximum at small momenta. Thus even for the distributions
D1, D2, D3 the corresponding Green functions are non-vanishing for p ≈ 0.
Since we consider a finite volume V = a2 we work in a basis of momentum modes
characterized by the number of nodes in each direction. The number of momentum modes
is typically in the order of 40; we checked that all our results are stable with respect to an
1 In Section V we will present also calculations for non-symmetric systems.
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FIG. 4: Time evolution of selected momentum modes of the equal-time Green function |p |/m =
0.0, 0.8, 1.6, 2.4, 3.2 (from top to bottom) for four different initial configurations D1, D2, D3 and
DT (characterized by the different line types) with the same energy density. For the rather strong
coupling constant λ/m = 18 the initial oscillations – from switching on the interaction at t = 0 –
are damped rapidly and disappear for t ·m > 10. Finally, all momentum modes assume the same
respective equilibrium value for long times (t ·m > 500) independent of the initial state.
increasing number of basis states and do not comment on this issue any more, since this
is a strictly necessary condition for our analysis. For times t < 0 we consider the systems
to be noninteracting and switch on the interaction (∼ λ) for t = 0 to explore the quantum
dynamics of the interacting system for t > 0.
We directly step on with the actual numerical results.
B. Equilibration in momentum space
The time evolution of various (selected) momentum modes of the equal-time Green func-
tion for the different initial states D1, D2, D3 and DT is shown in Fig. 4, where the
dimensionless time t ·m is displayed on a logarithmic scale.
We observe that starting from very different initial conditions – as introduced in Fig. 3
– the single momentum modes converge to the same respective numbers for large times as
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characteristic for a system in equilibrium. As noted above, the initial energy density is the
same for all distributions and energy conservation is fulfilled strictly in the time integration
of the Kadanoff-Baym equations. The different momentum modes in Fig. 4 typically show a
three-phase structure. For small times (t ·m < 10) one finds damped oscillations that can be
identified with a typical switching on effect at t = 0, where the system is excited by a sudden
increase of the coupling constant to λ/m = 18. Here dephasing and relaxation of the initial
conditions happen on a time scale of the inverse damping rate (cf. Appendix C) . We note in
passing that one might also start with an effective initial massm∗ including the self-consistent
tadpole contribution [63], however, our numerical solutions showed no significant difference
for the equilibration process such that we discard an explicit representation. The damping
of the initial oscillations depends on the coupling strength λ/m and is more pronounced for
strongly coupled systems.
For ‘intermediate’ time scales (10 < t · m < 500) one observes a strong change of all
momentum modes in the direction of the final stationary state. We address this phase
to ‘kinetic’ equilibration and point out, that – depending on the initial conditions and
the coupling strength – the momentum modes can temporarily even exceed their respective
equilibrium value. This can be seen explicitly for the lowest momentum modes (|p |/m = 0.0
or = 0.8) of the distribution D1 (long dashed lines) in Fig. 4, which possesses initially
maxima at small momentum. Especially the momentum mode |p |/m = 0 of the equal-
time Green function G<, which starts at around 0.52, is rising to a value of ∼ 1.95 before
decreasing again to its equilibrium value of ∼ 1.29. Thus the time evolution towards the
final equilibrium value is – after an initial phase with damped oscillations – not necessarily
monotonic. For different initial conditions this behaviour may be weakened significantly
as seen for example in case of the initial distribution D2 (short dashed lines) in Fig. 4.
Coincidently, both calculations D1 and D2 show approximately the same equal-time Green
function values for times t ·m > 80. Note, that for the initial distribution D3 (dotted lines)
the non-monotonic behaviour is not seen any more.
In general, we observe that only initial distributions (of the well type) show this feature
during their time evolution, if the maximum is located at sufficiently small momenta. Initial
configurations like the distribution DT (solid lines) – where the system initially is given by
a free gas of particles at a temperature T0 – do not show this property. We also remark
that this behaviour of ‘overshooting’ – as in the particular case of D1 – is not observed
in a simulation with a kinetic Boltzmann equation (see Appendix E). Hence this highly
nonlinear effect must be attributed to quantal off-shell and memory effects not included in
the standard Boltzmann limit. Although the DT distribution is not the equilibrium state of
the interacting theory, the actual numbers are much closer to the equilibrium state of the
interacting system than the initial distributions D1, D2 and D3. Therefore, the evolution for
DT proceeds less violently. We point out, that in contrast to the calculations performed for
φ4-theory in 1+1 space-time dimensions [63] we find no power law behaviour for intermediate
time scales.
The third phase, i.e. the late time evolution (t ·m > 300) is characterized by a smooth
approach of the single momentum modes to their respective equilibrium values. As we
will see in Section IVD this phase is adequately characterized by chemical equilibration
processes.
The three phases addressed in context with Fig. 4 will be investigated and analyzed in
more detail in the following Section.
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IV. THE DIFFERENT PHASES OF QUANTUM EQUILIBRATION
A. Build up of initial correlations
The time evolution of the interacting system within the standard Kadanoff-Baym
equations is characterized by the build up of early correlations. This can be seen from Fig.
5 where all contributions to the energy density [34] are displayed separately as a function
of time with the initial value at t0 = 0 subtracted. The kinetic energy density εkin is
represented by all parts of εtot that are independent of the coupling constant (∝ λ
0). All
terms proportional to λ1 are summarized by the tadpole energy density εtad including the
actual tadpole term as well as the corresponding tadpole mass counterterm (cf. Appendix
B). The contributions from the sunset diagram (∝ λ2) – again given by the correlation
integral as well as by the sunset mass counterterm (cf. Appendix B) – are represented by
the sunset energy density εsun.
εtot(t) = εkin(t) + εtad(t) + εsun(t) , (4.1)
εkin(t) =
1
2
∫
ddp
(2pi)d
(p 2 +m20 ) i G
<
φφ(p, t, t) +
1
2
∫
ddp
(2pi)d
i G<pipi(p, t, t) ,
εtad(t) =
1
4
∫
ddp
(2pi)d
Σ¯tad(t) i G
<
φφ(p, t, t) +
1
2
∫
ddp
(2pi)d
δm2tad i G
<
φφ(p, t, t) ,
εsun(t) = −
1
4
∫
ddp
(2pi)d
i I<1 (p, t, t)︸ ︷︷ ︸ +
1
2
∫
ddp
(2pi)d
δm2sun i G
<
φφ(p, t, t) .
εcor(t)
The calculation in Fig. 5 has been performed for the initial distribution DT (which rep-
resents a free gas of Bose particles at temperature T0 ≈ 1.736m) with a coupling constant
of λ/m = 18. This state is stationary in the well-known Boltzmann limit (cf. Section V),
but it is not for the Kadanoff-Baym equation. In the full quantum calculations the system
evolves from an uncorrelated initial state and the correlation energy density εsun decreases
rapidly with time. The decrease of the correlation energy εsun which is – with exception
of the sunset mass counterterm contribution – initially zero is approximately compensated
by an increase of the kinetic energy density εkin. Since the kinetic energy increases in the
initial phase, the final temperature Tf is slightly higher than the initial ‘temperature’ T0.
The remaining difference is compensated by the tadpole energy density εtad such that the
total energy density is conserved.
While the sunset energy density and the kinetic energy density always show a time evo-
lution comparable to Fig. 5, the change of the tadpole energy density depends on the initial
configuration and may be positive as well. Since the self-energies are obtained within a
Φ-derivable scheme the fundamental conservation laws, as e.g. energy conservation, are
respected to all orders in the coupling constant. When neglecting the ∝ λ2 sunset contri-
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FIG. 5: Change of the different contributions to the total energy density in time. The sunset
energy density εsun decreases rapidly in time; this contribution is approximately compensated by
an increase of the kinetic energy density εkin. Together with the smaller tadpole contribution εtad
the total energy density εtot is conserved.
butions and starting with a non-static initial state of identical energy density one observes
the same compensating behaviour between the kinetic and the tadpole terms.
From Fig. 5 one finds that the system correlates in a very short time (t · m < 1) in
comparison to the time for complete equilibration. The time to build up the correlations
τcor is rather independent of the interaction strength as seen from Fig. 6, where calculations
with the same initial state DT are compared for several coupling constants λ/m = 2 − 20
in steps of 2. For all couplings λ/m the change of the correlation energy density here
has been normalized to the asymptotic correlation strength (t · m > 10). Fig. 6 shows
that the correlation time τcor (which we define by the position of the first maximum) is
approximately the same for all coupling constants. Within our definition the correlation
time is τcor · m ≈ 0.16 for all couplings λ. This result is in line with the KB studies of
nonrelativistic nuclear matter problems, where the same independence from the coupling
strength has been observed for the correlation time [58]. A similar result has, furthermore,
been obtained within the correlation dynamical approach of Ref. [46]. Thus quantum
systems apparently correlate on time scales that are very short compared to ‘kinetic’ or
‘chemical’ equlibration time scales.
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The question now arises how such short time scales come about. We recall, that
equations of motion containing memory integrals, like the Kadanoff-Baym equations, are
the inevitable result of a reduction of multi-particle dynamics to the one-body level which
induces phase correlations into the history of the system [77, 78]. This is similar to the
situation encountered in the derivation of the standard Boltzmann equation, which only
holds if one can separate between two time scales, τcor ≪ τrel (relaxation time scale),
distinguishing between rapidly changing (‘irrelevant’) observables and smoothly behaving
(‘relevant’) observables. Indeed, it had been shown for a nucleonic system [56] that such
a finite memory in the collision process may have a profound influence on thermalization
for medium-energy nuclear reactions. In any case, a finite correlation time is generated
by first a constructive and then destructive interference of the various scattering channels
building up for times going more and more in the past. For a fermionic system typical
memory kernels for the collision integral are given in Refs. [55, 56, 57]). The structure of
such memory kernels is governed by the off-shell behaviour and the phase-space average of
the two-particle scattering amplitude, i.e.
τmem ∼
~
< ∆E >
. (4.2)
Of present concern is now the formation of the correlation energy and not the memory
kernels of the collisional integrals, although they are closely related. The explicit correlation
part of εsun contains the momentum integral over the function I
<
1 (p, t, t), which itself is
given by a memory integral over time as stated in (A4) in Appendix A. From the explicit
expression one notices that I<1 (p, t = 0, t = 0) ≡ 0 and for small times builds up coherently
by the various ‘scattering’ contributions. For a fermionic system describing cold nuclear
matter, similar expressions for the collisional energy density have been found and analyzed
in detail by Ko¨hler and Morawetz [58]. It has been found, that the time to build up corre-
lation energy by collisions from an initially uncorrelated system is given by τcor ≈ 2~/EF ,
where EF denotes the Fermi energy. The memory integrals of I
<
1 – or those entering the
quantal transport equations – can also contain classical contributions. For a dilute and
equilibrated Maxwell-Boltzmann gas of nonrelativsitic particles at finite temperature T
and assuming a static, Gaussian interaction potential V (r) = V0 exp(−r
2/r20), the vari-
ous kernels can be worked out analytically [15, 58, 78]. The correlation time is then given by
τcor ≈
√
r20m/T + (~/T )
2 . (4.3)
The first part reflects the intuitive expectation, i.e. the time a classical particle passes
through the range of a potential; the second part reflects the average temporal extent as-
sociated with the time-energy uncertainty relation induced by the characteristic (off-shell)
energy scale in a typical collision. For our present situation, i.e. a relativistic bosonic theory
interacting via a 4-point coupling, the temperature defines the only scale. Hence, τcor ≈ ~/T ,
which is a pure quantal effect. This estimate is in agreement with our numerical findings.
B. Time evolution of the spectral function
Within the Kadanoff-Baym calculations the full quantum information of the two-point
functions is retained. Consequently, one has access to the spectral properties of the
nonequilibrium system during its time evolution. A similar study has been carried out for
1+1 dimensions in Ref. [62]. The spectral function A(x, y) for the present settings is given by
A(x, y) = 〈 [φ(x) , φ(y) ]− 〉 = i [G
>(x, y) − G<(x, y) ] . (4.4)
From our dynamical calculations the spectral function in Wigner space for each system
time t¯ = (t1+ t2)/2 is obtained via Fourier transformation with respect to the relative time
coordinate ∆t = t1− t2:
A(p, p0, t¯) =
∫
∞
−∞
d∆t exp(i∆t p0) A(p, t1 = t¯+∆t/2, t2 = t¯−∆t/2). (4.5)
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We note, that a damping of the function A(p, t1, t2) in relative time ∆t corresponds to
a finite width Γ of the spectral function in Wigner space. This width in turn can be
interpreted as the inverse life time of the interacting scalar particle. We recall, that the
spectral function – for all times t¯ ≡ t and for all momenta p – obeys the normalization
∫
∞
−∞
dp0
2pi
p0 A(p, p0, t¯) = 1 ∀ p, t¯ , (4.6)
which is nothing but a reformulation of the equal-time commutation relation.
In Fig. 7 we display the time evolution of the spectral function for the initial distributions
D1, D2, D3 and DT for two different momentum modes |p |/m = 0.0 and |p |/m = 2.0.
Since the spectral functions are antisymmetric in energy for the momentum symmetric con-
figurations considered, i.e. A(p,−p0, t¯) = −A(p, p0, t¯), we only show the positive energy
part. For our initial value problem in two-times and momentum space the Fourier trans-
formation (4.5) is restricted for system times t¯ to an interval ∆t ∈ [−2t¯, 2t¯ ]. Thus in the
very early phase the spectral function assumes a finite width already due to the limited
support of the Fourier transform in the time interval and a Wigner representation is not
very meaningful. We, therefore, present the spectral functions for various system times t¯ ≡ t
starting from t¯ ·m = 15 up to t¯ ·m = 480.
For the free thermal initialization DT the evolution of the spectral function is very smooth
and comparable to the smooth evolution of the equal-time Green function as discussed in
Section III. In this case the spectral function is already close to the equilibrium shape at
small times being initially only slightly broader than for late times. The maximum of the
spectral function (for all momenta) is higher than the (bare) on-shell value and nearly keeps
its position during the whole time evolution. This results from a positive tadpole mass shift,
which is only partly compensated by a downward shift originating from the sunset diagram.
The time evolution for the initial distributions D1, D2 and D3 has a richer structure. For
the distribution D1 the spectral function is broad for small system times (see the line for
t¯ ·m = 15) and becomes a little sharper in the course of the time evolution (as presented for
the momentum mode |p |/m = 0.0 as well as for |p |/m = 2.0). In line with the decrease in
width the height of the spectral function is increasing (as demanded by the normalization
property (4.6)). This is indicated by the small arrow close to the peak position. Furthermore,
the maximum of the spectral function (which is approximately the on-shell energy) is shifted
slightly upwards for the zero mode and downwards for the mode with higher momentum.
Although the real part of the (retarded) sunset self-energy leads (in general) to a lowering
of the effective mass, the on-shell energy of the momentum modes is still higher than the
one for the initial mass m (indicated by the ‘on-shell’ arrow) due to the positive mass shift
from the tadpole contribution.
For the initial distribution D3 we find the opposite behaviour. Here the spectral function
is quite narrow for early times and increases its width during the time evolution. Cor-
respondingly, the height of the spectral function decreases with time. This behaviour is
observed for the zero momentum mode |p |/m = 0.0 as well as for the finite momentum
mode |p |/m = 2.0. Especially in the latter case the width for early times is so small that
the spectral function shows oscillations originating from the finite range of the Fourier trans-
formation from relative time to energy. Although we have already increased the system time
for the first curve to t¯ ·m = 21 (for t¯ ·m = 15 the oscillations are much stronger) the spectral
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FIG. 7: Time evolution of the spectral function A(p, p0, t¯) for the initial distributions D1, D2,
D3 and DT (from top to bottom) with coupling constant λ/m = 18 and for the two momenta
|p |/m = 0.0 (l.h.s.) and |p |/m = 2.0 (r.h.s.). The spectral function is shown for several times
t¯ ·m = 15, 30, 60, 120, 240, 360, 480 as indicated by the different line types.
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function is not fully resolved, i.e. it is not sufficiently damped in relative time ∆t in the
interval available for the Fourier transform. For later times the oscillations vanish and the
spectral function tends to the common equilibrium shape.
The time evolution of the spectral function for the initial distribution D2 is in between the
last two cases. Here the spectral function develops (at intermediate times) a slightly higher
width than in the beginning before it is approaching the narrower static shape again. The
corresponding evolution of the maximum is again indicated by the (bent) arrow. Finally, all
spectral functions show the (same) equilibrium form represented by the solid gray line.
As already observed in Section III for the equal-time Green functions, we emphazise, that
there is no unique time evolution for the nonequilibrium systems. In fact, the evolution of
the system during the equilibration process depends on the initial conditions. Our findings
are slightly different from the conclusions drawn in [62] stating that the Wigner transformed
spectral function is slowly varying, which might be due to the lower dimension. Still the time
dependence of the spectral function is moderate enough, such that one might also work with
some time-averaged or even the equilibrium spectral function. In order to investigate this
issue in more quantitative detail, we concentrate on the maxima and widths of the spectral
functions in the following.
Since the solution of the Kadanoff-Baym equation provides the full spectral information
for all system times the evolution of the on-shell energies can be studied as well as the spectral
widths. In Fig. 8 we display the time dependence of the on-shell energies ω(p, t) – defined by
the maximum of the spectral function – of the momentum modes |p |/m = 0.0 (l.h.s.) and
|p |/m = 2.0 (r.h.s.) for the four initial distributions D1, D2, D3 and DT. We see that the
on-shell energy for the zero momentum mode increases with time for the initial distribution
D1 and to a certain extent for the free thermal distribution DT (as can be also extracted
from Fig. 7). The on-shell energy of distribution D3 shows a monotonic decrease during the
evolution while it passes through a minimum for distribution D2 before joining the line for
the initialization D1. For momentum |p |/m = 2.0 a rather opposite behaviour is observed.
Here the on-shell energy for distribution D1 (and less pronounced for the distribution DT)
are reduced in time whereas it is increased in the case of D3. The result for the initialization
D2 is monotonous for this mode and matches the one for D1 already for moderate times.
Thus we find, that the time evolution of the on-shell energies does not only depend on the
initial conditions, but might also be different for various momentum modes. It turns out
– for the initial distributions investigated – that the above described characteristics change
around |p |/m = 1.5 and are retained for larger momenta (not presented here).
Furthermore, we show in Fig. 9 the time evolution of the on-shell width for the usual
momentum modes and different initial distributions. The on-shell width γω is given by the
imaginary part of the retarded sunset self-energy at the on-shell energy of each respective
momentum mode as
γω(p, t) =
−2 ImΣR(p, ω(p, t), t)
2ω(p, t)
=
Γ(p, ω(p, t), t)
2ω(p, t)
. (4.7)
As already discussed in connection with Fig. 7 we observe for both momentum modes
a strong decrease of the on-shell width for the initial distribution D1 (long dashed lines)
associated with a narrowing of the spectral function. In contrast, the on-shell widths of dis-
tribution D3 (dotted lines) increase with time such that the corresponding spectral functions
broaden towards the common stationary shape. For the initialization D2 (short dashed lines)
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FIG. 8: Time evolution of the on-shell energies ω(p, t) of the momentum modes |p |/m = 0.0 and
|p |/m = 2.0 for the different initializations D1, D2, D3 and DT with λ/m = 18. The on-shell
self-energies are extracted from the maxima of the time-dependent spectral functions.
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FIG. 9: Time evolution of the on-shell widths −ImΣR(p, ω(p, t), t)/ω(p, t) of the momentum
modes |p |/m = 0.0 and |p |/m = 2.0 for the different initializations D1, D2, D3 and DT with
λ/m = 18.
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we observe a non-monotonic evolution of the on-shell widths connected with a broadening
of the spectral function at intermediate times. Similar to the case of the on-shell energies
we find, that the results for the on-shell widths of the distributions D1 and D2 coincide well
above a certain system time. As expected from the lower plots of Fig. 7, the on-shell width
for the free thermal distribution DT (solid lines) exhibits only a weak time dependence with
a slight decrease in the initial phase of the time evolution.
In summarizing this subsection we point out, that there is no universal time evolution
of the spectral functions for the initial distributions considered. Peak positions and widths
depend on the initial configuration and evolve differently in time. However, we find only
effects in the order of < 10% for the on-shell energies in the initial phase of the system
evolution and initial variations of < 50% for the widths of the dominant momentum modes.
Thus, depending on the physics problem of interest, one might eventually discard an explicit
time dependence of the spectral functions and adopt the equilibrium shape.
C. The equilibrium state
In Section III we have seen that arbitrary initial momentum configurations of the same
energy density approach a stationary limit for t → ∞, which is the same for all initial
distributions. In this Subsection we will investigate, whether this stationary state is the
proper thermal state for interacting Bose particles.
This question has already been addressed in Ref. [44] for an O(N)-invariant scalar field
theory with unbroken symmetry. There it was shown that in the next-to-leading order
(NLO) approximation the only translational invariant solutions are thermal ones. The im-
portance of using the NLO approximation lies in the fact that – in contrast to the leading
order (LO) calculation – scattering processes are included in the propagation which provide
thermalization. Furthermore, the correlations induced by scattering lead to a non-trivial
spectral function, whereas in LO approximation one obtains the δ-function quasi-particle
shape. Additionally, in the NLO calculation particle number non-conserving processes are
allowed that lead to a change of the chemical potential µ, which approaches zero in the
equilibrium state in agreement with the expectations for a neutral scalar theory without
conserved quantum numbers.
As shown before, in our present calculations within the three-loop approximation of the
2PI effective action we describe kinetic equilibration via the sunset self-energies and also
obtain a finite width for the particle spectral function. It is not obvious, however, if the
stationary state obtained for t→∞ corresponds to the proper equilibrium state.
In order to clarify the nature of the asymptotic stationary state of our calculations we
first change into Wigner space. The Green function and the spectral function in energy p0
are obtained by Fourier transformation with respect to the relative time ∆t = t1 − t2 at
every system time t¯ = (t1 + t2)/2 (cf. (4.5))
G≷(p, p0, t¯) =
∫
∞
−∞
d∆t exp(i p0∆t) G
≷(p, t1 = t¯ +∆t/2, t2 = t¯−∆t/2) , (4.8)
A(p, p0, t¯) =
∫
∞
−∞
d∆t exp(i p0∆t) A(p, t1 = t¯+∆t/2, t2 = t¯−∆t/2) . (4.9)
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We recall, that the spectral function (4.9) can also be obtained directly from the Green
functions in Wigner space by (4.4)
A(p, p0, t¯) = i [G
>(p, p0, t¯) − G
<(p, p0, t¯) ] . (4.10)
Now we introduce the energy and momentum dependent distribution function N(p, p0, t¯)
at any system time t¯ by
i G<(p, p0, t¯) = A(p, p0, t¯) N(p, p0, t¯) , (4.11)
i G>(p, p0, t¯) = A(p, p0, t¯) [N(p, p0, t¯) + 1 ] .
In equilibrium (at temperature T ) the Green functions obey the Kubo-Martin-Schwinger
relation (KMS) [79, 80] for all momenta p
G>eq(p, p0) = exp(p0/T ) G
<
eq(p, p0) ∀ p . (4.12)
If there exists a conserved quantum number in the theory we have, furthermore, a contribu-
tion of the corresponding chemical potential in the exponential function, which leads to a
shift of arguments: p0/T → (p0 − µ)/T . In the present case, however, there is no conserved
quantum number and thus the equilibrium state has to give µ = 0.
From the KMS condition of the Green functions (4.12) we obtain the equilibrium form
of the distribution function (4.11) at temperature T as
Neq(p, p0) = Neq(p0) =
1
exp(p0/T )− 1
= Nbose(p0/T ) , (4.13)
which is the well-known Bose distribution. As is obvious from (4.13) the equilibrium dis-
tribution can only be a function of energy p0 and not of the momentum variable explicitly.
In Fig. 10 (lower part) we present the spectral function A(p, p0, t¯) for the initial distri-
bution D2 at late times t¯ · m = 540 for various momentum modes |p |/m = 0.0, 0.8, 1.6,
2.4, 3.2, 4.0 as a function of the energy p0. We note, that for all other initial distributions
– with equal energy density – the spectral function looks very similar at this time since
the systems proceed to the same stationary state (cf. Section IVC). We recognize that
the spectral function is quite broad, especially for the low momentum modes, while for the
higher momentum modes its width is slightly lower.
The distribution function N(p0) as extracted from (4.11) is displayed in Fig. 10 (upper
part) for the same momentum modes as a function of the energy p0. We find that N(p0)
for all momentum modes can be fitted by a single Bose function with temperature T/m =
1.835. Thus the distribution function emerging from the Kadanoff-Baym time evolution for
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FIG. 10: Spectral function A for various momentum modes |p |/m = 0.0, 0.8, 1.6, 2.4, 3.2, 4.0 as
a function of energy for late times t¯ ·m = 540 (lower part). Corresponding distribution function
N at the same time for the same momentum modes (upper part). All momentum modes can be
fitted with a single Bose function of temperature Teq/m = 1.835 and a chemical potential close to
zero.
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t → ∞ approaches a Bose function in the energy p0 that is independent of the momentum
as demanded by the equilibrium form (4.13).
Fig. 10 (upper part) demonstrates, furthermore, that the KMS-condition is fulfilled not
only for on-shell energies, but for all p0. We, therefore, have obtained the full off-shell
equilibrium state by integrating the Kadanoff-Baym equations in time. The comparison is
achieved by selecting a certain energy band around the maximum of each momentum mode
considering all energies p0 with A(|p |, p0) ·m
2 ≥ 0.5. In addition, the limiting stationary
state is the correct equilibrium state for all energies p0, i.e. also away from the quasi-particle
energies.
We note in closing this Subsection, that the chemical potential µ – used as a second
fit parameter – is already close to zero for these late times as expected for the correct
equilibrium state of the neutral φ4-theory which is characterized by a vanishing chemical
potential µ in equilibrium. This, at first sight, seems rather trivial but we will show in the
next Subsection that it is a consequence of our exact treatment. In contrast, the Boltzmann
equation (cf. Section V and Appendix E) in general leads to a stationary state for t → ∞
with a finite chemical potential. We will attribute this failure of the Boltzmann approach
to the absence of particle number non-conserving processes in the quasi-particle limit (see
below).
D. Chemical equilibration and approach to KMS
As we have seen in the previous Subsection the chemical potential µ for the stationary
state of the propagation at large times is close to zero in agreement with the properties of the
neutral φ4-theory. In this Subsection we will address the question of chemical equilibration
in the late time evolution of the systems calculated before. In particular we are interested
to examine, how the chemical potential µ vanishes with time for configurations initialized
with finite chemical potentials µ 6= 0 at t = 0.
To this aim we calculate the distribution function N(p0, t) for various system times t¯ ≡ t
and extract the time-dependent chemical potential µ(t) by fitting a Bose function with pa-
rameters µ and T . The time evolution of the chemical potential µ (as extracted from the
zero momentum mode) is displayed in Fig. 11 for various initial configurations and found
to decrease almost exponentially with t to zero. For small times t the curves do not show an
exponential behaviour since here we are still in the regime of kinetic nonequilibrium. More-
over, the chemical potential relaxation rate is nearly the same for all initial configurations
with the same energy density.
In order to understand the reason for this observation we calculate an estimate for this
relaxation rate along the lines of Calzetta and Hu [44]. For reasons of transparency we first
provide a brief derivation for the three-loop approximation of the 2PI effective action.
Since we are interested in the properties of the system close to equilibrium we again
change to a Wigner representation for the Kadanoff-Baym equation. A first order gradient
expansion of the Wigner transformed equation yields the following real valued transport
equation [69, 70, 71]
⋄ { p2 −m2 − Σ¯δ(t¯)− ReΣR(p, t¯) } { i G<(p, t¯) } − ⋄ { iΣ<(p, t¯) } {ReGR(p, t¯) }
=
1
2
[G>(p, t¯) Σ<(p, t¯) − G<(p, t¯) Σ>(p, t¯) ] = C(p, t¯) . (4.14)
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Here the operator ⋄ denotes the (d + 1)-dimensional representation of the general
Poisson-bracket. For the present case of spatially homogeneous systems all derivatives
with respect to the mean spatial coordinates vanish. Thus it contains mean time and en-
ergy derivatives, only, and is given for arbitrary functions F1/2 = F1/2(p, t¯) = F1/2(p, p0, t¯) as
⋄ {F1 } {F2 } =
1
2
(
∂F1
∂t¯
∂F2
∂p0
−
∂F1
∂p0
∂F2
∂t¯
)
. (4.15)
We first concentrate on the collision term C(p, t¯) – as given by the r.h.s. of equation (4.14)
– for small deviations from thermal equilibrium. In our representation the correlation
self-energies Σ≷ read in Wigner space
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Σ≷(p, p0, t¯) = −
λ2
6
∫
dd+1q
(2pi)d+1
∫
dd+1r
(2pi)d+1
∫
dd+1s
(2pi)d+1
(2pi)d+1δ(d+1)(p−q−r−s) (4.16)
G≷(q, q0, t¯) G
≷(r, r0, t¯) G
≷(s, s0, t¯) ,
where the energy and momentum integrals extend from −∞ to ∞. In order to simplify the
collision term we express the Green functions (similar to (4.11)) by the spectral function A
and a distribution function N˜ via
i G≷(p, p0, t¯) = sign(p0) A(p, p0, t¯)
[
Θ(± p0) + N˜(p, p0, t¯)
]
. (4.17)
The advantage of this representation is that the spectral function term sign(p0)A(p, p0, t¯)
as well as the modified distribution function N˜(p, p0, t¯) are symmetric in the energy
coordinate p0 as can be deduced from G
>(p, p0, t¯) = G
<(−p,−p0, t¯) = G
<(p,−p0, t¯) for
the momentum symmetric (p → −p) configurations considered here. The remaining
asymmetric character of the Green functions is contained in the step-functions in energy.
By this separation we may express the integrations over the full energy space in terms
of integrations over the positive energy axis, only. Thus the collision term – additionally
integrated over momenta and positive energies – can be written as
∫
dd+1p
(2pi)d+1
Θ(p0) C(p, t¯) (4.18)
=
1
2
∫
dd+1p
(2pi)d+1
Θ(p0) {G
>(p, t¯) Σ<(p, t¯) − G<(p, t¯) Σ>(, p, t¯) }
= −
i
2
∫
dd+1p
(2pi)d+1
Θ(p0) A(p, t¯)
{
[1+N˜(p, t¯)] Σ<(p, t¯) − N˜(p, t¯) Σ>(p, t¯)
}
= −
i
2
∫
Dp
{
[1+N˜(p, t¯)] Σ<(p, t¯) − N˜(p, t¯) Σ>(p, t¯)
}
= −
λ2
6
∫
Dp
∫
Dq
∫
Dr
∫
Ds (2pi)d+1 δ(d+1)(p−q−r−s)
{
N˜(p, t¯) [1+N˜(q, t¯)] [1+N˜(r, t¯)] [1+N˜(s, t¯)] − [1+N˜(p, t¯)] N˜(q, t¯) N˜(r, t¯) N˜(s, t¯)
}
.
Here we have introduced the short-hand notation:
∫
Dp =
∫
dd+1p
(2pi)d+1
Θ(p0) A(p, t¯) =
∫
dp0
(2pi)
Θ(p0)
∫
ddp
(2pi)d
A(p, p0, t¯) . (4.19)
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We are interested especially in the very late time evolution, where the system is already close
to equilibrium. Thus we can evaluate the integrated collision term with further approxima-
tions. First, we use the thermal spectral function Aeq(p, p0) at the equilibrium temperature
Teq. This spectral function is calculated separately within a self-consistent scheme, which
is explained in detail in Appendix D. We note in passing, that the self-consistent thermal
spectral functions (calculated numerically) are in excellent agreement with the dynamical
spectral functions in the long time limit of the nonequilibrium Kadanoff-Baym dynamics.
Second, we adopt an equilibrium Bose function for the symmetrical nonequilibrium
distribution function N˜ in energy, but allow for a small deviation in terms of a small
chemical potential µ¯ = µ/T . This chemical potential µ¯ depends on the system time t¯ as
indicated by its relaxation observed in Fig. 11, but is assumed to be independent of energy
and momentum. The near equilibrium distribution function is thus given by
N˜(p) ≈ N˜ µ¯(p0) =
1
exp(|p0|/T − µ¯)− 1
µ¯→0
−→ N˜0(p0) = Nbose(|p0|/T ) . (4.20)
We now expand the integrated collision term with respect to the small parameter µ¯ around
the equilibrium value µ¯eq = 0. Since the zero-order contribution vanishes for the collision
term in equilibrium, the first non-vanishing order is given by
∫
dd+1p
(2pi)d+1
Θ(p0) C(p, t¯) ≈
λ2
6
2 µ¯
∫
Dpeq
∫
Dqeq
∫
Dreq
∫
Dseq (2pi)
d+1 δ(d+1)(p−q−r−s)
N˜0(p) [1+N˜0(q)] [1+N˜0(r)] [1+N˜0(s)]
=
λ2
6
2 µ¯
∫
Dpeq
∫
Dqeq
∫
Dreq
∫
Dseq (2pi)
d+1 δ(d+1)(p−q−r−s)
[1+N˜0(p)] N˜0(q) N˜0(r) N˜0(s)
with the integration weighted by the thermal spectral function Aeq as
∫
Dpeq =
∫
dd+1p
(2pi)d+1
Θ(p0) Aeq(p) =
∫
dp0
(2pi)
Θ(p0)
∫
ddp
(2pi)d
Aeq(p, p0) . (4.21)
On the left-hand-side of the transport equation we neglect, furthermore, the time derivative
terms of the self-energies as well as the second Poisson bracket. The only contribution then
stems from the drift term p0 ∂t¯G
<(p, p0, t¯), which might be extended by considering the
energy derivative of the real part of the retarded self-energy.
The Green function is expressed again in terms of symmetric functions in energy (4.17),
where the distribution function N˜ is given by the near equilibrium estimate (4.20) with
a small time-dependent deviation µ¯(t¯). Since the spectral function is approximated by
its equilibrium form, the time derivative of the drift term gives only a contribution from
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the chemical potential. When integrating the complete drift term over momentum and
(positive) energy space – as done above for the right-hand-side – we obtain in lowest order
of the small chemical potential
∫
dd+1p
(2pi)d+1
Θ(p0) {−p0 ∂t¯ i G
<(p, t¯)} ≈ −
∫
dd+1p
(2pi)d+1
Θ(p0) Aeq(p) p0 ∂t¯ N˜
µ¯(p, t¯) (4.22)
≈ −
∂µ¯(t¯)
∂t¯
∫
Dpeq p0 N˜
0(p0) [1+N˜
0(p0)] .
By taking also into account the energy derivative of the retarded self-energy we gain the
improved result
∫
dd+1p
(2pi)d+1
Θ(p0)
{
−
(
p0 −
1
2
∂p0ReΣ
R(p)
)
∂t¯ i G
<(p, t¯)
}
(4.23)
≈ −
∫
dd+1p
(2pi)d+1
Θ(p0) Aeq(p)
(
p0 −
1
2
∂p0ReΣ
R(p)
)
∂t¯ N˜
µ¯(p, t¯)
≈ −
∂µ¯(t¯)
∂t¯
∫
Dpeq
(
p0 −
1
2
∂p0ReΣ
R(p)
)
N˜0(p0) [1+N˜
0(p0)] .
Combining now both half-sides of the approximated transport equation we obtain
−
∂µ¯(t¯)
∂t¯
K1([Aeq(λ, T )];T ) = µ¯(t¯) K2([Aeq(λ, T )];T, λ) (4.24)
with the temperature and coupling constant dependent functions
K1([Aeq(λ, T )];T ) =
∫
Dpeq
(
p0 −
1
2
∂p0ReΣ
R(p)
)
N˜0(p0) [1+N˜
0(p0)] (4.25)
K2([Aeq(λ, T )];T, λ) =
λ2
3
∫
Dpeq
∫
Dqeq
∫
Dreq
∫
Dseq (2pi)
d+1 δ(d+1)(p−q−r−s)
[1+N˜0(p0)] N˜
0(q0) N˜
0(r0) N˜
0(s0)
=
λ2
3
∫
Dpeq
∫
Dqeq
∫
Dreq
∫
Dseq (2pi)
d+1 δ(d+1)(p−q−r−s)
N˜0(p0) [1+N˜
0(q0)] [1+N˜
0(r0)] [1+N˜
0(s0)] .
Thus the chemical potential decreases exponentially as
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µ¯(t¯) = exp(−K2/K1 · t¯) = exp(−Γµ¯ · t¯) (4.26)
with the relaxation rate given by
Γµ¯ = K2/K1 . (4.27)
The equations above provide an explanation for the observed behaviour of the relaxation of
the chemical potential. At first we recognize the exponential nature (4.26) of the processes
seen in Fig. 11. The relaxation of the chemical potential originates – as seen from (4.25)
– from particle number non-conserving 1 ↔ 3 processes. This is easily recognized when
considering the distribution functions N˜ assigned to incoming particles as well as the corre-
sponding Bose enhancement factors 1 + N˜ for the outgoing ones. Ordinary particle number
conserving 2 ↔ 2 scattering processes do not contribute. Thus it is not surprising, that a
relaxation of the chemical potential is not described in the on-shell Boltzmann limit and the
correct equilibrium state with vanishing chemical potential is missed (cf. Appendix E).
The corresponding time evolution of the total particle number density ntoteff is shown
in Fig. 12. It is obtained as the momentum space integral over the effective distribution
function, which is defined for symmetric (p→ −p) configurations by the equal-time Green
functions as [63]
neff (p, t¯) =
√
G<φφ(p, t¯, t¯) G
<
pipi(p, t¯, t¯) −
1
2
. (4.28)
From Fig. 12 we clearly see that the particle number for the full Kadanoff-Baym equation
is not constant in time, but changes due to 1↔ 3 transitions. Finally, the distributions D1,
D2 and DT show an excess of particles – related to their positive chemical potential – that
is reduced until the common particle number is reached in the stationary limit. In contrast,
the distribution D3 (dotted line) with initially well separated maxima in momentum space
has too few particles, however, during the time evolution particles are produced such that
the system reaches the common equilibrium state as well.
Furthermore, we point out the importance of the spectral function entering the relax-
ation rate (4.25) via the integral measures. Since 1 ↔ 3 processes are responsible for the
chemical equilibration, especially the shape of the spectral functions for high and low en-
ergies, i.e. above and below the three-particle threshold, is of great importance. From the
formula above we also find an explanation for the fact, that all equal energy initializations
– although starting with different absolute values of the chemical potential – show approxi-
mately the same relaxation rate. The spectral functions for the different initializations have
already almost converged to the thermal spectral function (for the equilibrium temperature
of Teq/m = 1.835 and coupling constant λ/m = 18) and are therefore comparable during the
late stage of the evolution. The same holds approximately for the respective distribution
functions, that approach Bose distribution functions at temperature Teq. Thus we can de-
duce from (4.25) that the relaxation rate should be approximately the same for the different
initial value problems considered.
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FIG. 12: Total particle number density ntoteff (t) for the initializations D1, D2, D3 and DT as a
function of time. The particle number is not constant during the evolution, but changes due to
non-conserving transitions (1↔ 3) that are allowed within the full Kadanoff-Baym dynamics.
Indeed, the estimate for the chemical relaxation (4.27) rate works rather well quantita-
tively. By calculating the thermal spectral functions independently within a self-consistent
scheme at equilibrium temperature Teq for coupling constant λ/m = 18 we find (together
with the distribution functions of the same temperature) – by solving the multidimensional
integrations – a value of Γµ¯/m ≈ 1.12 ·10
−2 (for the drift term only) and Γµ¯/m ≈ 1.17 ·10
−2
(when including additionally the energy dependence of the retarded self-energy) for the re-
laxation rate. The agreement with the results of the actual calculations in Fig. 11 given by
ΓD1µ¯ /m ≈ 1.04 · 10
−2, ΓD2µ¯ /m ≈ 1.06 · 10
−2, and ΓDTµ¯ /m ≈ 1.19 · 10
−2, is sufficiently good.
E. Dynamics close to the thermal state
In this Subsection we address the properties of systems close to thermal equilibrium. It
is a widely used assumption that there exists a regime close to the thermal state, where the
relaxation approximation is valid. Especially interesting are settings, where all momentum
modes are in equilibrium, but only a single momentum mode p is out of equilibrium and
deviates from its equilibrium value by a small amount δN . In such a case δN(t) should
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decrease exponentially in time. The corresponding rate can be calculated in the usual
quasi-particle approximation (i.e. starting from the standard Boltzmann equation) and is
given by the on-shell width of the particle as determined from the imaginary part of the
retarded self-energy at the on-shell energy (with respect to the momentum p) as γω(p) =
−ImΣR(p, ω(p))/ω(p).
In order to study the relaxation behaviour within the full Kadanoff-Baym theory we
generate a corresponding initial state by the following procedure: We first start with a
general nonequilibrium distribution at t = 0 and let it evolve in time. After a sufficiently long
time period all momentum modes of the system get close to equilibrium. We then excite only
a single momentum mode at a specific time tk by multiplying the equal-time Green-functions
G<φφ(p, t, t) and G
<
pipi(p, t, t) at t = tk with a factor close to 1. As a result the corresponding
effective occupation number neff(p, t) (4.28) differs slightly from its equilibrium value by
∆N(tk).
For t > tk this deviation ∆N(t) indeed vanishes exponentially according to the full
Kadanoff-Baym equations as shown in Fig. 13 for the zero momentum mode of the dis-
tribution function. For the specific case shown in Fig. 13 the equilibrium state has been
generated by starting with the initial distribution DT for a coupling constant λ/m = 18.
At the time tk ·m = 1000 both Green-functions have been changed simultaneously by only
10−3 in order to avoid large disturbances of the system. From the exponential decrease of
the deviation one can directly extract the relaxation rate.
This extraction has been done for several momentum modes which leads to the numbers
displayed in Fig. 14 by the full squares. In this plot, furthermore, the extracted relaxation
rates are compared to the on-shell width of the particles as indicated by the line. The latter
values have been obtained within an independent finite temperature calculation involving
the self-consistent spectral function (and width). The exact method is described in detail
in Appendix D. We note, that – apart from the coupling constant – only the equilibrium
temperature Teq/m = 1.835 enters into the self-consistent scheme as input. It yields the
on-shell energies ω(p) and the self-consistent width for all momenta and energies such that
the on-shell width γω(p) can be determined via (4.7). The comparison in Fig. 14 shows a
very good agreement of the results for the relaxation rate obtained from a time-dependent
single mode excitation of an equilibrated system with the findings for the on-shell width
calculated within the self-consistent thermal approach. Thus the strong relation between
both quantities has been shown explicitly for the case of a general off-shell nonequilibrium
theory.
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FIG. 13: Time evolution of the zero momentum mode of the distribution function that has been
excited at the system time tk · m = 1000 (upper part). From the exponential decrease of the
deviation from the equilibrium value (that has been subtracted in the lower plot) the relaxation
rate can be extracted.
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FIG. 14: Comparison of the relaxation rates for single excited momentum modes (full dots) with
the on-shell widths calculated at finite temperature for various momentum modes. The equilibrium
state is characterized by λ/m = 18 and a temperature of Teq/m = 1.835.
V. FULL VERSUS APPROXIMATE DYNAMICS
The Kadanoff-Baym equations studied in the previous Sections represent the full quantum
field theoretical equations with the chosen topology for the self-consistent dissipative self-
energy on the single-particle level. However, its numerical solution is quite involved and it is
of interest to investigate, in how far approximate schemes deviate from the full calculation.
Nowadays, transport models are widely used in the description of quantum system out of
equilibrium (cf. Introduction). Most of these models work in the ‘quasi-particle’ picture,
where all particles obey a fixed energy-momentum relation and the energy is no independent
degree of freedom anymore; it is determined by the momentum and the (effective) mass of
the particle. Accordingly, these particles are treated with their δ-function spectral shape
as infinitely long living, i.e. stable objects. This assumption is rather questionable e.g. for
high-energy heavy ion reactions, where the particles achieve a large width due to the frequent
collisions with other particles in the high density and/or high energy regime. Furthermore,
this is doubtful for particles that are unstable even in the vacuum. The question, in how far
the quasi-particle approximation influences the dynamics in comparison to the full Kadanoff-
Baym calculation, is of general interest [54, 57].
We also remark that the recent studies in Refs. [61, 62, 63, 64] where homogeneous
systems in 1+1 dimensions for the O(N) φ4-theory have been investigated, are rather special
as the on-shell 2-to-2 elastic collisions are strictly forward. Thus an on-shell Boltzmann
description will not lead to any kinetic equilibration in momentum space. This is different
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in 2+1 dimension as we will see below.
A. Derivation of the Boltzmann approximation
In the following we will give a short derivation of the Boltzmann equation starting directly
from the Kadanoff-Baym dynamics in the two-time and momentum-space representation as
employed within this work. This derivation is briefly reviewed since we want i) to emphasize
the link of the full Kadanoff-Baym equation with its approximated version and ii) to clarify
the assumptions that enter the Boltzmann equation. The conventionally employed derivation
of the (equivalent) Boltzmann equation will be discussed later on.
Since the Boltzmann equation describes the time evolution of distribution functions for
quasi-particles we first consider the quasi-particle Green-functions in two-time representa-
tion for homogeneous systems:
(5.1)G≷φφ,qp(p, t, t
′) =
−i
2ωp
{Nqp(∓p) exp(±iωp(t−t
′)) + [Nqp(±p)+1 ] exp(∓iωp(t−t
′)) }
G≷φpi,qp(p, t, t
′) =
1
2
{ ∓Nqp(∓p) exp(±iωp(t−t
′)) ± [Nqp(±p)+1 ] exp(∓iωp(t−t
′)) }
G≷piφ,qp(p, t, t
′) =
1
2
{±Nqp(∓p) exp(±iωp(t−t
′)) ∓ [Nqp(±p)+1 ] exp(∓iωp(t−t
′)) }
G≷pipi,qp(p, t, t
′) =
−i ωp
2
{Nqp(∓p) exp(±iωp(t−t
′)) + [Nqp(±p)+1 ] exp(∓iωp(t−t
′)) } .
For each momentum p the Green functions are freely oscillating in relative time t−t′ with the
on-shell energy ωp. The time-dependent quasi-particle distribution functions are given with
the energy variable fixed to the on-shell energy as Nqp(p, t¯) ≡ N(p, p0 = ωp, t¯), where the
on-shell energies ωp might depend on time as well. Such a time variation e.g. might be due
to an effective mass as generated by the (renormalized) time-dependent tadpole self-energy.
In this case the on-shell energy reads
ωp(t¯) =
√
p 2 +m2 + Σ¯δren(t¯). (5.2)
Vice versa we can define the quasi-particle distribution function by means of the quasi-
particle Green functions at equal times t¯ as [20]
Nqp(p, t¯) =
[
ωp(t¯)
2
i G<φφ,qp(p, t¯, t¯) +
1
2ωp(t¯)
i G<pipi,qp(p, t¯, t¯)
]
(5.3)
−
1
2
[
G<piφ,qp(p, t¯, t¯) − G
<
φpi,qp(p, t¯, t¯)
]
.
Using the equations of motions for the Green functions in diagonal time direction (A2)
(exploiting G<φpi(p, t¯, t¯) = −[G
<
piφ(p, t¯, t¯) ]
∗) the time evolution of this distribution function
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is given by
∂t¯ Nqp(p, t¯) = −Re
{
I<1 ; qp(p, t¯, t¯)
}
−
1
ωp(t¯)
Im
{
I<1,2 ; qp(p, t¯, t¯)
}
. (5.4)
The time derivatives of the on-shell energies cancel out since the quasi-particle Green
functions obey
G<pipi(p, t¯, t¯) = ω
2
p(t¯) G
<
φφ(p, t¯, t¯) (5.5)
as seen from (5.1). Furthermore, we remark that contributions containing the energy ω2p –
as present in the equation of motion for the Green functions (A2) – no longer show up. The
time evolution of the distribution function is entirely determined by (equal-time) collision
integrals containing (time derivatives of the) Green functions and self-energies,
I<1;qp(p, t¯, t¯) =
∫ t¯
t0
dt′ Σ<qp(p, t¯, t
′) G>φφ,qp(p, t
′, t¯) − Σ>qp(p, t¯, t
′) G<φφ,qp(p, t
′, t¯) , (5.6)
I<1,2;qp(p, t¯, t¯) =
∫ t¯
t0
dt′ Σ<qp(p, t¯, t
′) G>φpi,qp(p, t
′, t¯) − Σ>qp(p, t¯, t
′) G<φpi,qp(p, t
′, t¯) .
Since we are dealing with a system of on-shell quasi-particles within the Boltzmann ap-
proximation, the Green functions in the collision integrals (5.6) are given by the respective
quasi-particle quantities of (5.1). Moreover, the collisional self-energies (2.19) are obtained
in accordance with the quasi-particle approximation as
Σ≷qp(p, t, t
′) =−i
λ2
6
∫
ddq
(2pi)d
∫
ddr
(2pi)d
∫
dds
(2pi)d
(2pi)d δ(d)(p−q−r−s)
1
2ωq 2ωr 2ωs
(5.7)
{
Nqp(∓q) Nqp(∓r) Nqp(∓s) exp(+i [ t−t
′ ] [±ωq ± ωr ± ωs ])
+ 3 Nqp(∓q) Nqp(∓r) [Nqp(±s)+1 ] exp(+i [ t−t
′ ] [±ωq ± ωr ∓ ωs ])
+ 3 Nqp(∓q) [Nqp(±r)+1 ] [Nqp(±s)+1 ] exp(+i [ t−t
′ ] [±ωq ∓ ωr ∓ ωs ])
+ [Nqp(±q)+1 ] [Nqp(±r)+1 ] [Nqp(±s)+1 ] exp(+i [ t−t
′ ] [∓ωq ∓ ωr ∓ ωs ])
}
.
For a free theory the distribution functions Nqp(p) are obviously constant in time which,
of course, is no longer valid for an interacting system out of equilibrium. Thus one has to
specify the above expressions for the quasi-particle Green functions (5.1) to account for the
time dependence of the distribution functions.
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The actual Boltzmann approximation is defined in the limit, that the distribution
functions have to be taken always at the latest time argument of the two-time Green
function [55, 57]. Accordingly, for the general nonequilibrium case we introduce the ansatz
for the Green functions in the collision term,
G≷φφ,qp(p, t, t
′) =
−i
2ωp
{ Nqp(∓p, tmax) exp(±iωp(t−t
′))
+ [Nqp(±p, tmax)+1 ] exp(∓iωp(t−t
′)) } , (5.8)
G≷φpi,qp(p, t, t
′) =
1
2
{ ∓Nqp(∓p, tmax) exp(±iωp(t−t
′))
± [Nqp(±p, tmax)+1 ] exp(∓iωp(t−t
′)) } ,
with the maximum time tmax = max(t, t
′). The same ansatz is employed for the time-
dependent on-shell energies which enter the representation of the quasi-particle two-time
Green functions (5.8) with their value at tmax, i.e. ωp = ωp(tmax = max(t, t
′)).
The collision term contains a time integration which extends from an initial time t0 to
the current time t¯. All two-time Green functions and self-energies depend on the current
time t¯ as well as on the integration time t′ ≤ t¯. Thus only distribution functions at the
current time, i.e. the maximum time of all appearing two-time functions, enter the collision
integrals and the evolution equation for the distribution function becomes local in time.
Since the distribution functions are given at fixed time t¯, they can be taken out of the time
integral. When inserting the expressions for the self-energies and the Green functions in the
collision integrals the evolution equation for the quasi-particle distribution function reads:
∂t¯ Nqp(p, t¯) =
λ2
3
∫
ddq
(2pi)d
∫
ddr
(2pi)d
∫
dds
(2pi)d
(2pi)d δ(d)(p−q−r−s)
1
2ωp 2ωq 2ωr 2ωs
(5.9)
{
[N¯p,t¯ N¯−q,t¯ N¯−r,t¯ N¯−s,t¯−Np,t¯N−q,t¯N−r,t¯N−s,t¯]
∫ t¯
t0
dt′ cos([ t¯−t′ ] [ωp+ωq+ωr+ωs ])
+3 [N¯p,t¯ N¯−q,t¯ N¯−r,t¯ Ns,t¯ −Np,t¯N−q,t¯N−r,t¯ N¯s,t¯ ]
∫ t¯
t0
dt′ cos([ t¯−t′ ] [ωp+ωq+ωr−ωs ])
+3 [N¯p,t¯ N¯−q,t¯ Nr,t¯ Ns,t¯ −Np,t¯N−q,t¯ N¯r,t¯ N¯s,t¯ ]
∫ t¯
t0
dt′ cos([ t¯−t′ ] [ωp+ωq−ωr−ωs ])
+ [N¯p,t¯ Nq,t¯ Nr,t¯ Ns,t¯ −Np,t¯ N¯q,t¯ N¯r,t¯ N¯s,t¯ ]
∫ t¯
t0
dt′ cos([ t¯−t′ ] [ωp−ωq−ωr−ωs ])
}
,
where we have introduced the abbreviation Np,t¯ = Nqp(p, t¯) for the quasi-particle distri-
bution function at current time t¯ and N¯p,t¯ = Nqp(p, t¯) + 1 for the according Bose factor.
Furthermore, a possible time dependence of the on-shell energies is suppressed in the above
notation.
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The terms in the collision term (5.9) for particles of momentum p are ordered as they
describe different types of scattering processes where, however, we always find the typical
gain and loss structure. The first line in (5.9) corresponds to the production and annihilation
of four on-shell particles (0 → 4, 4 → 0), where a particle of momentum p is produced or
destroyed simultaneous with three other particles with momenta q, r, s. The second line
and the forth line describe (1 → 3) and (3 → 1) processes where the quasi-particle with
momentum p is the single one or appears with two other particles. The relevant contribution
in the Boltzmann limit is the third line which respresents (2↔ 2) scattering processes; quasi-
particles with momentum p can be scattered out of their momentum cell by collisions with
particles of momenta q (second term) or can be produced within a reaction of on-shell
particles with momenta r, s (first term).
The time evolution of the quasi-particle distribution is given as an initial value problem
for the function Nqp(p) prepared at initial time t0. For large system times t¯ (compared to
the initial time) the time integration over the trigonometric function results in an energy
conserving δ-function.
lim
t¯−t0→∞
∫ t¯
t0
dt′ cos((t¯− t′) ωˆ) = lim
t¯−t0→∞
1
ωˆ
sin((t¯− t0) ωˆ) = pi δ(ωˆ) . (5.10)
Here
ωˆ = ωp ± ωq ± ωr ± ωs (5.11)
represents the energy sum which is conserved in the limit t¯−t0 →∞ where the initial time t0
is considered as fixed. In this limit the time evolution of the distribution function amounts to
∂t¯ Nqp(p, t¯) =
λ2
6
∫
ddq
(2pi)d
∫
ddr
(2pi)d
∫
dds
(2pi)d
(2pi)d+1
1
2ωp 2ωq 2ωr 2ωs
(5.12)
{
[ N¯p,t¯ N¯q,t¯ N¯r,t¯ N¯s,t¯ − Np,t¯ Nq,t¯ Nr,t¯ Ns,t¯ ] δ
(d)(p+q+r+s) δ(ωp+ωq+ωr+ωs)
+3 [ N¯p,t¯ N¯q,t¯ N¯r,t¯ Ns,t¯ − Np,t¯ Nq,t¯ Nr,t¯ N¯s,t¯ ] δ
(d)(p+q+r−s) δ(ωp+ωq+ωr−ωs)
+3 [ N¯p,t¯ N¯q,t¯ Nr,t¯ Ns,t¯ − Np,t¯ Nq,t¯ N¯r,t¯ N¯s,t¯ ] δ
(d)(p+q−r−s) δ(ωp+ωq−ωr−ωs)
+ [ N¯p,t¯ Nq,t¯ Nr,t¯ Ns,t¯ − Np,t¯ N¯q,t¯ N¯r,t¯ N¯s,t¯ ] δ
(d)(p−q−r−s) δ(ωp−ωq−ωr−ωs)
}
.
In the energy conserving long-time limit (5.10) only the 2↔ 2 scattering processes are non-
vanishing, because all other terms do not contribute since the energy δ-functions can not
be fulfilled for on-shell quasi-particles. Furthermore, the system evolution is explicitly local
in time because it depends only on the current configuration; there are no memory effects
from the integration over past times as present in the full Kadanoff-Baym equation.
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In the following we will solve the energy conserving Boltzmann equation for on-shell
particles:
∂t¯ Nqp(p, t¯) =
λ2
2
∫
ddq
(2pi)d
∫
ddr
(2pi)d
∫
dds
(2pi)d
(2pi)d+1
1
2ωp 2ωq 2ωr 2ωs
(5.13)
[ N¯p,t¯ N¯q,t¯ Nr,t¯ Ns,t¯ − Np,t¯ Nq,t¯ N¯r,t¯ N¯s,t¯ ] δ
(d)(p+q−r−s) δ(ωp+ωq−ωr−ωs) .
We point out, that the numerical algorithm for the time integration of (5.13) is basically the
same as the one employed for the solution of the Kadanoff-Baym equation (cf. Appendix
A). Energy conservation can be assured by a precalculation including a shift of the lower
boundary t0 to earlier times. Even small time shifts suffice to keep the kinetic energy
conserved. We note, that in contrast to the Kadanoff-Baym equation no correlation energy
is generated in the Boltzmann limit.
In addition to the procedure presented above, we calculate the actual momentum-
dependent on-shell energy for every momentum mode by a solution of the dispersion re-
lation including contributions from the tadpole and the real part of the (retarded) sunset
self-energy. In this way one can guarantee that at every time t¯ the particles are treated as
quasi-particles with the correct energy-momentum relation.
Before presenting the actual numerical results we like to comment on the derivation of
the Boltzmann equation within the conventional scheme that is different from ours. Here,
at first the Kadanoff-Baym equation (in coordinate space) is transformed to the Wigner
representation by Fourier transformation with respect to the relative coordinates in space
and time (for φ4-theory see Refs. [20, 27]). The problem then is formulated in terms of
energy and momentum variables together with a single system time. For non-homogeneous
systems a mean spatial coordinate is necessary as well. As a next step the ‘semiclassical
approximation’ is introduced, which consists of a gradient expansion of the convolution
integrals in coordinate space within the Wigner transformation. For the time evolution
only contributions up to first order in the gradients are kept (cf. (4.14)). Finally, the
quasi-particle assumption is introduced as follows: The Green functions appearing in the
transport equation – explicitly or implicitly via the self-energies – are written in Wigner
representation as a product of a distribution function N and the spectral function A (cf.
Section IVD). The quasi-particle assumption is then realized by employing a δ-like form for
the spectral function which connects the energy variable to the momentum. By integrating
the first order transport equation over all (positive) energies, furthermore, the Boltzmann
equation for the time evolution of the on-shell distribution function (5.13) is obtained.
Inspite of the fact, that the Bolzmann equation (5.13) can be obtained in different sub-
sequent approximation schemes, it is of basic interest, how its actual solutions compare to
those from the full Kadanoff-Baym dynamics.
B. Boltzmann vs. Kadanoff-Baym dynamics
In the following we will compare the solutions of the Boltzmann equation with the solution
of the Kadanoff-Baym theory. We start with a presentation of the nonequilibrium time
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FIG. 15: Evolution of the Green function in momentum space within the full Kadanoff-Baym
dynamics. The equal-time Green function is displayed for various times t¯ · m = 0, 15, 30, 45,
75, 150. Starting from an initially non-isotropic shape it develops towards a rotational symmetric
distribution in momentum space.
evolution of two colliding particle accumulations (tsunamis) [39] within the full Kadanoff-
Baym calculation (cf. Fig. 15). Such configurations are also used for simulations in the
heavy-ion physics context [39, 54, 55, 56, 57].
During the time evolution the bumps at finite momenta (in px direction) gradually dis-
appear, while the one close to zero momentum – which initially stems from the vacuum
contribution to the Green function – is increased as seen for different snapshots at times
t¯ ·m = 0, 15, 30, 45, 75, 150 in Fig. 15. The system with initially apparent collision axis
slowly merges – as expected – into an isotropic final distribution in momentum space.
For the comparison between the full Kadanoff-Baym dynamics and the Boltzmann
approximation we concentrate on equilibration times. To this aim we define a quadrupole
moment for a given momentum distribution N(p) at time t¯ as
Q(t¯) =
∫
d2p
(2pi)2
[ p2x − p
2
y ] N(p, t¯)∫
d2p
(2pi)2
N(p, t¯)
, (5.14)
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FIG. 16: Decrease of the quadrupole moment in time for different coupling constants λ/m =
8 → 16 in steps of 2 for the full Kadanoff-Baym calculation (solid lines) and the Boltzmann
approximation (dashed lines).
which vanishes for the equilibrium state. For the Kadanoff-Baym case we use in the above
expression the effective distribution function neff(p, t¯), which is determined by the equal-
time Green functions (4.28). When constructing the distribution function by means of
equal-time Green functions the energy variable has been effectively integrated out. This has
the advantage that the distribution function is given independently of the actual on-shell
energies. We note, that a calculation with the on-shell energies basically leads to the same
results.
The relaxation of the quadrupole moment (5.14) has been studied for two different initial
distributions: The evolution of distribution d2 is displayed in Fig. 15 while for distribution
d1 the position and the width of the two particle bumps have been modified. The calculated
quadrupole moment (5.14) shows a nearly exponential decrease with time (see Fig. 16) and
we can extract a relaxation rate ΓQ via the relation
Q(t¯) ∝ exp(−ΓQ · t¯) . (5.15)
Fig. 17 shows for both initializations that the relaxation in the full quantum calcula-
tion occurs faster for large coupling constants λ than in the quasi-classical approximation,
whereas for small couplings the equilibration times of the full and the approximate evolu-
tions are comparable. We find that the scaled relaxation rate ΓQ/λ
2 is nearly constant in the
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FIG. 17: Relaxation rate (divided by the coupling λ squared) for Kadanoff-Baym and Boltzmann
calculations as a function of the interaction strength. For the two different initial configurations
the full Kadanoff-Baym evolution leads to a faster equilibration.
Boltzmann case, but increases with the coupling strength in the Kadanoff-Baym calculation
(especially for the initial distribution d2).
These findings are explained as follows: Since the free Green function – as used in the
Boltzmann calculation – has only support on the mass shell, only (2 ↔ 2) scattering pro-
cesses are described in the Boltzmann limit. All other processes with a different number
of incoming and outgoing particles vanish (as noted before). Within the full Kadanoff-
Baym calculation this is different, since here the spectral function – determined from the
self-consistent Green function (cf. Section IVC) – aquires a finite width. Thus the Green
function has support at all energies although it drops fast far off the mass shell. Especially
for large coupling constants, where the spectral function is sufficiently broad, the three par-
ticle production process gives a significant contribution to the collision integral. Since the
width of the spectral function increases with the interaction strength, such processes become
more important in the high coupling regime. As a consequence the difference between both
approaches is larger for stronger interactions as observed in Fig. 17. For small couplings
λ/m in both approaches basically the usual 2↔ 2 scattering contributes and the results for
the rate ΓQ are quite similar.
45
In summarizing this Section we point out that the full solution of the Kadanoff-Baym
equations does include 0 ↔ 4, 1 ↔ 3 and 2 ↔ 2 off-shell collision processes which – in
comparison to the Bolzmann on-shell 2 ↔ 2 collision limit – become important when the
spectral width of the particles reaches ∼ 1/3 of the particle mass. On the other hand, the
simple Boltzmann limit works surprisingly well for smaller couplings and those cases, where
the spectral function is sufficiently narrow.
C. Estimate for the quadrupole relaxation
In this Subsection we concentrate on the quadrupole relaxation rates observed for the
full Kadanoff-Baym and the Boltzmann approximation in order to provide a simple and
intuitive explanation for the actual values extracted in the last Subsection. To this aim we
study an idealized initial state given by two δ-functions in momentum space. For symmetry
reasons they are placed on the positive and negative px-axis at py = 0. Thus the initial
distribution function reads
N δ(p, t = 0) = N δ0 δ(py) [ δ(px − pini) + δ(px + pini) ] , (5.16)
where N δ0 is a normalization constant. We are now interested in the time evolution of this
distribution function in particular in view of the relaxation rate of the quadrupole moment.
For simplicity we will explore this question employing the Boltzmann equation, since the
differences between the full and the quasi-particle calculation are rather moderate.
The special form of the initial distribution N δ (5.16) has the particular advantage,
that the collision term of the Boltzmann equation can be calculated analytically at the
beginning of the evolution. We find for the time evolution of momentum moments within
the Boltzmann approximation in 2+1 space-time dimensions:
d
dt
< O > (t) =
d
dt
∫
d2p
(2pi)2
O N(p, t) =
∫
d2p
(2pi)2
O
d
dt
N(p, t) (5.17)
=
λ2
2
∫
d2p
(2pi)2
∫
d2q
(2pi)2
∫
d2r
(2pi)2
∫
d2s
(2pi)2
O
1
2ωp 2ωq 2ωr 2ωs
(2pi)2+1 δ(2+1)(p+q−r−s)
{
[1+N(p, t)] [1+N(q, t)]N(r, t)N(s, t) − N(p, t)N(q, t) [1+N(r, t)] [1+N(s, t)]
}
.
Here O can be a function of the momentum coordinates, but is assumed to be independent
of time, e.g. O ∈ {1, p2x, p
2
y}. Furthermore, the energy is fixed in this quasi-particle
calculation by the momentum as p0 = ωp =
√
m2 + p 2. For our special initial state N δ
and for the chosen operators O all contributions of products of more than two distribution
functions cancel out. Thus the derivative of the mean value is given by
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ddt
< O > (t) =
λ2
32
∫
d2p
(2pi)2
∫
d2q
(2pi)2
∫
d2r
(2pi)2
∫
d2s
(2pi)2
O
1
ωp ωq ωr ωs
(5.18)
(2pi)2+1 δ(2+1)(p+q−r−s)
{
N δ(r, t)N δ(s, t) − N δ(p, t)N δ(q, t)
}
.
By inserting the explicit form of the initial conditions and performing the integrations over
the momentum δ-functions we obtain for the gain term
d
dt
<


p2x
p2y
1

 >gain = N δ0 2 λ
2
32
∫
d2p
(2pi)5


p2x
p2y
1


[
2
1
ω2p ω
2
ini
δ(2ωp−2ωini) (5.19)
+
1
ωp ω2ini ωp+
δ(ωp+ωp+−2ωini) +
1
ωp ω2ini ωp−
δ(ωp+ωp−−2ωini)
]
,
where we take into account explicitly the different choices for the operator O ∈ {1, p2x, p
2
y}.
In (5.19) we have introduced the on-shell energy of the initial particle localization in mo-
mentum space ωini =
√
m2 + p2ini as well as the energies ωp± =
√
m2 + (px ± 2pini)2 + p2y.
Since the integration over the last two δ-functions in energy yield zero, the only contribution
to the integral stems from the first term, which can be evaluated as
d
dt
<


p2x
p2y
1

 >gain = N δ0 2 λ
2
64 (2pi)4
1
ω3ini


p2ini
p2ini
2

 . (5.20)
For the loss term we find (after carrying out the momentum space integrals)
d
dt
<


p2x
p2y
1

 >loss = N δ0 2 λ
2
32
∫
d2r
(2pi)5


p2ini
0
1


[
2
1
ω2r ω
2
ini
δ(2ωr−2ωini) (5.21)
+
1
ωr ω
2
ini ωr+
δ(ωr+ωr+−2ωini) +
1
ωr ω
2
ini ωr−
δ(ωr+ωr−−2ωini)
]
with the energy functions ωr± given as above. Due to the appearance of N
δ(p) in the loss
term the integration over the momentum p is performed directly such that the values of
the operator are fixed. Again only the first term of the integral gives a non-zero result and
we get for the loss term in the early time evolution
d
dt
<


p2x
p2y
1

 >loss = N δ0 2 λ
2
64 (2pi)4
1
ω3ini


2 p2ini
0
2

 . (5.22)
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From (5.20) and (5.22) we find – in agreement with the general properties of the Boltzmann
equation – that the total particle number is conserved for our particular initial state
d
dt
Ntot(t) =
∫
d2p
(2pi)2
d
dt
N(p)
∣∣∣∣
t=0
= 0 . (5.23)
Thus the total particle number is given by Ntot(t) = 2N
δ
0/(2pi)
2 for all times t. Furthermore,
for the reduction of the quadrupole moment (calculated with the initial distribution N δ)
we obtain
d
dt
Q(t)
∣∣∣∣
t=0
=
1
Ntot
∫
d2p
(2pi)2
[ p2x − p
2
y ]
d
dt
N(p)
∣∣∣∣
t=0
= −N δ0
λ2
64 (2pi)2
p2ini
ω3ini
, (5.24)
where the gain term does not give a contribution due to the symmetry in the momentum
coordinates px and py.
As indicated by the numerical studies shown in the last Subsection the quadrupole
moment decreases nearly exponentially in time. Thus assuming a decrease of the quadrupole
moment of the form Q(t) = Q0 exp(−ΓQ · t) we can determine the relaxation rate as
ΓQ = −
Q˙(t = 0)
Q(t = 0)
= N δ0
λ2
64 (2pi)2
1√
m2 + p2ini
3 (5.25)
with the initial value Q(t = 0) = p2ini. In order to connect this result to the initial
distributions employed in our calculations
n(p, t = 0) = n0 exp(−(|px| − pini)
2/2σ2x) exp(−p
2
y/2σ
2
y) (5.26)
we avail the corresponding representation of the δ-function and identify N δ0 = 2pi n0 σx σy.
Thus we can estimate the relaxation rate for the distribution d1 (n0 = 1, σx = 0.75,
σy = 0.75, pini = 2.5) as Γ
d1
Q ≈ 7.16 · 10
−5 · λ2 and for distribution d2 (n0 = 1, σx = 0.5,
σy = 1.0, pini = 3.0) as Γ
d2
Q ≈ 3.93 · 10
−5 · λ2, respectively. In both cases an initial mass
m = 1 has been used. A comparison of this rather rough estimate with the results from
the actual calculations shows a remarkably good agreement. When taking into account,
that the effective mass slightly increases with the coupling λ/m in the full calculations, the
agreement is even better.
Thus momentum relaxation in the full Kadanoff-Baym equations as well as in the Boltz-
mann limit can be understood in rather simple terms. Turning the argument around, we
can conclude that relaxation phenomena – as described by the Kadanoff-Baym equations
– do not differ very much in comparison to semi-classical limits though the full quantum
off-shell propagation is invoked.
In addition, we note that the relaxation time for the quadrupole moment is one order
of magnitude larger than the typical inverse damping width, which dictates the relaxation
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of a single mode out of equilibrium (see Subsection IVE). Going from the equation (5.17)
to equation (5.18) one notices that the Bose enhancement factors have dropped out for
the further estimate of the quadrupole relaxation rate. On the other hand these factors
enter crucially in the total width. For a 2+1 dimensional system these Bose factors are of
special importance and increase significantly the damping width. This explains the obvious
difference between the quadrupole relaxation – characterizing kinetic equilibration of a far-
from-equilibrium system – and the relaxation of a single mode out of equilibrium.
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VI. SUMMARY AND OUTLOOK
In this work we have studied the quantum time evolution of φ4-field theory for homo-
geneous systems in 2+1 space-time dimensions for far-from-equilibrium initial conditions
on the basis of the Kadanoff-Baym equations. We have included the tadpole and sunset
self-energies, where the tadpole contribution corresponds to a dynamical mass term and the
sunset self-energy is responsible for dissipation and an equilibration of the system. Since
both self-energies are ultraviolet divergent we have renormalized the theory by including
proper counterterms (cf. Appendix B). The numerical solutions for different initial con-
figurations out of equilibrium (with the same energy density) show, that the asymptotic
state achieved for t → ∞ is the same for all initial conditions. In fact, we have shown
that this asymptotic state corresponds to the exact off-shell thermal state of the system
obeying the equilibrium Kubo-Martin-Schwinger (KMS) relations among the various two-
point functions. Hence within these approximations the Kadanoff-Baym equations manifest
irreversibility as expected from its coarse graining nature expressing the dynamics in terms
solely of two-point functions.
During the equilibration we have identified three different stages which are related to i)
the initial build up of correlations, ii) a kinetic thermalization and finally iii) a chemical
equilibration. We find that the correlations are formed at very short times scales practically
independent from the coupling strength involved. This result is in agreement with earlier
studies of the nonrelativistic Kadanoff-Baym theory in the nuclear physics context [58]. We
have, furthermore, observed that during the second phase of kinetic equilibration the time
evolution of the occupation numbers of states (momentum modes) may be non-monotonic;
here a memory to the initial configuration is kept in the full off-shell dynamics. This is not
observed in the pure kinetic Boltzmann description. In the final state, which is achieved
due to chemical equilibration, we have demonstrated that the distribution functions can
adequately be described by thermal Bose functions employing a temperature T and chemical
potential µ as Lagrange parameters. Since the φ4-theory does not include an explicitly
conserved quantum number, the chemical potential µ has to vanish in thermal equilibrium.
This limit is achieved dynamically within the Kadanoff-Baym scheme by off-shell 1 ↔ 3
transitions that violate particle number conservation as recently conjectured in [44]. Such
processes are inhibited in the Boltzmann limit due to number-conserving 2 ↔ 2 on-shell
scattering processes. The approach to chemical equilibrium, moreover, is found to be well
described in an approximate scheme that only involves small deviations from the equilibrium
state.
The spectral (‘off-shell’) distributions of the excited quantum modes have been evaluated
by a Fourier transformation with respect to the time difference t−t′ from the imaginary part
of the retarded Green functions. For the systems investigated we have found no universal
time evolution for these spectral functions, however, they differ only in the phase of kinetic
nonequilibrium and rather fast approach the thermal equilibrium shapes. The width of the
spectral functions increases with the coupling strength λ employed in the interacting theory.
Furthermore, a detailed comparison of the full quantum dynamics to approximate schemes
like that of a standard kinetic (on-shell) Boltzmann equation has been performed. Our anal-
ysis shows that the consistent inclusion of the dynamical spectral function has a significant
impact on relaxation phenomena. We find that far off-shell 1↔ 3 processes are also respon-
sible for a shortening of the quadrupole relaxation rate in case of larger couplings λ relative
to the Boltzmann limit, which is attributed again to the fact that the latter transitions are
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missed in the Boltzmann approximation. Nevertheless, the relaxation is rather adequately
described in the Boltzmann limit for small and moderate couplings, such that the full off-
shell dynamics has only a small effect on the relaxation processes in momentum space. We
have shown additionally, that the relaxation rates can also approximately be determined by
a simple relaxation ansatz with satisfying results.
Moreover, we have demonstrated, that the monotonous evolution within the number con-
serving Boltzmann limit does not approach the correct equilibrium state, but shows a finite
chemical potential in the stationary limit (Appendix E). This, of course, must be considered
as a shortcoming of the semi-classical on-shell approximation, which in principle could be
cured by inclusion of higher order processes. Another important task in this context will be
the investigation of more involved approximation schemes in terms of generalized transport
equations [35, 68, 69, 70, 71, 72]. It is to proof, whether these gradient expansion schemes
including off-shell particles yield a reliable description of the dynamics. In particular, the
range of validity has to be explored depending of the actual nonequilibrium conditions. Due
to the off-shell nature it is expected that the correct final state (with vanishing chemical
potential) will be assumed, too.
As discussed in Appendix D, we have briefly considered the case of massless fields (m→ 0
in the original Lagrangian (2.1)) as well. In principle, we find no qualitative difference in
the dynamics of massless fields compared to the one with finite mass for moderate couplings
due to the generation of an effective thermal mass by the leading tadpole diagram. However,
close to a critical coupling λ/T ≈ 4.266 we obtain a substantial decrease of the pole mass
for the zero momentum mode, which is accompanied by a large increase of the width (cf.
Fig. 24). Simultaneously the occupation number of the lowest mode changes drastically
while the occupation of the higher momentum modes remain about the same. We address
this effect as due to the onset of Bose condensation, where our successive iteration scheme
breaks down. We note that in the present approach the system has to stay in a symmetric
phase which dynamically might no longer be preferred. Thus a future investigation including
non-vanishing field expectation values [49] will be necessary to clarify the properties of this
phase transition.
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APPENDIX A: NUMERICAL IMPLEMENTATION
For the solution of the Kadanoff-Baym equations we have developed a computer program
which differs in several points from the approach presented in Refs. [61, 62]. Instead
of solving the second order differential equation (2.17) we generate a set of first order
differential equations for the Green functions in the Heisenberg picture,
i G<φφ(x1, x2) = < φ(x2)φ(x1) >= i G
<(x1, x2) , (A1)
i G<piφ(x1, x2) = < φ(x2) pi(x1) >= ∂t1 i G
<
φφ(x1, x2) ,
i G<φpi(x1, x2) = < pi(x2)φ(x1) >= ∂t2 i G
<
φφ(x1, x2) ,
i G<pipi(x1, x2) = < pi(x2) pi(x1) >= ∂t1 ∂t2 i G
<
φφ(x1, x2) ,
with the canonical field momentum pi(x) = ∂x0φ(x). The first index pi or φ is always
related to the first space-time argument. Exploiting the time-reflection symmetry of the
Green functions some of the differential equations are redundant. The required equations
of motion are given as
∂t1 G
<
φφ(p, t1, t2) = G
<
piφ(p, t1, t2) , (A2)
∂t¯ G
<
φφ(p, t¯, t¯) = 2 i Im {G
<
piφ(p, t¯, t¯) } ,
∂t1 G
<
piφ(p, t1, t2) = −Ω
2(t1) G
<
φφ(p, t1, t2) + I
<
1 (p, t1, t2) ,
∂t2 G
<
piφ(p, t1, t2) = G
<
pipi(p, t1, t2) ,
∂t¯ G
<
piφ(p, t¯, t¯) = −Ω
2(t¯) G<φφ(p, t¯, t¯) + G
<
pipi(p, t¯, t¯) + I
<
1 (p, t¯, t¯) ,
∂t1 G
<
pipi(p, t1, t2) = −Ω
2(t1) G
<
φpi(p, t1, t2) + I
<
1,2(p, t1, t2) ,
∂t¯ G
<
pipi(p, t¯, t¯) = −Ω
2(t¯) 2 i Im {G<piφ(p, t¯, t¯) } + 2 i Im { I
<
1,2(p, t¯, t¯) } ,
where t¯ = (t1+ t2)/2 is the mean time variable. Thus we explicitly consider the propagation
in the time diagonal direction as in Ref. [57]. In the equations of motion (A2) the current
(renormalized) effective energy including the time dependent tadpole contribution enters
Ω2(t) = p 2 + m2 + δm2tad + δm
2
sun + Σ¯
δ(t) . (A3)
The evolution in the t2 direction has not be taken into account for G
<
φφ and G
<
pipi since the
Green functions beyond the time diagonal (t2 > t1) are determined via the time reflection
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symmetry G<φφ/pipi(p, t1, t2) = −[G
<
φφ/pipi(p, t2, t1) ]
∗ from the known values for the lower time
triangle in both cases. Since there is no time reflection symmetry for the Gpiφ functions,
they have to be calculated (and stored) in the whole t1, t2 range. However, we can ignore
the evolution of Gφpi since it is obtained by the relation G
<
φpi(p, t1, t2) = −[G
<
piφ(p, t2, t1) ]
∗.
The correlation integrals in (A2) are given by
I<1 (p, t1, t2) = −
∫ t1
0
dt′ [ Σ>(p, t1, t
′)− Σ<(p, t1, t
′) ] G<φφ(p, t
′, t2) (A4)
+
∫ t2
0
dt′ Σ<(p, t1, t
′)
[
G<φφ(−p, t2, t
′)−G<φφ(p, t
′, t2)
]
,
I<1,2(p, t1, t2) ≡ ∂t2I
<
1 (p, t1, t2) (A5)
= −
∫ t1
0
dt′ [ Σ>(p, t1, t
′)− Σ<(p, t1, t
′) ] G<φpi(p, t
′, t2)
+
∫ t2
0
dt′ Σ<(p, t1, t
′)
[
G<piφ(−p, t2, t
′)−G<φpi(p, t
′, t2)
]
.
In (A2) and (A6) one can replace G<φpi(p, t1, t2) = −[G
<
piφ(p, t2, t1) ]
∗ such that the set of
equations is closed in the Green functions G<φφ, G
<
piφ and G
<
pipi.
The disadvantage, to integrate more Green functions in time in this first-order scheme, is
compensated by its good accuracy. As mentioned before, we especially take into account the
propagation along the time diagonal which leads to an improved numerical precision. The
set of differential equations (A2) is solved by means of a 4th order Runge-Kutta algorithm.
For the calculation of the self-energies we apply a Fourier-method similar to that used in
Ref. [54, 57]. The self-energies (2.19), furthermore, are calculated in coordinate space
where they are products of coordinate-space Green functions (that are available by Fourier
transformation) and finally transformed to momentum space.
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APPENDIX B: RENORMALIZATION OF φ4-THEORY IN 2+1 DIMENSIONS
In 2+1 space-time dimensions both self-energies (cf. Fig. (2)) incorporated in the present
case are ultraviolet divergent. Since we consider particles with a finite mass no problems
arise from the infrared momentum regime. The ultraviolet regime, however, has to be treated
explicitly.
For the renormalization of the divergences we only assume that the time-dependent
nonequilibrium distribution functions are decreasing for large momenta comparable
to the equilibrium distribution functions, i.e exponentially. Thus we can apply the
conventional finite temperature renormalization scheme. By separating the real-time
(equilibrium) Green functions into vacuum (T = 0) and thermal parts it becomes apparent,
that only the pure vacuum contributions of the self-energies are divergent. For the linear
divergent tadpole diagram we introduce a mass counterterm (at the renormalized massm) as
δm2tad =
∫
d2p
(2pi)2
1
2ωp
, ωp =
√
p2 +m2 , (B1)
that cancels the contribution from the momentum integration of the vacuum part of the
Green function.
In case of the sunset diagram only the logarithmically divergent pure vacuum part
requires a renormalization, while it remains finite as long as at least one temperature line is
involved. Contrary to the case of 3+1 dimensions it is not necessary to employ the involved
techniques developed for the renormalization of self-consistent theories (in equilibrium)
in Refs. [81, 82]. Since the divergence only appears (in energy-momentum space) in the
real part of the Feynman self-energy Σc at T = 0 (and equivalently in the real part of the
retarded/advanced self-energies ΣR/A), it can be absorbed by another mass counterterm
δm2sun = −ReΣ
c
T=0(p
2) = −ReΣ
ret/adv
T=0 (p
2) (B2)
=
λ2
6
∫
d2q
(2pi)2
∫
d2r
(2pi)2
1
4ωq ωr ωq+r−p
ωq+ωr+ωq+r−p
[ωq+ωr+ωq+r−p ]2 − p20
at given 4-momentum p = (p0,p) and renormalized mass m.
In summary, we replace the non-renormalized mass mB contained in the original La-
grangian (2.1) by m2B = m
2 + δm2tad + δm
2
sun with the mass counterterms given by (B1)
and (B2). Thus the divergent part of both diagrams is subtracted. The finite part is fixed
such that for the vacuum case (n(p) ≡ 0) both renormalized self-energies vanish at the
renormalized mass m.
In Figs. 18 and 19 we demonstrate the applicability of the renormalization prescription.
To this aim we display two momentum modes |p |/m = 0.0 (upper plots) and |p |/m = 2.0
(lower plots) of the equal-time Green function iG<(|p |, t, t) for various momentum cut-offs
pmax/m = 6, 8, 10, 12, 14, 16, 18, 20, 22, 24 with (cf. Fig. 18) and without (cf. Fig.19)
renormalization of the sunset self-energy. For both cases the renormalization of the tadpole
diagram has been used. We mention, that a non-renormalization of the tadpole self-energy
has even more drastic consequences in accordance with the linear degree of divergence. For
the non-renormalized calculations – with respect to the sunset diagram – we observe that
54
FIG. 18: Time evolution of two momentum modes |p |/m = 0.0, |p |/m = 2.0 of the equal-time
Green function starting from the initial distribution D2 (as specified in Section IIIA) with coupling
constant λ/m = 14. With the renormalization of the sunset diagram a proper limit is obtained
when increasing the momentum cut-off pmax/m = 6, 8, 10, 12, 14, 16, 18, 20, 22, 24.
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FIG. 19: Time evolution of two momentum modes |p |/m = 0.0, |p |/m = 2.0 of the equal-time
Green function starting from the initial distribution D2 with coupling constant λ/m = 14. Without
the renormalization of the sunset diagram the curves tend to infinity when enlarging the ultraviolet
cut-off.
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both momentum modes do not converge with increasing momentum space cut-off. In fact,
all lines tend to infinity when the maximum momentum is enlarged (since the gridsize of the
momentum grid is kept constant). Although the divergence (as a function of the momentum
cut-off) is rather weak – in accordance with the logarithmic divergence of the sunset self-
energy in 2+1 space-time dimensions – a proper ultraviolet limit is not obtained.
This problem is cured by the sunset mass counterterm (B2) as seen from Fig. 18. For the
momentum mode |p |/m = 2.0 the calculations converge to a limiting curve with increasing
momentum cut-off. Even for the more selective case of the |p |/m = 0.0 mode of the equal-
time Green function the convergence is established. We point out that this limit is obtained
for the unequal-time Green functions as well (not shown here explicitly). In fact, it turns
out that the equal-time functions provide the most crucial test for the applicability of the
renormalization prescription, since the divergent behaviour appears to be less pronounced
for the propagation along a single time direction t1 or t2. Thus we can conclude, that the
renormalization scheme introduced above, i.e. including mass counterterms for the divergent
tadpole and sunset self-energies, leads to ultraviolet stable results.
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APPENDIX C: GENERAL INITIAL CONDITIONS
In Section III we briefly have described our choice for the initial conditions for the full
dynamical equations; i.e. we have taken some particular initial momentum distribution
of interest, n(p, t = 0), which is then inserted in the standard quasi-particle expressions
(compare (5.1)):
(C1)G≷φφ,qp(p, t = 0, t
′ = 0) =
−i
2ωp
{n(∓p) + [n(±p)+1 ] }
G≷φpi,qp(p, t = 0, t
′ = 0) =
1
2
{ ∓n(∓p) ± [n(±p)+1 ] }
G≷piφ,qp(p, t = 0, t
′ = 0) =
1
2
{±n(∓p) ∓ [n(±p)+1 ] }
G≷pipi,qp(p, t = 0, t
′ = 0) =
−i ωp
2
{n(∓p) + [n(±p)+1 ] } .
We note that for the energy ωp in the above expression we have taken the on-shell energy
with the bare mass. This straightforward procedure, though, is not the most general form
for initial conditions within the standard Kadanoff-Baym scheme. In principle, as we will
outline below, there exist four independent real valued numbers for characterizing the most
general initial condition instead of the two distributions n(p, t = 0) and n(−p, t = 0)) in
(C1).
To this aim we first remark that the formal solution of the Kadanoff-Baym equations
(2.9), including all boundary conditions at the initial time t0, can be cast in the form [20]
G<φφ(x1, t1;x2, t2) =
∞∫
t0=0
dt′ dt′′
∫
d3x′ d3x′′GR(x1, t1;x
′, t′) Σ<(x′, t′;x′′, t′′)GA(x′′, t′′;x2, t2)
+
∫
d3x′ d3x′′
[
GR(x1, t1;x
′, t0 = 0)G
<
pipi(x
′, t0;x
′′, t0)G
A(x′′, t0;x2, t2)
−GR(x1, t1;x
′, t0 = 0)G
<
piφ(x
′, t0;x
′′, t0)
∂
∂t′′0
GA(x′′, t′′0;x2, t2)
−
∂
∂t′0
GR(x1, t1;x
′, t′0)G
<
φpi(x
′, t0;x
′′, t0)G
A(x′′, t0;x2, t2) (C2)
+
∂
∂t′0
GR(x1, t1;x
′, t′0)G
<
φφ(x
′, t0;x
′′, t0)
∂
∂t′′0
GA(x′′, t′′0;x2, t2)
]
t0=t′0=t
′′
0
=0
.
This relation is sometimes denoted as a generalized fluctuation-dissipation theorem in the
literature [15, 16, 20, 24]. GR and GA represent the self-consistently dressed retarded and
advanced propagator, respectively, within the real-time formalism (2.13, 2.14). Since the
Kadanoff-Baym equations are second order differential equations in time for both time argu-
ments in case of a relativistic bosonic theory, (C2) obviously has to contain four independent
initial real valued quantities. It is straightforward to show that iG<φφ(p, t, t) and iG
<
pipi(p, t, t)
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are real valued, whereas iG<φpi(p, t, t) and iG
<
piφ(p, t, t) are related to each other by complex
conjugation; hence we get two further real quantities for the initial conditions. Further-
more, due to the equal-time commutation relations, one first notes that i) G<φφ(p, t, t) =
G<φφ(−p, t, t)), G
<
pipi(p, t, t) = G
<
pipi(−p, t, t)) and ii) G
<
φpi(p, t, t)) = G
<
piφ(−p, t, t)) − 1. Hence,
for a real relativistic field theory for scalar bosons all the various Green functions for equal
times at momentum −p are directly related to those at momentum p. In total, this proves
that apart from the two distributions n(p) and n(−p) there exist two further independent
quantities for the initial Green functions (C1). One is allowed, for example, to freely choose
the real and imaginary part of G<φpi(p, t, t)) instead of those stated in (C1). In more physical
terms, the four initial conditions correspond to the amplitudes and the phases of the two
momentum modes p and −p. In this respect the ansatz in (C1) represents a statistically
averaged distribution for the phases.
Inspecting further the formal solution (C2), one notices that all the various terms con-
taining the four initial conditions and contributing to G<φφ are damped by the retarded and
advanced propagator for times t1, t2 > t0 = 0 and thus will die out on a timescale of the
inverse damping width (4.7). Correspondingly, this is also the timescale of dephasing and
decoherence of the initial modes if particular phases would have been chosen initially. As an
example, some moderate initial oscillations in the equal-time Green function can be seen in
Fig. 4 and in Fig. 18. The modes need ‘some time’ to acquire their characteristic spectral
dressing and collective phase correlations, before the further (and rather smooth) dynamics
proceeds. This time is indeed roughly the inverse damping width for the various modes.
The destruction of initial (phase) correlations resembles the old conjecture of Bogolyubov
[83] that the initial conditions do vanish after some finite time and do not show up any further
in the subsequent dynamics of the system.
As a final remark we note, that one can principally also take care of higher order initial
correlations within the dynamical prescription, which are not incorporated in (C2) and thus
in the standard Kadanoff-Baym equations [15, 84, 85, 86]. We recall that the standard real-
time prescription stems from a perturbative Wick-type expansion, which is valid for a special
initial density operator of single-particle (Gaussian) type. The Kadanoff-Baym equations
then correspond to self-consistent and resummed Dyson-Schwinger equations in real-time
for a given set of skeleton-type diagrams. On the other hand, there might (or should) exist
initial correlations beyond the single-particle mean-field (or Gaussian) level. As we have
discussed in section IVA, some particular higher order correlations – in this case due to
the quantal collisions – will be generated dynamically during the course of the evolution.
Hence, in principle, such correlations should also be taken care of in the beginning of the
evolution. This is not a simple task, though: These non-trivial correlations lead to non-zero
expectation values of normal-ordered operators, which can be taken care of by defining new
types of contractions, which couple the time evolution of the system also to those higher
order correlations. For details of such a procedure we refer the interested reader to Refs.
[15, 84, 85, 86]. Again one is reminded of the conjecture of Bogolyubov [83] that also such
higher order initial correlations should die out after some finite time.
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APPENDIX D: SELF-CONSISTENT SPECTRAL FUNCTIONS AT FINITE
TEMPERATURE
Whenever dealing with strongly interacting systems the single-particle spectral function is
of great importance. In particular for systems at high temperature and/or high densities the
spectral functions may exhibit a large width connected to a possibly complicated structure
rather than showing a δ-function shape as in the case of on-shell quasi-particles.
For systems in equilibrium there are two standard approaches for calculating the spectral
function: i) within the imaginary time formalism (ITF) by summation over discrete Mat-
subara frequencies, ii) within the real-time formalism (RTF), where the energy is considered
as a real and continuous variable. One great advantage of the approach ii) lies in the fact
that it can be easily connected to the nonequilibrium situation. Therefore, we will use for
our further developments the real-time formalism (RTF) as familiar from nonequilibrium
calculations [80]. We recall that the perturbative calculation of the sunset graph has been
given in various works [87, 88, 89, 90]. Very recently a first self-consistent treatment of the
φ4-theory in 3+1 dimensions up to this order has been presented in [82].
In this Appendix we present a method for the calculation of self-consistent spectral
functions, which i) treats different order contributions in the number of loops of the
self-energy on the same footing and ii) incorporates the finite width due to the imaginary
part of the self-energy. Thus the actual spectral function reenters the calculation and is
iterated until self-consistency is reached.
Our iteration scheme is divided into the following steps:
1) The Green functions G<, G> are specified in energy-momentum space (p, p0). In the
initial step this can be done by assuming free Green functions (i.e. with δ-function like
spectral functions) at the desired equilibrium temperature T .
2) We change to the mixed representation by Fourier transformation with respect to p0
and calculate the Green functions G<, G> as a function of momentum p and relative time
∆t. Since we are interested in a (static) equilibrium situation, there is no dependence on a
mean time variable. In case of the initial on-shell Green functions the mixed representation
(p,∆t) is obtained analytically (5.1).
3) The collisional self-energies Σ≷(p,∆t) are calculated in the mixed representation with
the Green-functions G≷(p,∆t) via (2.19).
Additional remark: step 3) can be performed in several ways depending on the explicit
structure of the self-energy diagrams. For the case of the sunset diagram in φ4-theory
we utilize another Fourier-method. Here the self-energies are first evaluated as a function
of relative spatial (and time) coordinates, since the sunset self-energy is (in coordinate
space) simply a product of coordinate space Green-functions that are available by Fourier
transformation with respect to the momentum. In the final step these self-energies are
transformed by a spatial Fourier transformation back into the desired mixed representation.
4) From the collisional self-energies Σ≷(p,∆t) we determine the retarded self-energy as
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ΣR(p,∆t) = Θ(∆t) [ Σ>(p,∆t) − Σ<(p,∆t) ] . (D1)
Thus the retarded self-energy is calculated in the mixed representation by explicit in-
troduction of a step-function in relative time. As we will discuss below this is the main
advantage of our scheme because it guarantees analyticity and thus the normalization of
the self-consistent spectral function.
5) The retarded self-energy is Fourier transformed back into energy-momentum space
(p, p0) and separated into its real part ReΣ
R(p, p0) and its imaginary part, which is related
to the width as Γ(p, p0) = −2 ImΣ
R(p, p0).
6) Calculating, furthermore, the purely real tadpole self-energy Σ¯δ the spectral function
is given as
A(p, p0) =
Γ(p, p0)
[ p20 − p
2 −m2 − δm2 − Σ¯δ − ReΣR(p, p0) ]2 + Γ2(p, p0)/4
. (D2)
Here besides the initial physical mass m the mass counterterms δm2 = δm2tad+ δm
2
sun enter,
that have to be calculated independently (see Appendix B). The expression (D2) for the
spectral function is valid in general within a first order gradient expansion of the transport
equation and is exact in equilibrium [69]. It is obtained as A(p, p0) = −2 ImG
R(p, p0) from
the Green function that solves the retarded Dyson-Schwinger equation (2.15).
7) Now we can determine the Wightman functions G<, G> in the next iteration step in
energy-momentum space by the relations
i G<(p, p0) = Neq(p0, T ) A(p, p0) , i G
>(p, p0) = [1 +Neq(p0, T )] A(p, p0) . (D3)
The separation of the Wightman functions into distribution functions N and spectral
function A is always possible and well-known from the derivation of transport equations
[69]. We recall that in thermal equilibrium the distribution function N only depends on the
energy variable p0 and is independent of the momenta p. It is given – for the scalar theory
– by the Bose distribution
Neq(p0, T ) =
1
exp(p0/T )− 1
(D4)
at equilibrium temperature T . The method is not restricted to finite temperature, but can
be easily extended to finite densities. The presence of conserved quantities, as given for a
charged complex scalar theory in the most simple case, can be accounted for by inclusion
of a corresponding chemical potential µ in the Bose distribution function. In thermal
equilibrium the Wightman functions are connected by the Kubo-Martin-Schwinger (KMS)
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periodicity condition
G>(p, p0) = exp(p0/T ) G
<(p, p0) (D5)
as inherent in the relations (D3). The same holds for the collisional self-energies at finite
temperature. Thus the calculations take slightly less effort than implied above.
By calculating the new Green functions in 7) we have closed the iteration loop. The
iteration procedure is reentered at step 2), where the new Green functions are transformed
to relative time space in order to calculate the corresponding new collisional self-energies.
The alternating calculation of the Green function G< and of the spectral function A is
performed until self-consistency is reached.
The scheme proposed above has one central advantage in comparison to the related
approach given in [91]. In that case an iteration loop between the Green function and the
spectral function or – to be more precise – the width is used as well. The width is determined
from the imaginary part of the collisional self-energies directly in energy-momentum space
and inserted into the equation for the spectral function. The real part, however, is either
neglected or calculated by a dispersion relation in energy. The improvement of our method
lies in using the mixed representation: Since the retarded self-energy is calculated in (p,∆t)-
space with an explicit Θ-function in relative time, analyticity is imposed automatically, i.e.
the real part ReΣR(p, p0) and the imaginary part ImΣ
R(p, p0) of the retarded self-energy in
energy-momentum space are connected by a dispersion relation. Furthermore, the spectral
function A is normalized accordingly. This is not the case for some schemes that obtain
the real part and the imaginary part of the retarded self-energy by different methods. Here
problems with the normalization of the spectral function and analyticity may arise. Lateron
we will illustrate this point in detail.
Within that context we also note that phenomenological models frequently use form
factors, i.e. non-local vertices, to cure renormalization problems. Such form factors typically
have poles in the complex energy plane. Using the form factors for the calculation of real
and imaginary part of a self-energy therefore messes up the analyticity properties and in
general destroys the normalization of the spectral function. A proper way out is indeed the
calculation of only the imaginary part of the retarded self-energy from the corresponding loop
expressions including form factors. The real part is calculated afterwards from a dispersion
relation to insure the correct analyticity properties. Within our φ4-theory renormalization
is a well-defined concept. Hence in our case there is no need to resort to form factors.
Therefore, we can use the computationally less expensive method discussed above for the
iterative calculation of the self-energies and the two-point functions.
A further advantage lies in the fact that our method, especially in combination with
the Fourier-prescription for the momentum integrals, is computationally fast in comparison
to standard procedures of calculating multidimensional momentum integrals. Furthermore,
due to the spherical symmetry of the equilibrium state it can be performed very efficiently.
Moreover, it is easily applied to all temperatures and chemical potentials, i.e. as long as the
distribution function Neq(p0, T, µ) is specified.
Our scheme is appropriate for simple self-energies, as for example the sunset diagram.
Basically it is applicable also for more complex diagrams since it always reduces the number
of necessary integrations. The whole procedure profits from the fact that the appearing con-
volution integrals in momentum and energy correspond to ordinary products of coordinate-
space functions. Thus the required integrations to obtain the self-energy can be reduced
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considerably. In case of the sunset diagram, that has only two external points (given by
the coordinates of the self-energy) but no internal points, integrations can be avoided com-
pletely besides the Fourier transformation itself. For more complicated diagrams one has to
integrate over the space-time coordinates of all internal points. Nevertheless, at least the
contributions from the external points can be handled in a multiplicative manner rather
than performing time consuming energy-momentum integrations.
Our approach of using a mixed representation of momentum and relative time (instead
of the energy) is related to a method used within the imaginary time formalism (ITF). In
this case a mixed representation is established as well, which is known as the Saclay-method
[92, 93]. The representation is obtained by transforming from discrete and imaginary energy
variables – the Matsubara frequencies ωn = 2pii nT (for bosons) – towards an imaginary
time variable τ . Due to the discrete structure of the temperature dependent Matsubara
frequencies the imaginary time variable is restricted by the temperature T as τ ∈ [0, 1/T ].
In contrast, in the real-time formalism (RTF) the relative time variable ∆t is unbounded in
accordance with the continous energy variable p0. The energy integrations of the RTF corre-
spond in the ITF to summations over the infinite number of discrete Matsubara frequencies.
In case of perturbative calculations there exist comfortable expressions for the latter series
which makes the calculation easier. In a self-consistent calculation the finite temperature
Green functions assume a complicated structure rather than the simple on-shell form and
a numerical evaluation is necessary. This is of course possible, but intricate, since the very
high Matsubara-frequencies give still a considerable contribution to the series. Thus it is
necessary to include all these large modes even if the retarded self-energies are rather small
at high frequencies. In order to reduce the large computing time one might calculate the
retarded self-energy only up to a certain Matsubara frequency ignoring the small retarded
self-energy for all higher modes. For the higher modes the Green-function of the next iter-
ation step is determined by inclusion of the frequency and momentum independent – and
thus for large frequencies non-vanishing – tadpole self-energy, only. As we have tested, this
prescription seems to lead to a sufficient accuracy with a reduced computational time.
When discussing the range of applicability of our method one should note as well, that it
is mainly suited for field theories that are void of complicated renormalization prescriptions.
In our case of φ4-theory in 2+1 space-time dimensions the renormalization can be done by
simple mass counterterms since only the pure vacuum contributions of both self-energies
diverge. This mass renormalization scheme can be easily included in the iteration procedure
as seen by the representation for the spectral function (D2). In cases of diverging diagrams,
that contain temperature dependent parts, the renormalization procedure is much more
involved [81, 82]. In such situations our method might be complicated significantly.
In the following we show the actual results calculated within the self-consistent scheme
described above. The tadpole self-energy as well as the retarded sunset self-energy are
included self-consistently using the renormalization prescription of Appendix B. In Fig. 20
the width Γ is displayed as a function of the energy p0 for four different momentum modes
|p |/m = 0, 2, 4, 6 for a temperature of T/m = 1.835 and a coupling constant of λ/m = 18.
This configuration corresponds to the thermalized state obtained by the time evolution of
the polar symmetric initial momentum distributions D1, D2, D3 and DT in Section III. For
comparison we present, furthermore, the width as obtained by a perturbative calculation (as
indicated by the dashed lines) for the same momentum modes, and with the same external
parameters T and λ. The results have been obtained with the (self-consistent) effective
mass m∗tad,it/m = 1.490 on the tadpole level, i.e. by the iterative solution of the tadpole gap
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equation. This is in the spirit of Wang and Heinz [89] who firstly determined the effective
mass in lowest order (also in a self-consistent way) and inserted this mass in the following
into the expressions for the width calculated within the next order. We see from Fig. 20
that the perturbative width shows a similar (two maxima) shape for all momentum modes
(for the given case of m∗ < Teq). It is characterized by an increase towards a maximum
around the on-shell energy ω∗p =
√
p2 +m∗ 2 and falling off beyond. This behaviour stems
from the 2↔ 2 processes in the self-energies as indicated for the highest momentum mode
|p |/m = 6 by the thin line. Particles can be scattered by other particles – present in
the system at finite temperature – such that they achieve the shown (collisional) damping
width. This collision contribution vanishes for a system at temperature T = 0. Furthermore,
particles with sufficient energy can decay into three other particles. Above the threshold of
p0,th(p) =
√
p2 + (3m∗)2 these 1↔ 3 processes lead to an increase of the width (as marked
for the highest momentum mode by the second thin line). Finally, the width Γ decreases
for larger energies and assumes a momentum independent constant value in the high energy
limit. This behaviour is in contrast to the case of 3+1 dimensions, where the width shows
a monotonous increase for very high energies.
In comparison, the width calculated within the self-consistent scheme shows a similar two
maximum shape. Here, both processes are incorporated although they cannot be separated
easily due to the self-consistent iteration. Apparently, the sharp structures present in the
perturbative calculation have been washed out considerably. The kink structures resulting
from threshold effects slightly disappear since the (broad) spectral function reenters the
evaluation in this iteration scheme. Furthermore, also the position of the first maximum
can be moved, as seen especially for the low momentum modes. This is an effect of the
self-consistent spectral function that accounts also for mass shifts caused by the tadpole self-
energy and the real part of the retarded sunset self-energy. Overall, Fig. 20 shows that the
width in the self-consistent calculation can be significantly larger than in the corresponding
perturbative estimate.
In Fig. 21 we present the corresponding spectral functions for the system at temperature
T/m = 1.835 and coupling constant λ/m = 18. The spectral functions are displayed as
a function of the energy for the same four momentum modes of |p |/m = 0, 2, 4, 6. We
observe that the larger width of the full self-consistent calculation (solid lines) in compar-
ison to the perturbative result (dashed lines in Fig. 21) reflects itself in a slightly broader
spectral function. Furthermore, the perturbative spectral function is located at higher en-
ergies compared to the full result, in particular for the low momentum modes. This is due
to the fact, that in the perturbative calculation the effective mass of the particles is fixed
before evaluating the width by a solution of the tadpole gap equation. Mass modifications
due to the interactions of higher order are neglected within this approximation in line with
[89], where the spectral function is determined solely by the imaginary part of the retarded
self-energy. On the other hand, the reduction of the effective mass due to the real part of the
retarded sunset self-energy is included in the self-consistent approach leading to a shift of
the spectral function maxima to lower on-shell energies. Moreover, the tadpole mass-shift is
not fixed in that calculation but modified during the iteration process as well. In the present
case the momentum and energy independent tadpole mass shift within the self-consistent
second order calculation is given as ∆m2tad/m
2 = 1.094 in comparison to the value obtained
for the first order calculation by the tadpole gap equation of ∆m2tad/m
2 = 1.220. This indi-
cates already a shift of the spectral function to lower on-shell energies although the size is
small compared to the effect coming from the second order self-energy. Thus both spectral
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FIG. 20: Self-consistent width (solid lines) and perturbative width (dashed lines) as a function of
the energy p0/m for various momentum modes |p |/m = 0, 2, 4, 6 for a thermal system at tempera-
ture T/m = 1.835 with coupling constant λ/m = 18. For the highest momentum mode |p |/m = 6
of the perturbative calculation, the collision contribution (2↔2) and the decay contribution (1↔3)
to the width are explicitly displayed.
functions are getting closer again for higher momenta where the sunset mass shift is smaller.
At this point we emphasize that the spectral function obtained by the self-consistent
scheme obeys the normalization condition to high accuracy (4.6). This is not the case
for a perturbative calculation where only the imaginary part of the retarded self-energy is
taken into account as in [89]. When inserting only the expression for the width into the
equilibrium form of the spectral function but neglecting the real part of the retarded self-
energy, the normalization condition may be violated strongly. In the present perturbative
calculation the correct normalization is underestimated by ≈ 20% for the small momentum
modes. Thus these kinds of spectral functions, furthermore, strongly violate the desired
analyticity properties. In order to show the importance of the real part of the retarded
self-energy even on the shape of the spectral function we present in Figure 21 a calculation
which takes this contribution explicitly into account. Calculating the complete retarded
self-energy perturbatively with an effective mass of m∗tad,it/m = 1.490 yields the spectral
function displayed for the same momentum modes with dotted lines. We see that the shape
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FIG. 21: Self-consistent spectral function as a function of the energy p0/m for various momentum
modes |p |/m = 0, 2, 4, 6 for a thermal system at temperature T = 1.835 with coupling constant
λ/m = 18 (solid lines). Furthermore, spectral functions as obtained in a perturbative calculation
with (dotted lines) and without (dashed lines) inclusion of the real part of the retarded self-energy
are shown in comparison.
of the spectral function is strongly affected in particular for the small momentum modes.
The inclusion of the real part causes a significant shift of the spectral function downwards to
lower energies. Since the width is smaller in that region (cf. Fig. 20), the spectral function
assumes – especially for the low momentum modes – a much narrower shape. Nevertheless,
the inclusion of the real part of the retarded self-energy leads to a proper normalization of
the corresponding spectral functions. Still there is a significant disagreement between the
improved perturbative (dotted line) and the self-consistent solution (solid line).
In order to illustrate the dependence on the interaction strength we show in Fig. 22 the
spectral function at temperature T = 1.8 for coupling constants λ/m = 10, 12, 14, 16, 18.
As expected, the spectral functions are significantly broader for increasing interaction
strength. Again the low lying momentum modes achieve the broadest shape, respectively.
Furthermore, the on-shell value is changing with λ, which is easily visible for the small mo-
mentum modes. Here two effects are superimposed: The upward mass shift generated by the
tadpole diagram is competing with the negative shift from the retarded self-energy, which
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FIG. 22: Self-consistent spectral function as a function of the energy p0/m for coupling constants
λ/m = 10, 12, 14, 16, 18 at temperature T/m = 1.8. With increasing interaction strength the
spectral functions become broader for all momentum modes |p |/m = 0, 1, 2, 3, 4, 5.
gives a significant contribution primarily in the low momentum regime. With increasing
coupling strength the higher order term dominates which results in a lowering of the on-
shell energies for small momenta as seen in Fig. 22. In the high momentum region – where
the real part of the retarded self-energy is small – the constant tadpole mass shift dominates
and leads to an increase of the effective mass with the coupling constant. This effect can
already be seen for the modes |p |/m = 4, 5 and is even stronger for higher momenta (not
displayed here).
As the final part of this Appendix we consider the case of massless scalar fields in the
Lagrangian (2.1). The dynamics of massless quantum field theory has been extensively
discussed over the last years especially for the dynamics of the soft, infrared modes which
might be described by classical wave dynamics. In particular the diffusion rate of the
topological charge in electroweak theory has been calculated within classical simulations
[94]. The connection between classical and quantal correlation functions has then been
worked out in a variety of papers [95]. Also it was shown recently within φ4-theory that
the classical wave dynamics is equivalent to a standard Boltzmann description for the soft
modes when including the correct Bose statistics and staying in the weak coupling regime
[96].
We see no qualitative difference in the dynamics of massless fields compared to the one
with finite masses for moderate couplings. This is the case due to the generation of an
effective thermal mass by the leading tadpole diagram as suggested in [97]. We note that
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there is a logarithmic divergence in the infrared sector for the sunset self-energy in vacuum
for 2+1 dimensions (cf. (B2)) and thus a sublety, which we have cured by evaluating the
vacuum counterterm in our renormalization description at a very small but finite mass.
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FIG. 23: Spectral functions of three momentum modes |p |/T = 0.0, 0.5, 1.0 for different coupling
constants λ/T = 2, 2.5, 3, 3.5, 4, 4.1, 4.2, 4.25, 4.265 as a function of energy for the massless case
m = 0. With increasing coupling λ/T the spectral function of the zero momentum mode becomes
broader and moves to lower energies.
In the following we concentrate on the structure of the spectral function in dependence
of the coupling strength λ/T . In Fig. 23 the spectral function of three low momentum
modes |p |/T = 0.0, 0.5, 1.0 for various coupling constants λ/T = 2, 2.5, 3, 3.5, 4, 4.1, 4.2,
4.25, 4.265 as a function of energy p0/T is displayed. Since the temperature represents the
scale for the massless case, we give all quantities in units of T . We find that the spectral
function is shifted to larger energies with increasing and still moderate coupling strength
(λ/T ≤ 3.5). However, in the strong coupling regime (λ/T > 3.5) especially the spectral
function of the zero momentum mode moves downward again, leading to a major reduction
of the effective mass. Simultaneously, the spectral width grows with the coupling constant
λ/T . Thus for large couplings the on-shell width becomes comparable to the effective mass
(as given by the maximum position of the zero mode spectral function).
To summarize our findings we show in Fig. 24 (upper part) the evolution of the on-
shell energy of the zero momentum mode as a function of the coupling constant λ/T . The
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effective mass – as given by the maximum of the spectral function – increases with λ/T up
to moderate couplings λ/T ≈ 3.5 which is – as already discussed for the non-zero mass case
– essentially an effect of the mass generation by the tadpole self-energy. For larger couplings
λ/T > 3.5 the contribution from the retarded self-energy plays a more important role and
results in a decrease of the effective mass. The reduction of the effective mass becomes
rather strong for couplings λ/T ≥ 4.25 indicating a significant shift of the corresponding
self-consistent spectral function to smaller energies. This behaviour is accompanied by a
strong increase of the on-shell width γω(|p | = 0) of the zero momentum mode as seen from
Fig. 24 (middle part). While the width grows smoothly with the coupling constant for
moderate couplings, we find a strong steepening in the high coupling regime as well. Thus
the zero mode spectral function for high coupling constants becomes extremely broad with
an on-shell width comparable to or even larger than its effective mass.
As seen from Fig. 24 the evolution of the self-consistent spectral function in the strong
coupling regime becomes singular and critical, such that the iteration processes do not lead
to a convergent result anymore for λ/m ≈ 4.266. We address this effect to the onset of Bose
condensation. In order to illustrate this interpretation we show in Fig. 24 (lower part) the
change of the effective occupation number (as obtained from the equal-time Green functions
(4.28)) with the coupling λ/T for four different momentum modes |p |/T = 0.0, 0.5, 1.0, 1.5.
Whereas the effective particle number of the higher momentum modes remain approximately
constant, the occupation number of the zero momentum mode changes rapidly for λ/T >
4.26 indicating a preferential occupation of the condensate mode for higher couplings.
We recall that such an onset of a Bose condensation is possible for the massless relativistic
theory in 2+1 space-time dimensions. Although the effective mass is not identical to zero we
observe significant spectral support at low energies due to the broad spectral functions for
the strongly interacting system. We note that in the present description the system has to
stay in the symmetric phase, where no coherent field can develop. However, when including
additionally a non-vanishing field expectation value [49], the symmetry will be broken and
the system might enter a new phase. A detailed investigation of the issue we delay to a
future study.
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FIG. 24: Effective mass (upper plot) and on-shell width of the zero momentum mode (middle
plot) as a function of the coupling constant λ/T for a massless theory. With increasing coupling
λ/T the occupation number of the zero momentum mode grows considerably in contrast to higher
momentum modes (lower plot) indicating the onset of Bose condensation for λ/T > 4.26.
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APPENDIX E: STATIONARY STATE OF THE BOLTZMANN EVOLUTION
In Sections III and IV we have described the characteristics of equilibration within the full
Kadanoff-Baym theory. In this Appendix we additionally show the nonequilibrium evolution
in the Boltzmann limit and in particular work out the differences in both approaches.
In Fig. 25 we present the time evolution of various momentum modes for the initial
momentum space distributions D1, D2, D3 within the Boltzmann equation. In these cal-
culations the effective on-shell energies are determined by including the time-dependent
renormalized tadpole self-energy. The distributions D1, D2, D3 have been modified relative
to our study of the Kadanoff-Baym dynamics in Section III such that they i) have the same
energy density with respect to the modified total energy (where all sunset contributions are
missing) and ii) are self-consistent with respect to the effective tadpole mass in order to
avoid strong initial oscillations induced by a sudden change of the on-shell energies at very
early times. For completeness we note, that the initial effective masses are determined by
the solution of a gap equation taking into account the energy- and momentum-independent
tadpole self-energy for the given initial momentum distribution.
We see from Fig. 25 that the time evolution given by the on-shell Boltzmann approx-
imation deviates in several aspects from the Kadanoff-Baym dynamics. At first we find
that in case of the Boltzmann equation the equal-energy initial distributions D1, D2 and
D3 equilibrate towards different stationary states for t → ∞. This can directly been read
off from Fig. 25 when comparing the final occupation numbers of the various momentum
modes. This behaviour is in contrast to the Kadanoff-Baym evolution where all initial distri-
butions with the same energy reach a common stationary state (cf. Fig. 4). As pointed out
in Section IVD this is an effect of the chemical equilibration mediated by particle number
non-conserving processes, which are included in the Kadanoff-Baym dynamics since the full
spectral function is taken into account. For the on-shell Boltzmann approximation, how-
ever, the particle number is strictly conserved and thus the initializations D1, D2, D3, that
contain different number of particles, can not approach the same final state. Accordingly,
the stationary state of the non-thermal initializations D1, D2, D3 exhibits a finite chemical
potential (see below). Without explicit representation we note that the self-consistent initial
configuration DT is already the thermal state of the Boltzmann equation and all momen-
tum modes remain constant in time, whereas within the Kadanoff-Baym dynamics the ‘free’
thermal initialization DT evolves in time due to the generation of correlations (cf. Section
IVA).
In order to demonstrate, that the time evolution on the basis of the Boltzmann equation
leads to a thermal state of quasi-particle excitations, we show in Fig. 26 the on-shell
distribution N(p, t) as a function of the time-dependent on-shell energy ωp(t) for various
times t · m = 25, 50, 75, 100, 150, 200, 300, 500 for the initialization D1 and coupling
strength λ/m = 18. We have displayed the quantity
F (p, t) = ln(1 + 1/N(p, t)) (E1)
in order to obtain a straight line with slope 1/T and intersection point −µ/T in case of a
Bose distribution N = 1/(exp((ωp−µ)/T )− 1) with temperature T and chemical potential
µ. We see from Fig. 26 that the distribution at early times (t ·m = 25) is small for very
low and very high momenta as reflected by the high values of the quantity F in the low
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FIG. 25: Time evolution of momentum modes |p |/m = 0.0, 0.8, 1.6, 2.4, 3.2, 4.0 of the distri-
bution function N for initializations D1 (upper plot), D2 (middle plot) and D3 (lower plot) in the
Boltzmann approximation for λ/m = 18. All initial configurations (of the same energy) equilibrate,
but lead to different stationary states (note the different scales).
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FIG. 26: Distribution function F as a function of the time-dependent on-shell energy ωp(t) for
various times t ·m = 25, 50, 75, 100, 150, 200, 300, 500 starting from an initial configuration D1
with coupling constant λ/m = 18. For large times a thermal state – characterized by a straight
line in this representation – is reached with temperature T/m = 1.260 and finite chemical potential
µ/m = 1.297 as indicated by the fitting function (dotted lines).
and high energy regime. The particle accumulation at finite momentum for initialization
D1 (cf. Fig. 3 (lower part)) shows up as a small dip in the curve. In course of the time
evolution these structures slowly vanish such that finally a straight line is reached (see lines
for t ·m = 300, 500) indicating that the stationary limit is indeed a thermal distribution (at
temperature T/m = 1.260). However, the chemical potential of the stationary distribution
is non-vanishing – as recognized by the non-zero intersect of the dotted fit function – as
µ/m = 1.297. The initializations D2, D3 achieve different asymptotic temperatures which
are given by T/m = 1.562 for D2 and T/m = 2.218 for D3. The chemical potential of the
stationary state for these distributions is non-zero as well and has the values µ/m = 0.658
for D2 and µ/m = −0.521 for D3. We recall, that systems with large chemical potential
distribute the total energy on many particles such that the final temperature is considerably
lower. Thus, in general, the Boltzmann approximation does not drive the system to the
proper equilibrium state of the neutral φ4-theory, which is characterized by a vanishing
chemical potential.
Furthermore, we see from Fig. 25 that in the Boltzmann limit the momentum modes
evolve monotonically in time; there is no overshooting of the stationary limit as observed in
the Kadanoff-Baym picture (cf. Fig. 4). Thus the non-monotonic behaviour shows up as a
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quantum phenomenon that is missing in the semi-classical treatment.
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