Abstract-In this paper, we propose an embedded optimization approach for the localization of Internet of Things (IoT) devices making use of range measurements from ultra-wideband (UWB) signals. Low-cost, low-power UWB radios provide time-of-arrival measurements with decimeter accuracy over large distances. UWB-based localization methods have been envisioned to enable feedback control in IoT applications, particularly, in GPSdenied environments, and large wireless sensor networks. In this paper, we formulate the localization task as a nonlinear least-squares optimization problem based on two-way time-ofarrival measurements between the IoT device and several UWB radios installed in a 3-D environment. For the practical implementation of large-scale IoT deployments we further assume only approximate knowledge of the UWB radio locations. We solve the resulting optimization problem directly on IoT devices equipped with off-the-shelf microcontrollers using state-of-the-art code generation techniques for plug-and-play deployment of the nonlinear-programming algorithms. This paper further provides practical implementation details to improve the localization accuracy for feedback control in experimental IoT applications. The experimental results finally show that subdecimeter localization accuracy can be achieved using the proposed optimization-based approach, even when the majority of the UWB radio locations are unknown.
[2, Secs. 1.1 and 9.1]. We refer the reader to [3] for a detailed overview of the UWB technology and [4] for its application in IoT scenarios.
Because of its accuracy, high sampling rate, ability to penetrate obstacles, and very low cost, UWB-based ranging has been explored for localization of sensors in cluttered, dynamic or indoor environments where GPS-based navigation would fail. Recent applications have focused on indoor tracking of people [5] and quadcopters [6] , pose estimations of kites for power generation [7] , automation in underground mining environments [8] , industrial warehouses [4] , and tracking of skiers during competition [9] .
The availability of IoT devices and their improvement in computational power are enablers of such robotics applications. For most of these applications we require knowledge of sensor positions for feedback control in autonomous IoT systems. Here, information about the statistics of the localization error can be used to improve system performance. In this context, the work of [5] [6] [7] , [10] employ extended Kalman filtering approaches to fuse ToA measurements with additional inertial measurements collected at each sensor.
Historically, localization algorithms have been developedbased purely on range measurements and can be categorized as noniterative or iterative methods [3] , [8] . The simplest noniterative algorithm is trilateration, a direct method, which computes the 3-D location of a moving sensor directly from distance measurements to four fixed sensors with known locations. Trilateration, however, neglects the information from UWB measurements of additional anchors in an overdetermined system which can be addressed by formulating the problem in a least-squares (LSs) fashion. Although noniterative methods are typically implemented in embedded systems due to their computational simplicity, they naturally lack the localization accuracy of iterative methods as demonstrated in [9] . Various optimization-based methods have been explored to solve the underlying nonlinear LS problem in over-determined localization scenarios. In particular, the Gauss-Newton (GN) method [11] and Broyden-FletcherGoldfarb-Shanno (BFGS) quasi-Newton method [12, Sec. 8.1] have been demonstrated for localization of individual sensors in WSNs [8] , [9] .
In this paper, we propose an optimization-based methodology for the self-localization of an IoT device in indoor environments. This approach allows a sensor to localize itself using the ToA measurements from UWB sensors, so-called anchors, distributed around the (indoor) space. Common applications of UWB range sensors assume exact knowledge of anchor locations. However, obtaining accurate 3-D coordinate measurements of all anchors can be prohibitively expensive and increase the fragility of the system as anchors can be accidentally moved. In this paper, we will therefore follow two approaches for sensor localization, assuming knowledge of true 3-D coordinates of: 1) all anchors as assumed in most common localization methods in the literature or 2) only three anchors used to define a global coordinate system. In the second approach the "anchors" are repeatedly localized as part of the solution methodology which facilitates the practical implementation of large-scale UWB-based localization systems and makes the system more cost-effective and robust. Related work [13] performed a simulation-based study of anchor self-calibration problems. In contrast, this paper uses experimental results to investigate sensor localization problems.
This paper focuses on embedded optimization methods for localization using current off-the-shelf IoT microcontrollers with limited processing power. We use the FORCES Pro optimization environment [14] , [15] to generate efficient solver code that implements iterative nonlinear programming (NLP) algorithms for solving constrained nonlinear optimization problems. Despite the limitations in processing power in IoT devices, the generated code can be ported onto off-the-shelf IoT microcontrollers in a plug-and-play fashion to enable the use of more accurate iterative methods for optimal embedded sensor localization.
In this paper, we present experimental results for the localization of sensors using the proposed optimization approach. The results are collected using an off-the-shelf microcontroller board and integrated UWB radios by Decawave [16] . Our system was the top-ranked tertiary entrant to the Microsoft Indoor Localization Competition 2017 [17] and can be built at very low cost considering the demonstrated indoor localization accuracy in the centimeter range. We focus for the results on a real-world layout of localization in an average indoor environment, where the horizontal expanse is much greater than the vertical expanse. This causes an inherently high sensitivity in the vertical localization accuracy.
Optimization methods that directly solve the localization as an LS problem have been previously investigated in [18] and [19] . A range of nonlinear solvers have been proposed to implement the unconstrained optimization on IoT devices [20] . Optimization-based localization, however, naturally uses constraints to encode additional information, e.g., on geometry, motion or sensor topology, that are oftentimes readily available in IoT sensor deployment and can in turn improve localization accuracy. However, implementing a constrained nonlinear solver for sensor localization is significantly more complex, and existing generic optimization software is not suited for deployment on IoT devices. In this paper, we therefore propose a framework for embedded sensor localization that can include linear and nonlinear inequality constraints with only a modest additional burden on the computation time. Specifically, the type of constraints we consider as being most relevant for localization are: 1) partial position data of anchors, e.g., upper and lower bounds on the z-coordinate of each anchor which can be easily approximated in a typical IoT problem; 2) bounds on possible sensor positions to include problemspecific kinematics; or 3) information on the topology of the localization problem to define boundaries where the sensor can be located. The latter can include nonconvex boundaries, e.g., on the outside of a polytope, which can still be formulated and solved in real-time on IoT devices. We demonstrate the benefits of constrained optimization using experimental data representative for typical indoor localization problems.
Main Contributions: The main contributions of this paper therefore lie in the development and the experimental implementation of an optimization-based localization framework that:
1) can be implemented in a plug-and-play fashion on IoT devices to self-localize sensors; 2) provides improved localization accuracy compared to the state-of-the-art in IoT devices; 3) allows for additional information, specific to the feedback control application at hand, to be included through inequality constraints. Notation: Throughout this paper we use the following notation: N A is the number of anchors; x i ,x i ∈ R 3 , respectively, the true and estimated position of sensor i in 3-D space; (x i , y i , z i ), respectively, the x, y, and z Cartesian coordinates of sensor position x i ; and d ij ,d ij ,d ij , respectively, the true, measured, and estimated distance between x i and x j .
Letting · 2 denote the standard Euclidean norm, it is clear that d ij = x i − x j 2 andd ij = x i −x j 2 . Equality between vectors is interpreted element-wise.
Structure: The remainder of this paper is structured as following. We first formulate the problem in Section II using experimental data of a representative indoor sensor localization problem, then introduce the proposed constrained optimization framework in Section III before illustrating the benefits of optimization-based localization on IoT devices with the experimental results in Section V. We provide in Section IV a discussion on important details for IoT implementation.
II. PROBLEM FORMULATION
In this paper, we aim to localize a sensor, the so-called tag, using N A anchors which are assumed to be fixed in a 3-D field. To localize the tag, we require that at least three of the anchors are not co-linear, and that a fourth anchor lies out of the plane defined by the three anchors.
A. UWB Distance Measurements
Sensor localization using UWB radios typically relies on two different methods, two-way-ranging (TWR) and timedifference-of-arrival (TDOA) [3] . In a TWR approach, the tag actively collects UWB distance measurements to all existing anchors by pinging each anchor individually, as illustrated by the gray lines in Fig. 1(a) . As all timestamps are measured directly on the tag, this approach ensures that differences in clock frequency on anchors and the tag are negligible. This, however, comes with the drawback that the tag is actively involved in collecting the UWB distance measurement and the approach cannot scale to large numbers of simultaneous tag localizations [21] .
To overcome the scaling limitation in TWR, tag localization can be done in a passive fashion, whereby each anchor broadcasts a signal with a unique identifier. Knowing the positions of all anchors, the tag can self-localize itself from the TDOA of all incoming anchor signals. Since this approach requires knowledge of all clock differences between anchors and tags, TDOA suffers from challenging clock drift issues [22] .
B. Experimental Implementation
In this paper, we aim to demonstrate the experimental implementation of an optimization-based approach for tag localization. We have therefore chosen to implement a symmetric double-sided TWR ranging approach to obtain UWB distance measurements between anchors and the tag as it compensates for differences in clock frequencies between each pair [3] . Note that the optimization-based approach we present in this paper can be readily formulated for localization based on TDOA measurements. The experimental implementation using TWR measurements, however, simplifies the exposition.
As illustrated in Fig. 2(a) , the TWR is initiated from the tag (T) by pinging each anchor (A i ). After waiting a predefined time, δ (A i ) , measured in the anchor's clock, the ping is replied to the tag. From the time of flight, f , for both ways and if we know the delay in the anchor's clock, δ (A i ) , the distance between the tag and anchor can be calculated directly. In symmetric double-sided TWR the effect of clock drift is removed by sending an additional signal from tag to anchor. The seemingly redundant additional signal greatly simplifies the implementation to obtain UWB measurements, as we can directly obtain a measure of the difference in clock frequency and the time of flight, f , by comparing t TOA(T) and t TOA(A i ) .
Thus, far we have assumed knowledge of all anchor positions for the tag localization. For the practical implementation we also focus on the scenario where only a few, at least three, anchor locations have been measured precisely whereas the remaining anchors will be repeatedly localized using the optimization approach discussed in Section III. For the so-called anchor self-calibration phase, as depicted by gray lines in Fig. 1(b) for another experimental implementation, we take a round of additional symmetric double-sided TWR measurements between all anchors at much larger time intervals compared to the round of tag measurements.
The experimental system was developed using an off-theshelf microcontroller board with an ARM 32-bit Cortex M4 180 MHz floating point unit. As shown in Fig. 2(b) , we mounted a Decawave DWM1000 UWB module [16] using a breakout board. The resulting IoT device can be used interchangeably as anchor or tag. In this paper, the tag initiates a round of UWB distance measurements between all anchors and the tag itself. The measurements are stored on the tag and used to solve the localization problem as outlined in Section III. Each device can exhibit different transmission delays, which are added to the user-defined delay, δ, and is a separate issue from clock drift. In our implementation, we have calibrated each device following the procedure in [2, Sec. Fig. 3(a) shows the statistics of distance errors from UWB measurements for a pair of IoT devices, i.e., between the tag and an anchor, for eight different anchor locations. Here, we exclude effects from nonline-of-sight but the histogram over 800 distance measurements for each distance indicates the effect of different locations, mostly due to the change in orientation, on the error statistics. Hence, for the UWB devices used in the experiments, we can assume the distance measurements for each location/pair to come from a narrow distribution with a mean offset.
C. UWB Localization Error Statistics
Further, if we look at the statistics of the mean over 32 different locations, as shown in Fig. 3(b) , we can conclude that the mean-offset is approximately normally distributed as distance and relative orientation changes. We have seen the same trend for all pairs of tag/anchor combinations in our experimental implementation. These results are therefore inline with [5] , namely, that we can assume the UWB distance measurements for a specific pair of devices to be corrupted with Gaussian white noise. Note that, in order to obtain unbiased measurements over different locations, we have calibrated the UWB radios to sufficiently remove the effect of individual transmission delay. The resulting range measurements can then be modeled as
where σ TWR denotes the standard deviation and is independent of the distance being measured.
D. Objective of Work
The objective of this paper is to optimally estimate the relative position of an IoT device (tag) for feedback control. For the optimization-based localization the aims are as follows.
1) Use TWR distance measurements from UWB radios (anchors) installed in a 3-D indoor environment. 2) Implement the optimization approach on the IoT device for real-time applications. 3) Optimally localize the tag with precise knowledge of only three of the anchor locations. The latter is relevant for the practical implementation of the UWB localization system, where it may be prohibitively costly to assume exact knowledge of all anchor locations, e.g., by using laser range measurements. Hence, this paper will also explore the optimal localization of all anchors subject to limited knowledge of some (at least three) anchor locations.
III. OPTIMAL SENSOR SELF-LOCALIZATION
In this section, we propose a nonlinear optimization formulation which we have implemented on IoT devices for the self-localization of a tag using TWR measurements to a number of anchors with known locations. As it is impractical to measure all anchor locations in an experimental system, we will first propose a general optimization formulation for the localization of all sensors in a network which in the context of this paper will be the network of anchors.
After the presentation of the different optimization approaches in this section, we provide practical guidelines for solving the optimization-based localization problems efficiently on embedded IoT systems in Section IV. Finally, we also discuss how additional information can be encoded in the optimization framework through inequality constraints, where we specifically analyze improvements in estimation of the z-location. Note that all methods are presented here for 3-D localization, which can be simplified for 2-D localization by setting the third coordinate to zero for all measurements and removing it from the optimization problem.
When a locally optimal iterative algorithm is used to solve nonlinear optimization problems, an initial guess is required to start the algorithm. In this paper, we use trilateration to compute an initial estimate for the tag and, if required, the anchor self-calibration problem. The trilateration method is briefly introduced next.
A. Trilateration Method
Assuming that we have TWR distance measurements between all anchors, we can obtain a first estimate for all N A anchors using trilateration following these steps.
1) Assume all measurements to be their true values.
2) Use the first four sensors to define the datum coordinate system. 3) Estimate the position of the remaining sensors-based only on distance measurements to the four datum sensors. In this way, trilateration ignores the fact that the sensor location estimate is over-determined by the full set of distance measurements.
Once we have either estimated or measured the anchor locations, we can compute the position of the tag,
where we again assumed all UWB measurements to be their true values. In the above equation, Re(·) denotes that the real part of a number, i.e., if the square root in the expression for z T has a negative argument, thenẑ i is estimated to be zero. The optimization-based approach described next can be seen as a method to refine a localization estimate obtained from trilateration. The solution quality of the presented algorithms is affected by the accuracy of the initial guess, and in the numerical results we demonstrate that trilateration is sufficiently accurate for generating an initial guess.
B. Optimization Formulation for Anchor Self-Calibration
The anchor self-calibration problem can be naturally written down as an optimization problem with: 1) the estimated anchor locations as decision variable; 2) measured distances given as parameters of the problem; 3) the coordinate system conventions enforced with constraints; 4) a sensible objective that is an error function between measured and estimated locations. The particular choice of objective determines the accuracy and tractability of the optimization problem.
Here, we propose the most natural objective function which is the LSs of distance errors, leading to the optimization problem min
The equality constraints can be directly substituted into the objective function, resulting in an optimization problem with 3N A − 6 decision variables, and three lower bound inequality constraints. Under the assumption that the d ij measurements are zero-mean Gaussian distributed, this is exactly the maximum likelihood estimator of the anchor locations, and each term is weighted by the inverse of its variance. Writing out the Euclidean norm in (3a)
it is clear that the objective function contains multiple terms involving the square root function. This is important to note because the square root function is concave and quasi-convex on R + , and nondifferentiable at zero. Passing an argument of zero to the square root function occurs when two anchors are co-located, i.e., ifx i =x j for i = j. This is not restrictive, as we can generally assume the true anchor locations to not be co-located. Note that the implementation of the optimization formulation on IoT devices, as discussed in Section IV, further allows other objective functions, e.g., minimizing the errors of the squared distances as proposed for example in [20] .
C. Optimization Formulation for Tag Self-Localization
Here, we assume that we know the locations of all anchors, either by measuring all anchor locations or solving (3) to estimate the missing locations. We can then simplify the above anchor localization problem to arrive at an optimization formulation for the self-localization of the tag only with: 1) the estimated tag location as decision variable and 2) the measured UWB distances between anchors and the tag given as parameters of the problem. We again choose the LSs of distance errors as a sensible objective function, leading to the optimization problem min
where we now assume all anchor locations to be true, i.e., x i = x i for i = 1, . . . , N A . This optimization problem has only three decision variables, and constraints can be added specific to the application at hand.
Similar to the anchor optimization problem in Section III-B, we see that the proposed objective function is nondifferentiable when the tag is co-located with any anchor, i.e., ifx T = x i for i = 1, . . . , N A . This may adversely affect the iterative NLP algorithms used to solve (4) if at some iteration the estimated sensor locations are nearly co-located. Such effects can be readily detected by checking the decision variable at each iteration.
IV. PRACTICABLE IOT IMPLEMENTATION

A. Optimization Solver Choices
Mature software exists for solving generic nonlinear optimization problems on common desktop computers [25] , [26] but these packages are usually too large and too inefficient to be ported to common IoT devices. On the other hand, writing custom code to implement a specific iterative NLP algorithm for a narrow class of problems is prohibitively time-consuming and requires significant optimization expertise. We apply the following techniques in order to solve (3) and (4) on a resource constrained IoT device.
1) Code Generation for IoT: FORCES Pro [15] has been developed to help bridge this gap. It allows the user to express the optimization problem as posed in (3) and (4) with the distance measurements as parameters. FORCES Pro generates code that uses a primal-dual interior point method to solve the optimization problem for any given set of UWB distance measurements and initial guesses. Because the code is generated for a specific problem, it requires far less memory and less computation time than general-purpose optimization software. All memory is statically allocated, and the generated code is library-free, which makes it easy to port it to IoT devices.
2) Global Optimization-Based Localization: When the initial guess is too far from the optimal solution of (3) or (4), then the optimization algorithm may converge only to a local optimum. This issue is commonly addressed using multistarting [27] , where the optimization problem is solved for a set of initial conditions, and the solution with the best objective value is taken to be the optimal solution.
3) Hessian Approximation Scheme: A range of iterative algorithms have been proposed in the literature for solving nonlinear LSs problems [12] , each with different features and complexity. The FORCES Pro NLP solver [14] is an implementation of a line-search interior-point method similar to [26] that works with either BFGS or GN Hessian approximations. Our numerical results demonstrate that both variants are practical for implementation on an embedded system. The GN Hessian approximation variant is the natural choice for solving problems (3) or (4) as it is tailored to LSs problems [28] . However, for the tag localization results in Section V-A, the BFGS Hessian approximation technique out-performed the GN technique for solving some instances of (4) in terms of accuracy, reliability, and computation time. Our simulation-based study in [13] demonstrated that the GN Hessian approximation technique performs up to an order of magnitude faster for randomly generated instances of anchor self-calibration problems (3) .
Further details on the NLP algorithm implemented by FORCES Pro and the Hessian approximation schemes are given in the Appendix.
B. Practical Extensions for Improved Localization
Additional information can be readily added to the optimization-based localization approach while still being a plug-and-play scheme for IoT applications. This is a major benefit of working with the natural optimization formulation and then calling on existing software to generate code for implementing iterative algorithms. Some of these extensions are described below.
1) Inequality Constraints: Imprecise information is often available about the relative configuration of a few sensors or the geometry of the field. This information can be readily included through additional linear or nonlinear inequality constraints. For example, anchor 5 is mounted to the ceiling of the room. This type of information is included as upper and lower bound inequality constraints on the estimated coordinates of the respective sensor, or by an ellipsoidal inclusion constraint enforcing the approximate location. Importantly, the use of an interior point method to enforce inequality constraints means that the computation times increase only slightly. See Section V-B for an experimental example.
2) Missing Distance Measurements: When the sensors are spread over a large volume, it is often not possible to obtain TWR measurements to each anchor, due to insufficient signal strength or objects preventing line-of-sight communication. Both objective functions (3) or (4) can be adjusted for missing distance measurements by removing the respective terms from the sum. In this way, the optimization-based localization methods use all the available information and easily adapt to changes in the sensor topology.
3) Nonconvex Inequality Constraints: One example that falls in this class is a tag localization problem with the constraint that the tag location is outside of a polytope. This is a nonconvex constraint that can be reformulated by augmenting the problem with additional decision variables.
C. Limitations of UWB-Based Indoor Localization
For real-world situations the expanse of the anchor placement is likely to be large in the horizontal plane (i.e., the x-y plane) and small in the vertical direction (i.e., the z-direction). This can mean that even small errors in UWB distance measurements can lead to large errors in the z-location estimate. This is demonstrated in Fig. 4 which depicts a representative scenario for the tag localization results in this paper. The figure shows two localization systems whereby Fig. 4(a) corresponds to an example where all anchors (blue dots) are nearly on a plane and in Fig. 4(b) all anchors are spread also along the z-direction. The experimental distance measurements are used in these examples and the objective function minima (red circles) therefore do not coincide with the true tag location (red dots). The planar anchor placement in Fig. 4(a) further leads to two local minima with significantly larger distance errors compared to Fig. 4(b) .
This trend is also indicated by the contour lines of the LSs objective function which clearly show that the objective function gradient is much smaller in the vertical direction compared to the horizontal directions. We therefore expect the tag localization error to be greatest in the vertical direction with the sensitivity of vertical localization much larger in Fig. 4(a) . There further tends to be a convex region around the minima of the objective function, and the stronger nonconvexities arise in the vicinity of the anchors. Fig. 4 indicates that the z-sensitivity is an inherent limitations of UWB-based indoor localization using only distance measurements. Most feedback control applications, however, will pass the UWB-based location estimates through a Kalman filter that includes model-based information for the particular device being localized. The Hessian of (3) computed at the optimal solution describes the sensitivity of the UWB-based The above analysis demonstrated the sensitivity of the tag localization in the z-direction. The situation is similar for the anchor self-calibration problem. However, even though it is impractical to measure all anchor locations, for most indoor localization applications we can assume the floor to be level. The z-coordinate of each anchor can then be readily measured. This extra information is easily incorporated into the optimization formulation in (3) as either tight constraints on the z-coordinate, or an additional term in the objective that is weighted by the inverse of the z-measurement variance. This greatly improves the overall localization accuracy during the anchor calibration phase and, indirectly, also the tag localization accuracy as discussed in Section V-B.
V. EXPERIMENTAL RESULTS
In this section, we present the localization results for distance measurements collected using the UWB device shown in Fig. 2(b) and the anchor and tag arrangements shown in Fig. 1 . We focus on how the aspects discussed in Sections II-IV influence the accuracy and computational requirements of localization. For all the experimental results, the ground truth position of the UWB antennas was measured with a Vicon motion capture system, which is shown to be millimeter accurate [29] .
A. Tag Localization With Known Anchor Positions
We first consider the case where the anchor positions are precisely known. Although it is impractical to measure all anchor positions for large-scale deployments, the motivation for analyzing this case is to allow for a clearer comparison and conclusions to be drawn. Moreover, certain IoT applications may have the luxury of falling into this category. To investigate how the number of anchors affects the localization accuracy, we consider three subsets of the anchors: 1) one anchor in each corner; 2) an additional anchor along each edge; and 3) all 12 anchors. The first trend to notice is that, in general, the localization accuracy is similar with N A = 4 anchors when comparing the two arrangements. However, for N A = {8, 12} anchors an improvement is observed across all the methods for the anchor arrangement with varying vertical heights. This trend is expected from the insight provided by Fig. 4 that the vertical sensitivity of localization is higher for the field with all but one anchor in the same plane.
The red circle ( ) and red triangle ( ) in Fig. 5 are both trilateration methods as per (2) . As trilateration uses only three anchors to compute a tag location estimate, and the remaining anchors to choose between the positive or negative square root, a different estimate is computed from each combination of three anchors. The difference between the two trilateration methods is that ( ) computes an estimate from five different combinations of anchors and takes the average as the best estimate, while ( ) uses 50 different combinations of anchors. Both methods are identical for N A = 4. A 3-9 cm localization improvement is observed for N A = {8, 12} with the additional 45 combinations of used anchors. The orange cross (×) represents the noniterative linear least square (LLS) method that was implemented as a point of comparison for trilateration. This method uses all anchor position information to compute a tag location estimate with one pseudo inverse operation. Further details of this method are found in [30] , referred to as LLS-RS, and in [19] it is was determined to be the best amongst five LLS variants considered. Four different tag localization methods based on the unconstrained solution of (4) are shown in Fig. 5 , see the Appendix for details on loose inactive constraints that are included. The light blue methods ( ) and (♦) use the BFGS Hessian approximation technique, while the blue methods (¡) and (£) use the GN Hessian approximation technique at each iteration of the interior-point NLP algorithm. All methods use the trilateration estimate ( ) as an initial guess for the NLP algorithm. Methods (♦) and (£) use multistarting by: 1) generating four additional trilateration initial guesses from different combinations of anchors and five further initial guesses as random perturbations in the neighborhood of the ( ) estimate, 2) solving (4) for each initial guess; and 3) returning the solution with the minimum objective value.
The number along the top of Fig. 5 marked with † indicates the number of invalid NLP solutions out of the 21 tag positions to be localized. A solution is considered invalid if either the imposed maximum of 100 NLP iterations is reached, or the objective value of the returned solution is greater than that of the initial guess.
The results in Fig. 5 for the NLP methods indicate that optimization-based localization is a very reliable method for improving tag localization accuracy of a trilateration estimate. The BFGS Hessian approximation returned a valid solution for all instances, while the GN Hessian approximation led to an invalid solution in 7% of the 126 (¡) instances. This reliability of returning a valid solution, combined with the fact that NLP methods always improved on the accuracy of the best trilateration estimate ( ), by up to 6 cm, indicates that the trilateration estimate ( ) is a sufficiently accurate initial guess for the NLP algorithm. For the field of anchors with all but one in the same plane, multistarting improved tag localization accuracy in 5% of instances for the BFGS method, and 24% of instances for GN. Whereas for the field of anchors with various heights 22% of instances showed an improvement for the GN method, no improvement was evident for the BFGS method. This trend follows from the insight provided by Fig. 4 that the field with various height anchors will generally have one local minimum near the tag location and a convex region around it, while the field with many anchors in the same plane may have multiple local minima near the tag location and the local minima found by the NLP algorithm is more sensitive to the initial guess.
Our testing indicated that neither multistarting method was strictly better than the other, i.e., comparing initial guesses from trilateration using different anchor combinations versus random perturbations. This is expected because (4) is a nonconvex global optimization problem and for a general instance of the problem there is no a priori guarantee that the NLP algorithm will find a global optimum. Trilateration initial guesses could find a neighborhood of different local minima because it uses the problem structure, whereas random Table I shows the computation times to solve (4) for each of the NLP methods shown in Fig. 5 . These times are from performing the computations on a Cortex M4 microprocessor unit, as introduced in Section II-B, and demonstrate that optimization-based tag localization can be performed at up to 1 MHz on an IoT device. The computation time increases sublinearly with the number of anchors, and as expected the multistart times are about one order of magnitude greater because ten optimization problems of the same size are solved serially. Additionally, we observe that the minimum and median computation times are comparable for both Hessian approximation methods. However, the worst case computation time is more than an order of magnitude slower for the GN method, including cases where all solutions are valid. Summarizing the results for real-time optimization-based tag localization, it is difficult to guarantee a priori for a particular instance whether a BFGS or GN Hessian approximation method is preferred in terms of reliability, localization accuracy, and computational speed. We therefore recommend solving the NLP using both methods and to choose the solution with the better objective value.
The purple triangle ( ) in Fig. 5 represents an alternative optimization-based tag localization method, as decribed in [31] , implemented as a point of comparison with the NLP method we propose in this paper. The method is based on a convex SDP relaxation of the optimization problem (4). The relaxation introduces matrix decision variables and uses a linear matrix inequality constraint in place of a nonconvex rank 1 constraint. If the matrix decision variables found by the SDP relaxation are such that the rank 1 constraint is satisfied, see [31, eq. (10) ], then the solution is the global optimum of (4) . If the rank 1 condition is not satisfied, the method still provides a localization estimate, but the estimate is generally suboptimal for (4) and is counted as invalid in the results of Fig. 5 . The results indicate that for the field with anchors at varying heights, the SDP method provides less than 1 cm improvement in localization accuracy compared to the best NLP method. While for the field with all but one anchor in the same plane, the SDP method is 4-5 cm less accurate for N A = {8, 12} and 1 cm more accurate for N A = 4. A major benefit of the SDP method is that no initial guess is required because the relaxation is a convex problem. However, Fig. 5 shows that up to one third of the solutions were invalid because the matrix decision variables returned by the solver were not rank 1. Another disadvantage of the SDP approach is that the authors are not aware of any software that allows convex semidefinite optimization programs to be solved in a reasonable computation time on an IoT device like the Cortex M4.
B. Tag Localization With Unknown Anchor Positions
We now consider the more general case where some anchor positions are unknown. In order to provide tag location estimates in the global coordinate frame, we assume that the precise position of three anchors is known and that these anchors are not co-linear. This constitutes a setting that is practical to implement for large-scale IoT deployments.
The computation of the tag location estimates is split into the two phases tabulated in Fig. 6 . To simplify the exposition, we present the results for the field with N A = 12 anchors at varying z-height as per Fig. 1(a) . The first phase is the anchor self-calibration phase. This involves estimating the nine anchor locations that are unknown via either trilateration as per Section III-A, or a solution of the least squares formulation (3) obtained via an NLP solver. The second phase is tag self-localization as per the results in Section V-A, with the anchor positions fixed to those estimated in the first phase. As a point of comparison, the best noniterative and iterative methods (× and ♦, respectively) from Section V-A with all anchor position known are repeated in Fig. 6 . Note that it is also possible to augment (3) with one additional objective for the tag and solve for the unknown anchor and tag locations simultaneously. The resulting overall anchor and tag self-localization performance is not included here for conciseness but it is comparable to the optimization-based results presented in Fig. 6 .
The results in Fig. 6 demonstrate that an optimization-based localization approach used for both the anchor self-calibration and tag self-localization phase (¡) achieves the highest accuracy for this set of experimental data. Interesting to note is that the accuracy is improved by 2-3 cm in comparison to the LLS method (×) with all the anchor positions known.
To demonstrate the flexibility of optimization-based localization for including additional information through inequality constraints we consider that a tight estimate of the z-coordinate is known for all anchors. This type of additional information is motivated by typical indoor localization where the floor is level to within a centimeter and thus the z-position can be readily measured. To this end, results £ in Fig. 6 are solved with 18 additional inequality constraints as a lower and upper bound on the z-coordinate of each of the nine unknown anchor positions. A range of ±5 cm around the true z-coordinate was used for the inequality constraints and Fig. 6 shows that the tag localization accuracy is improved by approximately 2 cm on average. Moreover, the accuracy is within 0.5 cm of that achieved when all the anchor positions are precisely known. It is tractable to solve the anchor self-calibration optimization problem with N A = 12 using a float-precision solver on the Cortex M4 IoT device. The anchor selfcalibration phase for { , ¡} and £ in Fig. 6 was solved using a BFGS Hessian approximation in an average of 138 and 83 ms, respectively. These timings agree with the simulation results in [13, Fig. 2 ] for anchor self-calibration, and that work also shows that the GN Hessian approximation is an order of magnitude faster for problems of this size. As the anchor self-calibration phase is performed only when anchors are repositioned, these timings indicate that such solutions can be readily computed in the order of seconds, depending on problem size. The tag localization phase for { , ¡, £} was solved with a BFGS Hessian approximation in all cases. In summary, these anchor self-calibration timing results, together with the timings in Table I , demonstrate the real-time applicability of optimization-based localization on resource constrained IoT devices for large-scale deployments.
VI. CONCLUSION
This paper proposed the use of code generation software to enable optimization-based sensor self-localization for resource-constrained IoT applications. We presented a nonlinear LSs optimization formulation tailored toward embedded self-localization using range measurements from affordable, off-the-shelf UWB range sensors. The experimental implementation of the system demonstrates the strength of optimizationbased approach to achieve a 2-3-fold improvement in localization accuracy when compared to trilateration which is commonly implemented in embedded systems. Optimizationbased methods consider all available information about measured UWB distances which leads to improved localization performance. We have also compared the experimental results to other LSs formulations, an LLS approximation and another optimization method based on SDP relaxation, which either achieve worse accuracy or are not suitable for an IoT implementation.
To achieve a plug-and-play implementation on IoT devices, we proposed the use of standard software, FORCES Pro, to generate the iterative NLP solver required to solve the nonlinear optimization problem. The benefit of the proposed framework is that additional situation-specific information about the localization problem can be easily incorporated, by adding inequality constraints to the optimization problem, without affecting the viability for IoT devices.
Experimental implementations of UWB-based localization systems typically require an infrastructure consisting of several UWB anchors to be installed. Common UWB applications assume precise knowledge of anchor locations which can be impractical in large-scale IoT environments. We therefore also demonstrated the use of the optimization-based approach for infrastructure calibration to simplify the experimental implementation. This paper also provides further practical guidelines for an optimization-based localization system.
APPENDIX NLP ALGORITHM DETAILS
The NLP algorithm implemented by FORCES Pro differs in a number of aspects from the existing literature on applying optimization-based methods to the localization problems (3) and (4) . As a point of comparison [9, Sec. 4 .3] provides a concise algorithm description for applying the GN and BFGS Hessian approximation techniques to minimize (4) in the absence of constraints on the decision variablex T , making those algorithms unconstrained primal methods. By contrast, the FORCES Pro NLP algorithm uses a primal-dual formulation to compute a search direction at each iteration, and it enforces the constraints on the decision variable using a barrier function approach, making FORCES Pro a primal-dual interior-point method.
For all the NLP results in Section V we use FORCES Pro to implement lower and upper bound constraints on all decision variables. For those variables that are unconstrained we add loose constraints because testing indicated improved numerical stability and reliability of the NLP solver. A lack of such loose constraints could have contributed to the conclusion in [9, Sec. 4.4] that "the GN method did not perform well at all." The constraints are implemented using barrier functions as described in [26, Sec. 3.4] . Letting l, u denote the lower and upper bound, respectively, on a scalar decision variable x, the following barrier function term is added to the objective:
where τ is a barrier parameter that is decreased by the NLP algorithm, and one such term is added for every scalar decision variable. As τ → 0 the NLP algorithm approaches a local optimum of the original objective function, see [14, Sec. 3.3] for a description of the strategy used to decrease the barrier parameter toward zero.
To compute a search direction the FORCES Pro NLP algorithm uses a linearized version of the Karush-Kuhn-Tucker (KKT) conditions for the optimization problem including barrier function terms, see [14, Sec. 3.1] . This linearized KKT system of equations requires computation of the Hessian of the Lagrangian. Using the Hessian directly has two main disadvantages: 1) significant computation is required due to the second order derivatives and 2) as the objective function is nonconvex, the Hessian can be indefinite in parts of the decision variable space and hence extra computation is required to solve the system of equations. For this reason, GN or BFGS approximation techniques are used to ensure a positive definite Hessian approximation at every iteration, and both techniques use only first-order information of the Lagrangian function, see [14, Sec. 3.2] . For localization problem (4), the GN and BFGS Hessian approximation techniques used by FORCES Pro coincide with those presented in [9, Sec. 4.3] . However, the search direction differs because the lower and upper bound barrier function terms enter the linearised KKT equations. When more complex inequality constraints are considered, for example an elliptical constraint on the dynamically reachable tag locations, then the Hessian approximation of FORCES Pro changes because such constraints enter the Lagrangian.
