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DISCRETIZATION AND ANTI-DISCRETIZATION OF
REARRANGEMENT-INVARIANT NORMS
Amiran Gogatishvili and Lubosˇ Pick
Abstract
We develop a new method of discretization and anti-discretization
of weighted inequalities which we apply to norms in classi-
cal Lorentz spaces and to spaces endowed with the so-called
Hilbert norm. Main applications of our results include new in-
tegral conditions characterizing embeddings Γp(v) ↪→ Γq(w) and
Γp(v) ↪→ Λq(w) and an integral characterization of the associate
space to Γp(v), where p, q ∈ (0,∞), v, w are weights on [0,∞)
and
‖f‖Λp(v) =
(∫ ∞
0
f∗(t)pv(t) dt
)1/p
,
‖f‖Γp(v) =
(∫ ∞
0
f∗∗(t)pv(t) dt
)1/p
.
1. Introduction
Let (R, µ) be a totally σ-finite measure space with a non-atomic mea-
sure µ, and letM(R, µ) be the set of all extended complex-valued µ-mea-
surable functions on R. We shall throughout assume that µ(R) = ∞.
For f ∈ M(R, µ), let f∗(t) = µ({x ∈ R; |f(x)| > t}), t ∈ (0,∞), be
the distribution function of f . The non-increasing rearrangement of f
is defined by
f∗(t) = inf {s > 0; f∗(s) ≤ t} , t ∈ [0,∞).(1.1)
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We further set
f∗∗(t) =
1
t
∫ t
0
f∗(s) ds, t ∈ [0,∞).
When v is a non-negative measurable function on [0,∞), we say that v
is a weight.
Definition 1.1. Let p ∈ (0,∞) and let v be a weight. Then the classical
Lorentz space Λp(v) is defined as
Λp(v) =
{
f ∈M(R, µ); ‖f‖Λp(v) :=
(∫ ∞
0
f∗(t)pv(t) dt
)1/p
< ∞
}
.
Let us recall that ‖ · ‖Λp(v) is not always a norm (consider, for example,
the cases when p ∈ (0, 1)), and, indeed, not even a quasinorm (cf. [8,
Corollary 2.2]).
The spaces Λp(v) were introduced by Lorentz in 1951 in [21]. For ap-
propriate values of p and for appropriate weight v this space is a rearran-
gement-invariant Banach function space (for definitions and detailed
study of rearrangement-invariant Banach function spaces see e.g. [3]).
Another type of a function space is obtained by replacing in the de-
finition on ‖ · ‖Λp(v) the f∗ with f∗∗. This space, denoted by Γp(v), is
defined as
Γp(v) =
{
f ∈M(R, µ); ‖f‖Γp(v) :=
(∫ ∞
0
f∗∗(t)pv(t) dt
)1/p
< ∞
}
.
The spaces Γp(v) proved to be quite useful in many branches of functional
analysis, for example in interpolation theory. They are particularly pop-
ular since 1990 when Sawyer [26] used them in order to characterize
certain duality properties of spaces Λp(v), but they can be traced in
earlier works of Caldero´n, Hunt, O’Neil and others.
Naturally, we have seen an extensive research of classical Lorentz
spaces during the 1990’s. Above all, the authors concentrated on seek-
ing manageable and easily-verifiable necessary and sufficient conditions
for embedding theorems involving both Λ and Γ types of spaces. Such
results have an intimate connection to other challenging problems. Let
us name some of them:
Is a given classical Lorentz space (either of type Λ or of type Γ)
a Banach space?
Is the Hardy-Littlewood maximal operator bounded on a given clas-
sical Lorentz spaces?
What is the associate space of Γp(v)?
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All these questions could be answered if only we knew necessary and
sufficient conditions on embeddings between Λ and Γ types of spaces.
The research brought plenty of deep results, cf. e.g. [1], [26], [8], [9],
[10], [16], [30], [31], [32], [28]. A summary of the results on embed-
dings of classical Lorentz spaces known by the end of 1990’s, as well
as some more references, can be found in [7]. For some cases of the
parameters, the characterization of the corresponding embedding is still
not known. In some other cases necessary and sufficient conditions have
been established, but formulated in a way which is not entirely satisfac-
tory, as they might be quite difficult to verify. Typical examples of such
conditions are those expressed in terms of the Halperin level function [7,
Section 7] or in terms of discretizing sequences [16].
In [16], a new approach based on discretization techniques of [25]
and [15] was applied to classical Lorentz spaces in order to obtain
necessary and sufficient conditions on parameters p, q ∈ (0,∞) and
weights v, w such that the embedding Γp(v) ↪→ Γq(w) or the embedding
Γp(v) ↪→ Λ1(w) hold. The former embedding is useful in interpolation
theory while a standard argument applied to the latter provides a char-
acterization of the associate space to Γq(w). The results of [16] meant
a considerable step ahead. However, to verify the conditions formulated
through the discretizing sequences is almost impossible. After [16] was
published many authors tried to obtain more manageable conditions (ex-
pressed, if possible, in an “integral form” —such conditions have been
successfully used for example to characterize weighted Hardy inequali-
ties). As far as we know, no such results have been found so far. In this
paper we develop a new method that leads to such results.
Our approach is based on discretization and (more importantly) anti-
discretization methods combined with the blocking technique from [17].
Let us outline our approach and the structure of the paper. We start
with general discretization and anti-discretization formulae for weighted
integral norms. This is done in Section 2. Next, in Section 3, we present
a discretization of the so-called Hilbert norm. Let us recall that, in a very
general form, the Hilbert norm of a function f is the quantity
(∫ ∞
0
ϕ(x)
(∫ ∞
0
|f(y)|
u(x) + u(y)
dy
)q
ϕ(x) dx
) 1
q
when q ∈ (0,∞), and
sup
x∈(0,∞)
ϕ(x)
(∫ ∞
0
|f(y)|
u(x) + u(y)
dy
)
,
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when q > 0; here u and ϕ are weights satisfying certain conditions (see
Sections 2 and 3 below). Let us recall that, in a very general form, the
Hilbert norm of a function f is the quantity(∫ ∞
0
ϕ(x)
(∫ ∞
0
|f(y)|
u(x) + u(y)
dy
)q
ϕ(x) dx
) 1
q
when q ∈ (0,∞), and
sup
x∈(0,∞)
ϕ(x)
(∫ ∞
0
|f(y)|
u(x) + u(y)
dy
)
,
when q > 0; here u and ϕ are weights satisfying certain conditions (see
Sections 2 and 3 below).
We point out three of the major applications of our results. In Sec-
tions 4 and 5 we establish integral necessary and sufficient conditions
for the embeddings Γp(v) ↪→ Λq(w) and Γp(v) ↪→ Γq(w), respectively.
Finally, in Section 6, we give a precise integral characterization of the
associate space of Γp(v). The results on spaces Γp(v) can be extended
to the more general context of K-spaces (defined through the Peetre
K-functional).
Everywhere below, u, v and w are weights. We shall throughout
denote U(t) =
∫ t
0
u(s) ds, V (t) =
∫ t
0
v(s) ds and W (t) =
∫ t
0
w(s) ds for
t ∈ (0,∞). By A  B we mean that A ≤ CB with some positive C
independent of appropriate quantities. If A  B and B  A, we write
A ≈ B. We say that two functions f , g are equivalent on (0,∞) if there
exists a constant C > 0 such that
C−1f(t) ≤ g(t) ≤ Cf(t) for all t ∈ (0,∞).
2. General anti-discretization theorems
We start with some basic definitions. We follow [15], [25] and [16].
Definition 2.1. Let {ak} be a sequence of positive real numbers. We
say that {ak} is strongly increasing or strongly decreasing and write
{ak}  or {ak}  when
inf
k∈Z
ak+1
ak
> 1 or sup
k∈Z
ak+1
ak
< 1,
respectively.
Definition 2.2. Let ϕ be a continuous strictly increasing function on
[0,∞) such that ϕ(0) = 0 and limt→∞ ϕ(t) = ∞. Then we say that ϕ
is admissible.
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Let ϕ be an admissible function. We say that a function h is ϕ-quasi-
concave if h is equivalent to a non-decreasing function on [0,∞) and hϕ is
equivalent to a non-increasing function on (0,∞). We say that a ϕ-qua-
siconcave function h is non-degenerate if
lim
t→0+
h(t) = lim
t→∞
1
h(t)
= lim
t→∞
h(t)
ϕ(t)
= lim
t→0+
ϕ(t)
h(t)
= 0.(2.1)
The family of non-degenerate ϕ-quasiconcave functions will be denoted
by Ωϕ.
We say that h is quasiconcave when h ∈ Ωϕ with ϕ(t) = t.
Remarks 2.3. (i) It will be useful to note that
h ∈ Ωϕ ⇐⇒ ϕ
h
∈ Ωϕ.(2.2)
(ii) Some authors add the restriction h(t) = 0 if and only if t = 0 to
the definition of a quasiconcave function. However, the only difference
is that our definition recognizes the zero function as quasiconcave.
(iii) Note that any non-degenerate ϕ-quasiconcave function is neces-
sarily continuous on [0,∞).
Definition 2.4. Assume that ϕ is admissible and h ∈ Ωϕ. We say that
{µk}k∈Z is a discretizing sequence for h with respect to ϕ if
(i) µ0 = 1 and ϕ(µk) ;
(ii) h(µk)  and h(µk)ϕ(µk) ;
(iii) there is a decomposition Z = Z1 ∪ Z2 such that Z1 ∩ Z2 = ∅ and,
for every t ∈ [µk, µk+1],
h(µk) ≈ h(t) if k ∈ Z1,(2.3)
h(µk)
ϕ(µk)
≈ h(t)
ϕ(t)
if k ∈ Z2.(2.4)
Remark 2.5. In [16], a special case ϕ(t) = t is treated.
Examples 2.6. (i) Let ϕ(t) = tα, α > 0. Then we recover the situa-
tion which has been in one way or another treated by several authors
(cf. e.g. [5], [22] or [4]).
(ii) When u is a positive function on [0,∞) such that ∫∞
0
u(s) ds =
∞ and f is a locally integrable function, then Ku(f, t) ∈ ΩU , where
Ku(f, t) =
∫ t
0
f∗(s)u(s) ds and U(t) =
∫ t
0
u(s) ds. The operator Ku is
a particular case of the well-known Peetre K-functional.
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(iii) Recently, a considerable attention is being paid to the Hardy
operators involving suprema such as Ru, defined at a locally integrable
function f by
(Ruf)(t) = sup
s∈[t,∞)
u(s)
∫ s
0
f∗(y) dy, t ∈ (0,∞),
where u is a given weight on (0,∞) (see for example [11], [13] or [19]).
If moreover u is such that the function ϕ, defined by
ϕ(t) =
(
sup
s∈[t,∞)
u(s)
)−1
, t ∈ (0,∞),
is admissible, then, for any f , ϕRuf is ϕ-quasiconcave. Indeed, this
follows from the readily verified relation
ϕ(t)(Ruf)(t) ≈ sup
s∈(0,∞)
ϕ(t)
ϕ(s) + ϕ(t)
∫ s
0
f∗(y) dy, t ∈ (0,∞).
(iv) Let 0 < p0 < p1 < ∞, 0 < q0 ≤ q1 < ∞ and let
m =
1
q0
− 1q1
1
p0
− 1p1
.
Then the Caldero´n operator (cf. [3, Chapter 3, Definition 5.1])
(Sf∗)(t) = t−
1
q0
∫ tm
0
s
1
p0
−1f∗(s) ds + t−
1
q1
∫ ∞
tm
s
1
p1
−1f∗(s) ds
satisfies, for any fixed (appropriate) f , (Sf∗)(t)t
1
q0 ∈ Ωϕ, where ϕ(t) =
t
1
q0
− 1q1 .
Lemma 2.7. Let ϕ be an admissible function on [0,∞), let h ∈ Ωϕ and
let a > 1. We define the sequence {µk} by µ0 = 1 and
µk+1 = inf
{
t; min
{
h(t)
h(µk)
,
h(µk)ϕ(t)
ϕ(µk)h(t)
}
= a
}
, when k ≥ 0;(2.5)
µk−1 = inf
{
t; min
{
h(µk)
h(t)
,
h(t)ϕ(µk)
ϕ(t)h(µk)
}
= a
}
, when k ≤ 0.(2.6)
Then {µk} is a discretizing sequence for h with respect to ϕ.
Proof: We have to show that the properties (i), (ii), (iii) from Defini-
tion 2.4 are satisfied. Set
Z1 = {k ∈ Z; ah(µk) = h(µk+1)}, Z2 = Z \ Z1.(2.7)
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Then
h(µk)
ϕ(µk)
= a
h(µk+1)
ϕ(µk+1)
for k ∈ Z2.(2.8)
Since h ∈ Ωϕ, it follows from (2.5) and (2.6) that µk+1 > µk for every
k ∈ Z. Hence, using also (2.5) and (2.6), we get for every k ∈ Z,
h(µk)
ϕ(µk)
≥ ah(µk+1)
ϕ(µk+1)
≥ a h(µk)
ϕ(µk+1)
and therefore, for k ∈ Z,
ϕ(µk+1)
ϕ(µk)
≥ a > 1.
This shows that ϕ(µk) . Next, by (2.5) and (2.6), we have, for k ∈ Z,
h(µk+1)
h(µk)
≥ a > 1, and h(µk+1)
ϕ(µk+1)
ϕ(µk)
h(µk)
≤ 1
a
< 1,
so h(µk)  and h(µk)ϕ(µk) .
Finally, h ∈ Ωϕ, whence, by (2.7), for t ∈ [µk, µk+1],

h(t) ≤ h(µk+1) = ah(µk) ≤ ah(t) when k ∈ Z1;
h(t)
ϕ(t)
≤ h(µk)
ϕ(µk)
= a
h(µk+1)
ϕ(µk+1)
≤ ah(t)
ϕ(t)
when k ∈ Z2,
showing (iii).
Lemma 2.8. Let ϕ be an admissible function. Then the following state-
ments are equivalent:
(i) h ∈ Ωϕ;
(ii) there exists a non-increasing function ψ such that
h(t) ≈
∫ t
0
ψ(s) dϕ(s), t ∈ (0,∞)
(with the Lebesgue-Stieltjes integral on the right);
(iii) there is a non-negative Borel measure η on [0,∞) such that
h(t) ≈
∫
[0,t]
ϕ(s) dη(s) + ϕ(t)
∫
[t,∞)
dη(s), t ∈ (0,∞).(2.9)
Proof: (i)⇒ (ii) Let h ∈ Ωϕ. Then h is a non-degenerate ϕ-quasiconcave
function, and so h(ϕ−1) is quasi-concave with
lim
t→0+
h(ϕ−1)(t) = lim
t→∞
h(ϕ−1)(t)
t
= 0.
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Thus, there exists a non-increasing function θ on (0,∞) such that
h(ϕ−1)(t) ≈
∫ t
0
θ(s) ds, t ∈ (0,∞).
Hence,
h(t) ≈
∫ ϕ(t)
0
θ(s) ds =
∫ t
0
θ(ϕ(s)) dϕ(s), t ∈ (0,∞).
Denoting ψ = θ ◦ ϕ, we get (ii).
(ii)⇒ (iii) Since θ is non-increasing, it follows that ψ is non-increasing,
too. Integrating by parts, we get
h(t) ≈ ψ(t)ϕ(t)−
∫ t
0
ϕ(s) dψ(s), t ∈ (0,∞),
and, to get (iii), it suffices to denote dη = d(−ψ).
(iii) ⇒ (i) Assume that h can be represented as in (2.9). Then, de-
noting dν(s) = ϕ(s) dη(s), we have
h(t) ≈ ϕ(t)
∫
[0,∞)
dν(s)
ϕ(s) + ϕ(t)
, t ∈ (0,∞).(2.10)
Now, the monotonicity properties required in order to verify (i) are ob-
vious.
Definition 2.9. Let ϕ be an admissible function and let ν be a non-
negative Borel measure on [0,∞). We say that the function h defined
as
h(t) = ϕ(t)
∫
[0,∞)
dν(s)
ϕ(s) + ϕ(t)
, t ∈ (0,∞),(2.11)
is the fundamental function of the measure ν with respect to ϕ. We will
also say that ν is a representation measure of h with respect to ϕ.
We say that ν is non-degenerate if the following conditions are satisfied
for every t ∈ (0,∞):∫
[0,∞)
dν(s)
ϕ(s) + ϕ(t)
< ∞, t ∈ (0,∞),
∫
[0,1]
dν(s)
ϕ(s)
=
∫
[1,∞)
dν(s) = ∞.
Remark 2.10. (i) Let ϕ be an admissible function and let ν be a non-
negative non-degenerate Borel measure on [0,∞). Let h be the funda-
mental function of ν with respect to ϕ. Then
h(t) ≈
∫ t
0
∫
[s,∞)
dν(y)
ϕ(y)
dϕ(s), t ∈ (0,∞),(2.12)
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and also
h(t) ≈
∫
[0,t]
dν(s) + ϕ(t)
∫
[t,∞)
dν(s)
ϕ(s)
, t ∈ (0,∞).(2.13)
Moreover, h ∈ Ωϕ. In particular, by Lemma 2.7, there always exists
a discretizing sequence for h with respect to ϕ.
Indeed, (2.12) follows immediately from (2.11) and the Fubini
theorem, while (2.13) is an immediate consequence of (2.11) and the
monotonicity of ϕ. From (2.12) it is clear that h is non-decreasing and
also that hϕ is non-increasing because it is an integral mean of a non-
increasing function. Finally, the non-degeneracy requirements in (2.1)
follow from (2.12) and (2.13) combined with the Monotone Convergence
Theorem.
(ii) Conversely, if ϕ is an admissible function and h ∈ Ωϕ, then there
exists a representation measure ν. This follows from Remark 2.10 (i)
and Lemma 2.8; indeed, we can put dν = ϕdη.
Theorem 2.11. Let p, q, r ∈ (0,∞). Let u be an admissible function.
Let ν be a non-negative non-degenerate Borel measure on [0,∞), and
let h be the fundamental function of ν with respect to uq. Let σ ∈ Ωup .
Let {µk} be a discretizing sequence for h with respect to uq. Then∫
[0,∞)
h(t)
r
q−1
σ(t)
r
p
dν(t) ≈
∑
k∈Z
h(µk)
r
q
σ(µk)
r
p
.
Proof: Let a > 2, and let Z1, Z2 be defined by (2.7) (with ϕ = uq).
Then∫
[0,∞)
h(t)
r
q−1
σ(t)
r
p
dν(t) =
∑
k∈Z
∫
[µk,µk+1)
h(t)
r
q−1
σ(t)
r
p
dν(t) =
∑
k∈Z1
+
∑
k∈Z2
= I+II,
say. For k ∈ Z1, h(µk+1) = ah(µk), and∫
[µk,µk+1)
dν(t)  h(µk+1)  h(µk).
Thus, since σ is equivalent to a non-decreasing function, we get from (2.3)
I 
∑
k∈Z1
h(µk)
r
q−1
σ(µk)
r
p
∫
[µk,µk+1)
dν(t) 
∑
k∈Z1
h(µk)
r
q−1
σ(µk)
r
p
h(µk) 
∑
k∈Z1
h(µk)
r
q
σ(µk)
r
p
.
For k ∈ Z2, by (2.8) we have
a
h(µk+1)
u(µk+1)q
=
h(µk)
u(µk)q
,
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and therefore∫
[µk,µk+1)
u−q(t) dν(t)  h(µk)
uq(µk)
 h(µk+1)
uq(µk+1)
.
Since σu−p is decreasing, using (2.4) and (2.8) we obtain
II =
∑
k∈Z2
∫
[µk,µk+1)
h(t)
r
q−1
σ(t)
r
p
dν(t)
=
∑
k∈Z2
∫
[µk,µk+1)
h(t)
r
q−1
u(t)r
u(t)r
σ(t)
r
p
dν(t)
≤
∑
k∈Z2
u(µk+1)r
σ(µk+1)
r
p
∫
[µk,µk+1)
h(t)
r
q−1
u(t)r
dν(t)
≈
∑
k∈Z2
h(µk+1)
r
q−1
σ(µk+1)
r
p
u(µk+1)q
∫
[µk,µk+1)
u(t)−q dν(t)

∑
k∈Z
h(µk+1)
r
q
σ(µk+1)
r
p
.
This shows the upper bound.
To prove the converse, let λk ∈ [µk−1, µk) be such that h(µk) = ah(λk)
and γk ∈ (µk, µk+1] be such that
a
h(γk)
u(γk)q
=
h(µk)
u(µk)q
.
Therefore, we have (using that σu−p is equivalent to a non-increasing
function)
∫
[µk,µk+1)
h(t)
r
q−1
σ(t)
r
p
dν(t)  h(µk)
r
q−1
σ(µk)
r
p
u(µk)q
∫
[µk,γk)
u(t)−q dν(t)
and, using that σ is equivalent to a non-decreasing function and (2.3),
∫
[µk−1,µk)
h(t)
r
q−1
σ(t)
r
p
dν(t)  h(µk)
r
q−1
σ(µk)
r
p
∫
[λk,µk)
dν(t).
Discretization and Anti-Discretization 321
Combining the last two estimates we get
∫
[µk−1,µk+1)
h(t)
r
q−1
σ(t)
r
p
dν(t)
 h(µk)
r
q−1
σ(µk)
r
p
[∫
[0,µk]
dν(t) + u(µk)q
∫
[µk,∞)
u(t)−q dν(t)
−
∫
[0,λk]
dν(t)− u(µk)q
∫
[γk,∞)
u(t)−q dν(t)
]
 h(µk)
r
q−1
σ(µk)
r
p
[
h(µk)− h(λk)− h(γk)u(µk)
q
u(γk)q
]
=
h(µk)
r
q−1
σ(µk)
r
p
[
h(µk)− 2ah(µk)
]
=
(
1− 2a
) h(µk) rq
σ(µk)
r
p
,
from which we obtain∫
[0,∞)
h(t)
r
q−1
σ(t)
r
p
dν(t) ≈
∑
k∈Z
∫
[µk−1,µk+1)
h(t)
r
q−1
σ(t)
r
p
dν(t) 
∑
k∈Z
h(µk)
r
q
σ(µk)
r
p
,
proving the lower bound.
The key problem for the application of the preceding theorem is,
given h, to find a non-negative representation measure ν. A simple
sufficient condition for this to happen is formulated in the next example.
Example 2.12. Let p, q, r, u and σ be as in Theorem 2.11 and assume
further that h ≥ 0 is a non-decreasing function on [0,∞) such that h′
and (uq)′ exist and
h′
(uq)′
is nonincreasing and continuous.
Set
Φ(s) = − h
′(s)
(uq)′(s)
, s ∈ (0,∞).
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By differentiation,
h(t) =
∫ t
0
u(s)q dΦ(s) + u(t)q
∫ ∞
t
dΦ(s), t ∈ (0,∞).
Then, uq dΦ is a positive measure, and h ∈ Ωuq by Remark 2.10 (i).
Furthermore, let {µk} be a discretizing sequence for h with respect to uq.
Then, by Theorem 2.11,∫ ∞
0
h(t)
r
q−1
σ(t)
r
p
u(t)q dΦ(t) ≈
∑
k∈Z
h(µk)
r
q
σ(µk)
r
p
.
In the special case we get the following discretization formula for the
Lebesgue norm.
Corollary 2.13. Let q ∈ (0,∞), let u be an admissible function, let
f ∈ Ωu, let ν be a non-negative non-degenerate Borel measure on [0,∞)
and let h be the fundamental function of ν with respect to uq. Let {µk}
be a discretizing sequence for h with respect to uq. Then(∫
[0,∞)
(
f(t)
u(t)
)q
dν(t)
) 1
q
≈
(∑
k∈Z
(
f(µk)
u(µk)
)q
h(µk)
) 1
q
.
Proof: We apply Theorem 2.11 with the following parameters: r = q,
p = 1, and σ = uf . It remains to observe that, by (2.2), f ∈ Ωu is
equivalent to σ ∈ Ωu.
Theorem 2.14. Let ϕ be an admissible function, let ν be a non-negative
non-degenerate Borel measure on [0,∞), and let h be the fundamental
function of ν with respect to ϕ. Set
dθ(t) =
ϕ(t)
∫
[0,t]
dν(y)
∫
[t,∞)
dν(s)
ϕ(s)
h3(t)
dϕ(t), t ∈ (0,∞).
Then ϕh is equivalent to the fundamental function of θ with respect to ϕ.
Proof: We denote
I =
∫ t
0
ϕ(s)
∫
[0,s]
dν(y)
∫
[s,∞)
dν(τ)
ϕ(τ)
h3(s)
dϕ(s), t ∈ (0,∞),
and
II = ϕ(t)
∫ ∞
t
∫
[0,s]
dν(y)
∫
[s,∞)
dν(τ)
ϕ(τ)
h3(s)
dϕ(s), t ∈ (0,∞),
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and claim that
ϕ(t)
h(t)
≈ I + II, t ∈ (0,∞).
We start with proving the lower bound. First note that, by (2.13),
ϕ(s)
∫
[s,∞)
dν(y)
ϕ(y)
 h(s), s ∈ (0,∞).
Therefore, for t ∈ (0,∞),
I 
∫ t
0
∫
[0,s]
dν(y)[∫
[0,s]
dν(y) + ϕ(s)
∫
[s,∞)
dν(τ)
ϕ(τ)
]2 dϕ(s)
=
∫ t
0
ϕ(s)−2
∫
[0,s]
dν(y)[
ϕ(s)−1
∫
[0,s]
dν(y) +
∫
[s,∞)
dν(τ)
ϕ(τ)
]2 dϕ(s)
=
ϕ(t)
h(t)
.
Similarly, using the estimate
∫
[0,s]
dν(y)  h(s), s ∈ (0,∞),
which, once again, follows from (2.13), we have
II ϕ(t)
∫ ∞
t
∫
[s,∞)
dν(τ)
ϕ(τ)[∫
[0,s]
dν(y) + ϕ(s)
∫
[s,∞)
dν(τ)
ϕ(τ)
]2 dϕ(s)= ϕ(t)h(t) , t∈(0,∞).
Thus, finally,
I + II  ϕ(t)
h(t)
, t ∈ (0,∞).
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Conversely, observe that, for t ∈ (0,∞),
I 
∫
[t,∞)
dν(τ)
ϕ(τ)
∫ t
0
∫
[0,s]
dν(y)ϕ(s)−2[
ϕ(s)−1
∫
[0,s]
dν(y) +
∫
[s,∞)
dν(τ)
ϕ(τ)
]3 dϕ(s)

∫
[t,∞)
dν(τ)
ϕ(τ)[
ϕ(t)−1
∫
[0,t]
dν(y) +
∫
[t,∞)
dν(τ)
ϕ(τ)
]2
≈
ϕ(t)2
∫
[t,∞)
dν(τ)
ϕ(τ)
h(t)2
,
and, similarly,
II  ϕ(t)
∫
[0,t]
dν(y)
∫ ∞
t
∫
[s,∞)
dν(τ)
ϕ(τ)[∫
[0,s]
dν(y) + ϕ(s)
∫
[s,∞)
dν(τ)
ϕ(τ)
]3 dϕ(s)

ϕ(t)
∫
[0,t]
dν(y)
h(t)2
.
Now, obviously,
I + II 
ϕ(t)
∫
[0,t]
dν(y) + ϕ(t)2
∫
[t,∞)
dν(τ)
ϕ(τ)
h(t)2
 ϕ(t)
h(t)
, t ∈ (0,∞).
Theorem 2.15. Let p, q, r ∈ (0,∞). Let u be an admissible function.
Let f ∈ Ωup . Let ν be a non-negative non-degenerate Borel measure
on [0,∞) and let g be the fundamental function of ν with respect to uq.
Let {µk} be a discretizing sequence of g with respect to uq. Then∫ ∞
0
f(t)
r
p
∫
[0,t]
dν(s)
∫
[t,∞) u(y)
−q dν(y)
g(t)
r
q +2
d(uq)(t) ≈
∑
k∈Z
f(µk)
r
p
g(µk)
r
q
.(2.14)
Proof: Set
dθ(t) =
u(t)q
∫
[0,t)
dν(s)
∫
[t,∞)
dν(y)
u(y)q
g3(t)
d(uq)(t), t ∈ (0,∞).
Then, by Theorem 2.14, u
q
g is equivalent to the fundamental function
of θ with respect to uq. Note that, by (2.2), f ∈ Ωup is equivalent to
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up
f ∈ Ωup . Therefore, by Theorem 2.11, applied to h = u
q
g , ν = θ and
σ = u
p
f , we obtain
∫ ∞
0
[
u(t)q
g(t)
] r
q−1
[
u(t)p
f(t)
] r
p
dθ(t) ≈
∑
k∈Z
[
u(µk)
q
g(µk)
] r
q
[
u(µk)p
f(µk)
] r
p
=
∑
k∈Z
f(µk)
r
p
g(µk)
r
q
.(2.15)
Since the integrals on the left-hand sides of (2.14) and (2.15) coincide,
the assertion follows.
3. Discretization of the Hilbert norm
We begin by quoting some known results. For our first lemma, see for
example [16].
Lemma 3.1. Let {ak}k∈Z, {σk}k∈Z, and {τk}k∈Z be sequences of non-
negative numbers. Let p ∈ (0,∞).
(i) If σk , then{∑
k∈Z
[ ∞∑
m=k
am
]p
σpk
} 1
p
≈
{∑
m∈Z
(amσm)
p
} 1
p
.
(ii) If τk , then
{∑
k∈Z
[
k∑
m=−∞
am
]p
τpk
} 1
p
≈
{∑
m∈Z
(amτm)
p
} 1
p
.
The following three lemmas are elementary and most likely well
known. For example, they can be proved by an argument similar to
that used in the proof of [16, Proposition 2.1].
Lemma 3.2. Let {ak}k∈Z, {σk}k∈Z, and {τk}k∈Z be sequences of non-
negative numbers.
(i) If σk , then ∑
k∈Z
(
sup
m≥k
am
)
σk ≈
∑
m∈Z
amσm.
(ii) If τk , then
∑
k∈Z
(
sup
m≤k
am
)
τk ≈
∑
m∈Z
amτm.
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Lemma 3.3. Let {ak}k∈Z, {σk}k∈Z, and {τk}k∈Z be sequences of non-
negative numbers. Let p ∈ (0,∞).
(i) If σk , then
sup
k∈Z

∑
m≥k
am


p
σk ≈ sup
m∈Z
apmσm.
(ii) If τk , then
sup
k∈Z

∑
m≤k
am


p
τk ≈ sup
m∈Z
apmτm.
Lemma 3.4. Let {ak}k∈Z, {σk}k∈Z, and {τk}k∈Z be sequences of non-
negative numbers.
(i) If σk , then
sup
k∈Z
(
sup
m≥k
am
)
σk ≈ sup
m∈Z
amσm.
(ii) If τk , then
sup
k∈Z
(
sup
m≤k
am
)
τk ≈ sup
m∈Z
amτm.
Next we shall prove an important lemma on an equivalence of two
discretizing sequences.
Lemma 3.5. Let p, q, r ∈ (0,∞). Let u be an admissible function. Let
h ∈ Ωuq and g ∈ Ωup . Let {µk} be a discretizing sequence of h with
respect to uq and let {λk} be a discretizing sequence of g with respect
to up. Then
∑
k∈Z
h(µk)
r
q
g(µk)
r
p
≈
∑
∈Z
h(λ)
r
q
g(λ)
r
p
and
sup
t∈(0,∞)
h(t)
1
q
g(t)
1
p
≈ sup
k∈Z
h(µk)
1
q
g(µk)
1
p
≈ sup
∈Z
h(λ)
1
q
g(λ)
1
p
.
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Proof: Since h(µk)  and h(µk)uq(µk) , we have∑
k∈Z
h(µk)
r
q
g(µk)
r
p
=
∑
∈Z
∑
λ≤µk<λ+1
h(µk)
r
q
g(µk)
r
p
=
∑
∈Z1
+
∑
∈Z2
.
For the first sum, we have by (2.3), (2.7) and (2.8)∑
∈Z1
∑
λ≤µk<λ+1
h(µk)
r
q
g(µk)
r
p

∑
∈Z1
1
g(λ+1)
r
p
∑
µk<λ+1
h(µk)
r
q 
∑
∈Z
h(λ+1)
r
q
g(λ+1)
r
p
.
Similarly,∑
∈Z2
∑
λ≤µk<λ+1
h(µk)
r
q
g(µk)
r
p

∑
∈Z2
u(λ)r
g(λ)
r
p
∑
λ≤µk
h(µk)
r
q
u(µk)r

∑
∈Z
h(λ)
r
q
g(λ)
r
p
.
On replacing the roles of λk and µk, we get the converse inequality.
As for the second assertion, observe that
sup
t∈(0,∞)
h(t)
1
q
g(t)
1
p
= sup
k∈Z
sup
µk≤t<µk+1
h(t)
1
q
g(t)
1
p
.
If now k ∈ Z1, then, by (2.3) for h and (2.7) for g,
sup
µk≤t<µk+1
h(t)
1
q
g(t)
1
p
 h(µk)
1
q
g(µk)
1
p
.
If k ∈ Z2, then
sup
µk≤t<µk+1
h(t)
1
q
g(t)
1
p
 h(µk)
1
q
u(µk)
sup
µk≤t<µk+1
u(t)
g(t)
1
p
 h(µk)
1
q
g(µk)
1
p
.
We thus conclude that
sup
t∈(0,∞)
h(t)
1
q
g(t)
1
p
 sup
k∈Z
h(µk)
1
q
g(µk)
1
p
and by the same way we get
sup
t∈(0,∞)
h(t)
1
q
g(t)
1
p
 sup
∈Z
h(λ)
1
q
g(λ)
1
p
.
Now we shall prove a discretization lemma for a Hilbert norm, a main
result of this section.
We work within the following fixed scheme: u is an admissible func-
tion, ν is a positive measure on [0,∞), q ∈ (0,∞) and
h(t) =
∫
[0,∞)
u(t)q
(u(s) + u(t))q
dν(s), t ∈ (0,∞).
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Recall that
h(t) ≈
∫
[0,t]
dν(s) + u(t)q
∫
[t,∞)
u(s)−q dν(s), t ∈ (0,∞).
We shall further assume that ν is non-degenerate.
In this setup, we have
Lemma 3.6. Let q ∈ (0,∞), let u be an admissible function and let ν
be a non-degenerate positive Borel measure. Let h be the fundamental
function of ν with respect to uq and let f be a measurable function on
[0,∞). Let {xk} be a discretizing sequence for h with respect to uq. Then
∫ ∞
0
(∫
[0,∞)
|f(y)|
u(x) + u(y)
dy
)q
dν(x)
≈
∑
k∈Z
(∫
[0,∞)
|f(y)|
u(xk) + u(y)
dy
)q
h(xk)
≈
∑
k∈Z
(
u−1(xk)
∫ xk
xk−1
|f(y)| dy +
∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)
≈
∑
k∈Z1
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)
+
∑
k∈Z2
(∫ xk+1
xk
|f(y)| dy
)q
u(xk)−qh(xk)
≈
∑
k∈Z
(∫ xk+1
xk
|f(y)|u(y)−1h(y) 1q dy
)q
.
Proof: Clearly, the function g(x) = u(x)
∫∞
0
|f(y)|
u(x)+u(y) dy belongs to Ωu.
Using Corollary 2.13 with the measure u(x)−q dν, we obtain the first
relation.
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Since
∫ ∞
0
|f(y)|
u(xk) + u(y)
dy ≈ u(xk)−1
∫ xk
0
|f(y)| dy +
∫ ∞
xk
|f(y)|u(y)−1 dy,
h(xk)  and h(xk)u(xk)q , we get the second relation by Lemma 3.1. The
converse inequality is trivial.
To prove the third equivalence, it suffices to show that
∑
k∈Z
(
u−1(xk)
∫ xk
xk−1
|f(y)| dy +
∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)

∑
k∈Z1
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)
+
∑
k∈Z2
(∫ xk+1
xk
|f(y)| dy
)q
u(xk)−qh(xk).
When k − 1 ∈ Z1, we have h(xk) = ah(xk−1). Thus,
∑
k∈Z
u−q(xk)
(∫ xk
xk−1
|f(y)| dy
)q
h(xk)
≤ a
∑
k−1∈Z1
(∫ xk
xk−1
|f(y)|u(y)−1 dy
)q
h(xk−1)
+
∑
k−1∈Z2
(∫ xk
xk−1
|f(y)| dy
)q
u(xk−1)−qh(xk−1)
= a
∑
k∈Z1
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)
+
∑
k∈Z2
(∫ xk+1
xk
|f(y)| dy
)q
u(xk)−qh(xk).
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Using the monotonicity of u, we obtain the remaining estimate
∑
k∈Z
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)

∑
k∈Z1
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
h(xk)
+
∑
k∈Z2
(∫ xk+1
xk
|f(y)| dy
)q
u(xk)−qh(xk).
Finally, the last equivalence is a simple consequence of (2.3) and
(2.4).
Lemma 3.7. Let q ∈ (0,∞), let u be an admissible function and let ν
be a non-degenerate positive Borel measure. Let h be the fundamental
function of ν with respect to uq and let f be a measurable function on
[0,∞). Let {xk} be a discretizing sequence for h with respect to uq. Then
(∫
[0,∞)
(
sup
y∈(0,∞)
|f(y)|
u(x) + u(y)
)q
dν(x)
)
≈
∑
k∈Z
(
sup
y∈(0,∞)
|f(y)|
u(xk) + u(y)
)q
h(xk)
≈
∑
k∈Z
(
u−1(xk) sup
xk−1≤y<xk
|f(y)|+ sup
xk≤y<xk+1
|f(y)|u(y)−1
)q
h(xk)
≈
∑
k∈Z1
sup
xk≤y<xk+1
|f(y)|qu(y)−qh(xk)
+
∑
k∈Z2
sup
xk≤y<xk+1
|f(y)|qu(xk)−qh(xk)
≈
∑
k∈Z
sup
xk≤y<xk+1
|f(y)|qu(y)−qh(y).
Proof: This follows on using Corollary 2.13 and Lemma 3.2.
Discretization and Anti-Discretization 331
Lemma 3.8. Let q ∈ (0,∞). Let u be an admissible function and let
ϕ ∈ Ωuq . Let {xk} be a discretizing sequence for ϕ with respect to uq.
Let f be a measurable function on [0,∞). Then
sup
x∈(0,∞)
ϕ(x)
(∫ ∞
0
|f(y)|
u(x) + u(y)
dy
)q
≈ sup
k∈Z
ϕ(xk)
(∫ ∞
0
|f(y)|
u(xk) + u(y)
dy
)q
≈ sup
k∈Z
ϕ(xk)u(xk)−q
(∫ xk
xk−1
|f(y)| dy
)q
+ sup
k∈Z
ϕ(xk)
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
≈ sup
k∈Z1
ϕ(xk)
(∫ xk+1
xk
|f(y)|u(y)−1 dy
)q
+ sup
k∈Z2
ϕ(xk)u(xk)−q
(∫ xk+1
xk
|f(y)| dy
)q
≈ sup
k∈Z
(∫ xk+1
xk
|f(y)|u(y)−1ϕ(y) 1q dy
)q
.
Proof: This follows from using Lemmas 3.3 and 3.5.
Lemma 3.9. Let u be an admissible function and let ϕ ∈ Ωu. Let {xk}
be a discretizing sequence for ϕ with respect to u. Then
sup
x∈(0,∞)
ϕ(x) sup
0<y<∞
|f(y)|
u(x) + u(y)
≈ sup
k∈Z
ϕ(xk) sup
0<y<∞
|f(y)|
u(xk) + u(y)
≈ sup
k∈Z
ϕ(xk)u(xk)−1 sup
xk−1<y<xk
|f(y)|
+ sup
k∈Z
ϕ(xk) sup
xk<y<xk+1
|f(y)|u(y)−1
≈ sup
k∈Z1
ϕ(xk) sup
xk≤y<xk+1
|f(y)|u(y)−1
+ sup
k∈Z2
ϕ(xk)u(xk)−1 sup
xk<y<xk+1
|f(y)|
≈ sup
k∈Z
sup
xk≤y<xk+1
|f(y)|u(y)−1ϕ(y).
Proof: This follows from using Lemmas 3.4 and 3.5.
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4. Embeddings of classical Lorentz spaces, type Γ ↪→ Λ
As our first main application we shall establish necessary and sufficient
conditions such that the inequality(∫ ∞
0
(f∗(t))q w(t) dt
) 1
q
≤ C
(∫ ∞
0
(f∗∗u (t))
p
v(t) dt
) 1
p
(4.1)
holds for every f ∈M(R, µ), where f∗∗u (t) = 1U(t)
∫ t
0
f∗(s)u(s) ds, u, v, w
are weights, U(t) =
∫ t
0
u(s) ds, and p, q ∈ (0,∞).
In the proof of the necessity part of our main theorem we will need
the following version of the classical Landau resonance theorem.
Proposition 4.1. Let {wk} and {vk}, k ∈ Z, be two (double-infinite)
sequences of positive real numbers. Let p, q ∈ (0,∞) and assume that the
inequality (∑
k∈Z
aqkvk
) 1
q

(∑
k∈Z
apkwk
) 1
p
is satisfied for every sequence {ak} of non-negative real numbers.
(i) If p ≤ q, then
sup
k∈Z
w
− qp
k vk < ∞.
(ii) If p > q, then(∑
k∈Z
w
− rp
k v
r
q
k
) 1
r
< ∞, where r = pq
p− q .
This assertion is well known. For the sake of completeness, let us just
point out that a simple direct proof of (i) is seen from setting, for a given
k ∈ Z,
aj =

w
− 1p
k when j = k;
0 when j = k;
while (ii) follows on putting
ak =


(
vk
wk
) 1
p−q
when k ∈ [−N,N ];
0 otherwise.
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This shows
(
N∑
k=−N
w
− rp
k v
r
q
k
) 1
r
≤ C
with C independent of N , and we just have to let N →∞.
Our main result reads as follows.
Theorem 4.2. Let u, v, w be locally integrable weights on [0,∞). Let
p, q ∈ (0,∞). When p > q, we set r = pqp−q . Assume that u is such
that Up is admissible and the measure v(t) dt is non-degenerate with
respect to Up.
(i) If 0 < p ≤ q < ∞ and 1 ≤ q < ∞, then (4.1) holds for some C > 0
and all f if and only if
A(1) = sup
t∈(0,∞)
W (t)
1
q(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) 1
p
< ∞.
(ii) If 1 ≤ q < p < ∞, then (4.1) holds for some C > 0 and all f if
and only if
A(2) =

∫ ∞
0
U(t)r
[
supy∈[t,∞) U(y)−rW (y)
r
q
]
(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) r
p +2
× V (t)
∫ ∞
t
U(s)−pv(s) ds d(Up(t))


1
r
< ∞.
(iii) If 0 < p ≤ q < 1, then (4.1) holds for some C > 0 and all f if and
only if
A(3) = sup
t∈(0,∞)
W (t)
1
q + U(t)
(∫∞
t
W (s)
q
1−q w(s)U(s)−
q
1−q ds
) 1−q
q
(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) 1
p
< ∞.
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(iv) If 0 < q < 1 and 0 < q < p, then (4.1) holds for some C > 0 and
all f if and only if A(4) < ∞, where
A(4)=


∫ ∞
0
[
W (t)
1
1−q +U(t)
q
1−q
∫∞
t
W (s)
q
1−q w(s)U(s)−
q
1−q ds
]r(1−q)
q −1
(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) r
p
×W (t) q1−q w(t) dt


1
r
.
Moreover, A(4) ≈ A(5), where
A(5)=


∫ ∞
0
[
W (t)
1
1−q +U(t)
q
1−q
∫∞
t
W (s)
q
1−q w(s)U(s)−
q
1−q ds
]r(1−q)
q
(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) r
p +2
× V (t)
∫ ∞
t
U(s)−pv(s) ds d(Up(t))


1
r
.
Proof: We start with the upper bounds (sufficiency). First, a standard
argument shows that it is enough to prove (4.1) for f satisfying f∗(t) =∫∞
t
h(s) ds, where h is some positive measurable function on (0,∞).
That is, we only have to prove
(4.2)
(∫ ∞
0
(∫ ∞
t
h(s) ds
)q
w(t) dt
) 1
q
≤ C
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) 1
p
for every h ≥ 0.
Define
ϕ(t) = U(t)p
∫ ∞
0
v(s)
(U(s) + U(t))p
ds.(4.3)
Then ϕ ∈ ΩUp , and therefore there exists a discretizing sequence for ϕ
with respect to Up. Let {xk} be one such sequence. Then ϕ(xk)  and
ϕ(xk)
U(xk)p
. Furthermore, there is a decomposition Z = Z1∪Z2, Z1∩Z2 = ∅
such that for every k ∈ Z1 and t ∈ ∆k = [xk, xk+1], ϕ(t) ≈ ϕ(xk) and
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for every k ∈ Z2 and t ∈ ∆k, ϕ(t)U(t)p ≈ ϕ(xk)U(xk)p . By Lemma 3.6, applied to
f = hU and h = ϕ, we have(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) 1
p
≈
(∑
k∈Z
(∫ ∞
0
U(s)h(s)
U(xk) + U(s)
ds
)p
ϕ(xk)
) 1
p
≈
(∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)p) 1p
.
(4.4)
For the left side of (4.2), we get∫ ∞
0
(∫ ∞
t
h(s) ds
)q
w(t) dt
=
∑
k∈Z
∫ xk+1
xk
(∫ ∞
t
h(s) ds
)q
w(t) dt
≈
∑
k∈Z
∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt
+
∑
k∈Z
∫ xk+1
xk
w(t) dt
(∫ ∞
xk+1
h(s) ds
)q
= I + II.
(4.5)
Now we shall distinguish several cases. Assume first that 1 ≤ q < ∞.
We shall use the Hardy inequality (cf. [24])∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt

(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q
sup
t∈[xk,xk+1]
ϕ(t)−
q
p
∫ t
xk
w(s) ds,
where the constant does not depend on {xk}. We obtain
I 
∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q
sup
t∈[xk,xk+1]
ϕ(t)−
q
p
∫ t
xk
w(y) dy.(4.6)
336 A. Gogatishvili, L. Pick
Let p ≤ q, Using (4.4) and Lemma 3.9,
I 
∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q
× sup
k∈Z
sup
t∈[xk,xk+1]
ϕ(t)−
q
p
∫ t
0
w(y) dy

(∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)p) qp
× sup
t∈(0,∞)
ϕ(t)−
q
p
∫ t
0
w(y) dy

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
× sup
t∈(0,∞)
ϕ(t)−
q
p
∫ t
0
w(y) dy
 A(1)q
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
.
(4.7)
Finally, we also have
II≤
(∑
k∈Z
(∫ ∞
xk+1
h(s) ds
)p
ϕ(xk+1)
) q
p
sup
k∈Z
ϕ(xk+1)−
q
p
∫ xk+1
0
w(t) dt
≤A(1)q
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
,
(4.8)
and (4.2) follows from (4.5), (4.7) and (4.8).
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Now assume that 1 ≤ q < p. Using the Ho¨lder inequality for sums
with exponents pq and
p
p−q in (4.6), we get
I 
(∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)p) qp
×
(∑
k∈Z
sup
t∈[xk,xk+1]
ϕ(t)−
r
p
(∫ t
xk
w(y) dy
) r
q
) q
r
.
Now on employing (4.4), Lemma 3.7 and Theorem 2.15 (applied to
parameters g = ϕ, xk = µk, dν(t) = v(t) dt, uq = Up), we obtain
I ≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×

∫ ∞
0
U(t)r
[
sups∈[t,∞) U(s)−rW (s)
r
q
]
ϕ(t)
r
p +2
× V (t)
∫ ∞
t
U(y)−pv(y) dy


q
p
d(Up)(t)
≤ A(2)q
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
.
(4.9)
Similarly we obtain
II 
(∑
k∈Z
(∫ xk+2
xk+1
h(s) ds
)p
ϕ(xk+1)
) q
p
(∑
k∈Z
W (xk+1)
r
q ϕ(xk+1)−
r
p
) q
r
.
On using (4.4), we get
(4.10) II ≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
(∑
k∈Z
W (xk)
r
q ϕ(xk)−
r
p
) q
r
.
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As
W (xk)
r
q ≤
(
U(xk)q sup
t∈[xk,∞)
U(t)−qW (t)
) r
q
,
we obtain from Theorem 2.15
II ≤ A(2)q
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
.(4.11)
From (4.5), (4.9) and (4.11) we get (4.2).
Now let us assume that 0 < q < 1. By a simple modification of [28,
Theorem 3.3], we have∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt

(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q(∫ xk+1
xk
(∫ t
xk
w(y) dy
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)1−q
with constant independent of xk. We get
(4.12) I 
∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q
×
(∫ xk+1
xk
(∫ t
xk
w(y) dy
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)1−q
.
Let 0 < p ≤ q < 1, then, by (4.4) and Lemma 3.8,
I 
∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)q
× sup
k∈Z
(∫ xk+1
xk
W (t)
q
1−q w(t)ϕ(t)−
q
p(1−q) dt
)1−q

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
× sup
t∈(0,∞)
W (t) + U(t)q
(∫∞
t
W (y)
q
1−q w(y)U(y)−
q
1−q dy
)1−q
ϕ(t)
q
p
.
(4.13)
As A(1) ≤ A(3), we can combine (4.5), (4.13), and (4.8) to obtain (4.2).
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Let now 0 < q < 1 and q < p. Using the Ho¨lder inequality in (4.12)
with exponents pq and
r
q and then (4.4) and Lemma 3.6, we get
I 
(∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)p) qp
×

∑
k∈Z
(∫ xk+1
xk
W (t)
q
1−q w(t)ϕ(t)−
q
p(1−q) dt
) r(1−q)
q


q
r

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×

∑
k∈Z
W (xk)
r
q +
(
U(xk)
q
1−q
∫∞
xk
W (t)
q
1−q w(t)U(t)−
q
1−q dt
)r(1−q)
q
ϕ(xk)
r
p


q
r
.
(4.14)
Now, combining (4.14) and (4.10) (note that (4.10) was in fact estab-
lished for every q ∈ (0,∞)), we have
I + II ≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×

∑
k∈Z
W (xk)
r
q +
(
U(xk)
q
1−q
∫∞
xk
W (t)
q
1−q w(t)U(t)−
q
1−q dt
) r(1−q)
q
ϕ(xk)
r
p


q
r
.
Applying Theorem 2.11 to the function
∫ x
0
W (t)
q
1−q w(t) dt + U(x)
q
1−q
∫ ∞
x
W (t)
q
1−q w(t)U(t)−
q
1−q dt
in place of h and ϕ in place of σ, we get that the last term is bounded
above by A(4). Hence, we get (4.2). Using Theorem 2.14, we see that
A(4) ≈ A(5).
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Necessity: Let {xk} be a discretizing sequence for ϕ from (4.3). By (4.4)
and (4.1),
(4.15)
(∑
k∈Z
∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt
) 1
q

(∑
k∈Z
(∫ xk+1
xk
h(s)ϕ(s)
1
p ds
)p) 1p
.
Let 1 ≤ q < ∞. For k ∈ Z, let hk be functions that saturate the Hardy
inequality (cf. [24]), that is, functions satisfying supphk ⊂ [xk, xk+1),∫ xk+1
xk
ϕ(s)
1
p hk(s) ds = 1, and
∫ xk+1
xk
(∫ xk+1
t
hk(s) ds
)q
w(t) dt  sup
xk<t≤xk+1
ϕ(t)−
q
p
∫ t
xk
w(y) dy.
Then we define the test function
h(s) =
∑
akhk(s),
where {ak} is a sequence of non-negative real numbers.
We thus have
(∑
k∈Z
aqk sup
xk<t≤xk+1
ϕ(t)−
q
p
∫ t
xk
w(s) ds
) 1
q

(∑
k∈Z
apk
) 1
p
.(4.16)
Let p ≤ q. Then, by Proposition 4.1,
sup
k∈Z
sup
t∈(xk,xk+1]
ϕ(t)−
q
p
∫ t
xk
w(s) ds < ∞.
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By Lemma 3.3 (ii),
A(1)sup
k∈Z
sup
t∈(xk,xk+1]
ϕ(t)−
1
p W (t)
1
q
sup
k∈Z
sup
t∈(xk,xk+1]
ϕ(t)−
1
p
(∫ t
xk
w(s) ds
)1
q
+sup
k∈Z
ϕ(xk)−
1
p W (xk)
1
q
sup
k∈Z
sup
t∈(xk,xk+1]
ϕ(t)−
1
p
(∫ t
xk
w(s) ds
)1
q
+sup
k∈Z
ϕ(xk)−
1
p
(∫ xk
xk−1
w(s) ds
)1
q
sup
k∈Z
sup
t∈(xk,xk+1]
ϕ(t)−
1
p
(∫ t
xk
w(s) ds
)1
q
< ∞.
Let q < p. We obtain from (4.16) and Proposition 4.1
∑
k∈Z
(
sup
xk<t≤xk+1
ϕ(t)−
q
p
∫ t
xk
w(s) ds
) r
q


1
r
< ∞.
By Theorem 2.15 (applied to µk = xk, g = ϕ, uq = Up and dν(t) =
v(t) dt), Lemma 3.2 and Lemma 3.1, we have by Lemma 3.7
A(2) 
(∑
k∈Z
U(xk)r sups∈[xk,∞) U(s)
−rW (s)
r
q
ϕ(xk)
r
p
) 1
r

(∑
k∈Z
sup
s∈[xk,xk+1]
ϕ(s)−
r
p W (s)
r
q
) 1
r

(∑
k∈Z
W (xk)
r
q
ϕ(xk)
r
p
) 1
r
+
(∑
k∈Z
sup
s∈[xk,xk+1]
ϕ(s)−
r
p
(∫ s
xk
w(y) dy
) r
q
) 1
r


∑
k∈Z
(∫ xk+1
xk
w(s) ds
) r
q
ϕ(xk)
r
p


1
r
+
(∑
k∈Z
sup
s∈[xk,xk+1]
ϕ(s)−
r
p
(∫ s
xk
w(y) dy
) r
q
) 1
r
< ∞.
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Let 0 < q < 1. For k ∈ Z, define hk so that supphk ∈ [xk, xk+1],∫ xk+1
xk
hk(s)ϕ(s)
1
p ds = 1, and
∫ xk+1
xk
(∫ xk+1
t
hk(s) ds
)q
w(t) dt

(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)1−q
.
This is possible thanks to the saturation of the Hardy inequality and due
to a simple modification of [28, Theorem 3.3]. Let {ak} be a sequence
of non-negative real numbers. We define
h(s) =
∑
k∈Z
akhk(s).
From (4.15) we get, using the definition of tk and h,
(4.17)

∑
k∈Z
aqk
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)1−q
1
q

(∑
k∈Z
apk
) 1
p
.
Let p ≤ q. Then, by Proposition 4.1,
sup
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)1−q
< ∞.(4.18)
By Lemma 3.8 and Lemma 3.3 we get
A(3)  sup
k∈Z
(∫ xk+1
xk
W
q
1−q (t)w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
 sup
k∈Z
W (xk)
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
+ sup
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
.
(4.19)
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By (4.18), the second summand on the right hand side of (4.19) is
finite. It remains to estimate the first term, that is, to show that also
sup
k∈Z
W (xk)
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
< ∞.
This is obvious when
∫ xk+1
xk
w(s) ds≤W (xk). Assume that
∫ xk+1
xk
w(s) ds>
W (xk), and let tk ∈ [xk, xk+1] be such that
∫ tk
xk
w(s) ds = W (xk). Then,
by (4.18)
sup
k∈Z
W (xk)
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
 sup
k∈Z
W (xk)
(∫ tk
xk
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
+ sup
k∈Z
W (xk)
(∫ xk+1
tk
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
 sup
k∈Z
ϕ(xk)−
1
p W (xk)
1
q
+ sup
k∈Z
(∫ xk+1
tk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
.
Now,
sup
k∈Z
ϕ(xk)−
1
pW (xk)
1
q ≈sup
k∈Z
ϕ(xk)−
1
p
(∫ xk
xk−1
w(s) ds
) 1
q
≤sup
k∈Z
ϕ(xk)−
1
p

∫ xk
xk−1
(∫ t
xk−1
w(s) ds
) q
1−q
w(t) dt


1−q
q
≤sup
k∈Z

∫ xk
xk−1
ϕ(t)−
q
p(1−q)
(∫ t
xk−1
w(s) ds
) q
1−q
w(t) dt


1−q
q
,
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and
sup
k∈Z
(∫ xk+1
tk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
≤
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) 1−q
q
< ∞.
Hence, A(3) < ∞.
Let now q < p, then we get, by (4.17) and Proposition 4.1,

∑
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)(1−q)r
q


1
r
<∞.(4.20)
By Theorem 2.11 and Lemma 3.5, we get
A(4) ≈

∑
k∈Z
W (xk)
r
q +U(xk)r
(∫∞
xk
W (t)
q
1−q w(t)U(t)−
q
1−q dt
)(1−q)r
q
ϕ(xk)
r
p


1
r
≈

∑
k∈Z
(∫ xk+1
xk
W (t)
q
1−q w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
≈

∑
k∈Z
W (xk)r
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
+

∑
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
.
(4.21)
By (4.20), the second term is finite.
Discretization and Anti-Discretization 345
Next, note that
W (xk)r
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q
ϕ(xk)−
r
p W (xk)
r
q+
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
)(1−q)r
q
.
Indeed, if
∫ xk+1
xk
w(s) ds < W (xk), then
W (xk)r
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q
≤ ϕ(xk)− rp W (xk)r
(∫ xk+1
xk
w(t) dt
) (1−q)r
q
≤ ϕ(xk)− rp W (xk) rq .
Now assume that
∫ xk+1
xk
w(s) ds ≥ W (xk). Let tk ∈ [xk, xk+1] be such
that
∫ tk
xk
w(s) ds = W (xk). Then we have
W (xk)r
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q
≤ W (xk)r
(∫ tk
xk
w(t) dt
) (1−q)r
q
ϕ(xk)−
r
p
+
(∫ xk+1
tk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q
 ϕ(xk)−
r
p W (xk)
r
q
+
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q
.
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We thus have

∑
k∈Z
W (xk)r
(∫ xk+1
xk
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
≤
(∑
k∈Z
ϕ(xk)−
r
p W (xk)
r
q
) 1
r
+

∑
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
,
(4.22)
and, using Lemma 3.1 (i),
(∑
k∈Z
W (xk)
r
q ϕ(xk)−
r
p
) 1
r
≈
(∑
k∈Z
(∫ xk+1
xk
w(s) ds
) r
q
ϕ(xk+1)−
r
p
) 1
r


∑
k∈Z
(∫ xk+1
xk
(∫ t
xk
w(s) ds
) q
1−q
w(t)ϕ(t)−
q
p(1−q) dt
) (1−q)r
q


1
r
,
(4.23)
which is finite by (4.20).
Finally, combining (4.21), (4.23) and (4.22), we obtain A(4) < ∞.
The proof is complete.
5. Embeddings of classical Lorentz spaces, type Γ ↪→ Γ
In this section we characterize the inequality(∫ ∞
0
f∗∗u (t)
qw(t) dt
) 1
q
≤ C
(∫ ∞
0
f∗∗u (t)
pv(t) dt
) 1
p
,(5.1)
where p, q ∈ (0,∞) and u, v, w are weights.
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Our main result reads as follows.
Theorem 5.1. Let p, q ∈ (0,∞) and let u, v, w be weights. Assume
that v(t) dt is a non-degenerate measure with respect to Up.
(i) Let 0 < p ≤ q < ∞. Then (5.1) holds if and only if
A(6) = sup
t∈(0,∞)
(
W (t) + U(t)q
∫∞
t
U(s)−qw(s) ds
) 1
q(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) 1
p
< ∞.
(ii) Let 0 < q < p < ∞. Then (5.1) holds if and only if
A(7) =
(∫ ∞
0
(
W (t) + U(t)q
∫∞
t
U(y)−qw(y) dy
) r
q(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) r
p +2
× V (t)
∫ ∞
t
U(s)−pv(s) ds d(Up)(t)
) 1
r
< ∞,
where, again, r = pqp−q . Moreover, A(7) ≈ A(8), where
A(8) =
(∫ ∞
0
(
W (t) + U(t)q
∫∞
t
U(s)−qw(s) ds
) r
q−1 w(t)(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) r
p
dt
) 1
r
< ∞.
Proof: Sufficiency: First, in order to prove (5.1) it is enough to show
(5.2)
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)q
w(t) dt
) 1
q
≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) 1
p
.
Let ϕ be defined as in (4.3) and let {xk} be a discretizing sequence for ϕ.
Recall that then ϕ(xk) , ϕ(xk)U−p(xk) , and there is a decomposition
Z = Z1∪Z2 such that Z1∩Z2 = ∅ and for k ∈ Z1 and t ∈ ∆k := [xk, xk+1]
we have ϕ(t) ≈ ϕ(xk), while for k ∈ Z1 and t ∈ ∆k we have ϕ(t)U(t)−p ≈
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ϕ(xk)U(xk)−p. By (4.4),∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
)q
w(t) dt

∑
k∈Z
∫ xk+1
xk
(∫ ∞
t
h(s) ds
)q
w(t) dt
+
∫ xk+1
xk
(∫ t
0
h(s)U(s) ds
)q
U(t)−qw(t) dt

∑
k∈Z1
∫ xk+1
xk
w(t) dt
(∫ ∞
xk
h(s) ds
)q
+
∑
k∈Z2
∫ xk+1
xk
w(t) dt
(∫ ∞
xk+1
h(s) ds
)q
+
∑
k∈Z2
∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt
+
∑
k∈Z2
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk+1
0
U(s)h(s) ds
)q
+
∑
k∈Z1
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk
0
U(s)h(s) ds
)q
+
∑
k∈Z1
∫ xk+1
xk
(∫ t
xk
U(s)h(s) ds
)q
U(t)−qw(t) dt
≈
∑
k∈Z1
∫ xk+1
xk
w(t) dt
(∫ ∞
xk
h(s) ds
)q
+
∑
k∈Z1
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk
0
U(s)h(s) ds
)q
+
∑
k∈Z2
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk+1
0
U(s)h(s) ds
)q
+
∑
k∈Z2
∫ xk+1
xk
w(t) dt
(∫ ∞
xk+1
h(s) ds
)q
= I + II + III + IV,
say.
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Let first p ≤ q. Then
I =
∑
k∈Z1
∫ xk+1
xk
w(t) dt
(∫ ∞
xk
h(s) ds
)q
≤
( ∑
k∈Z1
(∫ ∞
xk
h(s) ds
)p
ϕ(xk)
) q
p
sup
k∈Z1
ϕ(xk)−
q
p
∫ xk+1
0
w(t) dt,
II =
∑
k∈Z1
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk
0
U(s)h(s) ds
)q
≤
( ∑
k∈Z1
(∫ xk
0
U(s)h(s) ds
)p
U(xk)−pϕ(xk)
) q
p
× sup
k∈Z1
ϕ(xk)−
q
p U(xk)q
∫ ∞
xk
w(t)U(t)−q dt,
III =
∑
k∈Z2
∫ xk+1
xk
U(t)−qw(t) dt
(∫ xk+1
0
U(s)h(s) ds
)q
≤
( ∑
k∈Z2
(∫ xk+1
0
U(s)h(s) ds
)p
U(xk+1)−pϕ(xk+1)
) q
p
× sup
k∈Z2
ϕ(xk+1)−
q
p U(xk+1)q
∫ ∞
xk
w(t)U(t)−q dt,
and
IV =
∑
k∈Z2
∫ xk+1
xk
w(t) dt
(∫ ∞
xk+1
h(s) ds
)q
≤
( ∑
k∈Z2
(∫ ∞
xk+1
h(s) ds
)p
ϕ(xk+1)
) q
p
× sup
k∈Z2
ϕ(xk+1)−
q
p
∫ xk+1
0
w(t) dt.
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Using the fact that
ϕ(xk) ≈ ϕ(xk+1) when k ∈ Z1
and
ϕ(xk)U(xk)−p ≈ ϕ(xk+1)U(xk+1)−p when k ∈ Z2,
we get
∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)q
w(t) dt
 A(6)q
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
)q
.
Now assume that q < p. Using the Ho¨lder inequality with parameters
p
q and
p
p−q , Lemma 3.1 (i), and (4.4), we obtain
I ≤
( ∑
k∈Z1
(∫ ∞
xk
h(s) ds
)p
ϕ(xk)
) q
p
×
( ∑
k∈Z1
W (xk+1)
r
q ϕ(xk)−
r
p
) q
r

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
( ∑
k∈Z1
W (xk+1)
r
q ϕ(xk+1)−
r
p
) q
r

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
(∑
k∈Z
W (xk)
r
q ϕ(xk)−
r
p
) q
r
,
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II ≤
( ∑
k∈Z1
(∫ xk
0
U(s)h(s) ds
)p
U(xk)−pϕ(xk)
) q
p
×
( ∑
k∈Z1
(∫ ∞
xk
w(t)U(t)−q dt
) r
q
ϕ(xk)−
r
p U(xk)r
) q
r
≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
( ∑
k∈Z1
(∫ ∞
xk
w(t)U(t)−q dt
) r
q
ϕ(xk)−
r
p U(xk)r
) q
r
,
III ≤
( ∑
k∈Z2
(∫ xk+1
0
U(s)h(s) ds
)p
U(xk+1)−pϕ(xk+1)
) q
p
×
( ∑
k∈Z2
(∫ ∞
xk
w(t)U(t)−q dt
) r
q
ϕ(xk+1)−
r
p U(xk+1)r
) r
q

(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
( ∑
k∈Z2
(∫ ∞
xk
w(t)U(t)−q dt
) r
q
ϕ(xk)−
r
p U(xk)r
) q
r
and
IV ≤
( ∑
k∈Z2
(∫ ∞
xk+1
h(s) ds
)p
ϕ(xk+1)
) q
p
×
( ∑
k∈Z2
(∫ xk+1
0
w(t) dt
) r
q
ϕ(xk+1)−
r
p
) q
r
≤
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) q
p
×
(∑
k∈Z
(∫ xk
0
w(t) dt
) r
q
ϕ(xk)−
r
p
) q
r
.
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Combining all these estimates with Theorem 2.15, we get the desired
estimate
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)q
w(t) dt
) 1
q
≤ A(7)
(∫ ∞
0
(∫ ∞
0
U(s)h(s)
U(s) + U(t)
ds
)p
v(t) dt
) 1
p
.
Necessity: We still assume that {xk} is a discretizing sequence for the
function ϕ from (4.3). From (5.2) we have
( ∑
k∈Z1
∫ xk+1
xk
(∫ xk+1
t
h(s) ds
)q
w(t) dt
+
∑
k∈Z2
∫ xk+1
xk
(∫ t
xk
h(s)U(s) ds
)q
U(t)−qw(t) dt
) 1
q
≤
( ∑
k∈Z1
(∫ xk+1
xk
h(s) ds
)p
ϕ(xk)
+
∑
k∈Z2
(∫ xk+1
xk
h(s)U(s) ds
)p
U(xk)−pϕ(xk)
) 1
p
(5.3)
Let tk ∈ [xk, xk+1] be such that, for k ∈ Z1,
∫ tk
xk
w(s) ds = 12
∫ xk+1
xk
w(s) ds
and, for k ∈ Z2,
∫ tk
xk
U(s)−qw(s) ds = 12
∫ xk+1
xk
U(s)−qw(s) ds.
Let {ak} be a sequence of non-negative real numbers. We define
h(x) =
∑
k∈Z1
ak
xk+1 − tk χ[tk,xk+1](x) +
∑
k∈Z2
ak∫ tk
xk
U(s) ds
χ[xk,tk](x).
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Now, we get from (5.3)
( ∑
k∈Z1
aqk
∫ xk+1
xk
w(t) dt +
∑
k∈Z2
aqk
∫ xk+1
xk
U(t)−qw(t) dt
) 1
q

( ∑
k∈Z1
aqkϕ(xk) +
∑
k∈Z2
apkU(xk)
−pϕ(xk)
) 1
p
for every sequence {ak}.
Assume first that p ≤ q. Then, by Lemma 3.8 and Proposition 4.1,
A(6) < sup
k∈Z1
(∫ xk+1
xk
w(t) dt
) 1
q
ϕ(xk)−
1
p
+ sup
k∈Z2
(∫ xk+1
xk
U(t)−qw(t) dt
) 1
q
U(xk)rϕ(xk)−
1
p < ∞.
Now, let q < p. Then( ∑
k∈Z1
(∫ xk+1
xk
w(t) dt
) r
q
ϕ(xk)−
r
p
+
∑
k∈Z2
(∫ xk+1
xk
U(t)−qw(t) dt
) r
q
U(xk)rϕ(xk)−
r
p
) 1
r
< ∞.
By Theorem 2.15 and Proposition 4.1,
A(7) ≈
(∑
k∈Z
(
W (xk) + U(xk)q
∫ ∞
xk
U(t)−qw(t) dt
) r
q
ϕ(xk)−
r
p
) 1
r
≈
( ∑
k∈Z1
(∫ xk+1
xk
w(t) dt
) r
q
ϕ(xk)−
r
p
+
∑
k∈Z2
(∫ xk+1
xk
U(t)−qw(t) dt
) r
q
ϕ(xk)−
r
p U(xk)r
) 1
r
,
hence A(7) < ∞. Now, A(7) ≈ A(8) by Theorem 2.11, Theorem 2.15
and Lemma 3.5. The proof is complete.
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6. Associate spaces of the spaces Γp(v)
Here we present a characterization of the associate space of
Γpu(v) =
{
f ∈M(R, µ); ‖f‖Γpu(v) :=
(∫ ∞
0
(f∗∗u (t))
p
v(t) dt
)1/p
< ∞
}
,
where u, v are weights and p ∈ (0,∞).
Theorem 6.1. Let u, v be positive weights on [0,∞). Let p ∈ (0,∞).
Set X = Γpu(v) and let X
′ denote its associate space, that is,
‖g‖X′ = sup
{∫ ∞
0
f∗(t)g∗(t) dt; ‖f‖X ≤ 1
}
.
(i) Let 0 < p ≤ 1. Then
‖g‖X′ ≈ sup
t∈(0,∞)
∫ t
0
g∗(s) ds(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
) 1
p
.
(ii) Let 1 < p < ∞. Then
‖g‖X′ ≈

∫ ∞
0
[
supy∈[t,∞) U(y)−p
′ (∫ y
0
g∗(τ) dτ
)p′]
(
V (t) + U(t)p
∫∞
t
U(s)−pv(s) ds
)p′+1
× U(t)p′V (t)
∫ ∞
t
U(s)−pv(s) ds d(Up)(t)


1
p′
.
Proof: This is just a simple application of Theorem 4.2 to q = 1 and
w = g∗.
In the classical situation (that is, when u ≡ 1), the associate norm can
be characterized by a little simpler expression, which is worth pointing
out.
Theorem 6.2. Let v be a positive weight on [0,∞). Let p ∈ (0,∞).
Denote X = Γp(v) and X ′ its associate space.
(i) Let 0 < p ≤ 1. Then
‖g‖X′ ≈ sup
t∈(0,∞)
∫ t
0
g∗(s) ds(
V (t) + tp
∫∞
t
s−pv(s) ds
) 1
p
.
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(ii) Let 1 < p < ∞. Then
‖g‖X′ ≈
(∫ ∞
0
g∗∗(t)p
′ tp
′+p−1V (t)
∫∞
t
s−pv(s) ds(
V (t) + tp
∫∞
t
s−pv(s) ds
)p′+1 dt
) 1
p′
.
Remark 6.3. Let us recall that the following special case of Theorem 6.2
was proved in [12, Theorem 2.7]:
Assume that
V (t)  tp
∫ ∞
t
s−pv(s) ds, t ∈ (0,∞).
(This is satisfied for example when v is non-decreasing on (0,∞).) Then
‖g‖(Γp(v))′ ≈
(∫ ∞
0
g∗∗(t)p
′
(∫∞
t
s−pv(s) ds
)p′−1 dtt
) 1
p′
.
From Theorem 6.2 we can however also obtain a converse assertion:
Assume that
V (t)  tp
∫ ∞
t
s−pv(s) ds, t ∈ (0,∞).
(This is satisfied for example when v is non-increasing on (0,∞) and
moreover v(t)t  V (t) for t ∈ (0,∞).) Then
‖g‖(Γp(v))′ ≈
(∫ ∞
0
tp
′−1 g
∗∗(t)p
′
V (t)p′−1
) 1
p′
.
Remark 6.4. When this paper was already written, it was brought to
our attention that G. Sinnamon has recently obtained another charac-
terization of the dual of Γp(v).
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