A new nonmonotone line search algorithm is proposed and analyzed. In our scheme, we require that an average of the successive function values decreases, while the traditional nonmonotone approach of Grippo, Lampariello, and Lucidi [SIAM J. Numer. Anal., 23 (1986), pp. 707-716] requires that a maximum of recent function values decreases. We prove global convergence for nonconvex, smooth functions, and R-linear convergence for strongly convex functions. For the L-BFGS method and the unconstrained optimization problems in the CUTE library, the new nonmonotone line search algorithm used fewer function and gradient evaluations, on average, than either the monotone or the traditional nonmonotone scheme.
Introduction.
We consider the unconstrained optimization problem min x∈ n f (x), (1.1) where f :
n → is continuously differentiable. Many iterative methods for (1.1) produce a sequence x 0 , x 1 , x 2 , . . . , where x k+1 is generated from x k , the current direction d k , and the stepsize α k > 0 by the rule
In monotone line search methods, α k is chosen so that f (x k+1 ) < f(x k ). In nonmonotone line search methods, some growth in the function value is permitted. As pointed out by many researchers (for example, see [4, 16] ), nonmonotone schemes can improve the likelihood of finding a global optimum; also, they can improve convergence speed in cases where a monotone scheme is forced to creep along the bottom of a narrow curved valley. Encouraging numerical results have been reported [6, 8, 11, 14, 15, 16] when nonmonotone schemes were applied to difficult nonlinear problems.
The earliest nonmonotone line search framework was developed by Grippo, Lampariello, and Lucidi in [7] for Newton's methods. Their approach was roughly the following: Parameters λ 1 , λ 2 , σ, and δ are introduced where 0 < λ 1 < λ 2 and σ, δ ∈ (0, 1), and they set α k =ᾱ k σ h k whereᾱ k ∈ (λ 1 , λ 2 ) is the "trial step" and h k is the smallest nonnegative integer such that
Here the gradient of f at x k , ∇f (x k ), is a row vector. The memory m k at step k is a nondecreasing integer, bounded by some fixed integer M . More precisely, m 0 = 0 and for k > 0, 0 ≤ m k ≤ min{m k−1 + 1, M}.
Many subsequent papers, such as [2, 6, 8, 11, 15, 18] , have exploited nonmonotone line search techniques of this nature.
Although these nonmonotone techniques based on (1.2) work well in many cases, there are some drawbacks. First, a good function value generated in any iteration is essentially discarded due to the max in (1.2). Second, in some cases, the numerical performance is very dependent on the choice of M (see [7, 15, 16] ). Furthermore, it has been pointed out by Dai [4] that although an iterative method is generating R-linearly convergent iterations for a strongly convex function, the iterates may not satisfy the condition (1.2) for k sufficiently large, for any fixed bound M on the memory. Dai's example is
The iterates converge R-superlinearly to the minimizer x * = 0; however, condition (1.2) is not satisfied for k sufficiently large and any fixed M .
Our nonmonotone line search algorithm, which was partly studied in the first author's masters thesis [17] , has the same general form as the scheme of Grippo, Lampariello, and Lucidi, except that their "max" is replaced by an average of function values. More precisely, our nonmonotone line search algorithm is the following:
Nonmonotone Line Search Algorithm (NLSA).
• Initialization: Choose starting guess x 0 , and parameters 0 ≤ η min ≤ η max ≤ 1, 0 < δ < σ < 1 < ρ, and µ > 0. Set C 0 = f (x 0 ), Q 0 = 1, and k = 0.
• Convergence test: If ∇f (x k ) sufficiently small, then stop.
• Line search update: Set x k+1 = x k + α k d k where α k satisfies either the (nonmonotone) Wolfe conditions:
or the (nonmonotone) Armijo conditions: α k =ᾱ k ρ h k , whereᾱ k > 0 is the trial step, and h k is the largest integer such that (1.4) holds and α k ≤ µ.
• Cost update: Choose η k ∈ [η min , η max ], and set
Replace k by k + 1 and return to the convergence test. Observe that C k+1 is a convex combination of C k and f (x k+1 ). Since C 0 = f (x 0 ), it follows that C k is a convex combination of the function values f (x 0 ), f(x 1 ), . . . , f(x k ). The choice of η k controls the degree of nonmonotonicity. If η k = 0 for each k, then the line search is the usual monotone Wolfe or Armijo line search. If η k = 1 for each k, then C k = A k , where
is the average function value. The scheme with C k = A k was suggested to us by Yu-hong Dai. In [9] , the possibility of comparing the current function value with an average of M previous function values was also analyzed; however, since M is fixed, not all previous function values are averaged together as in (1.6). As we show in Lemma 1.1, for any choice of η k ∈ [0, 1], C k lies between f k and A k , which implies that the line search update is well-defined. As η k approaches 0, the line search closely approximates the usual monotone line search, and as η k approaches 1, the scheme becomes more nonmonotone, treating all the previous function values with equal weight when we compute the average cost value 
we have
This establishes the lower bound for C k in Lemma 1.1.
The upper bound C k ≤ A k is proved by induction. For k = 0, this holds by the initialization C 0 = f (x 0 ). Now assume that C j ≤ A j for all 0 ≤ j < k. By (1.6), the initialization Q 0 = 1, and the fact that η k ∈ [0, 1], we have
By the induction step,
Relations (1.9) and (1.10) imply the upper bound of C k in Lemma 1.1.
Since both the standard Wolfe and Armijo conditions can be satisfied when ∇f (x k )d k < 0 and f (x) is bounded from below, and since f k ≤ C k , it follows that for each k, α k can be chosen to satisfy either the Wolfe or the Armijo line search conditions in the nonmonotone line search algorithm.
Our paper is organized as follows: In section 2 we prove global convergence under appropriate conditions on the search directions. In section 3 necessary and sufficient conditions for R-linear convergence are established. In section 4 we implement our scheme in the context of Nocedal's L-BFGS quasi-Newton method [10, 13] , and we give numerical comparisons using the unconstrained problems in the CUTE test problem library [3] .
Global convergence.
To begin, we give a lower bound for the step generated by the nonmonotone line search algorithm. Here and elsewhere, · denotes the Euclidean norm, and
T , a column vector. 
If the Armijo conditions are satisfied, then
Proof. We consider the lower bounds (2.1) and (2.2) in the following two cases.
Case 1. Suppose that α k satisfies the Wolfe conditions. By (1.5), we have
which implies (2.1). Case 2. Suppose that α k satisfies the Armijo conditions. If
When ∇f is Lipschitz continuous,
Combining this with (2.3) gives (2.2). Our global convergence result utilizes the following assumption (see, for example, [4, 7] ) concerning the search directions.
Direction Assumption. There exist positive constants c 1 and c 2 such that 
LetL denote the collection of x ∈ n whose distance to L is at most µd max , where 
Hence, every convergent subsequence of the iterates approaches a point x * , where ∇f (x * ) = 0. Proof. We first show that 
which implies (2.8). Case 2. If the Armijo conditions are used and ρα k ≤ µ, then by (2.2),
and by (1.4), we have
Finally, by (2.4) and (2.5),
which implies (2.8).
Case 3. If the Wolfe conditions are used, then the analysis is the same as in Case 2, except that the lower bound (2.10) is replaced by the corresponding lower bound (2.1). Combining the cost update relation (1.6) and the upper bound (2.8),
Since f is bounded from below and f k ≤ C k for all k, we conclude that C k is bounded from below. It follows from (2.13) that
If g k were bounded away from 0, (2.14) would be violated since Q k+1 ≤ k + 2 by (1.8). Hence, (2.6) holds. If η max < 1, then by (1.8),
Consequently, (2.14) implies (2.7).
Remark. 
Proof. We assume, without loss of generality, that τ 1 ≥ 1. The analysis is identical to that given in the proof of Theorem 2.2 except that the bound d k ≤ c 2 g k used in the transition from (2.11) to (2.12) is replaced by the bound (2.16). As a result, the inequality (2.8) is replaced by
where l k = 2 in Case 1, l k = 4 in Cases 2 and 3, and
Using the upper bound (2.19) for f (x k+1 ) in the series of inequalities (2.13) gives
By (2.15),
Since f is bounded from below and C k ≥ f k , we obtain (2.17) when τ 2 = 0 and (2.18) when τ 2 = 0. This completes the proof.
Linear convergence. In [4]
Dai proves R-linear convergence for the nonmonotone max-based line search scheme (1.2), when the cost function is strongly convex. Similar to [4] , we now establish R-linear convergence for our nonmonotone line search algorithm when f is strongly convex. Recall that f is strongly convex if there exists a scalar γ > 0 such that
for all x and y ∈ n . After interchanging x and y and adding,
If x * denotes the unique minimizer of f , it follows from (3.2), with y = x * , that
) is a convex function of t, and the derivative f (x(t)) is an increasing function of t ∈ [0, 1] with f (x(0)) = 0. Hence, for t ∈ [0, 1], f (x(t)) attains its maximum value at t = 1. This observation combined with (3.3) gives 
which implies that all the iterates x k are contained in the level set
Since f is strongly convex, it follows that L is bounded and ∇f is Lipschitz continuous on L. By the direction assumption and the fact that ∇f (x) is bounded on L,
LetL denote the collection of x ∈ n whose distance to L is at most µd max and let L be a Lipschitz constant for ∇f on theL.
As shown in the proof of Theorem 2.2,
where β is given in (2.9). Also, by the direction assumption and the upper bound µ on α k ,
Combining this with the Lipschitz continuity of ∇f gives
from which it follows that
We now show that for each k,
This immediately yields (3.5) 
. By the cost update formula (1.6), we have
Utilizing (3.6) gives
Since Q k+1 ≤ 1/(1 − η max ) by (2.15), it follows that
Since (3.8) has been established in Case 1.
). By (3.4) and (3.7), we have
And by the Case 2 bound for g k , this gives
Inserting this bound for f (x k+1 ) − f (x * ) in (3.9) yields
Rearranging the expression for b 2 , we have γb 2 b 2 = 1 − βb 2 . Inserting this relation in (3.10) and again utilizing the bound (2.15), we obtain (3.8). This completes the proof of (3.8), and as indicated above, the linear convergence estimate (3.5) follows directly.
In the introduction, example (1.3) revealed that linearly convergent iterates may not satisfy (1.2) for any fixed choice of the memory M . We now show that with our choice for C k , we can always satisfy (1.4), when k is sufficiently large, provided η k is close enough to 1. We begin with a lower bound for f (x) − f (x * ), analogous to the upper bound (3.4). By (3.1) with y = x * , we have
If ∇f satisfies the Lipschitz condition
* denote a minimizer of f and suppose that the sequence
Assume that the x k are contained in a closed, bounded convex set K, f is strongly convex on K, satisfying (3.1), ∇f is Lipschitz continuous on K, with Lipschitz constant L, the direction assumption holds, and the stepsize α k is bounded by a constant µ. If η min > θ, then (1.4) is satisfied for k sufficiently large, where C k is given by the recursion (1.6).
Proof. By (3.9) and the bound Q k ≤ k + 1 (see (1.8)), we have
Here we define a product k−1 j=i η j to be 1 whenever the range of indices is vacuous; in particular, k−1 j=k η j = 1. Let Φ denote the limit (possibly +∞) of the positive, monotone increasing sequence φ 0 , φ 1 , . . . . By the direction assumption and (3.12), we have
Combining the R-linear convergence of f (x k ) to f (x * ) with (3.14) gives
Comparing (3.13) with (3.15) , it follows that when
(1.4) is satisfied. Since η min > θ, the inequality (3.16) holds for k sufficiently large, and the proof is complete.
As a consequence of Theorem 3.2, the iterates of example (1.3) satisfy the Wolfe condition (1.4) for k sufficiently large, when η k = 1 for all k.
Numerical comparisons.
In this section we compare three methods: (i) the monotone line search, corresponding to η k = 0 in the nonmonotone line search algorithm; (ii) the nonmonotone scheme [7] based on a maximum of recent function values; (iii) the new nonmonotone line search algorithm based on an average function value. In our implementation, we chose the stepsize α k to satisfy the Wolfe conditions with δ = 10 −4 and σ = .9. For the monotone line search scheme (i), C k in (1.4) is replaced by f (x k ); in the nonmonotone scheme (ii) based on the maximum of recent function values, C k in (1.4) is replaced by
As recommended in [7] , we set m 0 = 0 and m k = min{m k−1 + 1, 10} for k > 0. Although our best convergence results were obtained by dynamically varying η k , using values closer to 1 when the iterates were far from the optimum, and using values closer to 0 when the iterates were near an optimum, the numerical experiments reported here employ a fixed value η k = .85, which seemed to work reasonably well for a broad class of problems.
The search directions were generated by the L-BFGS method developed by Nocedal in [13] and Liu and Nocedal in [10] ; their software is available from the web page http://www.ece.northwestern.edu/∼nocedal/software.html.
We now briefly summarize how the search directions are generated:
k g k , where the matrices B k are given by the update
We took M k = min{k, 5},
and
The analysis in [10] reveals that when f is twice continuously differentiable and strongly convex, with the norm of the Hessian uniformly bounded, B −1 k is uniformly bounded, which implies that the direction assumption is satisfied.
Our numerical experiments use double precision versions of the unconstrained optimization problems in the CUTE library [3] . Altogether, there were 80 problems. Our stopping criterion was
except for problems PENALTY1, PENALTY2, and QUARTC, which would stop at k = 0 with this criterion. For these three problems, the stopping criterion was
In Tables 4.1 and 4 .2, we give the dimension (Dim) of each test problem, the number n i of iterations, and the number n f of function or gradient evaluations. An "F" in the table means that the line search could not be satisfied. The line search routine in the L-BFGS code, according to the documentation, is a slight modification of the code CSRCH of Moré and Thuente. In the cases where the line search failed, it reported that "Rounding errors prevent further progress. There may not be a step which satisfies the sufficient decrease and curvature conditions. Tolerances may be too small." Basically, it was not possible to satisfy the first Wolfe condition (1.4) due to rounding errors. With our nonmonotone line search algorithm, on the other hand, the value of C k was a bit larger than either the function value f (x k ) used in the monotone scheme (i) or the local maximum used in (ii). As a result, we were able to satisfy (1.4) using the Moré and Thuente code, despite rounding errors, in cases where the other schemes were not successful. We now give an overview of the numerical results reported in Tables 4.1 and 4. 2. First, in many cases, the numbers of function and gradient evaluations of the three line search algorithms are identical. When comparing the monotone scheme (i) to the nonmonotone schemes (ii) and (iii), we see that either of the nonmonotone schemes was superior to the monotone scheme. In particular, there were
• 20 problems where monotone (i) was superior to nonmonotone (ii),
• 35 problems where nonmonotone (ii) was superior to monotone (i),
• 15 problems where monotone (i) was superior to nonmonotone (iii),
• 43 problems where nonmonotone (iii) was superior to monotone (i). When comparing the nonmonotone schemes, we see that the new nonmonotone line search algorithm (iii) was superior to the previous, max-based scheme (ii). In particular, there were
• 10 problems where (ii) was superior to (iii),
• 20 problems where (iii) was superior to (ii). As the test problems were solved, we tabulated the number of iterations where the function increased in value. We found that for either of the nonmonotone schemes (ii) or (iii), in roughly 7% of the iterations, the function value increased. 
