Abstract: Improper application of an ergonomic analysis tool increases the likelihood of high-risk jobs not being detected, thus jeopardising worker's health. Likewise, significant time and cost may be incurred by redesigning jobs improperly identified as high risk. Utah Intelligent Data Driven Ergonomic Assessment System (IDDEAS) is an expert system that aggregates the outputs of multiple analysis tools to create a more predictive ergonomic analysis tool. Rules in the expert system were optimised by processing health outcome data from hundreds of jobs and analysing the resulting relationship between the system's prediction and the known health outcomes. IDDEAS appears to improve in predictive ability with addition of expert knowledge and to be more accurate at predicting the level of risk than individual ergonomic analysis tools used alone. The study also provides insight into methods of quantifying health outcomes and analysis tool outputs for use in software systems that integrate or compare ergonomic information.
Introduction
During 2009 there were 265,980 upper extremity injuries in the workplace that caused one or more days of absence (Bureau of Labor Statistics, 2010) . Because these types of injuries often occur to employees performing high-risk jobs, ergonomic analysis tools have been developed in an effort to detect these hazardous jobs. Unfortunately, these tools can have conflicting outcomes and are usually highly sensitive but offer low specificity.
This study explored using multiple analysis tools' results combined with expert knowledge in a software expert system to create a new ergonomic risk assessment tool.
Methods

Data using in the study
In 1997, the University of Utah and University of South Florida, in conjunction with the UAW-Ford National Joint Committee on Health and Safety, evaluated the success of multiple ergonomic tools in detecting worker risk of cumulative trauma disorders in six automotive assembly plants (Sesek, 1999) . The activities of each of these plants were: 1 small component assembly 2 light truck assembly 3 HVAC assembly 4 engine build 5 transmission assembly 6 sheet metal stamping.
The data from this evaluation was utilised in this study. The data was filtered down to 454 randomly selected manufacturing jobs that had complete sets of task parameters for rapid upper limb assessment (RULA), Rodgers Model and Strain Index and had complete sets of health outcome data.
Quantification of health outcomes
The 'health outcome' was the resulting physical impact of the job, including the presence of symptoms or injuries indicating potential cumulative trauma disorders.
Occupational health nurses administered a structured symptoms-oriented interview to each worker for each job to determine the presence of symptoms. The interview was intended to assess the current level of physical discomfort, where discomfort is the presence of pain, numbness, or loss of range of motion in the distal upper extremity. Each worker self-assessed their current level of physical discomfort on a range of 1 to 100. The average score across all workers of a specific job was used as the 'symptom rating'. Symptoms were self-assessed for both discomfort today (cross-sectional study) and discomfort over the last year (retrospective study).
An 'injury rating' was also extracted from an internal Ford database. This database contained first documented visits to a corporate medical professional by a worker as a result of injury or extreme discomfort while working at a specific job. If a job has no first time office visit (FTOV) associated with it, the value of the injury rating was set to 1. If an FTOV existed for that job then the value of the injury rating became 100.
In this study, the health outcome was referred to as the 'injury score'. This score was a combination of the symptom rating and injury rating on a scale of 1 to 100. The injury scores were assumed to be error-free, so that they could be the standard by which the ergonomic analysis tools are measured.
Quantification of analysis tools
Strain Index (Moore and Garg, 1995), Rodgers Model (Rodgers, 1992) and RULA 'A' score (McAtamney and Corlett, 1993) were the tools used for training and validating the expert system. The tools were utilised in the original form described by the authors.
Strain Index focuses on assessing risk of injury to the hand or wrists based on force, repetition, posture and duration. The Rodgers Model can be applied across the entire body focusing on the stress placed on muscles and joints in terms of force, duration, and repetition, without accounting for posture. RULA focuses on the whole body with particular attention to the neck, trunk and upper limbs. Force, repetition, posture and duration are all assessed. One sub-step of the assessment, the RULA 'A' score, focuses exclusively on the distal upper extremity and as such was used in this study. This study focused on mono-task level analysis, rather than a complete job cycle.
The outputs of the tools from the original tool authors are qualitative, categorical descriptors such as 'high' or 'investigate and change immediately' as seen in Table 1 . In order to facilitate the final calculation of the risk score in software, each individual tool output was quantified on a scale of 1 to 100, where 1 is lowest risk and 100 is greatest risk. This was done by mapping the qualitative descriptor to a quantitative value in an evenly spread approach defined as the midpoint model. This model is based on the simple principle of dividing 100 by the number of tool categories and using the midpoint of each category range as the output value for that category. The actual output values of each model were specific to the tool used, since all three tools had a dissimilar number of output categories. This resulted in a small (e.g., < 10) set of discrete output values, rather than continuous values across the range of 1 to 100. An example of this method can be seen with the Rodgers Model where the change priority can take on the values of 'very high', 'high', 'moderate', and 'no change necessary'. Each category is given 25 points and the midpoints are 87.5, 62.5, 37.5 and 12.5. Thus, in the midpoint model a change priority of 'high' would convert to a rounded, quantitative risk score of 63.
The aggregation model was a method of combining the multiple tool output values into a final risk score. Multiple methods of aggregating the tools were analysed as part of this research. The model that became the basis of this study was to use a weighted average, where each tool was given specific weight relative to the other tools based on the response of the expert system to the input data. This method of averaging, as shown in equation (1), generates the final risk score (x), with a being the output value for tool i and b being the final weight for tool i.
Overview of IDDEAS operations
To automate the quantification, analysis and validation of the methods developed, a fully functioning, web-based expert system known as Intelligent Data Driven Ergonomic Assessment System (IDDEAS) was created, tested and deployed. The system has two primary users, the ergonomic practitioner and the ergonomic expert. The functional flow of the system is shown in Figure 1 showing functionality to:
1 train the system 2 compare system results with actual outcomes 3 statistically validate the results 4 utilise the trained system for risk assessment.
Figure 1 Functional flow of IDDEAS
As shown in Figure 1 , ergonomic practitioners use IDDEAS to input measured parameters of a specific job and calculate the quantified tool outputs in real-time. The results are forwarded to a rules engine that modifies the individual output weight of each tool output and aggregates them to create a final, quantified risk score which represents the expected level of physical risk to the worker. Prior to use by the practitioner, the expert system setup and tuning was accomplished through various user interfaces designed to modify rules, run training and validation reports, set global configurations in the system, define descriptions of each task parameter, and manage users of the system.
A data import feature provided functionality for importing pre-quantified training and validation data. A testing interface calculated various statistics in real-time to allow interactive statistical analysis of the training process. Finally, a validation interface allowed establishment of baseline data and final statistical analysis of the datasets after the expert system was trained.
Training the expert system
To train the expert system, a rule rating system was used to compare known health outcomes (injury scores), and IDDEAS risk predictions (risk scores). The rules that fired during the automated analysis and resulted in moving the risk score closer to the Injury Score were given a positive rating up to a value of 5. If a rule fired and was associated with moving the risk score further away from the injury score it was given a negative value down to -5. Rules that fired and did not measurably effect the outcome were given a rating of zero.
The objective of the rule base optimisation was to give emphasis to rules that were positive and higher in value (e.g., closer to +5), to achieve closest alignment of the risk score and injury score. This process of rating the rules based upon their success allows the expert to manually modify the weight of the rule in an effort to create a set of rules that result in a risk score as closely aligned as possible with the injury score.
While analysing one job this technique is straightforward, but multiple jobs needed to be compared to generate a set of rule weightings that is broadly applicable across different job types. While it was possible to use the average rating of a rule across all jobs analysed in a dataset as an indication of its usefulness, traditional averages can be misleading due to various levels of evidence in the datasets. Thus, a rule that rarely fired had little evidence of effectiveness (or ineffectiveness). The rule may have been beneficial in specific jobs, but in broad applications its usefulness could yet be unknown.
To compensate for variances in the amount of evidence for each rule, a rating normalisation process was created using Bayesian averaging. The equation for determining the Bayesian average (x) for a rule is shown in equation (2) where c is the average number of ratings across all rules, a is the average rating of all rules, n is the number of ratings for a specific rule, and b is the average rating for that specific rule.
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In Bayesian averaging, individual rule ratings are 'pushed' toward the overall average rule rating, and this effect is more profound for items with fewer ratings (less evidence) than those with more ratings (more evidence). The effect is that rules with low amount of evidence cluster around the average and rules with high evidence cluster around their overall average rule rating. To understand this, a rating visualisation was also developed to help visually identify the less effective rules as seen in Figure 2 . The visualisation was a bubble chart providing three dimensions:
1 average rating 2 Bayesian average rating 3 quantity of ratings.
Each rule is plotted on the bubble chart as a circle with the circle size proportional to the number of ratings for that rule. This visualisation becomes particularly useful when there are large (e.g., > 10) quantities of rules in the rules engine. The goal of the manual tuning of the rules, using the visualisation, was to cluster all rule rating indicators in the upper-right corner of the visualisation with relatively large circles. Rules with indicators in the negative quadrant (lower left) should be considered for removal or modification. This survival of the fittest approach to optimising the rules allows the expert system to continually improve with processing of new datasets. A student's t-test was used to compare the effectiveness of IDDEAS with and without the rules engine enabled by comparing the average differences and absolute average differences.
A paired t-test was used to compare the injury score and risk score differences on an individual basis, rather than the average basis as in the student's t-test. This test is particularly useful if there are variations between individual jobs but relatively small change in the average difference across all jobs. In data with wide variances on an individual basis, a larger dataset may be needed to detect a significant difference in the averages.
In the context of IDDEAS, the use of a measure of correlation was effectively a measure of how well the risk prediction (risk score or individual tool output) 'aligned' with the known health outcome (injury score) over the complete dataset.
Results and discussion
Health outcome quantification
To achieve the most effective health outcome quantification, the training dataset utilised was optimised in advance to provide the highest possible correlation between risk score and injury score. To do this, the IDDEAS risk score was initially compared to the injury scores for a 50/50 ratio of symptoms and injury, where the symptom model was 'discomfort over the last year'. Further analysis confirmed that the symptom model was found to be most effective when set to discomfort over the last year. This optimised dataset resulted in a correlation of r (n = 454) = 0.183, p < 0.001, an average difference of 19 and absolute average difference of 29.
The optimal ratio of symptoms and injury was then found to be a 75% symptom rating and 25% injury rating. Additionally, further optimisation resulted in the removal of discordant data where:
1 there was a documented FTOV but the workers reported less than 25 (on a scale of 1 to 100) on the last year discomfort scale 2 where there were no FTOV's reported but the average last year discomfort was reported at greater than 75.
This eliminated jobs where there was a documented injury but the workers minimised the discomfort at time of survey and also where an injury was not reported but discomfort was significant and should have been reported to a medical professional.
It was found that a 'plant effect' occurred where certain cultural characteristics about a manufacturing plant make direct comparisons or combinations of plants difficult. A simple approach to eliminating plant effect was found through comparing correlations of risk score and injury score at a plant level. This revealed that Plant 5 was the only plant with the correlation significant at the p < 0.001 level. Thus, Plant 5 was selected as the single plant used in further analysis in order to obtain the most effective training dataset. After complete optimisation of the training dataset, a correlation of r (n = 52) = 0.468, p < 0.001 had been achieved.
Tool output quantification
Comparison of several different output quantification models resulted in the highest correlation, r (n = 52) = 0.468, p < 0.001, still being achieved with the original midpoint model. For the optimal method of aggregating tool outputs, it was found that any approach other than simple averaging of the three tools resulted in a reduction of correlation. A meaningful, though not statistically significant, finding was that the simple averaging of the three tool outputs resulted in higher correlation than any individual tool alone as shown in Table 2 . 
Training the expert system
With the health outcome and tool quantification models optimised, the expert system was trained using the entire Plant 5 dataset (n = 52). Analysis found that the Strain Index and RULA 'A' score consistently over-predicted the injury score and the Rodgers Model under-predicted the injury score. Thus, a static rule which fires for all jobs regardless of available task parameters was created to offset the final tool output values on an individual tool basis. This rule resulted in increasing the correlation of the training dataset to r (n = 26) = 0.625, as well as decreasing the average differences.
Expert knowledge was then extracted and documented through an ad hoc discussion with ergonomics experts. These basic principles were translated into rules, entered into IDDEAS and optimised using the training method described in an earlier section resulting in a final rule set as shown in Table 3 .
Validation of the expert system
Utilising the trained rules engine, the expert system's ability to improve the risk prediction was analysed. While not necessarily significant, the results shown in Table 4 suggest that in general the optimised rules improved the predictive ability of the expert system for Plant 5 because the average differences were reduced and the paired t-test was significant. This was in comparison to direction quantification of the results without the expert system re-weighting the rules to improve the risk prediction. Table 3 Final rule set derived from training with Plant 5 dataset (n = 52) Analysis was also completed on the All Plants dataset with discordant data removed (n = 369). The expert system was designed to have two separate datasets to calculate statics on, so in this test with a new single dataset, the dataset was split in two and validated accordingly. Table 5 shows that there was a significant improvement in prediction when utilising the expert system, as the average difference decreased significantly and the paired t-test was significant. The results shown in Table 6 and Table 7 support the assumption that the IDDEAS risk assessment was more predictive than any of the individual tools used alone.
Concept
In Table 6 , it is seen that IDDEAS had the highest correlation for the Plant 5 data. Table 7 shows that even though the correlation decreased for all tools, due to initially lower correlation data in the All Plants dataset, IDDEAS maintained the ability to improve on the prediction of the individual tools. Table 8 shows the correlations between the IDDEAS risk score and each of the individual tools for All Plants dataset. It can be concluded from this table that the Strain Index is the primary positive contributor to the final IDDEAS risk score. This would suggest that given the constraint to use only one tool in place of IDDEAS that Strain Index would be the most likely to achieve results similar to IDDEAS. The use of a single tool for analysis of a job could potentially be improved using IDDEAS to weight the final output based on specific job conditions. To show this, a new set of five rules modifying the Strain Index output were arrived at through training and analysis focusing on this tool only. While not statistically significant, the results shown in Table 9 do suggest the feasibility of improving an individual tool's prediction using an expert system such as IDDEAS. 
Further analysis
Conclusion and recommendations for future work
While the system has shown some improvement in predicting risk, a variety of future work ideas were conceived that could potentially improve the predictive abilities of the system. As example, adoption of more domain knowledge will likely strengthen the system's predictive ability, but would require additional datasets. Extending the system to be predictive at the job and position level will increase the range of application. There may also be some value in using partial tool analysis to speed data input as well as generate new simplified analysis tools for field work. IDDEAS could be extended to automatically balance weighting values in rules based on empirical data or potentially provide a method of automated, random rule writing. Different approaches to tool quantification could continue to be explored with creation and verification of new tool quantification models. Finally, incorporating additional analytical tools (NIOSH, REBA, etc.) into the system could allow a wider range of empirical data to be collected and help enable full-body analysis.
