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WHEN IS NEGATIVITY NOT A PROBLEM FOR THE
ULTRA-DISCRETE LIMIT?
ALEX KASMAN AND STE´PHANE LAFORTUNE
Abstract. The ‘ultra-discrete limit’ has provided a link between integrable
difference equations and cellular automata displaying soliton like solutions. In
particular, this procedure generally turns strictly positive solutions of algebraic
difference equations with positive coefficients into corresponding solutions to
equations involving the “Max” operator. Although it certainly is the case that
dropping these positivity conditions creates potential difficulties, it is still pos-
sible for solutions to persist under the ultra-discrete limit even in their ab-
sence. To recognize when this will occur, one must consider whether a certain
expression, involving a measure of the rates of convergence of different terms
in the difference equation and their coefficients, is equal to zero. Applications
discussed include the solution of elementary ordinary difference equations, a
discretization of the Hirota Bilinear Difference Equation and the identification
of integrals of motion for ultra-discrete equations.
1. Introduction
Integrable nonlinear partial differential equations are of special interest in part
because of their ‘soliton solutions’ which exhibit particle-like behavior [1, 3, 7, 23].
The link between these equations and the cellular automata that exhibit superfi-
cially similar solutions [2,11,13,18] was the observation in [20] that solutions to the
discretizations of the soliton equations become solutions to these cellular automata
under the ‘ultra-discrete limit’. Loosely speaking, this works because of the fact
that for a, b ∈ R
(1) lim
ε→0+
ε ln
(
ea/ε + eb/ε
)
= Max(a, b).
This formula can be understood intuitively by noting that the term corresponding to
the smaller of the two exponents will be relatively insignificant when ε is very small
and that with it eliminated the entire expression is simply equal to the numerator
of the other exponent. It can also be easily verified using L’Hoˆpital’s rule.
In applying (1) to difference equations, previous authors have been very cautious
allowing negative coefficients in front of the exponentials, and have not been con-
cerned at all about the question of how allowing a and b in the formula above to
depend on ε might affect the outcome. In fact, they are correct that letting those
coefficients be negative may invalidate the prediction that the resulting limit will
merely be given by the “Max”. In this paper, we will be especially interested in the
case in which the linear combination of exponential functions does involve negative
coefficients. Our viewpoint is that it is worthwhile to investigate this situation to
understand what can go wrong.
Theorem 2.1 demonstrates two surprising facts: (a) Even if negative coefficients
are involved, a formula analogous to (1) continues to work “most of the time”.
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(b) In determining when it might fail it is necessary to explicitly consider the rate
of convergence of the exponents under the limit in ε. This theorem is illustrated
by an application to two simple, ordinary difference equations in Section 3. In a
more sophisticated application, the theorem is used to guarantee the production of
a solution to an ultra-discrete limit of the Hirota Bilinear Difference Equation in
Section 4. Finally, these results are applied to the question of when integrals of
motion for difference equations survive the ultra-discrete limit in Section 5.
Both to refer readers to other work that may be of interest and to emphasize
the differences with this paper, we would like to conclude this introduction with
a discussion of three other papers. Equation (1) has been previously generalized
in [21] to the case in which a and b are complex constants. This is of great interest,
but clearly quite different from what we do below by allowing the argument of the
logarithm to be an arbitrary linear combination of exponentials and letting the
exponents be real functions of ε. Also, [8] presents work related to the goals of
the present paper by addressing the question of how one can take an ultra-discrete
limit of a solution to a difference equation which takes on negative values. Their
approach involves an alternative method of introducing dependence on ε into the
solution so that the new variable can be real even in the case that the original
variable was negative. However, in doing so they are careful to be certain that
they always apply (1) only in the case that the coefficients of the exponentials are
equal to one and make no explicit mention of the possibility that the results may
be affected by the dependence of the exponents on ε. So, that paper takes what
might be viewed as an “orthogonal” approach to the question to the one that will be
pursued below. It might be of interest to attempt to combine the two, by applying
Theorem 2.1 to the s-ultra-discrete limit as defined in that paper. Finally, perhaps
most closely related to this paper in spirit, [12] generalizes the procedure of ultra-
discretization by formally extending the Max-Plus algebra through the introduction
of an extra Z2 component. This extension of the Max-Plus semi-ring to a full ring,
as is normally done in the Max-Plus community by moving to the symmetrized
ring Smax [4], means that the resulting equations are not ordinary ultra-discrete
equations (the Max operator and even equality have slightly different meanings).
In contrast, in this paper we address the question of when negativity fails to create
any problems under the original definition of the ultra-discrete limit and integrable
ultra-discrete equations.
1.1. Notation. In the following, a superscript of ε will indicate that the parameter
depends differentiably on the real variable ε in some open interval interval (0, β).
Thus uεn would be an ε dependent bi-infinite sequence and could be a solution to a
difference equation in which the coefficients also depend on ε, and we would only
call it a solution if the equation were true not only for all n but also for all ε ∈ (0, β).
(E.g. uεn = εn satisfies u
ε
n+1u
ε
n−1 = (u
ε
n)
2 − ε2).
1.2. An Enlightening Example. As we will see in Theorem 2.1 below, it is
possible to generalize (1) to the case in which the argument of the logarithm is a
more general linear combination of exponentials whose exponents depend on ε. As
one might guess, the value of the limit turns out to be equal to the maximum of
the limits of the numerators of the exponents. However, the theorem can only be
applied subject to the condition that a certain expression involving the coefficients
and the rates of convergence is not equal to zero. Following is a cautionary example
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whose purpose is to illustrate the fact that failing to consider this condition is liable
to produce incorrect results.
If we consider the expression
τ = eu
ε
1/ε + γeu
ε
2/ε
then using the previously stated argument that the term with the lower power can
simply be ignored, we may naively think that
(2) lim
ε→0+
ε ln τ = Max(u1, u2) where ui = lim
ε→0+
uεi .
However, (2) may be false for some choices of uεi and γ.
For instance, if we let
uε1 = a+ 2ε ln
(
e−k/ε +
√
8 + e−2k/ε
)
uε2 = a+ ε ln 2 and γ = −4
where k > 0 and a is arbitrary, then
u1 = u2 = a.
However, despite the predictions of equation (2), one can check that in fact
lim
ε→0+
ε ln τ = a− k.
The total avoidance of negativity in the literature on “ultra-discrete limits” might
suggest that it is the fact that γ < 0 that is causing a problem here, but that would
be a drastic oversimplification. The fact is that for any choice of γ 6= −4 the
prediction of (2) would have been correct and the limit would have the value a as
expected. So, an explanation of this phenomenon would have to shed light on the
question of why this occurs only at γ = −4. (Such an explanation is provided in
the following section.)
This example is not as artificial as it may at first seem since it will arise in
a more general form as part of an investigation of a simple ordinary difference
equation in Section 3. It demonstrates that the coefficients in the linear combina-
tion of exponentials can have unexpected effects on the “ultra-discrete limit”. It
also demonstrates that the natural generalization of (1) provided by (2) is correct
generically in the sense that it is only for rather specific choices of coefficient that
it fails.
2. A More General Limit
This section states and proves a generalization of (1) which will later be applied
to questions involving difference equations. We wish to consider instead the case in
which the argument of the logarithm, τ , may be an arbitrary linear combination of
exponentials and in which the numerator of the exponents can also depend upon
ε. The following theorem gives conditions that are sufficient (but not necessary, as
we will see in Section 3.1) to conclude that the limit of ε ln τ is still equal to the
largest limit of the numerators of the exponents.
Theorem 2.1. Let
(3) τ =
n∑
i=1
γie
wεi
ε
3
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where γi ∈ C are arbitrary, non-zero constants and w
ε
i are real valued functions
such that the limits
Mi = lim
ε→0+
wεi i = 1, . . . , n
are finite. Let
M = Max(M1, . . . ,Mn) and I = {i|Mi = M}
denote the largest value of these limits and the set of indices for which this maximum
is achieved, respectively.
Then
lim
ε→0+
ε ln τ = M
if either
i. |I| = 1 (the maximum is achieved only once)
or
ii. the limits
µi = lim
ε→0+
(wεi −M)/ε for i ∈ I
are finite and D 6= 0 where
D =
∑
i∈I
γie
µi .
Proof. In the case |I| = 1 let I = {i0} so that Mi0 = M > Mi for i 6= i0. Then
lim
ε→0+
ε ln τ = lim
ε→0+
ε ln
[
eM/ε
∑
γie
(wεi−M)/ε
]
= ε ln eM/ε + ε ln
∑
γie
(wεi−M)/ε
(then since wεi −M < 0 for i 6= i0 and ε sufficiently small)
= M+ lim
ε→0+
ε ln γi0 = M.
The situation is more complicated in the case that |I| > 1. We now assume
that D 6= 0 and show that again the limit is simply equal to the maximum of the
exponents.
First, we wish to show that D 6= 0 implies that τ is non-zero on a small open
interval (0, β) and so it makes sense to consider the function ε ln τ . (There is no
need to require τ > 0, however, since the proof to follow continues to be valid in the
case that this function takes on complex values or even if it becomes multivalued
as a consequence of analytic continuation.)
D =
∑
i∈I
γie
µi = lim
ε→0+
∑
i∈I
γie
(wεi−M)/ε
(then since wεi −M < 0 for i 6∈ I and ε sufficiently small)
= lim
ε→0+
n∑
i=1
γie
(wεi−M)/ε = lim
ε→0+
e−M/ετ
Suppose εi > 0 is a sequence that converges to 0 and with the property that τ = 0
for ε = εi. Then, since the limit above converges to D, it must be the case that
D = 0. Since D 6= 0, no such sequence of {εi} can exist.
4
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Now, we simply compute that
lim
ε→0+
ε ln τ = lim
ε→0+
ε ln
[
eM/ε
∑
γie
(wεi−M)/ε
]
= lim
ε→0+
ε ln eM/ε + lim
ε→0+
ε ln
n∑
i=1
e(w
ε
i−M)/ε
= M+ lim
ε→0+
ε ln

∑
i∈I
e(w
ε
i−M)/ε +
∑
i6∈I
e(w
ε
i−M)/ε


= M+ lim
ε→0+
ε ln (D + 0) = M.

Note that, apart from the restriction that D 6= 0, the value of the limit is
independent of the choice of coefficients γi. We will take advantage of this feature in
Sections 3– 5 to effectively apply the procedure of ultra-discrete limits to integrable
difference equations even in the absence of any positivity restrictions. Furthermore,
note that as a consequence of this lack of dependence on the value of the coefficients,
the limit will be unaffected by an extra common factor of −1. In particular, we
have the following corollary:
Corollary 2.2. If the conditions of Theorem 2.1 are met then
lim
ε→0+
ε ln |τ | = lim
ε→0+
ε ln τ.
Again, this ability for us to take the absolute value prior to taking the ultra-
discrete limit will be useful in our attempt to apply this result in the case of differ-
ence equations.
2.1. Continuation of Earlier Example. It is important to note that if neither
conditions (i) or (ii) are met, then the value of the limit cannot necessarily be
determined through knowledge of the limits Mi of the functions in the exponents.
This is demonstrated by the example from Section 1.2 in which the value of the
limit of the entire expression, a− k, depends on the parameter k not appearing in
the limits of the functions in the exponents when γ = −4.
We can now apply Theorem 2.1 to explain the significance of γ = −4 in that
example. Again let
τ = eu
ε
1/ε+γeu
ε
2/ε uε1 = a+2ε ln
(
e−k/ε +
√
8 + e−2k/ε
)
and uε2 = a+ε ln 2
but consider γ arbitrary. The paramters µi measuring convergence are then
µ1 = lim
ε→0+
(uε1 − a) /ε = ln 8 and µ2 = lim
ε→0+
(uε2 − a) /ε = ln 2.
Hence, we find that
D = eln 8 + γeln 2 = 2(4 + γ).
Since this is only equal to zero at γ = −4, the “mystery” is resolved.
2.2. An Example where D Does Not Exist. To illustrate the role of condition
(i) in Theorem 2.1, we briefly point out that for
τ = eu
ε
1/ε − eu
ε
2/ε uε1 = ε sin(1/ε) u
ε
2 = −2 + 3ε
one has M = limε→0+ u
ε
1 = 0 > limε→0+ u
ε
2 = −2. Since |I| = 1 we know that
limε→0+ ε ln τ = 0 even though the limit defining µ1 has no value.
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3. Application: Ordinary Difference Equations
Consider the difference equation
(4)
N∑
i=1

αεi d∏
j=−d
(xεn+j)
mij

 = Nˆ∑
i=1

αˆεi d∏
j=−d
(xεn+j)
mˆij

 .
We will generally be interested in the case mij , mˆij ∈ Z for the sake of preserving
the integrality of solutions under the ultra-discrete limit.
Definition 3.1. We say that a solution xεn to (4) is a candidate for the ultra-
discrete limit if:
• xεn−d, . . . , x
ε
n+d, α
ε
i , and αˆ
ε
i take non-zero real values for ε ∈ (0, β) for some
small, positive number β;
• The limits un = lim
ε→0+
ε ln |xεn|, Ai = lim
ε→0+
ε ln |αεi | and Aˆi = lim
ε→0+
ε ln |αˆεi |
exist and are finite;
• The limits
µi = lim
ε→0+
(ε ln |αεi |+ ε
∑d
j=−dmij ln |x
ε
n+j |)−M
ε
for i ∈ I
and
µˆi = lim
ε→0+
(ε ln |αˆεi |+ ε
∑d
j=−d mˆij ln |x
ε
n+j |)− Mˆ
ε
for i ∈ Iˆ
exist and are finite where
M =
N
Max
i=1
(Ai +
d∑
j=−d
mijun+j)
and
I = {i|Ai +
d∑
j=−d
mijun+j = M}
is the set of indices for which this maximum is attained, and similarly,
Mˆ =
Nˆ
Max
i=1
(Aˆi +
d∑
j=−d
mˆijun+j) and Iˆ = {i|Aˆi +
d∑
j=−d
mˆijun+j = Mˆ}.
Theorem 3.2. Suppose xεn is a solution to the algebraic difference equation (4)
which is a candidate for the ultra-discrete limit (see Definition 3.1 for terminology
and notation). The ultra-discrete limit of xεn
un = lim
ε→0+
ε ln |xεn|
is a solution to the equation
(5)
N
Max
i=1
(Ai +
d∑
j=−d
mijun+j) =
Nˆ
Max
i=1
(Aˆi +
d∑
j=−d
mˆijun+j)
if the maximum value on each side is never attained simultaneously for more than
one value of the index, or as long as both
(6)
∑
i∈I
σie
µi 6= 0 and
∑
i∈Iˆ
σˆie
µˆi 6= 0
6
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where
σi =
∣∣∣αεi ∏dj=−d(xεn+j)mij ∣∣∣
αεi
∏d
j=−d(x
ε
n+j)
mij
σˆi =
∣∣∣αˆεi∏dj=−d(xεn+j)mˆij ∣∣∣
αˆεi
∏d
j=−d(x
ε
n+j)
mˆij
are the signs of the corresponding term in the equation.
Proof. Letting
wεi = ε ln
∣∣∣∣∣∣αεi
d∏
j=−d
(xεn+j)
mij
∣∣∣∣∣∣
we can write the leftside of (4) in the form
τ =
N∑
i=1
σie
wεi /ε.
If |I| = 1 or D 6= 0, then Theorem 2.1 tells us that the limit of ε ln τ will be
N
Max
i=1
( lim
ε→0+
wεi ).
But that D is non-zero is exactly the first of the two requirements in (6) and so
lim
ε→0+
wεi = lim
ε→0+

ε lnαεi + ε ∑
j=−dd
mij lnx
ε
n+j


= Ai +
d∑
j=−d
mijun+j
and that |I| = 1 is equivalent requiring that the maximum on the lefthand side of
(5) is achieved for a unique value of the index.
Similarly, we conclude that the limit of ε times the log of the righthand side of
the equation is Max
i
(Aˆi+
∑d
j=−d mˆijun+j). If x
ε
n is a solution then these two sides
are always equal and hence their limits are equal as well. 
3.1. Basic Example. Consider the difference equation
(7) xεn+1 + e
2b/εxεn−1 − e
2c/εxεn−1 = 2e
b/εxεn.
Let N = 3 because there are three terms on the left, Nˆ = 1 because there is one
monomial on the right, and d = 1 because we only see n shifted up and down by
this much. The monomials on the left are given by letting
αε1 = σ1 = 1, m1,−1 = m1,0 = 0. m1,1 = 1,
αε2 = e
2b/ε, σ2 = 1, m2,−1 = 1, m2,0 = m2,1 = 0
and
αε3 = e
2c/ε, σ3 = −1, m3,−1 = 1, m3,0 = m3,1 = 0
The monomial on the right is given by letting
σˆ1 = 1, αˆ
ε
1 = 2e
b/ε, mˆ1,−1 = mˆ1,1 = 0 and mˆ1,0 = 1.
A solution to this equation is given by
xεn =
(
eb/ε + ec/ε
)n
7
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since expanding the lefthand side of (7) with this definition for xεn gives an expres-
sion equal to the righthand side for any n or ε.
Trivially, this same solution xεn also solves the difference equation
(8) e2b/εxεn−1 − e
2c/εxεn−1 = 2e
b/εxεn − x
ε
n+1.
In fact, in most circumstances one would want to consider this equation to be
completely equivalent to (7) since one can simply add xεn+1 to both sides of one
to make it into the other. However, for the purposes of this paper they are quite
different.
Regardless of whether we are working with the difference equation in the form
(7) or (8), the solution xεn =
(
eb/ε + ec/ε
)n
is the same. Then our solution un to
the ultra-discrete equation should take the form
un = lim
ε→0+
ε ln(eb/ε + ec/ε)n = n lim
ε→0+
ε ln(eb/ε + ec/ε) = nMax(b, c).
Ignoring condition (6) of Theorem 3.2 we get from (7) that un should satisfy
(9) Max(un+1, 2b+ un−1, 2c+ un−1) = b+ un
and from (8) we get that it should satisfy
(10) Max(2b+ un−1, 2c+ un−1) = Max(b + un, un+1).
However, it is not the case that un satisfies each of these equations regardless of
the choice of b and c. In particular, condition (6) may not be met and, as we will
see, this causes un not to solve (9) when b < c.
Look at the arguments of Max on the left hand side of (9) and consider the
question of which of them are equal to the maximum value. If b > c then the terms
have the values (n + 1)b, (n + 1)b and (n − 1)b + 2c respectively so that the first
two terms are equal to the maximum value. (Using the notation of the theorem,
M = (n+1)b and I = 1, 2.) All of the µi are zero (which means that these solutions
converge quickly to their limits) and so all of the exponential terms are just equal
to one. Now, we must look at the sum of σ1 and σ2 to make certain that it is not
equal to zero. Since σ1 + σ2 = 2 6= 0 the condition is met. And, in fact, one can
easily verify that if b > c then un = nb is indeed a solution to (9). However, when
b < c then things are quite different. In that case, M = (n+1)c and I = {1, 3}, but
σ1 + σ3 = 0 and so Theorem 3.2 does not predict that un will solve the equation.
In fact, it does not because then the lefthand side has the value (n+ 1)c while the
rightside has the value nc+ b.
In contrast, the theorem predicts that un will solve (10) when b > c and when
b < c. In particular, if b > c then M = Max(2b+ un−1, 2c+ un−1) = (n+ 1)b and
I = {1} while if c > b then M = (n + 1)c and I = {2}. Thus, we conclude from
the theorem that un should satisfy (10) as long as b 6= c. In fact, it can be checked
explicitly that un is a solution to (10) in the case b=c as well. This is true even
though the conditions of the theorem fail to be satisfied in that case. This shows
that the conditions of the theorem, while sufficient, are not necessary.
3.2. Another example: Demonstrating the Role of Rate of Convergence.
Consider the difference equation
xεn+1 − 2x
ε
n−1 = e
λ/εxεn.
8
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Considering the survival of solutions of this equation under the ultra-discrete limit
illustrates the importance of the parameters µi which measure the rate of conver-
gence of the terms.
This has a solution of the form
xεn =
(√
8 + e
2λ
ε + e
λ
ε
2
)n
.
Consequently, we would expect
un = lim
ε→0+
ε lnxεn =
{
nλ λ > 0
0 λ ≤ 0
to solve
Max(un+1, un−1) = λ+ un.
And indeed, if λ > 0 this is true. However, it fails when λ < 0. This could be
predicted by the Theorem. Condition (6) is trivially met when λ > 0 because the
exponents on the left do not have the same limit. However, when λ < 0 then both
exponents go to 0 and µ1 = ln 2 and hence the sum is D = e
ln 2 − eln 2 = 0.
4. Application: Hirota Bilinear Difference Equation
The Hirota Bilinear Difference Equation (HBDE) [10,17,22] for a function xε(a, b, c, d)
of four variables is
(λε4 − λ
ε
3)(λ
ε
2 − λ
ε
1)x
ε(a, b, c+ 1, d+ 1)xε(a+ 1, b+ 1, c, d)
+ (λε4 − λ
ε
1)(λ
ε
3 − λ
ε
2)x
ε(a+ 1, b, c, d+ 1)xε(a, b+ 1, c+ 1, d)
= (λε4 − λ
ε
2)(λ
ε
3 − λ
ε
1)x
ε(a+ 1, b, c+ 1, d)xε(a, b+ 1, c, d+ 1).
As a consequence of the main result in [5], a solution to this equation can be
constructed as
xε(a, b, c, d) = det
(
P · (I − λε1S)
a · (I − λε2S)
b · (I − λε3S)
c · (I − λε4S)
d · Ω
)
where Ω is any n× k matrix (k < n), S is any n×n matrix such that the lower-left
k × (n − k) block has rank one, I is the n × n identity matrix, and P = (0 Ik) is
the k × n matrix which has the k × k identity matrix as a block and all zeroes to
the left of it.
It is interesting to note that even though xε(a, b, c, d) has dependence upon ε
inheritted from the presence of λεi in the formula, one is also free to choose S and
Ω to depend upon ε and xε(a, b, c, d) would still solve the difference equation.
For example, let us consider
λε1 = e
−2/ε − e2/ε + e3/ε λε2 = e
3/ε − e2/ε λε3 = e
3/ε + e−2/ε λε4 = e
3/ε
so that
(λε4 − λ
ε
3)(λ
ε
2 − λ
ε
1) = e
−4/ε (λε4 − λ
ε
2)(λ
ε
3 − λ
ε
1) = e
4/ε.
(It is necessarily the case that (λε4−λ
ε
1)(λ
ε
3−λ
ε
2) is the difference of the other two.)
Now, just for the sake of example, let us consider the solution which comes from
using k = 2, n = 4,
S =


1 0 0 0
1 e1/ε 0 0
0 0 e5/ε 0
0 e5/ε 0 e12/ε

 and Ω =


0 0
1 0
1 1
0 1

 .
9
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This solution has the form1
xε(a, b, c, d) = xε1(a, b, c, d)− x
ε
2(a, b, c, d) + x
ε
3(a, b, c, d)
where
xε1(a, b, c, d) = e
4/ε
(
1− e4/ε
)d (
1− e−1/ε − e4/ε
)c (
1 + e3/ε − e4/ε
)b (
1− e−1/ε + e3/ε − e4/ε
)a
(
1− e8/ε
)d (
1− e3/ε − e8/ε
)c (
1 + e7/ε − e8/ε
)b (
1− e3/ε + e7/ε − e8/ε
)a
xε2(a, b, c, d) =
(
1− e8/ε
)d (
1− e3/ε − e8/ε
)c (
1 + e7/ε − e8/ε
)b (
1− e3/ε + e7/ε − e8/ε
)a
(
1− e15/ε
)d (
1− e10/ε − e15/ε
)c (
1 + e14/ε − e15/ε
)b (
1− e10/ε + e14/ε − e15/ε
)a
and
xε3(a, b, c, d) = e
11/ε
(
1− e8/ε
)d (
1− e3/ε − e8/ε
)c (
1 + e7/ε − e8/ε
)b (
1− e3/ε + e7/ε − e8/ε
)a
(
1− e15/ε
)d (
1− e10/ε − e15/ε
)c (
1 + e14/ε − e15/ε
)b (
1− e10/ε + e14/ε − e15/ε
)a
.
Before even worrying about the structure of the equation, one must worry that
this solution itself will not have a well defined or simple ultra-discrete limit. In
particular, if we define
u(a, b, c, d) = lim
ε→0+
ε lnxε(a, b, c, d),
and we do not worry about the requirement that D 6= 0 in Theorem 2.1, then we
would conclude that
(11)
u(a, b, c, d) = Max(4+12a+12b+12c+12d, 23a+23b+23c+23d, 11+23a+23b+23c+23d).
(This is found by adding up for each factor in the expression of xεi with i = 1, 2, 3
the highest numerator of the exponent when viewed as a fraction having ε as the
denominator. For instance, the first expression is found from xε1 as 4+4d+4c+4+
4a+ 8d+ 8c+ 8b+ 8a.) Yet, as the examples of the previous section demonstrate,
we ought to be worried that this formula is not accurate in the case that D = 0
when Theorem 2.1 is applied to this example.
In fact, it turns out that there is no need to worry about this since it is always
the case here that |I| = 1. Note first that the third is always 11 more than the
second, and so there is no possibility that these would be equal. By the same
argument, there would be no problem if the first two were equal since they could
not be the maximum (with the third being 11 more all of the time). Finally, we
need only worry about the possibility that the first and third are equal. Certainly,
it is possible for these two expressions to have the same value, but never for integer
values of a, b, c, and d. In particular, they are only equal when
a = −
(
b+ c+ d+
7
11
)
.
1Up to a common multiple independent of a, b, c and d which does not matter due to the
bilinear nature of the equation.
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A similar argument applies when we wish to compute the limit of the Hirota
Bilinear Difference Equation to find the equation that this u(a, b, c, d) satisfies.
Rewriting the HBDE as
σ1e
(uε(a+1,b+1,c,d)+uε(a,b,c+1,d+1)−4)/ε + σ2e
(uε(a+1,b,c,d+1)+uε(a,b+1,c+1,d)+ε ln(e4/ε−e−4/ε))/ε
= σ3e
(uε(a+1,b,c+1,d)+uε(a,b+1,c,d+1)+4)/ε
where uε(a, b, c, d) = ε ln |u(a, b, c, d)| and σ1 = ±1 as needed when u is negative,
leads to its ultra-discretization as
Max (u(a+ 1, b+ 1, c, d) + u(a, b, c+ 1, d+ 1)− 4, u(a+ 1, b, c, d+ 1) + u(a, b+ 1, c+ 1, d) + 4)
(12) = u(a+ 1, b, c+ 1, d) + u(a, b+ 1, c, d+ 1) + 4.
Then to show that (11) gives a solution we apply Theorem 3.2 and note that since
u(a+ 1, b+ 1, c, d) = u(a, b, c+ 1, d+ 1) = u(a+ 1, b, c, d+ 1) = u(a, b+ 1, c+ 1, d)
the first argument of the Max operator is always 8 less than the second argument.
5. Application: First Integrals
In this section, we consider difference equations that admit first integrals and
ask the following question: When does the ultra-discretization of the equation
leave the ultra-discretization of the first integral invariant? The study performed
in this section will be more algebraic than analytic: the results about first integrals
will apply to the complete set of solutions as opposed to a particular solution as
considered before.
5.1. Preliminary examples. A well-known class of second order difference equa-
tions is given by the QRT mappings discovered by Quispel, Roberts, and Thomp-
son [14]. The ultra-discrete limit of members of that class of mappings together
with their first integrals was first performed in [19] but, each time this is done, one
has to check explicitly that the resulting ultra-discretization of the first integral is
indeed invariant.
Let us start with the following simple example of a difference equation
(13) xn+1 =
αεxn + 1
xnxn−1
,
where αε is constant in n. Equation (13) is a member of the class of QRT mappings.
As such, (13) admits the following first integral
(14) ιε(xn−1, xn) = xn + xn−1 +
αε
xn
+
αε
xn−1
+
1
xn xn−1
.
We say that ιε is a first integral for (13) because ιε(xn−1, xn) = ι
ε(xn, xn+1) if xn
is a solution to (13). To obtain the ultra-discrete version of these two expressions,
one writes αε = eA/ε and xn = e
un/ε. Then we take the limit as ǫ → 0+ of the
equation using the identity (1) (note that in this particular example, we do not
need the more general relation given by Theorem 2.1). We obtain
(15) un+1 = Max(un +A, 0)− un − un−1
and
(16) I = Max
(
un, un−1, A− un−1, A− un, −un − un−1
)
.
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The quantity I defined in (16) is conserved by the equation (15). Following [9], this
can be shown directly by substituting the expression for un−1 in terms of un and
un+1 coming from (15) into the definition of I as follows:
In = Max
(
un, −un+1 − un + (un +A)+, A− un,
A+ un+1 + un − (un +A)+, un+1 − (un +A)+
)
= Max
(
un, A− un+1, −un − un+1, A− un,
Max
(
A+ un+1 + un − (un +A)+, un+1 − (un +A)+
))
= Max (un, A− un+1, −un − un+1, A− un, , un+1)
= In+1,
where we have introduced the notation (k)+ ≡ Max (k, 0).
Another more complex example is given by a difference equation that is related
(through the process of deautonomisation) to a discrete version of the third Painleve´
equation [6, 15, 16]
(17) xn+1 =
(αε1α
ε
2 + xn) (α
ε
1/α
ε
2 + xn)
xn−1 (αε1α
ε
3xn + 1) (α
ε
1/α
ε
3xn + 1)
.
Again, as a member of the QRT family of mapping, (17) has a first integral given
by
(18)
ιε = αε1α
ε
3(1 + α
ε2
2 )
(
1
xn−1
+
1
xn
)
+ αε1α
ε
2(1 + α
ε2
3 ) (xn + xn−1)
+ αε1
2αε2α
ε
3
(
xnxn−1 +
1
xnxn−1
)
+ αε2α
ε
3
(
xn
xn−1
+
xn−1
xn
)
.
The ultra-discretization of these two expressions is performed the same way as
before by setting αεi = e
Ai/ǫ and xn = e
un/ε. In the limit as ε→ 0+, one gets
un+1 = 2un + (A1 +A2 − un)+(19)
+(A1 −A2 − un)+ − (A1 +A3 + un)+
−(A1 −A3 + un)+ − un−1,
with first integral
I = Max
(
A1 +A3 − un−1, A1 +A3 − un,(20)
A1 +A3 + 2A2 − un−1, A1 +A3 + 2A2 − un,
A1 +A2 + un, A1 +A2 + un−1,
A1 +A2 + 2A3 + un, A1 +A2 + 2A3 + un−1,
2A1 +A2 +A3 + un + un−1, 2A1 + A2 +A3 − un − un−1,
A2 +A3 + un − un−1, A2 + A3 + un−1 − un
)
.
Checking that I defined above is a first integral is quite a cumbersome task. Instead,
we will rely on a general theorem that we prove below.
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5.2. Main result about first integrals. Consider the difference equation
(21) xεn+d = f(x
ε
n, x
ε
n+1, ..., x
ε
n+d−1)
where f is a rational function on Rd of the form
f(a0, a1, ..., ad−1) ≡
∑N
i=1
(
αεi
∏d−1
j=0 (aj)
mij
)
∑Nˆ
i=1
(
αˆεi
∏d−1
j=0 (aj)
mˆij
) .
A first integral for (21) is defined to be a rational function ιε on Rd of the form
(22) ιε(a0, a1, ..., ad−1) =
∑M
i=1
(
βεi
∏d−1
j=0 (aj)
lij
)
∑Mˆ
i=1
(
βˆεi
∏d−1
j=0 (aj)
lˆij
) ,
where lij , lˆij ∈ N, which remains invariant when restricted to any solution to (21),
that is, ιε(a1, a2, ..., ad−1, f(a0, a1, ..., ad−1)) = ι
ε(a0, a1, ..., ad−1). Here, we assume
the coefficients βεi and βˆ
ε
i to be nonzero for ε in a certain interval (0, β). In all our
examples, these coefficients will be exponentials and thus never zero.
The following question arises: is the ultra-discretization of (22) a first integral
for the ultra-discretization of (21)? Precisely, does the function
I(b0, b1, ..., bd−1) =
M
Max
i=1
(Bi +
d−1∑
j=0
lijbj)−
Mˆ
Max
i=1
(Bˆi +
d−1∑
j=0
lˆijbj),
where Bi, Bˆi are defined as Bi = lim
ε→0+
ε ln |βεi | and Bˆi = lim
ε→0+
ε ln
∣∣∣βˆεi ∣∣∣, define a first
integral for the equation
(23) un+d = g(un, un+1, ..., un+d−1)
where g a function on Rd defined by
g(b0, b1, ..., bd−1) ≡
N
Max
i=1
(Ai +
d−1∑
j=0
mijbj)−
Nˆ
Max
i=1
(Aˆi +
d−1∑
j=0
mˆijbj),
where Ai are defined in Definition (3.1).
Before stating the theorem, let us define the function D on Rd by
D(b0, b1, ..., bd−1) ≡
∑
i∈I
σie
µi
where
σi =
∣∣∣βεi (f(eb0/ε, eb1/ε, ..., ebd−1/ε))lid−1 ∣∣∣
βεi
(
f(eb0/ε, eb1/ε, ..., ebd−1/ε)
)lid−1
(σi is the sign of β
ε
i
(
f(eb0/ε, eb1/ε, ..., ebd−1/ε)
)lid−1
for ε close to zero) and
M =
M
Max
i=1
(Bi +
d−2∑
j=0
lijbj+1 + lid−1g(b0, b1, ..., bd−1))
and
I = {i|Bi +
d−2∑
j=0
lijbj+1 + lid−1g(b0, b1, ..., bd−1) = M}.
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and
µi = lim
ε→0+
ε ln |βεi |+
∑d−2
j=0 lijbj+1 + lid−1h
ε(b0, b1, ..., bd−1)−M
ε
for i ∈ I,
where
hε(b0, b1, ..., bd−1) = ε ln
(∣∣∣f(eb0/ε, eb1/ε, ..., ebd−1/ε)∣∣∣).
Note that
lim
ε→0+
hε(b0, b1, ..., bd−1) = g(b0, b1, ..., bd−1).
Furthermore, the function Dˆ is defined the same way by replacing σi, µi, α
ε
i , Bi, lij ,M
above by σˆi, µˆi, αˆ
ε
i , Bˆi, lˆij , Mˆ
Theorem 5.1. If D and Dˆ are nonzero almost everywhere in Rd, then I is a first
integral for (23).
Proof. By definition of I, we have the equality
lim
ε→0+
ε ln
(
ιε
(
eb0/ε, eb1/ε, ..., ebd−1/ε
))
= I(b0, b1, ..., bd−1).
Furthermore, as a direct consequence of Theorem 2.1, since both D and Dˆ are
nonzero almost everywhere in Rd, the following equality must hold everywhere
except in a subset of measure zero
lim
ε→0+
ε ln
(
ιε
(
eb1/ε, eb2/ε, ..., ebd−1/ε, eh
ε(b0,b1,...,bd−1)
))
= I(b1, b2, ..., bd−1, g(b0, b1, ..., bd−1)).
Because both the argument of the limit and the right hand side of the equation are
continuous in Rd, the equality holds in all Rd.
Since ιε is a first integral for (21), the arguments of the two limits above are
equal. Hence, since both limits exist, the right sides are equal which shows that I
is a first integral for (23). 
5.3. Examples. Consider the difference equation
(24) xn+2 = −xn − xn+1 +
αε
xn+1
which admits the first integral given by
(25) ιε = x2n+1xn + xn+1x
2
n − α
ε(xn+1 + xn).
(note that (24) was intentionally written so that xn+2 is a function of xn and xn+1
in order to apply Theorem 5.1 directly with d = 2). Equation (24) is related to a
discrete version of the first Painleve´ equation [6,15,16]. For the ultra-discrete limit
we choose αε = eA/ε and find
(26) un+2 = Max (un, un+1, A− un+1) ≡ g(un, un+1),
(27) I(un, un+1) = Max (2un+1 + un, un+1 + 2un, A+ un+1, A+ un) .
The quantity defined in (27) is not a first integral for (26). To see this we con-
sider the specific example with A < 8, in which we have that I(3, 5) = 13 and
I(5, g(5, 3)) = I(5, 5) = 15 6= I(3, 5).
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We now show that the conditions of Theorem 5.1 are not met. Specifically, it is
not true that the function D is nonzero almost everywhere in R2. We first set
βε1 = 1, l1,0 = 2, l1,1 = 1,
βε2 = 1, l2,0 = 1, l2,1 = 2,
βε3 = −e
A/ε, l3,0 = 1, l3,1 = 0,
βε4 = −e
A/ε, l4,0 = 0, l4,1 = 1.
and
M = Max (2g(b1, b2) + b2, g(b1, b2) + 2b2, A+ g(b1, b2), A+ b2) .
Furthermore, to apply Theorem 5.1, it is useful to write the following quantity
explicitly
f(eb1/ε, eb2/ε) = −eb1/ε − eb2/ε + e(A−b2)/ε.
Consider the case where b2 is greater than both b1 and A−b1. We obtain g(b1, b2) =
b2 and I = {1, 2}. The sign of f(e
b1/ε, eb2/ε) for small positive ε is negative which
means that σ1 = −σ2 = 1. Since µ1 = µ2 = 0, we finally get thatD = e
µ1−eµ2 = 0.
Thus the functionD is zero in the semi-infinite triangular region of the plane b2 > b1
and b2 > A− b1. The conditions of the Theorem 5.1 are thus not met.
Let us now consider the two examples of Section 5.1. In both cases, all the σi’s
are equal to one. Thus, this automatically implies that both D and Dˆ are nonzero.
In particular, this shows that (20) is indeed a first integral for (19).
We now consider a last example
(28) xn+2 =
xn+1
1− x2n+1
− xn ≡ f(xn, xn+1)
with first integral
(29) ι = x2n+1 + x
2
n − x
2
n+1x
2
n − xn+1xn.
The ultra-discretization reads
(30) un+2 = Max (un + 2un+1, un+1, un)−Max (2un+1, 0) ≡ g(un, un+1)
(31) I = Max (2un+1, 2un, 2un+1 + 2un, un+1 + un) .
To apply Theorem 5.1, we set
βε1 = 1, l1,0 = 0, l1,1 = 2,
βε2 = 1, l2,0 = 2, l2,1 = 0,
βε3 = −1, l3,0 = l3,1 = 2,
βε4 = −1, l4,0 = l4,1 = 1.
and
M = Max (2g(b1, b2), 2b2, 2g(b1, b2) + 2b2, g(b1, b2) + b2) .
Furthermore, it is useful to write the following explicitly
f(eb1/ε, eb2/ε) =
eb2/ε
1− e2b2/ε
− eb1/ε.
To prove that the function D is nonzero almost everywhere in R2, we consider
four cases. First, in the case b1, b2 > 0, we have that g(b1, b2) = b1 and I = {3}
and thus, because there is only one term in D, it cannot be zero. In the case
b2 > 0, b1 < 0, g(b1, b2) = Max(b1, −b2) and I = {2}. Again, D cannot be zero.
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In the case b2 < 0, b1 > b2, we have that g(b1, b2) = b1 and I = {1}. Finally, in
the case b1 < b2 < 0, g(b1, b2) = b2 and I = {1, 2, 4}. Here, D is not trivially
nonzero and a little more work is required. The sign of f(eb1/ε, eb2/ε) for small ε is
positive, µi = 0, i = 1, 2, 4 and σ1 = σ2 = −σ4 = 1. Thus, D = 1 + 1 − 1 = 1 6= 0.
We thus have proven that D is nonzero almost everywhere in R2 which means,
by Theorem 5.1 that (31) is a first integral for (30). Note however that D is not
nonzero everywhere in R2. For example, in the case b1 = 0 and b2 > 0, we have
that g(b1, b2) = 0, I = {2, 3}, the sign of f(e
b1/ε, eb2/ε) is negative, σ2 = −σ3 = 1,
and thus D = 0.
6. Conclusions
Although it is the case that problems can arise in computing a limit of the form
lim
ε→0+
ε ln τ
with τ of the form (3) when some terms are negative, it is not true that these
problems arise “most of the time”. Consequently, it is often still possible to use
the procedure of ultra-discrete limits developed in [20] to produce integer solutions
to equations involving the “Max” operator even in the absence of positivity, as
illustrated in Sections 3 and 4. Furthermore, it is especially useful to apply the
results of Theorem 2.1 to the question of which integrals of motion are preserved
by an ultra-discrete limit since in that case one does not need to consider individual
solutions (cf. Section 5).
It should be noted that there are various different possibilities for the value of the
limit in the case that D = 0 and |I| > 1 which we do not presently have the ability
to differentiate in general. For instance, in the example presented in Section 3.1
the value of the limit is not the maximum of the exponents as usual but rather the
next largest of the exponents. (This happens here because the sum that forms D
does not only vanish in the limit but actually is equal to zero for all ε, as briefly
mentioned in [8].) On the other hand, in the case of the limit
lim
ε→0+
ε ln
(
eu
ε
1/ε − eu
ε
2/ε + eu
ε
3/ε
)
with uε1 = sin(2ε)/ε, u
ε
2 = 2 sin(ε)/ε and u
ε
3 = 1, the limit yields the maximum
value of 2 despite the fact that D = 0. Most interestingly, in the example shown
in Section 1.2 it is evident that the value of the limit is not determined by the
values of the limits of the functions in the exponents, since the ultra-discrete limit,
a− k, could be varied arbitrarily by selecting k without affecting the limits of the
individual exponents, all equal to a. It would be interesting to extend Theorem 2.1
to be able to predict the value of the limit in the case that neither conditions (i)
nor (ii) are met.
Acknowledgements: We are grateful to our colleagues Herb Silverman and Tom
Kunkle for helpful discussions and advice.
References
[1] N. Benes, A. Kasman and K. Young: On Decompositions of the KdV 2-Soliton The Journal
of Nonlinear Science Volume 16 Number 2 (2006) 179-200.
[2] A. S. Fokas, E. P. Papadopoulou, and Y. G. Saridakis, Soliton cellular automata, Physica D,
vol. 41, pp. 297-321, 1990.
16
Negativity Not Problem For Ultra-discrete Limit A. Kasman/S. Lafortune
[3] C.S. Gardner, J.M. Greene, M.D. Kruskal and R.M. Miura: Method for Solving the Korteweg-
de Vries Equation, Phys. Rev. Lett. 19 (1967), 1095-1097.
[4] S. Gaubert, M. Plus: Methods and Applications of (max,+) Linear Algebra INRIA Rapport
de recherche no. 3088, Janvier 1997
[5] M. Gekhtman, A. Kasman: On KP Generators and the Geometry of the HBDE The Journal
of Geometry and Physics 56 (2006) 282-309
[6] B. Grammaticos, F. Nijhoff and A. Ramani, Discrete Painleve´ equations. In: R. Conte (ed.)
The Painleve´ property, Proceedings, Carge`se 1996, pp. 413–516, New-York: CRM Ser. Math.
Phys., Springer (1999).
[7] KdV ’95. Proceedings of the International Symposium held in Amsterdam, April 23–26, 1995.
Edited by Michiel Hazewinkel, Hans W. Capel and Eduard M. de Jager. Acta Appl. Math.
39 (1995), no. 1-3. Kluwer Academic Publishers Group, Dordrecht, 1995. pp. i–iv and 1–516.
[8] S. Isojima, B. Grammaticos, A. Ramani, and J. Satsuma: Ultradiscretization without posi-
tivity, Journal of Physics A, 39 (2006) 3663-3672
[9] N. Joshi and S. Lafortune, Integrable ultra-discrete equations and singularity analysis, Non-
linearity, vol. 19, pp. 1295-1312, 2006.
[10] T. Miwa, Proc. Japan Acad. Ser. A Math. Sci. 58 (1982), no. 1, 9–12;
[11] A. Nagai, T. Tokihiro, J. Satsuma, R. Willox and K. Kajiwara: Two-dimensional soliton
cellular automaton of deautonomized Toda-type, Physics Letters A, vol. 234, Iss. 4, (1997)
301-309
[12] T. Ochiai and J. Nacher: Inversible Max-Plus Algebras and Integrable Systems, J. Math
Phys. 46 (2005) 063507
[13] J. K. Park, K. Steiglitz, and W. P. Thurston: Soliton-like behavior in automata, Physica D,
vol. 19, (1986) 423-432
[14] G.R.W. Quispel, J.A.G. Roberts and C.J. Thompson, Integrable mappings and soliton equa-
tions II, Physica D, vol. 34, pp. 183–192, 1989.
[15] A. Ramani, D. Takahashi, B. Grammaticos, and Y. Ohta, The ultimate discretisation of the
Painleve´ equations, Physica D, vol. 114, pp. 185-196, 1998.
[16] A. Ramani and B. Grammaticos, Discrete Painleve´ equations: coalescences, limits and de-
generacies, Phys. A, vol. 228, 160-171, 1996.
[17] M. Sato and Y. Sato, in Nonlinear partial differential equations in applied science (Tokyo,
1982), 259–271, North-Holland, Amsterdam, 1983
[18] D. Takahashi and J. Satsuma, A soliton cellular automaton, Journal of the Physical Society
of Japan, vol. 59, no. 10, (1990) 3514-3519.
[19] D. Takahashi, T. Tokihiro, B. Grammaticos, Y. Ohta, and A. Ramani, Constructing solutions
to the ultradiscrete Painleve´ equations, J. Phys. A, vol. 30, pp. 7953-7966, 1997.
[20] T. Tohikiro, D. Takahashi, J. Matsukidaira and J. Satsuma: From Soliton Equations to
Integrable Cellular Automata through a Limiting Procedure, Physical Review Letters, vol.
76, No. 18, (1996) 3247-3250
[21] T. Yajima, K. Nakajima, and N. Asano, Max-plus algebra for complex variables and its
applications to discrete Fourier transformation, preprint nlin.SI/0505056.
[22] A. V. Zabrodin, Teoret. Mat. Fiz. 113 (1997), no. 2, 179–230; translation in Theoret. and
Math. Phys. 113 (1997), no. 2, 1347–1392 (1998)
[23] N.J. Zabusky, M.D. Kruskal: Interaction of “Solitons” in a Collisionless Plasma and the
Recurrence of Initial States, Phys. Rev. Lett. 15 (1965), 240-243.
Department of Mathematics / College of Charleston
E-mail address: kasmana@cofc.edu
Department of Mathematics / College of Charleston
E-mail address: lafortunes@cofc.edu
17
