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TEMPERED D-MODULES AND BOREL-MOORE HOMOLOGY VANISHING
DARIO BERALDO
Abstract. We characterize the tempered part of the automorphic Langlands category D(BunG) using the
geometry of the big cell in the affine Grassmannian. We deduce that, for G non-abelian, tempered D-modules
have no de Rham cohomology with compact supports. The latter fact boils down to a concrete statement,
which we prove using the Ran space and some explicit t-structure estimates: for G non-abelian and Σ a
smooth affine curve, the Borel-Moore homology of the indscheme Maps(Σ, G) vanishes.
1. Introduction
Let G be a connected reductive group and X a smooth complete curve, both defined over an algebraically
closed field k of characteristic zero. Denote by BunG the stack of G-bundles on X and by D(BunG) the
DG category of D-modules on it. The full subcategory tempD(BunG) ⊆ D(BunG) of tempered D-modules,
introduced in [1] and reviewed in Section 1.2, plays an important role in the geometric Langlands theory for
the following two reasons.
First, under the Langlands equivalence, tempD(BunG) is designed to correspond to the DG category
QCoh(LSGˇ). Here, Gˇ is the reductive group dual to G and LSGˇ the stack of Gˇ-local systems on X . In other
words, changing D(BunG) into
tempD(BunG) turns the “best hope” of [1, Section 1.1.1] into a plausible
conjecture. Second, as conjectured by the author, it should be possible to reconstruct D(BunG) by gluing
together the DG categories tempD(BunM ) for all standard Levi subgroups M ⊆ G.
1.1. The first two main results. In this paper, we move towards a better understanding of tempD(BunG).
Precisely, our main goal is to prove the following conjecture of D. Gaitsgory (also hinted at by V. Lafforgue
in [26, Section 5]).
Theorem A. For G a reductive group with semisimple rank ≥ 1, the dualizing sheaf ωBunG ∈ D(BunG) is
anti-tempered, that is, right orthogonal to tempD(BunG).
Explicitly, this means that HomD(BunG)(F, ωBunG) ≃ 0 whenever F is tempered. Recall from [17] that
the !-pushforward along the projection pBunG : BunG ! pt is well-defined on the entire D(BunG). By
adjunction, Theorem A is equivalent to:
Theorem A′. If F ∈ D(BunG) is tempered, then (pBunG)!(F) ≃ 0.
Remark 1.1.1. We immediately deduce that, for G as above and any G-bundle iE : Spec(k) ! BunG, the
object (iE)!(k) is not tempered. On the other hand, we conjecture that the D-modules (iE)∗(k) are all
tempered. The latter statement does not follow easily from the results of this paper and it will be treated
elsewhere.
1.1.2. We will prove Theorem A by establishing two other main results, Theorems B and C, which are
possibly more interesting than Theorem A itself. The first of these results is the following concrete statement.
Theorem B. Let Σ be a smooth affine curve. For G a reductive group with semisimple rank ≥ 1, the
Borel-Moore homology HBM(G[Σ]) of the mapping indscheme G[Σ] := Maps(Σ, G) vanishes.
1
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Remark 1.1.3 (Related results). The ordinary homology of G[Σ] was computed by C. Teleman in [30]. The
homology of G[Σ]gen, the space of rational maps from Σ to G, was computed by D. Gaitsgory in [17].
Remark 1.1.4. Any affine scheme Y of finite type can be realized as a closed subscheme of AN . Since the
resulting map Y [Σ] !֒ AN [Σ] ≃ A∞ is a closed embedding, it follows that Y [Σ], and in particular G[Σ], is
an ind-affine indscheme of ind-finite type.
Remark 1.1.5. Recall that the Borel-Moore homology of a scheme Y of finite type is defined as HBM(Y ) :=
(pY )∗,dR(ωY ). It easily seen that HBM is covariant with respect to proper maps, whence it is well-defined
on indschemes (of ind-finite type). For example, for A∞ we have
HBM(A
∞) ≃ colim
n≥0
HBM(A
n) ≃ colim
n≥0
k[2n] ≃ 0.
1.1.6. The proof of Theorem B will be discussed in Section 1.4. Meanwhile, let us explain how to deduce
Theorem A from Theorem B. For this, we digress to recall the definition of the tempered condition.
1.2. Tempered objects. The phenomenon of temperedness (and non-temperedness) was first observed in
[1]. It arises as a consequence of three facts: the Hecke action on D(BunG), the derived Satake theorem,
and the discrepancy between ind-coherent sheaves and quasi-coherent sheaves on a quasi-smooth stack. Let
us review these facts in order.
1.2.1. Let G(K) := G((t)) and G(O) := G[[t]] be the loop group and the arc group of G. The Hecke action
is a certain natural (once a point x ∈ X and a local coordinate at x have been chosen) action of the spherical
monoidal DG category SphG := D(G(O)\G(K)/G(O)) on D(BunG). The actual definition of the Hecke
action is recalled and used in Section 4.1.
To fix the conventions, we regard D(BunG) as acted upon by SphG from the left. Similarly, for GrG :=
G(O)\G(K) the affine Grassmannian, we regard D(GrG) as acted on by SphG from the left (and compatibly
by G(K) from the right).
1.2.2. The derived Satake theorem ([11] and [1, Section 12]) yields a monoidal equivalence
SatG : IndCohN(Ωgˇ/Gˇ)
≃
−! SphG .
In the above formula, Ωgˇ denotes the derived scheme 0 ×gˇ 0 ≃ Spec Sym(gˇ
∗[1]), equipped with the adjoint
action of Gˇ. The quotient stack Ωgˇ/Gˇ is quasi-smooth with space of singularities equal to gˇ/Gˇ. Hence, we
can consider ind-coherent sheaves on Ωgˇ/Gˇ with singular support contained in any chosen closed conical
G-invariant subset of gˇ.
In particular, the choice of the nilpotent cone N ⊆ gˇ yields the DG category appearing in the derived
Satake equivalence. On the other hand, the choice of 0 ∈ gˇ yields the DG category QCoh(Ωgˇ/Gˇ). These two
DG categories are related by a natural adjunction
QCoh(Ωgˇ/Gˇ) IndCohN(Ωgˇ/Gˇ),
Ξ0!N
Ψ0!N
with fully faithful left adjoint.
1.2.3. Define temp SphG to be the full subcategory of SphG corresponding to QCoh(Ωgˇ/Gˇ) under derived
Satake. By construction, there is a colocalization
temp SphG SphG,
Ξ0!N
Ψ0!N
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where, abusing notation, we have denoted the two adjoint functors with the same symbols as above.
1.2.4. For C a DG category with a left action of SphG, we set
tempC := temp SphG ⊗
SphG
C.
As above, and abusing notation again, there is a colocalization
tempC C.
Ξ0!N
Ψ0!N
We always regard tempC as a full subcategory of C via the functor Ξ0!N.
Definition 1.2.5. We say that an object of C is tempered if it belongs to tempC. We say that an object
of C is anti-tempered iff it is annihilated by the projection Ψ0!N : C ։
tempC. Equivalently, c ∈ C is
anti-tempered iff HomC(t, c) ≃ 0 for all t ∈ tempC.
1.2.6. The above construction, applied to the Hecke action of SphG on D(BunG) at a chosen point x ∈ X ,
yields the DG category tempD(BunG) we are interested in. In principle, a different choice of x ∈ X might
yield a different DG category. Thus, to be precise, we should write x -tempD(BunG) in place of
tempD(BunG).
However, [1, Conjecture 12.8.5] states that x -tempD(BunG) ought to be independent of the choice of the
point x ∈ X . See [8, Section 1.4.2] for a sketch of the proof of this statement.
Regardless of this conjecture and of its sketchy solution, the proof we present shows that ωBunG is right-
orthogonal to x -tempD(BunG) for any x.
1.2.7. It is clear that temp SphG is a principal monoidal ideal of SphG, generated by the object
1
temp
SphG
:= SatG
(
Ξ0!N
(
i∗(k0)
))
∈ temp SphG,
where i : pt/Gˇ !֒ Ωgˇ/Gˇ is the natural closed embedding and k0 ∈ QCoh(pt/Gˇ) the trivial Gˇ-representation.
Hence, for C a DG category endowed with a SphG-action, the following facts are immediate:
• an object c ∈ C is tempered iff it is of the form 1tempSphG ⋆ c
′ for some c′ ∈ C;
• an object d ∈ C is anti-tempered iff 1tempSphG ⋆ d ≃ 0.
1.2.8. In view of the second item above, the idea of the proof of Theorem A is clear: as a first step, we
should describe 1tempSphG explicitly (that is, without appealing to geometric Satake) and then, as a second step,
we should prove that
1
temp
SphG
⋆ ωBunG ≃ 0.
The first step is exactly the content of Theorem C below, while the second one will turn out to be a quick
consequence of Theorem B in the special case of Σ = A1.
1.3. The tempered unit of the spherical category. The explicit description of 1tempSphG is the subject of
our next main result.
1.3.1. Let G(R) ⊆ G(K) denote the negative part of the loop group, that is, the group indschemeMaps(P1−
0, G) ≃ G[t−1]. Consider the obvious map
f : G\G(R)/G −! G(O)\G(K)/G(O).
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Theorem C. There is a canonical isomorphism
1
temp
SphG
≃ (f !)R
(
ωG\G(R)/G
)
in SphG, where (f
!)R is the (continuous) right adjoint to f !.
Example 1.3.2. If G = T is is a torus, T (R) ≃ T (up to nilpotents). It follows that 1tempSphT coincides with
1SphT . This is consistent with the fact that any object of D(BunT ) is tempered.
1.3.3. Let us describe the functor (f !)R more explicitly. Recall, [15], that the map
Gr◦G := G\G(R) ≃ G(O)\G(O)G(R)! G(O)\G(K) =: GrG
is an open embedding, the inclusion of the “big cell” of the affine Grassmannian. Hence f is the composition
of an open embedding with a quotient by a pro-unipotent group:
Gr◦G/G = G\G(R)/G
j
−֒! GrG/G։ G(O)\G(K)/G(O).
Thus, f ! ≃ oblvG!G(O) ◦ j! and its right adjoint is the composition (f !)R ≃ AvG!G(O)∗ ◦ j∗. See e.g. [5] for
more information on the adjunction (oblv,Av∗) in the framework of loop group actions on categories.
Remark 1.3.4. Even though the statement of the theorem involves only the automorphic version of the
spherical category, most of the work takes place on the spectral side: it amounts to computing the Serre
functor of the DG category IndCohN(Ωgˇ/Gˇ). Such computation will be transferred to SphG using derived
Satake and its relation with geometric Langlands for X = P1. A detailed outline of the proof of Theorem C
appears in Section 2.2.
1.3.5. We will use Theorem C to see that Theorem A is a quick corollary of the following vanishing result:
HBM(G(R)) ≃ 0, as soon as G is not a torus. In turn, such statement is the simplest instance of Theorem
B.
1.4. Borel-Moore homology vanishing. Let us comment on the proof of Theorem B.
1.4.1. Thanks to the ind-affineness of G[Σ], we will easily deduce the vanishing of HBM(G[Σ]) from the
following t-structure estimate.
Theorem D. For G a reductive group of semisimple rank ≥ 1, the dualizing sheaf ωG[Σ] ∈ D(G[Σ]) is
infinitely connective, that is, it belongs to D(G[Σ])≤−∞.
Theorem D has the following immediate consequence:
Corollary 1.4.2. For G as above, the dualizing sheaves of GrG and of Gr
◦
G are infinitely connective.
Proof. Indeed, since the t-structure of D(GrG) is Zariski local, it suffices to prove the claim for Gr
◦
G ≃
G(R)/G. The latter is clear from Theorem D for Σ = A1. 
Remark 1.4.3. The statement of the corollary was proved in [20] modulo one mistake in the proof: precisely,
contrarily to the claim of [20, page 547], it is not true that Gr◦G ≃ A
∞. Indeed, as pointed out by D.
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1.4.4. Given an affine scheme Y , one might ask what conditions on Y ensure that ωY [Σ] is infinitely con-
nective. The following result, whose proof uses only Riemann-Roch and an elementary t-structure estimate,
gives a sufficient (but certainly not necessary) condition.
Theorem E. Let Y ⊆ AN be a closed subscheme defined as the zero locus of k polynomials of degrees
n1, . . . , nk. If
∑
i ni < N , then ωY [Σ] is infinitely connective.
1.4.5. Obviously, Theorem E settles Theorem D in the cases G = GLn and G = SLn. For more general
groups, we take a completely different route, which uses the Ran space and a bit of representation theory.
The proof is outlined in Section 6.1.
1.5. The structure of the paper.
1.5.1. In Section 2, we discuss geometric Langlands for X = P1 and outline the proof of Theorem C.
1.5.2. In Section 3, we complete the proof of Theroem C by computing the Serre functor of three DG
categories related to the nilpotent cone. This section is the only one that requires some derived algebraic
geometry.
1.5.3. In Section 4, we use Theorem C to characterize tempered D-modules on BunG. We show that
Theorem A follows from the vanishing of HBM(Gr
◦
G).
1.5.4. In Section 5, we show that Theorem B is a simple corollary of Theorem D. We also prove Theorem
E, which settles Theorem D for G = SLn, GLn.
1.5.5. Finally, in Section 6, we prove Theorem D for all reductive groups.
1.6. Conventions and notations.
1.6.1. The conventions regarding DG categories and higher category theory follow [22, Chapter I.1], with
one small difference: if C is a DG category, we denote by HomC(c, c
′) the DG vector space of morphisms
c! c′.
1.6.2. Let C be a compactly generated DG category. Following [23], we say that C is proper ifHomC(c, c
′) ∈
Vectcpt whenever c and c′ are both compact. When C is proper, we consider its Serre functor Serre : C! C.
This is the continuous functor uniquely characterized by:
HomC(c
′, Serre(c)) ≃ HomC(c, c
′)∗, for every c ∈ Ccpt, c′ ∈ C .
Here, (−)∗ denotes the dual of a vector space.
1.6.3. The conventions regarding derived algebraic geometry follow [22]. For a quick review of the conven-
tions regarding formal completions and the de Rham construction, the reader might consult [7].
1.6.4. For Y an indscheme or an algebraic stack, we denote by D(Y) its DG category of D-modules. The
DG categories of D-modules on (ind)schemes are equipped with their right t-structure, see [22].
1.6.5. The notations of representation theory are the usual ones. As mentioned before, G is always a
connected reductive group. We let B ⊆ G be a chosen Borel subgroup, N ⊂ B a maximal unipotent
subgroup, N− the opposite unipotent subgroup, T ⊆ B a maximal torus.
We denote by Λ the lattice of (co)weights of G. Precisely, Λ means “coweights” in Sections 2 and 6, while
it means “weights” in Section 3. Accordingly, the cone of dominant (co)weights is denoted by Λdom. This
changing notation is the price to pay to avoid using λˇ in formulas.
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1.6.6. Given an affine scheme Y and a smooth curve Σ, we denote by Y [Σ] the indscheme parametrizing
maps from Σ to Y . As a functor of points, Y [Σ] sends a test affine scheme S to the set Y (S × Σ). We will
often use the shortcut ΣS := S × Σ.
1.6.7. Let fSet be the 1-category of nonempty finite sets and surjective maps between them.
1.7. Acknowledgements. I would like to thank M. Pippi, R. Svaldi and B. Toe¨n for useful conversations,
and D. Gaitsgory for a correction on an earlier draft. Research supported by ERC-2016-ADG-74150.
2. The tempered unit of the spherical category
In this section, we start the proof of Theorem C. The key ingredients are the geometric Langlands
equivalence for X = P1 and the explicit computation of the Serre functor of QCoh(N/G).
2.1. Geometric Langlands for P1. For X = P1, it is known that the two Langlands DG categories are
related by an explicit equivalence
γ ◦ SatG : IndCohN(LSGˇ(P
1))
≃
−−−! D(BunG(P
1)).
The functor realizing such equivalence is the composition of:
• the derived Satake equivalence SatG : IndCohN(LSGˇ(P
1)) ≃ SphG of [11] and [1, Section 12];
• an explicit functor γ : SphG ! D(BunG(P
1)), introduced in [26], which turns out to be an equiva-
lence.
2.1.1. The goal of this section is to fill in some details regarding the functor γ. We start by defining the
renormalized version
γren : SphrenG −! D(BunG(P
1))ren.
The equivalence γ will be obtained later by imposing nilpotent singular support on both sides.
2.1.2. The renormalized spherical category, SphrenG , was introduced in [1, Section 12]. It is the ind-
completion of the (non-cocomplete) full subcategory
Sphloc-cptG := SphG ×
D(GrG)
D(GrG)
cpt ⊆ SphG,
where the functor SphG ≃ D(GrG)
G(O)
! D(GrG) is the structure forgetful functor oblv
G(O).
2.1.3. On the other hand, consider the non-cocomplete full subcategory
D(BunG(P
1))loc-cpt ⊆ D(BunG(P
1))
Karoubi-generated by objects of the form (jU )!(FU ), for jU : U ⊆ BunG(P1) a quasi-compact open and
FU ∈ D(U)coh. We define D(BunG(P1))ren as the ind-completion of D(BunG(P1))loc-cpt.
2.1.4. The natural correspondence
GrG/G(O) − GrG/G −! GrG/G(R) ≃ BunG(P
1)
inspires the definition of the following functor:
γ′ := Av
G!G(R)
! ◦ oblv
G!G(O) : Sphloc-cptG −! D(BunG).
Such functor is a priori only partially defined, as Av
G!G(R)
! is only partially defined. However, it turns
out that γ′ is well-defined on the entire Sphloc-cptG . Indeed, a routine computation shows that γ
′(1SphG) ≃
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j!(ωBG), where j : BG !֒ BunG(P
1) is the open embedding of the locus of trivial G-bundles. In particular,
γ′ is well-defined on 1SphG . Since γ
′ is linear for the obvious Sphloc-cptG -action, γ
′ is well-defined on the entire
source category.
2.1.5. Recall that G(O)-orbits on GrG are parametrized by λ ∈ Λdom in the following way: for each
λ ∈ Λdom, the corresponding orbit GrλG is the G(O)-orbit of [t
λ] ∈ GrG. We can exhaust GrG by the closures
of G(O)-orbits: GrG = colimλ∈Λdom Gr
≤λ
G . We then form the DG categories Sph
≤λ
G := D(Gr
≤λ
G )
G(O) and
the associated subcategories Sph≤λ,loc-cptG of locally compact objects. We denote by Gr
ν,−
G the G(R)-orbit
through [tν ] ∈ GrG.
2.1.6. On the BunG(P
1) side, there is an exhaustion by quasi-compact open substacks parametrized again
by Λdom:
BunG(P
1) ≃ colim
λ∈Λdom
Bun≤λG ,
where j≤λ : Bun
≤λ
G !֒ BunG is the open embedding of the locus of G-bundles of Harder-Narashiman weight
≤ λ. By [13], the (fully faithful) functor (j≤λ)! : D(Bun
≤λ
G )! D(BunG) is well-defined on the entire source
category.
Lemma 2.1.7. For any λ ∈ Λdom, the functor γ′ restricts to a functor
(γ′)≤λ : Sph≤λ,loc-cptG ! D(Bun
≤λ
G )
coh,
where D(Bun≤λG )
coh is embedded into D(BunG)
ren via the functor (j≤λ)!.
Proof. By construction, the restriction of γ′ to Sph≤λ,loc-cptG is the functor of (!-pull,!-push) along the corre-
spondence
Gr
≤λ
G /G(O)
pλ
 − Gr
≤λ
G ×
G(O) G(O)G(R)/G(R) ≃ Gr≤λG ×
G G(R)/G(R)
mλ
−−! GrG/G(R).
We claim that mλ lands inside the open substack Bun
≤λ
G . Indeed, this is immediate from the following
relation between G(O)-orbits and G(R)-orbits on GrG (see, e.g., [29]):
Gr
µ
G ⊆
⊔
ν≤µ
Gr
ν,−
G .
Thus, for any F ∈ Sph≤λ,loc-cptG , we have
γ′(F) ≃ (j≤λ)!(j≤λ)
!(γ′(F)).
It suffices to prove that the object (j≤λ)
!(γ′(F)) is coherent. This is clear: pλ behaves on D-modules like a
smooth fibration, while any !-pushforward preserves coherence. 
2.1.8. In particular, we have a functor γ′ : Sphloc-cptG ! D(BunG(P
1))loc-cpt that, ind-extended, yields
γren : SphrenG ! D
ren(BunG(P
1)). The main result of this section reads:
Theorem 2.1.9. The functor γren is an equivalence of DG categories.
Proof. In [26], V. Lafforgue uses the contraction principle to prove that γren is fully faithful on locally
compact objects. This is enough to guarantee that γren is fully faithful. Hence, it remains to prove the
essential surjectivity.
The plan is to show that, for any λ ∈ Λdom, the restriction
(γ′)≤λ : Sph≤λ,loc-cptG −! D(Bun
≤λ
G )
coh
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is essentially surjective. We proceed by induction on |λ|. The case λ = 0 is a nice exercise, left to the
reader. Denote by iλ,λ : Bun
λ
G !֒ Bun
≤λ
G the closed embedding of the top stratum. The following square is
commutative by construction:
D(Bun<λG )
coh
Sph<λ,loc-cptG
D(Bun≤λG )
coh D(BunλG)
coh.
Sph≤λ,loc-cptG
(iλ,λ)
∗,dR
!-push
!-push
(γ′)<λ (γ′)≤λ
By induction, we may assume that the left vertical arrow is an essentially surjective. Hence, it remains to
show that the composition
(iλ,λ)
∗,dR ◦ (γ′)≤λ : Sph≤λ,loc-cptG −! D(Bun
λ
G)
coh
is essentially surjective. Let Eλ be the G-bundle corresponding to λ. Since Bun
λ
G ≃ B(Aut(Eλ)), the DG
category D(BunλG)
coh is Karoubi generated by a single object: the constant sheaf kBunλG .
We now claim that
(iλ,λ)
∗,dR(γ′)≤λ
(
ω
Gr
≤λ
G /G(O)
[−2 dim(GrλG/G)]
)
≃ kBunλG ∈ D(Bun
λ
G).
This is enough to conclude the proof of the theorem. The proof of the claim is a straightforward base-change,
combined with the fact that Gr≤λG ∩ Gr
λ,−
G ≃ [t
λ] ·G, see [29, Formula (2.6)]. 
Proposition 2.1.10. The functor γren restricts to an equivalence γ : SphG ! D(BunG(P
1)).
Proof. By revisiting the proof of Lemma 2.1.7, we see that γ′ sends Sph≤λ,cpt to D(Bun≤λG )
cpt. Hence, γren
does indeed restricts to a functor γ : SphG ! D(BunG), which is fully faithful (since γ
ren is). It remains to
prove that γ is essentially surjective on compact objects. We proceed by induction on |λ| as in the proof of
the above theorem.
For the base case, note that Sph≤0,cptG is Karoubi-generated by Av
G(O)
! (δ1,GrG). A routine base-change
calculation shows that
(2.1) γren(Av
G(O)
! (δ1,GrG)) ≃ j!(q!(k)) ≃ (e0)!(k),
where pt
q
−! BG
j
!֒ BunG and e0 = j ◦ q : pt ! BunG are the obvious maps. Clearly, (e0)!(k) is a
Karoubi-generator of D(Bun≤0G )
cpt, as wanted.
To verify the induction step, it suffices to find F ∈ Sph≤λG such that
(iλ,λ)
∗,dR(γ(F)) ≃ V ⊗ (eλ)!(k),
where eλ : pt ! Bun
λ
G = B(Aut(Eλ)) is the obvious map and V ∈ Vect
cpt. Indeed, any such object
V ⊗ (eλ)!(k) is a Karoubi-generator of D(Bun
λ
G)
cpt.
We claim that the choice of F := ω
Gr
≤λ
G /G(O)
⋆ Av
G(O)
! (δ1,GrG) works. To begin with, SphG-linearity and
base-change yield
γ(F) ≃ ω
Gr
≤λ
G /G(O)
⋆ (e0)!(k) ≃ (πλ)!(ωGr≤λG
),
where πλ : Gr
≤λ
G ! BunG(P
1) is the natural map. From here, another base-change shows that
(iλ,λ)
∗,dR(γ(F)) is of the required form.
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Corollary 2.1.11. The functor γ−1 : D(BunG(P
1))! SphG is given by the formula
AvG!G(O)∗ ◦ oblv
G!G(R).
Proof. We have proven that γ is an equivalence, written explicitly as the functor Av
G!G(R)
! ◦ oblv
G!G(O).
Hence, γ−1 equals the right adjoint functor, which is AvG!G(O)∗ ◦ oblv
G!G(R) by definition. 
Corollary 2.1.12. We have (D(BunG(P
1))ren)N ≃ D(BunG(P1)), as full subcategories of D(BunG(P1))ren.
Proof. Since γren is an SphrenG -linear equivalence, it preserves singular support. Hence, it induces an equiva-
lence
γrenN : (Sph
ren
G )N
≃
−−−! (D(BunG(P
1))ren)N.
By ([1, Section 12]), we have (SphrenG )N ≃ SphG, as full subcategories of Sph
ren
G . On the other hand, we have
already proven that γren restricts to an equivalence SphG ≃ D(BunG(P
1)). 
2.2. Overview of the proof of Theorem C. Let us explain our strategy of the proof of Theorem C.
2.2.1. Step 1: the setup. The construction of the previous section and derived Satake show that the functors
(2.2) IndCoh(LSGˇ(P
1))
SatrenG
−−−−! SphrenG
γren
−−! D(BunG(P
1))ren
are equivalences, compatible with the obvious actions by SphrenG on the three DG categories.
By taking their subcategories of objects with singular support contained in N, and thanks to (SphrenG )N ≃
SphG and
(
D(BunG(P
1))ren
)
N
≃ D(BunG(P1)), we obtain the chain of equivalences
(2.3) IndCohN(LSGˇ(P
1))
SatG
−−−! SphG
γ
−! D(BunG(P
1)).
By construction, the unit 1Sph corresponds to ΨN(i
IndCoh
∗ (k)) under SatG. Therefore, 1
temp
SphG
corresponds to
Ξ0!N(i∗(k)) under the same functor.
2.2.2. Step 2: properness. We observe that the DG categories appearing in (2.3) are proper.1 This is easiest
to check for D(BunG(P
1)): it suffices to show that D(U) is proper for any quasi-compact open U , and the
latter follows from the fact that each U has finitely many isomorphism classes of objects, see [23, Theorem
2.1.5].
2.2.3. Step 3: the Serre functor on the spectral side. Thanks to properness, it makes sense to consider the
Serre functors of the three DG categories of (2.3). On the spectral side, we will prove that
Serre(ΨN(i
IndCoh
∗ (k))) ≃ Ξ0!N(i∗(k))[− dimG].
2.2.4. Step 4: the Serre functor on the automorphic side. On the automorphic side,
(2.4) Serre(j!(ωBG)) ≃ j∗(ωBG)[− dimG].
More generally, it is easy to check that TBunG (see below for the definition) equals the Serre functor on
D(BunG(P
1)).
2.2.5. Step 5: the conclusion. Since ΨN(i
IndCoh
∗ (k)) goes over to j!(ωBG) under γ ◦ SatG, it follows that
Ξ0!N(i∗(k)) goes over to j∗(ωBG) under the same functor. Equivalently, under derived Satake, Ξ0!N(i∗(k))
1On the contrary, the DG categories of (2.2) are obviously not proper (unless G is trivial).
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goes over to γ−1(j∗(ωBG)). This means that 1
temp
SphG
≃ γ−1(j∗(ωBG)). Using the explicit formula for γ−1
from Corollary 2.1.11, a straightforward diagram chase along
BG = G(O)\G(O)G(R)/G(R) !֒ G(O)\G(K)/G(R) G(O)\G(K)/G! G(O)\G(K)/G(O)
yields the claimed isomorphism 1tempSphG ≃ (f
!)R(ωG\G(R)/G).
2.2.6. Only Step 3 and Step 4 need further details. The latter is treated immediately below, the former is
the content of Section 3.
2.3. The Serre functor on the automorphic side. In this short section, we prove (2.4). For this, we
need to review a few facts on Drinfeld’s miraculous duality functor.
2.3.1. Given an algebraic stack Y, consider the following two functors Ps-IdY,∗ and Ps-IdY,! from D(Y)
∨ to
D(Y). The first is given by the kernel (∆Y)∗(ωY) ∈ D(Y× Y), the second by (∆Y)!(kY) ∈ D(Y× Y).
If Y is quasi-compact, then Ps-IdY,∗ is an equivalence. A stack Y is said to be miraculous if Ps-IdY,! is an
equivalence. It turns out that BunG(X) is miraculous ([21]) for any X , and that it can be exhausted by a
sequence of miraculous quasi-compact opens ([13, Lemma 4.5.7]).
2.3.2. When Y is miraculous, we consider the functor TY := Ps-IdY,∗ ◦Ps-Id
−1
Y,! . If Y is also quasi-compact,
then TY is an equivalence. On the other hand, TBunG is not at all an equivalence: the argument of [20,
Theorem 7.7.2], coupled with the correction given by Corollary 1.4.2, shows that TBunG(ωBunG) ≃ 0.
The above sentence holds for BunG(X), with X of arbitrary genus. Let us now come back to X of genus
zero.
Lemma 2.3.3. The Serre functor on D(BunG(P
1)) is precisely the functor TBunG := Ps-Id∗ ◦Ps-Id
−1
! .
Proof. Let j : U ⊂ BunG(P1) be a quasi-compact open substack. Thanks to [23], we know that SerreD(U) ≃
Ps-Id−1U,!, where we use the equivalence Ps-IdU,∗ to identify D(U) with its dual. For F ∈ D(BunG) and
j!(FU ) ∈ D(BunG)cpt, we have:
Hom(F, j∗(FU )) ≃ HomD(U)(j
!F,FU )
≃ HomD(U)(Ps-IdU,!(FU ), j
!F)∗
≃ HomD(BG)(j! Ps-IdU,!(FU ),F)
∗.
The assertion of the lemma follows. 
Corollary 2.3.4. Let j : BG !֒ BunG(P
1) be the open embedding induced by the trivial G-bundle. The
Serre functor on D(BunG) sends j!(ωBG) to j∗(ωBG)[− dim(G)].
Proof. It suffices to notice that Ps-IdBG,! = idD(BG)[dim(G)]. 
3. The Serre functor on the spectral spherical category
In Section 2.2.2, we have shown that the DG category IndCohN(LSG(P
1)) is proper. Hence, the Serre
functor on IndCohN(LSG(P
1)) makes sense and our goal is to describe it: the final result is that the Serre
functor equals the temperization functor up to a cohomological shift.
We start with a preliminary result, which might be of independent interest: the computation of the Serre
functor of the DG category QCoh(N/G).
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Remark 3.0.1. The proof of the properness of IndCohN(LSG(P
1)) was very indirect: it used the geometric
Satake equivalence. A direct proof is also possible and it can be extracted by the computations of this section.
More precisely, it suffices to combine two observations. First, the weight spaces of the G-representation
H0(N,O) are all finite dimensional, see (3.1) and (3.2) below. This guarantees that QCoh(N/G) is proper.
Second, the inclusion N !֒ g∗ is a regular embedding: thanks to this, the properness of QCoh(N/G) implies
the properness of QCoh((g∗/G)∧
N/G). Up to a shift of grading (explained in Sections 3.2 and 3.3), this is
equivalent to the properness of IndCohN(LSG(P
1)).
3.1. The nilpotent cone. We give an explicit description of the Serre functor of the proper DG category
QCoh(N/G).
Lemma 3.1.1. The Serre functor on QCoh(N/G) is the functor of tensoring with
S0 := ker(ON/G ! j∗ON×/G)[2 dim n],
where j : N×/G !֒ N/G is the inclusion of the punctured nilpotent cone.
Proof. Denote by Aλ := π
∗Vλ the obvious compact generators, where π : N/G ! BG and λ ∈ Λdom. It is
clear that Serre(Aλ) = Aλ ⊗ Serre(A0). Hence, we just need to show that the displayed object S0 equals
Serre(A0). I.e., we need to establish a functorial isomorphism
HomRep(G)
(
Vν , ker(R! R
×)
)
[2 dim n] ≃ HomRep(G)
(
V−w0(ν), R
)∗
,
where we have set R := H0(N,O) and R× := H∗(N×,O), both regarded as G-representations in the natural
way.
Recall now the Springer resolution µ : T ∗(G/B) ! N and the induced isomorphism T ∗(G/B)× ! N×,
where T ∗(G/B)× is the cotangent bundle with the zero section removed. Hence, R× ≃ H∗(T ∗(G/B)×,O)
and, by birationality, R ≃ H0(T ∗(G/B),O). In view of the isomorphism T ∗(G/B) ≃ G×B n, we obtain the
following decomposition of R as a sum of irreducible G-representations:
(3.1) R ≃
(
Γ(G,O)⊗ Sym n∗
)B
≃
⊕
λ
HomRepB(Vλ, Sym n
∗)⊗ Vλ.
On the other hand, B. Kostant proved ([25], see also [12, Theorem 6.7.4]) that there is a G-equivariant
isomorphism R ≃ Γ(G/T,O). This forces
R ≃
⊕
λ
(V−w0(λ))
T ⊗ Vλ
and
(3.2) HomRepB(Vλ, Sym n
∗) ≃ (V−w0(λ))
T .
Since H0(R×) ≃ R for codimensional reasons, it suffices to show that R× has higher cohomology only in
degree 2 dimn− 1, and that such higher cohomology decomposes (as a G-representation) as
H2 dimn−1(R×) ≃
⊕
λ
(V−w0(λ))
T ⊗ Vλ.
To prove this, we first need to recall that the B-equivariant isomorphism
H∗(n− 0,O) ≃ Symn∗ ⊕ (Sym n⊗ Λdimnn)[1− dim n].
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Then, as in (3.1), we compute:
H>0(R×) ≃
(
Γ(G,O)⊗H>0(n− 0,O)
)B
≃
⊕
λ
HomRepB(Vλ, Sym n⊗ Λ
dimnn)⊗ Vλ[1− dim n].
By [23, Section 1.3.3], the Serre functor for Rep(B) equals the functor −⊗ Λdimnn[dim n]. We use this fact
to manipulate the RHS above as follows:
HomRepB(Vλ, Sym n⊗ Λ
dimnn) ≃
⊕
m≥0
HomRepB(Vλ, Sym
m n⊗ Λdimnn)
≃
⊕
m≥0
HomRepB(Sym
m n, Vλ)
∗[− dim n]
≃
⊕
m≥0
HomRepB(V−w0(λ), Sym
m n∗)∗[− dimn].
Thanks to (3.2), we know thatHomRepB(V−w0(λ), Symn
∗) is finite dimensional: in particular, we can replace
the direct sum with a direct product. Hence,
HomRepB(Vλ, Sym n⊗ Λ
dimnn) ≃
∏
m≥0
HomRepB(V−w0(λ), Sym
m n∗)∗[− dimn]
≃
(⊕
m≥0
HomRepB(V−w0(λ), Sym
m n∗)
)∗
[− dimn]
≃ HomRepB(V−w0(λ), Symn
∗)∗[− dimn]
≃ (V−w0(λ))
T [− dim n],
where the last step used (3.2) again. This concludes the proof. 
Remark 3.1.2. As pointed out by Gaitsgory, invoking Kostant’s theorem is not necessary, one just needs to
use the isomorphism R ≃ H∗(T ∗(G/B),O).
3.2. Shifts of grading. Since the stack N/G is endowed with a natural Gm-action (acting by homoteties
on N), we can consider the shift of grading QCoh(N/G)⇒ of the DG category QCoh(N/G). It turns our
that QCoh(N/G)⇒ is still proper, and the goal of this section is to compute its Serre functor.2
3.2.1. The shift of grading operation was introduced in [1, Appendix A]. It is an explicit automorphism of
the ∞-category Gm -rep
weak := (QCoh(Gm), ⋆)-mod, see [5] for the notation, which we denote by C C
⇒.
We use the same notation for morphisms in Gm -rep
weak. Namely, whenever φ : C! D is a Gm-equivariant
functor, we denote by φ⇒ : C⇒ ! D⇒ the associated one.
3.2.2. For instance, if A is a graded DG algebra, then A-mod acquires a naturalGm-action and (A-mod)
⇒ ≃
A⇒-mod. Consider a functor φ : Vect ! A-mod, necessarily given by a graded A-module M . In this case,
the functor φ⇒ : Vect! A⇒-mod is given by the graded A⇒-module M⇒.
Corollary 3.2.3. The Serre functor on the DG category QCoh(N/G)⇒ is the functor
ker
(
id! j∗,⇒j
∗,⇒
)
.
Proof. Denote by R⇒ and R×,⇒ the shifts of the graded algebras R and R×. Arguing as before, it suffices
to construct, for each ν, an isomorphism
(3.3) HomRep(G)
(
Vν , ker(R
⇒
! R×,⇒)
)
≃ HomRep(G)
(
V−w0(ν), R
⇒
)∗
.
2For similar computation with the shift of grading, see [9, 10].
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To determine both sides explicitly, we need to decompose both R and R× as (G × Gm)-representation. In
view of (3.1), the (G×Gm)-decomposition of R is the tautological one:
R ≃
⊕
λ,m
HomRepB(Vλ, Sym
m n∗)⊗ Vλ.
It follows that
R⇒ ≃
⊕
λ,m
HomRepB(Vλ, Sym
m n∗)⊗ Vλ[−2m],
so that the RHS of (3.3) can be rewritten as
(3.4) HomRep(G)
(
V−w0(ν), R
⇒
)∗
≃
(⊕
m∈N
HomRepB(V−w0ν , Sym
m n∗)[−2m]
)∗
.
On the other hand, the (G×Gm)-decomposition of ker(R! R×) is
ker(R! R×) ≃
⊕
λ,m
(
HomRepB(Vλ, Sym
m n⊗ Λdimnn)
)
⊗ Vλ[− dim n],
with the expression in parentheses of weight (−m− dim n). Hence,
ker(R! R×)⇒ ≃
⊕
λ,m
HomRepB(Vλ, Sym
m n⊗ Λdimnn)⊗ Vλ[2m+ dim n].
From this, we see that the LHS of (3.3) equals
HomRep(G)
(
Vν , ker(R
⇒
! R×,⇒)
)
≃
⊕
m
HomRepB(Vν , Sym
m n⊗ Λdimnn)[2m+ dim n].
Comparing this equation with (3.4), it remains to exhibit, for each ν and m, an isomorphism
HomRepB(Vν , Sym
m n⊗ Λdimnn)[dim n] ≃ HomRepB(V−w0ν , Sym
m n∗)∗.
Such isomorphism is the one induced by the Serre functor of Rep(B). 
3.3. The main computation. In this section, we finally show that the Serre functor on IndCohN(LSG(P
1))
equals the temperization functor, up to a cohomological shift.
3.3.1. A minor notational convention. In the proof to follow, we try to unburden the notation by committing
a potentially confusing abuse. Namely, if F : C ! D is a morphism in Gm -rep, we write F : C
⇒
! D⇒
instead of the more precise F⇒ : C⇒ ! D⇒. Similarly, we omit double arrows when it is clear that we are
referring to an object of C⇒. For instance, without this abuse of notation, the functor of (3.5) would appear
as (ιIndCoh0,∗ )
⇒ ◦ (ι!0)
⇒ and the object of (3.6) as (f IndCoh∗ )
⇒(π!)⇒(Vλ).
With that said, the reader not willing to dig into the shifts of gradings can ignore them altogether and
still follow the proof. This way, one gets the assertion of the theorem up to an unknown cohomological shift.
Some easy examples (e.g., the case of G = T ) show that the claimed shift is likely to be correct.
Theorem 3.3.2. The Serre functor on IndCohN(LSG(P
1)) equals the functor Ξ0!N ◦Ψ0!N[− dim(G)].
Proof. By Koszul duality, IndCohN(LSG) ≃ IndCoh((g∗/G)∧N/G)
⇒. Under this equivalence (and omitting
the decoration ⇒ on functors), the comonad Ξ0!N ◦Ψ0!N goes over to the comonad
(3.5) ιIndCoh0,∗ ◦ ι
!
0 : IndCoh((g
∗/G)∧N/G)
⇒
։ IndCoh((g∗/G)∧pt/G)
⇒
!֒ IndCoh((g∗/G)∧N/G)
⇒,
where ι0 : (g
∗/G)∧pt/G ! (g
∗/G)∧
N/G is the map induced by 0 ∈ N.
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Denote by π : N/G ! BG and f : N/G ! (g∗/G)∧
N/G the obvious maps. Note that they are Gm-
equivariant, so that their associated pullback and pushforward functors can undergo a shift of grading. As
λ runs through Λdom, the objects
(3.6) Fλ := f
IndCoh
∗ π
!(Vλ) ∈ IndCoh((g
∗/G)∧N/G)
⇒
form a collection of compact generators of IndCoh((g∗/G)∧
N/G)
⇒.
Thus, we just need to establish, for any pair (λ, µ) of dominant weights, a functorial isomorphism
(3.7) HomIndCoh((g∗/G)∧
N/G
)⇒
(
Fµ, ι
IndCoh
0,∗ ◦ ι
!
0(Fλ)[− dim(G)]
) ?
≃ HomIndCoh((g∗/G)∧
N/G
)⇒(Fλ,Fµ)
∗.
Let us discuss the LHS first. Base-change gives ιIndCoh0,∗ ◦ ι
!
0(Fλ) ≃ β
IndCoh
∗ α
!(Vλ), where
BG
α
 − (N/G)∧BG
β
−! (g∗/G)∧N/G
are the natural maps. Then
HomIndCoh((g∗/G)∧
N/G
)⇒
(
Fµ, ι
IndCoh
0,∗ ◦ ι
!
0(Fλ)
)
≃ HomIndCoh(N/G)⇒
(
π!(Vµ), f
!βIndCoh∗ α
!(Vλ)
)
.
To compute f !βIndCoh∗ , we perform a base-change along the fiber square
(N/G)∧BG (g
∗/G)∧
N/G.
(
N/G×g∗/G N/G
)∧
BG
N/G(N/G)∧BG
β
ιN
f
Denote by cG := g
∗//G := Spec[(Sym g)G] the Chevalley space. The right action of Ω(cG) on N/G =
g∗/G×cG pt yields the isomorphism
(N/G)∧BG × Ω(cG)
(n,x) 7!(n·x,n)
−−−−−−−−−!
(
N/G×g∗/G N/G
)∧
BG
.
Next, notice that the composition (N/G)∧BG × Ω(cG)
act
−−! (N/G)∧BG
α
−! BG is induced by the G-equivariant
projection N! pt. Hence,
f !βIndCoh∗ α
!(Vλ) ≃ (ιN)
IndCoh
∗ α
!(Vλ)⊗ Γ
IndCoh(ωΩcG).
Such formula needs to be applied in its grading-shifted version: this amounts to apply ⇒ to the functors,
and to replace the vector space ΓIndCoh(ωΩcG) with
W := ΓIndCoh(ωΩcG)
⇒ ≃ (Γ(ΩcG,O)
∗)⇒ ≃ (Sym(TcG,0[−1]))
⇒.
We obtain that
HomIndCoh((g∗/G)∧
N/G
)⇒
(
Fµ, ι
IndCoh
0,∗ ◦ ι
!
0(Fλ)
)
≃ HomIndCoh(N/G)⇒
(
π!(Vµ), (ιN)
IndCoh
∗ α
!(Vλ)
)
⊗W.
It is clear that
(ιN)
IndCoh
∗ α
!(Vλ) ≃ ker
(
π!(Vλ) −! j
IndCoh
∗ j
!π!(Vλ)
)
,
where j : N×/G !֒ N/G is the inclusion of the punctured nilpotent cone. Let R := H0(N,ON) and
R× := H∗(N×,O), viewed as (G×Gm)-representations as discussed in the previous sections. We thus have:
HomIndCoh((g∗/G)∧
N/G
)⇒
(
Fµ, ι
IndCoh
0,∗ ◦ ι
!
0(Fλ)
)
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≃ ker
(
HomQCoh(N/G)⇒(π
∗Vµ, π
∗Vλ)! HomQCoh(N/G)⇒(j
∗π∗Vµ, j
∗π∗Vλ)
)
⊗W
≃ ker
(
HomRep(G)(Vµ, R
⇒ ⊗ Vλ)! HomRep(G)(Vµ, (R
×)⇒ ⊗ Vλ)
)
⊗W
≃ HomRep(G)(Vµ, ker(R! R
×)⇒ ⊗ Vλ)⊗W
≃ HomQCoh(N/G)⇒(π
∗Vµ, Serre(π
∗Vλ))⊗W,(3.8)
where the last step used Corollary 3.2.3. Hence, the LHS of (3.7) equals
HomIndCoh((g∗/G)∧
N/G
)⇒
(
Fµ, ι
IndCoh
0,∗ ◦ι
!
0(Fλ)[− dimG]
)
≃ HomQCoh(N/G)⇒(π
∗Vµ, Serre(π
∗Vλ))⊗W [− dimG].
Now, let us compute the RHS of (3.7). Thanks to the fact that f is a nil-isomorphism (see [22, Chapter
III]), we obtain
HomIndCoh((g∗/G)∧
N/G
)⇒(Fλ,Fµ) ≃ HomIndCoh(N/G)⇒
(
π!Vλ,U(T(N/G)/(g∗/G))(π
!Vµ)
)
.
To compute the relative tangent complex, we use again the fact that N/G = g∗/G×cG 0, so that
T(N/G)/(g∗/G) ≃ ωN/G ⊗ T0/cG ≃ ωN/G ⊗ TcG,0[−1].
Consequently, the functor underlying the monad U(T(N/G)/(g∗/G)) is just the functor of tensoring with the
graded vector space Sym(TcG,0[−1]). Under the usual shift of grading, the functor U(T(N/G)/(g∗/G))
⇒ is the
action of the vector space Sym(TcG,0[−1])
⇒ ≃W . We conclude that
HomIndCoh((g∗/G)∧
N/G
)⇒(Fλ,Fµ) ≃ HomQCoh(N/G)⇒
(
π∗Vλ, π
∗Vµ
)
⊗W.
Passing to duals, the RHS of (3.7) equals
HomIndCoh((g∗/G)∧
N/G
)⇒(Fλ,Fµ)
∗ ≃ HomQCoh(N/G)⇒(π
∗Vµ, Serre(π
∗Vλ))⊗W
∗.
It remains to show that W ∗ ≃ W [− dimG]. For this, we need to recall the weight decomposition of TcG,0:
we have
TcG,0 ≃ z
∗
G ⊕
rG⊕
i=1
l∗ei ,
where zG = Lie(ZG) is in weight 1, each lei is a line in weight ei (the i-th fundamental invariant of the
group), and rG is the semisimple rank. It follows that
W = (Sym(TcG,0[−1]))
⇒ ≃ Sym(z∗G[1])⊗
rG⊗
i=1
Sym(l∗ei [2ei − 1]).
Now, the claim is immediate from the formula dimG = dim(ZG) +
∑
i(2ei − 1). 
Corollary 3.3.3. The Serre functor on IndCohN(LSG) sends the monoidal unit ΨN(i
IndCoh
∗ (k)) to
Ξ0!N(i∗(k))[− dim(G)].
4. Proof of Theorem A
In this section, we deduce Theorem A from the combination of Theorem B and Theorem C. In more detail:
using the expression of 1tempSphG given by Theorem C, we obtain an explicit formula, see (4.1), for the Hecke
action of 1tempSphG on D(BunG). In particular, we obtain an explicit formula for the object 1
temp
SphG
⋆ ωBunG . We
then show that the simplest case of Theorem B implies that 1tempSphG ⋆ ωBunG ≃ 0.
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4.1. The Hecke action of the tempered unit. Let us fix x ∈ X throughout and consider the Hecke
action of SphG on D(BunG) at x. We need to calculate the Hecke action of 1
temp
SphG
≃ (f !)R(ωG\G(R)/G) on
D(BunG).
4.1.1. Let us first prove that the DG category D(G\G(R)/G) is monoidal under convolution. To begin
with, it is tautologically comonoidal. For example, the comultiplication is given by pull-push along the
correspondence
G\G(R)/G
m
 − G\G(R)×G G(R)/G
p
−! G\G(R)/G×G\G(R)/G,
the de Rham pushforward p∗,dR being defined as p is schematic (indeed, it is even smooth).
Next, notice that D(G\G(R)/G) is self-dual, whence it is monoidal, with convolution product induced by
m∗,ren, the renormalized de Rham push-forward along m (see [14]).
4.1.2. Denote by B˜unG ! BunG the G(O)-torsor of G-bundles equipped with a trivialization of the formal
disc around x. We regard B˜unG as being acted by G(K) on the left; in particular, G(O) acts and we have
BunG ≃ G(O)\B˜unG. For formal reasons, the monoidal DG category D(G\G(R)/G) acts on D(G\B˜unG).
We denote such action by the symbol ∗. As above, the pushforward along the action map needs to be
renormalized. 3
Proposition 4.1.3. For F ∈ D(BunG) ≃ D(G(O)\B˜unG), the Hecke action of 1
temp
SphG
on F is given by the
formula
(4.1) 1tempSphG ⋆ F ≃ Av
G!G(O)
∗
(
ωG\G(R)/G ∗ oblv
G!G(O)(F)
)
,
where oblvG!G(O) and AvG!G(O)∗ are the functors induced by the map G\B˜unG ։ G(O)\B˜unG ≃ BunG.
Proof. The Hecke action is, by definition, the pull-push along the correspondence
G(O)\G(K)/G(O)× BunG  G(O)\G(K)×
G(O) B˜unG
m
−! G(O)\B˜unG ≃ BunG,
where the push-forward along m is the !-pushforward (defined, as m is ind-proper). The proof is straight-
forward from the definitions and base-change along the following commutative diagram, with cartesian left
square:
G(O)\G(K)/G(O)× BunG
G\G(R)G(O)/G(O)× BunG
G(O)\G(K)×G(O) B˜unG BunG.
G\G(R)G(O)×G(O) B˜unG ≃ G\G(R)×G B˜unG G\B˜unG
m

4.2. Deducing Theorem A.
4.2.1. Thanks to the discussion in Section 1.2.8, to prove Theorem A, we need to show that 1tempSphG ⋆ωBunG ≃
0 ∈ D(BunG) whenever G has semisimple rank ≥ 1. In view of (4.1), this amounts to showing that
AvG!G(O)∗
(
ωG\G(R)/G ∗ ωG\B˜unG
)
≃ 0.
3More precisely, one first writes down the coaction functor
D(G\B˜unG) −! D(G\G(R)/G) ⊗D(G\B˜unG).
This is completely tautological. Then one uses the self-duality of D(G\G(R)/G) to turn the coaction into an action.
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In fact, we will prove that
ωG\G(R)/G ∗ ωG\B˜unG ∈ D(G\B˜unG)
is already the zero object.
4.2.2. Denoting by
π : G\G(R)×G B˜unG −! G\B˜unG
the projection, we have
ωG\G(R)/G ∗ ωG\B˜unG ≃ π∗,ren ◦ π
!(ωG\B˜unG).
After pulling back along B˜unG ! G\B˜unG, the map π splits as a product. Thus, it is enough to prove that
Γren
(
G\G(R), ωG\G(R)
)
≃ 0.
Note, however, that Γren
(
G\G(R), ωG\G(R)
)
≃ HBM(G\G(R)), by the definition of Borel-Moore homology.
It is easy to check that HBM(G\G(R)) ≃ 0 if and only if HBM(G(R)) ≃ 0, and the latter vanishing statement
is exactly the content of Theorem B for the affine curve A1.
5. Proof of Theorem E
In the previous part of the paper, we have shown that Theorem A follows from an instance of Theorem
B. In this section, we deduce Theorem B from Theorem D, and then prove the latter in some special cases.
5.1. From Theorem D to Theorem B. We apply the following general result to the case of Y = G[Σ].
Lemma 5.1.1. Let Y be an ind-affine indscheme of ind-finite type. If ωY ∈ D(Y)≤−∞, then HBM(Y) = 0.
Proof. The left t-completeness of Vect guarantees that Vect≤−∞ ≃ 0. Hence, as HBM(Y) := (pY)∗,ren(ωY),
it suffices to show that (pY)∗,ren is right t-exact.
Write Y = colimk Yk, with each Yk an affine scheme. The t-structure on D(Y) is defined by requiring
that D(Y)≤0 be generated under colimits by the objects of the form (ik)∗,dR(indYk(C)), for all k and all
C ∈ Coh(Yk)≤0. Thus, it suffices to prove that, for such C, we have
(pY)∗,ren
(
(ik)∗,dR(indYk(C))
)
∈ Vect≤0 .
This is evident: the object in question is isomorphic to (pYk)∗(C), and (pYk)∗ : Coh(Yk)! Vect is t-exact. 
5.2. Proof of Theorem E. Let G = SLn. In this case, G is a closed subscheme of A
n2 determined by the
vanishing of one equation of degree n. Thus, Theorem D for G = SLn is covered by the following general
result, which went under the name of Theorem E in the introduction.
Theorem 5.2.1. Let Y ⊆ AN be a closed subscheme defined as the zero locus of k polynomials of degrees
n1, . . . , nk. If
∑
i ni < N , then ωY [Σ] is infinitely connective.
Proof. Using the given closed embedding Y ⊆ AN , we can present Y [Σ] as the indscheme colimd≥0 Yd, where
Yd := Y [Σ] ∩ AN [Σ]≤d. In particular, we have
ωY [Σ] ≃ colim
d≥0
(id)∗,dR(ωYd).
Since each pushforward (id)∗,dR is t-exact, if suffices to show that ωYd ∈ D(Yd)
≤−Cd , for some sequence
(Cd)d≥0 such that limd!∞ Cd = +∞.
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5.2.2. Let X be the smooth compactification of Σ, obtained by adding h ≥ 1 points at infinity. Denote by
D∞ = X − Σ the union of such points and by g denote the genus of X . Each Yd is a closed subscheme of
AN [Σ]≤d ≃ H0(X,O(dD∞))⊕N . If d is large enough (precisely: larger than (2g−2)/h), the latter is a vector
scheme of dimension N(dh+ 1− g).
5.2.3. Assuming d is large enough as above, let us compute the number of equations needed to spec-
ify Yd inside A
N [Σ]≤d ≃ AN(dh+1−g). An N -tuple (pi) of elements of H0(X,O(dD∞)) belongs to Yd iff
fj(p1, . . . , pN) = 0 for each 1 ≤ j ≤ r. Since fj is of degree nj, the expression fj(p1, . . . , pN ) is an element
of H0(X,O(dnjD∞)) ≃ Adhnj+1−g. It follows that Yd is cut out by
r∑
j+1
(dhnj + 1− g) = dhn+ r(1 − g)
equations inside AN(dh+1−g).
5.2.4. Lemma 5.2.5 below implies that ωYd ∈ D(Yd)
≤−Cd , where
Cd := N(dh+ 1− g)− (dhn+ r(1 − g)) = (N − n)hd+ (N − r)(1 − g).
Since N − n > 0 and h > 0 by assumption, Cd goes to infinity with d, as desired. 
Lemma 5.2.5. If Z is an affine scheme of the form Am ×Ap pt, then ωZ ∈ D(Z)≤−m+p.
Proof. We proceed by induction on p. The case of p = 0 is obvious: indeed,
ωAm ∈ D(A
m)♥[m].
Assume now that p > 0. We can write Z ≃ Z ′ ×A1 pt, for an affine scheme Z
′ of the form Am ×Ap−1 pt.
Hence, ωZ′ ∈ D(Z ′)≤−m+p−1 by the induction hypothesis.
Denote by i : Z !֒ Z ′ the obvious closed embedding, with j : U := Z ′−Z !֒ Z ′ as complementary open.
Since i∗,dR is t-exact and fully faithful, it suffices to prove that
i∗,dR(ωZ) ∈ D(Z
′)≤−m+p.
Observe that i∗,dR(ωZ) sits in the fiber sequence
j∗,dR(ωU )[−1] −! i∗,dR(ωZ) −! ωZ′ .
Moreover, j! and j∗,dR are both t-exact (the latter because j is affine), so that
j∗,dR(ωU )[−1] ∈ D(Z
′)≤−m+p.
Combined with the bound for ωZ′ , this yields the assertion. 
6. Proof of Theorem D in general
In this section we prove that, for G a non-abelian reductive group and Σ a smooth affine curve, the
dualzing sheaf ωG[Σ] is infinitely connective.
6.1. Outline. Since the proof involves a number of technical reduction steps, let us give an outline of the
strategy.
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6.1.1. We will first prove Theorem D for those G with Pic(G) = 0. In Section 6.4, we will explain what
needs to be adjusted in the proof to cover the general case. So, from now until Section 6.4, we assume that
G is reductive, non-abelian and with trivial Picard group. The reason we need the latter property is that it
ensures that the open cell G◦ ⊂ G be a basic open subset.
6.1.2. Any closed embedding Z !֒ Y of affine schemes induces a closed embedding Z[Σ] !֒ Y [Σ] of
indschemes. The open complement is the indscheme Y [Σ](Y−Z) -gen of maps Σ! Y that land generically in
Y −Z. Precisely, the set of S-points of Y [Σ](Y−Z) -gen is the set of maps φ : ΣS ! Y such that the preimage
φ−1(Y − Z) is universally dense in ΣS .
6.1.3. Denote by G◦ ≃ N−B the open cell of G. It is clear that G[Σ] admits an open cover whose members
are isomorphic to G[Σ]G
◦ -gen. By [20, Lemma 7.8.7], the t-structure on the DG category of D-modules on an
indscheme is Zariski local: hence, to show that ωG[Σ] is infinitely connective, it suffices to prove the following.
Theorem 6.1.4. Let G be reductive, non-abelian and with trivial Picard group. Then the dualizing sheaf of
the indscheme G[Σ]G
◦ -gen is infinitely connective.
6.1.5. For the proof, we will need variants of G[Σ]G
◦ -gen, where we keep track of the locus where the rational
map Σ 99K G◦ is not defined.
Here is an example of such a variant: for I ∈ fSet a nonempty finite set, denote by G[Σ]G
◦ -gen
ΣI,disj
the
indscheme whose S-points are those pairs (x ∈ ΣIS , φ : ΣS ! G) with two properties:
• the I-tuple x have pairwise disjoint graphs in ΣS ;
• φ sends ΣS − x to G◦.
Section 6.3 is devoted to deducing Theorem 6.1.4 from the following statement.
Proposition 6.1.6. For any I ∈ fSet, the dualizing sheaf of G[Σ]G
◦ -gen
ΣI,disj
is infinitely connective.
6.1.7. It remains to prove this proposition. To simplify the exposition, we will rather prove a related, but
easier, result: instead of x being an I-tuple of disjoint moving points of Σ, we take x to be a single fixed
point of Σ. Precisely, choosing x ∈ Σ(k) once and for all, consider the indscheme
G[Σ]G
◦ -gen
Σ ×Σ {x}.
This indscheme parametrizes those maps Σ! G that send Σ− x into the big cell. In formulas:
G[Σ]G
◦ -gen
Σ ×Σ {x} ≃ G
◦[Σ− x]×G[Σ−x] G[Σ].
The following result is a simplified version of Proposition 6.1.6, on which we now focus.4
Proposition 6.1.8. The dualizing sheaf of G◦[Σ− x]×G[Σ−x] G[Σ] is infinitely connective.
6.1.9. Let t be a local coordinate at x ∈ Σ, and denote by GrG = GrG,x the affine Grassmannian at x. The
indscheme in question can be expressed using the loop group at x, as well as GrG:
G◦[Σ− x]×G[Σ−x] G[Σ] ≃ G
◦[Σ− x]×G((t)) G[[t]] ≃ G
◦[Σ− x]×GrG pt.
4The proof of Proposition 6.1.6 follows the same logic, but it is more complicated notationwise. We leave the details to the
reader.
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6.1.10. By definition, G◦ ≃ N− × T ×N , so that
G◦[Σ− x] ≃ N−[Σ− x]× T [Σ− x]×N [Σ− x].
Consider the map T [Σ− x]! GrT,x. Since, at the reduced level, the T -Grassmannian GrT,x is discrete and
isomorphic to Λ, any element T [Σ− x] has a well defined “type” in Λ.
For λ ∈ Λ, denote by T [Σ− x]λ the corresponding closed (as well as open) subscheme of T [Σ − x]. We
also set G◦[Σ− x]λ := N−[Σ− x]× T [Σ− x]λ ×N [Σ− x], and similarly for G◦((t))λ.
It is clear that the following implies (in fact: it is equivalent to) Proposition 6.1.8.
Proposition 6.1.11. For any λ ∈ Λ, the dualizing sheaf of G◦[Σ− x]λ ×GrG pt is infinitely connective.
We prove this statement via an explicit analysis in the next section.
6.2. Proof of Proposition 6.1.11. The coweight λ is regarded as fixed from now on.
6.2.1. Let us represent elements of G◦[Σ− x]λ as triples φ = (φ−, φT , φ+) in the obvious manner. In turn,
φ± = (φ−, φ+) can be viewed as a map Σ − x ! A|R|, where |R| is the number of roots of G. We say that
φ± has poles at x bounded by n (with n ≥ 0) if each of the maps Σ− x! A1 comprising φ± is an element
of H0(Σ,O(nx)). Obviously, this condition says nothing about the poles of φ± at the points at infinity of Σ.
We will use the same notation and terminology for elements of G◦((t))λ.
6.2.2. We have:
G◦[Σ− x]λ ×
GrG
pt ≃ G◦[Σ− x]λ ×
G◦((t))λ
(
G◦((t))λ ×
G((t))
G[[t]]
)
.
The following observation is the important bit of representation theory we need:
Lemma 6.2.3. There exists a number e(λ) ∈ N with the following property: if φ = (φ−, φT , φ+) ∈ G◦((t))λ
is contained in G◦((t))λ ×G((t)) G[[t]], then φ
± has poles bounded by e(λ).
Example 6.2.4. For G = SL2, this lemma is obvious. Indeed, let f, g ∈ k((t)) and n ∈ Z: if the element[
1 0
f 1
]
·
[
tn 0
0 t−n
]
·
[
1 g
0 1
]
=
[
tn gtn
ftn t−n + fgtn
]
belongs to G[[t]], the order of the poles of f and g must be bounded by n.
Proof of Lemma 6.2.3. Let us reformulate the assertion using semi-infinite orbits in the affine Grassmannian.
For any λ ∈ Λ, denote by Sλ the N((t))-orbit of [tλ] ∈ GrG. Similarly, denote by S
−
λ the N
−((t))-orbit through
[tλ] ∈ GrG. The inclusions Sλ !֒ GrG and S
−
λ !֒ GrG are locally closed embeddings. It is easy to realize
that the statement of the lemma can be reformulated as follows: the intersection Sλ ∩ S
−
0 := Sλ ×GrG S
−
0 is
a scheme (rather than an indscheme). The latter fact was proven in [29]. 
6.2.5. Denote by G◦((t))λ,≤n the closed subspace of G◦((t))λ consisting of those φ for which the poles of φ±
are bounded by n. The subspace G◦[Σ− x]λ,≤n of G◦[Σ− x]λ is defined in the same way.
The above lemma implies that the closed embedding
G◦((t))λ,≤e(λ) ×
G((t))
G[[t]] !֒ G◦((t))λ ×
G((t))
G[[t]]
is an isomorphism. On the other hand, it is obvious that there exists λ′ ∈ Λdom such that the image of the
map
G◦((t))λ,≤e(λ) ! G((t))։ GrG
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is contained in Gr≤λ
′
G . Combining these two observations, we obtain a natural isomorphism
G◦((t))λ ×
G((t))
G[[t]] ≃ G◦((t))λ,≤e(λ) ×
Gr
≤λ′
G
pt,
and thus a natural isomorphism
G◦[Σ− x]λ ×
GrG
pt ≃ G◦[Σ− x]λ,≤e(λ) ×
Gr
≤λ′
G
pt.
6.2.6. Proposition 6.1.11 is equivalent to the fact that the dualizing sheaf of the indscheme
G◦[Σ− x]λ,≤e(λ) ×
Gr
≤λ′
G
pt
is infinitely connective. Note that G◦[Σ−x]λ,≤e(λ) is the product of A|R|[Σ−x]≤e(λ) ≃ A∞ with the scheme
T [Σ−x]λ which is a (possibly infinite) disjoint union of copies of T . It remains to apply the following general
result, whose proof is left as an exercise (it uses the same argument of Lemma 5.2.5).
Lemma 6.2.7. Let Y be an indscheme of the form (A∞ × Y ) ×Z pt, for some schemes Y, Z of finite type.
Then the dualizing sheaf of Y is infinitely connective.
6.3. Ran spaces with marked points. In this section, we explain how Theorem 6.1.4 follows from Propo-
sition 6.1.6.
6.3.1. Denote by X the smooth complete curve containing Σ. The complement is a finite set of “points at
infinity”, which we denote by D∞. We regard D∞ as a k-point of X
A, where A is a (finite) set of cardinality
h := |D∞|. Thus, h is the number of “holes” that Σ has.
6.3.2. We also need the Ran space with marked points, for which we follow the discussion of [17, Section
2.5]. Specifically, what we need is the prestack RanX,D∞ that parametrizes the finite sets of X that contain
D∞. To give a formal definition, let fSetA be the category whose objects are arrows of finite sets [A ! I],
and whose morphisms are surjections I ։ J compatible with the maps from A. The finite set D∞ gives rise
to the following functor:
fSet
op
A −! Sch, [A! I] X
[A!I] := XI ×XA {D∞}.
Then we have
RanX,D∞ ≃ colim
[A!I]∈fSetop
A
X [A!I].
6.3.3. Now we are ready to introduce the variant of G[Σ]G
◦ -gen that accounts for the points where the
rational map Σ 99K G◦ is not defined. We will perform the construction in general: in place of G◦ ⊂ G, we
consider an open embedding U ⊂ Y with Y an affine scheme. Alongside the indscheme Y [Σ]U -gen, we also
have the prestack Y [Σ]U -genRan defined as follows: its set of S-points consists of those pairs
(x ∈ RanX,D∞(S), φ : ΣS ! Y )
for which φ|ΣS−x ! Y factors through U ⊂ Y .
6.3.4. Thus, Y [Σ]U -genRan fibers over RanX,D∞ and we tautologically have
Y [Σ]U -genRan ≃ colim
[A!I]∈fSetop
A
Y [Σ]U -gen[A!I] ,
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where
Y [Σ]U -gen[A!I] := Y [Σ]
U -gen
Ran ×
RanX,D∞
X [A!I].
Lemma 6.3.5. Assume that U ⊂ Y is a basic open subset. Then, for each [A ! I] ∈ fSetA, the forgetful
map
ξ[A!I] : Y [Σ]
U -gen
[A!I] ! Y [Σ]
U -gen
is ind-proper. Moreover, the resulting map ξ : Y [Σ]U -genRan ! Y [Σ]
U -gen has contractible fibers.
Remark 6.3.6. The assumption that U ⊂ Y be a basic open subset is important in the proof.
Proof. This is a special case of a [17, Lemma 3.5.6]. For the sake of completeness, and to match the
notations, let us give more details. Recall from [17, Section 3.5] the definition of the prestack Maps(X,Y )ratXJ
that parametrizes pairs (x ∈ XJ , φ : X − x ! Y ). Recall also the prestack Maps(X,U
gen
⊂ Y )ratXI!J : it
parametrizes triples (x ∈ XJ , y ∈ XI , φ : X − x! Y ) with x ⊆ y and such that φ restricts to a regular map
X − y! U . There is an obvious map
fsource(J ! I) : Maps(X,U
gen
⊂ Y )ratXJ!I −! Maps(X,Y )
rat
XJ ,
which forgets the datum of y. It is proven in [17, Section 3.6.4] that such map is ind-proper. To exploit that
in our situation, observe that fsource(J ! I) is a map of prestacks over X
J . Then our map
ξ[A!I] : Y [Σ]
U -gen
[A!I] −! Y [Σ]
U -gen
is obtained from fsource(J ! I) by fixing J = A and by base-changing along D∞ ! X
A. It follows that
ξ[A!I] is ind-proper too. The contractibility of the fibers of ξ follows exactly as in [17, Section 3.6]. It boils
down to the contractibility of RanΣ′ , for Σ
′ a smooth affine curve. The latter contractibility result is due to
[3]. 
6.3.7. It follows that ωY [Σ]U -gen ≃ ξ!
(
ωY [Σ]U -gen
Ran
)
, and thus
ωY [Σ]U -gen ≃ colim
I∈fSetop
(ξ[A!I])!
(
ωY [Σ]U -gen
[A!I]
)
,
with each map ξ[A!I] ind-proper. Moreover, such ind-properness implies that each prestack Y [Σ]
U -gen
[A!I] is
an indscheme (of ind-finite type). In particular, we endow D
(
Y [Σ]U -gen[A!I]
)
with the usual right t-structure
present on any indscheme of ind-finite type.
Lemma 6.3.8. If in the above situation each ωY [Σ]U -gen
[A!I]
is infinitely connective, then so is ωY [Σ]U -gen .
Proof. In view of the above formula, it suffices to verify that each functor (ξ[A!I])! is right t-exact up to a
finite shift. We can write ξ[A!I] as the composition of two obviously defined maps:
Y [Σ]U -gen[A!I] ! Y [Σ]
U -gen ×X [A!I] ։ Y [Σ]U -gen.
It is proven [17, Section 3.6.4] that the leftmost map is an ind-closed embedding, whence the associated
!-pushforward is right t-exact. On the other hand, it is clear that the !-pushforward along the second map
is right t-exact up to a shift by dim(XI) = |I|. 
6.3.9. Let us come back to our group case. Thanks to our assumption on G, the big cell G◦ is a basic open
subset of G. Hence, the following result implies Theorem 6.1.4.
Proposition 6.3.10. For each [A! I] ∈ fSetA, the dualizing sheaf of G[Σ]
G◦ -gen
[A!I] is infinitely connective.
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6.3.11. Considering the diagonal stratification of X [A!I], it is easy to see that it suffices to prove the
assertion for the dualizing sheaf of each stratum. The smallest stratum (that is, the one with I ≃ A) yields
the space G◦[Σ], in which case the assertion is clear. Indeed,
G◦[Σ] ≃ N−[Σ]× T [Σ]×N [Σ] ≃ A∞ × T [Σ],
whose dualizing sheaf is obviously infinitely connective.
6.3.12. It remains to treat the other strata. Denoting by ΣI,disj ⊆ ΣI the open subscheme parametrizing
I-tuples of distinct points in Σ, it is clear that these strata are isomorphic to
G[Σ]G
◦ -gen
ΣI,disj
:= G[Σ]G
◦ -gen
ΣI ×
ΣI
ΣI,disj,
where I ∈ fSet (in particular, I 6= ∅). This proves that Proposition 6.1.6 implies Proposition 6.3.10.
6.4. The final case. In this section, we complete the proof of Theorem D by removing the assumption on
the Picard group of G.
6.4.1. Let G be an arbitrary non-abelian reductive group. There exist a non-abelian group G˜ with Pic(G˜) =
0 and a finite central subgroup Γ ⊂ G˜ such that G ≃ G˜/Γ, see for instance [24, Section 4]. We have already
established Theorem D for G˜ and we wish to obtain the same for G.
6.4.2. The indscheme G[Σ] ≃ (G˜/Γ)[Σ] can be written as⊔
α∈Homgrp(pi1(Σ),Γ)
G˜[Σα]
Γ -equiv,
where Σα is the Γ-torsor of Σ parametrized by α, and the superscript “Γ -equiv” indicates that we are
considering only Γ-equivariant maps Σα ! G˜.
6.4.3. Hence, it suffices to prove that, for each α, the dualizing sheaf of G˜[Σα]
Γ -equiv is infinitely connective.
This can be obtained by adapting, in a straightforward manner, the proof of Theorem D for the curve Σα
and the group G˜.
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