Discrete o-minimal structures  by Pillay, Anand & Steinhorn, Charles
Annals of Pure and Applied Logic 34 (1987) 275-289 
North-Holland 
275 
DISCRETE o-MINIMAL STRUCTURES 
Anand PILLAY * 
Dept. of Mathematics, University of Notre Dame, IN 46556, USA 
Charles STEINHORN? 
Dept. of Mathematics, Vassar College, Poughkeepsie, NY 12601, USA 
Communicated by A. Prestel 
Received 31 July 1985; revised 3 July 1986 
We pursue here the study of model theory for ordered structures begun in [4], 
[5], and [6]. Let L be a language that contains a distinguished binary relation 
symbol <. In this paper we shall restrict our attention to those L-structures whose 
restriction to { <} is a model of the theory of discrete linear order-that is, a 
linear order in which each element but the first, if it exists, has an immediate 
successor, and each element but the last, if it exists, has an immediate 
predecessor. By an interval Z in such an L-structure JU, we mean a convex subset 
of .&, which, if bounded above (respectively, below) in .& has a least upper 
bound (respectively, greatest lower bound) in JK Recall from [5] or [6], that .& is 
said to be o-minimal if every (parametrically) definable subset of JU is a finite 
boolean combination of intervals in J& and that a complete L-theory T is strongly 
o-minimal if every model of T is o-minimal. We assume that the reader is familiar 
with [6]. 
For the remainder of this paper, T will be strongly o-minimal theory.’ 
The primary question of interest in this paper derives from Van den Dries’ 
meditations on Tarski’s Problem concerning, in current parlance, the o- 
minimality of (IF&!, +, - , <, exp), where exp(x) denotes the exponential function. 
In [2], he points out the importance and applicability of Tarski’s results 
concerning the structure of definable subsets and functions in the structure 
‘8 = (R, +, *, <), and hence the desirability of extending such results to the 
structure (R , + , -, <, exp). Many of these structural results follow, by work done 
in [2], [4], and [6], from Van den Dries’ conjecture that 
(R, +, -7 <, exp) is o-minimal. 
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However, not until recently [3] was any o-minimal expansion of (R , +, *, <) by a 
non-definable relation or function known! 
In this paper, we are concerned with the existence of an expansion of the 
archetypical discretely ordered o-minimal structure, (w, <), by a non-definable 
relation or function whose theory is strongly o-minimal. The principal result that 
we find is 
Theorem 3.1. There is no expansion JU of (CO, <) by a non-definable relation or 
function whose theory is strongly o-minimal. 
To prove this theorem, we must obtain detailed information about the 
definable relations and functions in a discretely ordered structure whose theory is 
strongly o-minimal. These are, respectively, Theorems 2.2 and 2.3. These results 
establish, perhaps not too surprisingly, that a discrete linear order cannot carry a 
very rich structure if its theory is to be strongly o-minimal. Let us also comment 
that in very broad outline, the proofs of these theorems follow the proofs of 
analogous results in [l]. 
Section 1 of this paper contains the necessary background from [6] on 
o-minimality, and the definition and basic properties of cellr, which will be seen 
to be the building blocks for all definable sets of n-tuples in discretely ordered 
structures with strongly o-minimal theories. The primary concern of Section 2, as 
well as the bulk of the work done in this paper, is the verification of Theorems 2.2 
and 2.3. Section 3 contains several consequences of the results of Section 2. In 
addition to Theorem 3.1, stated above, a similar result for (E, <) is given, some 
comments are made to indicate why the results cannot be generalized to 
elementary extensions of (w, <) and (H, <), and some further results are proved. 
Let us also comment about the attribution of the results between the authors. 
The broad outline for finding cylindrical decompositions for o-minimal structures, 
and so the basic framework of the proofs in Section 2, is due to both authors. 
Such a result for densely ordered models of strongly o-minimal theories was 
announced in [5], and carried out in under the hypothesis that the given densely 
ordered structure is o-minimal in [4]. The remainder, that is, the definitions in 
Section 1 and the sharp results for discrete structures, is due to the second author, 
who also wrote the paper. 
1. 
We begin with a definition to fix some terminology. 
Definition 1.1. Let JU be a discretely ordered structure, and S and P denote, 
respectively, the successor and predecessor functions on .M, defined for all but the 
last, respectively first, element, if either exists. Also, suppose that A c M’ and 
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isn. A function f:A + ~2 is called an order-preserving translation in the ith 
coordinate if 
(i) fdepends only on the ith coordinate, i.e., if 
(ai, . . . , %1, a, ai+l, . . . , a,), h . . . , Ll, a, h+~, . . . , b,) ~4 
then 
f(u19 * * - ,4-l, a, %+I, . e e j a,) =f(b,, . . . , h-1, a, &+I> . . . > hJ; 
(ii) f is a translation in that coordinate on which it depends, i.e., if 
(a,, . . . 7 ~1, a, @,+I, . . . f 4, (a~, . . . I ~1, s(a), ai+l, . . . , a,) l A, 
then 
f(u,, . . . , ui-l7 s(a), ui+l, . . . , %) = S(f (al,. . . 9 ai- a, ui+l, . . . , a,)). 
Similarly, we may define an order-reversing translation. A translation will 
denote ambiguously an order-preserving or reversing translation. 
Lemma 1.2. Let .4f be a discrete o-minimal structure. Suppose that A c A” is 
definable, and f :A --, .& is a definable translation in the ith coordinate. Also, let 
A* = via, where ni(ul, . . . , a,,) = ui. Then the definable function f * : A* + M 
given by 
f *(UJ= f(a,, . . ..a.) for any (Ul, . . ..U.)EJT;l(U,). 
is a unury translation function 
Lemma 1.3. Let JU be a discrete o-minimal structure. Suppose that I c JU is an 
interval and f : I* Al is a definable translation. Then f is a monotone bijection 
between intervals. 
Proof. Without loss of generality, let us suppose that f (S(x)) = S(f (x)) for all 
x E I except the right endpoint, if it exists. 
First, we observe that the range off is an interval. Notice that if b = f (a), then 
S(b) = f (S(u)) must be in the range off, if a is not the right endpoint of I, and 
likewise P(b) = f (Z’(u)) is in the range off provided that b = f (a) and a is not the 
left endpoint of I. It then follows that the range off, which must be finite union 
of intervals and points, in fact must be a single interval in .M. 
Next we show that if u, b E Z and a < b, then f(u) <f(b). For if not, then for 
some u E .H, we see that B = {b >a:f(b) Cf(u)} is a union of finitely many 
points and intervals in JX Let b,, be the least member of B - it exists since B has 
a as a lower bound. But then f (P(Q) <f(u), so P(b,) E B, contrary to the 
choice of b,,. 
We leave the argument for f being a bijection to the reader. 0 
Next we recall the following basic lemma from [6]. 
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Lemma 1.4. Let J4 be o-minimal and let f : M + M be a dejinable function in JU. 
Then, there are a, < a2 < * - - < ak in 4, definable from the parameters used to 
define f, such that for all i = 0, . . . , k, the restriction off to (ai, ai+l) is either 
constant or a monotone bijection onto an interval in A, where a, = --oo and 
ak+l = +@? 
In the case that the underlying order in & is discrete, Lemma 1.4 assumes the 
following form. The proof relies on the observation that a monotone bijection 
from an interval onto another interval in a discretely ordered structure necessarily 
is a translation. 
Lemma 1.5. Let A be an o-minimal structure whose underlying order is discrete, 
and let f : M + M be a definable function in .hX Then, there are al < a2 < * - - < ak 
in 44, definable from the parameters used to define f, such that for all i = 0, . . . , k, 
the restriction off to (ai, ai+J is either constant or a translation between intervals in 
4, where a0 = -m and ak+l= +m. 
The following definition makes precise the notion of a cell. As we will see in 
Section 2, cells are the building blocks into a finite union of which all definable 
sets can be decomposed. Before stating the definition, we must fix some notation. 
Let & be an ordered structure, and f, g :A + JU, where A c .&“, for some 
n < w, and the interval (f(Z), g(X)) is non-empty for all f E A. Then, G(f) = 
{(X, f(X)):ZEA}, and (f,g)A={(X, y):f~A Af(Z)<y<g(j)}. Now, we si- 
multaneously define the notion of a cell and the dimension of a cell. 
Definition 1.6. Let & be a discretely ordered structure. The cells in ~2 form the 
smallest family of subsets of & closed under conditions (a)-(c), below. For a cell, 
X, its dimension, denoted dim(X), also is defined in (a)-(c). 
(a) Let a, b E .4 U {km}. Then 
if a E A, then {a} is a cell and dim({a}) = 0; 
if I(a, b)la No, then (a, b) is a cell and dim((a, b)) = 1. 
(b) Let A c JX” be a cell of dimension k, and let f :A + JI be a definable 
function that is a constant function or a translation. Then G(f) c Ju”+l is a cell, 
and 
dim(G(f)) = k. 
(c) Let A c N’ be a cell of dimension k. Let f, g :A + JH be definable 
functions that are constant or translations, or let f, g :A+ {km} be constant 
functions. Also, suppose that the interval (f (IF), g(i)) is non-empty for all R E A, 
and for all n < w, there is some f, E A for which I(f (.&), g@,,))l5 n. Then 
(f, g)A c &+l is a cell, and 
dh((ft g)J = k + 1. 
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We say that B c A” is an (n, k)-box if B is the product of n intervals each of 
which has power k. Observe that (n, k)-boxes are definable. 
We now present some simple facts about cells. 
Lemma 1.7. (i) Cells are definable. 
(ii) The image of the projection of a cell onto any of its coordinates is an 
interval. 
(iii) Let A c JW’ be a cell with dim(A) = k, and let Xi : At’+ JU be the projection 
function onto the ith coordinate given by ni(xl, . . . , x,) = Xi- Then there is a 
definable bijection h : B + A, where B c 4’ is a cell with dim(B) = k, such that for 
eachi=l,..., n, the composition of h with Zi is a composition of translations or 
constant functions, and hence itself a translation or constant function. 
(iv) Let A c J@’ be a cell and dim(A) = n. If b < c and 
(a,, . . . , ai- b, ai+l, . . . 3 a,), (~1, . . . p ai-1, C, ai+l, . . . 9 an> EA, 
then for all b < d < c, 
(a19 * * * , ai-1, d, ai+l, e a e 3 u,) EA. 
(v) Let A c .W be a cell and dim(A) = It. Then, for each k = 1, . . . , n, and for 
allm<w, thereexist&,..., ii,,, E A having the same ith coordinate for i # k but 
distinct kth coordinates. Moreover, for some j = 1, . . . , n, there exist & E A for 
m c w having the same ith coordinate for i #j but distinct jth coordinates. 
(vi) Let A c JU” be a cell and dim(A) = n. Then, A contains un (n, k)-box for 
all k < w. 
Proof. Assertion (i) is obvious. 
The proof of (ii) is a simple induction on n. For n = 0, 1, (ii) is clear. Now 
suppose that A c A”+‘, with n 3 1. Suppose first that A = G(f), where f : B --, & 
is a translation or constant function, and B c A” is a cell. By induction 
hypothesis, the image of the projection of G(f) onto any of the first n coordinates 
is an interval. If f is a constant function, then the image of the projection onto the 
(n + 1)st coordinate is just a singleton. Finally, let f be a translation in the ith 
coordinate, and let f* be as in Lemma 1.2. Notice that dom(f *) is just the 
projection of B onto the ith coordinate, and hence an interval. Then, since f * is a 
translation, it follows from Lemma 1.3 that ran(f *) = ran(f) is an interval. Now 
suppose that A = (f, g)B, where B c 4” is a cell. As before, induction hypothesis 
implies that the projection of A onto any of its first n coordinates is an interval. 
Also, ran(P of) and ran(S og) are both intervals, where P(x) is the predecessor 
function and S(x) is the successor function. It then follows easily from the 
definition of (f, g)B that the projection of A onto the (n + 1)st coordinate is just 
the interval whose left endpoint is the left endpoint of ran(Pof), and whose right 
endpoint is that of ran(S og). 
The proof of (iii) also is by induction on n. So let A c JU” be a cell. First 
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suppose that A = G(f), where f : C-, .4 is a translation or constant function and 
C c .MnM1 is a cell. Let ho: B+ C be the bijection given by induction hypothesis. 
Then, with h : B-A given by h(d) = (h,(6), f(h,@)) for all 6 E B, it is easy to 
check that h is as required. Next suppose that A = (f, g)c, where C c .&-l is a 
cell and ho: B,+ C is the bijection given by induction hypothesis. If we let 
B = (fob,, go&J, and h: B-A be given by h(&,, y) = (ho(&), y) for all 
(6,,, y) E B, then once again it is routine to verify that h is as needed. 
Similarly, (iv) is proved by an easy induction on it. 
To prove (v), we proceed by induction on II. For n = 0 the assertions are 
obvious. Suppose, then, that A c JW’, with 12 2 1. Since dim(A) = IZ + 1, we 
have A = (5 g)B, with dim(B) = n. If it = 0, then A = {ti} x (f(a), g(d)), where 
(f(H), g(G)) clearly must be infinite. So (v) holds in this case. So let IZ > 0. The 
argument now breaks up into several cases. If f and g are constant functions, the 
assertions are trivially satisfied. Next if f is a constant function and g is a 
translation- the argument is similar if the roles of f and g are reversed- 
induction hypothesis and the definition of (f, g)B combine easily to yield (v). 
Suppose now that f and g both are translations. If f and g are translations in 
different coordinates, the assertions in (v) follow without difficulty. So assume 
that f and g are translations in the ith coordinate for some i = 1, . . . , n. By the 
definition of (f, g)B, it is clear that for every m, there exist m (n + l)-tuples in A 
differing only in the (n + 1)st coordinate. The same also is seen to be true for 
coordinates 1, . . . , i - 1, i + 1, . . . , n because it holds for B in each case. Likewise, 
if the moreover clause in (v) is satisfied for B in one of positions 1, . . . , i - 1, 
i+l,..., n, then the same is true for A. The proof of the lemma thus will be 
complete if we show that for every m, there exists m (n + 1)-tuples in A differing 
only in the ith coordinate, and also that if the moreover clause in (v) holds for B 
in the ith coordinate, then it does as well for A. Thus, let bi < - - - <b, be 
elements of JX such that there exist al, . . . , ai_l, aj+l, . . . , a,, E 44 satisfying 
(al, * * * , ai-1, bi, ai+l, . . * 9 a,) E B for each i = 1 - . - m. By (iv), it follows that 
(4, * * . f el, c, aj+l, . . . , u,)EB forallb,<c<b,. (*) 
Now observe that if g is decreasing and f is increasing, or vice-versa, the claims 
are clear. Hence, assume that f and g both are increasing (if they are decreasing, 
the argument is the same.). Notice that by the definition of (f, g)B, (ii), 
o-minimality, and the definition of a translation, it cannot be the case for any n 
that there exists some b E Jt which is the ith coordinate of some a E B satisfying 
IW), g(ci)ll = 12. Let g(b, . . . , bl, . . . , a,)) = d. It then follows from (*) that 
(6, f * . , 4-1, C, ai+i, . . . , a,, d) EA for all bl s c 6 b,,,, completing the argu- 
ment for the first assertion in (v). In like fashion, the moreover clause is shown to 
be true. This finishes the proof of (v). 
The proof of (vi) is similar to the proof of (v), and we omit it. Cl 
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From the definition of a cell, Lemma 1.2, and (i) of Lemma 1.7, we have: 
Lemma 1.8. Cells are definable as boolean combinations of equalities and 
inequalities involving only definable unary functions, i.e., terms of the form 
Y =f (x)9 f(x) ‘Y, and f(x) < y, where f(x) is a definable unary function. 
2. 
In this section we prove the theorems from which the main results of the paper 
easily will follow in Section 3. We begin with a definition. 
Definition 2.1. Let A t M’ be definable. 
(a) A decomposition of A is a finite collection, 9, of cells such that A is the 
disjoint union of all members of 9. 
(b) Let &,..., Bk cA be definable. Then the 
partitions B1, . . . , Bk if every member of ‘9 is either 
from each Bi, for i = 1, . . . , k. 
The principal result to be proved in this section is: 
decomposition 9 of A 
contained in, or disjoint 
Theorem 2.2. Let ~2 be a discretely ordered structure that is a model of a strongly 
o-minimal theory, and let AI, . . . , A,,, c JW be definable. Then there exists a 
decomposition 9 that partitions each of AI, . . . , A,,, such that each member of 9 
is definable from the parameters used to define AI, . . . , A,,,. 
Theorem 2.2 will be proved in induction on n simultaneously with: 
Theorem 2.3. Let & be a discretely ordered structure that is a model of a strongly 
o-minimal theory. For any definable f :A c JU”+ JU, where A is a cell, there exists 
a decomposition 9 of A such that f Ic : C+ JU either is a constant function or a 
translation for each C E 9. 
Proof of Theorems 2.2 and 2.3. The proofs are by simultaneous induction on n 
for all X & The proof of Theorem 2.2 for n = 1 follows trivially from 
o-minimality. Theorem 2.3 in the case that n = 1 is just Lemma 1.5. 
Now, let n > 1 and assume 2.2 and 2.3 for all X = JU, and for all 1 <n. We 
begin by proving 2.2 for n. Let us fix a structure, which for convenience we refer 
to as 4, and let AI, . . . , A, c M’ be definable. By JG(AJ, for i = 1, . . . , m, we 
denote the projection of Ai onto its first n - 1 coordinates. For each i = 1, . . . , m 
and for each d E JC(AJ, the set 
(Ai)d = (6 E J%! : (a, 6) E Ai} 
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consists of finitely many intervals in A. Writing each such (A& as the minimum 
number of intervals, by strong o-minimality we see that this number is uniformly 
finite as ci ranges over Al-’ for each i = 1, . . . , m. Applying inductive hypothesis 
2.2, there exists a decomposition PO of JP-r that partitions n(A1), . . . , n(A,) 
such that for all i = 1, . . . , m and for any C E Pi’,,, the number of endpoints in 
(A& as G ranges over C is constant. Let PO = {C,, . . . , C,}. For each i = 
1 * * , m 
;=I,..., 
and j=l,... , p for which Cj c JC(A~), let gfj(ci) E J4 U {km}, for 
q(i, j), denote the kth endpoint (under <) of the intervals (Ai), for 
Applying 2.2 and 2.3, we find a decomposition PI of JU”-’ partitioning all 
members of $Y,, so that 
2.2(a) for each DE 9r, Cj E 90 such that D c Cj, i = 1, . . . , m and k = 
1 , * * * , q(i, j), gtj(cS) uniformly is a right endpoint or left endpoint of (Ai)i for all 
6cD; 
2.2(b) for each D E PI and each Cj E PO such that D c Cj, the restriction of gFj 
to D, for i = 1, . . . , m and k = 1, . . . , q(i, j), is either a translation or constant 
function; 
2.2(c) for each D E PI, Cj E 90 for which D c Cj, il, i2 = 1, . . . , m, kl = 
1 7 . * * 9 m(i, j) and kZ= 1, . . . . , m(i2, j), either 
gzj(ii) = g&(a) for all rS E D, 
gEfj(a) < gzj(Z) for all ci E D, 
or 
gzj(d) > gzj(G) for all (5 E D; 
2.2(d) for each D E LPI, Cj E 9’0 for which D c Cj, il, i2 = 1, . . . , m, and 
kr=l,. . . , m(il, j) and k2 = 1, . . . , m(i2, j), if 
gzj(rS) < gzj(a) for all ri E D, 
then either 
or 
g~j(cS) = S(g~fj(~)) for all li E D, 
We note that 2.2(d) can be satisfied because if for some D contained in some Cj it 
happened that there were some n such that for all d E D, 
then D could be decomposed further into cells using 2.3 so that (gEfj(ci), g$(ti)), 
can be written as the union of finitely many graphs of translation or constant 
functions as in Definition 1.6(b), which then would be added to the collection of 
functions {gtj}. We omit the details of this. 
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We now construct a decomposition 9 of Jbc” that partitions Al, . . . , A,,,. Let 
PI= (01, . . . , Or}. For i = 1, . . . , r if Di fl I = 4, define hi(h) = --CO and 
hi(ii) = m for all rI E Die NOW suppose that Dk c n(Ai) for some i. Let hi, . . . , hf, 
enumerate all gtj defined on Q together with the constant fm functions, such 
that if jr < jz, then hj,(ii) < hj,(ii) for all ii E Oi. That this is possible is guaranteed 
by 2.2(c), above. We now let 9 consist of 
and 
G(hi) for i = 1, . . . , r and i = 1 - - . si, 
(hj, /z~+~)D, for i = 1, . . . , r and i = 1 * * . Si - 1, 
provided that @j(a), hj+,(ii))l is not bounded below X0 as ii ranges over Di. It is 
clear using 2.2(a)-(d) that 9 has the desired properties. 
Now, assuming that 2.2 holds for all m < II and that 2.3 is true for all m< n, we 
prove 2.3 for IZ. Thus let f :A c JU n * JU be definable, where A is a cell. 
Suppose first that dim(A) = k <n. By Lemma 1.7(iii), there exists a cell 
B t Jtk such that dim(B) = k, and a definable bijection h : B+A such that Zio h 
is a translation or constant function for each i = 1, . . . , n, where JCi denotes the 
projection function onto the ith coordinate. Applying 2.3 for k to f oh, we see 
that there exists a decomposition PO of B such that f 0 h Ic : C+ Jt either is a 
constant function or a translation for each C E PO. Now let 9 = {h(C) : C E P,,}. It 
is clear that 9 is a decomposition of A and moreover that f : D+ & is a 
translation or constant function for each D E 9. This completes the argument in 
the case that dim(A) < 12. 
Now let us suppose that dim(A) = IZ. Let B = n(A), where, as above, 
JC : An-, ~2”~~ is the projection function onto the first n - 1 coordinates. We now 
claim that by 2.2 for n and strong o-minimality, there exists a decomposition PO 
of Jt” that partitions A so that for each C E PO such that dim(C) = IZ, i.e., one of 
the form (g, h),, 
2.3(a) the function fE: (g(a), h(G))+ JU given by 
f,(b) =fW b) 
is uniformly either a constant function, or an order-preserving translation, or an 
order-reversing translation, for all ti E D. 
To see this, let B1, B2, B3 c A be given by 
B1 = ((2, b) E A : (E, S(b)) E A +f (ii, S(b)) = f (ci, b)}, 
Bz = ((4 b) E A : (a, S(b)) E A +f (4 S(b)) = S(f (4 b))), 
B3 = {(ii, b) E A : (ii, S(b)) E A + S(f (ii, S(b))) = f (ii, b)}. 
Let PO be a decomposition of JP that partitions B1, B2, and B3, and suppose that 
C E PO is a cell of dimension n. If Cc Bi for i = 1, 2 or 3, then clearly 2.3(a) is 
established. We assert, however, that C rl Bi = 0 for i = 1, 2, 3 leads to a 
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contradiction. To see this, notice first that since dim(C) = at, Lemma 1.7(iv),(v) 
imply that for each m < w, there exist 8, E.&-~ so that the projection of 
ii, x .M rl C-onto the nth coordinate consists of an interval I,,, containing at least 
m elements. Because C fl Bi = 0 for i = 1, 2, 3, it follows that 
f(&J S(b)) ff(& b) 
~f(&,zt S(b)) + S(f(&, b)) A S(f(&z, S(b))) #f(&,, b) 
holds for each m E o and b E Z,. An application of the Compactness Theorem 
then yields a structure X = JU in which there is a definable function defined on an 
infinite interval but not piecewise a translation or constant function, contradicting 
Lemma 1.5. 
Notice, moreover, that if C E PO with dim(C) < IZ, then applying 2.3 for m < n, 
we can partition C further if necessary so as to satisfy the conclusion of 2.3 for 
flc. Thus we now may confine our attention to the restriction off to cells of the 
form (g, h),. Let us now fix such a cell C = (g, h),. 
For d E C, let us denote the (n - 1,3)-box in the first II - 1 coordinates 
centered about ti by B(E). Let 
XO = {a e C&ql)“C is a constant function}, 
and for i = 1, . . . , n let 
Xi’ = {ii E C :fle(cs)oc is an order- 
preserving translation in the ith coordinate}, 
Xf = {ii E C :flBciijnC is an order- 
reversing translation in the ith coordinate}. 
Note that X,, and each X{ is definable, and that the sets are pair-wise disjoint. Let 
9 be a decomposition of JV that partitions C, X,,, and Xi for all i = 1, . . . , n and 
j = 1, 2. 
We now assert that 
2.3(b) for any cell D E 9 such that dim(P) = 12, either D c X,, or D c Xi for 
somei=l,..., nandj=1,2. 
To prove 2.3(b), we show that it is impossible that there exists some D E 9 with 
dim(P)=n, but DnX,=0 and DnX{=O for all i=l,...,Iz and j=1,2. 
Assuming the existence of such a D, we see by Lemma 1.7(vi) and the failure of 
2.2(ii), that for arbitrarily large k < w, D contains (n - 1, k)-boxes, in the first 
IZ - 1 coordinates, such that for no (n - 1, h)-subbox B, where h <k, is fls either 
a constant function or a translation. Applying the Compactness Theorem once 
again, we find X = JU and a definable function g : ZI x . - - x Z,_1 c K-l+ X in 
&, where each 4, for j = 1, . . . , n - 1, is an infinite interval in JV, such that for 
no (n - 1, k)-box B is the restriction of g to B either a translation or constant 
function. Now apply 2.3 for n - 1 to g to obtain a decomposition 9 of .P-’ so 
Discrete o-minimal structures 285 
that for each C E 9, the restriction of g to C is either a constant or translation 
function. But it is easy to see, using Lemma 1.7(vi), that a cell Cc JV-~ of 
dimension n - 1 cannot be written as the union of finitely many cells of lower 
dimension, and so since dim(Z, x . . . x Zn_1) = n - 1, there must be some C,, E 9 
such that dim(&) = IZ - 1. But CO contains (n - 1, k)-boxes for all k < w on 
which g is a constant or translation function, which contradicts what we have 
assumed about 5 This proves 2.3(b). 
To complete the proof of 2.3 for IZ, it clearly suffices to show for any C E 9 
with dim(P) = IZ that flc either is a constant function or a translation. Notice first 
that from 2.3(b) it follows that 
2.3(c) for all b E .& for which C, = M-’ X {b} fl C f 0, that fb =flc, uniformly 
is either a constant function or a translation in the same coordinate. 
Hence, by 2.3(a) and 2.3(c), there are four possibilities for C E 9’ with 
dim(P) = n: 
(i) f IG is a constant function for each b such that C, # 0 and f a is a constant 
function for each ri E &“-l so that {G} X At fl C f 0; 
(ii) f Ic, is a constant function for each b such that C, # 0 and fa is a 
translation in some fixed coordinate i < n for each 5 E Ju”-’ so that {G} x At n 
Cf0; 
(iii) flcb is a translation for each b such that C, # 0 and fd is a constant 
function for each ii E Jt”-l so that {G} x Ju fl C # 0; 
(iv) f L is a translation for each b such that C, # 4 and fc is a translation in 
some fixed coordinate i < n for each Cs E Ju”-’ so that {li} x At rl C # 0. 
If (i), (ii), or (iii) is the case, then it is clear that f Ic is either a translation or a 
constant function, as claimed. We now prove that (iv) cannot occur. 
Let us first suppose that f I,-, is an order-preserving translation for each b such 
that C, # 0 and for some i < n fz is an order-preserving translation in the ith 
coordinate for each ci E .K-’ so that {G} x JU fl C # 0. the argument in the case 
that both are order-reversing translations is identical. It follows that for all k < to, 
C contains (2, k)-boxes Bk = {(al, . . . , u;_~)} x Z: x {u~+~, . . . , a,_,)} x I,“, 
where IZ:( = IZ,kl = k, such that for any b E Zf, the restriction of f to 
{(a,, . . . > ~1)) x {b) x {a,+l, . . . , u,_J} x If: is an order-preserving translation 
in the ith coordinate, and for any c E I:, the restriction off to {(a,, . . . , u,_J} x 
zfx {&+I, . . . ) u,_~)} x {c} is an order-preserving translation in the ith coordin- 
ate. It then follows that there exists X = .A? and a definable g : Z1 x Z2* ,Ir, where 
each of Z1 and Z2 are infinite intervals in JV, so that for any b E Z,, the restriction of 
g to {b} x Z, is an order-preserving translation, and for any c E Z,, the restriction 
of g to Z, x {c} is an order-preserving translation. Let b,, be the least element of Z, 
and co be the least element of Z2. Also, for Xc Z1 x Z,, we let g“(X) = 
{d E X: (3(b, c) E X) g(b, c) = d}, and as usual “Z.U . . -” denotes “the least 
286 A. Pillay, C. Steinhorn 
x . . .“. Now we define the set of ‘diagonal’ values of g by 
D = {d E x: (%)(Ely)[(x, y) E Zl x 12 
*Y = (PZ 2 co)g“({blJ) x [ co, 21) = g“@O, xl x {co})]}. 
But is is apparent that D definable and infinite, and that if d E D, then S(d) $ D. 
However, this is impossible by the o-minimality of N, showing that this case 
cannot occur. 
Finally, let us suppose that f 1 ,-b is an order-reversing translation for each b such 
that C, # 0 and for some i <n fd is an order-preserving translation in the ith 
coordinate for each ii E ~6P-l so that {E} x .A4 f~ C # 0. The argument in the case 
that the roles of order-preserving and order-reversing are interchanged is the 
same. Arguing exactly as above, there exists X = .4f and a definable g : Zi x Z2+ 
.N, where each of Z, and Zz are infinite intervals in N, so that for any b E Z,, the 
restriction of g to {b} x Zz is an order-preserving translation, and for any c E Z,, 
the restriction of g to Z1 x {c} is an order-reversing translation. Again, let b. be 
the least element of Zr and co be the least element of Z,. We now define a function 
h:Z,x {co}-+Xby 
ZG co) = 1 
(PY)[W = (pz)(g(x, z) = g(bo, co)) +g(x, Y) = g(bo, w)] if such Y exists; 
g(bo, co) otherwise. 
It is obvious that h is definable, and hence also ran(h). However, ran(h) easily is 
seen to be an infinite set with the property that if d E ran(h), then S(d) 4 ran(h). 
but this violates the o-minimality of N, showing this case too is impossible. Hence 
the proof of 2.3 for IZ is complete. Cl 
3. 
Here we prove the principal result of this paper, Theorem 3.1, and other 
consequences of the work done in Section 2. 
Theorem 3.1. There is no expansion & of (CO, <) by a non-definable relation or 
function whose theory is strongly o-minimal. 
For the proof of Theorem 3.1, we need a lemma whose proof follows easily 
from Lemma 1.5 
Lemma 3.2. Let AI be an o-minimal expansion of (0, <). Then all definable 
unary functions in .A already are definable in (w, <). 
Now we return to the proof of Theorem 3.1. 
Proof of Theorem 3.1. Let J! be an expansion of (w, <) whose theory is strongly 
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o-minimal. It suffices to show that any definable subset A c Ju” is definable in 
(CO, <). By Theorem 2.3, there exists a decomposition 9 of A” that partitions A, 
each member of which is definable from the parameters used to define A. But by 
Lemma 1.8, each member of B can be written as a boolean combination of 
equalities and inequalities involving only unary functions. Since by Lemma 3.2, 
all unary functions in At are definable in (0, <), we now see that each member of 
9, and so A itself, is definable in (CD, <). This completes the proof of the 
theorem. 0 
The following result is the analogue of Theorem 3.1 for the structure (Z, <). In 
what follows, let -(a) be the function -(x) = --x defined on (Z, <) 
Theorem 3.3. There is no expansion JU of (Z, -(.), <) by a non-definable relation 
or function whose theory is strongly o-minimal. 
Proof. Let us first note that it is a simple exercise to interpret (Z, -(-), <) in 
(w, <), so it follows that (Z, -(*), <) h as a strongly o-minimal theory. 
We just outline the proof that (Z, -(a), <) has no expansion whose theory is 
strongly o-minimal, since the proof is virtually the same as that of Theorem 3.1. 
That is, one begins by proving an analogue of Lemma 3.2 for expansions of 
(Z, -(a), <), the proof of which is left to the reader. Then, exactly as in the 
verification of Theorem 3.1, the result follows from Theorem 2.3 and Lemma 
1.7. 0 
We remark that there are elementary extensions of (w, <) and (Z, -(*), <) 
that have expansions with o-minimal theories, as well as those that do not. For 
example, the ordering obtained by adding finitely many copies of (Z, <) to the 
end of (w, <) does not have an expansion that is o-minimal. In contrast, the 
ordering obtained by adjoining infinitely many copies of (Z, <) to the end of 
(w, <) can be so expanded by adding the ‘non-standard’ translation function that 
maps (w, <) onto the ‘nonnegative’ part of the first copy of (Z, <), and in 
general maps the nth copy of (Z, <) onto the (n + 1)st copy of (Z, <). Hence, 
Theorems 3.1 and 3.3 cannot in general be improved. 
We conclude the paper by drawing some further consequences of the work 
done in Section 2. The first result strengthens Theorem 2.3. 
Theorem 3.4. Let & be discretely ordered structure whose theory is strongly 
o-minimal. Then all translations definable in J! actually are definable without 
parameters. Hence, given any definable A c M and f :A + .&, there exists a 
partition 9’ of 4” such that for each C E .9 such that C c A, the restriction off to C 
is either a constant function or a translation function that is definable without 
parameters. 
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Proof. Let f ;A c M’-*Jt be a translation, and let f *:A* c Jll+Jcc be the 
associated unary translation, definable with the same parameters used to define f, 
as guaranteed by Lemma 1.2. We exhibit the formula and the parameters used to 
define f * explicitly by writing q(x, y, 6) for y = f *(x, 6), where 6 E &/II”. 
Let B c Arn+l be given by 
B = {(a, 6) E JW+~ : Ja k (3!Y) v(u, Y, 6)). 
Clearly, B is definable without parameters and we can define, without para- 
meters, a function g : B + JU by 
c =g(a, 6) if and only if q(a, c, 6). 
Applying Theorem 2.3 to g, we find a partition B of B, also definable without 
parameters, such that for any C E 9, the restriction to C is either a constant or a 
translation function. It then follows that each such restricted function g 1, is 
definable without parameters. 
Let Ci,..., C, be the cells in 9 whose intersection with the set {(a, 6) : a E 
A*} is non-empty, and let f;:, for i = 1, . . . , k, be the restriction of g to 
Ci rl {(a, 6) : a E A*}. Observe that A(u, 6) = f *(a) for i = 1, . . . , k. Since f * is 
a translation, it follows that each of fi(u, 6), . . . , fk(u, 6) must be a translation in 
the first coordinate. Hence this must be true of g Ic, for i = 1, . . . , k. Let f 7 
denote the unary translation function associated with glci as given by Lemma 1.2, 
where each f zT is definable without parameters. Since for any a E A *, we have 
f*(u) = f T(u) for some i = 1, . . . , k, the theorem is proved. 0 
Before stating the last theorem, let us introduce some notation. Let ~)(_i!, jj) be 
an L-formula, where f = (xi, . . . , x,) and jj = (yl, . . . , y,), and let JU be an 
L-structure. Then, for any 6 E M”, 
cp(.K, 6) = {ti E JIP :.,4X k q+i, 6)). 
The following result, like Theorem 0.3 of [4], shows that there exists a uniform 
finite bound on the number of cells into which members of definable families of 
definable sets can be partitioned. The proof of the theorem depends on the 
Compactness Theorem, and is identical to that of Theorem 0.3 of [4]. Hence we 
omit it. 
Theorem 3.5. Let JU be discretely ordered structure whose theory is strongly 
o-minimal, and let @ = { ~(JU”, 6) : 6 E JW’} b e u definable family of definable sets 
in .&. Then there is a natural number N such that each member of Qi can be 
partitioned into no more than N cells. 
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