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Abstrat
We onsider n × n real symmetri and hermitian random matries Hn,m equals
the sum of a non-random matrix H
(0)
n matrix and the sum of m rank-one matries
determined by m i.i.d. isotropi random vetors with log-onave probability law and
i.i.d. random amplitudes {τα}mα=1. This is a generalization of the ase of vetors
uniformly distributed over the unit sphere, studied in [17℄. We prove as in [17℄ that
if n → ∞, m → ∞, m/n → c ∈ [0,∞) and that the empirial eigenvalue measure
of H
(0)
n onverges weakly, then the empirial eigenvalue measure of Hn,m onverges in
probability to a non-random limit, found in [17℄.
1 Introdution: Problem and Main Result
Let {Yα}mα=1 be i.i.d. random vetors of Rn (or Cn), and {τα}mα=1 be i.i.d. random variables
with ommon probability law σ. Set
Mn,m =
m∑
α=1
ταLYα , (1.1)
where LY = Y ⊗ Y is the rank-one matrix, orresponding to Y ∈ Rn(or Cn) and dened as
LYX = (X, Y )Y, ∀X ∈ Rn(Cn), (1.2)
with ( , ) denoting the standard eulidian (or hermitian) salar produt in Rn(or Cn).
Let also H
(0)
n be a real symmetri (or hermitian) n×n matrix. We then onsider the real
symmetri (or hermitian) n× n random
Hn,m = H
(0)
n +Mn,m. (1.3)
1
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Denote
−∞ < λ1 ≤ ... ≤ λn <∞ (1.4)
the eigenvalues of Hn,m and introdue their Normalized Counting (or empirial) Measure
Nn,m, setting for any interval ∆ ⊂ Rn
Nn,m(∆) = Card{l ∈ [1, n] : λl ∈ ∆}/n. (1.5)
Likewise, we dene the Normalized Counting Measure N
(0)
n of eigenvalues {λ(0)l }nl=1 of H(0)n
N (0)n (∆) = Card{l ∈ [1, n] : λ(0)l ∈ ∆}/n (1.6)
and we assume that the sequene {N (0)n } onverges weakly to a probability measure N (0):
lim
n→∞
N (0)n = N
(0). (1.7)
It was shown in [17℄ that if {Yα}mα=1 are uniformly distributed over the unit sphere of Rn(Cn)
and
n→∞, m→∞, m/n→ c ∈ [0,∞), (1.8)
then there exists a non-random probability measure N (N(R) = 1) suh that for any interval
∆ ⊂ R we have the onvergene in probability
lim
n→∞, m→∞, m/n→c
Nn,m(∆) = N(∆). (1.9)
The limiting non-random measure N an be found as follows. Introdue the Stieltjes trans-
form
f (0)(z) =
∫
R
N (0)(dλ)
λ− z , ℑz 6= 0 (1.10)
of the measure N (0) of (1.7) and the Stieltjes transform
f(z) =
∫
R
N(dλ)
λ− z , ℑz 6= 0 (1.11)
of the measure N of (1.9). Then f is uniquely determined by the funtional equation
f(z) = f (0)
(
z − c
∫
R
τσ(dτ)
1 + τf(z)
)
, (1.12)
onsidered in the lass of funtions analyti in C \ R and suh that ℑf(z)ℑz ≥ 0, ℑz 6= 0.
Sine the Stieltjes transform determines N uniquely by the formula
lim
ε→0+
1
π
∫
R
ϕ(λ)ℑf(λ+ iε)dλ =
∫
R
ϕ(λ)N(dλ), (1.13)
valid for any ontinuous funtion of ompat support, (1.12) determines N uniquely.
The same result is valid if the omponents {Yαj}nj=1 of Yα, α = 1, ..., m are i.i.d. random
variables of zero mean and of unit variane. A partiular ase of this for H
(0)
n = 0, τα =
1, α = 1, ..., m and Gaussian {Yαj}nj=1 is known sine the 30th in statistis as the Wishart
matrix (see e.g. [18℄). The same random matrix appears also in the loal theory of Banah
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spaes or so-alled asymptoti onvex geometry (see e.g. [8, 22℄). One partiular and impor-
tant ase that enters this framework is the study of some geometri parameters assoiated
to i.i.d. random points Yα, α = 1, ..., m uniformly distributed on a onvex body in R
n
and
the asymptoti geometry of the random onvex polytope generated by these points (see e.g.
[6, 11, 12, 16, 3℄).
In this paper we prove the same result for the ase where the ommon probability law of
the i.i.d. vetors Yα, α = 1, ..., m is isotropi and log-onave. A preliminary non-published
result was obtained in 2004 by the authors when the vetors are random points uniformly
distributed in the unit ball {∑n1 |xi|p ≤ 1}. The latter ase was also obtained by a dierent
approah in [2℄. Here are the orresponding denitions.
Denition 1.1 [Isotropi vetors℄ A random real vetor Y ∈ Rn is alled isotropi if
E{(Y,X)} = 0 and E{|(Y,X)|2} = n−1|X|2, ∀X ∈ Rn, (1.14)
where |X| denotes the eulidian norm of X .
A random omplex vetor Y ∈ Cn is alled isotropi if (ℜY,ℑY ) ∈ R2n is isotropi and
ℜY and ℑY are independent.
The denition implies that an isotropi omplex random vetor satises that E{(Y,X)} =
0 and E{|(Y,X)|2} = n−1|X|2 for any X ∈ Cn, but the reverse is not true.
Reall also that a funtion f : Rn → R is alled log-onave if for any θ ∈ [0, 1] and any
X1, X2 ∈ Rn, then f
(
θX1 + (1− θ)X2
) ≥ f(X1)θf(X2)1−θ.
Denition 1.2 [Log-onave measure℄ A measure µ on Rn (or Cn) is log-onave if for any
measurable subsets A,B of Rn (or Cn) and any θ ∈ [0, 1],
µ(θA+ (1− θ)B) ≥ µ(A)θµ(B)(1−θ)
whenever θA+ (1− θ)B = {θX1 + (1− θ)X2 : X1 ∈ A, X2 ∈ B} is measurable.
Remark 1.3 If Y is a random vetor with a log-onave distribution, then any ane image
of Y has a log-onave distribution. If Y1 and Y2 are independent random vetor with log-
onave distributions, then the pair (Y1, Y2) has a log-onave distribution and Y1 + Y2 has
a log-onave distribution as well (see [7, 4, 21℄). The Brunn-Minkowski inequality provides
examples of log-onave measures, that are the uniform Lebesgue measure on ompat onvex
subsets of Rn as well as their marginals. More generally Borell's theorem [5℄ haraterizes the
log-onave measures that are not supported by any hyperplane as the absolutely ontinuous
measures (with respet to Lebesgue measure) with a log-onave density. Note that the
distribution of an isotropi vetor is not supported by any hyperplane.
The paper is organized as follows. In Setion 2 we present neessary spetral and prob-
abilisti fats, inluding reent ones on the isotropi random vetors. Setion 3 ontains the
proof of our main result (Theorem 3.3). Our proof is dierent from that of [17℄, and follows
essentially the sheme outlined in [20℄.
3
2 Neessary Spetral and Probabilisti Fats
We will begin by realling several fats on the resolvent of real symmetri (hermitian) matri-
es. Here and below |...| denotes the eulidian (or hermitian) norm of vetors and matries.
Lemma 2.1 Let A be a real symmetri (hermitian) matrix and
GA(z) = (A− z)−1, ℑz 6= 0, (2.1)
be its resolvent. We have:
(i)
|GA(z)| ≤ |ℑz|−1, (2.2)
(ii) if for Y ∈ Rn(Cn) LY is the orresponding rank-one matrix dened in (1.2), and τ ∈ R,
then
GA+τLY (z) = GA(z)− τGA(z)LYGA(z)(1 + τ(GA(z)Y, Y ))−1, ℑz 6= 0. (2.3)
The proof of Lemma 2.1 is elementary. Next is a version of the martingal-dierene
bounds for the variane of a funtion of independent random variables (see [9℄). The teh-
nique of martingal dierenes was used in studies of random matries by Girko (see e.g. [13℄)
for results and referenes).
Lemma 2.2 Let {Yα}mα=1 be a olletion of i.i.d. random vetors of Rn(Cn) with a ommon
probability law F , and Φ : Rnm(Cnm) → C be a bounded borelian funtion, satisfying the
inequalities:
sup
X1,...,Xm∈Rn(Cn)
|Φ− Φ|Xα=0 | ≤ C <∞, α = 1, ..., m. (2.4)
Then
Var{Φ(Y1, ..., Ym)} ≤ 4C2m (2.5)
Proof. Denote for α = 1, ..., m− 1
Φα := E{Φ|Y1, ..., Yα} =
∫
Rαn
Φ(Y1, ..., Yα, Yα+1, ..., Ym)F (dYα+1)...F (dYm),
and Φ0 = E{Φ}, Φm = Φ, and ∆α = Φα − Φα−1, α = 1, .., m. Then
Φ− E{Φ} =
m∑
α=1
∆α,
hene
Var{Φ} : = E{|Φ− E{Φ}|2} =
m∑
α=1
E{|∆α|2}
+
m∑
1≤α<β≤m
E{∆α∆β +∆β∆α}.
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It follows then from the denition of ∆α that all the term of the seond sum on the r.h.s. are
zero and the terms of the rst sum are bounded by 4C2 in view of ondition (2.4). Hene,
we obtain (2.5).
We will also use two reent fundamental results about log-onave measures. The rst is
a large deviation inequality due to G. Paouris [19℄:
Theorem 2.3 There exists a positive onstant C > 0 suh that for any integer n ≥ 1 and
any isotropi random vetor Y ∈ Rn with a log-onave distribution we have
P{|Y | ≥ Ct} ≤ exp(−t√n). (2.6)
for every t ≥ 1.
The seond is an inequality on the onentration of the eulidian norm. It is a reformu-
lation of the main result from [14℄:
Theorem 2.4 There exist positive onstants C, α with α < 1, suh that for any integer
n ≥ 1 and any isotropi random vetor Y ∈ Rn with a log-onave distribution we have
Var{ |Y |2} ≤ C/nα. (2.7)
Weaker forms of (2.7) with a power of lnn instead of nα were rst proved in [15℄ and
later in [10℄.
We an now state one main tehnial tool about log-onave measures that we will need.
Lemma 2.5 Let A be a omplex matrix, with operator norm ‖A‖ ≤ 1 and let Y ∈ Rn (or
Cn) be an isotropi random vetor with a log-onave distribution. Then
Var{(AY, Y )} ≤ 4C/nα (2.8)
where C <∞ and α ∈ (0, 1) are the onstants from (2.7).
Proof. Let us rst onsider the ase Y ∈ Rn. Writing A = R + iI , where R and I are
hermitian and denoting ξ = ξ1 + iξ2 = (RY, Y ) + i(IY, Y ),
◦
ξ1,2 = ξ1,2 − E{ξ1,2}, we have
Var{(AY, Y )} := E{∣∣◦ξ∣∣2} = E{( ◦ξ1)2}+ E{( ◦ξ2)2} = Var{ξ1}+Var{ξ2}.
Hene the proof redues to the ase where A is hermitian, for whih we have (AY, Y ) =
(BY, Y ) where B = ℜA is a real symmetri matrix with ‖B‖ ≤ 1. Thus we may assume
without loss of generality that A is a real symmetri matrix. If V is an isometry then V Y
is also an isotropi random vetor with a log-onave distribution. Hene, we an assume
that A is diagonal, i.e., A = diag{ai}ni=1 with |ai| ≤ 1 for all 1 ≤ i ≤ n and set
ϕ(a1, . . . , an) = Var{(AY, Y )} = E
{∣∣∣∑ aiy2i ∣∣∣2}− ∣∣∣n−1∑ ai∣∣∣2 ,
where Y = {yi}ni=1. Sine ϕ is a positive quadrati form, its maximum on the ube [−1, 1]n
is attained on one of its verties {−1, 1}n. In order to estimate ϕ on a vertex, let I be a
subset of {1, . . . , n}. Then
Var
{∑
i∈I
y2i −
∑
i/∈I
y2i
}
≤
(
Var
1/2
{∑
i∈I
y2i
}
+Var1/2
{∑
i/∈I
y2i
})2
,
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and we get
Var{(AY, Y )} ≤ 4max
I
Var
{∑
i∈I
y2i
}
,
where the maximum is taken over all subset I ⊂ {1, . . . , n}.
Now observe that the projetion YI = (yi)i∈I of Y onto RI is learly an isotropi random
vetor and that by [7℄ it has a log-onave distribution. Thus Klartag's result [14℄ (see also
[10℄) an be applied and gives that there exist α ∈ (0, 1) suh that
Var{|YI |2} = E
{∑
I
y2i
}
− n−2|I|2 ≤ cn−2|I|2−α ≤ c/nα,
where c, α are universal onstant (do no depend on Y , n, |I|) and |I| denotes CardI. We
onlude that
Var{(AY, Y )} ≤ 4c/nα.
This omplete the proof when Y is real; the omplex ase is similar.
3 Proof of the Main Result
We will prove rst auxiliary fats that an be of independent interest.
Proposition 3.1 Let Nn,m be the Normalized Counting Measure of eigenvalues of (1.3), in
whih {Yα}mα=1 are i.i.d. random vetors (not neessarily isotropi and/or with log-onave
distribution) and {τα}mα=1 are i.i.d. random variables, independent of {Yα}mα=1. Denote
gn,m(z) =
∫
R
Nn,m(dλ)
λ− z , ℑz 6= 0, (3.1)
the Stieltjes transform of Nn,m. Then we have:
Var{Nn,m(∆)} ≤ 4m/n2 (3.2)
for any interval ∆ ⊂ R, and
Var{gn,m(z)} ≤ 4m/n2|ℑz|2 (3.3)
for any z ∈ C \R.
Proof. To prove (3.2) we use Lemma 2.2 with Φ = nNn,m(∆), the number of eigenvalues
of Hnm in ∆. Sine
Hn,m − Hn,m|Yα=0 = ταLYα
is a rank 1 matrix, we have by the mini-max priniple
|nNn,m − nNn,m|Yα=0 | ≤ 1,
i.e. the onstant C in (2.4) is 1 in this ase. This and (2.5) lead to (3.2).
In the ase of gn,m we hoose Φ = ngn,m(z). Then we have aording to (1.5), (3.1), and
the spetral theorem for real symmetri (hermitian) matries
ngn,m(z) = Tr (Hn,m − z)−1 := TrGn,m(z).
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Then (2.3) implies
|ngn,m(z)− ngn,m(z)|Yα=0 | ≤
|τα||(G2αYα, Yα)|
|1 + τα(GαYα, Yα)| . (3.4)
By spetral theorem for real symmetri (hermitian) matries there exists non-negative mea-
sure mα suh that for any integer p
(GpαYα, Yα) =
∫
R
mα(dλ)
(λ− z)p .
Thus
|τα||(πG2αYα, Yα)| ≤ |τα|
∫
R
mα(dλ)
|λ− z|2 ,
and
|1 + τα(GαYα, Yα)| ≥ |τα||ℑ(GαYα, Yα)| = |τα||ℑz|
∫
R
mα(dλ)
|λ− z|2 .
This implies
|ngn,m(z)− ngn,m(z)|Yα=0 | ≤ |ℑz|−1. (3.5)
Thus we an hoose |ℑz|−1 as C in (2.5) and obtain (3.3) from (2.5).
Proposition 3.2 Let N (0) and σ be probability measures on R and f (0) is the Stieltjes trans-
form (1.10) of N (0). Consider a non-negative measure N on R and assume that its Stieltjes
transform (1.11) satises (1.12). We have
(i) if σ in (1.12) is suh that
τ =
∫
R
|τ |σ(dτ) ≤ ∞, (3.6)
then N is a probability measure and is determined uniquely by (1.12);
(ii) if N is a probability measure (i.e., N(R) = 1), then it is uniquely determined by
(1.12) with any σ (i.e. not neessarily satisfying (3.6)).
Proof. (i). Note that N 6= 0, otherwise f = 0 and (1.12) has the form
0 = f (0)(z − cτ ), ℑz 6= 0 (3.7)
whih is impossible sine N (0) 6= 0 (see e.g. (1.13)). Let us show that N is a probability
measure, i.e., that N(R) = 1. It sues to show that
lim
y→∞
y|f(iy)| = 1. (3.8)
(see [1℄, Setion 59). Note that
yℑf(iy) =
∫
R
y2
λ2 + y2
N(dλ)→ N(R) > 0, y →∞. (3.9)
Denote
ζ(z) = −c
∫
R
τσ(dτ)
1 + τf(z)
. (3.10)
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and prove that
lim
y→∞
y−1ζ(iy) = 0. (3.11)
Indeed, write
ζ(iy) = −c
∫
|τ |<√y
τσ(dτ)
1 + τf(iy)
− c
∫
|τ |≥√y
τσ(dτ)
1 + τf(iy)
:= I1 + I2.
We have for y →∞ in view of the bound |f(iy)| ≤ 1/y:
|I1| ≤
c
√
y
1−√y/y = O(
√
y),
thus limy→∞ y−1I1 = 0. We have also
|I2| ≤ cℑf(iy)
∫
|τ |≥√y
σ(dτ),
and in view of (3.9) and the obvious relation
lim
y→∞
∫
|τ |≥√y
σ(dτ) = 0
we onlude that limy→∞ y−1I2 = 0. Thus, (3.11) is proved. This implies that iy + ζ(iy) =
iy(1 + o(1)), y →∞ and sine N (0) is a probability measure, we have
lim
y→∞
y|f (0)(iy)| = 1.
It follows then from (1.12) that (3.8) is true, i.e., N is a probability measure.
Let us prove now that (1.12) determines N uniquely. Assume that there exists two
probability measures N ′ and N ′′, whose Stieltjes transforms f ′ and f ′′ satisfy (1.12). Sine
f ′ and f ′′ are analyti in the upper halfplane, there exists a sequene {zj}j≥1 suh that
zj →∞ as j →∞ and (f ′ − f ′′)(zj) 6= 0. Subtrating (1.12) for f ′ from that for f ′′ we nd
1 = c
∫
R
N (0)(dλ)
(λ− z − ζ ′(zj))(λ− z − ζ ′′(zj))
∫
R
τ 2σ(dτ)
(1 + τf ′(zj))(1 + τf ′′(zj))
,
where ζ ′ and ζ ′′ are given by (3.10) for f = f ′, f ′′. By using a bit more sophistiated version
of the proof of (3.8) it an be proved that the limit of the r.h.s. of this relation is zero as
j →∞. Thus we have that f ′ = f ′′. Sine the Stieltjes transform of a non-negative measure
determines the measure uniquely (see e.g. (1.13)) we onlude that N ′ = N ′′.
(ii). If N is a probability measure, then we have N(R) = 1 in the r.h.s. of (3.9). Now
it is easy to hek that the argument proving assertion (i) is appliable to the ase, where
(3.6) is not valid and we obtain the proof of assertion (ii) of the proposition.
Now we are ready to prove
Theorem 3.3 Let {Yα}mα=1 be i.i.d. isotropi random vetors of Rn(or Cn) with a log-
onave distribution and {τα}mα=1 be i.i.d. random variables with a ommon probability law
8
σ. Consider random matries Hn,m of (1.1)  (1.3) and assume (1.7). Then there exist a
probability measure N suh that for any interval ∆ ⊂ R we have in probability
lim
n→∞,m→∞,m/n→c∈[0,∞)
Nn,m(∆) = N(∆) (3.12)
for the Normalized Counting Measure Nn,m of (1.5) of eigenvalues of Hn,m
The limiting non-random measure N is uniquely determined by equation (1.12) for its
Stieltjes transform (1.11).
Proof. In view of (3.2) it sues to prove that the expetations
Nn,m = E{Nn,m} (3.13)
of the Normalized Counting Measure (1.5) of eigenvalues of Hnm will onverge weakly to the
measure, whose Stieltjes transform solves of (1.12). Reall now that weak onvergene of
probability measures to a probability measure N is equivalent to the onvergene of their
Stieltjes transforms to the Stieltjes transform f of (1.11) N on a ompat set of C \ R and
to the relation
lim
y→∞
y|f(iy)| = 1. (3.14)
(see e.g. [1℄, Setion 59). We are going to prove below these two fats.
We derive rst equation (1.12). Assume rst that the random variables τα are bounded:
|τα| ≤ T <∞. (3.15)
Write the resolvent identity for the resolvents
G = (Hn,m − z)−1, G = (H(0)n − z)−1 (3.16)
(we will omit below the sub-indies n and m and the argument z in the resolvents). We have
in view of (1.3):
G = G−
m∑
α=1
ταGLYαG,
and if
G = E{G},
then
G = G−
m∑
α=1
E{ταGLYα}G. (3.17)
Choose t ≥ 1 and write (3.17) as
G = G−
m∑
α=1
E{ταGLYα1|Yα|<t}G − R1, (3.18)
where
R1 =
m∑
α=1
E{ταGLYα1|Yα|≥t}G. (3.19)
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Denote
Gα = G|Yα=0 . (3.20)
Then we have from (2.3)
GLYα = GαLYα(1 + τα(GαYα, Yα))
−1.
This allows us to write (3.18) as
G = G−
m∑
α=1
E
{
τα
1 + τα(GαYα, Yα)
GαLYα1|Yα|<t
}
G +R1
and then, denoting
fn,m(z) :=
∫
R
Nn,m(dλ)
λ− z = E{n
−1Tr(Hn,m − z)−1}, ℑz 6= 0, (3.21)
as
G = G−m
n
∫
R
τασ(dτ)
1 + τfn,m(z)
GG −
6∑
q=1
Rq, (3.22)
where R1 is given by (3.19) and
R2 =
m∑
α=1
E
{(
τα
1 + τα(GαYα, Yα)
− τα
1 + ταfn,m
)
GαLYα1|Yα|<t
}
G, (3.23)
R3 =
m∑
α=1
E
{
τα
1 + ταfn,m
(
GαLYα − n−1Gα
)
1|Yα|<t
}
G, (3.24)
R4 =
1
n
m∑
α=1
E
{
τα
1 + ταfn,m
(Gα −G) 1|Yα|<t
}
G, (3.25)
R5 =
m
n
E
{
1
m
m∑
α=1
(
τα
1 + ταfn,m
−
∫
R
τσ(dτ)
1 + τfn,m(z)
)
G1|Yα|<t
}
G, (3.26)
R6 =
m
n
∫
R
τσ(dτ)
1 + τfn,m(z)
E
{
G1|Yα|≥t
}
. (3.27)
It follows from (3.22) that if
G˜ = G(z˜n,m(z)), z˜n,m(z) = z − c
∫
R
τσ(dτ)
1 + τfn,m(z)
, (3.28)
then
G = G˜ −
6∑
q=1
R˜q, (3.29)
where R˜q, q = 1, ..., 6 is obtained from Rq, q = 1, ..., 6 by replaing G by G˜ in (3.19), (3.23)
 (3.27). Note that
ℑz˜n,m(z) = ℑz + cℑfn,m(z)
∫
R
τ 2σ(dτ)
|1 + τfn,m(z)| ,
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and sine ℑfn,m(z)ℑz > 0, ℑz 6= 0 by (3.21) we have
|ℑz˜n,m(z)| ≥ |ℑz|
and G˜(z) is well dened for ℑz 6= 0.
Applying to (3.22) the operation n−1Tr and realling (1.6), (3.16), (3.21), and the spetral
theorem, we obtain
fn,m(z) = f
(0)
n (z˜n,m(z))−
6∑
q=1
r˜q, (3.30)
where
f (0)n (z) = n
−1TrG(z) =
∫
R
N
(0)
n (dλ)
λ− z ,
and
r˜q(z) = n
−1TrR˜q.
We will prove now that if
|ℑz| ≥ 2t2T, (3.31)
where t ≥ 1 and T is dened in (3.15), then there exist Ct,T <∞ and b > 0 suh that
|r˜q(z)| = o(1), q = 1, ..., 6, (3.32)
and we write here and below o(1) for a quantity that tends to zero under ondition (1.8) and
(3.31).
We begin from R1. Note rst that in view of (3.21) ℑfn,m(z)ℑz ≥ 0, ℑz 6= 0, hene
|z˜n,m(z)| ≥ |ℑz| ≥ 2t2T. (3.33)
This, (3.19), (3.31), and (2.6) imply
|r˜1(z)| =
∣∣∣∣∣ 1n
m∑
α=1
E{τα(G˜GYα, Yα)1|Yα|≥t}
∣∣∣∣∣
≤ m
4nt4T 2
E{|Yα|21|Yα|≥t} = o(1).
Next, we have from (3.23)
r˜2(z) =
1
n
m∑
α=1
E
{
(τα)
2((GαYα, Yα)− fn,m)
(1 + τα(GαYα, Yα))(1 + ταfn,m)
(G˜GYα, Yα)1|Yα|<t
}
.
Aording to (2.2) and (3.21) we have |(GαYα, Yα)| ≤ |ℑz|−1|Yα|2, |fn,m| ≤ |ℑz|−1. Thus
(3.31) and (3.33) yield for |Yα| < t:
|1 + τα(GαYα, Yα)| ≥ 1− T t2/|ℑz| ≥ 1/2,
|1 + ταfn,m| ≥ 1− T/|ℑz| ≥ 1/2.
This, (2.2), and (3.33) lead to the bound
|r˜2(z)| ≤ 4mt
2T 2
n|ℑz|2 E {Eα{|(GαYα, Yα)− fn,m|}} , (3.34)
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where Eα{...} denotes the expetation only with respet to Yα. Sine Yα is isotropi and Gα
does not depend on Yα, we have (see (3.20))
Eα{(GαYα, Yα)} = n−1TrGα := gα.
Besides, we have E{gn,m} = fn,m by denitions (1.5), (3.1), and (3.21). Thus
E {|Eα{|(GαYα, Yα)− fn,m|}} ≤ E
{
Var
1/2
α {(GαYα, Yα)}
}
+E {|gα − gn,m|}+Var1/2α {gn,m}.
Now (2.7) and (2.2) yield the bound 2C1/2/|ℑz|na/2 for the rst term of the r.h.s., (3.5)
yields the bound 1/n|ℑz| for the seond term, and (3.3) yields the bound 2m1/2/n|ℑz| for
the third term. It follows then from (3.34) that r˜2(z) = o(1).
Write now
r˜3(z) =
1
n
m∑
α=1
E
{
τα
1 + ταfn,m
(
(G˜GαYα, Yα)− n−1TrG˜Gα
)
1|Yα|<t
}
,
and obtain similarly to the ase of r˜2:
|r˜3(z)| ≤ 2Tm
n
E
{
Var
1/2
α {(G˜GαYα, Yα)}
}
≤ 2Tmc
1/2
n|ℑz|na/2 = O(1/n
a/2).
In the ase of
r˜4(z) =
1
n
m∑
α=1
E
{
τ
1 + τfn,m
n−1TrG˜ (Gα −G) 1|Yα|<t
}
we use again (2.3) to write
r˜4(z) =
1
n2
m∑
α=1
E
{
τα
1 + ταfn,m
τα(GαG˜GαYα, Yα)
(1 + τα(GαYα, Yα))
1|Yα|<t
}
.
Thus, similarly to the ase of r˜2(z) we have
|r˜(z)4| ≤ 2Tm
n2|ℑz| = O(1/n).
Denote
ξα =
τα
1 + ταfn,m
−
∫
R
τσ(dτ)
1 + τfn,m(z)
, α = 1, ..., m.
Then it follows from (3.26) that
r˜5(z) =
m
n2
E
{
1
m
m∑
α=1
ξαTrG˜G 1|Yα|<t
}
Sine {ξα}mα=1 is a olletion of i.i.d. random variables, and E {ξα} = 0 we an write in view
of (2.2), (3.33), and (3.15)
|r˜5(z)| ≤ m
n|ℑz|2E
1/2

(
1
m
m∑
α=1
ξα
)2 ≤ m1/2n|ℑz|2E1/2 {ξ21} = O(1/n1/2).
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Finally we have
r˜6(z) =
m
n
∫
R
τσ(dτ)
1 + τfn,m(z)
E
{
n−1TrG˜G 1|Yα|≥t
}
,
hene
|r˜6| ≤ 2T|ℑz|2 e
−t√n/C .
Sine the olletion {Nnm} onsists of probability measures, there exists a non-negative
measure N whih is a limiting point of the olletion in the sense (1.8) with respet to
the vague onvergene. The Stieltjes transforms of the orresponding subsequene of the
olletion onverge to the Stieltjes transform f of N uniformly on a ompat K ⊂ C \ R.
ChoosingK ⊂ {z ∈ C : |ℑz| ≥ 2t2T} and using (1.7) and (3.32) we an make the limit (3.30)
along the subsequene for |ℑz| ≥ 2t2T . The limiting equation, i.e. (1.12) for |ℑz| ≥ 2t2T
implies that ℑf(z) 6= 0, ℑz 6= 0, otherwise we would have (3.7) for some z0, |ℑz0| ≥ 2t2T .
Thus the both parts of obtained (1.12) are analyti for ℑz 6= 0 and the equation (1.12) is
valid everywhere in C \R. By Proposition 3.2 (i) N is uniquely determined by the equation.
This proves the theorem under onditions (3.15).
Consider now a general ase and introdue the trunated random variables
τTα =
{
τα, |τα| < T,
0, |τα| ≥ T, (3.35)
for any T > 0. Denote
HTn,m = H
(0)
n +
m∑
α=1
τTα LYα .
Then
rank(Hn,m −HTn,m) ≤ Card{α ∈ [1, m] : |τα| ≥ T},
and if NTn,m is the Normalized Counting Measure of eigenvalues of H
T
n,m and N
T
n,m is its
expetation, then the mini-max priniple implies for any interval ∆ ⊂ R:
|Nn,m(∆)−NTn,m(∆)| ≤ P{|τ1| ≥ T}.
Hene any limiting point N in the sense of (1.8) of the olletion {Nn,m} with respet to the
vague onvergene satises the same inequality:
|N(∆)−NT (∆)| ≤ P{|τ1| ≥ T}, (3.36)
where we took into aount that aording to the rst part of the theorem the sequene
{NTn,m} onverges weakly to the probability measure N
T
for any 0 < T <∞. Choosing here
∆ = R, we obtain that N is a probability measure, i.e. N is limiting point of {Nn,m} in the
sense (1.8) with respet to the weak onvergene.
Besides it follows from (3.36) that N is a weak limiting points of the family {NT}T>0.
Aording to the rst part of the theorem and (3.35) the Stieltjes transform fT of NT is
a unique solution of the funtional equation
fT (z) = f0
(
z − c
∫
|τ |<T
τσ(dτ)
1 + τfT (z)
)
. (3.37)
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If {NTi}i≥1 is a subsequene onverging weakly to N , then {fTi}i≥1 onverges to the Stieltjes
transform f of N uniformly on a ompat set K ⊂ C \ R. Sine N(R) = 1, there exists
C > 0, suh that
min
z∈K
ℑf(z) = C > 0.
This and the uniform onvergene of {fTi}i≥1 to f on K implies that we have for all su-
iently big Ti:
min
z∈K
ℑfTi(z) = C/2 > 0.
Thus |τ/(1 + τfTi(z))| ≤ (ℑfTi(z))−1 ≤ 2/C <∞, z ∈ K. This allows us to make the limit
Ti →∞ in (3.37), i.e. to obtain (1.12) for f . Aording to Proposition 3.2 (ii) the equation
is uniquely soluble for any probability measure σ, hene the limit point f of the sequene
{fT}T>0 is unique. Sine f determines uniquely N (see (1.13)), the theorem is proved.
Remark 3.4 Our result an be used for another random matrix, dened via the vetors
{Yα}ma=1 as
Gn,m = {(Yα, Yβ)}ma,β=1. (3.38)
It an be alled the Gram matrix of the olletion {Yα}ma=1.
Denoting Yα = {yαj}nj=1 we an view Y = {yαj}m,nα,j=1 as a m × n random matrix. Then
we have for Gn,m
Gn,m = Y Y ∗,
and for Mn,m of (1.1) with τα = 1, α = 1, ..., m
Mn,m = Y
∗Y.
Assume that the law of Yα is ontinuous. Then for n > m the vetors {Yα}ma=1 are linearly
independent with probability 1, all the eigenvalues of Gn,m are stritly positive and oinide
with non-zero eigenvalues of Mn,m. Mn,m has n − m zero eigenvalues, whose eigenvetors
form a basis of the omplement of the span of {Yα}ma=1 in Rn (or Cn). Denote N˜n,m the
Normalized Counting Measure of eigenvalues of Gn,m. Then we have
N˜n,m = −n−m
m
δ0 +
n
m
Nn,m.
Hene, ifN is the limit ofNn,m in the sense of (1.8), then the limit N˜ of N˜n,m in the same sense
also exists and is equal to N˜ = −(c−1 − 1)δ0 + c−1N . Sine in this ase N = (1− c)δ0 +N∗,
where N∗(dλ) = ρ∗(λ)dλ, where the support of ρ∗ is [a−, a+], a± = (1±
√
c)2, and
ρ∗(λ) =
1
4πcλ
√
(a+ − λ)(λ− a−), λ ∈ [a−, a+], (3.39)
(see [17℄), we onlude that N˜ is absolutely ontinuous and has the density c−1ρ∗.
Similar argument shows that for m > n we have N˜ = (1− c−1)δ0 + c−1N , where now N
is absolutely ontinuous and its density is (3.39).
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