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Abstract— This paper presents a set of experiments used to 
develop a statistical system from translating speech to sign 
language for deaf people. This system is composed of an Automatic 
Speech Recognition (ASR) system, followed by a statistical 
translation module and an animated agent that represents the 
different signs. Two different approaches have been used to 
perform the translations: a phrase-based system and a finite state 
transducer. For the evaluation, the followings figures have been 
considered: WER (Word Error Rate), BLEU and NIST. The paper 
presents translation results of reference sentences and sentences 
from the Automatic Speech Recognizer. Also three different 
configurations have been evaluated for the Speech Recognizer. The 
best results were obtained with the finite state transducer, with a 
word error rate of 28.21% for the reference text, and 29.27% using 
the ASR output. 
Keywords— Statistical Machine Translation, Sign Language, 
phrase, Finite State Transducer, Language Model, Translation 
Model, alignment, word error rate 
I. INTRODUCTION 
Con la realization de este trabajo se pretende el desarrollo y evaluation de una Plataforma de Traduccion capaz de 
transformar, en base a un conjunto de modelos probabilisticos, 
frases de castellano a Lengua de Signos Espanola (LSE). Su 
importancia radica en la necesidad de una herramienta que 
permita una traduccion rapida y precisa entre lenguas. En 
relation directa con la traduccion de castellano a Lengua de 
Signos Espanola, se encuentra el campo de aplicacion 
relacionado con personas sordas, donde el coste de un 
interprete signante (que conoce la Lengua de Signos) es muy 
elevado a la vez que se intenta ayudar a las personas sordas 
prelocutivas (aquellas que se quedaron sordas antes de poder 
hablar), ya que su capacidad de comprension del espanol es 
inferior a la de los oyentes. 
Este articulo se centra en la Traduccion (Automatica) 
Estadistica o "SMT" ("Statistical Machine Translation"), que 
es un paradigma de traduccion automatica donde se generan 
traducciones en base a modelos estadisticos y de teoria de la 
information cuyos parametros se obtienen del analisis de 
corpus de textes bilingues (documentos que constituyen la 
base de dates con pares de frases castellano-LSE). Para la 
realization de los experimentos se dispuso de unos textos en 
castellano y en LSE con frases tipicas que un funcionario 
pronuncia en el servicio de solicitud o renovation del DNI o 
el pasaporte. 
II. ARQUITECTURADELSISTEMA 
El sistema complete esta formado por tres modulos: el del 
reconocedor de voz, el modulo de traduccion estadistica y 
finalmente, la representation de los signos mediante un avatar. 






Figura 1: Arquitectura completa del Sistema 
El reconocedor del habla realiza la conversion del lenguaje 
natural (habla continua) a una secuencia de palabras 
basandose en unos Modelos de Lenguaje y Acusticos de los 
que se dispone. El modulo de traduccion estadistica consiste 
en un algoritmo de busqueda dinamica que utiliza un modelo 
estadistico para obtener la mejor secuencia de signos resultado 
de la traduccion de una secuencia de palabras obtenidas del 
reconocedor de voz. Este modelo integra information de dos 
tipos de probabilidades: la probabilidad de traduccion, que 
recoge information sobre que palabras se traducen por que 
signos y la probabilidad de secuencia de signos, que aporta 
information sobre que secuencias de signos son mas 
probables en la LSE. El ultimo modulo corresponde al avatar 
en 3D, que se encarga de la representation de los signos 
provenientes de la Traduccion Estadistica. El avatar utilizado 

























































Fig.2: (A) Arquitectura completa de la Traduccion basada en Subsecuencias 
de palabras. (B) Arquitectura completa de la Traduccion basada en 
Transductores de Estados Finitos. Todas las herramientas utilizadas para la 
traduccion son de software libre. 
III. TRADUCCION ESTADISTICA BASADA EN MODELOS DE 
SUBSECUENCIAS DE PALABRAS 
La traduccion estadistica basada en modelos de 
subsecuencias (o subfrases) consiste en la obtencion de un 
Modelo de Traduccion a partir del alineamiento y extraccion 
de subsecuencias utilizando un corpus paralelo, y la 
generacion de un modelo de lenguaje de la lengua destino. 
Despues se obtiene la secuencia de signos dada una frase de 
entrada, que luego se evalua para calcular los aciertos y fallos 
en la traduccion. La arquitectura completa se muestra en la 
Fig.2.A. 
A. Generacion de modelos 
En primer lugar debe crearse el Modelo de Lenguaje de la 
lengua destino y el Modelo de Traduccion (a partir de un 
corpus paralelo tanto en lengua origen (LO) como destino 
(LD)). El problema de la traduccion se centra en conocer la 
probabilidad p(d|o) de que una cadena o de LO genere una 
cadena d en LD. Estas probabilidades se calculan utilizando 
tecnicas de estimacion de parametros a partir del corpus 
paralelo. Aplicando el Teorema de Bayes a p(d|o) esta 
probabilidad se representa como el producto p(o|d)p(d), 
donde el Modelo de Traduccion p(o|d) es la probabilidad de 
que la cadena origen se traduzca por la cadena destino, y el 
Modelo de Lenguaje p(d) es la probabilidad de ver aquella 
cadena origen. Matematicamente, encontrar la mejor 
traduccion ° se calcula como: 
o = arg max p(d/o) = arg max p(o/d) • p(d) (1) 
OGO OGO 
Para la creation del Modelo de Lenguaje, se utiliza la 
herramienta SRILM [2], que realiza la estimacion de los 
modelos de lenguaje tipo N-grama (en la que la probabilidad 
de una palabra depende de las N anteriores), a partir del 
corpus de entrenamiento. La generacion de los Modelos de 
Traduccion se hace mediante una traduccion basada en 
subfrases. Para esto la herramienta utilizada es el GIZA++ 
(que es una implementation de los modelos IBM de 
traduccion [3]), un sistema de traduccion estadistica 
automatica capaz de entrenar estos modelos para cualquier par 
de lenguas [4]. Para esto se necesita una coleccion de textos 
traducidos, que sera el corpus paralelo. Los pasos para la 
generacion de los modelos son: 
1. Obtencion del alineamiento entre palabras: a partir de los 
dos textos en castellano y LSE se identifican que palabras de 
uno se alinean con los signos de LSE. El alineamiento se 
calcula en ambos sentidos: palabras-signos y signos-palabras. 
2. Calculo de una tabla de traduccion lexica: se calcula a 
partir del alineamiento, obteniendo los valores de w(d|o) y su 
inversa w(o|d) para todas las palabras, es decir, las 
probabilidades de traduccion para todos los pares de palabras. 
3. Extraccion de subsecuencias de palabras: se recopilan 
todos los pares de subsecuencias que sean consistentes con el 
alineamiento. 
4. Calculo de las probabilidades de traduccion de cada 
subsecuencia: se calculan las probabilidades de traduccion 
para los pares de subfrases en los dos sentidos: subfrase en 
castellano- signo en LSE y signo en LSE - subfrase en 
castellano. 
B. Ajuste y traduccion 
Para realizar el proceso de traduccion se combinan los 
modelos generados en la fase anterior de entrenamiento 
mediante una combination lineal de probabilidades cuyos 
pesos se deben ajustar. Este proceso consiste en probar el 
traductor Moses [4] con un conjunto de frases (conjunto de 
validation) y, conociendo la traduccion correcta, evaluar las 
salidas del traductor automatico en funcion de los diferentes 
valores asignados a los pesos. Finalmente, y utilizando un 
nuevo conjunto de frases (conjunto de test) se evalua el 
sistema. Moses es un sistema de traduccion automatica 
estadistica basado en subsecuencias de palabras, que 
implementa un algoritmo de busqueda para obtener, a partir de 
una frase de entrada, la secuencia de signos que con mayor 
probabilidad corresponde a su traduccion. 
IV. TRADUCCION ESTADISTICA BASADA EN TRANSDUCTORES 
DE ESTADOS FINITOS 
Los transductores de Estados Finitos ("FST") parten de un 
corpus de entrenamiento y, usando metodos de alineamiento 
basados en GIZA++, generan un conjunto de cadenas a partir 
de las cuales se puede inferir una gramatica racional. Esta 
gramatica se convierte en un FST caracterizado por su 
topologia y distribuciones de probabilidad, caracteristicas 
aprendidas con el programa GIATI [5]. En la Fig.2.B se 
muestra la arquitectura de esta solution. Los pasos de esta 
estrategia son los que se explican a continuation. 
A. Alineamiento con GIZA + + (similar al apartado IIIA.l.) 
B. Transformation de pares de entrenamiento a frases 
Se construye ahora un corpus extendido a partir de cada 
uno de los pares de subsecuencias de entrenamiento y sus 
correspondientes alineamientos obtenidos con GIZA++: se 
asignaran por tanto palabras de LO a su correspondiente 
palabra en LD gracias a su alineamiento. Se muestra a 
continuacion un ejemplo de pares castellano / LSE y su 
alineamiento: 
el denei es obligatorio desde los catorce afios # DNI(2) 
SE-LLAMA(3) OBLIGATORIO(4) DESDE(5) 
CATORCE(7) PLURAL(6) ANO(8) EDAD(8) 
el denei es el documento oficial # DNI(2) SE-
LLAMA(3) DOCUMENTO(5) OFICIAL(6) 
A continuacion se forman las palabras extendidas 
("extended words", union de palabras y signos alineados), que 
representan la traduccion propuesta. En este ejemplo: 
(el, X) (denei, DNI) (es, SE-LLAMA) (obligatorio, OBLIGATORIO) 
(desde, DESDE) (los, PLURAL), (catorce, CATORCE) (afios, ANO EDAD) 
(el, X) (denei, DNI) (es, SE-LLAMA) (el, X) (documento, DOCUMENTO) 
(oficial, OFICIAL) 
C. Inferencia de un Gramdtica Estocdstica y posteriormente 
de un Traductor de Estados Finitos 
Se obtiene un FST a partir de las frases con las palabras 
extendidas. Las probabilidades de saltos entre nodos de un 
FST se computan por las cuentas correspondientes en el 
conjunto de entrenamiento de palabras extendidas. Se ilustra 
este proceso en la siguiente figura, donde los nodos grises 
indican que la frase de salida puede terminar en ese punto: 
obligatorio/OBUGATORIO 
z ^ N e l d e n e i / D N I / - ^ \ es/SE-LLAMA, 
a t o r c e / C A T O R C f r - ! ™ 8 ™ 0 E , 9 ™ ~ c anosvMnu C U M U 
XJ- el documento /DOCUMENTO^"^ oficialJOFICIAI^ 
oficiaroFICIAL o 
Figura 3: Transductor de estado finito inferido a partir del bigrama del 
ejemplo anterior 
V. EVALUACION DE LAS ALTERNATIVAS TECNOLOGICAS 
A. Medidas de evaluation 
Para evaluar la calidad de la traduccion, se calculan las 
medidas de evaluacion que se explican a continuacion. WER 
("Word Error Rate", porcion de palabras con error) se calcula 
como: WER = (S+B+I) / N, donde S es el numero de 
sustituciones, B es el numero de borrados, I es el numero de 
inserciones y N es el numero de palabras que tiene la salida de 
la traduccion en relacion con la frase de referenda. BLEU [6] 
es un metodo que evalua la calidad de las traducciones con 
respecto a otras de referenda a nivel de frase. Halla la 
precision en N entre la traduccion del sistema y la de 
referenda. NIST [7] es similar al BLEU pero utiliza una 
media aritmetica para reducir el impacto de bajas 
concurrencias para ordenes altos de N-gramas y considera la 
calidad de la informacion que proporciona un N-grama 
particular. 
B. Base de Datos 
La base de datos utilizada para los experimentos consiste 
en un corpus paralelo que contiene 414 frases tipicas de un 
contexto restringido: aquellas que diria un funcionario cuando 
asiste a gente que quiere renovar el pasaporte y/o el 
Documento Nacional de Identidad, o informacion relacionada. 
En este contexto concrete, un sistema de traduccion de voz a 
LSE es muy Ml puesto que la mayoria de estos empleados no 
conocen este lenguaje y tienen dificultades a la hora de 
interactuar con personas sordas. 
El conjunto de frases se dividio aleatoriamente en tres 
grupos: entrenamiento (conteniendo aproximadamente el 70% 
de las frases), evaluacion (con el 15% de las frases) y test 
(15% de frases). Esta concentracion se hace de forma 
arbitraria. Se muestra a continuacion un resumen de la base de 
datos: 
TABLAI 
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C. Resultados de los experimentos realizados 
En primer lugar se muestran los resultados de tres 
experimentos realizados para el sistema de reconocimiento de 
voz: En el Experimento 1 se evalua el sistema de 
reconocimiento con el modelo de lenguaje y el vocabulario 
generados a partir de un conjunto de entrenamiento. Esta 
situacion es la mas realista, y sus resultados fueron: 
WER=24,08, 1=2,61%, B=6,71%, S= 14,76%. En el 
Experimento 2 el modelo de lenguaje se genera a partir del 
conjunto de entrenamiento, mientras que el vocabulario 
incluye todas las palabras (entrenamiento y test). Sus 
resultados fueron: WER=15,84, 1=1,19%, B=5,93%, 
S=8,72%. Finalmente, en el Experimento 3 se utilizan todas 
las frases para el entrenamiento y para el vocabulario. Se 
intenta conseguir que se disponga de tantas frases de 
entrenamiento que las frases de test esten contenidas en ellas. 
Sus resultados fueron: WER=4,74, 1=0,86%, B=l,94%, 
S=l,94%. 
En la tabla II se observan los resultados de los 
experimentos de traduccion realizados, tanto con las frases de 
referenda del corpus paralelo castellano-LSE ("Ref"), como 
utilizando la salida del reconocedor de voz para los tres 
experimentos de reconocimiento comentados anteriormente 
("Exp" 1-3). Por otro lado, se muestran los resultados 
habiendo entrenado el modelo de traduccion con las frases de 
referenda, y los mismos resultados considerando la salida de 
reconocedor (de las frases de entrenamiento) para entrenar el 
modelo de traduccion. 
TABLAII 
RESULTADOS DE LOS EXPERIMENTOS DE TRADUCCION 
Modelo de traduccion generado con las frases de 










































Modelo de traduccion generado con la salida del 










































Los resultados de la Referencia siempre seran los mejores 
resultados (menor WER y mayor BLEU y NIST) en 
comparacion con los obtenidos en la traduccion de la salida 
del reconocedor de voz puesto que la referencia no contiene 
errores de reconocimiento que dificultan la traduccion. 
Ademas, cuanto peor es la tasa de reconocimiento, peor es la 
tasa de traduccion que se consigue traduciendo la salida del 
reconocedor. En general, con esta base de dates, la traduccion 
estadistica basada en FST ofrece mejores resultados 
entrenando con las salidas del reconocedor. Se observa 
tambien que al entrenar el modelo de traduccion con las 
salidas de reconocimiento se entrena dicho modelo con los 
posibles errores del reconocedor, de forma que el modelo de 
traduccion puede aprender de estos errores y corregirlos 
durante el proceso de traduccion. 
VI. CONCLUSIONES 
En este articulo se ha presentado un sistema de traduccion 
estadistica de voz en castellano a lengua de signos para 
personas sordas. Las soluciones tecnologicas estudiadas 
utilizan un modelo de traduccion basado en subsecuencias de 
palabras y un transductor de estados finitos (FST). Los 
resultados mostrados corresponden a pruebas con el texto 
original (de referencia) y el texto obtenido a la salida del 
reconocedor. Entrenar el modelo de traduccion con las salidas 
de reconocimiento permite aprender de los errores y 
corregirlos durante la traduccion. Finalmente se puede 
concluir que el mejor sistema es el de la traduccion basada en 
FST entrenando con las salidas del reconocedor con una WER 
de 29,27% y un BLEU de 0,5698, para la base de dates 
utilizada, con respecto al modelo que utiliza subsecuencias de 
palabras para la traduccion. 
VII. PROTOTIPO DESARROLLADO 
Con este trabajo se ha desarrollado un prototipo (Fig. 4) de 
traduccion de voz a LSE que ha sido evaluado con frases 
pronunciadas por estudiantes. El siguiente paso es evaluar el 
sistema en condiciones reales considerando interacciones 
reales entre los policias y personas sordas. 
J Spanish To Sign Language Translation Demo ^,wt^tt 
Figura 4: Interfaz del prototipo. 
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