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The judgment of an i terat ive s o l u t i o n  o simultaneous equat ions  
proper ly  e n t a i l s  more than t h e  ra te  of convergence. An i t e m  of eon- 
c e r n  i s  whether o r  no t  w e  can a r r i v e  a t  a s o l u t i o n  po in t  whose 
approximate l o c a t i o n  i s  known. 
L e t  t h e  "region of inf luence" of a given s o l u t i o n  poin t  be t h e  
set  of a l l  s t a r t i n g  va lues  which ( f o r  a given i t e r a t i v e  technique)  
have t h a t  s o l u t i o n  poin t  as the  l i m i t i n g  va lue  of t h e  i t e r a t i o n .  
I d e a l l y ,  perhaps,  w e  might d e s i r e  t h a t  every s t a r t i n g  po in t  y i e l d  
some s o l u t i o n  and t h a t  every region of i n f luence  be simply connected. 
It i s  known t h a t ,  for example, t h e  Newton-Raphson technique i s  
a second o rde r  process  wi th  favorable  rate of convergence when w e l l -  
s t a r t e d ,  It i s  a l s o  known t h a t  t h e  r eg ions  of in f luence  are not  
normally simply-connected. 
The p resen t  procedure was devised as p a r t  of a program f o r  
s tudying  methods of a l t e r i n g  t h e  reg ions  of i n f luence  r a t h e r  than  
rates of convergence. 
The equat ions  considered can be l i n e a r  o r  nonl inear .  By using 
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.- 
f i r s t  o rder  p a r t i a l  d e r i v a t i v e s ,  t h e r e  is c rea t ed  a technique which 
has t h e  Newton-Raphson q u a l i t y  of converging t o  every s o l u t i o n  p o i n t  
whose Jacobian i s  nonvanishing. 
simpler than  t h e  Newton-Raphson method; i t  is, however, f i r s t  o rde r  
r a t h e r  than second order .  
m e t r i c a l l y  
The method is computat ional ly  
An a r b i t r a r y  func t ion  can be used para- 
The s tudy  i s  f a r  from complete. The p resen t  approach seems 
f a u l t y  i n  t h a t  i n  p r a c t i c e  the  convergence ra te  is too  slow. 
of t h i s  a method of acce le ra t ing  convergence i s  included. 
Because 
Descr ip t ion  o f . t h e  Process  
L e t  
b e  real func t ions  def ined  f o r  an open reg ion  R. L e t  
X - [xl x2 0 0 .  x It denote  a column ma t r ix ,  and w r i t e  n 
fi(X1' X2' o e o  xn) = fi(X). 
Y U E ~  iiiai the foiiowing conditions are satisfied : 
L e t  Y = [y, y2 0 0 '  ynIL be a po in t  of R 
a. For 1 i 1. n,  fi(Y) = 0 ; 
b. In a neighborhood of Y t h e  p a r t i a l  d e r i v a t i v e s  - are 
continuous (1 2 i, j 5 n) ; 
For f 
nonsingular  a t  Y. 
a fi 
j 
ax 
a 
c .  (X) = - f (X) , t h e  n x n ma t r ix  J(X) = [ f i j  (X) 1 i s  i 
i3 I ax j  
L e t  t h e  eigenvalues  of { l /Sp(  Jt (Y) J ( Y )  ) J t  (Y) J(Y) be 
A 1 9  A 2 ,  . e .  A n '  They are p o s i t i v e ,  and 1 A i  = 1. L e t  them: be so  
n 
i=l 
_. 
3 
ordered t h a t  A i  > A ~ + ~ ~  
except t h a t  it is cont inuous in a neighborhood of Y and except  t h a t  
L e t  d(X) be  a func t ion  over  R a r b i t r a r y  - 
(3 )  
0 < d(Y) < 2/Ay . 
FOY 1 i < n d e f i n e  func t ions  h (X) by 
i 7 -  
L e t  H(X) = [hl(X) h2(X) - 0 0  hn(X)lt .  L e t  X (k) - 
The b a s i c  theorem can now be ph rased -as  fo l lows:  
I f  X ( l )  i s  “near enough” Y and 
Finding s u i t a b l e  func t ions  d(X) i s  no t  e l a b o r a t e ,  Since A1 a 1 
u n l e s s  n = 1, w e  may f o r  d(X) use  any p o s i t i v e  cons tanr  no t  greatea: 
than  two. I n  t h e  f i n a l  s t ages  of i t e r a t i o n  d(X)/Sp[J‘(X) J (X) )  can 
be  rep laced  by a cons tan t ,  Indeed, f o r  some systems it may be  prac- 
t i ca l  t o  choose d(X) as 2 Sp[Jt(X) J(X))/MaxR(Sp(Jt(X) J (X) ) )  from 
t h e  s ta r t ,  t hus  s impl i fy ing  computation, 
A caut ionary  no te  seems i n  order .  There can e x i s t  p o i n t s  Y ,  
r e s u l t i n g  from t h e  l i m i t  process ( 4 1 ,  such t h a t  J(Y) i s  s ingu la r .  
I n  t h a t  case it  may no t  be  tha t  fi(Y) = 0 f o r  a l l  i. Consider t h e  
example f (x x2)  = x1 f x2 - 1, f (x  x2)  = x + x - 2. Then 1 1’ 2 1’ 1 2  
4 
hl = h2 and, for d(X) = 1, is x1/2 9 x2/2  - 3 / 4 .  
va lues  x1 
For t h e  s t a r t i n g  
= c1 and x = B ,  w e  f i n d  x1 (k) = a /2  - 8/2 9 3 / 4  and 2 
(k) = -a/2 + 8/2 + 3 / 4  f o r  k 2 2. x2 
Linear  Systems 
We wish f i r s t  t o  make an observa t ion  a p p l i c a b l e  t o  rhe  gene ra l  
case. By Taylor ’s  expansion 
t where 5 = [(y,  + Oxl - y,) 0 0 0  (yn + exn - yn)l  Now l e t  R 
and l e t  
Then c l e a r l y  [see ( 4 ) )  
(6) X - Y - H(X) = [I - G(X))(X - Y) . 
The only  u s e  we want of t h e  above i n  t h e  p re sen t  s e c t i o n  is  t o  
show t h a t  t he -e igenva lues  1.1 
whi le  i f  (2) ho lds  
of I - G(Y) are given by pi = P - d(Y)Xi, i 
(7) 1 ’ Pn, l.Ii*l Vi’ p1 > -1 0 
To see t h i s ,  i t  i s  only  necessary t o  observe t h a t  .-  
( 8 )  G(Y) = {d(YE/Sp[Jt(Y) J(Y) )}Jt(Y) J(Y) 
> 0 guarantee  p . i+l "i and t h a t  d(Y) 0 toge the r  w i t h  xi > - 
whi le  d(Y) 2/A means pl > -1 and 1 > 1-1,. 1 
Now f o r  t h e  l i n e a r  case le t  
and, f o r  convenience only,  consider  d(X) = 6 $  6 being chosen so t h a t  
i t  falls between zero  and 2/AlO Solu t ion  of (9) is of course s o l u t i o n  
of 
It i s  a ax where A = [a i j ]  and B = [bl b2 O o 0  b n j t 0  Since - fi(X) = a X I '  f 
a s t r a igh t fo rward  matter to see  t h a t  
t t t t 
(11) X - H(X) = ( I  - (6 /Sp(A -4))A e]X + (dJSp(A A)!A B o  
Thus convergence of process  ( 4 )  i s  guaranteed fcr t h e  l i n e a r  case 
(see [ l ] ,  pp.. 161-170) s i n c e  the  eigenvalues  of t h e  c o e f f i c i e n t  of X 
i n  t h e  r i g h t  member-of (11) a r e  less i n  magnttude than  1, 
t It i s  t r u e  t h a t  i f ,  says 6 = 1, and S/Sp(A A) is used as a 
cons t an t  m u l t i p l i e r ,  then  even r e l a t i v e l y  Parge inaccurac i e s  i n  t h e  
t computation- of Sp(A A) have no in f luence  on' t h e  t h e o r e t i c a l  acwracy 
of t h e  i t e r a t f o n a  However, it is a l s o  known that  A A IS mare ill- t 
condi t ioned than  A ,  This-should be borne Ln mfnd i n  using t h e  
6 
process  
The Case n = 1. For n = 1, t h e  process  reduces t o  t h e  s o l u t i o n  
s f  f ( y )  = 0 by t h e  technique 
where d(y)  = 6 is a p o s i t i v e  number less than  two, For t h e  choices  
d(x)  = 1, d(x)  = [ f ' ( x > 1 2 / { [ f ' ( x ) 1 2  - f ( x ) f " ( x ) )  and r e l a t e d  ideas  
see [ 2 ] ,  p. 24 e t  seq.  
To e s t a b l i s h  convergence f o r  a d(x)  chosen i n  accordance w i t h  
t h e  p re sen t  d i scuss ion ,  l e t  R be  a n  i n t e r v a l  i n  R such t h a t ,  1 
Rl,d(x) f ' (y + 0x - y ) / f  ' (x) = 6 i- E(X) where 0 i s  such t h a t  
f ' ( y  + 0x - y ) ( x  - y) i s  f (x)  - f ( y )  and where ( E ( X ) [  < FC - 11 - 61 
whi le  0 < p < 1. L e t  x(') be  i n  Rle Then Ix 
1 ~ ' ~ )  - yI 11 6 - E ( x ( ~ ) )  1 which i n  t u r n  does no t  exceed P I X  ( k) - yI 
(k+l) y I  is 
Thus lx - y /  and convergence occurs .  
NQW suppose d(y) = 1. Then convergence occurs  as before, bu t  
to l lowing  a known teciiriiqua <see [ ? I ,  p. 148), ran he shown t o  be  
quadra t i c .  Then, 
expanding f ( y )  i n  powers of y - x ,  w e  are l e d  t o  x 
Thus l e t  d ' (x )  aad f" (x)  be continuous i n  R1. 
'Y' (k*U 
X (k)- y - d(x (k ) ){ f ' (x (k )  ) (x(k) -  y)  - f " (  n(k))(x(k)-  y)2/2}/f"x (k) ) 
Y =  Then i f  1 - d ( x  (k)) = d(y)  - d(x  ( k ) )  = d ' ( c (k ' ) [y  - x ' ~ ) ) ,  x (k+l) - 
( x ( ~ ) -  y )2{d(x (k ) ) f " (  dk)) - 2 d ' ( E ( k ) ) f ' ( x ( k ) ) } / ~ 2 f ' ~ x ~ k ) ) } ~  
The Case n = 2. In  t h i s  i n s t a n c e  t h e  c h a r a c t e r i s t i c  equat ion  
f o r  I - G(Y) is 
. 
7 
Following t h e  procedure i n  [ 3 ] ,  p. 450, w e  have asymptot ic  s t a b i l i t y  
i f  and only i f  
t Then a and a are 1 2  11 22 Write d e t ( J  (Y) J (Y))  as all a22 - a 
p o s i t i v e .  It fo l lows  t h a t  
11 = a22" and e q u a l i t y  can only  occur  between t h e  l a s t  two members i f  a 
This  means w2 - < 1 / 4  and w2 = 1 / 4  i f  and only  i f  J ( Y )  i s  a scalar 
m u l t i p l e  of a u n i t a r y  ma t r ix ,  
2 Revert ing t o  (14) i t  is  seen t h a t  0 < 6 < l / w  is  necessary.  
Since 4 - 26 + 62 w2 - 0 unless  5 is  between ( 1  - J1 - 4 w 2 ) / u 2  and 
( 1  + -)/w' (whtle  t h i s  l a s t  equals  o r  exceeds l i w  ) w e  have 2. 
2 
asymptot ic  s t a b i l i t y  i f  and only i f  0 < 6 .: ( 1  - 41 - 4 w 2 ) / w  When 
6 = (1 - -)/(2w2), I - G(Y) is  s ingular . .  Since 
( 1  + m ) / ( 2 w 2 )  L (1 - -)/a2 i f  and only  i f  w2 > 2 / 9 ,  
when w L  - > 2 /9  and 6 .c (1 + w ) / ( 2 w 2 ) ,  I - G(Y) is aga in  
s i n g u l a r .  
It w i l l  b e  shown i n  t he  next  s e c t i o n  t h a t  when w2 = 1 /4  and 
2 
6 = 2 w e  have q u a d r a t i c  convergence. S ince  4 - < l / w  always, i t  may 
be  t h a t  d(X) z 2 is  i n  some sense a "beat" choice  i f  no d e t a i l e d  
8 
knowledge of t h e  func t ions  i s  a t  hand. 
Proof of Convergence. 
Consider now (see (4)) 
Using ( 6 )  t h i s  becomes 
Let  R be a s p h e r i c a l  r eg ion  i n  R w i th  Y as c e n t e r ,  and s m a l l  enough 1 
t h a t  t h e  func t ions  f (X) and d(X) are  continuous i n  R As i n  
e s t a b l i s h i n g  ( 7 1 ,  l e t  t h e  eigenvalues  of I - G(Y) b e  pi, and l e t  E be  
i j  1' 
2 such t h a t  1 - E = m?x(p:). The numbers pi are t h e  e igenvalues  of 
1 
2 (1 - G(Y)) t ( I  - G(Y)), and 1 - E 2 pi  
( I  - G(X)j t ( I  - G(X)) be  wi(X). 
L e t  t h e  e igenvalues  of 
n 
i = O  
2 L e t  t h e  c h a r a c t e r i s t i c  polynomial of t h e  1-1 be 1 aipZi and i 
n 
i = O  
1 
th-t cL.uc ef t he  v (Yl he 1 b .  v Because Ib, - a; I can be made as 
1 A A i '--' 
s m a l l  as d e s i r e d  by us ing  a proper s p h e r i c a l  subregion of R 
i s  i n  R 
t h a t ,  for X i n  R2,  \ v i  - pi 2 1  < E/2. I n  p a r t i c u l a r ,  max(vi) < 1 - E / 2 ,  
By a well-known theorem ( s e e  [l], p. 65) 
t h e r e  1' 
a s p h e r i c a l  subregion R2 having Y as i ts  c e n t e r  and such 1 
(k) ) ) ( x(k) (X(k) - Y ) t ( I  - G(X)(k) ) t ( I  - G(X 
Then ( X  (k+l) - Y)t(X(k+l) - y)  - < (1 - €/2)(X(k) - Y)t(X(k) - Y ] ,  
- y )  I 
max (v.)(X(k)  - y)t(X(k) - Y )  - < (1 - E / ~ ) ( x ( ~ )  - Y ~ ~ ( x ( ~ )  - Y). 
i 1  
9 
and by r ecu r s ion  
Thus convergence occurs .  Here I I X  (k+l)- YI I denotes  t h e  d i s t a n c e  
norm. 
F i n a l l y  i t  is shown t h a t  under s t r i n g e n t  cond i t ions  t h e  conver- 
gence i s  quadra t i c ,  L e t  J(Y) be a scalar m u l t i p l e  of an  or thogonal  
mat r ix .  Assume i n  a d d i t i o n  t h a t  t h e  f i r s t  o rder ,  d e r i v a t i v e s  of d(X) 
and t h e  second o rde r  d e r i v a t i v e s  of f (X), 1 < R < n ,  are cont.inuous 
i n  a neighborhood of Y. Require a l s o  t h a t  6 = n. Since i n  t h i s  
- -  R 
i n s t a n c e  a l l  t h e  eigenvalues  are equa l ,  w e  have 
d(Y) = 6 = n < 2/A1 = 2x1. 
X(k) - H(X(k)) (see (4)) has meaning. 
i 
Thus convergence occurs  and 
a 2  f R ( X )  e Then 
axiaxj a d(X) and f (X) for Write di(X) f o r  - !L i j  axi 
n 
and, s i n c e  f (Y) = 0 R 
n n 
F i r s t  r e p l a c e  t h e  func t ions  f (X) i n  X - Y - H(X) by t h e i r  equiva- 
l e n t s  above. The r e s u l t ,  a f t e r  dropping t h e  quadra t i c  terms, is 
X - Y - {d(X)/Sp(Jt(X) J(X)) lJ t (X) J ( X )  (X-Y). 
R 
Now r e p l a c e  d(X) by 
n 
n + 1 dr ( & ) ( x r  - yr) .  The r e s u l t ,  a f t e r  dropping t h e  quadra t i c  
r=l 
10 
terms, is  
Next i n  Jt(X) J (X) . r ep lace ,  i n  t h e  o f f  d iagonal  terms, frs(X) 
n 
by frs(Y) + 1 frst(nJ(xt - y t ) .  Because J(Y) is  a scalar mult i -  
t=l 
p l e  of a n  or thogonal  ma t r ix ,  t h e r e  r e s u l t  only quadra t i c  and cubic  
terms i n  (x - y ) f o r  t h e s e  components. There remains t o  cons ider  i i  
(15) X - Y - {l /Sp(Jt(X) J(X)))C(X)(X-Y) 
where C(X) is  a d iagonal  mat r ix  whose d iagonal  e n t r y  c (X) i s  i 
Now rephrase  (15) as {l /Sp(Jt(X) J(X)))(E(X) - C(X))(X - Y) 
where E(X) fs a d iagonal  matr ix  whose d iagonal  e n t r y  e (X) is  
SP(Jt(X) J ( X ) ) .  
Taylnr's expansions used i n  a r r i v i n g  a t  (15) .  The r e s u l t  is  a 
d iagonal  ma t r ix  which is made up of l i n e a r  and q u a d r a t i c  terms i n  
t h e  xi - yi. 
o r thogonal  matrix. 
i 
I n  E(X) - C(X) r e p l a c e  each func t ion  f (X) by t h e  
i j 
This  i s  so  because J ( Y )  is a scalar m u l t i p l e  of an 
I n  f i n a l  consequence, X - Y - H(X) i s  seen t o  con ta in  only 
terms which are cubic  o r  quadra t ic  i n  t h e  xi - yi. 
Improvement i n  Asymptotic Rate-of-Convergence 
It was found i n  p r a c t i c e  t h a t  p rocess  (4) converged s lowly.  
Thus i t  was modified i n  an attempt t o  improve t h e  asymptot ic  ra te  of 
r 
-. 
11 
convergence. 
We start  
where J ( X )  and 
by de f in ing  
Sp again  denote  t h e  Jacobian mat r ix  and spur  respec- 
t i v e l y .  The new process  may now be s t a t e d  as 
Then c l e a r l y  
(17) X - Y - 2H(X)  + E ( X )  H(X)  = ( I  - 2 G ( X )  + E ( X )  G ( X ) )  ( X  - Y) . 
I. 
where G ( X )  is  def ined  by (5) .  
- 
For t h e  l i n e a r  case, G(X)  = G ( X )  and ( 1 7 )  becomes 
(18) X - Y - 2H(X)  + z ( X )  H(X)  = ( I  - G(X)) ’  (X - Y) 
As befo re  l e t  d ( X )  E 6 where S is  cons t an t  and cons ider  a s o l u t i o n  of 
(10) e W e  have from (18) 
(19) X - Y - 2H(X)  + G(X)  H(X)  = (I - ’ A ~ A ) ~  x 
SP (AtA> 
t Define M t o  be (I - A A) which i s  t h e  c o e f f i c i e n t  of X i n  t h e  
r i g h t  member of (11). Then M i s  t h e  Coef f i c i en t  of X i n  t h e  r i g h t  
s p  
2 
member of (19) .  I f  t h e  eigenvalues  of M are p t h e  eigenvalues  of i’ 
.- 
-4 
12 
guaranteed t h a t  process  (16) converges f o r  t h e  l i n e a r  case. ' 
The asymptot ic  rate of  convergence of M ( see  [4], p. 67) is 
def ined  as 
where p(M) is  t h e  magnitude of t h e  l a r g e s t  e igenvalue of  M. Denote 
2 2 p(M) by p ,  then  p (M ) i s  1' and R- (M ) = 2 Roo (M). Thus t h e  
asymptot ic  rate of convergence of process  (16) i s  t d c e  t h a t  of 
process  ( 4 )  f o r  t h e  l i n e a r  case. 
For t h e  non-l inear  case ,  w e  cons ider  (6) and (17).  
y i  denote  t h e  e igenvalues  of I - G(X)  and I - 2 G ( X )  + E ( X )  G ( X )  
r e s p e c t i v e l y  and as before  le t  11 denote  t h e  eigenvalues  of I - G ( Y ) .  
L e t  each eigenvalue be so indexed t h a t  Bi i s  approximated by p 
L e t  Bi and 
i 
and i 
f i i Now l e t  aip ,I biB and cg rep resen t  t h e  c h a r a c t e r i s t i c  
polynomials whose ze ros  are p Bi a n d y  r e spec t ive ly .  The 
c o e f f i c i e n t  b is  a continuous func t ion  of t h e  elements of G(X) and 
Ibi - a I can be made as small as des i r ed  by choosing a proper  sub- i 
reg ion  R3 i n  R. 
such t h a t  I B i  - p i [  < E provided X i s  i n  t h i s  region.  
I n  a similar manner i t  can be shown t h a t  Iy - i 'i 
i' i 
i 
There is a subregion i n  R having Y as i t s  cen te r  3 
2 1  < E by 
3' s i m i l a r l y  choosing a proper subregion of R 
2 
i Now Bi a n d y i  can be made a r b i t r a r i l y  c l o s e  t o  l,.~ and l,.~ 
With t h e  
i 
r e s p e c t i v e l y  by choosing t h e  proper subregion of R. 
13 
2 condition that vi 
convergence for process (16) is double that of process (4). 
< pi it follows that the asymptotic rate of 
1. 
2 .  
3. 
4. 
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