Abstract. We consider the group basis pursuit problem, which extends basis pursuit by replacing the ℓ1 norm with a weighted-ℓ2,1 norm. We provide an anytime algorithm, called generalized alternating projection (GAP), to solve this problem. The GAP algorithm extends classical alternating projection to the case in which projections are performed between convex sets that undergo a systematic sequence of changes. We prove that, under a set of group-restricted isometry property (group-RIP) conditions, the reconstruction error of GAP monotonically converges to zero. Thus the algorithm can be interrupted anytime to return a valid solution and resumed subsequently to improve the solution. This anytime convergence property saves iterations on retracting and correcting mistakes, which, along with an effective acceleration scheme, makes GAP converge fast. Moreover, the periteration computation is inexpensive, consisting of sorting of a linear array followed by group-wise thresholding, plus linear transform of vectors for which fast algorithms often exist. We evaluate the algorithmic performance through extensive experiments, in which GAP is compared to other state-of-the-art algorithms and applied to compressive sensing of natural images and video.
1. Introduction. Let Φ ∈ R r×n with r < n be given and fixed, and z ∈ R n be an arbitrary S-sparse vector, which has at most S < r nonzero elements. Reconstruction of z from y = Φz is a problem that centers around the theory and practice of compressive sensing (CS) [15, 10, 12, 9, 11] . It has been shown in [9] that, when Φ satisfies certain restricted isometry property (RIP) conditions, the solution to the basis pursuit (BP) [13] problem, (Basis Pursuit) min w w 1 subject to Φw = y, (1.1) where · 1 is the ℓ 1 norm, exactly recovers any S-sparse vector z from y = Φz. The ℓ 1 norm measures the sparsity of z without considering the inter-element correlations, which are often present in many important applications. For example, wavelet coefficients of most natural images not only are sparse but follow a particular sparsity model known as "zero trees" [22] , and such a model has been exploited in wavelet-based compression [19] .
In this paper, we use the ℓ 2,1 norm [26, 20, 1, 2] to measure the sparsity of a vector at the group level, where each group is a subset of elements in the vector that are related to each other. Specifically, denoting N n = {1, 2, · · · , n}, we define mutually-disjoint groups G = {G k ⊂ N n : k = 1, · · · , m} such that ∪ m k=1 G k = N n , alongside positive weights β = [β 1 , · · · , β m ] with β k associated with G k , and consider the group basis pursuit problem (Group Basis Pursuit) min w where, w ℓ
is the weighted-ℓ 2,1 norm, with · 2 denoting the ℓ 2 norm and w G k a sub-vector of w containing components indexed by G k . The groups represent the dependency between components of z, with the components in the same group expected to be correlated with each other. The weights represent the anticipated importance of groups, with a larger β k indicating more shrinkage for the components in group k (thus lessened importance). The groups and the weights together define a model of structural sparsity. Both the groups and weights can be constructed from prior knowledge about the coefficients in transform domains, as discussed in Section 4.2. It is also possible to construct weights from some initial estimates of z, as in adaptive lasso [28] .
The group basis pursuit problem has been considered previously, possibly under different names, in [26, 6, 24, 14, 3, 21] for example, and the benefits of using groups and weights are known. Our contribution in this paper is an anytime algorithm for solving this problem. As defined in [27] , "anytime algorithms are algorithms whose quality of results improves gradually as computation time increases". An anytime algorithm has the attractive property of returning a valid solution when interrupted at anytime. In our present case, the quality of results is measured by the peak signal-to-noise ratio (PSNR), or equivalently by the reciprocal mean squared error. Therefore, an anytime algorithm in our specific case is an algorithm for which the square reconstruction error w (t) − z 2 2 monotonically decreases to zero as t becomes successively larger, where w (t) is an estimate of z obtained in the t-th iteration of the algorithm. Because each additional iteration guarantees improved reconstruction quality, as measured by the PSNR, an anytime algorithm can converge to the desired accuracy faster than an algorithm that does not possess the anytime convergence property.
We develop an anytime algorithm, called generalized alternating projection (GAP), to solve the group basis pursuit problem in (1.2). We provide theoretical conditions to guarantee monotonic decrease of GAP's squared reconstruction error. These conditions are expressed in similar ways as the restricted isometry property (RIP) conditions in [9] . What is different is that the RIP conditions in our case also depend on (G, β) (the conditions are therefore termed "group-RIP" conditions), and can thus be made much easier to satisfy than those in [9] by using appropriate groups and weights. Our RIP conditions, in part, reduce exactly to the conditions in [9] in the special case of basis pursuit.
We develop an acceleration scheme for GAP, which builds upon a similar acceleration mechanism as the alternating direction method of multipliers (ADMM) [8] , and yet distinguishes itself from ADMM by using a special rule to adaptively update the penalty parameter. The specially-updated penalty parameter allows GAP to retain its anytime convergence property in the accelerated case, with this verified by extensive experiments.
The proposed GAP algorithm not only converges fast, its time complexity per iteration is also low. In particular, when Φ is block-diagonal or the rows of Φ are randomly sampled from an orthonormal matrix, we require only O(n log n) time in each iteration. By the nature of the algorithm, GAP maintains two sequences of estimates of z. When the algorithm has access to a noise-free version of y = Φz, the two sequences both converge to z. When the algorithm has access to a noisy version of y, including the case when z is not exactly sparse but only compressible, the sequences converge to two points in the neighborhood of z. The noisy case is discussed in detail in Section 2.5.
The anytime convergence, low complexity in each iteration, and robustness to noise makes GAP a viable algorithm in many applications. We demonstrate its performance on noise-free sparse vector reconstruction, as well as compressive sensing of real natural images and video. In the latter case, z represents an image or video's wavelet or other transform coefficients, which are not perfectly sparse, and y contains additive measurement noise.
Generalized Alternating Projection (GAP).
2.1. The Basic GAP Algorithm. The problem in (1.2) can be rewritten equivalently as min w,C C subject to w ℓ ≤ C} and M Φ,y = {w : Φw = y}, where M Φ,y is a given linear manifold and B Gβ 2,1 (C) is a weighted-ℓ 2,1 ball with radius C. Geometrically, the problem in (2.1) is to find the smallest weighted-ℓ 2,1 ball that has a nonempty intersection with the given linear manifold. We refer to this smallest ball as the critical ball and denote its radius as C * . When the smallest intersection is a singleton, the solution to (2.1) is unique.
We solve (2.1) as a series of alternating projection problems,
where a special rule is used to update C (t) to ensure that lim t→∞ C (t) = C * . For each C (t) , we solve an equivalent problem
where λ (t) ≥ 0 is the Lagrangian multiplier associated with C (t) . Denote by λ * the multiplier associated with C * . It suffices to find a sequence {λ (t) } t≥1 such that lim t→∞ λ (t) = λ * . We solve (2.3) by block-coordinate descent [7] , alternately updating w and θ, keeping one fixed while solving for the other. Given θ, the update of w is simply an Euclidean projection of θ on the linear manifold; given w, the update of θ is obtained by applying group-wise shrinkage to w. In both cases, the updates have closed-form expressions, leading to the following analytic update equations for τ ≥ 1,
where the iteration starts from θ (t,0) = θ (t−1) , and the limit points θ (t) = lim τ →∞ θ (t,τ ) and
give the solution to (2.3). It is assumed that ΦΦ T is invertible.
We show in this paper that, by using a special rule to update λ (t) , we only need to run a single iteration of (2.4) for each λ (t) to make {λ (t) } t≥1 converge to λ * . In particular, we propose to choose λ (t) adaptively according to w (t) , in such a way that application of the group-shrinkage operator of (2.4b) to w (t) will yield a group-sparse vector with at most m ⋆ nonzero groups. Clearly, a vector with m total groups is not group-sparse if it has m nonzero groups. To produce a group-sparse vector, we require at least m ⋆ < m. Formally, we propose the following update rule, 5) where the specific choice of m ⋆ will be discussed in detail in Section 3.2, and j
is a permutation of (1, 2, · · · , m) such that 6) and, for any t ≥ 1, we propose to run a single iteration of (2.4) to obtain
The (w (t) , θ (t) ) thus produced does not fully solve (2.3), but they provide sufficient information to ensure that the sequence {λ (t) } t≥1 given in (2.5) converges to λ * , and hence {θ (t) } t≥1 and {w (t) } t≥1 converge to the solution of (2.1). We do not require θ (0) to take any particular value; it is however convenient to initialize θ (0) = 0. We refer to the algorithm specified by (2.5)-(2.7) as generalized alternating projection (GAP), to emphasize its difference from conventional alternating projection (AP): conventional AP produces a sequence of projections between two fixed convex sets, while GAP produces a sequence of projections between two convex sets that undergo systematic changes over the iterations. In the GAP algorithm, the alternating projection is performed between a fixed linear manifold M Φ,y and a changing weighted-ℓ 2,1 ball, i.e., B Gβ 2,1 (C (t) ) whose radius C (t) is a function of the iteration number t.
We establish in Section 3 that, under certain conditions on {S, m ⋆ , G, β, Φ}, the solution to the group basis pursuit problem in (1.2) recovers any S-group-sparse vector z, and that the sequence {w (t) } t≥1 produced by (2.5)-(2.7) monotonically converges to z, i.e., w (t+1) − z 2 2 ≤ w (t) − z 2 2 and lim t→∞ w (t) − z 2 2 = 0. The monotonic convergence guarantees that GAP can be interrupted anytime to return a valid solution, and is thus an anytime algorithm [27] .
We provide some intuitions for the GAP algorithm by defining
The set I (t)
+ indexes the nonzero groups in θ (t) , i.e., I
(t) + = k : θ (t) 2 > 0 , which correspond to the first m * t most significant groups in w (t) , with the significance of a group measured by its position in the sorted list in (2.6). The set I (t) ≥0 , which will be used in the convergence analysis in Section 3, contains at least one additional element, giving a difference of
+ is nonempty since m * t ≤ m ⋆ , i.e., the number of nonzero groups in θ (t) is never greater than m ⋆ , a fixed number specified by users. Thus the GAP algorithm can be interpreted as keeping track of a fixed number of most significant groups of components in w (t) , adaptively adjusting λ (t) or C (t) to retain these groups in θ (t) while nullifying the other groups. The actual number of nonzero groups in θ (t) may be smaller than m ⋆ , which happens when multiple groups of w (t) tie for the (m ⋆ + 1)-th position of the sorted list in (2.6). The choice m ⋆ influences the convergence of GAP. We provide theoretical conditions on m ⋆ and discuss its choice in practice in Section 3; see Theorem 3.7 and Section 3.2 for details.
2.2. The Accelerated GAP Algorithm. The basic GAP algorithm performs alternating projection between a fixed linear manifold and a changing weighted-ℓ 2,1 ball. We extend the notion to that the linear manifold is also adaptively adjusted, modifying (2.7) as
where θ (0) = 0 n×1 , y (0) = y, and {y (t) } t≥1 takes one of the following forms:
The computation performed in (2.10) is an acceleration step designed for GAP to speed up the convergence of its reconstruction error. The tilde symbol above w in (2.9) indicates that w (t) generally does not satisfy the equality constraints in (1.2), i.e., Φ w (t) = y. However, for any t ≥ 1, one can write w (t) = w (t) + u (t−1) with w (t) satisfying Φw (t) = y, if u (0) = 0 and {u (t) , w (t) } t≥1 are defined as in (2.11),
, subject to Φw = y, (2.11a)
11b)
where P = Φ T (ΦΦ T ) −1 Φ. Therefore (2.9) is equivalent to (2.11) through w (t) = w (t) + u (t−1) . Verification of the equivalence is straightforward and omitted here. Note that one obtains {y (t) } in (2.10a) when generating {u (t) } as in (2.11c), and obtains {y (t) } in (2.10b) when generating {u (t) } as in (2.11d). The iteration in (2.9), or equivalently (2.11), is referred to as the accelerated GAP algorithm, motivated by the observation that the resulting sequence {w (t) } t≥1 generally converges much faster to the underlying sparse vector z than the {w (t) } t≥1 generated by the basic GAP algorithm in (2.7). The accelerated convergence is due to the use of {u (t) }, which play a similar role as the dual variables in the alternating direction method of multipliers (ADMM) [8] , in light of the connection explained in greater detail in Section 2.3.
Alternative
Interpretations. The GAP algorithms in (2.7) and (2.9) have interesting interpretations, which make them connected to other methods in the literature. By interpreting
2 as a penalty to enforce θ = w, one may view that iteration of (2.3) with t constitutes a penalty method for solving the following constrained problem, 12) which is an equivalent formulation of (1.2). The GAP algorithm in (2.7) is a special penalty method for solving (2.12), updating w and θ alternately and using the sequence λ (t) : t ≥ 1 in (2.5) to control the strength of the penalty θ − w 2 2 . However, an attractive property of the GAP, which other penalty methods (using different λ (t) ) may not possess, is that the sequence {w (t) } produced by GAP is guaranteed to monotonically converge to the underlying vector z in (1.2), when z is S-group-sparse and certain conditions on {S, m ⋆ , G, β, Φ} are satisfied; see Theorem 3.7 for details.
As an alternative to the penalty method, one may use the ADMM [8] to solves (2.12), (primal update) w (t) = arg min
, subject to Φw = y, (2.13a)
where {u (t) } converge to the Lagrangian multipliers for the constraints θ = w, under proper conditions. Due to the use of {u (t) }, ADMM can enforce θ = w with finite λ, and typically works without updating λ (keeping it fixed) [8] , though update of λ may be required in general augmented Lagrangian methods [7] . It should be noted that Φw = y is retained as a constraint in (2.13). One could also introduce a penalty Φw − y 2 2 to move this constraint to the cost function, as in Bregman iteration [17] . This, however, introduces additional dual updates, and leads to slower convergence. Moreover, the update in (2.13a) is already in closed-form and can be computed efficiently, thus the penalty Φw − y 2 2 is totally unnecessary. Although the ADMM can solve (2.12), the convergence to the underlying vector z is generally not monotonic when using arbitrarily chosen (for example, constant) {λ (t) }, and we will show this in the experiments. Interestingly, we have observed that, when using the {λ (t) } as used by the GAP, i.e., those in (2.5), the ADMM can converge monotonically to z and the convergence can be faster than that of GAP.
In fact, the accelerated GAP algorithm in (2.9), when using the first equation in (2.11c) to update u, can be interpreted as a special ADMM method that uses (2.5) to construct the penalty strengths {1/λ (t) }. It is noted, however, when using the other three equations to update u, the accelerated GAP may not be directly interpreted by ADMM.
Using dual variables to accelerate alternating projection has been considered in [16, 18, 5] , and the resulting method is known as Dykstra's projection method. As pointed out in [8] , Dykstra's projection is far more efficient than the classical alternating projection which does not use the dual variables u. For given C (t) , the problem in (2.2) is a standard alternating projection and can be solved by Dykstra's method. In light of this connection, the accelerated GAP algorithm in (2.9) can also be interpreted as a generalization of Dykstra's projection to the case where the weighted-ℓ 2,1 ball is not fixed but adaptively changes.
Time Complexity.
The t-th iteration of the GAP algorithm, including the basic version in (2.7) and the accelerated version in (2.11), consists of the following computations:
1. Perform the projection onto the linear manifold as in (2.7a) or (2.11a), which requires O(n log n) time if Φ is block-diagonal or the rows of Φ are randomly sampled from an orthonormal matrix as in the case of mixed Hadamard sensing [23] considered in Section 4. In general cases, the projection requires O(nr) time, assuming Φ T (ΦΦ T ) −1 is precomputed and reused. 2. Find a permutation j
3. Compute (2.5) by picking the (m ⋆ + 1)-th element in the sorted array of (2.6). This requires time O(1). 4. Perform element-wise shrinkage as in (2.7b) or (2.11b), which requires O(n) time. 5. Perform the dual update in (2.11c) or (2.11d), for accelerated GAP only, which requires time of O(n). Overall, GAP has a time complexity of O(T n log n) or O(T nr), depending on the nature of Φ, where T is the total number of iterations. Due to its anytime convergence property, GAP always reduces the reconstruction error in each iteration, and thus it saves iterations on retracting and correcting previous mistakes. With this property combined with the acceleration step in (2.10), or equivalently the dual update in (2.11c) or (2.11d), GAP requires a small number of iterations to achieve the desired accuracy in practice.
Handling the noisy case.
Recall from (2.7) and (2.11a)-(2.11b) that GAP keeps two sequences of estimates, {w (t) } and {θ (t) }, for the vector z being reconstructed. When y is noise-free, i.e., y = Φz, and z is truly sparse, the two sequences both converge to z, as will be shown in Section 3 (see the discussion above Lemma 3.2).
In the presence of additive noises 1 , one can write y = Φz + ǫ, where ǫ accounts for the measurement noise or/and the residual measurements Φd, assuming that the vector being measured is decomposed into z + d, with z representing the dominant components and d representing the negligible components. In many applications, the dominant vector z is sparse and retain the information to reconstruct the signal of interest; for example, most natural 
as a function of t. Rows 1-3 respectively correspond to the cases when y is contaminated with 20dB, 10dB, and 0dB white Gaussian noises. The entries of Φ and non-zeros of z are all independent draws from standard Gaussian distribution. Peak SNRs are shown for limt w
(t) and limt θ (t) to measure their accuracies.
images can be accurately recovered from a small portion of large wavelet coefficients. When the noise ǫ is present, {w (t) } and {θ (t) } will not converge exactly to z; instead, they will converge to two different points in the neighborhood of z. The limit points, lim t w (t) and lim t θ (t) , provide two estimates for z. The two estimates usually have comparable accuracies and exhibit strong tolerance to the noise ǫ, even when the signal-to-noise ratio (SNR) drops to significally low levels. Moreover, the difference between the two estimates contains information for the noise, with lim t Φ(w (t) − θ (t) ) 2 providing a good estimate of ǫ 2 . The typical performance of GAP under different noise levels is illustrated in Figure 2 .1, which shows that lim t w (t) and lim t θ (t) are robust to noise and lim t Φ(w (t) −θ (t) ) 2 gives a reasonable estimate of the noise's ℓ 2 norm.
3. Anytime Convergence of the GAP Algorithm. We prove that, when y = Φz with z a S-group-sparse vector, the sequence {w (t) } generated by (2.7) converges monotonically to z, in particular w (t) − z 2 2 monotonically decreases to zero, under certain conditions on {S, m ⋆ , G, β, Φ}. Since z is an unknown vector, we need to identify the conditions on z and use these conditions to evaluate the squared distance w (t) − z 2 2 . The following theorem is proven in the Appendix.
Theorem 3.1. Let z be a group-sparse vector,
and Φ G(J + ) has full column rank, then z is exactly recovered from y = Φz by solving the group basis pursuit problem in (1.2). To see the intuition behind (3.1), we write out the Lagrangian function for (1.2),
where η contains the Lagrangian multipliers. Since z is a minimizer of (1.2), it satisfies
as a subgradient, which satisfies
We require this inequality to hold strictly, such that the conclusion of Theorem 3.1 will hold; details are provided in the proof of Theorem 3.1 in the Appendix. We identify the conditions which, together with (3.1), ensure that w (t) − z 2 2 monotonically converges to zero, where {w (t) } t≥1 is produced by the GAP algorithm in (2.7) using
We begin by rewriting (2.7b) as
2) where δ (t) is given group-wise as
Recall from below (2.11) that P = Φ T (ΦΦ T ) −1 Φ, and define P ⊥ = I n×n − P , where I n×n is an n-by-n identity matrix. Substituting (3.2) into (2.7a) and noting Φw (t) = y, one obtains
Adding −z to the leftmost and rightmost sides and taking square of the ℓ 2 norms of both sides, one arrives
from which it follows
Def.
We first prove γ (t) ≤ 0 holds ∀ t ≥ 1, which ensures that
is a monotonically decreasing sequence; since the sequence is bounded below by zero, this implies that the sequence has a limit and therefore the difference γ (t) → 0. We then prove that γ (t) → 0 implies λ (t) = λ(w (t) , m ⋆ ) → 0, which guarantees w (t) → z by Lemma 3.2, under the conditions in the lemma. The lemma is proven in the Appendix. By (2.7b), λ (t) = λ(w (t) , m ⋆ ) → 0 also implies w (t) − θ (t) 2 → 0. Thus, both {w (t) } and {θ (t) } converge to z. However, our theoretical proof only guarantees the monotonic decrease of w (t) − z 2 2 , not that of θ (t) − z 2 2 . From now on, we use #Π to denote the number of elements in Π, whenever Π is a set.
Lemma 3.2. If z has at most S non-zero groups, and Φ G(Π) has full column rank for any Π ⊂ {1, 2, · · · , m} with #Π ≤ S + m ⋆ , then, for any t ≥ 1, λ (t) = 0 implies w (t) = z.
To prove γ (t) ≤ 0, we first eliminate the unknown underlying vector z from (3.4) by using the properties of z as stated in (3.1). We begin with a rewriting of (3.4),
whose equivalence to (3.4) is due to the facts that (
2) into the right side of (3.5) and expanding the result, one further obtains
In what follows, we first show that, under the conditions in (3.1), each of the last three bracketed terms in the rightmost side of (3.6) is nonpositive, and we then establish conditions for the first bracketed term to be nonpositive.
The second bracketed term, − P (δ (t) + λ (t) Φ T η) 2 2 , is clearly nonpositive. For the third bracketed term, we recall from (2.8) that θ (t) 2 = 0, ∀ k / ∈ I (t) ≥0 , and find
where in the rightmost side, the first parenthesized quantity is equal to or greater than zero by the definition of I (t) ≥0 in (2.8b), and the second parenthesized quantity is equal to or smaller than zero because (w
by Cauchy-Schwarz inequality and (3.1); thus we have proven 2(θ (t) ) T (δ (t) + λ (t) Φ T η) ≤ 0.
For the fourth bracketed term in (3.6), we recall from Theorem 3.1 that z G k 2 = 0, ∀ k / ∈ J + , and apply (3.1a) to obtain
So far we have proved that the second to the fourth bracketed terms in the rightmost side of (3.6) are smaller than or equal to zero, and the proofs are solely based on (3.1), the conditions ensuring exact recovery of z by solving the group basis pursuit problem in (1.2). Given that all three other terms are nonpositive, the sign of γ (t) now hinges on the sign of the first bracketed term in (3.6), i.e., λ (t) Φ T η , leading to the following theorem; as a reminder, (3.6) is derived from (3.4). Theorem 3.3. Let z be a group-sparse vector with J + = k : z G k 2 > 0, k ∈ N m and J 0 = N m \ J + . Let {w (t) } t≥1 be produced the GAP algorithm in (2.7), with y = Φz and λ(w (t) , m ⋆ ) defined in (2.5). Suppose there exists η ∈ R r such that Φ T η satisfies (3.1). If it holds that
What remains is to establish the conditions to ensure that (3.7) holds true and that γ (t) → 0 implies λ (t) = λ(w (t) , m ⋆ ) → 0. The conditions will be expressed in terms of two constants (ξ, ζ) describing a group version of the restricted isometry property 2 (RIP) [9] for Φ, 2 The constant ξS in Definition 3.4 corresponds to 1 − δS, where δS = min δ :
≤ two constants (α, ψ) related to weights β, and a constant υ denoting the maximum eigenvalue of ΦΦ T , as defined below. These conditions, along with the conditions in Lemma 3.2, are sufficient for w (t) → z, by the arguments made below (3.4). As a reminder, #J denotes the number of elements in J whenever J is a set.
Definition 3.4. For any integers S, S ′ ≥ 1 satisfying S + S ′ ≤ m, define (group-isometry constant) ξ S = min
(conditional minimum weight) α S ′ (J 1 ) = min
The following lemma, proven in the Appendix, shows that there exists η ∈ R r such that both Φ T η 2 and Φ T G k η 2 , ∀ k, are properly bounded, with the bounds expressed in terms of the constants defined above.
Lemma 3.5. Let z be a group-sparse vector, J + = {k : z G k 2 > 0}, and S = #J + . For any natural number S ′ satisfying ζ S+S ′ ,S ′ < ξ S+S ′ , there exists η ∈ R r that satisfies (3.1a) and
A combination of Lemma 3.5 and Theorem 3.1 leads to the following result. Theorem 3.6. For any z ∈ R n with J + = {k : z G k 2 > 0} and S = #J + , if there exists a natural number S ′ such the matrix Φ satisfies ζ S+S ′ ,S ′ < ξ S+S ′ and
then z is exactly recovered from y = Φz by solving the group basis pursuit problem in (1.2).
(1 + δ), J1 ⊂ Nm, #J1 ≤ S, θ ∈ R n extends the isometry constant of [9] from the case of ℓ1 to that of ℓ2,1. We choose to use ξS instead of 1 − δS because ξS is a tighter lower bound than 1 − δS.
The reference to ξS as a group-isometry constant is only for the convenience of exposition, and should not lead to confusion with δS. For a similar reason, we refer to υ as a row-isometry constant.
Proof. By Lemma 3.5, ζ S+S ′ ,S ′ < ξ S+S ′ implies (3.1a) and (3.8). It follows from (3.10) and (3.8) that Φ T η satisfies (3.1b). Further, ξ S ≥ ξ S+S ′ > ζ S+S ′ ,S ′ ≥ 0; thus Φ G(J + ) has full column rank. The conclusion then follows from Theorem 3.1.
Q.E.D. Theorem 3.6 gives a set of sufficient conditions for recovering a group-sparse vector by solving group basis pursuit in (1.2). This extends the restricted isometry property (RIP) conditions in [9] , which are concerned with recovering a sparse vector by solving basis pursuit. Just as the RIP conditions of [9] ensure the equivalence between ℓ 0 -minimization and ℓ 1 -minimization, the group-RIP conditions here, i.e., ζ S+S ′ ,S ′ < ξ S+S ′ and (3.10), ensure the equivalence between ℓ 2,0 -minimization and weighted ℓ 2,1 -minimization, with the weighted-ℓ 2,1 used as a convex relaxation to the non-convex ℓ 2,0 .
To prove the anytime convergence of the GAP algorithm, we require two additional conditions, i.e., (3.7) and the condition in Lemma 3.2. First, one notes from (3.9) that, if
then Φ T η 2 < ψ m ⋆ +1 holds. Second, it follows from (2.8b) and (3.3) that
, from which one deduces
and Definition 3.4; using
From these two inequalities one can deduce that lim t λ (t) Φ T η − ψ 2 m ⋆ +1 < 0 is a strictly negative constant that does not depend on t, under the condition in (3.11).
A combination of (3.10)-(3.11) with Lemma 3.2 leads to Theorem 3.7, which gives the following sufficient conditions to ensure anytime convergence of the GAP algorithm.
Theorem 3.7. Let z ∈ R n with J + = {k : z G k 2 > 0} and S = #J + . Let {w (t) } t≥1 be produced by the GAP algorithm in (2.7) with y = Φz, and let {λ (t) } t≥1 be as defined in (2.5). If ζ S+S ′ ,S ′ < ξ S+S ′ and (3.10)-(3.11) hold for some natural number S ′ , then w (t) − z 2 2 : t ≥ 1 is a monotonically decreasing sequence. If, further, the conditions of Lemma 3.2 holds (i.e., Φ G(Π) has full column rank, ∀ Π ⊆ {1, 2, · · · , m} with #Π ≤ S + m ⋆ ), then w (t) − z 2 2 : t ≥ 1 monotonically converges to zero.
Proof. By Lemma 3.5, ζ S+S ′ ,S ′ < ξ S+S ′ implies (3.1a) and (3.8). Then (3.1b) follows from (3.10) and (3.8). Further, (3.11) ensures λ (t) Φ T η , as shown above. Therefore, w (t+1) − z 2 2 ≤ w (t) − z 2 2 , ∀ t ≥ 1, by Theorem 3.3. As discussed below (3.4), this implies that lim t→∞ w (t) − z 2 2 exists and lim t→∞ γ (t) = 0. Since the four bracketed terms in (3.6) are each nonpositive, lim t γ (t) = 0 implies that each term goes to zero, in particular, lim t λ (t) Φ T η = 0. This implies lim t λ (t) = 0 by the argument below (3.11). Finally, since Φ G(Π) has full column rank for any Π ⊆ {1, 2, · · · , m} with #Π ≤ S + m ⋆ , one uses Lemma 3.2 to arrive w (t) → z.
Q.E.D.
Theorem 3.7 provides sufficient conditions to ensure GAP's monotonic convergence to the underlying sparse vector z. Since these conditions may not be necessary, it is implied that the monotonic convergence property of GAP may hold under sufficient conditions other than those in Theorem 3.7. Identifying these new sufficient conditions is an open problem and is not pursued in this paper.
3.1. Discussion of the conditions in Theorem 3.6 and 3.7. When S ′ = S, and G k = {k}, β k ≡ 1, ∀ k ∈ N n , (3.10) becomes ζ S,S + ζ 2S,S < ξ 2S , which is the RIP condition in [9] to ensure recovery of a S-sparse vector by basis pursuit. Accordingly, (3.11) specializes to 12) which is implied by ζ S,S + ζ 2S,S < ξ 2S when m ⋆ + 1 ≥ 4Sυ/ξ S . With a large m ⋆ used in this case, GAP's anytime convergence is guaranteed by exactly the same RIP conditions in [9] . It is known that these RIP conditions are satisfied with overwhelming probability when Φ is a random matrix with iid entries from Gaussian, Bernoulli, and many other distributions, or Φ is a partial Fourier matrix [12] , a mixed Hadamard matrix [23] , etc. Therefore, GAP's anytime convergence applies in a broad range of situations. In the general case, the conditions in Theorem 3.6 and 3.7 depend not only on Φ, but also on the groups G and weights β. In particular, (3.10) and (3.11) impose bound conditions on functions of (ζ, ξ, υ), the group-RIP constants of Φ, and the bounds are expressed in terms of the constants related to β. Below we show that, by using appropriate (G, β), we can relax these bound conditions, and thus allow group basis pursuit to achieve reconstructions which cannot be achieved by basis pursuit. We note that the choice of β does not affect the left sides of (3.10)-(3.11). By examining its effects on the right sides, one readily verifies that the bound conditions on (ζ, ξ, υ) can be relaxed by using β that satisfies
√ S, which correspond to the cases when the groups in J + have smaller average squared weight than any S ′ groups outside J + and m ⋆ + 1 arbitrary groups. The averaged weights are high-level prior knowledge about z and can be easily obtained in practice. For example, when z represents the wavelet coefficients of a natural image, the groups associated with coarser-scale coefficients are generally more likely to be significant than the groups associated with finer-scale coefficients and therefore should have smaller weights on average (see Figure 3.1) .
To show the benefits of G, we let Γ(S) = max {#G(J ) : #J ≤ S, J ⊂ N m } and note that ξ S ≥ξ Γ(S) and ζ S,S ′ ≤ζ Γ(S),Γ(S ′ ) , wherẽ ξ andζ are RIP constants when there is no grouping. The inequalities arise because ξ and ζ are obtained by taking the minimum or maximum over more restricted columns of Φ. Thus grouping does not increase the left side of (3.10) or (3.11). The right sides, however, can be increased by using appropriate G, leading to relaxation of the conditions. Consider, for example, G contains a non-singleton group of size n 1 > 1 within J + , and n − n 1 singletons, where J + = {i : |z i | > 0} with #J + = S + n 1 − 1. Assume β k ≡ 1 for simplicity. Then (3.10) is ζ S,S ′ /(ξ S+S ′ − ζ S+S ′ ,S ′ ) < S ′ /S for group basis pursuit and
for basis pursuit, where Γ(S) = S + n 1 − 1. Of the two inequalities, the first imposes a weaker condition since its left side is no greater but its right side is larger. Similarly, (3.11 
(m ⋆ + n 1 − 1)/(S + n 1 − 1) for basis pursuit, for which the same conclusions can be drawn,
Finding a non-singleton group in J + only requires knowing a subset of significant groups in z, which is often available in practice. For example, when z represents the wavelet coefficients of a natural image, the components at the coarsest scale form a non-singleton group in J + .
3.2.
Choices of m ⋆ . The only user-specified parameter to the GAP algorithm is m ⋆ , which, as one recalls from the discussion under (2.8), represents the maximum number of nonzero groups in θ (t) , ∀ t ≥ 1. As indicated by (3.11), a larger m ⋆ provides more relaxation to the conditions required on the group-RIP constants (ξ, ζ). Indeed, one can always find a large m ⋆ to make w (t) − z 2 2 : t ≥ 1 a monotonically decreasing sequence. An extreme case would be m ⋆ = n − 1, which corresponds to λ (t) = min k β
2 , and therefore w (t+1) − z 2 2 ≤ w (t) − z 2 2 , ∀ t ≥ 1, by Theorem 3.3. In general, a larger m ⋆ makes the condition in (3.11) easier to hold and is thus in greater favor of the monotonic decrease of w (t) − z 2 2 , while a smaller m ⋆ makes the premise of Lemma 3.2 easier to satisfy and is thus in greater favor of w (t) − z 2 2 → 0. Since both these conditions need be satisfied, the best choice of m ⋆ is the largest value that satisfies the premise of Lemma 3.2.
Recall the premise of Lemma 3.2 is that Φ G(Π) has full column rank for any Π ⊆ N m with #Π ≤ S + m ⋆ , for which to hold, it is necessary and, when any r columns of Φ are linearly independent, is also sufficient to let m ⋆ ≤ max {k : #G(Π) ≤ r, Π ⊆ N m , #Π = S + k}. This simply requires m ⋆ ≤ r − S in the special case of basis pursuit. Assuming that the nonzero groups of z are included as a subset of the nonzero groups of θ (t) , the condition is relaxed to m ⋆ ≤ m max , where m max = max {k : #G(Π) ≤ r, Π ⊆ N m , #Π = k} in general and m max = r for basis pursuit.
The best choice of m ⋆ is therefore m max for group basis pursuit and r for basis pursuit. Our extensive numerical experiments confirm that this is indeed a good choice in practice. Furthermore, we also find empirically that GAP is robust to m ⋆ near its optimal value; for example, m ⋆ ∈ [m max /2, m max ] (m ⋆ ∈ [r/2, r] for basis pursuit) generally ensures GAP's monotonic convergence to the underlying sparse vector z. It is important to note that, to find the optimal value m max or r, one needs only to know the number of measurements r and the grouping G, which are both available from the problem formulation in (1.2).
Experimental Studies.
4.1. A demonstration of GAP's anytime convergence properties. An attractive property of the GAP algorithm in (2.7) and its accelerated version in (2.9) is their anytime convergence, i.e., the reconstruction error of the algorithms monotonically converges to zero. We have theoretically proven this property for basic GAP in Section 3, and want to experimentally confirm this. We also want to provide a demonstration for GAP's anytime convergence in the accelerated case, for which we have not given a theoretical proof.
We have discussed in Section 2.3 that GAP in the accelerated case is related to an ADMM for solving (2.12), with the major difference being that GAP uses a specially-constructed adaptive penalty parameter λ (t) as provided in (2.5), while ADMM uses a constant λ [8] (some variants of ADMM may use a varying penalty parameter, but which is determined by totally different methods). Note ADMM in this case solves the same reformulated problem as GAP, i.e., (2.12), which retains the constraint Φw = y, and hence we use ADMM-GAP and ADMM as interchangeable names hereafter. We show that, although the reconstruction error of ADMM-GAP can converge much faster than that of the basic GAP, the convergence is not monotonic. The accelerated GAP (shown as accGAP in the figures), which combines the advantages of basic GAP and ADMM, converges monotonically and fast. In addition, we compare GAP to two state-of-the-art algorithms for ℓ 1 -minimization, namely, SpaRSA [24] and linearized Bregman iteration with Nesterov's acceleration [25] . We demonstrate that, although both these algorithms have global convergence guarantees, they do not converge monotonically in reconstruction error.
We consider the true z in Figure 4 .1, which has a total of n = 2500 components and S = 25 nonzero components. We aim to reconstruct z from y = Φz, where Φ ∈ R 250×2500 has entries drawn iid from standard normal distribution.
The GAP, ADMM-GAP, and linearized Bregman solve the basis pursuit in (1.1), while SpaRSA solves min w 1 2 y− Φw 2 2 + τ w 1 using a continuation scheme to initialize τ with a large value and decrease it until τ = 0.00025. The basic GAP, accelerated GAP, and ADMM-GAP are coded by ourselves following respectively (2.7), (2.9) with (2.10a), and (2.13), with m ⋆ = r/2 = 125 for basis GAP and m ⋆ = r = 250 for accelerated GAP. The codes of SpaRSA and linearized Bregman are respectively downloaded from http://www.lx.it.pt/~mtf/SpaRSA/ and http://www.caam.rice.edu/~optimization/linearized_bregman/accel/lbreg_accelerated.html. All algorithms terminate when their respective reconstruction error, i.e., w (t+1) − z 2 2 , becomes smaller than 10 −10 .
The results are summarized in Figure 4 .2, where the top two rows show logarithmic reconstruction errors versus iteration, i.e., log 10 w (t) − z 2 2 as a function of t, and the bottom two rows show the change of errors over consecutive iterations, i.e., log 10 w (t+1) − z 2 2 − log 10 w (t) − z 2 2 . There are a total of eight cases being compared: the first (and third) row shows, from left to right, the basic GAP, the accelerated GAP, SpaRSA, and linearized Breg- man with Nesterov's acceleration; the second (and fourth) row shows the ADMM-GAP with four different settings of λ, i.e., λ = 0.001, 0.1, 10, 1000 (from left to right). The names of algorithms and CPU times 3 are marked in the title of each figure, along with the values of λ for ADMM-GAP and E(λ (t) ) = 1 T T t=1 λ (t) (T is the number of iterations) for GAP and accelerated GAP (abbreviated as accGAP).
The results in Figure 4 .2 confirm the monotonic convergence of GAP's reconstruction error. Because each iteration brings a decrease in squared error, GAP can be interrupted anytime without wasting any computation it has performed. This is the reason why GAP with acceleration can achieve the desired reconstruction accuracy in less than 150 iterations, even though the maximum (log-scale) improvement in each single iteration is only about 0.15.
In contrast, SpaRSA can make improvement as big as 1.7 (log-scale) in a single iteration, but still requires more than 8000 iteration to obtain the same accuracy. The reason for the slow convergence is simple: SpaRSA does not monotonically improve its reconstruction and, in fact, its reconstruction error increase by more than 4 in log-scale in some iterations. Similarly, linearized Bregman's convergence is dragged down by the error increases that happen in many of its iterations; note that Bregman does not increase error as badly as SpaRSA, and hence it converges relatively much faster.
A comparison of the first two figures in Figure 4 .2 shows that the acceleration step in (2.10) provides significant speed-ups for GAP's convergence. Indeed, looking at the error changes in the third row, we see that the acceleration step increases GAP's average convergence rate by an order of magnitude.
The ADMM-GAP, which solves the same re-formulated problem in (2.12) as solved by GAP, converges to the solution z for a wide range of λ. The convergence exhibits a pattern with respect to λ. In particular, w (t) − z 2 2 monotonically decreases until t = t 1 and follows a zigzag path to decrease after that; moreover, t 1 decreases with λ. When the penalty parameter λ is chosen properly (here 0.1 ≤ λ ≤ 10), ADMM-GAP can converge much faster than basic GAP (without acceleration), but not as fast when GAP uses the acceleration step in (2.10). The accelerated GAP combines the advantage of basic GAP and ADMM to achieve faster and monotonic convergence.
Application to image and video compressive sensing.
We apply GAP to compressive sensing [10, 15, 4] of images and video, using the mixed Hadamard sensing method (MHSM) [23] to collect linear measurements of the images or video frames of interest.
Let D ∈ R n 1 ×n 2 ×n 3 be the voxel volume of an n 3 -frame video, with n 3 = 1 for a still image. The linear measurements of D resulting from the MHSM are represented as
where ⊗ denotes Kronecker product, ⊙ element-wise product, and vec(·) standard vectorization; H 1 ∈ R n 1 ×n 1 and H 2 ∈ R n 2 ×n 2 are Hadamard matrices; B ∈ R n 1 ×n 2 ×n 3 with binary elements (−1 or 1) i.i.d. from the Rademacher distribution; [ · ] Ω selects the rows, indexed by Ω, of a matrix (including a column vector), and Ω ⊂ {1, 2, · · · , n 1 n 2 n 3 } are random distinct indices.
Let F 1 ∈ R n 1 ×n 1 , F 2 ∈ R n 2 ×n 2 , F 3 ∈ R n 3 ×n 3 be orthonormal matrices, and define
Then one can write y = Φz, where
is an r × n matrix satisfying ΦΦ T = I r×r , with r = #Ω and n = n 1 n 2 n 3 . The goal in our experiments is to recover z from y = Φz when r ≪ n, by solving the group basis pursuit problem in (1.2). We choose F 1 , F 2 (spatial basis) to be Daubechies (DB) wavelet transforms and F 3 (temporal basis) to be discrete cosine transform (DCT), and construct (G, β) in the following way. The groups are obtained as a Cartesian product of spatial groups and temporal groups, and the weight of a group is a product of the associated spatial and temporal weights. Each spatial group is chosen such that all coefficients in the group are at the same scale and correspond to the same parent at the coarser scale, and the spatial weights are chosen to encourage shrinkage of finer-scale groups. The temporal groups are disjoint intervals in the frequency axis, and the temporal weights are chosen to encourage shrinkage of higher-frequency groups. Given a reconstructed z, one recovers vec(D) = (F 3 ⊗ F 2 ⊗ F 1 ) z, which is then rearranged back into the format of D to get the reconstructed video. We measure the performance of a recovery algorithm using the standard peak signal-to-noise-ratio (PSNR) and evaluate its efficiency using the CPU time. The CPU time is calculated by running all involved algorithms (coded in Matlab) in a given experiment on the same machine, which has an AMD Phenom(tm) II X4 965 processor (four cores) and 8GB of main memory.
In all experiments, the measurements in y are assumed to be noisy, with a signal-to-noise ratio (SNR) of 20 dB. In particular, a noise vector y noise is added to y, where the elements in y noise are simulated as independent draws from a zero-mean normal distribution with standard deviation equal to 0.1 times the standard deviation of the noise-free measurements. The acceleration step in (2.10b) is used in GAP to produce all the results, with ∆ obtained by a linear search in the first iteration. The parameter m ⋆ is chosen as in Section 3.2, i.e., m ⋆ = max {k : #G(Π) ≤ r, Π ⊆ N m , #Π = k} for (weighted) ℓ 2,1 and m ⋆ = r for (weighted) ℓ 1 . We first consider image reconstruction with the true image shown in Figure 4 It is seen that both grouping and weights play a role of enhancing the reconstruction accuracy, which demonstrate the importance of exploiting the inherent structural sparsity of natural images. The groups seem to have yielded greater improvements than the weights, probably because the former capture the structural sparsity of z in a more direct way.
Next, we show the performance of GAP on a 32-frame video of an indoor scene, provided by the United Technology Research Center (UTRC). The foreground in the video is a fire and the background is a table sitting in a laboratory. Example frames of the video are shown in Figure 4 .5, along with the associated reconstructions from 3% noisy measurements, achieved by GAP with weighted ℓ 2,1 . The PSNRs and CPU times are reported in Figures 4.6. It is noted that the number of measurements per frame is only a tenth of that for the boat image, and yet the reconstructed frames have higher PSNRs than those achieved for the latter. The reduction of measurements is accomplished by exploiting the inter-frame relations, in particular, by applying F 3 along the time dimension at each pixel location. As the background is not changing, the application of F 3 at each background pixel yields highly sparse coefficients. Since the time duration is short (32 frames), we have found that a global basis like DCT is better than wavelet. However, the pixel varies much in the spatial domain, making wavelet a better spatial basis than DCT.
We have demonstrated GAP's anytime convergence in Section 4.1, in the ideal case of truly sparse z and noiseless measurements. We now further validate this in natural image and video reconstruction, for which the wavelet or DCT coefficients are not perfectly sparse and the measurements are noisy. Figure 4 .7 shows two typical plots of the PSNR obtained by GAP as a function of iterations, one for the boat image and one for the firebox video. It is seen that PSNR monotonically increases with the iterations, and that less than 15 iterations are sufficient for GAP to converge when using non-singleton groups.
Conclusions.
We have presented the generalized alternating projection (GAP) as a fast anytime algorithm for weighted ℓ 2,1 minimization, and applied it to image/video compressible sensing. The GAP algorithm draws its efficiency from simple analytic projections per iteration and monotonic convergence to the true signal (monotonic improvement of PSNR over successive iterations). When Φ is block-diagonal or the rows of Φ are randomly sampled from an orthonormal matrix, the GAP has a low time complexity of O(n log n) per iteration, where n is the total number of pixels in a image or video. In addition, the anytime convergence property ensures that GAP's reconstruction error monotonically converges to zero. By combining anytime convergence with the acceleration step in (2.10), GAP requires a small number of iterations to converge, and can thus scale up to large images and video.
Our theoretical analysis has led to a set of sufficient conditions for the equivalence between ℓ 2,0 minimization and weighted-ℓ 2,1 minimizations, and these conditions extends the RIP conditions in [9] for basis pursuit to group basis pursuit. In addition, we have provided the conditions for GAP to monotonically reduce reconstruction error (improving PSNR) over algorithmic iterations, with these conditions establishing GAP as an anytime algorithm. We have proven theoretically the advantages of non-singleton groups and non-uniform weights using concrete examples. Extensive experimental results verify the theoretical analysis and show that the GAP algorithm generally converges in a small number of iterations for natural image/video reconstruction, completing 32 frames of size 512 × 512 in less than 20 iterations, within tens of seconds based on a Matlab implementation on a moderate linux machine.
by (3.1b) , which makes the first inequality in (A-3) strict and so the inequality in (A-4), and consequently w ℓ .
For τ ≥ 1, define recursively,
We prove below that η = ∞ τ =1 η (τ ) satisfies (3.1a) and (3.8)-(3.9). First one has ξ S ≥ ξ S+S ′ > ζ S+S ′ ,S ′ ≥ 0, where the second inequality holds by assumption. Therefore, #E (τ ) S ′ < S ′ implies that the inverses in the above definition exist and η (τ ) is welldefined, for any τ ≥ 1.
We note that, for any τ ≥ 1, E
S ′ indexes the groups for which the associated sub-vectors of Φ T η (τ ) have large (and improperly bounded) ℓ 2 norms. We first show that, ∀ τ ≥ 1, #E (τ ) S ′ < S ′ holds true so that η (τ ) is well-defined. Then we show Φ T , are properly bounded, summing up to yield the desired inequalities. We prove by mathematical induction that #E (τ ) S ′ < S ′ and χ(τ ) is true for any τ ≥ 1, where χ(τ ) denotes the statement that the inequality in (A-5) holds true.
G(E
To prove the base case, we note that χ (1) is true by the definition of η (1) . We prove #E S ′ with #J 1 = S ′ , leading to
where the second inequality arises because α S ′ (J + ) ≤ β J 1 2 by Definition 3.4. Thus one arrives a contradiction to χ(1), implying that one must have #E (1) S ′ < S ′ . To prove the induction step, we note that #E (τ ) S ′ < S ′ and χ(τ ) imply χ(τ + 1), by using the definition of η (τ +1) . We prove #E
