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Abstract—Traditional machining learning method aims at 
using the labeled data or unlabeled data to train a mathematic 
model then it can be used to predict the unlabeled data for Data 
mining problem, but it requires that the data which be trained 
should have same distribution with the predicting data. For the 
real world datasets, it is hard to get enough training datasets 
which has the same distribution. Thus, how to train a good 
mathematic model by using different distribution data is crucial 
problem, and the researchers using the probability view to solve 
transfer classification problem is relative less. In this paper, we 
propose a transfer classification algorithm based on the Gaussian 
Process model, which can be used to solve the homogeneous 
transfer classification problem. We use the probability theory to 
propose a novel classification transfer learning model based on 
the Gaussian Process (GP) model. We experiment on the 
synthetic and real-world datasets and compare to other method, 
the result has verified the effectiveness of our approach.  
Keywords—Gaussian Process; Domain Adaptation; Transfer 
Learning; Homogeneous  
I.  INTRODUCTION  
The Machine Learning techniques already have made great 
contribution for the Artificial Intelligence (AI). However, many 
machine learning methods have good performance should be 
satisfied a same condition, it is the feature space and the 
distribution of the training data and the test data should be 
same. When the distribution of the data are different, the 
traditional machine learning method can’t train a good model 
to predict the data. In order to solve this problem, recently, 
transfer learning has been widely studied [1-3]. 
Until now, many researchers already have got some good 
performance for classification transfer, Literature [4] is using 
the boosting theory to solve the classification transfer problem, 
during the training model, it add the penalty weight item to 
reweight the target data by using the source data. Literature [5] 
is using the SVM theory to consider the transfer classify 
problem, in order to help train a good model by using the 
auxiliary data, the author add the regularization item to the 
objective loss function, it can constrain the source data to train 
the model more similarity with the auxiliary data. Literature [6] 
it proposed the transfer learning kernel to deal with a domain-
invariant kernel by using the kernel theory, it use the spectral 
kernels for the target eigensystem on source domain. Literature 
[7] it use the Gaussian Process model to solve the transfer 
learning regression problem by probability theory. The 
researchers using the probability theory to solve transfer 
classification problem is relative less. In this article, we 
proposed the classification transfer algorithm based on the GP 
model by using the probability theory. Compare to other 
algorithm, the proposed algorithm has good performance.  
The rest of the paper is organized as follows. In Section 3, 
we propose our algorithm. In Section 4, we do the experiment 
on synthetic datasets and real world datasets. Finally, we give 
some concludes some future works. 
II. METHOD 
In this article, we consider the homogenous transfer 
learning classification problem based on the Gaussian Process 
(GP) model, the GP model is different from the SVM model 
which the classical classification method, the GP is based on 
the Bayes theory and use the probability distribution to replace 
the point distribution. 
A. Gaussian Process 
The linear function
Tf w x , we assume that y f   , 
where   is noise term, the ridge regression estimate objective 
function of f  is  










w w x y w

              (1) 
where || || Tw w w  is the regularization item of weights w . 
From the Bayes theory view, the regularization of weights 
is come from the prior distribution of the weights, thus, the 
regularization is assumed to be satisfied the Gaussian 
distribution. For the posteriori distribution of w  is  
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where =p(y|x)Z , and  
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If 
2 =  , the estimate function is the same with the ridge 
regression, thus, the Gaussian Process (GP) is defined as 
~ ( , )f GP m k , where m  is mean function, k  is 
convenience function, GP is the joint Gaussian distributions [8].  
B. Laplace Approximation Binary Classifier 
For the classification problem, 
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where C  is the classifier, the method is same as the SVM 
method, the linear regression model 
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We consider the homogenous transfer learning problem, we 
define the source domain S  and target domain T , for the 
( | )p y X , where ( , )S TX X X , ( , )S Ty y y , the 
objective function is ( | , , )T S S Tp y y X X , we use the new 
transfer kernel K  is 
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         (5). 
The transfer kernel should be a positive semi-definite (PSD) 
matrix, where the | | 1  , the proof as shown follow: 
For any number   let 
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K （ ） to be  a positive semidefinite (PSD) matrix merely 
means that for all vectors x  and y of suitable dimensions, it 
satisfied that 
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This is what we have to prove when | | 1  . 
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We claim that -1K（ ） also is PSD. This follows by 
negating y  in formula (7):  
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Notice that K （ ） can be expressed as a linear function of 
the extremes 1K（ ） and -1K（ ）: 
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Because x  and y  are arbitrary vector, so we have 
proven the K （ ） is  a positive semidefinite (PSD) matrix, 
where the | | 1  . 
According to the Gaussian Process (GP) model and the new 
transfer kernel, we combine them to propose a transfer 
classification algorithm by using the Laplace Approximation 
method [9]. 
 
The training model algorithm as follow: 
Algorithm: The training model algorithm 
Input K  transfer kernel, 1y    task label, ( | )T Tp y f  
likelihood function 
Sf  : =0 
Repeat 
: ( )S SSL cholesky K  
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The prediction function as follow: 
Algorithm: The prediction function 
Input: 
^
f  trained mode, X training data, 1y    task 
label, K  transfer kernel, ( | )p y f  likelihood function, *x  
test data. 
: log ( | )W p y f   
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In this experiment, we first use the synthetic dataset to test 
the proposed algorithm, we assume the S TX X , 
( ) ( )S TP X P X , S Ty y , ( | ) ( | )S S T TP y X P y X , 
the Figure 1 has shown the source domain datasets and its 
classify result, the Figure 2 has shown the target domain 
datasets and its classify result, the Figure 3 has shown the 
combined datasets with source and target, we can see the 
distribution of the source domain and target domain is different, 
but the classify result is depending on the target domain or not 
on the source domain, this result has shown the proposed 
algorithm has transfer characteristic. 
 
 
Figure 1. Source domain datasets and classify result. 
 
 
Figure 2. Target domain datasets and classify result. 
 
 
Figure 3. Result of the proposed algorithm 
 
For the real-world datasets 20-newsgroups datasets, we 
select 3 groups datasets, Talk, Sci and Rec, the datasets as 
shown in Table 1, and the result as shown in Table 2. Compare 
to the boosting algorithm [4], the proposed algorithm has better 
performance. 
 





Source domain Target domain 




30165 1000 1000 1000 1000 
Rec 
vs Sci 
29644 1000 1000 1000 1000 
Sci vs 
Talk 





TABLE 2. CLASSIFICATION ACCURACIES OF THE 
EXPERIMENT RESULT 
Data Set TrAdaBoost Proposed algorithm 
Rec vs Talk 80.43% 81.52% 
Rec vs Sci 78.71% 79.58% 
Sci vs Talk 74.40% 74.71% 
 
IV. CONCLUSION 
In this article, we use the probability theory and the new 
transfer kernel to propose a transfer classification algorithm 
based on the Gaussian Process (GP) model, the proposed 
algorithm can solve the homogenous transfer classification 
problem, through the synthetic datasets and real-world 20 
newsgroups datasets, the result has shown the effective. In the 
future work, we will consider the multiclass problem and the 
heterogonous transfer classification problem. 
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