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Einleitung 
Die Digitalisierung wird zukünftige Gesellschaften nachhaltig prägen. Ohne Algorithmen, big data und 
Künstliche Intelligenz sind selbige nicht (mehr) vorstellbar. Was bedeutet das für den Bereich des 
Rechts und auch für die rechtssoziologische Analyse? 
Auch im Recht sehen wir aktuell ausgesprochen deutlich, welche Transformationen, einige spre-
chen gar von „Disruption(en)“ (z. B. Eifert 2020), mit der stetig wachsenden gesellschaftlichen Bedeu-
tung von algorithmisierten Verfahren der Datenverarbeitung verbunden sind. Dies betrifft etwa prä-
diktive Polizeipraktiken, die Diskussionen um Eingriffsschwellen und Gefahrenbestimmungen bzw. 
Verdachtsdefinitionen implizieren (Sommerer 2020; Egbert, Leese 2021); risk assessment-Technologien, 
die die Rückfallwahrscheinlichkeit von Täter*innen bestimmen und auf diese Weise richterliche Ent-
scheidungsprozesse unterstützen sollen (Müller, Pöchhacker 2019); die Nutzung von datengetriebe-
nen Analyseverfahren zur Unterstützung von anwaltlichen Tätigkeiten (legal technology) (Williams et al. 
2017): In allen Fällen spielen Algorithmen und Daten eine wichtige Rolle – auf epistemischer wie prak-
tischer Ebene. Und in allen Fällen werden grundsätzliche rechtliche Fragen berührt: Fragen des Daten-
schutzes, der Fairness, der Transparenz, der accountability, der Adressabilität sowie der Handlungs-
trägerschaft. 
Für die (rechts-)soziologische Analyse scheint erschwerend hinzuzukommen, dass Algorithmen an 
mindestens zwei Stellen Unterschiede produzieren. Zum einen können sie selbst Gegenstand rechtli-
cher Entscheidungsfindung sein: Wie ist autonomes Fahren zu regulieren? Wer haftet für von Robo-
tern verursachte Schäden? (Gless et al. 2016). Zum anderen sind Algorithmen bereits Teil rechtlicher 
Entscheidungsfindung, etwa in Form von Assistenzsystemen, die die Urteilsfindung unterstützen (pre-
dictive prosecution) (Ferguson 2016). 
Algorithmen dienen darüber hinaus als Vehikel zur Reparatur des Rechts: In den USA soll hiermit 
das ungerechte Kautionswesen abgeschafft, Vorurteile von Richter*innen eingedämmt und effiziente-
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res Arbeiten gewährleistet werden. Wo im deutschen Verwaltungsverfahrensgesetz (VwVfG) Ermes-
sensfragen noch die Scheidegrenze bilden, ab der eine Vollautomatisierung als ausgeschlossen gilt 
(Braun Binder 2016), soll im Case Law gerade der Ermessensspielraum limitiert werden (DeMichele et 
al. 2018). Somit scheint die Frage virulent, welche Probleme der Technikeinsatz eigentlich lösen soll – 
und welche hierdurch erst entstehen. 
Für die Rechtssoziologie bedeutet die Algorithmisierung des Rechts folglich, neue (nicht-
menschliche) Analyseentitäten zu berücksichtigen, geeignete Konzepte für die soziotechnische Analyse 
von Praktiken des Rechts zu entwickeln sowie sich offen die Frage zu stellen, ob sich durch solche 
Algorithmen die Logik sowie die Operationen des Rechts fundamental verändern – und welche Konse-
quenzen dies für rechtssoziologische Konzepte aufruft. Befürchtet wird jedenfalls bereits, dass Logik 
und (langsame, kollektive) Funktionsweise des Rechts im Begriff ist, technischer (sowie marktorientier-
ter) Logik weichen zu müssen (Morozov 2019). 
Schon dieser kurze Abriss illustriert die Vielfältigkeit möglicher wie dringlicher Themen, die „Algo-
rithmen im Recht“ aufwerfen. Die folgenden drei Abschnitte erheben vor diesem Hintergrund keinen 
Anspruch auf Vollständigkeit. Ziel des vorliegenden Beitrags ist es vielmehr, exemplarische Schlaglich-
ter auf ein emergierendes rechtssoziologisches Themenfeld zu werfen. 
Ethik der Robotergesellschaft (F. Kastner) 
Warum sollten wir über eine Ethik der Roboter nachdenken? Die traditionelle Ethik als sozialphiloso-
phische Disziplin hat es theoretisch wie praktisch ja eigentlich nur mit Menschen zu tun und der Frage 
nach dem sogenannten guten Leben. Sie definiert die moralischen Prinzipien und Grundsätze, nach 
denen wir unser Leben in der Gesellschaft organisieren wollen. Roboter hingegen sind keine Men-
schen. Sie sind auch keine Tiere, denen wir bis zu einem gewissen Grad durchaus einen moralischen 
Status und inzwischen sogar Rechte zusprechen. Was aber sind Roboter? Dinge? Werkzeuge? Agenten? 
Die Tatsache, dass Roboter längst eigenständige Aktionen durchführen können, lebenskritische 
Entscheidungen fällen oder autonom Verträge abschließen, sei es in der Kranken- und Pflegewirt-
schaft durch robotergestützte Pflege, in der Kriegsindustrie durch unbemannte autonome Kampf-
drohnen oder in der Finanzwirtschaft durch autonome Softwaresysteme, zeigt, dass unter bestimmten 
Bedingungen Robotern tatsächlich schon heute eine gewisse soziale Akteurschaft zugeschrieben wer-
den kann. Damit avancieren Roboter zu unseren neuen nicht-menschlichen Mitgliedern der Weltge-
sellschaft. Für unser Zusammenleben ergeben sich daraus einige brisante Problemstellungen, die uns 
durchaus dazu nötigen, über die Moralität dieser neuen Gesellschaftsmitglieder nachzudenken. 
Zum einen stellt sich die Frage, wer oder was eigentlich Roboter sind. Sind Roboter bloß technisch 
komplexe Sachen, sozio-technische Assemblagen oder doch eigenständige Subjekte? Zum anderen 
stellt sich die Frage nach der Verantwortlichkeit ihres Handelns, etwa wenn sie vielleicht schon in ab-
sehbarer Zukunft unseren gesamten Alltag prägen werden. Beispielsweise wenn Roboter selbststän-
dig Einkäufe erledigen, in sogenannten Smart Cities ganze Städte orchestrieren oder in Form autono-
mer Fahrzeugsysteme die Art und Weise dirigieren, wie wir uns als „sensing citizens“ in programmier-
ten Umwelten bewegen (Gabrys 2016). Die Frage nach der Verantwortlichkeit digitaler Handlungs-
systeme verschärft sich zudem um ein Vielfaches, wenn es nicht nur um wie auch immer geartete 
algorithmusbasierte Assistenzsysteme wie beim autonomen Fahren oder der richterlichen Entschei-
dungsfindung geht (Zweig 2019; Müller, Pöchhacker 2019), sondern um autonome Künstliche Intelli-
genz handelt, die zwischen Leben und Tod entscheidet. 
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Was hier wie Science Fiction anklingt, berührt im Kern eine der ältesten und grundlegendsten Fra-
gestellungen in der Zivilisationsgeschichte der Menschheit: Wer oder was gilt eigentlich als ein freies 
und autonomes Subjekt? Wer oder was ist eine Person? Was ist Rechtsfähigkeit? Nach welchen Krite-
rien werden diese und andere soziale Identifizierungen in der Gesellschaft bestimmt? 
Aus einer gesellschaftstheoretischen Perspektive heraus bilden solche Positionen unterkomplexe 
Blickrichtungen, die im Anschluss an klassische philosophische Ethiken der Antike und der Aufklärung 
eine bloß ontologisch-subjektorientierte Problematisierung einnehmen und daher künstlichen Syste-
men, wenn überhaupt, nur in einem schwachen Sinne moralische Akteurschaft und Verantwortung 
zuschreiben, wie sie etwa in der Maschinen- und Roboterethik (Loh 2019; Misselhorn 2019) einge-
nommen werden. Denn aus dieser Analyseperspektive heraus geraten letztlich die zentralen sozialen 
Verschiebungen, wie die der algorithmischen Neukonfiguration und Durchdringung der Weltgesell-
schaft systematisch aus dem Blick. Nicht zuletzt deshalb wird weder der digital induzierte Wandel vom 
„Individuum“ zum „Di-viduum“ (Deleuze, Guattari 1992) wahrgenommen, wie er sich gegenwärtig als 
Folge des Einsatzes von big data ereignet, in der ehemals als freie, gleiche und autonom angesehene 
Personen nicht mehr nach herkömmlichen sozialstatistischen oder rechtlichen Kategorien der moder-
nen funktional ausdifferenzierten Funktionssysteme spezifiziert, sondern nur noch nach „Datenmus-
tern“ typisiert werden, noch wird die Evolution einer kategorial ganz anders gelagerten Struktur regis-
triert, die jene stochastische Gesellschaftsstruktur zunehmend unterminiert, die seit Beginn der Aus-
differenzierung sozialer Systeme die Moderne kennzeichnet (Nassehi 2019). 
Demgegenüber müsste das Anliegen einer genuin rechtssoziologischen Analyse darin liegen, genau 
diese Fraktale von der gesellschaftsstrukturellen auf die technische Ebene kenntlich zu machen, um 
darauf aufbauend zum einen auf die Herausforderungen eines zunehmend „Flüssig-werdens“ einer 
der größten Errungenschaften der Moderne, nämlich der normativen Vorstellung eines freien und 
autonomen Subjekts, aufmerksam zu machen und zum anderem die Folgen hervorzuheben, die sich 
daraus für die Orientierungs- und Stabilisierungsleistungen vertrauter Annahmen, Begrifflichkeiten 
und Semantiken einer bis dato autonomiebasierten Gesellschaft ergeben, zu durchdenken. Denn ge-
nau in dieser Hinsicht sind intervenierende Algorithmen tatsächlich nachhaltig disruptiv. 
Das Ziel zukünftiger soziologischer Forschungen müsste es daher sein, jene tiefgreifenden struktu-
rellen Transformationen kenntlich zu machen, die vielleicht einen ähnlich radikalen gesellschaftlichen 
Umwälzungseffekt zeitigen werden, wie er unmittelbar mit den medialen Kulturkatastrophen wie 
Sprache, Schrift und Buchdruck in Verbindung gesetzt wird, die die Strukturbedingungen archaischer, 
hochkultureller und funktional ausdifferenzierter Gesellschaften hervorgebracht haben (Baecker 
2018). Nur aus einer übergreifenden, multidisziplinären und in diesem Sinne genuin rechtssoziologi-
schen Perspektive heraus ließen sich dann auch die dramatischen Brüche im Hinblick auf neuartige 
Inklusionserwartungen, die damit einhergehen, konkret markieren und in der Folge für die Analyse 
einer Ethik der Robotergesellschaft analytisch fruchtbar machen. 
Recht in der Prädiktionsgesellschaft (S. Egbert) 
Versuche, Wissen über die Zukunft zu generieren und für Entscheidungen in der Gegenwart nutzbar 
zu machen, gibt es schon lange in der Menschheitsgeschichte – ob es sich um antike Praktiken der 
Weissagung durch Prophet*innenbefragung bzw. Orakelnutzung oder mittelalterliche Bestrebungen 
handelt, durch Konsultation von Hexen und anderen Wahrsager*innen zukünftige Ereignisse voraus-
sehen zu können: Die Zukunft war schon immer ein wichtiger Bezugspunkt für menschliches Handeln 
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(Adam 2004, S. 82). Moderne Gesellschaften zeichnen sich indes, beginnend mit der Industrialisierung, 
durch eine besonders enge Beziehung zur Zukunft aus und nutzen zahlreiche Möglichkeiten der (wis-
senschaftlichen) Vorauswissensproduktion zur Kolonisierung der Zukunft (Adam, Groves 2007, S. xiv). 
Mit den jüngsten Fortschritten in den predictive analytics, d. h. den algorithmisch vermittelten „Pro-
zess(en) der Extraktion von Informationen aus großen Datensätzen, um Vorhersagen und Schätzun-
gen über zukünftige Ergebnisse zu machen“ (Larose, Larose 2015, S. 4; Übers. S. E.), gewinnen Ansätze 
der Zukunftsvorhersage zur Optimierung von Strategien und Handlungen in der Gegenwart noch stär-
ker an Bedeutung. Dies gipfelt bisweilen in der Annahme, dass wir bald in einer „prädiktiven Gesell-
schaft“ leben werden (Davenport 2016, S. xix; Übers. S. E.). 
Auch wenn dies eine überspitze Generalisierung sein mag, Tatsache ist doch, dass prädiktive Ver-
fahren einen bedeutenden Einfluss auf die Gegenwartsgesellschaft haben – und in der Tat einen noch 
größeren Einfluss in der Zukunft haben werden. Bereits jetzt sind sie ein entscheidender Faktor, wenn 
es um Entscheidungsfindungen, Bewertungsprozesse oder Klassifizierungspraktiken in ebenso zahl-
reichen wie unterschiedlichen gesellschaftlichen Bereichen geht. Seien es beispielsweise recommen-
der-Systeme im Online-Handel bzw. auf digitalen Plattformen (Jannach et al. 2010), Vorhersagen zu 
klimatischen Veränderungen (Aykut 2019), Praktiken des predictive nursing (Carroll 2019), oder der 
Versicherungs- (Cevolini, Esposito 2020) bzw. Wirtschaftsprognostik (Reichmann 2018): Überall werden 
statistisch fundierte, algorithmisch vermittelte Verfahren genutzt, um Datenmengen nach Mustern zu 
analysieren, die zukünftige Ereignisse und Dynamiken vorherzusagen und mithin futurbezogene actio-
nability versprechen. 
Und freilich spielen Prognosen und entsprechende digitale Tools auch in rechtlichen bzw. per defi-
nitionem rechtsnahen Gesellschaftsbereichen eine zunehmend bedeutende Rolle. Anzusprechen ist in 
diesem Zusammenhang nicht nur die Nutzung von ortsbezogener Prognosesoftware in der Polizei-
arbeit, um beispielsweise Einbruchstaten raumzeitlich vorherzusagen und in entsprechende Präventi-
onsmaßnahmen zu übersetzen (Egbert, Leese 2021). Gleichermaßen sind an dieser Stelle personenbe-
zogene Verfahren der Kriminalitätsvorhersage zu erwähnen, die sich auf das kriminelle Risiko von 
Personen/-gruppen) beziehen und hierzulande insbesondere – man denke etwa an RADAR-iTE – mit 
Fokus auf Terrorismus und Organisierte Kriminalität genutzt werden (Sommerer 2020). 
Aber die Polizei wird nicht der einzige Akteur bleiben, der im hiesigen Rechtssystem algorithmisch 
generierte Prognosen benutzt, um gegenwärtige Entscheidungen (besser) zu fällen. Denn angesichts 
neuer technischer Entwicklungen insbesondere im Bereich des maschinellen Lernens und mit Blick auf 
aktuelle Entwicklungen in den USA liegt die Vermutung nahe, dass auch die Tätigkeiten von Rich-
ter*innen, Staatsanwält*innen und Anwält*innen in Zukunft nicht ohne Prognoseinstrumente aus-
kommen werden. Entsprechende Schlagworte wie Predictive Legal Technology (Hildebrandt 2019, S. 3), 
Predictive Prosecution (Ferguson 2016) oder auch Predictive Sentencing (Carlson 2017) kursieren bereits, 
um diesen Entwicklungen Rechnung zu tragen. 
Obwohl alle die in genannten Bereichen genutzten Vorhersageinstrumente den altbekannten An-
satz teilen, prognostisches Wissen über Musterkennung und Regelmäßigkeitsdetektion in historischen 
Daten zu kreieren, um aus diesen Erfahrungen zukünftige Entwicklungen zu extrapolieren (Nassehi 
2019) – eine Technik, die von Aradau und Blanke (2017, S. 378) treffend als „prospective retrodiction“ 
bezeichnet wird –, signalisieren wachsende Rechenleistungen und die zunehmende Verfeinerung der 
Prädiktionsmodelle durch machine learning eine epistemische Verschiebung in den Vorhersageprakti-
ken. Obwohl auch diese Techniken freilich immer noch auf die Vergangenheit zurückgreifen, verspre-
chen sie, genuin neue Verbindungen in algorithmisch analysierten (unumgänglich vergangenheitsver-
ankerten) Daten zu finden, die auf korrelativ-assoziativen Logiken beruhen und sich mithin von kon-
ventionellen probabilistischen Techniken der prädiktiven Wissensproduktion unterscheiden (Esposito 
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2018). Selbstlernende Algorithmen implizieren mithin „new ways of knowing“ (Amoore, Raley 2017, 
S. 3). Folgerichtig sind Algorithmen als „social agents“ (Esposito 2017, S. 249) zu verstehen, die 
Beobachtungsweisen und Aufmerksamkeiten steuern und kanalisieren, mithin Wissensprozesse tan-
gieren. 
Welche epistemischen wie praktischen Implikationen diese Entwicklungen insbesondere im System 
des Rechts haben werden, sind noch lange nicht absehbar, geschweige denn ausdiskutiert. Algorith-
misches Wissen hat indes ohne Frage das Potential, weiterreichende Veränderungen anzustoßen. So 
betont Klaus Wiegerling (2018, S. 23), dass das alleinige Verlassen auf Datenkorrelationen zu Unguns-
ten von Ursachenforschung und Zuschreibungspraxis „am Selbstverständnis der (juristischen) Diszip-
lin rühr(t)“. 
Methodologisch sind damit nicht nur für die Soziologie allgemein, sondern auch für die Rechtssozi-
ologie im Speziellen neue Herausforderungen verbunden. Vor diesem Hintergrund kann der von 
Bruno Latour (2010, S. 131) forcierte Impetus, auch Nicht-Menschen eine Hauptrolle in gesellschaftli-
chen Zusammenhängen zuzugestehen, gar nicht ernst genug genommen werden, spielen sie doch – 
hier in Form von prädiktiven Algorithmen – eine wirkmächtige (Co-)Rolle. Und weiter noch: Speziell mit 
Blick auf die epistemische Ebene von Prognosealgorithmen kann der Vorschlag von Hayles (2017, S. 3) 
aufgenommen werden, algorithmisch mitkonstituierte soziotechnische Konstellation als „human-
technical cognitive assemblages“ zu analysieren – mithin als „complex human-technical assemblages 
in which cognition and decision-making-powers are distributed throughout the system“ (Hayles 2017, 
S. 4; s. a. Hayles in Amoore, Piotukh 2019, S. 147). 
Die Kontrollgesellschaft revisited (M. Mölders) 
Die gegenwärtige Gesellschaft lässt sich als „Kontrollgesellschaft“ bezeichnen und am Beispiel von 
Algorithmen (im Recht) lässt sich dies besonders gut zeigen. Diese hier nur grob skizzierbare These 
muss damit rechnen, auf Gilles Deleuzes Vorstellung von Kontrollgesellschaft bezogen zu werden. 
Deleuze (2014 [1990]) hatte diese als Anschluss an Michel Foucaults (1977) Disziplinargesellschaft ge-
sehen. Anstelle disziplinierender Einschließungsmilieus (Gefängnis, Schule, Fabrik, Familie etc.), stünde 
die Gesellschaft inzwischen unter einer Dauerkontrolle, z. B. in Form von kontinuierlicher Lernkon-
trollprüfungen im Bildungsbereich. Deleuzes Diagnose, dass es durch Computer möglich werde, die 
Position jedes einzelnen zu erfassen und dadurch weiterer Kontrolle Vorschub zu leisten, erscheint als 
idealer Anschluss an gegenwärtige Phänomene. Ich werde im Folgenden aber an einen anderen As-
pekt von Deleuzes Kontrollgesellschaft anschließen, um diese Zeitdiagnose anders zu interpretieren. 
Deleuze (2014 [1990], S. 262) spricht von einer „Krise der Institutionen“, die mit dem fortschreitenden 
und gestreuten Aufbau einer neuen Herrschaftsform – der Kontrollgesellschaft – einhergeht. 
Der Hinweis auf etwas Gestreutes erlaubt, Kontrollgesellschaft zunächst mit René Marcic als die 
Zunahme von Kontrollierenden als auch von Kontrolliertem zu präzisieren. Damit wäre der erste Teil 
der hier vorzuschlagenden Revision der Kontrollgesellschaft skizziert. Über diese Ausweitung des Kon-
trollspektrums hinaus wird am Beispiel eines Algorithmus‘ im Recht – dem Public Safety Assessment 
(PSA) – gezeigt, dass nicht nur die Zahl der Kontrolleure und Kontrollierten steigt, sondern auch das 
Kontrollieren reflexiv wird. Andere(s) nicht sich selbst zu überlassen, wird zu einer kontrollierten Ope-
ration. Diese beiden Momente kennzeichnen die Revision der Kontrollgesellschaft. 
Dass nicht nur die „Ersten Drei Gewalten“ einander kontrollieren, sondern in einem funktionieren-
den Rechtsstaat alle alle kontrollieren, ist ein Leitgedanke in Marcics Rechtsphilosophie (1970). Ihr 
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Kontrollbegriff meint im Wesentlichen Aufsicht zum Zwecke der Mäßigung schädlicher Expansionsten-
denzen. Eine Kontrollgesellschaft ist mit Marcic und anders als für Deleuze keine Schreckensdiagnose. 
Unter Kontrolle seien nicht nur die Staatsgewalten zu halten, sondern auch „einzelne, besonders aus-
geprägte Persönlichkeiten, vermögende Menschen“ etc. (Marcic 1970, S. 182). Beaufsichtigt würde dies 
alles durch organisierte, hoheitliche Instanzen, aber auch in Form unorganisierter Kontrolle durch die 
außerparlamentarische Opposition, durch „Wirtschaftsverbände, die Wissenschaft, die Kirche, die 
Medien der öffentlichen Meinung: Presse, Rundfunk, Fernsehen, Film, Theater, Kabarett u. dgl. m.“ 
(Marcic 1970, S. 183). 
Auf das Thema der Algorithmen bezogen sieht man durch diese Wendung, dass Algorithmen be-
reits in eine Kontrollarchitektur (Wischmeyer 2018) eingelassen sind, die umsichtiger ist als vielfach 
beklagt. Zwar findet sich ein Insistieren darauf, dass Algorithmen einer breiteren gesellschaftlichen 
Debatte bedürften, in populärwissenschaftlichen (Zweig 2019, S. 175), datenwissenschaftlichen (Berk 
et al. 2018, S. 35) sowie politikberatenden (Datenethikkommission 2019, S. 169) Varianten, jedoch las-
sen sich gleichermaßen zahlreiche Initiativen zur Algorithmenkontrolle ausmachen: AlgorithmWatch, 
Algorithmic Justice League, Open Sourced, The Protocol oder The Markup. Letztere setzen wiederum Algo-
rithmen ein, um die Algorithmen anderer zu kontrollieren, wie etwa das „Citizen Browser Project“. Dies 
ist ein Browser, der es über ein repräsentatives, 1.200 Nutzer*innen umfassendes Panel erlauben soll, 
die von Facebook und YouTube eingesetzten Personalisierungsalgorithmen zu rekonstruieren.1 Zu-
sammengefasst lässt dies den Schluss zu, dass Algorithmen stärker gesellschaftlich kontrolliert wer-
den als vieles andere. 
Vielleicht deutet die Dringlichkeit, mit der auf breiteren gesellschaftlichen Diskurs insistiert wird, 
eher darauf hin, dass Algorithmen Kontrollkapazitäten unterstellt werden, die allen entgleiten und alle 
betreffen; von „Algokratie“ (Aneesh 2009) ist die Rede. Die hier vorgeschlagene Revision der Kontroll-
gesellschaft plädiert dafür, sich stattdessen die Praxen der vorfindlichen Kontrollarchitektur genauer 
anzusehen. Bestimmt man den Kontrollbegriff nun etwas enger als über Aufsicht, nämlich als planvol-
len Versuch, andere(s) nicht sich selbst zu überlassen und solche Versuche weiter zu beobachten 
(Luhmann 2017, S. 117), gewinnt die Kontrollgesellschaft klarere Kontur. Denn die vielen weiteren 
gesellschaftlichen Kontrollinstanzen sehen nicht nur auf, sie kontrollieren auch die Art und Weise ihrer 
Kontrolle. 
Der Public Safety Assessment (PSA) ist ein Algorithmus, der inzwischen in einigen US-Jurisdiktionen 
(Bundesstaaten, mehrere Großstädte) eingesetzt wird. Er unterstützt Richter*innen, indem er die 
Wahrscheinlichkeit quantifiziert, ob Angeklagte zur Hauptverhandlung erscheinen sowie bis dahin 
rückfällig zu werden drohen (Mölders 2018 [2021]). Entwickelt wurde er von der philanthropischen 
Organisation Arnold Ventures (AV) LLC. Solche Organisationen wird man sicher zu den Kontrollinstan-
zen im o.a. Sinne zählen können (Mölders 2020). Im Fall des PSA sind es Richter*innen, die nicht sich 
selbst überlassen werden sollen. Die Verwahrungs- und Kautionsentscheidungen in Vorverhandlun-
gen („Pretrials“) sollen explizit datenbasiert unterstützt und nicht länger als das Ergebnis von Akten-
studium, mündlicher Anhörung und Bauchgefühl bzw. Erfahrungswissen getroffen werden (Lin et al. 
2020). Dabei werden beim PSA mit Ausnahme des Alters zum Zeitpunkt der Verhaftung keine außer-
rechtlichen Faktoren (nicht zuletzt: „race, gender“) erhoben. 
Der Aufsichtsaspekt hieran ist unmittelbar ersichtlich: Richter*innen sollen ausschließlich auf der 
Grundlage verfügbarer (damit auch: retrospektiver) Daten entscheiden. Das reflexive Moment tritt 
dadurch hinzu, dass AV auch den tatsächlichen Einsatz des PSA kontrolliert, Richter*innen also auch 
                                                          
1 https://themarkup.org/citizen-browser. 
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im Umgang mit dem Algorithmus nicht sich selbst überlässt. In Trainings und Schulungen soll diese 
Profession mit datengetriebenem Entscheiden vertraut gemacht werden. Schon der Detailgrad der 
zugehörigen Pläne lässt offensichtlich werden, dass auch diesbezüglich möglichst wenig dem Zufall 
überlassen werden soll (Mölders 2018 [2021]). 
Stefan Meißner (2017) schlägt vor, Technik als ein Schema bzw. Weltverhältnis zu fassen, das die 
Welt gemäß der Unterscheidung „kontrollierbar/nichtkontrollierbar“ beobachtet. Meißner macht zu-
dem die Tendenz aus, Soziales, also etwa zur Technikanwendung vorgesehene, aber widerspenstige 
Richter*innen, von der nichtkontrollierbaren auf die kontrollierbare Seite zu verschieben. Als solche 
„Techniken des Sozialen“ kommen dann auch Überzeugungstechniken in den Blick. Eine Signatur der 
revidierten Kontrollgesellschaft wäre diese Tendenz, also weniger darauf zu vertrauen, dass sich etwas 
auch ohne eigenes Zutun in eine gewünschte Richtung entwickeln werde, sondern kontrolliert nach-
zuhelfen. So lässt sich schließen, dass die prinzipielle Verfügbarkeit immenser Datensätze, die sich 
ihrerseits der Verdatung immer weiterer Lebens- sowie Gesellschaftsbereiche verdankt, solche Kon-
trollaspirationen unterstützt. 
Nimmt man nun noch das Auftreten weiterer Kontrollinstanzen mit erweitertem Kontrollspektrum 
hinzu, erhellt sich die Rede von einer anders verstandenen Kontrollgesellschaft. In dieser Kontrollge-
sellschaft, so könnte man mit Dirk Baecker (2020, S. 6) sagen, wird vielerorts damit gerechnet, „dass 
Daten aus anderen Perspektiven bereitgestellt wurden und aus weiteren Perspektiven anders gelesen 
und verrechnet werden können. Reflexiv sind nicht die Daten, sondern die Beobachterperspektiven.“ 
Das hier nur skizzierte Beispiel eines Algorithmus im Recht zeigt auch, dass sich Kontrollversuche 
nicht auf Artefakt-Technik allein beziehen. Mündliche Anhörungen durch Algorithmen zu ersetzen, 
erscheint als Paradefall eines Technorationalismus, der existierende gesellschaftliche Problemlösun-
gen durch Technik zu korrigieren sucht (Morozov 2013). Dabei werden zwei Aspekte womöglich leicht 
übersehen. Zum einen vertraut man offenbar nicht in jedem Fall darauf, dass das Funktionieren von 
Technik automatisch mit erhöhter Annahmebereitschaft einhergeht. Stattdessen ist eine „ideological 
control“ (Czarniawska, Joerges 1996) zu beobachten, also gezielte Übersetzungsanregungen (wie cho-
reographierte Trainings) mit dem Ziel, andere vom Anschließen an etwas (hier: automatisierte Ent-
scheidungshilfe) zu überzeugen. Zweitens macht das revidierte Konzept einer Kontrollgesellschaft 
darauf aufmerksam, dass auch dies wieder gegenbeobachtet und -kontrolliert wird – nicht zuletzt 
durch kritische Intellektuelle wie Morozov selbst. Das soll wiederum nicht übersehen lassen, dass es 
ein (philanthropisches) Rationalisierungsmilieu mit langem Atem und schier unendlichen Ressourcen 
gibt, dem man es zutrauen könnte, seine Kontrollvorstellungen wirksamer zu kontrollieren als andere. 
Auch für die weitere (rechts-)soziologische Beobachtung dieser Entwicklung empfiehlt es sich, sie als in 
eine Kontrollgesellschaft eingelassene aufzufassen, also einer Gesellschaft, in der, in Anlehnung an 
Marcic (1970), alle alle kontrollieren und viele dies zum Anlass nehmen, ihre Kontrollbemühungen 
darauf abzustimmen. 
Fazit 
Eine wichtige Frage aus allen hier skizzierten Perspektiven betrifft Aspekte der Neuheit: Wie neu und 
beispiellos sind Algorithmen im Recht empirisch? Wie erneuerungsbedürftig sind andererseits 
(rechts)soziologische Theorien, wenn Sie Algorithmen im Recht angemessen beschreiben wollen? Die 
vorgestellten Konzepte haben sich diesen Fragen angenähert und weitere aufgeworfen. 
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