Strong Scott Conjecture by Ivrii, Victor
ar
X
iv
:1
90
8.
05
47
8v
2 
 [m
ath
-p
h]
  7
 O
ct 
20
19 Strong Scott Conjecture
∗,†
Victor Ivrii‡
October 8, 2019
Abstract
In heavy atoms and molecules, on the distances a≪ Z−1/3 from
one of the nuclei (with a charge Zm) we prove that ρΨ(x) is approxi-
mated in L1-norm, by the electronic density for a single atom in the
model with no interactions between electrons.
1 Introduction
This paper is a result of my rethinking of one rather old but still remarkable
article [ILS], which I discovered recently and in which the asymptotic of
the averaged electronic density on the distances O(Z−1) from the nuclei is
derived.
The purpose of this paper is to provide a more refined asymptotics
(with an error estimate in L1-norm) and on the distances o(Z−1/3) from
the nuclei.
Let us consider the following operator (quantum Hamiltonian)
H = HN :=
∑
1≤j≤N
HV,xj +
∑
1≤j<k≤N
|xj − xk|−1(1.1)
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on
H =
∧
1≤n≤N
H, H = L2(R3,Cq)(1.2)
with
HV = −∆− V (x)(1.3)
describing N same type particles in (electrons) the external field with the
scalar potential −V (it is more convenient but contradicts notations of the
previous chapters), and repulsing one another according to the Coulomb
law.
Here xj ∈ R3 and (x1, . . . , xN ) ∈ R3N , potential V (x) is assumed to be
real-valued. Except when specifically mentioned we assume that
(1.4) V (x) =
∑
1≤m≤M
Zm
|x− ym|
where Zm > 0 and ym are charges and locations of nuclei.
Mass is equal to 1
2
and the Plank constant and a charge are equal to 1
here. We assume that
(1.5) N ≍ Z = Z1 + . . .+ ZM , Zm ≍ Z ∀m.
Our purpose is to prove that at the distance≪ CZ−1/3 from the nucleus
at ym the electronic density
(1.6) ρΨ(x) = N
∫
|Ψ(x, x2, . . . , xN )|2 dx2 · · ·dxN
is approximated is approximated in L1(B(ym, a))-norm with the relative
error, depending on Z−1 ≤ a≪ Z−1/3 and Z, by the electronic density for
a single atom in the model with no interactions between electrons.
Theorem 1.1. (i) In the described framework under assumption
(1.7) min
1≤m<m′≤M
|ym − ym′ | ≥ Z−1/3+σ
the following estimates hold:
(1.8)
∫
B(ym,a)
|ρm − ρΨ| dx ≤
C
{
Z2/15−δa1/5 + Z11/30a1/2 for Z−1 ≤ a ≤ Z−11/15
Z11/6a5/2 for Z−11/15 ≤ a ≤ Z−1/3
2
and
(1.9)
∫
B(ym,a)
(ρm − ρΨ)+ dx ≤
C(Z8/33−δa4/11 + Z2/3a10/11) for Z−1 ≤ a ≤ Z−11/15.
where
(1.10) ρm(x) = qZ
3
mρ
0(Zm(x− ym))
and σ > 0 , δ = δ(σ) > 0, ρ0(x) = e0(x, x, 0), e0(x, y, τ) is the Schwartz
kernel of the spectral projector θ(τ−HV 0), HV 0 = −∆−|x|−1 in L2(R3,C).
(ii) Let X ⊂ B(ym, cZ−1) with mes(X) ≥ Z−10/3; then∫
X
|ρm − ρΨ| dx ≤ CZ7/3−δ(mes(X))4/5(1.11)
and ∫
X
(ρm − ρΨ)+ dx ≤ CZ32/33−δ(mes(X))4/11.(1.12)
Remark 1.2. (i) For a ≪ Z−1/3 the right-hand expression of (1.8) is
o(Z2/3a2/3) while
∫
B(ym,a)
ρm dx ≍ Z2/3a2/3.
(ii) Under assumption (1.7) with σ = 0 estimates (1.8) and (1.9) hold with
δ = 0.
(iii) Furthermore, one can prove weaker estimate when the minimal dis-
tance between nuclei is Z−1 ≪ d . Z−1/3 and a ≤ ǫd.
Remark 1.3. Obviously
(1.13) ρ0(x) =
1
4π
∑
n≥1
∑
0≤l≤n−1
(2l + 1)R2n,l(|x|)
with Rn,l(r) defined by (A.2); in particular,
(1.14) ρ0(0) =
1
4π
∑
n≥1
1
n3
.
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In Section 2 we consider a one-particle Hamiltonian with a potential
V = V 0 + ςU where U is supported in B(0, r) and satisfies |U(x)| ≤ 1,
0 < ςr ≪ 1 and explore its eigenvalues and projectors. In Section 3 we prove
Theorem 1.1. In Appendix A we estimate eigenfunctions of the hydrogen
Hamiltonian.
2 Estimates of projectors and eigenvalues
Proposition 2.1. Let supp(U) ⊂ B(0, r), r ≥ 1 and |U | ≤ 1. Then for
0 < ςr ≤ ǫ Spec(H) = {λn,k, n = 1, 2, . . . , k = 1, 2, . . . n2}
(2.1) |λn,k − λ0n| ≤ Cςr|λ0n|
where λn,k and λ
0
n = − 14n2 are eigenvalues of H := HV and H0 := HV 0,
V = V 0 + U .
Proof. Indeed,
(2.2) H0− := −∆−
1 + ςr
|x| ≤ H ≤ H
0
+ := −∆−
1− ςr
|x|
and therefore λn,k are between corresponding eigenvalues of these two op-
erators, which are −(1 ± rς)2/4n2.
Proposition 2.2. (i) In the framework of Proposition 2.1
(2.3) |λn,k − λ0n| ≤ Cn−3/2k−sς for k ≥ Cr,
where λn,k, k = 1, . . . , n
2 are eigenvalues of HV ordered in the decaying
|λn,k − λ0n| order.
(ii) Furthermore, one sided inequality holds
(2.4) λn,k − λ0n ≤ Cn−3k−sς for k ≥ Cr.
Proof. (i) Consider Nn(τ), the number of eigenvalues of HV in the interval
(λ0n − τς, λ0n + τς), τ > 0. We know that Nn(C0n−2) = n2 and
Nn(τ) = max dimL ,(2.5)
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where maximum is taken over all subspaces L ⊂ L2(R3) such that
((HV − λ0n)u, (HV − λ0n)u)− τ 2ς2‖u‖2 < 0 ∀u ∈ L, u 6= 0.(2.6)
Then Nn(τ) ≥ dimL as (2.6) holds. We consider L ⊂ Ran(pi0n). Then
Nn(τ) ≥ maxdimL ,(2.7)
where now maximum is taken over all subspaces L ⊂ Ran(pi0n) such that
(Uu, Uu)− τ 2‖u‖2 < 0 ∀u ∈ L, u 6= 0.(2.8)
Consider L, the span of Rn,l(r)Y ml (ϕ, θ) with s ≤ l ≤ n−1 to be determined
later and s = −l,−l+1, . . . , l− 1, l; see (A.1). In virtue of Proposition A.8
with the exception of l ≤ C√r indexes which account for l2 ≤ C2r dimen-
sional space, (2.8) holds provided
l ≥ C√r and n−3/2l−s ≤ τ.(2.9)
In other words, Nn(τ) ≥
∑
m≤l≤n−1(2l+1) wherem = max(c
√
r, (n3/2τ)1/s).
This implies (2.4).
(ii) In the same way consider Nn(τ), the number of eigenvalues of HV not
exceeding λ0n+ςτ . Then again Nn(τ) = max dimL, but now (2.6) is replaced
by
(2.10) ((HV − λ0n)u, u)− τς ‖u‖2 < 0 ∀u ∈ L, u 6= 0.
We consider L = ⊕∑n′<nRan(pi0n′) ⊕ L′ with L′ ⊂ Ran(pi0n). Then one
can prove easily that
Nn(τ) ≥
∑
n′<n
rank(pi0n′) + max dimL
′ ,(2.11)
where maximum is taken over all subspaces L′ ⊂ Ran(pi0n) such that
(Uu, u)− ǫτ‖u‖2 < 0 ∀u ∈ L′, u 6= 0.(2.12)
Again consider L, the span of Rn,l(r)Y ml (ϕ, θ) with s ≤ l ≤ n − 1 to be
determined later and s = −l,−l+1, . . . , l−1, l. In virtue of Proposition A.8
(2.12) holds as
l ≥ C√r and n−3l−s ≤ τ(2.13)
and the number of eigenvalues such that (λn,k − λ0n) ≥ ςτ does not exceed∑
l≤m(2l + 1) = m
2, where m = max(c
√
r, (n3τ)1/s). It implies (2.4).
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Proposition 2.3. (i) Let supp(U) ⊂ B(0, c), r ≥ 1 and |U | ≤ 1. Then for
0 < ςr ≤ ǫ
(2.14) |λn,k − λ0n| ≤ Cn−3/2k−sς‖U‖L1 for k ≥ 1.
(ii) Furthermore, one sided inequality holds
(2.15) λn,k − λ0n ≤ Cn−3k−sς‖U‖L1 for k ≥ 1.
Proof. Proofs of Statements (i), prop-2.3-ii repeat those of the correspond-
ing statements of Proposition 2.2, but takes in account that for correspond-
ing functions we can estimate their Cm(B(0, c))-norms due to Proposi-
tion A.8 and thus insert ‖U‖L1 into estimates.
Remark 2.4. The assertion, similar to Proposition 2.3 but for supp(U) ⊂
B(0, r), r ≥ 1 with the explicit dependence of the right-hand expressions
on r seems to be rather challenging.
Proposition 2.5. Let supp(U) ⊂ B(0, r) \ B(0, r/2), r ≥ 1 and |U | ≤ 1.
Then for 0 < ςr ≤ ǫ
(2.16) |λn,k − λ0n| ≤ Cr−sς for n ≤ C−1
√
r.
Proof. Proof follows the proof of Proposition 2.2(i) and uses Proposition A.9.
Proposition 2.6. (i) In the framework of Proposition 2.1 for ςn1/2 ≤ ǫ
‖pin − pi0n‖ ≤ Cςn1/2(2.17)
and
‖pin − pi0n‖1 ≤ Cςrn1/2 ,(2.18)
where here and below ‖·‖, ‖·‖2 and ‖·‖1 are operator norm, Hilbert-Schmidt
norm and trace norm respectively.
(ii) In the framework of Proposition 2.3 for ςn1/2 ≤ ǫ?
(2.19) ‖pin − pi0n‖1 ≤ Cς‖U‖L1n1/2 .
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Proof. (a) We know that in the framework of Statement (i)
(2.20) pin =
1
2πi
∮
γn
(z −H)−1 dz ,
where γn = {z : |z−λn| = ǫ0n−2} with counter-clockwise orientation, ǫ0 > 0
is fixed. Similar formula holds for pi0n.
Then
(2.21) pin − pi0n =
1
2πi
∮
γn
[
(z −H)−1 − (z −H0)−1] dz =
− ς
2πi
∮
γn
(z −H)−1U(z −H0)−1 dz
and the operator norm of the right-hand expression does not exceed Cn2ς.
Multiplying by pi0n we get
(2.22) (pin − pi0n)pi0n = −
ς
2πi
∮
γn
(z −H)−1Upi0n(z −H0)−1 dz
with ‖Upi0n‖ ≤ Cn−3/2 in virtue of Proposition A.8.
So, operator norm of (I−pin)pi0n = −(pin−pi0n)pi0n does not exceed Cn1/2ς.
Then this is true for (pi0npinpi
0
n − pi0n) and for (pi0npin − I)|Ran(pi0n).
Due to assumption ςn1/2 ≤ ǫ operator pi0npin|Ran(pi0n) is invertible and its
inverse differ from I by an operator with the operator norm, not exceed-
ing Cςn1/2. Therefore pin maps Ran(pi
0
n) into Ran(pin). However, since
rankpin = rankpi
0
n we conclude that it is onto, and both ‖pinpi0n − pin‖ and
‖pi0npin − pin‖ do not exceed Cn1/2ς.
Combining with the same estimates for ‖pinpi0n−pi0n‖y and ‖pi0npin−pi0n‖
we arrive to (2.17).
(b) It follows from above that
‖(pin − pi0n)‖1 ≤ 2‖(pin − pi0n)pi0n‖1 ≤ 2
∑
l
‖(pin − pi0n)pi0n,l‖1 ,
where pi0n,l are projectors to the subspaces of Ran(pi
0
n) corresponding to the
span of Y ml (ϕ, θ) with m = −l, . . . , l. In the right-hand expression the
terms with l ≤ C√r do not exceed (2l + 1)‖(pin − pi0n)pi0n‖ ≤ Cςn1/2 due to
(2.17) and the terms with l ≥ C√r do not exceed Cςl−sn1/2 due to (2.22)
and Proposition A.8(iii), and we arrive to (2.18).
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(c) In the framework of Statement (ii) we see that the operator norm of
(−∆+ 1)mϕpi0n(z −H0)−1 does not exceed Cn1/2 if ϕ is 1-admissible func-
tion supported in B(0, 2c) while the trace nor of U(−∆ + 1)−m does not
exceed ‖U‖L1 , which in the combination with arguments of Parts (a) and
(b) implies (2.19).
Proposition 2.7. The following formula holds
(2.23) Tr[H−V −H−V 0 ] = −
∫ ς
0
Tr
[
Uθ(−HV t)
]
dt.
with V t = V 0 + tU .
Proof. The proof is trivial.
Remark 2.8. (i) One can rewrite the right-hand expression of (2.10) as
−ς Tr[Uθ(−HV 0)]−
∫ ς
0
Tr
[
U
(
θ(−HV t)− θ(−HV 0)
)]
dt(2.24)
with the last term equal∑
n≥1
−
∫ ς
0
Tr
[
U(pitn − pi0n)
]
dt(2.25)
with pitn associated with HV t .
(ii) Further, each term in this sum could be rewritten as
(2.26)
∑
1≤k≤n2
(λn,k − λ0n).
Indeed, Statement (i) is trivial, and to prove Statement (ii) observe
that(2.26) is equal to
1
2πi
∮
γn
Tr(HV (z −HV )−1 dz = 1
2πi
∫ ς
0
(∂
∂t
Tr
[∮
γn
HV t(z −HV t)−1 dz
)
dt
]
=
1
2πi
Tr
[∫ ς
0
(
−
∮
γn
U(z −HV t)−1 dz
+
∮
γn
HV t(z −HV t)−1U(z −HV t)−1 dz
)
dt
]
.
Observe that because of the trace we can rewrite the selected expression
as HV t(z − HV t)−2U and that
∮
γn
(z − HV t)−2 dz = 0. What remains is
obviously equal to the term in (2.12).
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Corollary 2.9. (i) In the framework of Proposition 2.1 the absolute value
of the right-hand expression in (2.11) does not exceed Cς5/4r1/4.
(ii) Moreover, if U ≤ 0 it does not exceed Cς11/7r4/7.
(iii) In the framework of Proposition 2.3 the absolute value of the right-hand
expression in (2.11) does not exceed Cς5/4‖U‖L1.
(iv) Moreover, if U ≤ 0 it does not exceed Cς11/7‖U‖L1.
Proof. (i) Consider expression (2.25) and for n ≤ N ≤ ς−2 we estimate each
term as Cς × ςrn1/2 due to (2.17) and for n ≥ N we estimate each term as
Cςn−3/2 due to Remark 2.8(ii) and (2.3). Then the rigt-hand expression in
(2.11) does not exceed
(2.27) Cς2rN3/2 + CςN−1/2.
Obviously, the optimal choice is N = ς−1/2r−1/2 and we arrive to State-
ment (i).
(ii) If ςU ≤ 0 then λn,k ≥ λ0n and we can replace (2.3) by (2.4) and (2.27)
by
(2.28) Cς2rN3/2 + CςN−2.
Obviously, the optimal choice is N = ς−2/7r−2/7 and we arrive to State-
ment (ii).
(iii)-(iv) Similar arguments work ib the framework of Proposition 2.3 albeit
now (2.17), (2.3) and (2.4) are replaced by (2.19), (2.14) and (2.15) corre-
spondingly, and the factor ‖U‖sL1 is present in each term in while factor r
was present only in the first term.
3 Electronic Density
Similarly to (3.3) of [Ivr2] under assumption(1.7) we get
(3.1) ς
∫
UρΨ dx ≤ Tr[(H−W+ν ]− Tr[H−W+ςU+ν] + CZ5/3−δ
with δ = δ(σ) > 0 as σ > 0 and δ = 0 as σ = 0.
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Let U be supported in a-vicinity of ym with some fixed m and satisfy
there |U | ≤ Z2 1), a ≥ CZ−1m .
Let ϕ be a smooth a-admissible function2), ϕ(x) = 1 for |x − ym| ≤ b
and ϕ(x) = 0 for |x− ym| ≥ 2b, b ≥ min(Z−1+δ′ , 2a) with small δ′ > 0.
Rescaling x 7→ (x−ym)Zm, τ 7→ τZ−2m we find ourselves in the framework
of Section 2.
Then due to [Ivr1], Sections 25.4 and 12.6
(3.2) |Tr([(1− ϕ)H−W+ν ]− Tr[(1− ϕ)H−W+ςU+ν]| ≤ CZ5/3−δ
and we can insert ϕ into right-hand expression of (3.1):
(3.3) ς
∫
UρΨ dx ≤ Tr[(ϕH−W+ν]− Tr[ϕH−W+ςU+ν] + CZ5/3−δ.
Indeed, W + ςU = W is smooth b-admissible function in the zone
{x : b ≤ |x− ym| ≤ 9b}.
Then since |V 0m −W | ≤ CZ4/3 in 2b-vicinity of ym and |ν| ≤ CZ4/3 we
can replaceW+ν by V 0 := V 0m with an error not exceeding CZ
4/3×Z3/2a3/2:
(3.4) ς
∫
UρΨ dx ≤ Tr[(ϕH−V 0]− Tr[ϕH−V 0+ςU ] + CZ5/3−δ + CZ17/6a3/2.
Indeed, using arguments of [Ivr1], Sections 25.4 and 12.6, we can first re-
place W by Wn, coinciding with V
0
m on B(ym, 3b) and with W outside of
B(ym, 4b)
3) and then replaceWm by V
0
m using the same arguments and that
supp(ϕ) is “smaller”.
Then again we skip ϕ (but we need to take a trace of the difference):
(3.5) ς
∫
UρΨ dx ≤ Tr
[
(H−V 0 −H−V 0+ςU
]
+ C
(
Z5/3−δ + Z17/6a3/2
)
.
Next, using rescaling x 7→ (x−ym)Zm, U 7→ U¯ = Z−2m U we find ourselves
in the framework of Section 2 with r = Zma.
1) Recall that V 0 is also of magnitude Z2m as |x− ym| ≤ Z−1m .
2) I.e. |Dαϕ| ≤ Cαb−|α| for all α.
3) This replacement brings an extra error–the last term in the right-hand expression
of (3.4). There should be b rather than a but b ≍ a unless b ≍ Z−1+δ′′ in which case the
previous term is larger.
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Using decomposition of Remark 2.8(i) and Corollary 2.9(i) we arrive to
(3.6)
∫
U¯
(
ρΨ − ρm) dx ≤ Cη−1
(
Z2/3−δa+ Z11/6a5/2
)
+ Cη1/4
with η = ςr = ςZa, where ρm(x) = em(x, x, 0) and em(x, y, τ) is a Schwartz
kernel of θ(τ −HVm); recall that Vm = Zm|x− ym|−1 in L2(R3,Cq), which
coincides with (1.10).
Optimizing by η ≍ (Z2/3−δa + Z11/6a5/2)4/5, if it satisfies η ≤ ǫ and
η = ǫ otherwise, we arrive to∫
U¯
(
ρΨ(x)− ρm(x)) dx ≤ Cω1/5 + Cω,(3.7)
with
ω = Z2/3−δa+ Z11/6a5/2(3.8)
with δ > 0 decreasing as needed. Since ω . 1 as a . Z−11/15, we arrive to
(3.9)
∫
U¯
(
ρΨ(x)− ρm(x)) dx ≤
C
{
Z2/15−δa1/5 + Z11/30a1/2 for a ≤ Z−11/15
Z11/6a5/2 for Z−11/15 ≤ a ≤ Z−1/3
because ω ≍ Z11/6a5/2 if the latter is greater than 1.
Taking
(3.10) U¯(x) = θ(a− |x− ym|) sign(ρΨ(x)− ρm(x))
we arrive to our final estimate (1.8).
Furthermore, taking U ≤ 0 we can use Corollary 2.9(ii), replacing in the
right-hand expression of (3.6) η1/4 by η4/7. It does not bring any improve-
ments for ω ≥ 1, i.e. a ≥ Z−11/15, but for a ≤ Z−11/15 the optimal value is
η ≍ ω7/11 and the right-hand expression of (3.7) becomes ω4/11 rather than
ω1/5:
(3.11)
∫
U¯
(
ρΨ(x)− ρm(x)) dx ≤
C(Z8/33−δa4/11 + Z2/3a10/11) for a ≤ Z−11/15.
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Taking
(3.12) U¯ = −θ(a− |x− ym|)θ(ρm(x)− ρΨ(x))
we arrive to ur final estimate (1.9).
On the other hand, assume that a ≍ Z−1. In this case we can apply
Corollary 2.9(iii), and then (3.6) is replaced by
(3.13)
∫
U¯
(
ρΨ − ρm) dx ≤ Cς−1Z−1/3−δ + Cς1/4µ
with µ the measure of supp(U) after rescaling.
Optimizing by ς = min((Z−1/3−δµ−1)4/5, 1), we get the right-hand ex-
pression C(Z−1/3−δ + Z−1/15−δµ4/5) where we decrease δ > 0 if needed.
Taking
(3.14) U¯(x) = χX(x) sign(ρΨ(x)− ρm(x))
where χX(x) is a characteristic function of X (and then µ ≍ Z3mes(X))
we arrive to our final estimate (1.11).
Furthermore, taking U ≤ 0 we can use Corollary 2.9(iv), replacing
in the right-hand expression of (3.13) ς1/4 by ς4/7. Optimizing by ς =
min((Z−1/3−δµ−1)7/11, 1), we get the right-hand expression C(Z−1/3−δ +
Z−4/33−δµ4/11). Taking
(3.15) U¯(x) = −χX(x)θ(ρm(x)− ρΨ(x))
we arrive to our final estimate (1.12).
WORK: remark
to introduction
A Properties of eigenfunctions of
Coulomb-Schro¨dinger operator
A.1 General
Consider operatorH0 = −∆−r−1; r = |x|−1. It is known that its eigenfunc-
tions, corresponding to eigenvalues − 1
4n2
, with norm 1, are (in the spherical
coordinates)
(A.1) un,l,m(r, ϕ, θ) = Rn,l(r)Y
m
l (ϕ, θ)
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where Y ml (ϕ, θ) are spherical functions with m = −l,−l + 1, . . . , l − 1, l,
l = 0, 1, . . . , n and
(A.2) Rn,l(r) =
√
(n− l − 1)!
2n4(n+ l)!
( r
n
)l
e−r/2nL
(2l+1)
n−l−1
( r
n
)
with associated Laguerre polynomials
L(k)n (z) =
1
n!
z−kez
dn
dzn
(
e−zzn+k
)
=
∑
0≤j≤n
(n+ k)!
(n− j)!(k + j)!j! (−z)
j .(A.3)
Then
L
(2l+1)
n−l−1(z) =
∑
0≤j≤n−l−1
(n+ l)!
(n− l − 1− j)!(2l + 1 + j)!j! (−z)
j .(A.4)
Then v := vn,l = Rn,l(r)r satisfies
(A.5) − v′′ + l(l + 1)
r2
v − 1
r
v = λnv
and is (n−l)-th eigenfunction and λn is (n−l)-th eigenvalue of such operator
na L2(R+) and the associated variational form is
(A.6)
∫ (
v2 +
l(l + 1)
r2
v2 − 1
r
v2
)
dr.
A.2 Zeroes
Proposition A.1. vn,l has exactly (n− l − 1) zeroes
l(l + 1) < r∗ < r1 < . . . < rn−l−1 < r
∗ < 4n2,(A.7)
where r∗ < r
∗ are two roots of
W (r) :=
1
r
− l(l + 1)
r2
= −λn(A.8)
and
rk ≍ (l + k + 1)2.(A.9)
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λn
−W (r)
r∗ r¯ = 2l(l + 1) 3l(l + 1) r∗
Figure 1: Marked points: left-bound for λl+1, minimum point, inflection
point, right bound for λn.
Proof. Standard variational methods imply that vn,l(r) has exactly (n−l−1)
zeroes.
Further, equation (A.5) and v(0) = v(∞) = 0 imply that all zeroes are
simple and satisfy W (r) > −λn, which implies (A.7).
Consider two points r∗ < r
′ < r′′ < r∗ and observe that W (r) ≥
min(W (r′),W (r′′)) on (r′, r′′). Then v must have a zero on (r′, r′′) as long
as r′′ − r′ > π/
√
min(W (r′),W (r′′)) + λn.
Therefore, if cl(l + 1) ≤ r ≤ c−1n2, then in 2πr1/2-vicinity of r must be
zero of v. Thus the distance between two consecutive zeroes rk and rk±1
with cl(l + 1) ≤ rk ≤ c−1n2 is O(r1/2k ). From this one can prove easily that
then
|rk − rk±1| = πr1/2k
(
1 +O
( l(l + 1)
rk
+
rk
n2
))
and therefore
|r1/2k − r1/2k±1| =
π
2
(
1 +O
( l(l + 1)
rk
+
rk
n2
))
.
Further, there must be zeroes to the left of cl(l + 1) and to the right of
c−1n2.
Finally, observe that W (r) ≥ 1/4l(l + 1) and therefor e (rk+1 − rk) ≥
2π
√
l(l + 1) and therefore (r
1/2
k+1− r1/2k ) ≥ c−1π for all k with rk ≤ cl(l+1).
This implies (A.9).
Remark A.2. Since −∂2 ≥ 1
4r2
in fact rk ≥ (l+1/2)2; in particular, rk ≥ 14
as l = 0.
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Let us analyze rk more carefully. Due to monotonicity of W (r) on (0, r¯)
and (r¯,∞) we conclude that
rk ≥ r¯ =⇒ sk+1 ≥ sk, π√
W (rk) + λn
≤ sk ≤ π√
W (rk+1) + λn
(A.10)
and
rk ≤ r¯ =⇒ sk−1 ≥ sk, π√
W (rk) + λn
≤ sk ≤ π√
W (rk−1) + λn
.(A.11)
Consider rk close to r
∗. In this case W (r) ≍ (r∗ − r)/r∗ 2 and sk ≍
r∗/
√
(r∗ − rk) provided W (rk+1 ≍ W (rk); then (r∗ − rk) ≥ Csk as
(r∗ − rk) ≥ r∗2/3 and we arrive to Statement (i) below; Statement (ii) is
proven the same way4). From the same arguments follows Statement (iii).
Proposition A.3. Let n− l ≥ 3, n ≥ c. Then
(i) As rk ≍ r∗ and (r∗ − rk) ≥ Cn4/3
(A.12) sk ≍ r∗/
√
(r∗ − rk) and r∗ − rk ≍ r∗ 2/3(n− l − k)2/3.
(ii) As rk ≍ r∗ and (rk − r∗) ≥ Cl4/3
(A.13) sk ≍ r∗/
√
(rk − r∗) and rk − r∗ ≍ r∗ 2/3k2/3.
(iii) There are no more than C ′ zeroes in the zones {r : r ≤ r∗ + Cr2/3∗ }
and {r : r ≥ r∗ − Cr∗ 2/3}.
A.3 Estimates
From(A.5) it follows that∫ rk+1
rk
(−2v′′v′ + 2l(l + 1)
r2
vv′ − 2
r
vv′ − 2λnvv′) dr = 0
and then
(A.14) − v′2(rk+1) + v′2(rk) =
∫ rk+1
rk
(−2l(l + 1)
r3
+
1
r2
)
v2 dr,
4)Assumption n− l ≥ 3 is needed to have at least 2 zeroes.
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where k = 0, . . . , n− l − 1, and r0 := 0, rn−l :=∞.
Then we conclude that
|v′(rk)| > |v′(rk+1| for rk ≥ 2l(l + 1)(A.15)
and
|v′(rk)| < |v′(rk+1| for rk+1 ≤ 2l(l + 1).(A.16)
Consider first rk : (1 + ǫ)r∗ ≤ rk ≤ (1− ǫ)r∗ 5).
Then one can see easily that
(A.17) v(r) = v′k(rk)
sk
π
sin
(π(r − rk)
sk
)(
1 +O(r
−1/2
k )
)
for rk ≤ r ≤ rk+1
and we calculate the right-hand expression of (A.14) arriving to
(A.18) v′2(rk+1) = v
′2(rk)
[
1− 1
2
r−2k
s3k
π2
(
1− 2l(l + 1)
rk
+O(r
−1/2
k )
)]
.
Then in virtue of (A.11)
(A.19) v′2(rk+1) =
v′2(rk)
[
1− 1
2
r−1k sk
(
1− 2l(l + 1)
rk
)
)(
1− l(l + 1)
rk
+ λn
)−1
+O(r−1k )
]
.
Then
(A.20) v′2(rk+1)r
1/2
k+1 =
v′2(rk)r
1/2
k
[
1 +
1
2
r−1k sk
( l(l + 1)
rk
+ λn)
)(
1− l(l + 1)
rk
+ λn
)−1
+O(r−1k )
]
=
v′2(rk)r
1/2
k (1 + εk)
with εk = O
( l(l + 1)
r
3/2
k
+
1
rk
)
. In virtue of (A.9)
∑
εk ≤ C and therefore we
arrive to
(A.21) v′2(rk)r
1/2
k ≍ v′2(rm)r1/2m .
5)Which is possible if and only if l ≤ (1− ǫ′)n.
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Since
max
rk≤r≤rk+1
|v(r)| ≍ |v′(rk)(rk+1 − rk)(A.22)
we arrive to
r
−1/4
k maxrk≤r≤rk+1
|v(r)| ≍ r−1/4m max
rm≤r≤rm+1
|v(r)|.(A.23)
Then taking m ≍ n and using (A.9) we conclude that pk ≍ pmk1/2n−1/2
with pk the left-hand expression of (A.21). Since
(A.24)
∫ rk+1
rk
v2(r) dr ≍ max
rk≤r≤rk+1
v2(r)(rk+1 − rk)
we conclude that it is ≍ p2nk2n−1 and therefore their sum is ≍ p2mn2;
since it should not exceed 1, we conclude that pm ≤ Cn−1; applying
pk ≍ pmk1/2n−1/2 again we arrive to
Proposition A.4. Assume that
l ≤ (1− ǫ′)n.(A.25)
Then for (1 + ǫ)r∗ ≤ rk ≤ (1− ǫ)r∗
max
rk≤r≤rk+1
|v(r)| . k1/2n−3/2.(A.26)
Remark A.5. It follows from the arguments below that actually in (A.26)
there is “≍” sign.
Consider now zone {r : max((1− ǫ)r∗ ≤ r ≤ r∗ −Cr∗ 2/3}, again, under
assumption (A.26).
Recall, that in this zone A.12) holds and also
W (r) = (r∗ − r)r∗−2
(
1 +O
( r∗
(r∗ − rk)3/2
))
(A.27)
and
sk =
πr∗√
r∗ − rk
(
1 +O
( r∗
(r∗ − rk)3/2
))
.(A.28)
Then for rk ≤ r ≤ rk+1
v(r) = v′(rk)
sk
π
sin
(π(r − rk)
sk
)(
1 +O
( r∗
(r∗ − rk)3/2
))
.(A.29)
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Then (A.14) implies that
v′2(rk+1)− v′2(rk) = −1
2
v′2(rk)
s3k
π2r∗ 2
(
1− 2l(l + 1)
r∗
)(
1+O
( r∗
(r∗ − rk)3/2
))
,
where (A.25) ensures that the first large parentheses are disjoint 0. Then
plugging (A.28) we conclude that
(A.30) v′2(rk+1) =
v′2(rk)
[
1− 1
2
sk
(r∗ − rk)
(
1− 2l(l + 1)
r∗
)(
1 +O
( r∗
(r∗ − rk)3/2
))]
.
Then
(A.31) v′2(rk+1)(r
∗ − rk+1)−1/2 =
v′2(rk)(r
∗ − rk+1)−1/2
[
1 +
(rk+1 − rk)
(r∗ − rk)
l(l + 1)
r∗
+ εk
]
with
∑
k εk <∞.
Therefore
v′2(rk)(r
∗ − rk)−1/2+σ ≍ v′2(rm)(r∗ − rm)−1/2+σ,
and
|v′(rk)| ≍ |v′(rm)|(r∗ − rk)1/4−σ/(r∗ − rm)−1/4+σ/2,
and finally
max
rk<r<rk+1
|v(r)| ≍ max
rm<r<rm+1
|v(r)|(r∗ − rk)−1/4−σ/2(r∗ − rm)1/4+σ/2.
Taking m ≍ n such that rm ≤ (1 − ǫ)r∗ we arrive in virtue of Proposi-
tion A.4 to
Proposition A.6. Under assumption (A.25) for (1−ǫ)r∗ ≤ r < r∗−Cr∗ 2/3
(A.32) |v(r)| . (r∗ − r)−1/4−σ/2n−1/2+σ, σ = l(l + 1)
r∗
.
Consider now zone {r : max(r∗+Cr2/3∗ ≤ r ≤ (1+ǫ)r∗} provided (A.25).
The same arguments lead us to
max
rk≤r≤rk+1
|v(r)| ≍ (rk − r∗)−3/4+σ′/2(rm − r∗)3/4−σ′/2 max
rm≤r≤rm+1
|v(r)|.
and taking m ≍ l such that rm ≤ (1+ ǫ)r∗ and therefore rm . n−3/2l1/2, we
arrive to
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Proposition A.7. Under assumption (A.25) for r∗+Cr
2/3
∗ ≤ r ≤ (1+ ǫ)r∗
(A.33) |v(r)| . (r − r∗)−3/4+σ′/2n−3/2l2−σ′ , σ′ = l(l + 1)
r∗
.
Proposition A.8. Let assumption (A.25) be fulfilled. Then
(i) The following estimates hold
|v(r)| . n−5/6−σ/3 for r ≥ r∗ − Cr∗ 2/3(A.34)
and
|v(r)| . n−3/2l1−2σ′/3 for r ≤ r∗ + Cr∗2/3.(A.35)
(ii) Furthermore, let eb := Csr
∗ 2/3. Then
(A.36) |v(r)| ≤ C ′n−5/6−σ/3( b
r − r∗
)s
for r ≥ r∗ + b.
(iii) On the other hand, let b := Csr
2/3
∗ . Then
(A.37) |v(r)| ≤ C ′n−3/2 l¯1−σ′/3( b
r∗ − r
)s
for r ≤ r∗ − b.
Proof. (i) Estimates (A.34) and (A.35) for r∗ − Cr∗ 2/3 ≤ r ≤ r∗ + Cr∗ 2/3
and r∗ − Cr2/3∗ ≤ r ≤ r∗ + Cr∗2/3∗ follow from estimates (A.32) and (A.33)
and equation (A.5).
(ii) Consider φ ∈ C∞, φ = 0 on (−∞, 1
2
) and φ = 1 on (1,∞) and ϕ(r) =
φ((r − r∗)/a). Then multiplying (A.5) by ϕv and integrating by parts we
get ∫
ϕ(r)v′2(r) dr +
∫ (
W (r)− λn
)
ϕ(r)v2(r) dr =
1
2
∫
ϕ′′(r)v2(r) dr
and therefore ∫ ∞
r∗+a
r−2v2(r) dr ≤ Ca−3
∫ r∗+a
r∗+a/2
v2(r) dr
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which implies after iterations estimate∫ ∞
r∗+a
v2(r) dr ≤ C ′aM2( b
a
)s
,(A.38)
for integral from r∗+ a to r∗+2a, where M is the right-hand expression of
(A.34), which, in turn, implies (A.38) in full measure.
Then the same proof implies that∫ ∞
r∗+a
v′2(r) dr ≤ C ′a−1C ′M2( b
a
)s
which combined with (A.38) implies (A.36).
(iii) Statement (iii) is proven in the same way.
Consider now the case l ≥ (1 − ǫn. In this case both r∗ ≈ r∗ ≈ 4n2 ≈
r∗/4n
2 and, (r∗−r∗) ≈ 4n3/2
√
2(n− l), W (r) ≈ (r−r∗)(r∗−r)r∗−2, where
≈ means that the ration is close to 1.
Further Cr∗,2/3 should be replaced by Cr∗/(r∗ − r∗)1/3 and we want
Cr∗/(r∗ − r∗)1/3 ≤ (r∗ − r∗) i.e. (r∗ − r∗) ≥ Cr∗ 3/4 which is equivalent
(A.39) C0 ≤ (n− l) ≤ ǫn.
Proposition A.9. (i) Let condition (A.39) be fulfilled. Then
(A.40) |v(r)| ≤
C ′


L−1/4+σ/2(r∗ − r)−1/4−σ/2 r∗ − ǫL ≤ r ≤ r∗ − Cr∗L−1/3,
L−1/2 r∗ + ǫL ≤ r ≤ r∗ − ǫL,
L1/4−σ
′/2(r − r∗)−3/4+σ′/2 r∗ + Cr∗L−1/3 ≤ r ≤ r∗ + ǫL
with L = r∗ − r∗.
(ii) Further,
(A.41) |v(r)| ≤ C ′L−1/3+2σ/3r∗−1/4−σ/2


1 r ≥ r∗ − Cb,( b
r − r∗
)s
r ≥ r∗ + Cb
with b = r∗L−1/3.
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(iii) Furthermore,
(A.42) |v(r)| ≤ C ′L1/2−2σ′/3r−3/4+σ′∗


1 r ≤ r∗ + Cb,( b
r∗ − r
)s
r ≤ r∗ − Cb
with b = r∗L
−1/3.
Proof. Statement (i) is proven in the same way as Propositions A.4, A.6
and A.7. Statements (ii) and (iii) are proven in the same way as Proposi-
tion A.8.
Finally, consider the remaining case 1 ≤ n− l ≤ C. In the same way
Proposition A.10. Let 1 ≤ n− l ≤ C. Then
(A.43) |v(r)| ≤ Cn−1/2


(n2
r
)s
r ≥ Cn2,
1 C−1n2 ≤ r ≤ Cn2,(〈r〉
n2
)s
r ≤ C−1n2.
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