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Abstract.
This report is based on review paper [1]. Some aspects of differential and integral
calculi on generalized grassmann (paragrassmann) algebras are considered. The inte-
gration over paragrassmann variables is applied to evaluate the partition function for
the Zp+1 Potts model on a chain. Finite dimensional paragrassmann representations
for GLq(2) are constructed.
Generalizations of grassmann algebras have been considered by many authors (see
e.g. [2]-[6] and references therein) ¿from different points of view. Those generalizations
were stimulated by investigations in 2D conformal field theories [5, 8], anionic models
and topological field theories which led to consideration of unusual statistics. The last
one includes not only well known parastatistics [4] but also fractional and braid statis-
tics [6, 7]. We note also attempts to generalize supersymmetry to parasupersymmetry
[3, 5]. Our construction of paragrassmann algebras (PGA) with many variables [9, 10]
is a direct generalization of the Weyl construction [11] for the grassmann Heisenberg-
Weyl algebra.
Let us consider the algebra Πp+1 with two nilpotent generators θ and ∂:
θp+1 = 0 = ∂p+1 , θp 6= 0 , ∂p 6= 0 , (1)
where p is a positive integer (usually called the order of parastatistics). The defining
relation for this algebra is chosen such that one can push ∂ to the right:
∂θ = b0 + b1θ∂ + b2θ
2∂2 + . . .+ bpθ
p∂p . (2)
Here bi, b0 6= 0 are complex numbers restricted by consistency of eqs. (1) and (2). For
general values of {bi} one can transform the derivative as
∂ →
p∑
n=1
cnθ
n−1∂n ,
1
(ci are parameters) and reduce relations (1), (2) to the simplest form (b0 = 1, b1 = q
and bk = 0 for k ≥ 2)
∂θ = 1 + qθ∂ , ∂p+1 = 0 = θp+1 , (3)
We call this version of PGA the q-version. In this case, we deduce
∂ θi = αi θ
i−1 + qi θi ∂ , (4)
where
αi = 1 + q + . . .+ q
i−1 =
1− qi
1− q
≡ (i)q ≡ iq .
Equation ∂θp+1 = 0 is equivalent to the condition αp+1 = 0 or q
p+1 = 1 (q 6= 1)
while the condition ∂p 6= 0 requires αi 6= 0 or q
n+1 6= 1 (n < p), i.e., q must be a
primitive root of unity. Note that for p = 1 algebra (3) is isomorphic to the grassmann
Heisenberg-Weyl algebra.
The well known relations (3) and (4) have been introduced in [9] by assuming that
∂ is a differential operator satisfying a generalized Leibniz rule. It is clear that the q-
version of Πp+1 (3) is related to q-oscillators and quantum groups (see [9] and references
therein). This version is also useful for constructing PGA’s with many generators θj
and ∂j (see below). The other useful versions of PGA (1), (2) have been discussed in
[10].
Fundamental representations of the operators θ and ∂ in the q-version have the
form:
θmn = 〈m|θ|n〉 = βn+1δm,n+1 , ∂mn = 〈m|∂|n〉 =
nq
βn
δm,n−1 . (5)
where m,n = 0, 1, . . . , p; βi 6= 0 are arbitrary parameters, and we introduce the ladder
of p+ 1 states |n > defined by
∂|0〉 = 0 , |k〉 ∼ θk|0〉 , θ|k〉 = βk+1|k + 1〉 .
The dual states < m| satisfy the conditions < m|n >= δm,n. From definition of vacuum
|0 > one can obtain relations
< 0|∂n θm|0 >= δn,m nq! , (6)
which will be needed below. We introduce also the operator
g = ∂ θ − θ ∂ =⇒ gp+1 = 1 , (7)
which generates automorphisms in PGA (3):
g θ g−1 = q θ , g ∂ g−1 = q−1 ∂ .
Using operator g we define the natural hermitian conjugation for the elements θ and
∂ of PGA:
θ† = C g−1/2 ∂ , ∂† = θ g−1/2C−1 , (8)
2
where g1/2 θ = q1/2 θ g1/2, g1/2 ∂ = q−1/2 ∂ g1/2 and invertible element C ∈ Πp+1 is
chosen such that [C, θ ∂] = 0. From eqs. (7), (8) one can obtain g† = g−1, and the
conditions θ†† = θ, ∂†† = ∂ yield the relation C = C†. Now the first relation in (3) is
rewritten in the form
θ∗ θ − q1/2 θ θ∗ = g−1/2 , θ∗ ≡ C−1 θ† . (9)
As it has been shown in [1], one can put C = 1 for q = exp(2πi/(p+ 1)) and relations
(9) coincide with the definition of Macfarlane-Biedenharn’s q-oscillator [13]. For other
roots of unity q = exp(2πin/(p+1)) (n = 2, . . . , p), the condition of positive definiteness
< 0|(θ†)n θn|0 >≥ 0 leads to the statement C 6= 1 [1]. In this case relations (9) define
the modification of Macfarlane-Biedenharn’s q-oscillator.
Now we introduce an integral over paragrassmann (PG) variables which generalizes
Berezin’s integral over grassmann variables. Let us consider the algebra of PG numbers
θ and θ:
θ θ = q θ θ , θ
p+1
= 0 = θp+1 . (10)
An element of this algebra is represented as a function of θ and θ
f(θ, θ) =
p∑
n,m=0
1
nq!
fnm θ
n θ
m
, (11)
where fij is a matrix of complex numbers.
Functions which depend only on θ (or only on θ) are called holomorphic
g(θ) =
p∑
n=0
gn θ
n ≡< θ|g > , f(θ) =
p∑
n=0
fn θ
n
≡< f |θ > . (12)
The natural definition of the left derivative with respect to θ can be deduced from (4)
and looks like
∂ ⊲ (g(θ)) =
p∑
n=1
(n)q gn θ
n−1 .
The requirement
∫
dθ ∂ ⊲ (g(θ)) = 0 gives us the generalization of Berezin’s integral for
the PG case ∫
dθ θn = xp δn,p ,
where xp is a complex number which will be fixed below. Analogous integral is postu-
lated for variables θ: ∫
dθ θ
n
= xp δn,p ⇔
∫
dθ ∂ ⊲ (f(θ)) = 0 .
Our aim is to find integral representation for the matrix elements (6), i.e.
< 0| ∂n θm |0 >=
∫ ∫
dθ dθ θ
n
θmµ(θ, θ) = δn,m nq! , (13)
3
where µ(θ, θ) is a measure function which must be defined. The 2-fold integral in (13)
is understood as iterated: ∫
dθ
(∫
dθf(θ)
)
g(θ) .
Note that for the primitive root q of unity we have the following identity:
pq! = (−1)
n q−n(n+1)/2 nq! (p− n)q! .
Using this identity one can find that relation (13) is fulfilled only if we restrict numbers
xp and xp by the relation xp xp = (p)q! and choose the function µ in the form
µ(θ, θ) =
p∑
n=0
(−θ θ)n
(n)q!
≡ expq(−θ θ) . (14)
Thus, for two arbitrary holomorphic functions f(∂) and g(θ) we have the following
integral representation:
< 0| f(∂) g(θ) |0 >=
∫ ∫
dθ dθ f(θ) g(θ) expq(−θ θ) . (15)
Then, from the natural conditions∫ ∫
dθ dθ f(θ) ∂ ⊲
(
g(θ)µ(θ θ)
)
= 0 =
∫ ∫
dθ dθ ∂ ⊲
(
f(θ) g(θ)µ(θ θ)
)
, (16)
we derive (see [1]) the whole set of defining relations for the differential algebra Πp+1(2)
on the PG plane (10)
∂ θ = q θ ∂ , ∂ θ = 1 + q θ ∂ , θ ∂ = q ∂ θ , ∂ ∂ = q ∂ ∂ . (17)
Here, we have to add the relations
∂θ = 1 + qθ∂ , ∂p+1 = 0 = ∂
p+1
, (18)
postulated earlier.
Note that integrals of the type (13) and (15) for the nilpotent quantum plane (10)
have also been considered in [12], where a slightly different differential algebra Πp+1(2)
was proposed.
Taking into account relations (17), (18) we remark that evaluation of integral (15)
is equivalent to the action of a differential operator (∂p ∂
p
)
∫ ∫
dθ dθ f(θ) g(θ) expq(−θ θ) =
1
pq!
(∂p ∂
p
) ⊲
(
f(θ) g(θ)µ(θθ)
)
. (19)
The next point is that the differential algebra Πp+1(2) on the PG plane can be con-
structed as a direct product of two differential algebras Πp+1(1) (3) on the PG line.
Indeed, one can check that the operators
θ1 = θ ⊗ 1 , θ1 = g ⊗ θ , ∂1 = ∂ ⊗ 1 , ∂1 = g
−1 ⊗ ∂ , (20)
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satisfy eqs. (10), (17) and (18). The explicit form of representations (20) gives us
the idea how to extend the algebra Πp+1(2) up to the PG algebra Πp+1(2N) with the
2N + 2N generators {θi, ∂i, θi, ∂i} where i = 1, . . . , N . Indeed, by analogy with
formulas (20), generators of Πp+1(2N) can be realized as:
θi = G
a1 ⊗ . . .⊗Gai−1 ⊗ (θ ⊗ 1)⊗ I⊗(N−i) ,
θi = G
b1 ⊗ . . .⊗Gbi−1 ⊗ (g ⊗ θ)⊗ I⊗(N−i) ,
∂i = G
−a1 ⊗ . . .⊗G−ai−1 ⊗ (∂ ⊗ 1)⊗ I⊗(N−i) ,
∂i = G
−b1 ⊗ . . .⊗G−bi−1 ⊗ (g−1 ⊗ ∂)⊗ I⊗(N−i) ,
(21)
where I = 1 ⊗ 1, Gai = ga
1
i ⊗ ga
2
i , and components of the 2-D vectors ai, bi are equal
to aαj , b
α
k = ±1.
Now, we show how one can apply PGA for the consideration of the Zp+1 Potts
model on a closed 1-dimensional chain with N cites. This model is formulated in the
following manner [14]. We assign spin σi to each cite i of the chain. This spin takes
one of the p + 1 values, say 0, 1, 2, ..., p. We consider the closed chain and identify
σN+1 = σ1. Then, the partition function for this model is defined as
Z(N) =
∑
σ
exp{K
N∑
n=1
δ(σn, σn+1)} . (22)
Here
δ(σi, σj) = 1 for σi = σj and δ(σi, σj) = 0 for σi 6= σj , (23)
K = J/T , J is a constant and T - temperature. The partition function (22) can be
rewritten in terms of transfer-matrices (see [14]):
Z(N) = Tr(V N) =
∑
σ
Vσ1,σ2 Vσ2,σ3 . . . VσN ,σ1 , (24)
where a transfer-matrix V has the form
Vσn,σn+1 = ( 1 + (x− 1)δ(σn, σn+1) ) , (x = exp(K)) . (25)
Our aim is to demonstrate that the partition function (22), (24) can be calculated by
representing Z(N) in the form of 2N -fold integrals over PG variables introduced above.
As by product we obtain additional conditions on the defining relations of the algebra
Πp+1(2N), which fix this algebra completely. To perform this, we use the idea of grass-
mann factorization method successfully applied to the solution of the 2-dimensional
Ising model (see [15]). More correctly, we formulate the direct generalization of this
method to the case of PG variables.
First of all, we note that the δ- function (23) is represented as a finite sum
δ(σ, σ′) =
1
p + 1
p∑
m=0
qm(σ−σ
′) ,
5
where q = exp(2 i π/(p+1)) - a primitive root of unity. After this, the transfer-matrix
(25) is written for the n-th cite in the form
Vσn,σn+1 =
∫ ∫
dθndθn
[
µ(θnθn)(
p∑
m=0
tm
mq!
qmσnθ
m
n )(
p∑
k=0
q−kσn+1θkn)
]
, (26)
where we use formula (13) and introduce the constants
t0 =
(p+ x)
(p+ 1)
, tn =
(x− 1)
(p+ 1)
(n ≥ 1) .
Now let us substitute (26) in (22) and perform summation over spins σi with the help
of identity (0 ≤ k ≤ p)
p∑
σ=0
qkσ = (p+ 1) δk,0 .
As a result, we obtain the product of N 2-fold integrals (26) which we would like to
rewrite into one 2N -fold integral over PG variables. It can be done if we choose the
vectors ai = −bi in the definition of the algebra Πp+1(2N) (21). In this case, the
partition function (24) takes the form
Z(N) = (p+ 1)N
∫
. . .
∫
dθ1dθ1 . . . dθNdθN expq(−θ1θ1) · · · expq(−θN θN)
∑
mN
tmN
(mN)q!
θ
mN
1

∑
m1
tm1
(m1)q!
θm11 θ
m1
2 . . .
∑
mN−1
tmN−1
(mN−1)q!
θ
mN−1
N−1 θ
mN−1
N

 θmNN . (27)
Using formulas (13) and (19) one can calculate all PG integrals, which appeared in
(27), and obtain the final result:
Z(N) = (p+ 1)N
p∑
m=0
tNm = (p+ 1)
N (tN0 + p t
N
1 ) =
(
(eK + p)N + p (eK − 1)N
)
. (28)
It is possible to check this result provided that matrix V has one eigenvalue (x + p)
and p eigenvalues (x − 1). Let us note that cyclic symmetry of (27) with respect to
the permutation of indices (1→ 2→ . . .→ N → 1) (evident from representation (24))
becomes manifest if we put a1i = 1 and a
2
i = −1. Thus, the algebra Πp+1(2N) (21) is
fixed completely and defining relations acquire the form:
θi θj = q
ǫij+δij θj θi , ∂i ∂j = q
ǫij+δij ∂j ∂i , ∂i θj = q
−ǫij θj ∂i + δij ,
θi θj = q
ǫij+δij θj θi , ∂i ∂j = q
ǫij+δij ∂j ∂i , ∂i θj = q
−ǫij θj ∂i + δij , (29)
θi θj = q
−ǫij θj θi , ∂i ∂j = q
−ǫij ∂j ∂i , ∂i θj = q
ǫij θj ∂i . θi ∂j = q
ǫij ∂j θi ,
where ǫij = +1 for i > j and ǫij = −1 for i ≤ j.
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PGA with many generators (29) gives us a possibility to define (with the help of
integral (13)) the convolution product of two functions (11) f (1) and f (2):
f (3)(θ1, θ3) =
∫ ∫
dθ2dθ2 f
(1)(θ1, θ2) f
(2)(θ2, θ3)µ(θ2, θ2) .
This convolution product is equivalent to the matrix product of the corresponding
matrices of the coefficients f
(3)
ij = f
(1)
ik f
(2)
kj . An analogous convolution product of the
function (11) with holomorphic functions (12) is equivalent to the action of a matrix
on a vector or covector, while integral (15) is nothing but the contraction of the vector
and covector.
Let us introduce the PG coherent states < θ| and |θ >, which can be defined by
the equations
∂ˆk |θi >= |θi > θ
k
i , < θi| θˆ
k = θki < θi| . (30)
Here, we use special notation θˆ and ∂ˆ for the PG operators acting on the states
< .|, |. >, to distinguish them from the PG numbers θi, θi and the corresponding
derivatives ∂i, ∂i. We postulate the commutation relations
θˆ θi = q
ξ θi θˆ , ∂ˆ θi = q
−ξ θi ∂ˆ , θˆ θi = q
−ξ θi θˆ , ∂ˆ θi = q
ξ θi ∂ˆ ,
where ξ is a constant. In this case, one can construct coherent states (30) explicitly:
|θi >=
p∑
k=0
θˆk
kq!
|0 > θ
k
i , < θi| =
p∑
k=0
θki < 0|
∂ˆk
kq!
,
and check the relations (for all i)
1 =
p∑
k=0
1
kq!
θˆk |0 >< 0| ∂ˆk =
∫ ∫
dθidθi |θi >< θi|µ(θiθi) . (31)
Let us consider the following operator:
H =
p∑
n=0
hn θˆ
n (g−1/2 ∂ˆ)n =
p∑
n=0
hn q
n(1−n)/4 θˆn g−n/2 ∂ˆn ,
(where hn are real numbers) as a Hamiltonian of a quantum mechanical system on the
PG space. The hermitian property H = H† for this Hamiltonian can be verified by
using the conjugation rules (8). The heat kernel
< θ0|U(t) |θN+1 >=< θ0|exp(i tH)|θN+1 > ,
is represented as an integral in the PG space
< θ0|U(t) |θN+1 >=
∫
. . .
∫
dθ1dθ1 . . . dθNdθN expq(−θ1θ1) . . . expq(−θNθN)
< θ0|U(∆) |θ1 >< θ1|U(∆) |θ2 > . . . < θN |U(∆) |θN+1 > ,
(32)
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where the interval of time t is divided into N equal parts ∆ = t/N , and we use eq.
(31). In the limit N →∞ we obtain [1]
< θi|U(∆) |θi+1 >=
p∑
m=0
θmi θ
m
i+1
mq!
tm , (33)
where
tm ≃ exp
(
−i∆mq!
m∑
n=0
hn q
n(n+1−2m)/4
(m− n)q!
)
.
Relation (33) is deduced with the help of (30). After substitution of (33) into (32)
we obtain the formula which reminds expression (27) for the partition function Z(N).
The integral formula (32) is universal and naturally appeared in other considerations
related to the applications of PGA. We hope that, due to equations of the type
expq(θ2) expq(θ1) = expq(θ2 + θ1) (θ1θ2 = qθ2θ1) ,
and nilpotency of θi and θi, one can obtain for (32) the closed expression as a path
integral in PG space in the continuous limit ∆→ 0 (for every case p = 2, 3, . . .).
At the end of this report, we construct finite dimensional representations for the
quantum group GLq1/2(N), where N = 2, by using the realization of their generators
in terms of elements of PGA. We hope that this construction can be generalized to the
case of arbitrary N . The elements a, b, c, d of GLq1/2(2) are usually arranged as the
2× 2 matrix Tij =
(
a, b
c, d
)
, and commutation relations for these elements are [16]
a b = q1/2 b a , a c = q1/2 c a , b d = q1/2 d b , c d = q1/2 d c ,
b c = c b , [a, d] = (q1/2 − q−1/2) b c .
(34)
The following representation of the GLq1/2(2) generators in terms of the q-oscillator
∂θ = 1 + qθ∂ (PG variables) can be obtained
a = gα ∂ , b = β g1/2 , c = γ g1/2 , d = β γ (q1/2 − q−1/2) θ g−α , (35)
where α, β and γ are constants. The quantum determinant (central element for the
algebra Fun(GLq1/2(2))) acquires the form
detq1/2(T ) = a d− q
1/2 b c = −q−1/2 β γ .
The case of the group SLq1/2(2) corresponds to the choice detq1/2(T ) = 1 and leads to
an additional constraint on the parameters β γ = −q1/2. Now one can use the finite
dimensional representations (5) for PGA and construct (with the help of (35)) the (p+
1)- dimensional representations for the algebras Fun(GLq1/2(2)) and Fun(SLq1/2(2))
when qp+1 = 1.
We note that formulas (35) give also the realization of the groups GLq1/2(2) and
SLq1/2(2) for arbitrary parameters q, if we do not require the nilpotency conditions for
θ and ∂. The infinite dimensional representations of such q-oscillator define infinite
dimensional representations of GLq1/2(2) and SLq1/2(2). These representations are
related to those considered in [17].
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