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Résumé
Résumé
Le thème central de cette thèse est l’étude des groupes d’homologie et de cohomologie en-
tières, et plus particulièrement de leur sous-groupes de torsion, des variétés de dimension 3. On
s’intéresse principalement au comportement de ces derniers dans des suites de revêtements finis,
et ce problème est relié à l’approximation des invariants `2 de revêtements infinis.
Dans une première partie (correspondant aux chapitres 1 et 2) on s’intéresse au cas des
revêtements abéliens d’un complexe cellulaire quelconque et on établit en toute généralité des
résultats sur la croissance de la partie de torsion des groupes d’homologie dans les revêtements
cycliques et des résultats partiels pour les revêtements abéliens plus généraux.
La deuxième partie (chapitres 3 à 6 et Appendice A) traite uniquement de variétés hyper-
boliques de volume fini en dimension 3 ; on s’intéresse d’abord au problème de l’approximation
pour les invariants L2 analytiques dans un cadre général puis on s’intéresse plus particulièrement
aux variétés de congruence. Pour ces dernières on étudie aussi la cohomologie entière.
Mots-clefs
3–variétés, revêtements, homologie, torsion de Reidemeister, torsion analytique, groupes de
Bianchi.
Homological torsion in finite covering spaces
Abstract
The main subject of this thesis is the study of the homology and cohomology of three–
manifolds with integer coefficients, with an emphasis on their torsion subgroups. We are mainly
intersted in studying the latter in sequence of finite covers and this last problem is related to
that of approximating `2 invariants by finite ones.
In a first part (corresponding to Chapters 1 and 2) we study abelian covering spaces of CW
complexes. We prove in all generality results on the growth of the torsion part of the homology
groups in sequences of cyclic covers and partial results for more general abelian covering spaces.
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The second part (which comprises Chapters 3 through 6 and the Appendix A) deals with
finite-volume hyperbolic 3–manifolds. We study the problem of approximation for L2-analytic
invariants in general setting before turning to the exclusive study of congruence manifolds. For
these we also deal with Reidemeister torsions and integral homologies.
Keywords
3–manifolds, covering spaces, homology, Reidemeister torsion, analytical torsion, Bianchi
groups.
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Introduction
Homologie entière des variétés de dimension 3
La topologie des variétés de dimension 3 est suffisamment complexe pour qu’il soit intéres-
sant de les étudier à revêtement fini près. Par exemple on sait depuis Poincaré qu’il existe des
variétés M compactes de dimension 3, différentes de la sphère S3, telles que l’on ait néanmoins
H1(M) = 0 (où H1 désigne le premier groupe d’homologie à coefficients entiers) ; on a même de
nombreux exemples qui soient de plus hyperboliques. Il a en revanche été conjecturé par Thurs-
ton (et très récemment prouvé par I. Agol, à la suite de travaux de D. Wise) que toute variété
hyperbolique de dimension 3 possède un revêtement fini telle que le premier nombre de Betti
b1(M) = dim(H1(M)⊗Q) soit non nul (et même arbitrairement grand). L’homologie entière se
décompose comme H1(M) ∼= Zb1(M)⊕H1(M)tors et la partie de torsion a été moins étudiée. On
n’a par exemple pas de réponse à la question suivante.
Question 0.1. Soit M une variété hyperbolique de volume fini et A > 0 ; existe-t-il un revête-
ment fini M ′ de M tel que l’on ait |H1(M ′)tors| ≥ A ?
Les conjectures de Thurston sont assez subtiles (par exemple, il existe des suites Mn de
revêtements d’une variété fixée tels que le rayon d’injectivité des Mn tende vers l’infini mais
H1(Mn)⊗Q = 0 pour tout n, cf. [CD06],[BE06]) et leur solution a nécéssité l’usage de propriétés
géométriques fines des variétés hyperboliques. Par contraste on peut espérer obtenir une réponse
affirmative à la question 0.1 en exhibant des suites de revêtements finisMn tels que |H1(Mn)tors|
croisse exponentiellement avec le degré. Par exemple on a la question plus précise suivante.
Question 0.2. Soit M une variété hyperbolique de volume fini ; existe-t-il une suite (Mn) de
revêtements finis de M tels que
lim inf
n→∞
log |H1(Mn)tors|
volMn
> 0 ?
Dans certains cas (pour les variétés arithmétiques) on conjecture que la réponse est affirma-
tive (cf. Conjecture 0.13 ci-dessous). Le seul élément de réponse pour le cas général est donné
par des résultats sur des modèles aléatoires de variétés pour lesquels on obtient avec une très
forte probabilité (qui tend vers 1 quand la “complexité géométrique” du modèle augmente) que
le H1 est fini et non trivial ; pour plus de détails on réfère à [DT06],[Kow08, Proposition 7.19]).
Le problème d’étudier les groupes d’homologie dans des suites de revêtements finis a par ailleurs
un intérêt propre, et est lié à l’autre problème qui motive cette thèse.
Approximation des invariants `2 et homologie des revêtements
finis
Si H est un groupe et Hn une suite de sous-groupes on dit que Hn est exhaustive si pour
tout g ∈ H il n’existe qu’un nombre fini de n tels que g ∈ Hn. Soit X un CW-complexe fini,
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Λ un groupe résiduellement fini, Γ = π1(X), φ : Γ → Λ un morphisme surjectif et Λn un
suite exhaustive de sous-groupes distingués, d’indice fini, de Λ. On note Γn = φ−1(Λn), X̃ le
revêtement universel de X et Xn = Γn\X̃.
Question 0.3. Pour k = 0, . . . ,dimX, quel est le comportement asymptotique des suites
bk(Xn)
[Λ : Λn]
,
log |Hk(Xn)tors|
[Λ : Λn]
?
La réponse devrait être donnée en terme des “invariants `2” du revêtement infini X̂ =
ker(φ)\X̃. On refère à [Lüc02, Chapter 13] pour un apercu plus complet sur la question dans le
cas des nombres de Betti.
Nombres de Betti
SoitX un CW-complexe fini. Si X̂ → X est un revêtement infini alors les groupes d’homologie
de X̂ sont en général de rang infini. Si c’est un revêtement galoisien de groupe Λ le complexe
cellulaire de X̂ (à coefficients complexes) est isomorphe à un C[Λ]-module libre et on peut se
limiter à considérer des chaînes de carré intégrable. On peut alors donner un sens aux nombres
de Betti `2 du revêtement X̂ → X, ce sont des nombres réels que l’on note b(2)p (X̂). La première
partie de la question ci-dessus a alors été complètement traitée par W. Lück dans [Lüc94a] :
Théorème 0.4 (Lück). On reprend la notation de la question 0.3. Pour p = 0, . . . ,dimX on a
la limite
lim
n→∞
bp(Xn)
[Λ : Λn]
= b(2)p (X̂).
On a même des estimées sur la vitesse de convergence, cf. [CW03] et 1.3.1 ci-dessous. Dans
le cas où X est une variété hyperbolique de volume fini et Λ = π1(X) le premier nombre de
Betti b(2)1 (X̃) est nul (cf. [Lüc02, Chapitre 4]).
Le schéma de la preuve de Lück est le suivant : on munit les Xn de leurs structures cel-
lulaires π1(X)-invariantes relevées de celle de X, et on note dnp les différentielles du complexe
cellulaire C∗(Xn). Les mesures spectrales µnp des différentielles dnp sont par définition les mesures
de comptage des valeurs propres des (dnp )∗dnp , et on veut alors calculer la limite de µnp (0) : plus
précisément on veut montrer que l’on a
µnp (0)/[Λ : Λn]→ µ(2)p (0) (1)
où les µ(2)p sont les “mesures spectrales `2” des différentielles du complexe C∗(X̂). Pour cela on
commence par démontrer que l’on a les limites µ
n
p
[Λ:Λn] → µ
(2)
p (au sens de la convergence faible
des mesures) où µ(2)p sont les mesures spectrales `2 des différentielles du complexe C∗(X̂). La
convergence faible n’est pas suffisante pour impliquer la limite (1) : par exemple les masses de
Dirac δn en 1/n convergent faiblement vers la masse de Dirac δ∞ en 0 mais on a δn(0) = 0 pour
tout n alors que δ∞(0) = 1. Il faut donc contrôler les petites valeurs propres des (dnp )∗dnp pour
démontrer qu’il “n’y a pas de masse positive se déplaçant vers 0”, i.e. que l’on a une majoration
uniforme sur les µnp ((0, ε))/[Λ : Λn] pour ε > 0 assez petit : c’est le contenu du lemme 2.8 de
[Lüc94a], qui donne l’estimée µnp ((0, ε))/[Λ : Λn] (− log ε)−1.
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Torsion homologique
Il n’y a pas d’analogue `2 aux torsions homologiques |Hp(X)tors| connu en toute généralité.
On a besoin de passer par la torsion de Reidemeister pour énoncer une conjecture précise en
rapport avec la question 0.3. La torsion de Reidemeister τ(X) de X est un invariant incorporant
le produit alterné des ordres des sous-groupes de torsion Hp(M)tors, qui dépend en général de
la structure cellulaire (cf. le lemme 1.3 ci-dessous et [Tur01]). On peut lui définir un analogue `2
pour les revêtements infinis, τ (2)(X̂). SiX est une variété hyperbolique de volume fini, Λ = π1(X)
alors τ (2)(X̂) ne dépend pas de la structure cellulaire et est toujours négatif. La question naturelle
(cf. [BV, 7.8]) est alors :
Question 0.5. Quand est-ce-que l’on a
τ(Xn)
1
[Λ:Λn] −−−→
n→∞
τ (2)(X̂) ? (2)
La torsion de Reidemeister et la torsion `2 sont toutes deux définies à partir des fonctions
spectrales, plus précisément on a
τ(Xn)
1
[Λ:Λn] = exp
dimX∑
p=0
∫ +∞
0+
log λ
dµnp (λ)
[Λ : Λn]
 , τ (2)(X̂) = exp
dimX∑
p=0
∫ +∞
0+
log λ dµ(2)p (λ)
 .
(3)
Comme la fonction log diverge en 0 la convergence faible n’implique pas la convergence des
intégrales ci-dessus, et la majoration µ
n
p ([0,ε])
[Λ:Λn]  (− log ε)
−1 n’est pas non plus suffisante. Une
condition suffisante, donnée dans [Lüc94a, Theorem 3.4], est que µ
n
p ([0,ε])
[Λ:Λn] ) ε
a pour un a > 0.
En pratique cette dernière n’a été vérifiée systématiquement que pour les revêtements cycliques
(cf. par exemple [Lüc02, Lemma 13.63]) et pour certaines suites de revêtements abéliens (cf. la
proposition 1.12 plus bas).
Une réponse positive à la question 0.5 ne donne pas immédiatement de résultat sur la crois-
sance de l’ordre de la torsion de chacun des groupes Hp(Xn). En général il n’est même pas
clair que l’on puisse quantifier le comportement de la suite log |Hp(Xn)tors|. De plus les termes
additionnels dans τ(Xn) peuvent a priori être eux aussi à croissance exponentielle. Dans le cas
abélien ces problèmes sont en partie résolus dans les chapitres 1 et 2 de cette thèse (qui ont été
publiés dans l’article [Rai12b]) et il le sont complètement (modulo une conjecture de théorie des
nombres) dans l’article [Le] (qui donne aussi des résultats partiels plus précis que les nôtres).
Enfin, il est possible de poser la question 0.5 dans un cadre analytique (cf. la question 0.10 ci-
dessous) et de relier la croissance des invariants analytiques à celle des invariants topologiques.
Ces problèmes sont étudiés dans [BV],[ABB+] pour les variétés localement symétriques com-
pactes, et le but des chapitres 3 à 6 ci-dessous est d’étudier le cas des 3–variétés hyperboliques
non-compactes.
Croissance de la torsion homologique dans les revêtements abé-
liens
On présente ici les résultats des chapitres 1 et 2.
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Un bref historique
Le premier contexte où la croissance de l’ordre de l’homologie de torsion a été étudiée est
celui des revêtements cycliques des extérieurs de noeuds. Soit k un noeud dans la sphère S3,
K un voisinage régulier de k et M = S3 −K. C’est une variété de dimension 3 compacte dont
le bord est un tore. On sait que π1(M)ab = H1(M) ∼= Z et on a donc un revêtement cyclique
infini M̂ →M associé à la surjection π1(M)→ H1(M) et des revêtements finis Mn associés aux
applications π1(M) → H1(M) → Z/nZ, de sorte que l’on est dans le cadre de la question 0.3.
Le polynôme d’Alexander ∆(k) ∈ Z[t±1] de K est un invariant classique que l’on sait calculer
à partir d’un diagramme pour k (cf. 1.2.4 pour une définition). Par exemple, pour le noeud de
huit k8 illustré ci-dessous on a ∆(k8) = −t+ 3− t−1.
Figure 1 – Le noeud de huit (source : Wikipédia)
Pour certains n on a alors une expression explicite pour l’ordre de H1(Mn)tors, la formule de
Fox : on sait que pour tout n on a b1(Mn) ≥ b1(M) = 1, et si on a l’égalité (b1(Mn) = 1) alors
on a :
|H1(MN )tors| =
∏
ζN=1
|∆(k)(ζ)|
(cette formule a été énoncée par J. Fox, cf. [Web79] pour une preuve complète). On sait que
∆(k) 6= 0, et en utilisant un résultat d’approximation diophantienne de A. Gelfond (ou une
version plus forte dûe à M. Baker) on peut alors montrer que l’on a la limite
1
n
∑
ζn=1
log |∆(k)(ζ)| −−−→
n→∞
m(∆(k)) :=
∫
T1
log |∆(k)(z)|dz
(où T1 est le cercle unité de C muni de la mesure de Lebesgue de masse 1), voir par exemple le
lemme 1.18 ou la proposition 2.8 de [SW02b].
Les premiers résultats de croissance exponentielle de la torsion homologique ont été établis
en utilisant ces considérations, comme on va maintenant le décrire. Soit d le produit des entiers
l tels que le l-ième polynôme cyclotomique divise ∆(k). On sait alors que pour tout n on a
H1(Mn)⊗Q ∼= H1(Mn+d)⊗Q
(cf. [SW02b, Proposition 2.2] ou [Gor72, Theorem 4.1(ii)]). On obtient alors que
lim
n→∞
d|n−1
( 1
n
log |H1(Mn)tors|) = m(∆
)
;
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en particulier, si m(∆(k)) > 0 on obtient ainsi une suite de revêtements finis Mn de M tels que
lim inf |H1(Mn)tors|
1
n > 0. Ce résultat a été originellement démontré par F. González-Acuña et
H. Short (cf. [GAS91]) et, indépendamment, par R. Riley (cf. [Ril90]). Il répond affirmative-
ment à une question de C. Gordon, qui avait démontré dans [Gor72] que si m(∆(k)) = 0 on
a en fait H1(Mn) ∼= H1(Mn+d). Vu que le noeud de huit est hyperbolique et que m(∆(k8)) =
log
(
3+
√
5
2
)
> 0 ce résultat donne des exemples de 3–variétés hyperboliques de volume fini ayant
une torsion dans leur H1 aussi grande que l’on veut.
Soit maintenant ` un entrelacs à m > 1 brins (i.e. une union disjointe de m noeuds) dans S3,
L un voisinage régulier et M = S3 − L. On a alors Λ := H1(M) ∼= Zm et pour un sous-groupe
Λ′ d’indice fini dans Λ on note MΛ′ le revêtement fini associé à π1(M) → Λ → Λ/Λ′. On veut
étudier le comportement de log |H1(MΛn)tors|/[Λ : Λn] dans des suites (Λn) exhaustives (i.e.
telles que pour tout v ∈ Λ on ait v 6∈ Λn dès que n est assez grand). La formule de Fox admet
une généralisation, dûe à J. Mayberry et K. Murasugi (cf. [MM82], ou [Por04] pour une preuve
plus courte), qui s’applique aux MΛ tels que b1(MΛ′) = m. Cependant les nombres de Betti de
MΛn peuvent tendre vers l’infini, ce qui rend la démonstration ci-dessus inapplicable dans ce
cas. Deux autres obstructions apparaissent : la généralisation au cas de plusieurs variables de
l’estimée de Gelfond utilisée plus haut n’est pas connue, et le premier polynôme d’Alexander
peut être nul.
En utilisant des méthodes issues des systèmes dynamiques algébriques, D. Silver et S.
Williams on démontré dans [SW02a] que si le polynôme d’Alexander ∆(`) est non nul alors
il existe une suite Λn telle que
log |H1(MΛn)tors|
[Λ : Λn]
−−−→
n→∞
m(∆(`)) (:=
∫
Tm
log |∆(`)|).
De plus la limite supérieure du terme de gauche est toujours inférieure ou égale à m(∆(`)). Si
` = k est un noeud alors on a en fait
lim
n→∞
log |H1(Mn)tors|
n
= m(∆(k))
(ce dernier résultat est aussi démontré dans [SW02b]). Ils conjecturent que dans le cas général,
si ∆i(`) est le premier polynôme non nul dans la suite des polynômes d’Alexander de ` alors on
a la limite
lim
n→∞
log |H1(MΛn)tors|
[Λ : Λn]
= m(∆i(`)) (4)
pour toute suite exhaustive Λn.
La mesure de Mahler m(∆(`)) peut être interprétée comme la torsion `2 du revêtement acy-
clique M̂ (cf. 1.2.4 ci-dessous, [LZ06] ou [Lüc94b]). Dans [BV] N. Bergeron et A. Venkatesh ont
utilisé ceci pour donner une nouvelle preuve du théorème de Silver and Williams sur les noeuds :
la non-nullité du polynôme d’Alexander signifie que le premier nombre de Betti `2, b(2)1 (M̂), du
revêtement cyclique infini M̂ →M , est nul, et dans ce cas (comme on l’a mentionné plus haut)
il est connu que la suite τ(Mn)
1
n converge vers τ (2)(M̂) : l’estimée diophantienne de Baker est
exactement ce dont on a besoin pour contrôler les petites valeurs propres (qui correspondent
aux valeurs d’un polynôme à coefficients entiers). Bergeron et Venkatesh montrent ensuite que
la croissance exponentielle de la torsion de Reidemeister ne peut venir que de H1(Mn)tors (voir
[BV, Theorem 7.3] ou le corollaire 2.4 ci-dessous).
Résultats
Le principal résultat de la première partie de cette thèse (Théorème 2.19) est une généra-
lisation des résultats de [BV] au cas de revêtements abéliens libres de n’importe quel rang, et
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qui ne sont pas forcément `2-acycliques (i.e. les b(2)p ne sont pas tous nuls). Un corollaire en est
l’approximation suivante à la conjecture de Silver et Williams.
Théorème 0.6. On reprend la notation de (4). Il existe une suite exhaustive (Λn) telle que
lim
n→∞
log |H1(MΛn)tors|
[Λ : Λn]
= m(∆i(`)).
Une solution complète à la conjecture de Silver et Williams (modulo la généralisation des
résultats d’approximation diophantienne nécéssaires) est donnée dans [Le], qui démontre aussi in-
cositionnellement que la limite supérieure de log |H1(XΛn)/[Λ : Λn] est inférieure àm(∆i(H1(X̂))).
Dans le cas de revêtements cycliques on obtient un résultat plus propre, le théorème 2.5,
qui généralise le théorème 2.10 de [SW02b] et résoud complètement la question 0.3 dans le cas
cyclique.
Théorème 0.7. Soit X un CW-complexe fini. On suppose que l’on a un morphisme non-
trivial π1(X)→ Z, soit Xn, X̂ les revêtements cycliques finis et infini associés. On a alors pour
p = 0, . . . ,dimX :
lim
n→∞
log |Hp(Xn)tors|
n
= m(∆j(Hp(X̂)))
où ∆j(Hp(X̂)) est le premier polynôme d’Alexander non nul de Hp(X̂).
On donne quelques exemples de variétés de dimension 3 auxquelles ce théorème s’applique,
dans l’optique d’une réponse positive à la question 0.1, dans la section 2.2.4.
Plan de preuve
Dans le chapitre 1 on relie les invariants `2 (nombres de Betti et torsion) à des invariants
classiques (rang et polynômes d’Alexander). On réalise ensuite la première étape vers le théorème
0.6, la preuve d’une version faible de l’approximation de la torsion `2 énoncée dans la question
0.5. La preuve est basée sur le résultat (connu) dans le cas cyclique, à partir duquel on construit
des suites pour lesquelles la limite (2) reste vraie.
Dans le chapitre 2 on commence par adapter les arguments de [BV, Section 7] à notre cadre
pour obtenir un résultat d’approximation pour le produit alterné
∏dimX
p=0 |Hp(Xn)tors| dans le
cas où X̂ est `2-acyclique. A partir de ce moment on passe dans un cadre algébrique : on
peut définir des invariants `2 pour les modules en utilisant des résolutions finies, et le résultat
d’approximation établi pour les complexes acycliques a pour conséquence un résultat sur les Z[Λ]-
modules de torsion (le lemme 2.5). On veut alors établir le même résultat pour des modules de
type fini généraux, ce qui se fait en considérant d’abord le cas sans torsion. On commence par
considérer le cas où Λ ∼= Z (donc Z(Λ) ∼= Z[t±1]) : on montre alors que si M est un Z[t±1]-
module sans torsion alors la Z-torsion des modules M/(tn − 1)M est bornée indépendamment
de n. L’idée de la preuve est essentiellement contenue dans l’exemple suivant.
Exemple 0.8. Soit p un nombre premier et M le Z[t±1]-module (t − 1, p) ⊂ Z[t±1]. On voit
aisément que l’on a M/(tn− 1)M ∼= Z/p⊕Zn−1, en particulier sa torsion est toujours égale à p.
On en déduit la croissance exponentielle de l’homologie de torsion pour des complexes de
Z[t±1]-modules en utilisant des manipulations algébriques élémentaires. Pour le cas m > 1,
comme pour démontrer l’approximation de la torsion `2 on se ramène au cas cyclique. Pour ce
faire on utilise les conséquences algébriques d’un théorème de Bombieri et Zannier.
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Torsion analytique et homologie de torsion des variétés hyperbo-
liques de volume fini
On présente ici le contenu des chapitres 3 à 6 et de l’appendice A.
Invariants analytiques et topologiques et approximation pour les variétés com-
pactes
SoitM une variété riemannienne compacte ; il est bien connu que l’on peut relier les nombres
de Betti de M à l’analyse des espaces de formes différentielles sur M , via la cohomologie de de
Rham et les formes harmoniques. On peut aussi exprimer la torsion de Reidemeister par des
biais analytiques : la torsion analytique T (M) est un invariant riemannien défini à partir du
spectre des laplaciens sur les formes différentielles (cf. [RS71]) et le théorème de Cheeger-Müller
[Che79], [Mül78] montre qu’elle est égale à une certaine torsion de Reidemeister. Par exemple,
si M est une 3–variété hyperbolique compacte et H1(M)⊗Q = 0 on a
T (M) = volM × |H1(M)tors|−1.
Dans le cas où H1(M)⊗Q 6= 0 il s’y rajoute un facteur lié aux 1-formes harmoniques sur M .
La définition de la torsion analytique est la même que celle des torsions de Reidemeister en
utilisant la mesure spectrale des Laplaciens de Hodge à la place de celles des différentielles du
complexe cellulaire. Idéalement on voudrait poser
T (M) = exp
dimM∑
p=0
p(−1)p
∫ +∞
0
log(λ)dµMp (λ)
 = exp
dimM∑
p=0
p(−1)p
∑
j≥1
µMp (λ
p
j ) log λ
p
j
 (5)
où µMp ([a, b]) est le nombre de valeurs propres dans [a, b] (comptées avec multiplicités) de ∆p[M ],
µpM (λ) = µ
p
M ([0, λ]) − µ
p
M ([0, λ)) et (λ
p
j ), j ≥ 1 sont les valeurs propres positives de ∆p[M ].
L’intégrale dans l’exponentielle ne converge pas vu que ∆p[M ] est un opérateur non borné ;
pour donner néanmoins un sens à (5) on définit une fonction zeta par ζp(s) =
∑
j≥1(λ
p
j )−s.
Celle-ci converge pour Re(s) assez grande et se prolonge en une fonction méromorphe qui est
holomorphe en s = 0, et on a alors formellement ζ ′p(0) =
∑
j≥1 log λ
p
j . On pose ainsi
T (M) = exp
dimM∑
p=0
p(−1)pζ ′p(0)
 .
Comme dans le cadre combinatoire, on déduit de manière formelle de la convergence des mesures
spectrales et d’estimées sur les petites valeurs propres des résultats d’approximation pour les
invariants analytiques. Il est cependant plus pratique de travailler avec des noyaux de la chaleur.
Lorsqu’on se restreint à étudier des suites de variétés riemanniennes on gagne un degré de
liberté au sens où on n’a plus besoin de considérer des revêtements finis d’une variété fixée pour
donner un sens à la question 0.3. Si on fixe un groupe de Lie simple non-compact et à centre fini
G, un sous-groupe compact maximal K alors S = G/K est un espace symétrique riemannien
et si Γn est une suite de sous-groupes cocompacts sans torsion alors les Mn = Γn\S sont des
variétés riemaniennes compactes. On se pose alors la question suivante.
Question 0.9. Quel peut être le comportement asymptotique des suites
bp(Mn)
volMn
,
log |Hp(Mn)tors|
volMn
?
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On peut ainsi reprouver le théorème de Lück 0.4 pour les suites d’espaces localement sy-
métriques ; cette approche analytique permet même de le généraliser à certaines suites Γn non
exhaustives, voir par exemple le théorème 0.11.
En revanche, pour ce qui est de la torsion on se heurte au problème des petites valeurs propres.
Par exemple, si M est une 3–variété hyperbolique compacte alors toute suite exhaustive (Mn)
de revêtements finis de M a un nombre arbitrairement grand de valeurs propres arbitrairement
petites sur les 1-formes, et la répartition de ces dernières reste bien incomprise. On peut ce-
pendant démontrer des résultats d’approximation en considérant la torsion à coefficients dans
certains fibrés dits fortement acycliques, par exemple (8) . On discutera cette situation plus loin,
on refère aussi à [BV],[ABB+] et aux sections 4.1 et 6.1 ci-dessous pour plus de précisions.
Utilisation des noyaux de la chaleur
L’opérateur de la chaleur sur les p-formes est défini formellement par e−t∆p[M ]. C’est un
opérateur borné et dans le cas où M est compacte il est même compact et à trace, c’est-
à-dire qu’il existe une base hilbertienne φpj des p-formes de carré intégrable sur M telle que
e−t∆
p[M ]φpj = e
−tλpjφpj et
∑
j≥0 e
−tλpj < +∞, on note Tr e−t∆p[M ] =
∑
j≥0 e
−tλpj . Un calcul formel
donne alors l’égalité
ζp(s) =
1
Γ(s)
∫ +∞
0
ts Tr e−s∆p[M ]dt
t
pour Re(s) assez grande, où Γ est la fonction d’Euler définie par Γ(s) =
∫+∞
0 e
−tts−1dt. Il vient
par prolongement analytique
log T (M) = d
ds
dimM∑
p=0
p(−1)p 1Γ(s)
∫ +∞
0
ts Tr e−t∆p[M ]dt
t

s=0
.
Pour tout t0 > 0 le côté droit est égal à
dimM∑
p=0
p(−1)p
(
d
ds
( 1
Γ(s)
∫ t0
0
ts Tr e−t∆p[M ]dt
t
)
s=0
+
∫ +∞
t0
Tr e−t∆p[M ]dt
t
)
.
L’opérateur de la chaleur est un opérateur de convolution par un noyau symétrique, c’est-à-
dire qu’il existe une fonction, notée abusivement e−t∆p[M ], sur M ×M à valeurs dans ∧pTM ⊗
∧pT ∗M (i.e. on a e−t∆p[M ](x, y) ∈ Hom(∧pT ∗xM,∧pT ∗yM)) telle que pour toute p-forme f de
carré intégrable on ait
e−t∆
p[M ]f(x) =
∫
M
e−t∆
p[M ](y, x)f(y)dy.
On a alors
Tr e−t∆p[M ] =
∫
M
tr e−t∆p[M ](x, x)dx.
Une telle fonction existe aussi pour l’opérateur de la chaleur de M̃ , et on définit sa trace par
rapport à l’action de Γ = π1(M) par
TrΓ e−t∆
p[M̃ ] =
∫
D
tr e−t∆p[M̃ ](x, x)dx
où D est un domaine fondamental pour l’action de Γ sur M̃ . La torsion analytique L2 du
revêtement M̃ →M est alors définie comme suit :
log T (2)(M) =
dimM∑
p=0
p(−1)p
(
d
ds
( 1
Γ(s)
∫ t0
0
ts TrΓ e−t∆
p[M̃ ]dt
t
)
s=0
+
∫ +∞
t0
TrΓ e−t∆
p[M̃ ]dt
t
)
.
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Dans le cas où M̃ = S est un espace symétrique riemannien la trace tr e−t∆p[S](x, x) ne dé-
pend pas de x ∈ S et il suit que TrΓ e−t∆[S] = volM tr e−t∆
p[S](x0, x0) pour tout x0 ∈ S et
log T (2)(M) = t(2)(M̃) volM où t(2)(M̃) ne dépend que de S. Dans le cas où S = H3 on a
t(2)(H3) < 0. Si Mn est une suite de 3–variétés hyperboliques compactes telle que injMn → ∞
(on rappelle que pour x ∈ M le rayon d’injectivité injx(M) est le plus petit r > 0 tel que
BM (x, r) soit homéomorphe à une boule ouverte et injM = infx∈M injxM) on montre (cf. [BV])
que pour tout t0 > 0 on a
1
volMn
Tr e−t0∆p[Mn] = tr e−t0∆p[H3](x0, x0) (6)
pour n’importe quel x0 ∈ H3 et que
1
volMn
d
ds
( 1
Γ(s)
∫ t0
0
ts Trπ1(M) e
−t∆p[Mn]dt
t
)
s=0
−−−→
n→∞
d
ds
( 1
Γ(s)
∫ t0
0
ts Trπ1(M) e
−t∆p[H3]dt
t
)
s=0
.
(7)
L’approximation pour les invariants L2 analytiques est le problème suivant ; on pose b(2)p (H3) =
limt→∞ tr e−t0∆
p[H3](x0, x0) pour n’importe quel x0 ∈ H3.
Question 0.10. Soit S un espace symétrique. Pour quelles suites Mn de quotients de volume
fini de S a t’on les limites
bp(Mn)
volMn
−−−→
n→∞
b(2)p (S),
log T (Mn)
volMn
−−−→
n→∞
t(2)(S) ?
On a vu que la première limite est vérifiée au moins par les suites exhaustives de variétés (i.e.
dont le rayon d’injectivité tend vers l’infini). Pour la seconde, d’après (7) il suffit de démontrer
que l’intégrale aux grands temps, qui tend vers 0 quand t0 → ∞, le fait uniformément en n.
Pour ceci on aurait besoin d’estimées uniformes sur les petites valeurs propres des laplaciens.
Voir [ABB+, Conjecture 10.4] pour un énoncé conjectural de conditions suffisantes.
Torsion à coefficients locaux
On peut généraliser les problèmes ci-dessus en introduisant un fibré vectoriel réel E → M
muni d’un produit euclidien ; les p-formes de carré intégrables sur M à coefficients dans E sont
munies d’un laplacien et d’un noyau de la chaleur que l’on notera encore ∆p[M ], e−t∆p[M ] et on
peut définir la torsion analytique comme ci-dessus. Le théorème de Cheeger-Müller s’étend à ce
cadre, cf. [Mül93],[BZ92]. L’intérêt de cette généralisation est que dans certains cas les laplaciens
ont un spectre uniformémement minoré, ce qui permet de déduire de (7) l’approximation pour
la torsion analytique. On appelle de tels fibrés des fibrés fortement acycliques, pour des variétés
hyperboliques il en existe toujours (cf. [BV, Section 4] ou la proposition 0.23 plus bas). Par
exemple, si E est le fibré plat induit par la représentation de SL2(C) sur V = Symn1 C2 ⊗
Symn2 C2 il est fortement acyclique si n1 6= n2 et si on note T (M ;V ) la torsion analytique à
coefficients dans E et t(2)(V ) = log T (2)(M ;V )/ volM on a t(2)(V ) < 0 et
lim
n→∞
log T (Mn;V )
volMn
= t(2)(V ) (8)
pour toute suiteMn de 3–variétés hyperboliques compactes telle que injMn →∞. Si lesMn sont
des variétés arithmétiques on peut définir une homologie entière H∗(Mn;VZ). La forte acyclicité
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implique en particulier, via la théorie de de Rham-Hodge, que l’on aH∗(M ;E) = 0 et les groupes
Hp(Mn;VZ) sont donc finis. Le théorème de Cheeger-Müller implique alors que l’on a
T (Mn;V ) =
|H0(Mn;VZ)| |H2(Mn;VZ)|
|H1(Mn;VZ)|
d’où il suit que
lim inf
n→∞
log |H1(Mn;VZ)|
volMn
≥ −t(2)(V ) > 0.
Pour des suites de congruence on sait que log |Hp(Mn;VZ)| = o(volMn) pour p 6= 1 et il suit que
l’on a lim log |H1(Mn;VZ)|volMn = −t
(2)(V ) (cf. [ABB+, Theorem 10.9] et Théorème 6.1).
Convergence d’espaces localement symétriques
Dans le but d’étudier les problèmes 0.9 et 0.10 pour des suites non exhaustives une no-
tion assez souple de convergence pour les espaces localement symétriques a été introduite dans
[ABB+], la “convergence de Benjamini-Schramm” (voir aussi l’appendice A). L’exemple le plus
simple d’une telle convergence, qui illustre bien le contenu géométrique de la notion, est la géné-
ralisation suivante d’une suite exhaustive : pour une variété riemannienne N et x ∈ N on note
injx(N) le rayon d’injectivité en x, et on dit que Mn converge au sens de Benjamini-Schramm
vers S si pour tout R > 0 on a
vol{x ∈Mn, injx(Mn) ≤ R}
volMn
−−−→
n→∞
0.
Cette approche permet de prouver des résultats assez frappants. Par exemple le théorème suivant
est le résultat principal de [ABB+11].
Théorème 0.11. Soit G un groupe de Lie simple, K un sous-groupes compact maximal, S =
G/K et Γn une suite de réseaux sans torsion de G. Soient Mn = Γn\S : on suppose de plus que
le rayon d’injectivité des Mn est uniformément minoré. On a alors pour tout p = 0, . . . ,dimS
lim
n→∞
bp(Mn)
volMn
= 0.
Dans [ABB+] les auteurs obtiennent aussi des résultats sur l’approximation pour la torsion
analytique (à coefficients dans un fibré fortement acyclique), comme mentionné plus haut. Ce-
pendant on sait qu’il existe des suitesMn qui BS-convergent vers H3 mais telles que log T (Mn) =
o(volMn) (J. Brock et N. Dunfield [BD] ont en effet construit des suites BS-convergentes Mn
telles que H1(Mn) = 0 pour tout n)
Variétés à cusps
Les questions 0.9, 0.10 et la notion de convergence de Benjamini-Schramm font sens pour des
variétés de volume fini non-compactes. Pour démontrer des résultats on utilise ici une hypothèse
supplémentaire sur les suites de variétés que l’on considère : on veut que leurs cusps ne dégénèrent
pas (dans l’espace des tores euclidiens unimodulaires), on dit qu’une suite est cusp-uniforme
si elle vérifie cette condition (cf. la section 4.2.1). Le premier but de la seconde partie est
d’étudier le généralisation des résultats d’approximation (6),(8) au cas de variétés hyperboliques
de volume fini (et pour des suites BS-convergentes et cusp-uniformes). Le second est d’énoncer
et de démontrer une version du théorème de Cheeger-Müller dans ce cadre et d’en déduire
des résultats de croissance exponentielle de l’homologie de torsion. On refère à [MP12],[Pfa12],
[MP11] pour des travaux sur des thèmes proches.
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Trace régularisée
SoitM une 3–variété hyperbolique de volume fini, non-compacte. Les opérateurs de la chaleur
e−t∆
p[M ] ne sont pas à trace (ils ne sont même pas compacts) et pour utiliser l’approche ci-dessus
à la question 0.9 il faut donc trouver un moyen de donner malgré tout un sens à leur trace. Pour
ce faire on utilise la formule des traces de A. Selberg. La variété M est composée d’une partie
compacte M1 qui est une variété ayant h composantes de bord toutes homéomorphe au tore T2
et de “bouts” E1, . . . , Eh homéomorphes à T2 × [1,+∞), recollés sur les composantes de bord.
On peut réaliser cette décomposition de manière géométrique, ce qui donne une paramétrisation
des bouts par T2 × [1,+∞). On note alors MY = M1 ∪
⋃h
j=1E
Y
j où EYj est l’image dans Ej
de T2 × [1, Y ]. Les noyaux de la chaleur sont intégrables sur les variétés compactes MY et la
formule de pré-trace de Selberg donne une asymptotique pour l’intégrale de leur trace sous la
forme suivante : ∫
MY
tr e−t∆p[M ](x, x)dx = A log Y +B + o(1). (9)
On définit alors la trace régularisée TrR de l’opérateur de la chaleur par TrR e−t∆[M ] = B. La
décomposition de M en M1 et Ej n’est pas canonique et la trace régularisée dépend des choix
faits, c’est pourquoi l’on est réduit à ne l’étudier que dans des suites de revêtements d’une variété
fixée (on fait les choix pour cette dernière et cela les détermine dans tous ses revêtements).
Il y a en fait deux formes pour la formule de pré-trace : l’une exprime B en fonction de la
géométrie de M (cf. la proposition 3.5 plus bas) et l’autre en fonction du spectre de ∆p[M ] (le
résultat que l’on appelle usuellement formule des traces est l’égalité des deux côtés). Le côté
géométrique permet d’étudier le comportement des traces dans des suites de variétés et on peut
ainsi établir le résultat suivant (Théorème 4.6).
Théorème 0.12. Soit M une 3–variété hyperbolique de volume fini et Mn une suite cusp-
uniforme de revêtements de M qui BS-converge vers H3. Alors pour tout t > 0 on a
TrR e−t∆
p[Mn]
volMn
−−−→
n→∞
tr e−t∆p[H3](x0, x0).
Torsions analytiques
La torsion analytique régularisée d’une variété de volume fini non-compacte se définit par la
même formule que dans le cas compact :
TR(M) =
3∑
p=0
p(−1)p d
ds
( 1
Γ(s)
∫ t0
0
TrR e−t∆
p[M ]ts
dt
t
)
s=0
+
∫ +∞
t0
TrR e−t∆
p[M ]dt
t
.
Il faut bien sûr vérifier que les intégrales convergent pour Re(s) assez grande et qu’elles se
prolongent analytiquement : on refère à [Par09],[MP12] et à la section 4.3 ci-dessous pour les
détails. Dans une suite de revêtements on étudie le terme aux petits temps en utilisant le côté
géométrique de la formule des traces et on n’a aucun mal à démontrer qu’il approxime bien
le terme L2 correspondant. Le terme aux grands temps se traite en utilisant le côté spectral,
mais les termes additionnels venant du spectre continu viennent compliquer son évaluation par
rapport au cas compact. On obtient donc finalement un résultat conditionnel (Théorème 4.14) :
pour une suite comme dans le théorème 0.12 et un fibré fortement acyclique provenant d’une
représentation de dimension finie V de SL2(C), sous une condition supplémentaire de nature
analytique on a bien
lim
n→∞
TR(Mn;V )
1
volMn = t(2)(V ).
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Sous les mêmes hypothèses on montre une égalité asymptotique entre la torsion régularisée
des Mn et la torsion analytique absolue ou relative ∗ d’une suite de variétés tronquées MY
n
n
(Théorème 4.15). La preuve de ce dernier résultat est semblable à celle de l’approximation pour
les torsions analytiques : pour les petits temps on estime les intégrales des noyaux de la chaleur
sur les variétés tronquées, en utilisant notamment un résultat de W. Lück et T. Schick [LS99].
Pour les grands temps on a besoin d’estimer le trou spectral pour les laplaciens absolus ou relatifs
sur les variétés tronquées, ce qui se fait à l’aide de résultats de F. Calegari and A. Venkatesh
[CV10, Chapter 6].
Variétés de congruence
Soit F un corps quadratique imaginaire (par exemple F = Q(i)) et OF son anneau des
entiers (dans l’exemple donné, OF = Z[i]). Γ = SL2(OF ) est alors un réseau arithmétique de
SL2(C) non cocompact, qui contient de la torsion. Les sous-groupes de congruence principaux
sont définis par
Γ(I) =
{(
a b
c d
)
∈ SL2(OF ), b, c ∈ I, a, d ∈ 1 + I
}
pour I un idéal non nul de OF , et un sous-groupe de congruence est un sous-groupe de Γ qui
contient l’un des Γ(I).
Pour les variétés de congruence l’image assez floue que l’on a des résultats d’approximation
et de la croissance de l’homologie de torsion devient plus claire. Par exemple on a la conjecture
suivante (une légère généralisation de [BV, Conjecture 1.3]) :
Conjecture 0.13. Soit Γ un groupe arithmétique dans SL2(C) et Γn une suite de sous-groupes
de congruence de Γ deux à deux distincts. Soit VZ un Γ-module arithmétique, on a la limite :
lim
n→∞
log |H1(Γn;VZ)tors|
vol Γn\H3
= −t(2)(V )
et aussi
lim
n→∞
log |H2(Γn;VZ)tors|
vol Γn\H3
= −t(2)(V )
Cette conjecture semble hors de portée dans le cas où VZ⊗C n’est pas fortement acyclique, en
particulier dans le cas de coefficients triviaux. Dans le cas de coefficients fortemement acycliques
elle a été démontrée pour des groupes cocompacts dans [ABB+] (voir aussi le théorème 6.1
ci-dessous), mais pour des groupes non-cocompacts nous ne parvenons pas ici à une solution
complète (cette dernière semble cependant accessible par les méthodes utilisées). En plus de
ces résultats partiels la conjecture est supportée par des expérimentations numériques de M.H.
Şengun [Şen11], et par des considérations arithmétiques (cf. [CV10],[BV, Section 6]).
Pour la première étape (l’approximation pour les torsions analytiques) il faut vérifier les
conditions du théorème 4.14. La BS-convergence est vraie pour toutes les suites de variétés de
congruence (cf. Théorème 5.14 et [ABB+, Theorem 1.11]). On vérifie la cusp-uniformité pour
∗. Ces dernières sont définies comme la torsion analytique des variétés compactes mais en utilisant l’extension
du laplacien avec des conditions—absolues ou relatives—au bord, cf. 4.4.1 plus bas.
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certaines suites explicites de sous-groupes de congruence de SL2(OF ), définies par
Γ0(I) =
{(
a b
c d
)
∈ SL2(OF ), c ∈ I
}
,
Γ1(I) =
{(
a b
c d
)
∈ SL2(OF ), c ∈ I, a, d ∈ 1 + I
}
.
On a alors le résultat suivant (cf. Théorème 5.11).
Théorème 0.14. Soit In une suite d’idéaux de OF deux à deux distincts et Γn = Γ(In),Γ1(In)
ou Γ0(In) ∩ Γ(3) †, Mn = Γn\H3. On a
lim
n→∞
log TR(Mn;V )
volMn
= t(2)(V ).
On établit aussi pour ces mêmes suites explicites un “théorème de Cheeger-Müller asymp-
totique”. Contrairement à ce qui se passe pour des variétés compactes, même si V est une
représentation fortement acyclique de SL2(C) on peut avoir H1(M ;V ) 6= 0 pour M une variété
de volume fini, ce qui vient du fait que toute la cohomologie n’est pas représentée par des formes
de carré intégrable. Pour énoncer une égalité de la torsion analytique avec une torsion de Reide-
meister il faut donc d’abord définir cette dernière. Une telle définition est donnée par Calegari
et Venkatesh ‡ : on pose
τ(M ;VZ) =
|H1(M ;VZ)tors|
R1
× R
2
|H2(M ;VZ)tors|
(10)
où Rp est le covolume du réseau H1(M ;VZ)libre ⊂ H1(M ;V ) pour une métrique euclidienne
définie d’une manière réminescente du procédé de régularisation (cf. [CV10, Section 6.2] et
(6.5),(6.6) plus bas). Une manière naturelle pour tenter de prouver que TR(M ;V ) = τ(M ;VZ) est
donc d’appliquer le théorème de Cheeger-Müller à bord [BM11], [Lüc02] aux variétés tronquées
et de comparer les deux côté de l’égalité Tabs = τabs avec leurs analogues régularisés. On obtient
ainsi le résultat suivant (Théorème 6.4).
Théorème 0.15. Soient Γn, V comme dans l’énoncé du théorème 0.14, on a
log TR(Mn;V )− log τ(Mn;VZ)
volMn
−−−→
n→∞
0.
On ne parvient cependant pas à établir la véracité de la conjecture 0.13 dans ces cas. On arrive
à montrer que les termes |H1(Mn;VZ)tors| et R2 dans (10) ont une croissance sous-exponentielle,
mais pas à majorer la croissance de R1 (ce dernier problème est lié aux propriétés arithmétiques
des fonctions L de Hecke). On n’obtient ainsi qu’une borne supérieure (Théorème 6.10).
Théorème 0.16. Soient Γn comme dans l’énoncé du théorème 0.14 et VZ = O2F ; on a
lim sup
n→∞
log |H2(Mn;VZ)tors|
volMn
≤ −t(2)(V ).
†. Les groupes Γ0(I) contiennent de la torsion et on l’élimine en les intersectant avec un sous-groupe de
congruence sans torsion.
‡. Leur définition incorpore en fait des termes additionnels, mais comme nous ne nous intéressons ici qu’au
comportement asymptotique et que ces derniers sont de logarithme négligeable devant le volume on ne les a pas
retenus.
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En utilisant une astuce géométrique on parvient néanmoins à démontrer le résultat suivant
(Théorème 6.19).
Théorème 0.17. Soit Γn comme dans l’énoncé du théorème 0.14, n1 6= n2 deux entiers positifs
ou nuls et VZ = Symn1(O2F )⊗Symn2(O
2
F ) Il existe une suite Γ′n de sous-groupes d’indice 2 dans
Γn tels que l’on a
lim inf
n→∞
log |H1(M ′n;VZ)tors|
volM ′n
≥ −12 t
(2)(V ).
Multiplicités limites
Soit M une variété hyperbolique de volume fini. L’expression spectrale pour la torsion régu-
larisée a la forme
TrR e−t∆
p[M ] =
∑
j≥0
mpM (λ
p
j )e
−tλpj + S(M)
où λpj , j ≥ 0 sont les valeurs propres de ∆p[M ] dans les p-formes de carré intégrable et S(M)
est composé de termes liés au spectre continu du Laplacien (et dépend des choix faits lors de la
définition de la trace régularisée). Une question intéressante est de déterminer le comportement
asymptotique desmpMn(λ
p
j ) dans une suite BS-convergente de variétés, ce qui d’après le théorème
6 revient à étudier celui de S. Pour les suites de congruence introduites plus haut on montre
que S(Mn) = o(volMn), ce qui résulte dans le théorème suivant (Corollaire 5.10).
Théorème 0.18. Soit Γn comme dans l’énoncé du théorème 0.14. Pour tout λ ∈ [0,+∞) on a
lim
n→∞
mpMn(λ)
volMn
= 0.
Ce résultat est bien connu dans de nombreux autres cadres, dont une liste (non exhaustive)
suit. Savin prouve dans [Sav89] la convergence des multiplicités de représentations (qui implique
le corollaire 5.10 via la formule de Matsushima) pour toute suite de sous-groupes de congruence
principaux dans un Q-groupe simple fixé. Dans le cas cocompact la limite est due à de George
et Wallach [dGW78] et on a en fait des bornes sous-linéaires explicites dues à Sarnak et Xue
[SX91] pour les sous-groupes de congruence principaux des groupes arithmétiques cocompacts.
Ces bornes ont été généralisées aux sous-groupes de congruence non principaux et à un groupe
G quelconque dans [ABB+] (mais on perd sur le côté explicite). Enfin, le résultat de multipli-
cités limites est établi sous une forme plus forte dans [FLM12] pour les suites de sous-groupes
principaux de GLn(F ) où F est un corps de nombres.
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0.1 Homologie cellulaire
0.1.1 Anneaux de groupes et modules
Si E est un ensemble et A un anneau on note A[E] le A-module libre dont une base est
indexée par E. Si E est un groupe cet ensemble a de plus une structure de A-algèbre dont la
multiplication est donnée par (a.g)× (b.h) = (ab).gh.
Soit Γ un groupe dénombrable. Si n, n′ ≥ 1 et A est une matrice n×n′ à coefficients dans A[Γ]
on la considère comme un morphisme de Γ-modules de A[Γ]n′ dans A[Γ]n en faisant opérer A[Γ]
sur lui-même par multiplication à droite. On notera enfin `2(Γ) le sous-espace de CΓ composé
des séries formelles de carré sommable :
`2(Γ) =
∑
γ∈Γ
aγγ, aγ ∈ C,
∑
γ∈Γ
|aγ |2 < +∞
 .
Un Z[Γ]-complexe fini est une suite
0 dn+1−−−→ An
dn−→ An−1 → . . .→ A1
d1−→ A0
d0−→ 0
où chaque Ap est un Z[Γ]-module et les dp sont Γ-équivariantes et vérifient dp−1 ◦ dp = 0. On
notera A∗, d∗ un tel complexe et H∗(A) son homologie, définie par Hp(A) = ker(dp)/ im(dp−1).
0.1.2 Complexes cellulaires pour les revêtements finis et coefficients locaux
Une bonne référence pour le contenu de cette section est [Hat02, Chapter 2, Chapter 3.H].
Soit X un CW-complexe fini, i.e. X =
⋃d
p=1X
p où X0 est un ensemble fini de points et pour
p = 1, . . . , d on a
Xp = Xp−1 ∪φ
( np⊔
l=1
epl
)
où les epl sont homéomorphes à la boule fermée de dimension p et φ est une application continue de⊔np
l=1 ∂e
p
l vers Xp−1. Le complexe cellulaire de X est le Z-module gradué C∗(X) =
⊕d
p=0Cp(X)
où Cp(X) est le Z-module libre sur les epl . On peut définir des différentielles dp : Cp → Cp−1 qui
vérifient dp−1dp = 0 et l’homologie H∗(X) est alors l’homologie du complexe C∗(X), d∗ ; elle ne
dépend que du type d’homotopie de X. Ces définitions s’étendent sans problème à des complexes
cellulaires infinis.
Soit X̃ le revêtement universel de X et Γ ∼= π1(X) le groupe de Galois de X̃ → X. Alors
X̃ a une structure cellulaire Γ-invariante qui relève celle de X ; on fixe des relevés arbitraires
ẽpl des p-cellules de X à X̃ , le complexe cellulaire de X̃ muni de cette structure cellulaire est
alors un Z[Γ]-complexe et Cp(X̃) est un Z[Γ]-module libre dont une base est formée par les ẽpl .
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Soit φ : Γ→ Λ un morphisme surjectif et X̂ = kerφ\X̃ qui est donc un revêtement Galoisien de
X de groupe de Galois Λ. La structure cellulaire Γ-invariante sur X̃ descend en une structure
Λ-invariante sur X̂ et il suit que pour tout p, Cp(X̂) est un Z[Λ]-module libre dont une base est
donnée par les êpl où ê
p
l est l’image de ẽ
p
l dans X̂. Le complexe C∗(X̂) est un Z[Λ]-complexe et
chaque Hp(X̂) est donc naturellement un Z[Λ]-module.
Un système local sur X est pour nous la donnée d’un Z-module VZ (qui dans la suite sera
toujours libre de type fini) et d’une représentation σ : Γ = π1(X)→ SL(VZ), autrement dit d’un
Z[Γ]-module. On définit alors le complexe C∗(X;VZ) des chaînes sur X à coefficients dans VZ
par :
Cp(X;V ) = Cp(X̃)⊗Z[Γ] VZ (11)
où l’on rappelle que l’on considère Cp(X̃) comme un Γ-module à droite, l’action étant donnée
par :
(γẽkl ) · γ′ = (γγ′)ẽkl .
On note H∗(X;V ) l’homologie du complexe C∗(X;V ). Le fait suivant sera utile pour calculer
l’homologie des revêtements finis.
Lemme 0.19. Soit X un complexe cellulaire, Γ′ ⊂ Γ = π1(X) et Y = Γ′\X̃. Alors pour tout
Z[Γ]-module V on a un isomorphisme de complexes Γ-équivariant
C∗(Y ;V )
∼−→ (C∗(X̃)⊗ V )⊗Z[Γ] Z[Γ/Γ′].
En particulier on a H∗(Y ) ∼= H∗(X;Z[Γ/Γ′]).
Démonstration. Il suffit de vérifier que l’application
C∗(X̃)⊗Z[Γ′] V 3 x⊗ v 7→ (x⊗ v)⊗ 1 ∈ (C∗(X̃)⊗ V )⊗ Z[Γ/Γ′]
est bien définie et est un isomorphisme. Ceci suit immédiatement de la définition du produit
tensoriel.
0.1.3 Dualités
Cohomologie
On reprend les notations de la section précédente. On pose Cp(X;V ) = HomZ[Γ](Cp(X̃), V ),
par dualité on peut définir des applications dp : Cp(X;V ) → Cp+1(X;V ), ce qui définit un
complexe dont on note H∗(X;V ) l’homologie.
Forme de Kronecker
On note V ∗ le dual Hom(V,Z), Zp(X;V ) = ker(dp) et Zp(X;V ∗) = ker(dp). On a une
forme bilinéaire naturelle sur Zp(X;V )×Zp(X;V ∗) dont on vérifie qu’elle descend en une forme
bilinéaire non dégénérée
(., .)X : H1(X;V )libre ×H1(X;V ∗)libre → Z.
Si Y est un sous-CW-complexe de X et i son inclusion dans X on a la propriété de naturalité
suivante :
∀η ∈ Hp(Y ;V ∗), ω ∈ Hp(X;V ) : (i∗η, ω)X = (η, i∗ω)Y . (12)
Si V est muni d’une forme bilinéaire non-dégénérée et Γ-invariante on obtient une forme de
Kronecker sur Hp(X;V )libre ×Hp(X;V )libre qui possède les mêmes propriétés.
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Dualité de Poincaré
On suppose maintenant que X est une variété compacte de dimension n ayant un bord ∂X.
On fixe une structure cellulaire sur X telle que ∂X soit un sous-CW-complexe et on définit
C∗(X, ∂X;V ) = C∗(X;V )/C∗(∂X;V ).
La dualité de Poincaré est un isomorphisme (de Z-modules gradués)H∗(X;V )
∼−→ Hn−∗(X, ∂X;V )
(on a aussi une dualité H∗(X, ∂X;V )
∼−→ Hn−∗(X;V )).
D’autre part on a la suite exacte longue d’homologie :
. . .→ Hp−1(X, ∂X;V )→ Hp(∂X;V )→ Hp(X;V )→ Hp(X, ∂X;V )→ Hp+1(∂X;V )→ . . .
Proposition 0.20. Le diagramme :
. . . −−−−→ Hp(∂M ;V ) −−−−→ Hp(M ;V ) −−−−→ Hp(M,∂M ;V ) −−−−→ . . .y y y
. . . −−−−→ Hn−1−p(∂M ;V ∗) −−−−→ Hn−p(M,∂M ;V ∗) −−−−→ Hn−p(M ;V ∗) ←−−−− . . .
commute, où les flèches verticales représentent la dualité de Poincaré.
La dualité de Poincaré et la proposition 0.20 sont établies dans [Bre97, Theorem V.9.3].
0.2 Fibrés plats sur les espaces localement symétriques
Si VZ est un Z[Γ]-module et on pose V = VZ ⊗ R on obtient une homologie réelle H∗(X;V )
et l’image de H∗(M ;VZ)libre dans H∗(X;V ) est un réseau. D’autre part on peut définir un fibré
sur X dont l’espace total est Γ\(V ⊗ X̃) ; on va s’intéresser ci-dessous à ces fibrés dans le cas où
X est une variété riemanienne localement symétrique.
0.2.1 Espaces symétriques et localement symétriques
Soit G un groupe de Lie réel simple non compact. Les sous-groupes compacts maximaux de
G sont tous conjugués, on en choisit un que l’on note K. Si k ⊂ g est l’algèbre de Lie de K alors
la forme de Killing B de g est définie négative sur k et en notant p l’orthogonal de k pour B on a
donc g = k⊕p et p est stable sous l’action adjointe de K sur g. Le sous-espace p s’identifie donc à
l’espace tangent en K à la variété G/K. La forme de Killing est définie positive et K-invariante
sur p et ceci munit donc S = G/K d’une métrique riemannienne G-invariante. On peut de plus
montrer que l’application exponentielle induit un difféomorphisme de p sur S ; ce dernier est
donc une variété riemanienne simplement connexe (en fait difféomorphe à un Rd) dont on peut
montrer qu’elle est à courbure sectionnelle négative.
Le groupe d’isométries directes de S est égal à l’image de G et agit donc transitivement. Si
Γ est un sous-groupe discret de G alors l’action de Γ sur S est discontinue (i.e. pour tout x ∈ S
il existe un voisinage U de S tel que γU ∩ U est non-vide seulement pour un nombre fini de
γ ∈ Γ, et si de plus Γ est sans torsion alors il n’a pas de point fixe et il suit que pour tout x ∈ S
il existe un voisinage U 3 x tel que ∀γ ∈ Γ − {1G}, γU ∩ U = ∅. Le quotient Γ\S est alors
une variété riemannienne localement isométrique à S. On dit qu’un sous-groupe discret Γ ⊂ G
est un réseau si le quotient Γ\G admet une mesure G-invariante finie, de manière équivalente si
Γ\S est de volume riemannien fini.
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0.2.2 Fibrés plats
On fixe G,K comme ci-dessus et un sous-groupe discret sans torsion Γ ⊂ G. Les fibrés
vectoriels réels plats sur M = Γ\S sont tous obtenus comme suit : soit σ une représentation de
Γ sur un R-espace vectoriel de dimension finieW ; on a un fibré vectoriel Fσ surM dont l’espace
est le quotient Γ\(S ×W ). Pour γ ∈ Γ et une p-forme f sur S à coefficients dans W (i.e. f est
une section lisse du fibré trivial ∧pT ∗H3 ⊗W ) on note γ∗f = σ(γ)−1 ◦ f ◦ ∧pTγ (où Tg désigne
l’action de g ∈ G sur TH3). Alors les p-formes sur M à coefficients dans Fσ correspondent aux
sections Γ-équivariantes de ∧pTS → W , i.e. aux f ∈ Ωp(S;W ) qui vérifient γ∗f = f pour tout
γ ∈ Γ.
On s’intéresse ici aux fibrés plats tels que la représentation de monodromie σ soit la restriction
à Γ d’une représentation ρ de G sur un espace vectoriel réel V . La représentation σ = ρ|Γ n’est
jamais orthogonale mais le fibré Fσ a une autre description qui permet de le munir d’un produit
euclidien. A un facteur près il existe un unique produit scalaire sur V pour lequel K agisse par
isométries et p par des endomorphismes auto-adjoints. D’autre part, le groupe K agit à droite
sur Γ\G × V par (g, v).k = (gk, ρ(k−1)v) et le quotient (Γ\G × V )/K est l’espace d’un fibré
vectoriel de fibre V sur M que l’on notera Eρ. Comme K préserve le produit euclidien sur V le
fibré Eρ est muni d’une métrique eucidienne, que l’on désignera dans la suite par |.|. Les sections
de carré intégrable de Eρ correspondent alors au sous-espace
{f : Γ\G→ V, |f | ∈ L2(Γ\G), ∀g ∈ G, k ∈ K, f(gk) = ρ(k−1)f(g)},
et plus généralement les p-formes sur M à coefficients dans Eρ correspondent à
L2Ωp(M ;Eρ) =
(
L2(Γ\G)⊗ V ⊗ ∧pp∗
)K
= HomK(∧pp, L2(Γ\G)⊗ V ).
On a un isomorphisme naturel de Eρ vers Fσ induit par l’application G× V → G× V, (g, v) 7→
(g, ρ(g).v). Dans la suite on notera L2Ωp(M ;V ) l’espace des p-formes de carré intégrable sur M
à coeficients dans Eρ.
0.2.3 Laplaciens
On garde la notation de la sous-section précédente. Les Laplaciens de Hodge ∆p[M ] sont
des opérateurs non-bornés des espaces L2Ωp(M ;V ) qui sont essentiellement auto-adjoints. dont
on donne maintenant une brève description. La différentielle extérieure sur Ωp(M ;V ) est définie
localement par d(f ⊗ v) = df ⊗ v pour v ∈ V et f ∈ Ωp(M). Elle définit un opérateur non borné
de L2Ωp(M ;V ) vers L2Ωp+1(M ;V ) ; on note d∗p son adjoint formel, et on définit les laplaciens
par ∆p[M ] = d∗pdp+dp−1d∗p−1. Il est bien connu (cf. [Che73]) que ces derniers sont des opérateurs
essentiellement autoadjoints.
Les définitions ci-dessus sont valables pour toute variété Riemannienne, dans le cas des
espaces localement symétriques on a une description alternative de ces opérateurs en termes de
représentations unitaires que l’on va exposer succintement en suivant [BW00, Chapter II] (voir
aussi [BC05, Chapitre 1]). L’élément de Casimir C de G est un élément du centre de l’algèbre
enveloppante de g. Il agit donc sur un sous-espace dense H∞ dans la représentation
HomR(∧pp, L2(G)⊗ V )
de G (où l’action sur ∧pp est triviale). Les sous-espaces
L2Ωp(M ;V ) = HomK(∧pp, L2(G)⊗ V ).
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sont contenus dans H∞ et stables sous l’action de C. Si f ⊗ v = ω ∈ L2Ωp(M ;V ) on a alors
∀u ∈ ∧pp,∆p[M ]ω(u) = (−C · f(u))⊗ v(u) + f(u)⊗ (C · v(u))
(ce résultat est connu sous le nom de Lemme de Kuga). Le Casimir agit par un scalaire λV
dans la représentation irréductible V de G, et si Hπ ⊂ L2(Γ\G) est une représentation unitaire
irréductible de G le Casimir y est représenté par un scalaire λπ. Si ω ∈ HomK(∧pp, Hπ ⊗ V ) ⊂
L2Ωp(M ;V ) on a donc ∆p[M ]ω = (λV − λπ)ω. En particulier la décomposition de L2(Γ\G) en
représentations irréductibles donne la décomposition de L2Ωp(M ;V ) en espaces propres pour le
Laplacien : soit λ ∈ [0,+∞) et Ĝ(λ) l’ensemble des représentations irréductibles π de G pour
lesquelles on a π(C) = λ. Le sous-espace des p-formes propres du Laplacien pour la valeur propre
−λ est égal à ⊕
π∈Ĝ(λ−λV )
HomK(∧pp, Hπ ⊗ V )m(Γ,π)
où m(Γ, π) est la multiplicité de π dans L2(Γ\G), i.e. le plus grand entier m tel que l’on ait un
plongement G-équivariant (Hπ)m → L2(Γ\G).
En général, siM est non-compacte les espaces L2Ωp(M ;V ) ne sont pas décomposés en somme
directe de sous-espaces propres pour les Laplaciens (de manière équivalent L2(Γ\G) n’est pas une
somme directe de représentations irréductibles) et on doit utiliser des “paquets spectraux” pour
le décrire complètement. Dans tous les cas où une telle situation a lieu on décrira explicitement
la décomposition.
0.2.4 SL2(C)
Représentations unitaires
Pour G = SL2(C) on a une classification complète des représentations unitaires irréductibles.
On définit les sous-groupes suivants de G :
P∞ =
{(
a b
0 a−1
)
, a ∈ C×, b ∈ C
}
, N∞ =
{(
1 b
0 1
)
, b ∈ C
}
,
A∞ =
{(
a 0
0 a−1
)
, a ∈ R×+
}
, M∞ =
{(
eiθ 0
0 e−iθ
)
, θ ∈ [0, 2π]
}
.
Pour a ∈ A∞ on note |a| la valeur absolue du terme en haut à gauche. Si σ est un caractère de
M et ν ∈ C on définit la représentation induite πσ,ν de G comme agissant par g.f(x) = f(xg)
sur le complété du sous-espace
Hσ,ν = {f ∈ C∞(G), f(mang) = σ(m)|a|2(ν+1)f(g)
pour le produit préhilbertien
〈f, f ′〉 =
∫
K
f(k)g(k)dk
(cf. [Kna01, Chapter VII.1]). La représentation πσ,ν est unitaire exactement quand ν ∈ (iR) ou
quand σ est trivial et ν ∈ [0, 2]. Elle est irréductible si ν 6= 0, 2, et toute représentation unitaire
irréductible non triviale de G est isomorphe à l’une des πσ,ν . Les seuls isomorphismes entre
ces dernières sont donnés par πσ,ν ∼= πσ,−ν . Pour une discussion complète de ces résultats on
peut consulter [Kna01, Chapter XVI.1]. On notera Ĝ l’ensemble des représentations unitaires
irréductibles de G, qui est donc en bijection avec (Z× R ∪ [0, 2])/ ∼ où (k, ν) ∼ (−k,−ν) pour
ν ∈ iR, t ∼ 2 − t pour t ∈ [0, 2] et (0, 1) ∼ 1. Ceci le munit d’une topologie (qui est en fait la
topologie de Fell, cf. [BC05, Chapitre 2.2]).
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Formule de Plancherel et mesures spectrales
La formule de Plancherel pour les groupes semi-simples, dûe à Harish-Chandra, donne une
décomposition explicite de L2(G) en représentations irréductibles pour l’action à droite où à
gauche de G. On se contente ici de l’énoncé suivant, pour lequel on réfère à [Ped97, (0.11)] et
[Kna01, Theorem 11.2]. On définit la transformée de Fourier d’une fonction f ∈ C∞c (G) par
f̂(π) =
∫
G
f(g)π(g)dg ∈ B(Hπ).
Théorème 0.21. Pour toute f ∈ C∞c (G) on l’opérateur f̂(π) est à trace. Il existe une me-
sure Borélienne ν sur Ĝ, supportée sur les représentations de la série principale et absolument
continue par rapport à la mesure de Lebesgue, telle que
f(h) =
∫
Ĝ
Tr(π(h) ◦ f̂(π))dν(π) =
∫
Ĝ
Tr(f̂(π) ◦ π(h))dν(π).
L’application f 7→ f̂ se prolonge en un isomorphisme G×G-équivariant d’espaces de Hilbert
L2(g) ∼=
∫
Ĝ
B(Hπ)dν(π)
où G × G agit sur B(Hπ) par (g, h).φ = π(g) ◦ φ ◦ π(h)−1 et sur L2(G) par la représentation
birégulière ((g, h).f)(x) = f(g−1xh).
Il suit que l’on a un isomorphisme G-équivariant à gauche
(L2(G)⊗ ∧pp∗ ⊗ V )K ∼=
∫
Ĝ
HomK(Hπ,∧pp⊗ V ∗)⊗Hπ dν(π).
La valeur propre du Casimir de G dans l’espace Hν,σl est égale à ν2 − (1 − |l|/2)2. La mesure
spectrale sur les p-formes à coefficients dans V est alors la mesure borélienne µpV sur [0,+∞)
définie par
µpV (A) =
∫
πσl,ν ,(−ν2+(1−|l|/2)2+λV )∈A
dimC HomK(∧pp, Hπ ⊗ V )dν(π). (13)
Noyaux automorphes
On note H3 la variété riemannienne G/K. Les laplaciens sur H3 sont eux aussi des opéra-
teurs essentiellement auto-adjoints et pour φ ∈ C∞([0,+∞)) on peut donc définir un opérateur
φ(∆p[H3]) sur L2Ωp(H3;V ). Pour φ ∈ S(R) c’est un opérateur à noyau, c’est-à-dire qu’il existe
kφ,p ∈ C∞(H3 ×H3; (∧pTH3 ⊗ V )⊗ (∧pTH3 ⊗ V )∗),
tel que φ(∆) soit l’opérateur de convolution avec kφ,p, i.e. kφ,p(x, y) ∈ Hom(∧pTxH3⊗V,∧pTyH3⊗
V ) et pour une p-forme f ∈ L2Ωp(H3;V ) on a
φ(∆p[H3])f(y) =
∫
H3
kφ,p(x, y)f(x)dx.
La formule de Plancherel implique que pour x0 ∈ H3 on a
tr kφ(x0, x0) =
∫ +∞
0
φ(λ)dµpV (λ). (14)
Pour une large classe de fonctions φ les noyaux kφ,p sont à décroissance rapide. On retiendra le
résultat suivant.
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Théorème 0.22. Il existe un sous-espace dense (dans la métrique C∞) A(R) ⊂ S(R) tel que
pour toute φ ∈ R on ait kφ,p(x, y) e−Ad(x,y) pour tout A > 0.
On verra plus loin par d’autres biais (cf. section 0.4) que la conclusion est vérifiée par
u 7→ e−tu. Pour une preuve on refère à [ABB+, Lemma 7.2] (où il en fait est montré que les
transformées de Fourier de noyaux à support compact contiennent un sous-espace dense). Les
noyaux kφ,p sont équivariants sous l’action diagonale de G sur H3 × H3, ce qui veut dire que
pour tout g ∈ G, x, y ∈ H3 on a
kφ,p(x, y) = (∧pTxg−1 ⊗ ρ(g)−1) ◦ kφ,p(gx, gy) ◦ (∧pTxg ⊗ ρ(g)). (15)
Pour g ∈ G on pose g∗kφ,p(x, y) = (∧pTxg−1⊗ρ(g)−1)◦kφ,p(x, y) ∈ Hom(∧pTxH3⊗V,∧pTg−1yH3⊗
V ) et on définit le noyau automorphe associé à φ par
KΓφ,p(x, y) =
∑
γ∈Γ
γ∗kφ,p(x, γy).
La série converge uniformément sur les compacts d’après l’estimée du lemme 0.27 plus loin. On
voit enfin que KΓφ,p est Γ-équivariant en chaque variable et que pour f ∈ L2Ωp(M ;V ) on a
φ(∆p[M ])f(y) =
∫
Γ\H3
KΓφ,p(x, y)f(x)dx. (16)
Représentations de dimension finie et forte acyclicité
Le groupe G = SL2(C) agit sur C2 de la manière naturelle, mais aussi par des transfor-
mations anti-holomorphes via g 7→ ḡ. On note C2 l’espace de cette dernière représentation, les
représentations réelles de dimension finie de G sont alors les représentations sur les espaces
Vn1,n2 = Symn1(C2)⊗ Symn2 C2
pour n1, n2 deux entiers positifs ou nuls. On remarque que ρ(−1G) = 1SL(Vn1,n2 ) si et seulement si
n1−n2 est impair. On note e1, e2 la base canonique de C2 et ek,l le vecteur (en1−k1 ek2)⊗(ē
n2−l
1 ē
l
2) ∈
Vn1,n2 , de sorte que {ek,l, k = 0, . . . , n1, l = 0, . . . , n2} sont une base de Vn1,n2 .
La propriété la plus importante pour nous des Vn1,n2 est le fait qu’ils ont un trou spectral
uniforme quand n1 6= n2. Le résultat suivant est une conséquence immédiate de [BV, Lemma
4.1].
Proposition 0.23. Soient n1 6= n2 et V = Vn1,n2. Il existe un λ0 > 0 tel que pour tout sous-
groupe discret Γ ⊂ G, N = Γ\H3, p = 0, 1, 2, 3 et φ ∈ L2Ωp(N ;V ) on a :
〈∆p[N ]φ, φ〉L2Ωp(N ;V ) ≥ λ0‖φ‖L2Ωp(N ;V ).
Bergeron and Venkatesh donnent à cette propriété de la représentation de G sur V le nom
de forte acyclicité.
0.3 Variétés hyperboliques de volume fini
Dans cette section on note G = SL2(C) et on fixe comme sous-groupe compact maximal
K = SU(2).
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0.3.1 L’espace hyperbolique H3
Pour un exposé sur le contenu de cette sous-section on réfère à [EGM98, Chapter 1]. L’espace
symétrique Riemannien G/K est isométrique à l’espace hyperbolique H3 que l’on identifiera ici
au demi-espace C × (0,+∞) muni de la métrique Riemannienne donnée par dzdz̄+dy
2
y2 dans les
coordonnées (z, y). Les géodésiques dans ce modèle sont les arcs de cercle orthogonaux à C×{0}
(où l’on considère C× [0,+∞) comme plongé dans l’espace euclidien R3) et les droites verticales.
Une géodésique est donc déterminée par deux points dans C ∪ {∞} ∼= P1(C).
Pour voir ce fait on fait agir G sur la droite projective complexe P1(C), ce qui donne une
action sur les géodésiques de H3. Un point x ∈ H3 peut être réalisé comme l’intersection de
deux géodésiques c1, c2 de H3, et si g ∈ G on définit g.x = (g.c1) ∩ (g.c2). Cette définition ne
dépend pas du choix de c1, c2. Il existe aussi une réalisation de cette action par une formule en
coordonnées, cf. [EGM98, Chapter 1, equations (1.9), (1.10)].
0.3.2 Classification des isométries
On rappelle qu’un élément non trivial g ∈ SL2(C) est dit :
• Parabolique ou unipotent si tr g = 2 ;
• Elliptique si tr g ∈ R et | tr g| < 2 ;
• Loxodromique dans les cas restants.
Un élément parabolique fixe exactement un point du bord et agit par des translations eucli-
diennes sur les horosphères issues de ce point.
Un élément elliptique g fixe exactement deux points du bord et la géodésique qui les joint
(que l’on appellera son axe). Il agit par rotations euclidiennes sur les horosphères issues de ses
points fixes et par rotations hyperboliques sur les hyperplans orthogonaux à son axe. Toutes
ces rotations ont le même angle θ, que l’on appellera donc l’angle de g. Si x ∈ H3 la distance
d(x, gx) ne dépend que de la distance r de x à l’axe de g, on notera d(x, gx) = `θ(r).
Enfin, un élément loxodromique g fixe exactement deux points du bord ; il agit par translation
sur la géodésique qui les joint (que l’on appellera son axe). Il existe un unique élément elliptique
h de même axe tel que gh = hg préserve les hyperplans pasant par son axe, sur lesquels il agit
comme un élément hyperbolique.
0.3.3 Fonctions hauteurs sur H3
On rappelle que les sous-groupes P∞, A∞, N∞ etM∞ ont été définis dans la section 0.2.4. On
appelle sous-groupe parabolique de G un sous-groupe conjugué à P∞ (de manière équivalente
P est un sous-groupe qui préserve une droite de C2 et qui est maximal pour cette propriété).
Le bord visuel de H3 est naturellement identifié à C∪ {∞} = P1(C) et il y a alors une bijection
entre les sous-groupes paraboliques et les points au bord, qui associe à P la droite de C2 qu’il
préserve (P∞ est le stabilisateur de la droite verticale).
Soit P = gP∞g−1 un sous-groupe parabolique,N,A,M les conjugués respectifs deN∞, A∞,M∞
par g. On appelle norme sur A toute fonction conjuguée à
(
a 0
0 a−1
)
7→ a2. On a la décom-
position de Langlands P = NAM = MAN et la décomposition d’Iwasawa G = NAK. On
appelle alors fonction hauteur sur H3 en P n’importe quelle fonction de la forme gK 7→ |a| où
g = nak ∈ NAK et |.| est une norme sur A (un exemple parlant est donné par P = P∞ pour
lequel les fonctions hauteur sont les (z, y) 7→ ty pour t ∈ R×+).
Les ensembles de niveau d’une fonction hauteur en P sont appelés horosphères issues de P ;
elles sont isométrique au plan Euclidien C et le sous-groupe N agit simplement transitivement
sur chacune d’entre elles. Soit yP une fonction hauteur en P , d’après ce qui précède on peut
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identifier N avec l’horosphère {yP = 1} ∼= C et on note |n| le module d’un élément de N obtenu
via cette identification. Pour x ∈ H3 le quotient |n|/yP (x) ne dépend pas du choix de yP . On
normalise la mesure de Haar dn sur N pour qu’elle soit le tiré en arrière de la mesure de Lebesgue
dzdz̄/2i de C. La forme volume de H3 ∼= N × (0,+∞) est alors égale à dndyP /y3P . On a enfin le
résultat suivant pour le déplacement des éléments unipotents.
Lemme 0.24. Il existe une fonction ` : [0,+∞)→ [0,+∞) telle que
d(x, nx) = `
( |n|
yP (x)
)
(17)
pour tout sous-groupe parabolique P = MAN , n ∈ N et x ∈ H3. De plus on a `(r) log(1 + r).
Démonstration. Il suffit évidemment de démontrer le résultat pour P = P∞ ; soit n =
(
1 z
1
)
∈
N∞, on normalise la fonction hauteur y∞ en P∞ pour que |n| = |z|. Soit x ∈ H3, y = y∞(x). La
formule exacte [BP92, Corollaire A.5.8] donne
d(x, nx) = 2
(
log
(
1 +
√
|n|2
|n|2 + 4y2
)
− log
(
1−
√
|n|2
|n|2 + 4y2
))
(18)
et il suit que l’on a bien d(x, nx) = `(|n|/y) où l’on a posé
`(r) = 2
(
log
(
1 + (1 + (r/2)−2)−
1
2
)
− log
(
1− (1 + (r/2)−2)−
1
2
))
Il reste à vérifier que `(r)  log(1 + r) : le premier terme est dans [0, log(2)]. D’autre part
on a pour tout t ∈ [0,+∞) la minoration évidente (1 + t−2)−1/2 ≥ (1 + t−1)−1 et il vient
− log(1− (1 + t−2)−1/2) ≥ − log(1− (1 + t−1)−1) = log(1 + t−1).
d’où la conclusion suit immédiatement.
0.3.4 Fonctions hauteurs sur les variétés hyperboliques
Soit Γ un réseau dans G (i.e. Γ est discret et Γ\G a une mesure Borélienne finie qui est
G-invariante). Si P est un sous-groupe parabolique on note ΓP = Γ ∩ P et on dit que P est
Γ-rationnel si ΓP contient un sous-groupe isomorphe à Z2 (de manière équivalente, si Γ ∩ N
est cocompact dans N). Alors Γ est cocompact si et seulement si il n’existe aucun parabolique
Γ-rationnel (ou encore si Γ ne contient aucun élément unipotent). Dans tous les cas les Γ-classes
de conjugaison de paraboliques Γ-rationnels sont en nombre fini. On choisit des représentants
P1, . . . , Ph de ces classes ; si yP1 , . . . , yPh sont des fonctions hauteur en chacun d’entre eux on pose
yj = maxγ∈Γ/ΓPj yPj (γ
−1x) et on appelle une telle fonction une fonction hauteur Γ-invariante
(dont on voit qu’elle est en effet Γ-invariante).
Convention
Si Γ′ ⊂ Γ est un sous-groupe d’indice fini les fonctions hauteur Γ-invariantes sont aussi des
fonctions hauteur Γ′-invariantes. En présence de revêtements finis on supposera donc toujours
que les fonctions hauteur sur le revêtement viennent de fonctions hauteur sur la variété revêtue.
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0.3.5 Réseaux euclidiens
On munit C de la structure euclidienne canonique.
Théorèmes de Minkowski
Soit Λ un réseau dans C ; on note vol(Λ) son covolume et α(Λ) = min{|v|, v ∈ Λ, v 6= 0}. On
rappelle les résultats classiques suivants, dûs à H. Minkowski (cf. par exemple [Sie89]).
Théorème 0.25. Premier théorème. Si C est un sous-ensemble convexe compact, C =
−C et volC ≥ 4 vol Λ alors il existe un vecteur non-nul dans C ∩ Λ.
Second théorème. Il existe des vecteurs v1, v2 ∈ Λ linéairement (sur R) indépendants, tels
que |v1||v2| ≤ 4π2 vol Λ.
Ensembles uniformes
Soit Λ un réseau dans C ; le premier théorème de Minkowski implique que si πr2 ≥ 4 vol(Λ)
alors Λ contient un point de module > 0 et inférieur à r et il suit que vol(Λ)/α(Λ)2 ≥ π/4. On
dit qu’un ensemble S de réseaux dans C est uniforme s’il existe un δ > 0 tel que
vol(Λ) ≤ δα(Λ)2 (19)
Par le critère de Mahler (cf. Wikipedia) ceci est équivalent à la condition que les représentants
normalisés des éléments de S forment un sous-ensemble relativement compact de SL2(R)/SL2(Z).
On note NΛ(r) le nombre de points de Λ de module inférieur à r et N ∗Λ(r) = NΛ(r) − 1.
L’équivalent et le terme d’erreur pour NΛ donnés dans le lemme suivant sont dûs à Gauss,
comme on en a besoin sous une forme plus précise on en rappelle la preuve.
Lemme 0.26. Soit S un ensemble uniformes de réseaux dans C , il existe un C > 0 tel que
pour tout Λ ∈ S on ait
EΛ(r) := |N ∗Λ(r)−
πr2
vol(Λ) | ≤ C
r
α(Λ) .
Démonstration. On considère d’abord les r < α(Λ), pour lesquels on a NΛ(r) = 1 et donc
EΛ(r) = r2/ vol Λ. L’uniformité de S implique alors que l’on a EΛ(r) (r/α(Λ))2 ≤ r/α(Λ) où
la constante ne dépend que de S.
On suppose maintenant que r ≥ α(Λ). Par le second théorème de Minkowski on peut choisir
un parallélogramme fondamental Π pour Λ dont le diamètre d est  vol(Λ)α(Λ) (avec des constantes
absolues). Soient z1, . . . , zn les points de Λ dont les modules |zk| ≤ r, on a alors B(0, r − d) ⊂⋃
k zk + Π ⊂ B(0, r + d) de sorte que π(r − d)2 ≤ vol(Π)n ≤ π(r + d)2. Il vient :∣∣∣∣∣NΛ(r)− πr2vol(Λ)
∣∣∣∣∣ ≤ d2vol(Λ) + 2rdvol(Λ)  vol(Λ)α(Λ)2 + rα(Λ) .
Le quotient vol(Λ)
α(Λ)2 est majoré par une constante ne dépendant que de S et il suit que le côté
droit est  r/α(Λ) + 1 ≤ 2r/α(Λ), ce qui finit la preuve de (0.26) dans ce cas.
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0.3.6 Décomposition fine/épaisse et compactification de Borel-Serre
Structure de la partie fine
Le lemme de Margulis (cf. par exemple [BP92, Theorem D.1.1]) affirme qu’il existe une
constante ε > 0 (appelée constante de Margulis) telle que si Γ est un sous-groupe discret de G,
x ∈ H3 et Γε(x) est le groupe engendré par les éléments γ ∈ Γ tels que d(x, γx) ≤ ε alors Γε(x)
contient un sous-groupe abélien distingué d’indice fini.
On rappelle que les composantes non-compactes deM<ε := Γ\{x ∈ H3,∃γ ∈ Γ−{1G}, d(x, γx) <
ε} sont homéomorphes aux quotients ΓPj\{yPj ≥ Yj} où Pj parcourt des représentants des classes
de conjugaison des paraboliques Γ-rationnels, yPj est une fonction hauteur en Pj et Yj dépend
du choix de yPj (cf. [BP92, Theorem D.3.3]).
Troncation et compactification de Borel-Serre
Soit Γ un réseau de G, que l’on suppose sans torsion, et soitM la variété hyperbolique Γ\H3.
Pour Y ∈ (0,+∞)h on pose :
MY = {x ∈M, ∀j = 1, . . . , h on a yj(x) ≤ Yj}. (20)
Il suit du paragraphe précédent que pour Y assez grand (dépendant du choix originel des fonc-
tions hauteur yPj ) MY est une variété compacte dont le bord est une union de tores plats
Tj , j = 1, . . . , h, que l’on identifiera à ΓPj\Nj . Les bouts {x ∈M, yj(x) ≥ Yj} sont isométrique
aux produits tordus Tj × (Yj ,+∞) munis des métriques
dx2+dy2j
y2j
où dx2 est la métrique plate
sur Tj . Dans la suite on supposera que les fonctions hauteur sont normalisées de sorte que les
applications ΓPj\{yPj ≥ 1} →M soient des plongements.
La “compactification de Borel-Serre”M deM est définie comme l’union disjointeMt
(⊔
j Tj
)
munie de la topologie où, pour xn ∈ Tj , xn → x et yn ∈ [1,+∞), yn →∞ on a (xn, yn)→ (x, y).
C’est une variété compacte dont le bord est
⊔
j Tj et qui est homéomorphe aux MY . L’inclusion
M →M est une équivalence d’homotopie.
0.3.7 Orbifolds hyperboliques
On ne considèrera ici que des “bons” orbifolds, complets et sans bord, i.e. pour nous un
orbifold hyperbolique est l’espace quotient de H3 par un groupe discret. Par le lemme de Selberg,
si M est un orbifold de volume fini (i.e. le groupe est un réseau) il est égal au quotient d’une
variété hyperbolique de volume fini par un groupe (fini) d’isométries. Si M = Γ\H3 est un
orbifold hyperbolique de volume fini, son lieu singulier est par définition l’ensemble des images
dans M des axes des éléments elliptiques de Γ. On va donner une description des images de ces
axes dans M (pour une description locale plus poussée on réfère à [BMP03, Chapter 2.1]).
Si γ ∈ Γ est elliptique et n’appartient pas à un parabolique Γ-rationnel (i.e. il ne fixe pas un
cusp de M) alors son normalisateur NΓ(γ) est isomorphe à Z⊕ Z/q ou à (Z⊕ Z/q) o (Z/2) où
l’élément non-trivial de Z/2 agit par (x, y) 7→ (−x,−y). Dans les deux cas q est l’ordre maximal
d’un élément elliptique de Γ ayant son axe L en commun avec γ qui est alors une puissance de
celui-ci et le facteur Z est engendré par un élément loxodromique τ ∈ Γ d’axe L ; on note `(γ) la
longueur de translation de τ . Dans le cas où L ne rencontre aucun autre axe d’élément elliptique
de Γ le normalisateur est Z⊕Z/q et L se projette sur une courbe fermée dans M . Si L rencontre
l’axe d’un elliptique η ∈ Γ alors η ∈ NΓ(γ) si et seulement s’il est d’ordre 2 et il engendre alors
le facteur semi-direct Z/2 de NΓ(γ) = (Z⊕ Z/q) o (Z/2) ; L se projette alors sur un segment.
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Si P est un parabolique Γ-rationnel et γ ∈ P alors le normalisateur de γ est Z/q engendré par
un elliptique de même axe que γ d’ordre maximal ou Z/q oZ/2 avec le second facteur agissant
non-trivialement, engendré par un elliptique d’ordre 2 d’axe orrthogonal à celui de γ. Selon le
cas l’axe de γ se projette sur une géodésique bi-infinie entre deux cusps ou une demi-droite issue
d’un cusp. Dans les deux cas on note `(γ) la longueur de la partie de l’axe de γ comprise entre
deux horoshères de hauteur 1 (ceci dépend bien sûr du choix des fonction hauteur Γ-invariantes).
On appellera classe cuspidale une Γ-classe de conjugaison dont chaque élément fixe un cusp
deM , et classes non-cuspidales les autres classes de conjugaison elliptiques de Γ. Le lieu singulier
non-cuspidal est alors l’ensemble des projections des axes des éléments des classes non-cuspidales,
de manière équivalente l’ensemble des géodésiques singulières fermées de M .
0.3.8 Comptage
Soit Γ un réseau dans G et M l’orbifold Γ\H3. Si x ∈M on définit le rayon d’injectivité de
M en x par
`x = 2 injx(M) = inf{d(x̃, γx̃), γ ∈ Γ− {1G}}
où x̃ est un relevé de x dans H3. Si Γ est sans torsion `x/2 est égal au rayon d’injectivité
riemannien en x. On note Γlox l’ensemble des éléments loxodromiques de Γ et pour tout x ∈ H3
et r > 0 on pose
NΓ(x, r) = |{γ ∈ Γlox, d(x, γx) ≤ r}|.
L’estimée suivante sur NΓ est bien connue.
Lemme 0.27. Il existe une constante absolue c > 0 et un C > 0 qui ne dépend que de M telles
que
NΓ(x, r) ≤ Cecr.
Démonstration. Soit r > 0, x ∈ H3 et `0 = 12 minγ∈Γlox d(x, γx) > 0. Alors les boules ouvertes
BH3(γx, `0) sont disjointes pour γ ∈ Γlox et il suit que
volBH3(x, r + `0) ≥ N (x, r) vol(B(x, `0)).
Il existe par ailleurs des constantes c, C ′, C ′′ > 0 telles que l’on ait les bornes C ′′ecs ≤ volBH3(x, s) ≤
C ′ecs pour le volume d’une boule de rayon s dans H3. Il vient alors
N (x, r) ≤ C
′ec(r+`0)
C ′′ec`0
≤ Cecr
où l’on a posé C = C ′/C ′′e−c`20 .
Lemme 0.28. Pour tout x ∈ H3 il existe une constante Cx dépendant du rayon d’injectivité de
M en x et du lieu singulier de M telle que
|{γ ∈ Γ, d(x, γx) ≤ r}| ≤ Cxecr.
Démonstration. Dans le cas où Γ est sans torsion cette majoration se prouve de la même manière
que le lemme 0.27 en remplaçant `0 par le rayon d’injectivité `x en x. Sinon on choisit un sous-
groupe d’indice fini sans torsion Γ′ ⊂ Γ et on peut alors conclure en utilisant la majoration
suivante.
|{γ ∈ Γ, d(x, γx) ≤ r}| ≤ [Γ : Γ′]|{γ ∈ Γ′, d(x, γx) ≤ 2r}| ≤ Cxe2cr.
Pour démontrer cette dernière on observe que si γ1, γ2 ∈ Γ vérifient d(x, γix) ≤ R et γ−11 γ2 =
γ ∈ Γ′ il vient d(x, γx) ≤ 2R.
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0.4 Noyau de la chaleur
0.4.1 Généralités
Soit X une variété Riemannienne (sans bord) de dimension d, E un fibré euclidien plat sur
X ; les espaces de formes à coefficients dans X sont alors munis d’un laplacien de Hodge ∆p[X]
qui sétend en un opérateur essentiellement auto-adjoint sur les espaces L2Ωp(X;E) de formes de
carréintégrable. Une solution fondamentale à l’équation de la chaleur sur X est une fonction lisse
H sur (0,+∞)×X×X à valeurs dans le fibré E∗⊗E sur X×X (i.e. Ht(x, y) ∈ HomR(Ex, Ey))
qui soit symétrique (i.e. Ht(x, y)est l’adjoint de Ht(y, x)), qui vérifie l’équation de la chaleur en
la seconde variable : (
∂
∂t
−∆p[X]y
)
Ht(x, y) = 0
et telle que Ht(x, .) converge, dans l’espace des distributions sur X à coefficients dans E, vers
la masse de Dirac en x quand t→ 0.
Dans le cas où X a un quotient compact et E est trivial il est bien connu qu’une telle solution
fondamentale est unique et vérifie les propriétés suivantes (cf. [Don79]).
(i) Pour tout t0 > 0 il existe une constante C > 0 telle que
0 ≤ Ht(x, y) ≤ Ct−
d
2 e−
dX (x,y)
2
5t (21)
pour tous t ∈ (0, t0) et x, y ∈ X.
(ii) Il existe des fonctions ul ∈ C∞(X × X), l ≥ 0 qui ne dépendent que de la géométrie
locale de X et telles que pour tout m ≥ 0 on ait
Ht(x, y) =
t→0
m+d∑
l=0
ul(x, y)tl−
d
2 e−
dX (x,y)
2
4t +O(tm+1−
d
2 ). (22)
0.4.2 L’espace hyperbolique
Le noyau automorphe kφ,p sur H3 associé à la fonction φ(λ) = e−tλ est appelé noyau de la
chaleur de H3. Il possède les mêmes asymptotiques que pour des coefficients triviaux :
• Pour tout t0 > 0 il existe une constante C telle que pour tous x, y ∈ H3 et t ∈ (0, t0) on
ait
e−t∆[H
3](x, y) ≤ Ct−
3
2 e−
d(x,y)2
5t . (23)
• Il existe des fonctions αpk ∈ C∞(G×H3,End(∧pp⊗V )) telles que pour tout x ∈ H3 on ait
en t→ 0 le développement asymptotique suivant :
g∗e−t∆
p[H3](x, gx) =
m∑
k=−3
αpk(g, x)e
− d(x,gx)
2
4t t
k
2 +O(t
m+1
2 ). (24)
On a de plus αpk(hgh−1, hx) = α
p
k(g, x) pour tous x ∈ H3, g, h ∈ G.
On va déduire ces propriétés de celles du noyau de la chaleur sur G en suivant la preuve
de [BV][Lemme 3.8]. On munit G de l’unique métrique Riemannienne G-invariante à gauche et
K-invariante à droite qui induise la métrique utilisée sur p ⊂ T1GG. Le noyau de la chaleur de
G (à coefficients triviaux) est alors donné par Ht(g, h) = pt(g−1h) qui vérifie pt(kgk−1) = pt(g).
Soit W = V ⊗∧pp∗, on note σ l’action à droite de K sur W , ΩK le Casimir de K. Alors σ(ΩK)
est défini positif et si O ∈ H3 est le point fixe de K on a (cf. par exemple [BV, (3.8.1)]) :
e−t∆
p[H3](O, gO) =
∫
K×K
pt(k−11 gk
−1
2 )σ(k1e2tΩKk2)dk1dk2.
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On voit ainsi que (23) est une conséquence directe de (21). On va expliquer comment (24) suit
de (22). Après avoir écrit (22) pour pt sous la forme
pt(1, g) =
m∑
l=−6
al(g)e−dG(1,g)
2/4ttl/2 +O(t
m+1
2 ),
développé en série l’exponentielle e2tΩK il reste à montrer que pour tout l,∫
K×K
ak(k−11 gk
−1
2 )e−d(1,k
−1
1 gk
−1
2 )
2/4tσ(k1ΩKk2)dk1dk2 =
∫
K
al(k−1g)e−d(1,k
−1g)2/4tσ(kΩK)dk
a un développement asymptotique de la forme souhaitée. On va supposer que dG(1, g) =
dH3(O, gO) (si ce n’est pas le cas on s’y ramène par un changement de variable dans K). On
peut alors se limiter à considérer l’intégrale sur un petit voisinage 1G dans K, sur lequel on passe
en coordonnées linéaires. On écrit alors (dans ces coordonnées) le développement de Taylor de
dG(1, k−1g)2, un changement de variable v 7→ t−
1
2 v rend alors l’intégrande indépendante de t et
multiplie l’intégrale par tdimK = t3, ce qui donne le développement voulu, avec le bon exposant.
On notera aussi e−t∆p[M ](., .) le noyau automorphe KΓφ,p associé à φ(u) = e−tu. Par unicité
des solutions à l’équation de la chaleur c’est la solution fondamentale sur M à coefficients dans
Eρ.
0.4.3 Variétés à bord
Généralités
Soit X une 3-variété Riemanienne compacte à bord et V un fibré vectoriel sur X muni
d’une métrique Euclidienne. L’espace Ωp(M ;V ) des p-formes lisses sur X à coefficients dans V
est muni d’un Laplacien de Hodge ∆p[X]. La restriction de ∆p[X] aux formes f satisfaisant
des conditions absolues au bord (i.e. les restrictions à ∂X de ∗f et ∗df sont nulles) admet
une extension essentiellement autoadjointe ∆abs à l’espace L2Ωp(X;V ) des p-formes de carré
intégrable. On peut ainsi former l’opérateur e−t∆
p
abs[X] qui est alors donné par la convolution
avec un noyau lisse e−t∆
p
abs[X](., .).
Il existe aussi une extension essentiellement auto-adjointe de ∆p[X] restreint aux formes
satisfaisant des conditions relatives (i.e. ∗f satisfait des conditions absolues), qui a les mêmes
propriétés et que l’on notera ∆prel[X].
Variétés hyperboliques tronquées
Soit M = Γ\H3 une variété hyperbolique complète de volume fini, y1, . . . , yh des fonctions
hauteur Γ-invariantes. Pour Y ∈ [1,+∞)h le sous-ensemble de H3 donné par
M̃Y = {x ∈ H3, ∀j = 1, . . . , h : yj(x) ≤ Yj}
est le revêtement universel de MY . Une p-forme f ∈ Ωp(MY ;V ) satisfait à des conditions
relatives au bord si et seulement si pour tout j et tout x ∈ MY tel que yj(x) = 0 on a
(f ∧ dyj)(x) = 0 = (∗d ∗ f ∧ dyj)(x).
On note e−t∆
p
abs[M
Y ](x, y) (resp. e−t∆
p
abs[M̃Y ](x, γy)) la solution fondamentale à l’équation de
la chaleur sur MY (resp. M̃Y ), on a alors le développement en série absolument convergente
suivant :
e−t∆
p
abs[M
Y ](x, y) =
∑
γ∈Γ
γ∗e−t∆
p
abs[M̃Y ](x, γy). (25)
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On a également des bornes euclidiennes pour le noyau de la chaleur des M̃Y : pour tout
t0 > 0, il existe une constante C > 0 ne dépendant pas de Y ∈ [1,+∞)h telle que pour tout
t ∈ (0, t0] l’on ait
e−t∆
p
abs[M̃
Y ](x, y) ≤ C1t−
3
2 e−
d(x,y)2
5t . (26)
Cette estimée peut se déduire de la preuve du lemme 5.12 et du corollaire 5.14 de [RS71] (qui
ne traitent que des coefficients orthogonaux) vu que l’on a une estimée de cette forme pour
e−t∆
p[H3] et que la construction que les auteurs donnent du noyau de la chaleur reste valable
pour des coefficients plus généraux.
Les noyaux de la chaleur avec conditions relatives e−t∆
p
rel[M̃
Y ] vérifient les mêmes propriétés.
0.5 Théorie algébrique des nombres
Pour toute cette section on réfère le lecteur à [MR03, Chapter 0] où à [Nar04] pour un exposé
plus complet.
Soit d un entier sans facteur carré et F = Q(
√
−d) ⊂ C le corps de nombre quadratique
imaginaire associé. On note OF son anneau d’entiers. On rappelle que OF est l’ensemble des
éléments de F dont le polynôme minimal est à coefficients entiers, dans le cas d’un corps qua-
dratique on voit facilement que :
OF =
{
Z[
√
d], si d = 2, 3 (mod 4)
Z[1+
√
d
2 ] si d = 1 (mod 4).
Si I est un idéal de OF on note |I| sa norme (i.e. le cardinal de OF /I). On rappelle que tout
idéal admet une unique factorisation
I =
r∏
k=1
Plkk
où lk ≥ 1 et les Pk sont des idéaux premiers. Le groupe de classes C(F ) de F est le groupe
abélien (noté multiplicativement) engendré par les idéaux premiers P de OF avec les relations∏r
k=1 P
lk
k = 1 si
∏r
k=1 P
lk
k est un idéal principal. C’est un groupe fini et on notera hF son
cardinal.
0.5.1 Complétions et adèles
Soit P un idéal premier ; pour a ∈ OF on écrit (a) = PkI où I n’est pas divisible par P et
on pose
|a|P = |P|−k.
Pour x ∈ F× on écrit x = a/b, a, b ∈ OF et on pose |x|P = |a|P/|b|P. Il est alors facile de vérifier
que |.|P est une valuation sur F . Si v est une telle valuation on notera v 6 |∞ (ces valuations sont
appelés les “valuations non archimédiennes” de F , ou encore ses “places finies”).
Si v 6 |∞ on note Fv le complété de F en v et Ov son anneau des entiers (l’adhérence de OF
dans Fv, ou encore l’ensemble des éléments de valuation≤ 1) qui est alors un voisinnage compact-
ouvert de 0. On note encore O×v l’ensemble des éléments inversibles de Ov, i.e. l’ensemble des
éléments de Fv de valuation égale à 1. On choisit une uniformisante πv pour Ov, i.e. πv est un
élément de valuation < 1 maximale. On a alors F×v =
⋃
k∈Z π
k
vO×v . On notera |x|v plutôt que
v(x) la valuation de x ∈ Fv et si Pv est l’idéal premier de OF associé à v on note v
qv := |Pv| = |Ov/πvOv|
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de sorte que pour x = πkvu, u ∈ O×v on a |x|v = q−kv . Enfin, on note |.|∞ le carré de la valeur
absolue usuelle sur C, de sorte que pour x ∈ F on ait |x|∞
∏
v 6|∞ |x|v = 1.
Soit A l’anneau des adèles de F , i.e. le sous-anneau
{x ∈
∏
v
Fv, x ∈ Ov pour presque toute v 6 |∞}
et Af = A ∩
∏
v 6|∞ Fv. On munit A de la valuation |x| =
∏
v |xv|v. On note A× l’ensemble des
adèles inversibles, i.e.
A× = {x ∈ A, xv ∈ O×v pour presque toute v 6 |∞} = {x ∈ A, |x| 6= 0}
et enfin A1 = {a ∈ A×, |a| = 1}. Le quotient F×\A1 est compact.
Enfin, l’application
A×f 3 x =
∏
v 6|∞
uvπ
kv
v 7→
∏
Pkvv
induit un isomorphisme F×\A×f /
∏
v 6|∞O×v ∼= C(F ). Comme l’espace à droite est un quotient de
F×\A1/
∏
v 6|∞O×v et donc compact on retrouve ainsi la finitude de C(F ).
0.5.2 Mesures de Haar, dualité et la “thèse de Tate”
On réfère à [Bum97, Chapter 3.1] ou [MR03, Chapter 7] pour le contenu de cette sous-section.
Soit v 6 |∞. On normalise la mesure de Haar additive dxv de Fv pour que
∫
Ov dxv = |d|
1
2
v /2 si
d = 1 (mod 4) et Pv|2 et
∫
Ov dxv = |d|
1
2
v sinon. On prend pour mesure de Haar multiplicative
d×xv = (1− q−1v ) dxv|xv | .
Pour tout x ∈ Fv il existe un x1 ∈ F et un x2 ∈ OF tels que l’on ait x = x1 + x2, on pose
alors
ev(x) = e2iπ(x1+x1)
qui est bien défini vu que x1 est bien défini modulo OF et est un morphisme continu Fv → C×.
On définit la transformée de Fourier d’une fonction f sur Fv continue (i.e. localement constante)
et à support compact par
f̂(ξ) =
∫
fv
ev(ξx)f(x)dxv,
on a alors la “formule d’inversion” ˆ̂f = f .
De même, on note C∞c (A2) l’espace engendré par les fonctions
∏
fv où f∞ ∈ C∞c (C2) et
pour toute place finie v, fv est localement constante et à support compact. Si ψ ∈ C∞c (A2), on
définit sa transformée de Fourier par :
ψ̂(y) =
∫
A2
ψ(x)e(x1y2 − x2y1)dx
où e =
∏
v ev. On a la formule d’inversion de Fourier
ˆ̂
f = f , et la formule sommatoire de Poisson :
∑
x∈F 2
ψ(ax) = 1
|a|2
∑
x∈F 2
ψ̂(a−1x). (27)
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0.5.3 Caractères de Hecke et fonctions L
Un caractère de Hecke est un morphisme continu de F×\A× dans C×, il est de la forme
χ = χ∞
∏
v 6|∞ χv. On ne s’intéressera ici qu’aux caractères tels que χ∞ soit trivial sur R×+ ⊂ F×∞,
il est alors de la forme χ∞(z) = (z/
√
|z|)k =: χk(z) pour un k ∈ Z.
D’autre part, la continuité de χ implique que pour toute place v 6 |∞ on ait un plus petit
entier kv ≥ 0 tel que χv soit trivial sur 1 + πkvv Ov et que presque tous ces entiers soient nuls ;
on dit que χ ramifie en v si kv > 0. Le conducteur de χ est alors l’idéal
∏
v 6|∞P
kv , noté fχ. Si χ
est non-ramifié en v alors χ(πv) ne dépend pas du choix de l’uniformisante πv et on peut donc
poser χ(Pv) = χ(πv). On voit donc que χ définit une fonction sur les idéaux premiers à fχ que
l’on notera encore χ.
La fonction L de Hecke associée à un caractère de Hecke χ est définie pour Re(s) > 1 par :
L(χ, s) =
∑
(fχ,I)=1
χ(I)
|I|s
et prolongée méromorphiquement (elle est entière si χf 6= 1) au plan complexe [Bum97, Theorem
1.7.2]. On a aussi l’expression en produit Eulérien :
L(χ, s) =
∏
(Pv ,fχ)=1
(1− χ(πv)q−sv )−1 =
∏
(Pv ,fχ)=1
(1− qv)−1
∫
Ov
|x|sχ(x) dx
|x|v
. (28)
qui est elle aussi convergente si Re(s) > 1 (les facteurs locaux convergent pour Re(x) > 0).
L’équation fonctionnelle de Hecke pour L(χ, .) (cf. [Bum97, Theorem 1.7.2] ou [Nar04, Corollary
1 on page 338]) est la suivante :
L(χ, 1− s) = γ(s)L(χ, s) (29)
où :
γ(s) = W (χ)c∞(s)
Γ(s+ k2 )
Γ(1− s+ k2 )
|fχ|s−
1
2 ,
W (χ) est une constante qui ne dépend que de χ telle que |W (χ)| = 1, c∞(s) est une fonction
entière en s qui ne dépend que du corps F et χ∞ = χk.

Chapitre 1
Invariants `2 et approximation dans
le cadre combinatoire
Dans ce chapitre on rappelle la définition des invariants `2 combinatoires (nombres de Betti et
torsions) des revêtements infinis en suivant le livre de W. Lück [Lüc02]. Dans le cas des groupes
résolubles on les relie à des invariants algébriques plus classiques (dimension de Ore et torsion de
Reidemeister) dans le lemme 1.3 et la proposition 1.7. Dans le cas de revêtements abéliens libres
on calcule explicitement la torsion `2 à partir des mesures de Mahler des polynômes d’Alexander
(Corollaire 1.8 et Proposition 1.11), généralisant les résultat de [LZ06],[Lüc94b]. Dans ce même
cadre on montre enfin que la torsion `2 est la limite de torsions de Reidemeister (normalisées)
de revêtements finis (Proposition 1.13).
1.1 Invariants `2 et invariants classiques
Dans toute cette section Γ est un groupe sans torsion résoluble ∗.
1.1.1 Localisation de Ore
On sait (cf. [DLM+03, Theorem 1.3, Theorem 6.4]) que l’anneau R = Z[Γ] satisfait la
condition de Ore à gauche :
∀a ∈ R, ∀b ∈ R− {0}, ∃a′ ∈ R,∃b′ ∈ R− {0} tels que b′a = a′b.
On remarque que Z[Γ] satisfait aussi à la condition de Ore à droite (vu que l’involution g ∈
Γ 7→ g−1 inverse les produits). Il existe alors un corps de quotients Q(Γ) pour Z[Γ] défini comme
suit : il est composé des éléments de la forme b−1a pour b ∈ R−{0}, a ∈ R modulo les relations
évidentes (cb)−1(ca) = b−1a pour tout c ∈ R− {0}, l’addition est définie par
b−1a+ d−1c = e−1(a′ + c′) où e = d′b = b′d, c′ = b′c et a′ = d′a
et la multiplication par
(b−1a)(d−1c) = (d′b)−1(a′c) où a′d = d′a.
On aura besoin plus loin du lemme suivant :
∗. Diverses conjectures sur les anneaux de groupes impliquent que les résultats de cette section sont valables
pour tout groupe moyennable de type fini sans torsion.
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Lemme 1.1. Si f1, . . . , fn ∈ Q(Γ) il existe un a ∈ R − {0} (resp. b ∈ R − {0}) tel que
af1, . . . , afn ∈ R (resp. f1b, . . . , fnb ∈ R).
Démonstration. On écrit fj = c−1j bj . Pour a ∈ R il existe a′j , c′j tels que c′ja = a′jcj , et il vient
alors afj = (c′j)−1(a′jb). Si a = ecj pour un e ∈ R il vient c′je = a′j vu que R est intègre et il
suit que afj = eb ∈ R. On voit ainsi que si a ∈
⋂
j Rcj il satisfait bien afj ∈ R pour tout j. Il
reste à voir que l’intersection
⋂
j Rcj est non nulle, ce qui suit immédiatement du fait que Q(Γ)
satisfait aussi à la condition de Ore à droite. La preuve du second point est similaire.
Il est bien connu (cf. par exemple [Lüc02, Lemme 8.15]) que Q(Γ) est plat sur Z[Γ]. Le rang
rg(M) d’un Z[Γ]-module M est par définition la dimension du Q(Γ)-espace vectoriel M ⊗Q(Γ).
On utilisera systématiquement dans la suite les faits suivants.
Lemme 1.2. Soit M un R-module de type fini de rang r. Il existe un plongement i : M → Rr,
et si M est sans torsion il existe aussi un plongement i′ : Rr → M . Les quotients M/ im(i) et
Rr/ im(i′) sont alors des R-modules de torsion.
Démonstration. Soit x1, . . . , xr une base de l’espace vectoriel Q(Γ)⊗M telle que xk ∈M pour
k = 1, . . . , r. Alors le Z[Γ]-module L engendré par x1, . . . , xr est un sous-module libre de rang
r de M . Si M est sans torsion il est plongé dans Q(Γ)⊗M . Par le lemme 1.1 il existe alors un
f ∈ Z[Γ] tel que fM ⊂ L, ce qui donne le plongement souhaité de M dans un module libre. Il
suit aussi que f annihile M/L et L/fM , d’où la seconde partie suit.
1.1.2 Dimension de von Neumann et nombres de Betti `2
On définit un Γ-module de Hilbert de type fini comme un espace de Hilbert H muni d’une
action unitaire de Γ et d’une surjection Γ-équivariante `2(Γ)n → H pour un entier n †. Si
M ⊂ Z[Γ]n est un sous-module l’adhérence de M ⊗C est un Γ-sous-module de Hilbert de `2(Γ)n
et en particulier c’est un Γ-module de Hilbert de type fini. La dimension de von Neumann
d’un Γ-module unitaire de type fini est définie pour n’importe quel groupe discret Γ ([Lüc02,
Definition 1.10]) et associe à un tel module M un nombre réel dimΓ(M) défini comme suit. La
trace de von Neumann d’une application Γ-équivariante φ : `2(Γ)n → `2(Γ)n est définie comme
trΓ φ =
∑n
i=1〈φei, ei〉 où les ei sont les vecteurs d’une Γ-base hilbertienne ‡. Cette définition ne
dépend pas du choix de la base (ei). Si M est un Γ-module de Hilbert de type fini on choisit
une surjection Γ-équivariante π : `2(Γ)→M . Soit π le projecteur orthogonal sur (kerπ)⊥ ; c’est
un endomorphisme Γ-équivariant de `2(Γ)n (vu que kerπ et donc aussi son orthogonal sont des
sous-Γ-modules) et on pose alors
dimΓ(M) = trΓ(π).
Cette définition ne dépend pas du choix de π. La fonction dimΓ satisfait aux mêmes propriétés
de base que la dimension des espaces vectoriels (cf. [Lüc02, Theorem 1.12]), mais peut prendre
des valeurs non entières (pour des Γ-modules de Hilbert ne provenant pas de C[Γ]-modules).
Dans le cas où Z[Γ] possède une localisation de Ore la dimension de von Neumann coïncide en
fait avec le rang.
Lemme 1.3. Soit M un sous-module de C[Γ]n ; alors la dimension de von Neumann de son
adhérence dans `2(Γ)n est égale à son rang.
†. Cette terminologie n’est pas standard, dans le livre de Lück ces modules sont appelés N (Γ)-modules de
Hilbert. On n’a pas voulu introduire ici l’algèbre de von Neumann N (Γ) et on se reposera donc uniquement sur
les propriétés démontrées dans cette référence.
‡. i.e. les γei pour i = 1, . . . , n et γ ∈ Γ sont deux à deux orthogonaux et engendrent un sous-espace dense de
`2(Γ)n.
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Démonstration. On commence par se ramener au cas d’un module libre : soit L ⊂M de même
rang r (cf. Lemme 1.2). On va montrer que L est dense dans M : comme M/L est de torsion,
pour tout x ∈M l’intersection C[Γ]x∩L est non nulle et égale à Ix pour un idéal à gauche non
nul I de C[Γ]. Il suffit donc de montrer que tout tel idéal I de C[Γ] est dense. Soit f ∈ I − {0} ;
on a alors I ⊃ Rf et par [Lüc02, Lemme 1.14] on sait que Rf est dense dans C[Γ], ce qui termine
la preuve.
L’adhérence de M dans `2(Γ)n est donc égale à celle de L. D’autre part le plongement
C[Γ]r → C[Γ]n est continu et se prolonge donc en un plongement `2(Γ)r → `2(Γ)n dont l’image
est l’adhérence de L. On a donc finalement dimΓM = dimΓ `2(Γ)r et on a vu que cette dernière
est égale à r.
De la même manière, si on a un complexe de Z[Γ]-modules libres de type fini C∗, d∗ on définit
son homologie `2 réduite de la manière suivante : les Cp⊗C peuvent être munis d’une métrique
préhilbertienne Γ-invariante (on choisit comme base orthonormée une Z[Γ]-base et les translatés
sous Γ de ses vecteurs), on note C(2)p le complété de Cp⊗C qui est alors un Γ-module de Hilbert
de type fini. Les différentielles dp se prolongent en des opérateurs bornés d(2)p de C(2)p vers C(2)p−1.
On pose alors
H(2)p (C) = ker(d(2)p )/im(d
(2)
p+1), b(2)p = dimΓH(2)p (C).
Il suit immédiatement du lemme 1.3 et de la platitude de Q(Γ) sur Z[Γ] que b(2)p (C) = rg(Hp(C))
(voir aussi [Lüc02, Lemma 1.34]). Ainsi le complexe C∗ est `2-acyclique si et seulement si tous
les Hp(C) sont de torsion sur Z[Γ].
1.1.3 Déterminant de Fuglede-Kadison
Le déterminant de Fuglede-Kadison détΓφ d’un morphisme φ entre Γ-modules de Hilbert
est défini dans [Lüc02, Definition 3.11]. Nous n’en aurons besoin ici que pour des morphismes
induits par des applications linéaires entre des Z[Γ]-modules libres. Soit A une matrice de taille
(n× n′) à coefficients dans Z[Γ], on continue à noter A l’opérateur borné de `2(Γ)n′ vers `2(Γ)n
induit par A et par détΓ(A) son déterminant de Fuglede-Kadison. Les propriétés du déterminant
de Fuglede-Kadison que l’on utilisera dans la suite sont :
(i) ([Lüc02, Theorem 3.14(1)]) Si U f→ V g→W , f a une image dense et g est injective on a
détΓ(g ◦ f) = détΓ(f)détΓ(g).
(ii) ([Lüc02, Theorem 3.14(2)]) Si f1 est d’image dense et f2 est injective on a
détΓ
(
f1 f3
0 f2
)
= détΓ(f1)détΓ(f2).
(iii) ([Lüc02, Lemma 3.15(3)]) On a
détΓ(f |im(f)ker(f)⊥) = détΓ(f)
(iv) ([Lüc02, Lemma 3.15(4)]) soit f∗ l’adjoint de f , on a :
détΓ(f∗) = détΓ(f) =
√
détΓ(ff∗).
Les groupes résolubles satisfont la Conjecture du Déterminant de Lück [Lüc02, Conjecture
13.2], en particulier toute matrice sur Z[Γ] a un déterminant de Fuglede-Kadison non nul. On
obtient ainsi une application détΓ de Z[Γ]−{0} vers R×+. On note Q(Γ)ab l’abélianisé du groupe
multiplicatif de Q(Γ). Le résultat suivant peut alors s’obtenir comme une conséquence de la
propriété universelle de la localisation de Ore.
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Lemme 1.4. L’application g−1f 7→ détΓ(g)−1détΓ(f) est bien définie et est un morphisme de
groupes Q(Γ)→ R×+. Il descend en un morphisme Q(Γ)ab/± Γ→ R×+.
Démonstration. Soit f ∈ Z[Γ], l’application g 7→ fg est un automorphisme de l’espace de Hilbert
`2(Γ). Ainsi, pour tous f, f ′ ∈ Z[Γ] il suit du point (i) ci-dessus que détΓ(ff ′) = détΓ(f)détΓ(f ′)
et on vérifie en utilisant la condition de Ore que détΓ est bien défini par la formule donnée sur
Q(Γ)×. On voit immédiatement que c’est un morphisme et il descend donc à Q(Γ)ab vu que R×+
est abélien. Il reste à vérifier que détΓ(±g) = 1 pour tout g ∈ Γ. Comme l’action de Γ sur `2(Γ)
est unitaire, si g ∈ Γ l’adjoint (±g)∗ est égal à ±g−1 ; il suit alors du point (iv) ci-dessus que
détΓ(±g) = détΓ(±g ◦ (±g)∗)
1
2 = détΓ(±g ◦ (±g−1))
1
2 = 1.
Soit M ∈Mn(Z[Γ]) une matrice carrée ; il existe des matrices triangulaires supérieures A,B
et une matrice de permutation P telles que M = APB, voir par exemple [Art96, Chapitre 4].
On définit alors le déterminant de Dieudonné de M comme le produit des valeurs diagonales
de A et B dans Q(Λ)ab s’il est non nul et 0 sinon et on le note dét(M). Le résultat suivant
généralise l’égalité démontrée pour Γ abélien dans [Lüc02, Exercise 8]).
Lemme 1.5. Soit M telle que dét(M) ∈ Q(Γ)ab soit non nul, on a alors l’égalité
détΓ(M) = détΓ(dét(M)).
Démonstration. On notera ū l’image de u ∈ Q(Γ) dans Q(Γ)ab. SiM est une matrice triangulaire
supérieure le résultat est évident. Dans le cas général on écrit
M = APB =
1 ∗. . .
1
P
u1 ∗. . .
un

où P est une matrice de permutation, de sorte que par définition on a dét(M) = ū1 . . . ūn.
Par le lemme 1.1 il existe a, b ∈ R − {0} tels que aA ∈ Mn(Z[Γ]) et Bb ∈ Mn(Z[Γ]). Les
déterminants dét(aA),dét(Bb) sont égaux respectivement à ān et b̄nū1 . . . ūn, celui de P à 1. Il
vient détΓ(aMb) = détΓ(a)−ndétΓ(aAPBb)détΓ(b)−n d’où suit :
détΓ(M) = détΓ(a)−ndétΓ(aA)détΓ(P )détΓ(Bb)détΓ(b)−n
= détΓ(u1) . . . détΓ(un)
= détΓ(détM)
où la seconde ligne est une conséquence du résultat pour les matrices triangulaires.
1.1.4 Torsions de Reidemeister et torsion `2
Torsion de Reidemeister pour les revêtements finis
On commence par rappeler quelques définitions élémentaires. Soient V = VQ,W = WQ deux
Q-espaces vectoriels de dimension finie ; on suppose que chacun est muni d’une forme quadratique
qui devient définie positive quand on étend les scalaires à R. On munit les complexifiés VC,WC
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du produit hermitien qui étend le produit scalaire sur VR,WR. Si f ∈ HomQ(VQ,WQ) on définit
le déterminant restreint dét′(f) par la formule :
dét′(f) =
√
dét(f∗f |ker(f)⊥).
On dit qu’un réel est une valeur singulière de f s’il est une valeur propre de l’endomorphisme
autoadjoint f∗f ; le déterminant restreint est donc la racine carrée du produit des valeurs sin-
gulières non nulles.
Un réseau de VQ est un sous-Z-module L de rang maximal. Son volume est le module du
déterminant d’un endomorphisme qui envoie une base unitaire de VC (ou une base orthogonale
de VR) sur une Z-base de L. Si V ′ est un sous-espace de V tel que V ′∩L engendre V ′ c’est aussi
vrai de son supplémentaire orthogonal V ′′ et on a
vol(L) = vol(L ∩ V ′) vol(L′′) = vol(L′) vol(L ∩ V ′′) (1.1)
où L′, L′′ sont les projections orthogonales de L sur V ′, V ′′ respectivement (les projecteurs sont
définis sur Q). De (1.1) on déduit aisément la “formule du rang métrique” suivante
vol(im(f)) = dét
′(f) vol(L)
vol(ker f) . (1.2)
Soit maintenant C∗, d∗ un complexe fini de Z-modules libres de type fini ; on choisit pour
chaque p une Z-base de Cp et on munit C∗⊗C du produit Hermitien pour lequel ces bases sont
unitaires. La partie libre Hp(C)libre est un réseau dans Hp(C ⊗ C) qui peut lui-même être vu
comme l’orthogonal de im(dp+1) dans ker(dp) ⊗ C. On définit alors la torsion de Reidemeister
de C∗ par :
τ(C∗) =
∏
p
dét′(dp)(−1)
p
Lemme 1.6. La torsion τ(C∗) ne dépend pas des choix de bases faits et l’on a en fait
τ(C∗) =
∏
i
(
|Hp(C)tors|
vol(Hp(C)libre)
)(−1)p+1
. (1.3)
Démonstration. Soit VC l’orthogonal dans ker(dp) ⊗ C de im(dp+1), c’est un sous-espace Q-
rationnel et on a donc la décomposition en somme directe :
ker(dP )⊗Q = im(dp+1)⊗Q⊕ V.
Par définition, le volume volHp(C)libre est égal au volume du projeté orthogonal de ker(dP ) sur
VC. On a donc :
vol(ker(dp)) = vol(Hp(C)libre)× vol(ker(dp) ∩ im(dp+1)⊗Q)
= vol(Hp(C)libre)× [ker(dp) ∩ im(dp+1)⊗Q : im(dp+1)]× vol(im(dp+1))
= vol(Hp(C)libre)
vol(im(dp+1))
|Hp(C)tors|
.
De (1.2) et de la dernière égalité on tire alors
dét′dp = vol(im dp) vol(ker dp) = vol(im dp) vol(im dp+1)
vol(Hp(C)libre)
|Hp(C)tors|
d’où (1.3) suit en prenant le produit alterné.
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Torsions de Reidemeister pour les revêtements infinis et torsion `2
Soit C∗, d∗ un complexe fini de Z[Γ]-modules de type fini ; on suppose qu’il est Q(Γ)-acyclique,
on a vu qu’il est alors aussi `2-acyclique. On choisit une Z[Γ]-base cp de Cp, une Q(Γ)-base bp
de im(dp) ⊗ Q(Γ) et un relevé b̃p de bp dans Cp ⊗ Q(Γ). Comme le complexe est acyclique, bp
est une base de ker(dp) ⊗ Q(Γ) et la réunion bp+1 ∪ b̃p est donc une base de Cp ⊗ Q(Γ). On
note [cp : bp+1b̃p] le déterminant de Dieudonné du changement de base de cp à bp+1 ∪ b̃p. Soit
U le groupe des unités de Z[Γ] § et Uab son image dans Q(Γ)ab. On définit enfin la torsion de
Reidemeister τ de C∗ par :
τ(C∗) =
∏
i
[ci : b̃ibi+1](−1)
i ∈ Q(Γ)ab/U. (1.4)
On vérifie que ceci est bien défini : le côté droit ne dépend pas du choix des bp ni de celui des
b̃p (cf. [Tur01, Chapitre I]). D’autre part si on fait un autre choix c′p pour les bases des Cp on
multiplie τ par une unité de Z[Γ].
Comme Γ satisfait à la conjecture du déterminant, pour u ∈ U on a détΓ(u) = 1 et il suit en
particulier que détΓ(τ) est un nombre réel positif bien défini. On définit d’autre part la torsion
`2 de C∗, d∗ par :
τ (2)(C∗) =
∏
p
détΓ(dp)(−1)
i
. (1.5)
Le résultat principal de cette section est alors l’égalité suivante.
Proposition 1.7. Si C∗ est un complexe fini de Z[Γ]-modules libres de type fini qui est de plus
Q(Γ)-acyclique on a
détΓ(τ) = τ (2).
Démonstration. On note np = rg(Cp), mp = rg(dp). L’orthogonal de im(dp+1) est de rang
np−mp, on choisit dedans un sous-module Lp libre de rang maximal et une Z[Γ]-base b̃p de Lp.
Il suit que bp = dp(b̃p) est une base de im(dp)⊗Q(Γ) et b̃pbp+1 de Cp⊗Q(Γ). On a donc d’après
(1.4) l’égalité
détΓ(τ(C∗)) =
∏
p
détΓ
(
[cp : b̃pbp+1]
)(−1)p
. (1.6)
On note jp l’inclusion de Lp dans Cp ; on a alors
détΓ(dp)détΓ(jp) = détΓ(dp ◦ jp). (1.7)
L’application Lp−1 × Lp → Cp−1 donnée par jp−1 × (dp ◦ jp) est représentée par une matrice
carrée dont le déterminant de Dieudonné est non nul, et qui est en fait la matrice du changement
de base de cp à bp = dp(b̃p). Il suit donc de (1.7) et du lemme 1.5 que :
détΓ[cp : b̃pbp+1]) = détΓ(jp−1)détΓ(dp ◦ jp)
= détΓ(jp−1)détΓ(dp)détΓ(jp).
(1.8)
Le terme de droite de (1.6) est donc égal à
∏
p détΓ(dp), ce qui termine la preuve.
On refère au travail récent de H. Li et A. Thom [LT12] pour des résultats plus poussés dans
cette direction.
§. Il est conjecturé que si Γ est sans torsion on a U = ±Γ et ceci a été démontré dans le cas où Γ est nilpotent.
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1.2 Invariants `2 des revêtements abéliens
1.2.1 Anneaux de groupes abéliens, polynômes et mesure de Mahler
A partir de maintenant on fixe un entier m > 0 et un groupe abélien libre Λ ∼= Zm. On
identifiera l’anneau de groupe Z[Λ] à l’anneau de polynômes de Laurent Z[t±11 , . . . , t±1m ] via le
choix d’une famille génératrice libre t1, . . . , tm de Λ. On appelle polynôme cyclotomique de
Z[t±11 , . . . , t±1m ] un élément de la forme uΦ(t
k1
1 . . . t
km
m ) où u est une unité et Φ ∈ Z[t] est un
polynôme cyclotomique classique (i.e. divise tl − 1 pour un entier l ≥ 1) et on étend cette
définition aux éléments de Z[Λ].
Soit Tm = {|z| = 1}m ⊂ Cm ; la mesure de Mahler d’un polynôme f ∈ C[t±11 , . . . , t±1m ] est
définie par :
M(f) = exp(
∫
Tm
log |f(z)|dz),
l’intégrale étant absolument convergente d’après [EW99, Lemme 3.7]. On a évidemmentM(fg) =
M(f)M(g). Les polynômes cyclotomiques sont de mesure de Mahler égale à 1, et ce sont les
seuls (cf. [EW99, Theorem 3.10]).
Si A ∈ SLm(Z) elle induit un automorphisme A∗ de C[t±11 , . . . , t±1m ] par f 7→ f ◦ A et on a
alors
M(A∗f) =
∫
Tm
f(Az)dz =
∫
Tm
f(z)|détA|dz =M(f).
Ainsi la mesure de Mahler d’un élément f ∈ Z[Λ] peut être définie indépendamment de la base
choisie pour identifier Z[Λ] à Z[t±11 , . . . , t±1m ]. On a alors le résultat suivant (cf. [Lüc02, Example
3.13]) : pour f ∈ C[Λ] on a
détΛ(f) =M(f). (1.9)
On notera enfin m la mesure de Mahler logarithmique, qui comme son nom l’indique est
définie pour f ∈ C[Λ] par
m(f) = logM(f).
1.2.2 Polynômes d’Alexander
Soit M un Z[Λ]-module de type fini ; il existe alors une matrice de présentation A ∈
Mm,n(Z[Λ]) de M , i.e. M = Z[Λ]m/AZ[Λ]n. On définit le l-ième idéal élémentaire Il(M) de
M comme l’idéal engendré par les (m − l)-mineurs de A. On sait que deux matrices de pré-
sentation de M diffèrent d’une suite d’opérations qui n’affectent pas les Il et ces derniers ne
dépendent donc pas du choix d’une présentation (cf. [Tur01, Lemme 4.4]). Comme Z[Λ] est noe-
therien et factoriel, on peut définir le plus grand commun diviseur d’un idéal (c’est le pgcd d’une
famille génératrice finie, ou de manière équivalente le générateur du plus petit idéal principal le
contenant) ; on pose ∆l(M) = pgcd(Il), que l’on appelle l-ième polynôme d’Alexander de M .
Il est facile de voir que ∆l(M) est nul pour l < rg(M) et que ∆l+rg(M)(M) = ∆l(Mtors) (bien
entendu, Mtors est ici le sous-module de Z[Λ]-torsion maximal de M).
On remarque que ∆0 est multiplicatif, i.e. si on a une suite exacte courte 0 → M ′ → M →
M ′′ → 0, alors ∆0(M) = ∆0(M ′)∆0(M ′′). En effet, on peut supposer queM ′,M ′′ sont de torsion
et si A′, A′′ sont des matrices de rangs maximaux m′,m′′ qui présentent M ′ et M ′′, M admet
une matrice de présentation de la forme :
A =
(
A′ ∗
0 A′′
)
,
dont les (m′+m′′)-mineurs non nuls sont les produits des m′-mineurs de A′ avec les m′′-mineurs
de A′′.
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Enfin, la mesure de Mahler de ∆l(M) est bien définie puisque les unités de Z[Λ] ont une
mesure de Mahler égale à 1.
1.2.3 Calcul de la torsion `2
Pour une matrice A ∈Mn(Z[Λ]) le lemme 1.4 et (1.9) donnent
détΛ(A) =M(détA)
si détA 6= 0. D’autre part, dans le cas de coefficients abéliens la torsion de Reidemeister a été
calculée par Milnor (cas cyclique) et Turaev (cas général, cf. [Tur01, Theorem 4.7]) en fonction
des polynômes d’Alexander de l’homologie : si C∗ est un complexe de Z[Λ]-modules libres de
longueur d tel que H∗(C) soit de torsion on a
τ(C) =
d∏
p=0
∆0(Hp(C))(−1)
p
.
On obtient donc comme conséquence de la proposition 1.7 le résultat suivant.
Corollaire 1.8. Soit C∗ un complexe de Z[Λ]-modules libres qui est `2-acyclique. On a
τ (2)(C) =
∏
p
M
(
∆0(Hp(C))
)(−1)p (1.10)
1.2.4 Exemple : Extérieurs d’entrelacs
Soit ` un entrelacs à m brins dans S3 et L un voisinage régulier de `. On fixe une cellulation
X de S3−L et on note Λ = H1(X) ∼= Zm. On note X̂ le revêtement abélien maximal de X, son
groupe de Galois est donc Λ et l’homologie H∗(X̂) est un Z[Λ]-module. Le seul p pour lequel
Hp(X̂) peut contenir de la torsion est p = 1. Dans le cas où rgH1(X̂) = 0 il suit donc du
corollaire 1.8 que
τ (2)(X̂) =M(∆(`))
où ∆(`) est le polynôme d’Alexander de `, i.e. ∆(`) = ∆0(H1(X̂)) (qui est non nul puisque
rgH1 = 0). Dans le cas où X̂ n’est pas Q(Λ)-acyclique on a ∆(`) = 0 et la torsion `2 dépend de
la cellulation choisie. La dépendance précise est calculée plus loin, dans la proposition 1.11.
1.2.5 Une extension de 1.8 au cas non-acyclique
Notre but ici est de généraliser le calcul du corollaire 1.8 ci-dessus au cas d’un complexe dont
l’homologie n’est pas de torsion (ce qui en donne aussi une nouvelle preuve). Le résultat précis
est donné dans la proposition 1.11 ci-dessous.
Definition du volume `2
On veut définir un volume `2 pour les sous-modules de Z[Λ]n par analogie avec le volume des
réseaux d’espaces Hermitiens. Pour des sous-modules libres on a une définition assez naturelle :
si L ⊂ Z[Λ]n est libre de rang r tous les plongements Z[Λ]r → Z[Λ]n d’image L ont le même
déterminant de Fuglede-Kadison ; en effet, si on fixe un tel plongement f , n’importe quel autre
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peut s’écrire f ◦u où u est un automorphisme de Z[Λ]r qui est donc de déterminant de Fuglede-
Kadison égal à 1. On choisit donc une matrice A ∈Mn,r(Z[Λ]) d’image L et on définit
vol(2)(L) = détΛ(A) =M(dét(A∗A)).
Si M est un sous-module de Z[Λ]n de rang r on peut choisir un sous-module libre de rang
maximal L ⊂M par le lemme 1.2. Le quotientM/L est alors de torsion et son premier polynôme
d’Alexander ∆0(M/L) est donc non nul. On pose alors (l’analogie avec le volume en dimension
finie est que ce dernier est multiplicatif par rapport à l’indice, i.e. si [L : L′] est fini on a
vol(L′) = [L : L′] vol(L)) :
vol(2)(M) = vol
(2)(L)
M(∆0(M/L))
.
Le lemme suivant montre que ceci est bien défini.
Lemme 1.9. Le nombre réel vol
(2)(L)
M(∆0(M/L)) ne dépend pas du sous-module libre de rang maximal
L ⊂M .
Démonstration. Soient L1, L2 deux sous-modules libres de rang maximal dans M . Alors L1∩L2
est un sous-module de rang maximal et contient donc un sous-module libre de rang maximal. Il
suffit donc de prouver que si L′ ⊂ L ⊂ M sont deux modules libres de même rang rgM on a
vol(2)(L′)
M(∆0(M/L′)) =
vol(2)(L)
M(∆0(M/L)) . Soient b, b
′ des bases respectives de L,L′. On a
vol(2)(L′) = détΓ([b : b′]) vol(2)(L) =M(∆0(L/L′)) vol(2)(L)
Par ailleurs on a la suite exacte courte 0→ L/L′ →M/L′ →M/L→ 0 d’où il suit que :
M(∆0(M/L′)) =M(∆0(L/L′))M(∆0(M/L))
Il vient finalement que :
vol(2)(L′)
M(∆0(M/L′))
= vol
(2)(L)
M(∆0(M/L′))M(∆0(L/L′))
= vol
(2)(L)
M(∆0(M/L))
ce qui finit la preuve.
Formule du rang métrique
On a l’analogue suivant de (1.2), dont la preuve est similaire.
Lemme 1.10. Soient M,M ′ des Z[Λ]-sous-modules d’un module libre et f un morphisme de M
vers M ′, on a l’égalité suivante :
vol(2)(f(M)) = détΓ(f) vol
(2)(M)
vol(2)(ker(f))
. (1.11)
Démonstration. On suppose pour simplifier que vol(2)(M) = 1. Soient L′ ⊂ ker(f) et L′′ ⊂
ker(f)⊥ des sous-modules libres de rang maximal, alors la somme directe L′ ⊕ L′′ est un
sous-module libre de rang maximal dans M . On pose T ′ = ker(f)/L′, T ′′ = im(f)/f(L′′) ∼=
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M/(ker(f)⊕L′′) et T = M/(L′⊕L′′). On obtient un suite exacte courte 0→ T ′ → T → T ′′ → 0
en appliquant le lemme du serpent au diagramme suivant :
0 −−−−→ ker(f) −−−−→ M −−−−→ im(f) −−−−→ 0x x xf
0 −−−−→ L′ −−−−→ L′ ⊕ L′′ −−−−→ L′′ −−−−→ 0
Il suit queM(∆0(T )) =M(∆0(T ′′))M(∆0(T ′)). Par ailleurs, comme L′ et L′′ sont orthogonaux
on a
vol(2)(L′) vol(2)(L′′) = vol(2)(L′ + L′′)
et il suit que
vol(2)(L′) vol(2)(L′′) = M(∆0(T ))
= M(∆0(T ′′))M(∆0(T ′)).
Vu que f|L′′ est injective f(L′′) est un sous-module libre de rang maximal de im(f) et on obtient
ainsi que
vol(2)(im(f)) = vol(2)(f(L′′))/M(∆0(im(f)/f(L′′)));
= vol(2)(f(L′′))/M(∆0(T ′′)).
Enfin, on a
vol(2)(f(L′′)) = détΓ(f) vol(2)(L′′).
Il suit des trois égalités ci-dessus que
vol(2)(im(f)) = détΓ(f) vol
(2)(L′′)
M(∆0(T ′′))
= détΓ(f)M(∆0(T
′))
vol(2)(L′)
= détΓ(f)
vol(2)(ker(f))
.
Calcul de la torsion `2
Soit C∗, d∗ un complexe fini de Z[Λ]-modules libres de type fini. Pour chaque p on choisit
un sous-module libre de rang maximal L dansHp(C) ; alors L se relève en un sous-module libre de
rang maximal L′ dans l’orthogonal de im(dp+1) dans ker(dp). Soit T le quotient (Hp(C)/Hp(C)tors)/L,
on pose :
vol(2)(Hp(C)) =M(∆0(T )) vol(2)(L′).
On remarque que si C∗ est `2-acyclique ceci vaut 1 puisque l’orthogonal de im(dp+1) dans ker(dp)
est nul.
Proposition 1.11. Avec les notations ci-dessus on a l’égalité
τ (2)(C) =
∏
p
M(∆b(2)p (C)(Hp(C))
vol(2)(Hp(C))
(−1)p .
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Démonstration. Soit Mp l’orthogonal de im(dp+1) dans ker(dp), qui est un sous-module de rang
b
(2)
p (C) dans Cp. Soit L′, L′′ des sous-modules libres de rang maximal dans im(dp−1) et Mp
respectivement, L = L′ ⊕ L′′ est alors un sous-module libre de rang maximal dans ker(dp).
Comme Mp et im(dp−1) sont orthogonaux on a vol(2)(L) = vol(2)(L′) vol(2)(L′′). En posant
T = ker(dp)/L il suit que :
vol(2)(ker(dp)) =
vol(2)(L)
M(∆0(T ))
= vol
(2)(L′) vol(2)(L′′)
M(∆0(T ))
.
On pose maintenant T ′′ = Mp/L′′, T ′ = im(dp−1)/L′ ; il y a un plongement naturel de T ′ ⊕ T ′′
dans T dont le conoyau est isomorphe à Hp(C)/Mp =: T0. On obtient ainsi une suite exacte
courte 0→ T ′ ⊕ T ′′ → T → T0 → 0 et il suit que l’on a
M(∆0(T )) =M(∆0(T ′))M(∆0(T ′′))M(∆0(T0)).
Enfin, soitH ′p(C) le quotient deHp(C) par son sous-module de torsion, dans lequelMp se plonge,
et T1 = H ′p(C)/Mp. Le volume `2 de H ′p(C) est bien défini et égal à vol(2)Hp(C). On a d’autre
part la suite exacte courte 0→ T1 → T0 → Hp(C)tors → 0 et il vient :
M(∆0(T0)) =M(∆0(T1))M(∆0(Hp(C)tors)).
En rassemblant toutes ces égalités on obtient :
vol(2)(ker(dp)) =
vol(2)(L′)
M(∆0(T ′))
× vol
(2)(L′′)
M(∆0(T ′′))
× 1
M(∆0(T0))
= vol(2)(im(dp−1))×
vol(2)(Mp)
M(∆0(T1))
× 1
M(∆0(Hp(C)tors))
=
vol(2)(im(dp−1)) vol(2)(H ′p(C))
M(∆0(Hp(C)tors))
et de la dernière ligne il suit en utilisant (1.11) que :
vol(2)(ker(dp)) =
détΛ(dp−1) vol(2)(H ′p(C))
M(∆0(Hp(C)tors)) vol(2)(ker dp−1)
et en prenant le produit alterné sur p on peut conclure que :
1 =
∏
p
(
détΛ(dp−1) vol(2)(Ĥp(C))
M(∆0(Hp(C)tors))
)(−1)p
.
1.3 Approximation pour la torsion de Reidemeister
Pour toute cette section on fixe un groupe abélien libre Λ ∼= Zm. Pour une famille génératrice
libre S = {t1, . . . , tm} de Λ et v = tv11 . . . tvmm on note |v|S = maxl=1,...,m |vl|. Si ∆ ⊂ Λ est un
sous-groupe on note
αS(∆) = min
v∈∆−{0}
|v|S .
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Si S, S′ sont deux familles génératrices il existe un C > 0 tel que C−1|.|S ≤ |.|S′ ≤ C|.|S . Comme
la plupart du temps on sera intéressé au comportement “à grande échelle” de αS on notera
simplement α(∆) = αS(∆) sans se soucier du choix d’une famille génératrice.
Pour un Z[Λ]-moduleM on noteM∆ le Z[Λ/∆]-module obtenu en restreignant les scalaires :
M∆ = Z[Λ/∆]⊗Z[Λ] M.
On a un isomorphisme Λ/∆-équivariant de M∆ vers le module quotient M/(∆− 1)M . Pour un
morphisme f : Z[Λ]n → Z[Λ]n′ on note f∆ l’application de Z[Λ/∆]n → Z[Λ/∆]n
′ induite. Les
déterminants dét′(f∆) sont toujours pris pour la métrique Hermitienne canonique sur C[Λ/∆]
pour laquelle les éléments du groupe sont une base orthonormée. Si C∗, d∗ est un complexe de
Z[Λ]-modules on note C∆ le Z[Λ/∆]-complexe tel que C∗,∆ = (C∗)∆ et d∗,∆ = (d∗)∆.
Cette section est consacrée à prouver une version faible de l’approximation pour le détermi-
nant de Fuglede-Kadison pour le groupe Λ. On obtient le résultat suivant.
Proposition 1.12. Soit A ∈Mn,n′(Z[Λ]), on a la limite
lim sup
α(∆)→∞
log détA∆
[Λ : ∆] = log détΛA.
Plus précisément on montre le résultat suivant, qui est celui que l’on utilisera dans la section
suivante.
Proposition 1.13. Soit A1, . . . , An une collection finie de matrices à coefficients dans Z[Λ].
Il existe une suite exhaustive ΛN de sous-groupes d’indice fini dans Λ tel que l’on ait pour
l = 1, . . . , n :
(i)
lim
N→∞
log dét′(Al,ΛN )
[Λ : ΛN ]
= log détΛ(Al)
(ii)
|dim(ker(Al,ΛN )⊗ C)− [Λ : ΛN ] rg(ker(Al))| = O(log[Λ : ΛN ]).
La proposition 1.12 est une conséquence directe du point (i) vu que l’on a
lim sup
α(∆)→∞
(dét′(A∆)
1
[Λ:∆] ) ≤ détΛ(A)
(cf. la preuve du lemme 1.18, ou [Lüc94a, Theorem 3.4(2)] pour un énoncé plus général).
1.3.1 Croissance des nombres de Betti
On aura besoin d’estimées précises sur la vitesse de convergence dans le théorème 0.4 de
Lück. Pour un sous-groupe ∆ ⊂ Λ on pose :
∆⊥ = {ζ ∈ Λ∗, ∀v ∈ ∆, ζ(v) = 1}
qui est un sous-groupe fini de cardinal [Λ : ∆] de Λ∗.
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Proposition 1.14. Soit M un Z[Λ]-module de type fini (resp. C∗ un complexe fini de Z[Λ]-
modules libres de type fini). Il existe un P ∈ Z[λ] tel que pour tout sous-groupe ∆ ⊂ Λ on
a ¶ :
| dim(M∆ ⊗ C)− [Λ : ∆] rg(M)| ≤ |{ζ ∈ ∆⊥, P (ζ) = 0}|
(resp.
∀p, |bp(C∆)− [Λ : ∆]b(2)p (C∗)| ≤ |{ζ ∈ ∆⊥, P (ζ) = 0}|).
Démonstration. On prouve d’abord le résultat pour les modules. Soit M un Z[Λ]-module de
type fini, i : L ↪→M un plongement d’un module libre de rang maximal dans M et T le module
de torsion M/L. On a alors
|dim(M∆ ⊗ C)− [Λ : ∆] rg(M)| ≤ dim(T∆ ⊗ C) + dim(ker(i∆)⊗ C).
Les deux lemmes qui suivent donnent la majoration souhaitée pour le terme de droite.
Lemme 1.15. Soit T un Z[Λ]-module de torsion de type fini ; il existe un P ∈ Z[Λ] non nul tel
que pour tout sous-groupe ∆ d’indice fini on ait
dim(T∆ ⊗ C) ≤ |{ζ ∈ ∆⊥, P (ζ) = 0}|.
Démonstration. Soient a1, . . . , as des générateurs de T . Il existe un P ∈ Z[Λ] tel que Pai = 0
pour i = 1, . . . , s. On obtient ainsi une surjection C[Λ]/(P )→ T et il suit que
dim(T∆ ⊗ C) ≤ s dim(C[Λ]/(P )⊗ C[Λ/∆]).
On va maintenant conclure en montrant que la dimension dim(C[Λ]/(P ))∆ est égale au nombre
de zéros de P dans ∆⊥. La suite exacte courte
0→ C[Λ] ×P−−→ C[Λ] π−→ C[Λ]/(P )→ 0
donne pour tout ∆ une suite exacte
C[Λ/∆] ×P∆−−−→ C[Λ/∆] π∆−−→ (C[Λ]/(P ))∆ → 0
où P∆ est l’image de P dans C[Λ/∆]. On rappelle que pour un caractère ζ ∈ Hom(Λ/∆,C×) ∼=
∆⊥ on désigne par Cζ la droite complexe sur laquelle Λ/∆ agit par le caractère ζ et que l’on a
une décomposition
C[Λ/∆] =
⊕
ζ∈∆⊥
Cζ .
Pour v ∈ Cζ on a P∆.v = P (ζ)v et on a donc Cζ ⊂ P∆C[Λ/∆] si et seulement si P (ζ) 6= 0. Il
suit que le noyau de application π∆ est égal à
ker(π) =
⊕
ζ∈∆⊥,P (ζ) 6=0
Cζ
de sorte que l’on a bien
dim(C[Λ]/(P ))∆ = [Λ/∆]− |{ζ ∈ ∆⊥, P (ζ) 6= 0}|
= |∆⊥| − |{ζ ∈ ∆⊥, P (ζ) 6= 0}|
= |{ζ ∈ ∆⊥, P (ζ) 6= 0}|.
¶. On compte toujours les multiplicités dans le nombre de zéros d’un polynôme
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Lemme 1.16. Soit i : M1 →M2 un morphisme injectif de Z[Λ]-modules. Il existe un Q ∈ Z[Λ]
non nul tel que pour tout ∆ d’indice fini on ait
dim(ker(i∆)⊗ C) ≤ |{ζ ∈ ∆⊥, Q(ζ) = 0}|.
Démonstration. On considère tout d’abord le cas oùM ⊂ Z[Λ]n est un sous-module d’un module
libre et i l’inclusion. On commence par montrer qu’il existe un Q1 tel que
dim(M∆ ⊗ C) ≤ [Λ : ∆] rg(M) + |{ζ ∈ ∆⊥, Q1(ζ) = 0}|. (1.12)
On pose T = M/L où L ⊂ M est un sous-module libre de rang maximal. L’image de L∆ ⊗ C
dans M∆ ⊗ C est de dimension inférieure à dim(L∆ ⊗ C) = rg(M)[Λ : ∆] et de codimension
égale à dim(T∆ ⊗ C) de sorte que (1.12) est vérifiée pour Q1 égal au polynôme associé à T par
le lemme 1.15.
Soit maintenant M ′ ⊂ Z[Λ]n un sous-module tel que M ∩M ′ = 0 et rg(M) + rg(M ′) = n et
i′ l’inclusion de M ′. Le quotient T ′ := Z[Λ]n/(M ⊕M ′) est de torsion et par le lemme 1.15 il
existe un Q2 tel que
dim(T ′∆ ⊗ C) ≤ |{ζ ∈ ∆⊥, Q2(ζ) = 0}|. (1.13)
D’autre part on a une suite exacte courte
0→M ⊕M ′ i⊕i
′
−−→ Z[Λ]n → T ′ → 0
qui après avoir tensorisé par Z[Λ/∆] devient :
M∆ ⊕M ′∆
i∆⊕i′∆−−−−→ Z[Λ/∆]n → T ′∆ → 0.
On obtient ainsi
dim(ker(i∆)⊗ C) + dim(ker(i′∆)⊗ C) = dim(T ′∆ ⊗ C) + dim(M∆ ⊕M ′∆ ⊗ C)− n[Λ : ∆].
Le raisonnement utilisé pour prouver (1.12) appliqué à M ′ donne un Q3 tel que dim(M ′∆⊗C)−
[Λ : ∆] rg(M ′) est inférieur au nombre de zéros de Q3 dans ∆⊥ ; en posant Q = Q1Q2Q3 (1.12)
et (1.13) ci-dessus et cette dernière majoration montrent que le côté droit de l’égalité ci-dessus
est majoré par le nombre de zéros de Q dans ∆⊥.
Dans le cas général on peut plonger M1/(M1)tors dans un module libre Z[Λ]n ; si i′ est le
plongement de M2/(M2)tors dans Z[Λ]n ainsi obtenu on obtient le résultat en appliquant le
raisonnement ci-dessus à i′ et le lemme 1.15 à (M2)tors.
Soit C∗ un complexe fini de Z[Λ]-modules libres de type fini ; on utilise les arguments habituels
pour déduire le résultat sur la croissance de l’homologie des (C∗)∆ du résultat sur les modules.
Soit np = rgZ[Λ](Cp), on a alors dim(Cp,∆ ⊗ C) = [Λ : ∆]np et il suit que
bp(C∆) = dim(ker dp,∆)− dim(im dp+1,∆)
= dim(ker dp,∆) + np+1[Λ : ∆]− dim(ker dp+1,∆).
Par ailleurs on a
b(2)p (C) = rgZ[Λ](ker dp) + np+1 − rgZ[Λ](ker dp+1)
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et il suffit donc de montrer que pour une matrice A ∈Mn,n′(Z[Λ]) la différence dim(kerA∆)−[Λ :
∆] rgZ[Λ](kerA) est majorée par le nombre de racines dans ∆⊥ d’un polynôme. Le lemme 1.16
et le résultat pour les modules donnent
dim(imA∆) = [Λ : ∆] rgZ[Λ](imA) + e
où e est le nombre de zéros dans ∆⊥ d’un polynôme. Vu que l’on a
dim(imAH) + dim(kerAH) = n′[Λ : ∆] = (rgZ[Λ] im(A) + rgZ[Λ] kerA)[Λ : ∆]
on obtient le résultat désiré.
Si P ∈ Z[Λ] est non nul on peut obtenir une majoration pour le nombre de ses zéros dans
C[Λ/∆]. Plus généralement, si X est une sous-variété affine du sous C-espace vectoriel de CΛ
engendré par Λ∗ on note X[∆] le sous-ensemble fini ∆⊥ ∩X ; il existe alors une constante C ne
dépendant que de X telle que
|X[∆]| ≤ C [Λ : ∆]
α(∆) . (1.14)
(cf. [CW03, Section 2]). La proposition 1.14 et cette borne donnent une généralisation au cas
non-`2-acyclique de leur théorème 2.1.
Corollaire 1.17. SoitM un Z[Λ]-module de type fini (resp. C∗ un complexe fini de Z[Λ]-modules
libres de type fini) Il existe un C > 0 tel que
| dim(M∆ ⊗ C)− [Λ : ∆] rg(M)| ≤ C
[Λ : ∆]
α(∆)
(resp.
|bp(C∆)− [Λ : ∆]b(2)p (C)| ≤ C
[Λ : δ]
α(∆) ).
1.3.2 Convergence des sommes de Riemann
On rappelle ici les faits suivants, qui sont bien connus.
Lemme 1.18. Soit P ∈ Z[t] non nul ;
(i) On a
lim
N→∞
1
N
∑
ζN=1
P (ζ) 6=0
log |P (ζ)| = m(P );
(ii) Il existe un CP > 0 telle que pour toute racine N -ième de l’unité ζ vérifiant P (ζ) 6= 0
on ait log |P (ζ)| ≥ −CP logN .
Démonstration. Soient a1, . . . , ad ∈ Q les racines de P . On a alors :
m(P ) =
∫
|z|=1
d∑
l=1
log |z − al|dz
=
d∑
l=1
log max(1, |al|)
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où la seconde ligne suit de la formule de Jensen (cf. Wikipédia). Il suffit ainsi de montrer que si
a ∈ Q on a :
lim
N→∞
1
N
∑
ζN=1
ζ 6=a
log |ζ − a| =
{
0 si |a| ≤ 1;
log |a| si |a| > 1.
Les cas où |a| 6= 1 sont triviaux. Si |a| = 1 on définit pour tout ε > 0 une fonction fε sur T1 par
fε(z) =
{
log |z − a| si |z − a| > ε;
log |zε − a| si |z − a| ≤ ε.
où zε est l’une des solutions à l’équation |z − a| = ε. On a alors log |z − a| ≤ fε(z) pour tout
z ∈ T1 et il suit que pour ε assez petit on a :
lim sup
N→∞
1
N
∑
ζN=1
ζ 6=a
log |ζ − a| ≤ lim
N→∞
1
N
∑
ζN=1
ζ 6=a
fε(ζ) =
∫
T1
fε(z)dz
Le côté droit tend vers
∫
T1 log |z − a|dz quand ε→ 0 et on peut donc conclure que
1
N
∑
ζN=1
ζ 6=a
log |ζ − a| ≤
∫
T1
log |z − a|dz = 0.
Il reste à prouver que
lim inf
N→∞
1
N
∑
ζN=1
ζ 6=a
log |ζ − a| ≥ 0.
D’après un résultat diophantien de A. Baker [EW99, Lemma 1.11] il existe un Ca > 0 tel que∏
ζN=1
ζ 6=a
|ζ − a| ≥ 1
NCa
. (1.15)
Il suit que pour tout N ≥ 1 on a
1
N
∑
ζN=1
ζ 6=a
log |ζ − a| ≥ −Ca logN
N
et comme le côté droit tend vers 0 quand N →∞ le point (i) du lemme suit.
Le point (ii) se déduit de (1.15). Il suffit de prouver que pour tout nombre algébrique a il
existe un C ′a tel que pour tout N ≥ 1 et toute racine N -ième de l’unité ζ 6= a on a
log |ζ − a| ≥ −C ′a logN. (1.16)
Le cas où a est une racine de l’unité est trivial ; on suppose donc que aN 6= 1 pour tout N ≥ 1.
Soit ζ0 la racine N -ième la plus proche de a. On suppose maintenant que (1.16) n’est pas vérifiée
par ζ0. Soit ζ une racine N -ième distincte de ζ0 ; on a
|ζ − a|2 = |ζ − ζ0|2 + 2 Re(ζ − ζ0)(ζ0 − a) + |ζ0 − a|2
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et il suit que
log |ζ − α| − log |ζ − ζ0| =
1
2 log(1 + 2 Re
(ζ − ζ0)(ζ0 − a)
|ζ − ζ0|2
+ |ζ0 − a|
2
|ζ − ζ0|2
)
≤ C1 Re
(ζ − ζ0)(ζ0 − a)
|ζ − ζ0|2
vu que l’on a supposé |ζ0 − a|  1/N ≤ |ζ − ζ0|. Par ailleurs on a∑
ζN=1
ζ 6=ζ0
1
|ζ − ζ0|2
Re(ζ − ζ0)(ζ0 − a) ≤
∑
ζN=1
ζ 6=ζ0
|ζ − a|
|ζ − ζ0|
≤ |ζ0 − a|N2
et comme on a supposé que |ζ0 − a| décroît plus vite que toute puissance de N il vient∑
ζN=1
ζ 6=ζ0
log |ζ − a| −
∑
ζN=1
ζ 6=ζ0
log |ζ − ζ0| = o(1).
Soit Q(t) = tN − 1, on a finalement∑
ζN=1
ζ 6=ζ0
log |ζ − ζ0| = log |Q′(ζ0)| = logN
et comme on a supposé que logN = o(log |ζ0 − a|) il suit
∑
ζN=1 log |ζ − a| −−−−→
N→∞
−∞, ce qui
contredit (1.15).
Pour m > 1 le même argument que ci-dessus montre que si P ∈ Z[Λ] on a :
lim sup
α(∆)→∞
∑
ζ∈∆⊥
P (ζ)6=0
log |P (ζ)| ≤ m(P ).
En revanche l’analogue de (1.15) (où même de la propriété plus faible (1.16)) n’est pas connue
pour les polynômes en plusieurs variables ; on ne peut donc pas démontrer la limite. Pour contour-
ner ce problème on utilise un résultat d’approximation de D.W. Boyd et W. Lawton pour déduire
du lemme ci-dessus un résultat moins précis sur les polynômes en plusieurs variables.
1.3.3 Construction de ΛN
Pour cette sous-section on fixe une identification Λ = Zm et la fonction longueur associée,
de sorte que α(∆) = minv∈∆−{0}maxl=1,...,m |vl|.
Proposition 1.19. Soit P une collection finie de polynômes dans Z[t1, . . . , tm]. Il existe une
suite exhaustive de sous-groupes d’indice fini ΛN ⊂ Λ tels que pour tout P ∈ P on ait
1
[Λ : ΛN ]
∑
ζ∈Λ⊥N
P (ζ)6=0
log |P (ζ)| −−−−→
N→∞
m(P ); (i)
|{ζ ∈ Λ⊥N , P (ζ) = 0}| ≤ log[Λ : ΛN ]; (ii)
∀ζ ∈ Λ⊥N , log |P (ζ)| ≥ −(log[Λ : ΛN ])2. (iii)
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Démonstration. On commence par considérer le cas d’un seul polynôme P ∈ Z[t1, . . . , tm], le
cas général en suivra trivialement.
Pour v = (v1, . . . , vm) ∈ Zm on note v∗ le sous-groupe {(u1, . . . , um) ∈ Zm,
∑
i uivi = 0}.
On pose q(v) = α(v∗) et pour P ∈ Z[t1, . . . , tm] on note Pv(X) = P (Xv1 , . . . , Xvm). Le résultat
principal de [Law83] est la limite suivante :
m(Pv) −→
q(v)→∞
m(P ). (1.17)
Pour un nombre premier p on note p = p1 < p2 < . . . < pm la suite des m nombres premiers qui
le suivent et on pose ri =
∏
j 6=i pj pour i = 1, . . . ,m et r = (r1, . . . , rm). On voit aisément que
q(r) ≥ p : si
∑
i siri = 0 pour un s ∈ Zm et pour un j on a sj 6= 0 on obtient −sjrj = pj
∑
i 6=j
ri
pj
si.
Comme pj ne divise pas rj on doit avoir pj |sj et il suit que q(r) ≥ |sj | ≥ pj ≥ p. De (1.17) il suit
ainsi que m(Pr) −−−→
p→∞
m(P ). Pour un entier M ≥ 0 on definit le sous-groupe suivant de Zm :
Λp,M = {v ∈ Zm,
∑
i
viri ≡ 0 (mod M)}.
On a alors Λp,M = r∗⊕ZMv pour tout v ∈ Zm qui engendre un supplémentaire à r∗ et Λp,M est
d’indiceM dans Zm. On montre que siM > mp1 . . . pm on a α(Λp,M ) ≥ p. Soit v ∈ Λp,M , v 6∈ r∗.
Alors on a |
∑
i rivi| ≥M et il suit que |vj | > M/(m
∏
i 6=j pi) pour au moins un j. Le côté droit
est supérieur à p pour M comme indiqué.
On fixe maintenant ε > 0 et on choisit p assez grand pour que |m(Pr) −m(P )| < ε ; par le
Lemme 1.18 il existe un entier M0 tel que pour tout M ≥M0 on ait∣∣∣∣∣∣m(Pr)− 1M
∑
ζM=1, Pr(ζ)6=0
log |Pr(ζ)|
∣∣∣∣∣∣ < ε.
On a Λ⊥p,M = {(ζr1 , . . . , ζrm), ζM = 1} et il suit donc que∣∣∣∣∣∣∣m(P )−
1
[Λ : Λp,M ]
∑
ζ∈Λ⊥p,M , P (ζ)6=0
log |P (ζ)|
∣∣∣∣∣∣∣ < 2ε
pour tout M ≥M0.
Le nombre de zéros de P dans Λ⊥p,M est majoré par le nombre de racines de Pr qui est
lui-même inférieur à
max
i
|ri| × deg(P ) ≤ deg(P )p1 . . . pm ≤ deg(P )2
m(m+1)
2 pm
vu que pi ≤ 2pi−1 par un théorème de Chebyshev (cf. Wikipédia). Il existe donc un entier M1
tel que pour tout M ≥M1 le nombre de zéros de P dans Λp,M soit inférieur à log(M).
Du lemme 1.18 on tire que pour tout p il existe un Cp > 0 tel que pour tout ζ ∈ Λ⊥p,M qui
ne soit pas un zéro de P on ait
log |P (ζ)| ≥ −Cp log(M)
et il suit que pour M ≥M2 = exp(Cp) on a log |P (ζ)| ≥ − log(M)2.
On peut donc construire un suite ΛN = ΛpN ,MN où pN est le N -ième nombre premier et
MN un entier bien choisi : on demande que MN > mpN . . . pN+m−1 pour que α(ΛpN ,MN ) ≥ pN ,
MN ≥ M0,M1,M2 (où M0 est l’entier ci-dessus correspondant à ε = 1/p) et on obtient ainsi
que (i), (ii) and (iii) sont vérifiés par cette suite.
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Dans le cas de plusieurs polynômes P1, . . . , Pn on obtient des suites M lN , l = 1, . . . , n, i =
1, 2, 3 telles que les conclusions de la proposition soient vérifiées pour chaque Pl avec la suite
ΛpN ,MN pour toute suite MN ≥ M lN . En posant MN = maxl=1,...,nM lN et ΛN = ΛpN ,MN on
obtient une suite telle que les propriétés (i), (ii) et (iii) soient vérifées pour tous les Pl.
Notation
Dans l’identification Λ = Zm on a défini le sous-groupe ΛN = r∗N ⊕MvN ; dans la suite on
gardera cette notation et on considérera rN comme un élément du dual Hom(Λ,Z) et r∗N comme
son noyau.
1.3.4 Preuve de la proposition 1.13
Dans cette preuve on utilisera systématiquement le lemme suivant.
Lemme 1.20. Soient V,W deux espaces hermitiens et f ∈ HomC(V,W ). On suppose que toute
valeur singulière non nulle λ de f satisfait c ≤ λ ≤ C. On pose f ′ = f|V ′ ; on a alors l’encadre-
ment
d log(c) ≤ log(dét′f)− log(dét′f ′) ≤ d log(C).
Démonstration. Si λ1 ≥ . . . ≥ λdimV sont les valeurs propres d’un endomorphisme auto-adjoint
positif g of V on a l’égalité bien connue (cf. Wikipedia) :
λi = max
F≤V,dim(F )=i
min
x∈F
||gx||
||x||
;
et en appliquant ceci à g = f∗f |ker(f)⊥ on obtient que si λ′1, . . . , λ′dimV−d sont les valeurs propres
de g|V ′ on a λi ≥ λ′i ≥ λi+d pour tout i. Il suit que
log(dét′(f))− log(dét′(f ′)) ≤
d∑
i=1
log(λi) ≤ d log(C)
log(dét′(f))− log(dét′(f ′)) ≥
dimV∑
i=dimV−d
log(λi) ≥ d log(c).
Démonstration de la proposition 1.13. Comme dans la preuve de la proposition 1.19 on peut se
limiter au cas d’une seule matrice. De plus il suffit de démontrer le résultat pour des matrices
auto-adjointes vu que si A ∈Mn,m(C[G]) on a détΛ(A) =
√
détΛ(A∗A).
Soit donc A ∈Mn(Z[G]) une matrice auto-adjointe. On veut montrer que
lim
N→∞
log dét′(AΛN )
[Λ : ΛN ]
= détΛ(A)
pour une suite ΛN obtenue par la proposition 1.19. La stratégie de la preuve est d’utiliser le
lemme 1.20 ci-dessus et les estimées sur les valeurs propres de AΛN pour se ramener au cas d’une
matrice inversible. Le résultat est ensuite déduit du point (i) de la proposition 1.19 appliqué à
dét(A). Soit L un sous-Z[Λ]-module libre de rang maximal dans l’orthogonal de ker(A), L′ son
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image par A (qui est un sous-module libre de rang maximal dans imA) et h, g des isomorphismes
de Z[Λ]r (r = rg(A)) vers L,L′, de sorte que le diagramme suivant soit commutatif :
Z[Λ]r A
′
−−−−→ Z[Λ]r
h
y gy
Z[Λ]n A−−−−→ Z[Λ]n
où A′ ∈Mr(Z(Λ]) est une matrice carrée de déterminant non nul. Vu que L⊗C est dense dans
ker(A)⊥ on obtient par [Lüc02, Lemma 3.15(3)] l’égalité
détΛ(A) = détΛ(g)détΛ(A′)détΛ(h−1).
On écrit dét(t−A) =
∑n
i=0 Pi(t1, . . . , tm)ti. Soit P l’ensemble de polynômes contenant tous
les Pi non nuls ainsi que tous les coefficients non nuls des polynômes caractéristiques de A′, hh∗
et gg∗, tous les polynômes apparaissant dans le lemme 1.16 pour h et g et ceux du lemme
1.15 pour (Z[Λ]n/ im(h))tors et im(A)/ im(g). Soit ΛN la suite associée à P par la proposition
1.19. Comme dét′A(ζ) = ±Pi(ζ) pour i = dim ker(A(ζ)) (et une égalité semblable vaut pour les
autres matrices) le point (iii) de la proposition 1.19 implique que pour toute valeur singulière λ
de AΛN , A′ΛN , hΛN ou gΛN on a
log λ ≥ − log[Λ : ΛN ]2. (1.18)
D’après le lemme 1.16 et le point (ii) de la proposition 1.19 on voit que le sous-espace ker(hΛN )+
ker(gΛN ) de C[Λ/ΛN ]r est de dimension ≤ log[G : GN ]. De la même manière le lemme 1.15
montre que im(hΛN ) et im(gΛN ) = AΛ im hΛN sont de codimension inférieure à log[Λ : ΛN ] dans
ker(AΛ)⊥. On définit des sous-espaces V1 ⊂ C[Λ/ΛN ]r et V2 ⊂ C[Λ/ΛN ]n par
V1 = ker(hΛN )
⊥ ∩ ker(A′ΛN ) ∩A
′−1
ΛN (ker(gΛN )
⊥)
V2 = hΛN (V1)
et on a donc un diagramme commutatif
V1
A′ΛN−−−−→ A′ΛN (V1)
hΛN
y gΛNy
V2
AΛN−−−−→ AΛN (V2)
où toutes le flèches sont des isomorphismes. Pour i = 1, 2 on a aussi
dimVi − r[Λ : ΛN ] = O(log[Λ : ΛN ]).
Dans la suite on utilisera l’abréviation log(uΛN ) = log(vΛN ) + o([Λ : ΛN ]) en uΛN ∼ vΛN .
Du lemme 1.20 et de la minoration (1.18) il suit que pour toute f : Z[Λ]n → Z[Λ]n′ et toute
suite de sous-espaces FN ⊂ C[Λ/ΛN ]n tels que dim(FN ) = O([Λ : ΛN ]b) pour un b < 1 on a
dét′(fΛN ) ∼ dét
′(fΛN |FN ). En appliquant ceci à f = A′ et FN = V1 on obtient que
dét′(A′ΛN ) ∼ dét
′(A′ΛN |V1).
De la même manière on a
dét′(A′GN |V1) = dét
′((gGN |
AGN V2
A′GN
V1
)−1AGNhGN |V1)
= dét(gGN |
AGN V2
A′GN
V1
)−1dét(AGN |V2)dét(hGN |V1)
∼ dét′(gGN )
−1dét′(AGN )dét
′(hGN ),
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où la dernière ligne suit du lemme 1.20 appliqué à f = gΛN , V = C[Λ/ΛN ]r, W = im(A)ΛN
et V ′ = A′ΛNV1 puis à f = AΛN , V = W = im(A)ΛN et V
′ = V2 et finalement à f = hΛN ,
V = C[Λ/ΛN ]r, W = im(A)ΛN et V ′ = V1. On conclut que
log(dét′(AΛN ))
[Λ : ΛN ]
=
log(dét′(hΛN )−1dét′(A′ΛN )dét
′(gΛN ))
[Λ : ΛN ]
+ o(1)
et on voit qu’il suffit donc de considérer le cas où le déterminant est non nul que l’on peut ensuite
appliquer à A′, hh∗ et gg∗.
On suppose donc maintenant que P = dét(A) 6= 0 et on reproduit la preuve classique donnée
par exemple dans [Lüc02, Lemma 13.53]. On décompose C[Λ/ΛN ]n en la somme
⊕
ζ∈Λ⊥N
V nζ où
Λ/ΛN agit sur la droite Vζ par le caractère ζ, de sorte que AΛN est représenté dans V nζ par la
matrice A(ζ). Le nombre de ζ ∈ Λ⊥N tels que dét(A)(ζ) = 0 est inférieur à log[Λ : ΛN ] et comme
les valeurs propres de AΛN sont majorées par une constante et minorées par (1.18) on obtient
par le lemme 1.20 que
1
[Λ : ΛN ]
log dét′(AΛN ) =
1
[Λ : ΛN ]
∑
ζ∈Λ⊥N
log dét′A(ζ)
∼ 1[Λ : ΛN ]
∑
ζ∈Λ⊥N , dét(A)(ζ)6=0
log dét(A(ζ)).
Le point (i) de la proposition 1.19 appliquée au côté droit montre qu’il converge vers log détΛ(A)
quand N →∞.
Le point (ii) de la proposition est une conséquence immédiate du (ii) de la proposition 1.19
et de la proposition 1.14.

Chapitre 2
Croissance de l’homologie de torsion
dans les revêtements abéliens
Dans ce chapitre on relie le taux de croissance exponentielle de la torsion homologique dans
les revêtements abéliens aux mesures de Mahler des polynômes d’Alexander. On traite le cas des
revêtements cycliques dans le théorème 2.5 et on obtient un résultat partiel pour le cas général
dans le théorème 2.19. Dans tout ce chapitre Λ est un groupe abélien libre de rang fini.
2.1 Le cas `2-acyclique, d’après [BV]
On s’occupe ici de la croissance du terme parasite
∏
i vol(Hi)(−1)
i dans (1.3). Le résultat
suivant est une adaptation de [BV, Theorem 7.3].
Proposition 2.1. Soit C∗, d∗ un complexe fini de Z[Λ]-modules libres de type fini. Si H(2)p (C) =
0 et ΛN est la suite associée aux dp par la proposition 1.13 on a
| log vol(Hp(CΛN )libre)| = O(log[Λ : ΛN ]
2).
Démonstration. On reprend la notation de [BV] et on note Rp(A) = vol(Hp(A)libre) pour tout
complexe A∗ de Z-modules libres de type fini tel que Ap ⊗ R soit muni d’un produit scalaire
défini sur Q. Les deux lemmes suivants sont issus de cette référence.
Lemme 2.2. Soit K un groupe fini qui agit sur un complexe A∗ de Z-modules. On suppose que
A∗⊗C est muni d’une métrique Hermitienne pour laquelle K agit par isométries. SoientM,ν des
majorants respectifs des normes des différentielles de A∗ et des normes d’une famille génératrice
de A∗. Soit X ⊂ K̂ l’ensemble des caractères qui apparaissent dans la K-représentation H∗(A⊗
C) et D le maximum des dimensions des sous-espaces X-isotypiques des Ap. Alors on a pour
tout p :
Rp(A) ≥ (Mν|K|5)−D.
Lemme 2.3. Soit A∗ comme ci-dessus et B∗ le complexe dual Bn−p = Hom(Ap,Z) muni de la
métrique duale. On a pour tout p :
Rp(A∗)Rn−p(B∗) = 1.
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Il existe M > 0 tel que les différentielles dp,∆ des complexes (C∗)∆ sont de norme inférieure
à M pour tout ∆ ⊂ Λ d’indice fini et les (Cp)∆ sont engendrés par des vecteurs unitaires. Soit
X l’ensemble des caractères de Λ/∆ qui apparaissent dans Hp(C∆) ⊗ C et D le maximum des
dimensions des sous-espaces X-isotypiques des (Cp)∆ et DN ce maximum pour ∆ = ΛN . Le
lemme 2.2 donne
Rp(C∆) ≥ (M [Λ : ∆]5)−D.
Il suit alors du lemme 2.3 que l’on a
(M [Λ : δ]5)D ≥ Rp(C∆) ≥ (M [Λ : ∆]5)−D. (2.1)
Vu que Cp ∼= Z[Λ]n on a (Cp)∆ ⊗ C ∼= C[Λ/∆]n et il suit que pour tout ensemble de caractères
Y ⊂ Hom(Λ/∆,C×) la dimension du sous-espace Y -isotypique de (Cp)∆ ⊗ C est égale à n|Y |.
En particulier on a D ≤ n dim(Hp(C∆) ⊗ C) et du point (ii) de la proposition 1.13 il suit
que DN = O(log[Λ : ΛN ]) et la majoration souhaitée est alors une conséquence immédiate de
(2.1).
Corollaire 2.4. Soit C∗, d∗ un complexe `2-acyclique fini de Z[Λ]-modules libres de type fini. Il
existe une suite exhaustive de sous-groupes d’indice fini ΛN ⊂ Λ telle que l’on ait
lim
N→∞
(∏
p
|Hp(CΛN )tors|
(−1)p
) 1
[Λ:ΛN ]
= τ (2)(C).
Démonstration. Par les propositions 2.1 et 1.13 il existe une telle suite ΛN telle que
log τ(CΛN )
[Λ : ΛN ]
−−−−→
N→∞
τ (2)(C)
et
| log vol(Hp(CΛN )libre)|
[Λ : ΛN ]
−−−−→
N→∞
0
Le corollaire suit alors de (1.3).
2.2 Croissance de l’homologie de torsion dans les revêtements
cycliques
Soit X un CW-complexe fini, X̃ son revêtement universel et φ une surjection π1(X) → Z ;
alors pour tout N ≥ 1, XN = φ−1(NZ)\X̃ est un revêtement cyclique de degré N de X et
X̂ = ker(φ)\X̃ en est un revêtement cyclique infini. Le but de cette section est de démontrer le
résultat suivant.
Théorème 2.5. Soit V un Z-module libre de type fini et ρ : π1(X) → SL(V ). Pour p =
0, . . . ,dimX soit j le plus petit indice tel que ∆j(Hp(X̂;V )) 6= 0. On a la limite
lim
N→∞
log |Hi(XN ;V )tors|
N
= m(∆j(Hp(X̂;V ))).
Démonstration. C’est une conséquence directe de (2.2) ci-dessous et du lemme 0.19.
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Le reste de cette section est donc dédié à la preuve des deux résultat suivants : si (C∗, d∗)
est un complexe fini de Z[t±1]-modules libres de type fini on a pour tout p
lim
N→∞
log |Hp(CN )tors|
N
= m
(
∆
b
(2)
p (C)
(Hp(C))
)
(2.2)
et si M est un Z[t±1]-module de rang r on a
lim
N→∞
log |(MN )tors|
N
= m
(
∆r(M)
)
(2.3)
On déduit plus loin (2.2) de (2.3) et cette dernière limite est elle-même prouvée en trois étapes :
on considère d’abord le cas d’un module sans torsion, puis celui d’un module de torsion et on
combine ces deux cas pour démontrer le résultat en général.
2.2.1 Modules sans torsion
On suppose ici que M est sans torsion et on veut montrer que :
1
N
log |(MN )tors| −−−−→
N→∞
0. (2.4)
On montre en fait que la Z-torsion dans MN est bornée indépendamment de N , et la preuve est
remarquablement semblable au cas-jouet 0.8. On choisit un plongement de M dans un module
libre L ∼= Z[t±1]n.
Lemme 2.6. Soit T = L/M ; alors le sous-module de Z-torsion de T est d’exposant fini ; soit e
non nul tel que eT soit un Z-module libre, alors pour tout N ≥ 1 l’exposant de (MN )tors divise
e.
Démonstration. La partie de Z-torsion de T est isomorphe à M ′/M où M ′ = L∩M ⊗Q est de
type fini, et si x1, . . . , xk ∈ L en est une famille génératrice il existe pour tout i un entier ni > 0
tel que nixi ∈M . Il suit que l’exposant de T divise n1 . . . nk.
Supposons maintenant qu’un x ∈ M ait une image d’ordre exactement n dans MN . Ceci
signifie qu’il existe un y ∈ M tel que y 6∈ dM pour tout diviseur d > 1 de n et nx = (tN − 1)y.
Dans le module libre L on voit en appliquant le lemme de Gauss coordonnée par coordonnée
que n doit diviser y. Il suit que n−1y est d’ordre n dans L/M .
Il existe donc un K > 0 ne dépendant que de M tel que pour tout N la Z-torsion de MN
soit de la K-torsion et (2.4) est donc une conséquence du lemme suivant.
Lemme 2.7. Soit M un Z[t±1]-module de type fini (resp. C∗ un Z[t±1]-complexe libre fini) et K
un entier non nul. On suppose que la partie de K-torsion de M (resp. Hp(C∗)) est finie, alors
la K-torsion de MN (resp. Hp(CN )) est bornée indépendamment de N .
Démonstration. Soit pk11 . . . p
kl
l la factorisation en nombres premiers deK. La partie deK-torsion
de MN se décompose comme suit :
(MN )K−tors ∼=
l⊕
i=1
di,N⊕
j=1
Z/pαi,j

où di,N = dim(MN ⊗ Fpi)− rgZ(MN ) et αi,j ≤ ki. Il suit que
|(MN )K−tors| ≤
l∑
i=1
pkii (dim(MN ⊗ Fpi)− dim(MN ⊗Q)).
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Ainsi il suffit de prouver que pour p = p1, . . . , pl la différence
dim(MN ⊗ Fp)− dim(MN ⊗Q)
est bornée indépendamment de N . On peut le montrer en examinant la preuve de [LLS11,
Theorem 0.2(i)] dans notre cas particulier, mais on va en donner une preuve courte et élémentaire.
A noter qu’elle est très similaire à celle de la proposition 1.14.
On suppose que M est sans torsion, on pose r = rgZ[t±1](M) et on choisit un plongement de
M dans un module libre L de rang r. Par la proposition 1.14 on sait que rgZ(MN )−rN est borné
et on doit donc montrer que dim(MN ⊗ Fp)− rN est borné. Dans la suite on note abusivement
M,L les Fp-espaces vectoriels M ⊗ Fp, L ⊗ Fp. Il existe un f ∈ Fp[t] tel que fL ⊂ M . On a
alors fNLN ⊂ MN ⊂ LN et il suffit donc de montrer que dimFp ker(fN ) est borné. Supposons
que L = Fp[t±1] soit de rang 1 ; alors on peut identifier LN avec les polynômes de Fp[t] de degré
inféreur à N . Soit ` = deg(f), si h ∈ Fp[t] est non nul et de degré deg(h) < N − ` le produit
fh est encore un polynôme de degré < N et fh est donc non nul dans LN . Il suit que fN est
injective sur un sous-espace de dimension N − ` et son noyau est donc de dimension inférieure
à `. Si L ∼= Fp[t±1]n on peut utiliser le même argument coordonnée par coordonnée.
En général, vu que la p-torsion de M est de rang sur Z fini on a rgFp[t±1](M ⊗ Fp) = r.
Comme on a montré le résultat pour M/Mtors il suffit de montrer que dim((Mtors)N ⊗ Fp) est
bornée. Soit f ∈ Fp[t] qui annihile Mtors, on a alors une surjection
(
Fp[t±1]/(f)
)k → T et par
l’argument ci-dessus on a dim((Mtors)N ⊗ Fp) = dim coker(f) k deg f .
L’énoncé sur l’homologie d’un complexe se déduit de l’énoncé pour un module exactement
comme dans la preuve de la proposition 1.14.
2.2.2 Modules de torsion
Soit T un Z[t±1]-module de torsion de type fini, on veut montrer que :
lim
N→∞
log |(TN )tors|
N
= m(∆0(T )). (2.5)
Le résultat suivant permet d’appliquer le théorème 7.3 de [BV]. Noter que l’énoncé et la
preuve du lemme ci-dessous se transposent presque mot pour mot au cas d’un Z[Λ]-module de
torsion (où Λ ∼= Zm) ; il suffit de remplacer 3 par m+ 2.
Lemme 2.8. Il existe une résolution
0→ F3
φ3→ F2
φ2→ F1
φ1→ T → 0 (2.6)
de T par des Z[t±1]-modules libres de type fini. Le complexe F∗, φ∗ est `2-acyclique et sa torsion
`2 est égale àM(∆0(T ))−1. De plus, pour tout p > 1 il existe un Z[t±1]-module Mp sans torsion
tel que pour tout N ≥ 1, Hp(FN ) se plonge dans (Mp)N .
Démonstration. L’anneau Z[t] est régulier de dimension 2 d’après [Ser00, IV.D, Proposition 25] ;
vu que ses localisés sont les même que ceux de Z[t±1] ce dernier l’est aussi. Ceci signifie que tout
Z[t±1]-module de type fini a une résolution de longueur inférieure à 3 par des modules projectifs
de type fini. Comme tous les Z[t±1]-modules projectifs sont libres par [Lam06, Corollary V.4.12]
on obtient la résolution 2.6. On a alors Hp(F ) = 0 pour p > 1 et H1(F ) = T d’où il suit que F∗
est `2-acyclique et par le corollaire 1.8 sa torsion `2 est égale à −m(∆0(T )).
Soit N ≥ 1 et p > 1 ; l’image im(φp,N ) est égale à im(φp)N = ker(φp)N et le groupe
d’homologieHp(FN ) est donc isomorphe au quotient ker(φp,N )/ ker(φp)N . L’application φp donne
un plongement de Mp = Fp/ ker(φp) dans Fp−1 et ker(φp,N )/ ker(φp)N est alors isomorphe au
noyau de l’application induite Mp,N → Fp−1,N qui est bien sûr plongé dans Mp,N .
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Il suit du lemme ci-dessus et de (2.4) que pour p > 1 on a
1
N
log |Hp(CN )tors| ≤
1
N
log |(Mp,N )tors| −−−−→
N→∞
0
et (2.5) suit donc du corollaire 2.4 appliqué au complexe F∗, φ∗ vu que H1(FN ) ∼= TN .
2.2.3 Conclusion
Soit M un Z[t±1]-module de type fini, on a la suite exacte courte
0→Mtors
i→M →M ′ → 0
où M ′ = M/Mtors est sans torsion. En tensorisant par Z[Z/N ] on obtient
(Mtors)N
iN→MN →M ′N → 0.
Lemme 2.9. Pour tout N ≥ 1 l’application iN : (Mtors)N →MN est injective.
Démonstration. Soit x ∈ Mtors tel que l’image de x dans (Mtors)N soit dans le noyau de iN . Il
existe donc un y ∈M tel que x = (tN − 1)y. Mais il suit de cette dernière égalité que y ∈Mtors
d’où il suit que x est déjà nul dans (Mtors)N .
Il suit que l’on a l’inégalité
1 ≤ |(MN )tors|
|(Mtors)N )tors|
≤ (M ′N )tors.
Le terme de droite est borné d’après (2.4) et il suit que
lim
N→∞
1
N
log |(MN )tors| = lim
N→∞
1
N
log |
(
(Mtors)N
)
tors|
= m(∆0(Mtors))
= m(∆r(M))
ce qui finit la preuve de (2.3).
Soit maintenant C∗, d∗ un complexe fini de Z[t±1]-modules libres de type fini ; l’application
naturelle de ker(dp)N vers ker(dp,N ) induit une application jN : Hp(C)N → Hp(CN ). Une
preuve ∗ similaire à celle du lemme 2.9 montre que jN est injective et il suit que
1 ≤ |Hp(CN )tors|
|(Hp(C)N )tors|
≤ | coker(jN )tors|.
Pour traiter le côté droit on utilise la même astuce que dans la preuve de (2.5) : le conoyau de
jN se plonge dans ker(dp,N )/ ker(dp)N qui lui-même se plonge dans MN où M = Cp/ ker(dp) est
sans torsion et il suit que | coker(jN )tors| est borné. Au final on a donc prouvé que
lim
N→∞
1
N
|Hp(CN )tors| = lim
N→∞
1
N
|(Hp(C)N )tors| = m(∆b(2)p (C)(Hp(C)))
où la dernière égalité suit de (2.3) appliqué à Hp(C).
∗. Si x ∈ ker(dp) est nul dans Hp(CN ), i.e. x = y + (tN − 1)z, y ∈ im(dp+1), z ∈ (tN − 1)Cp on obtient
(tN − 1)dp(z) = 0 et il suit que z ∈ ker(dip) donc x est nul dans Hp(C)N .
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2.2.4 Exemples en dimension 3
Une présentation pour les modules d’Alexander d’une 3–variété
Si M est une 3–variété et M̂ un revêtement cyclique infini il serait plaisant d’obtenir une
formule aussi explicite que possible pour le polynôme d’Alexander ∆j(M̂). Le cas le plus simple
est celui où M fibre sur S1 et le morphisme π1(M)→ Z vient du tiré en arrière d’un générateur
de H1(S1) : il n’est pas dur de voir (cf. [BV, Corollary 7.7]) que si S est une surface fermée, φ
un difféomorphisme de S et M = (S × [0, 1])/{(x, 0) = (φ(x), 1)} on a
∆0(M̂) = dét(1− tφ∗) (2.7)
où φ∗ est l’endomorphisme de H1(S) induit par φ.
Plus généralement tout morphisme π1(M) → Z est obtenu par la forme d’intersection avec
une surface S plongée, π1-injective et séparante dansM † (cf. [Hem76, Lemma 6.6]). On suppose
maintenant que M est une 3–variété compacte qui contient une telle surface S et que M̂ est le
revêtement cyclique infini associé à S. Soit U ∼= S× (−1, 1) un voisinage tubulaire de S dans M
et M ′ = M −U . On note S± les composantes connexes de ∂M ′ correspondant à S ×{±1} ⊂ U .
Le groupe fondamental π1(M) est alors une extension HNN : si on considère les π1(S±) comme
plongés dans π1(M ′) il existe un isomorphisme α : π1(S+)→ π1(S−) tel que
π1(M) = 〈π1(M ′), t| ∀g ∈ π1(S+), tgt−1 = α(g)〉.
On note α∗ l’application induite H1(S+) → H1(S−) et on choisit un difféomorphisme α de S
qui induise α sur π1(S).
On peut utiliser S pour donner une construction géométrique de M̂ : elle est difféomorphe
à la variété obtenue à partir de M ′ × Z en recollant S+ × {k} à S− × {k + 1} avec α. Soit i le
plongement de S dans M ′ correspondant à S+. On sait que H0(M̂) = 0 et que l’application de
H1(S+) vers H1(M ′) est injective et la suite exacte longue d’homologie de la paire
S × Z −−−−−→
(1−tα)i
M ′ × Z→ M̂
donne ainsi la suite exacte
Z[t±1]⊗H1(S) −−−−−−→
(1−tα∗)i∗
Z[t±1]⊗H1(M ′)→ H1(M̂)→ 0. (2.8)
qui est une présentation de H1(M̂). Il semble difficile de calculer les mineurs de la matrice
(1− tα∗)i∗ en toute généralité vu qu’on ne sait pas grand-chose sur i∗.
Cylindres d’homologie rationnelle
On conserve les notations précédentes et on ajoute la condition que la paire M ′, i± soit un
cylindre d’homologie rationnelle, c’est-à-dire que les applications (i±)∗ : H1(S;Q)→ H1(M ′;Q)
sont des isomorphismes. Le revêtement M̂ est alors `2-acyclique et on peut calculer le premier
polynôme d’Alexander.
Lemme 2.10. Dans la situation décrite ci-dessus on a ∆0(H1(M̂)) = τ(M ′, S+)dét(1− tα∗) où
τ(M ′, S+) = |H1(M ′)/i∗H1(S)|.
Démonstration. C’est une conséquence immédiate de (2.8) vu que l’application (1− tα∗) ◦ i∗ est
représentée par une matrice carrée de déterminant égal à τ(M ′, S+)dét(1− tα∗).
†. La classe correspondante dans H1(M) est la classe duale à S
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Dans le cas où M est l’extérieur d’un nœud on retrouve ainsi [Lic97, Theorem 6.5] et dans
le cas où M est fibrée on retrouve (2.7).
Il existe beaucoup d’exemples non triviaux de cylindres d’homologie. SiM ′, i± est un cylindre
d’homologie entière Cha, Friedl et Kim en construisent un nouveau en faisant une chirurgie
dans l’intérieur deM ′ (cf. [CFK11, Section 4.3]). Cette construction laisse inchangé le polynôme
d’Alexander du revêtement cyclique infini de M = M ′/{∀x ∈ S, i+(x) = i−(x)} dual à S.
Nombres de Betti `2 positifs
Il est facile de donner des exemples de revêtements cycliques qui ne soient pas `2-acycliques :
si M0 est une 3–variété ayant un revêtement cyclique infini M̂0 et N est une 3–variété telle que
b1(N) > 0 la somme connexe M = M0]N a un revêtement cyclique infini M̂ difféomorphe à
M̂0](N × Z) et on a alors
H1(M̂) ∼= H1(M̂0)⊕ (Z[t±1]⊗H1(N))
d’où il suit que b(2)1 (M̂) ≥ b1(N) et ∆b1(N)+i(H1(M̂)) = ∆i(M̂0).
L’exemple ci-dessus est artificiel mais élémentaire ; par contraste la récente solution par I.
Agol [AGM12] (à la suite de travaux décisifs de D. Wise) de la conjecture VH ‡ permet de
montrer le résultat suivant.
Lemme 2.11. Soit M une 3–variété hyperbolique ; il existe un revêtement Galoisien M̂ de M
dont le groupe est virtuellement infini cyclique et tel que b(2)1 (M̂ ;Z) > 0.
Démonstration. Il suffit de montrer qu’il existe un revêtement fini M ′ de M tel que M ′ ait un
revêtement cyclique infini de premier nombre de Betti `2 positif. La preuve de Agol et Wise
montre en fait qu’il existe un revêtement fini M ′ de M dont le groupe fondamental se surjecte
sur le produit libre Z ∗ Z, on va montrer que le revêtement M̂ de M ′ associé à la projection sur
le premier facteur a un premier nombre de Betti `2 supérieur à 1. En effet, soit MN le N -ième
revêtement cyclique de M ′ ; le noyau de l’application Z ∗Z→ Z/N est le sous-groupe librement
engendré par aN , b, aba−1, . . . , aN−1ba1−N et il suit que π1(MN ) se surjecte sur un groupe libre
de rang N et en particulier que b1(MN ) = b1(π1(MN )) ≥ N et le théorème 0.4 implique alors
que b(2)1 (M̂) ≥ 1.
Torsion virtuelle
La méconnaissance de l’action des relèvements de classes d’homéomorphismes sur l’homologie
des revêtements finis est un obstacle majeur à l’application du théorème 2.5 à la question 0.1.
Même dans le cas où M est elle-même fibrée sur le cercle de fibre S et de monodromie φ on ne
sait pas s’il existe une revêtement fini S′ de S et un relevé φ′ de φ à S′ tel que le revêtement
cyclique infini de la variété fibrée M ′ obtenue à partir de S′, φ′ ait une torsion `2 strictement
supérieure à 1, ce qui d’après (2.7) revient à demander que l’action de φ′ sur H1(S′;C) ait une
valeur propre de module > 1. A noter que comme on sait d’après [AGM12] que toute variété est
virtuellement fibrée, une réponse positive à 0.1 dans ce cas impliquerait sa véracité pour toute
variété. T. Koberda a étudié brièvement ces problèmes dans [Kob12] où il donne aussi quelques
exemples.
‡. Virtuellement Haken
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2.3 Quelques résultats sur les Q[Λ]-modules
Soit Λ ∼= Zm, m > 1. On rappelle que rN ∈ Hom(Λ,Z) a été défini dans la preuve de la
proposition 1.19, que r∗N désigne son orthogonal ker rN ⊂ Λ et que vN est un vecteur tel que
rN (vN ) = 1. Le but de cette section est de démontrer les deux résultats suivants.
Proposition 2.12. Soit M un Q[Λ]-module que l’on suppose plongé dans un module libre L ;
pour N assez grand il existe un produit ΦN de polynômes cyclotomiques tels que le noyau de
Mr∗N → Lr∗N soit annihilé par ΦN (t
±vN ).
Proposition 2.13. Mêmes notations, pour N assez grand il existe un produit ΦN de polynômes
cyclotomiques tels que le noyau de l’application (Mtors)r∗N →Mr∗N soit annihilé par ΦN .
On introduit un peu de notation supplémentaire (qui ne servira que dans cette section) : si
A ∈Mm′,m(Z) on note ΛA le sous-groupe de Zm
′ engendré par ses lignes. On notera abusivement
A l’application Z[Zm]→ Z[Zm′ ] induite par A. On identifie Λ à Zm et Z[Λ] à Z[t±11 , . . . , t±1m ] et
on notera v 7→ tv cette dernière identification.
2.3.1 Le théorème de Bombieri-Zannier-Schinzel
Le résultat suivant est une généralisation immédiate d’un résultat de Bombieri et Zannier
(qui améliore un résultat plus ancien de Schinzel).
Théorème 2.14. Soient f1, . . . , fk ∈ Z[Λ] des polynômes tels que pgcd(f1, . . . , fk) = 1. Il existe
un c = c(f1, . . . , fm) tel que pour tout Λ′ ∼= Zm
′ et tout A ∈ Hom(Λ,Λ′) telle que α(H∗A) ≤ c le
polynôme pgcd(Af1, . . . , Afk) ∈ Z[Λ′] est un produit de facteurs cyclotomiques.
Démonstration. On le déduit d’une récurrence facile sur le nombre de polynômes en utilisant
[Sch00, Theorem 45 et page 517] (cf. aussi [Le, Proposition 5.2]).
2.3.2 Démonstration de la proposition 2.12
On note An l’application donnée par An(f1, . . . , fn) = (Af1, . . . , AfN ). La proposition 2.12
est une conséquence rapide du résultat suivant.
Proposition 2.15. Soit M ⊂ Q[Λ]n un sous-module ; il existe un cM > 0 telle que pour toute
A ∈ Hom(Λ,Λ′), si α(H∗A) > cM il existe un produit de polynômes cyclotomiques ΦA tel que l’on
ait
ΦA ker(An) ∩M ⊂ ker(A)M.
Démonstration. Dans cette preuve on note Q[Λ] = R et Q[Λ′] = R′. Il suffit de démontrer le
résultat pour Λ′ cyclique.
On commence par le cas où M = fR est un idéal principal non nul de R. Pour un sous-
groupe ∆ avec α(∆) assez grand le support de f s’injecte dans Λ/∆ et en particulier pour α(Λ∗A)
assez grand on a Af 6= 0. L’idéal ker(A) est premier vu que R/ ker(A) ∼= R′ est intègre et si
fg ∈ ker(A) il suit que g ∈ ker(A), ce qui montre que fR ∩ ker(A) = f ker(A).
On démontre maintenant le résultat dans le cas crucial où M est un idéal de R. Ce dernier
est Noetherien et on peut donc démontrer le résultat par une récurrence sur le nombre de
générateurs. On réduit d’abord au cas où M n’est contenu dans aucun idéal principal. Soit f
le pgcd de M , on peut alors écrire M = fM ′ où M ′ n’est contenu dans aucun idéal principal.
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On a alors ker(A) ∩ fM ′ = f ker(A) ∩ fM ′ par l’argument utilisé ci-dessus et il suffit donc de
démontrer le résultat pour M ′ ⊂ fR.
Soit donc f1, . . . , fk ∈ Q[Λ] une famille génératrice de M ayant un nombre minimal d’élé-
ments et telle que pgcd(f1, . . . , fk) = 1. Soit A telle que α(Λ∗A) > c = c(f1, . . . , fk) où c est la
constante donnée par le théorème 2.14 appliqué à f1, . . . , fk. Le pgcd de Af1, . . . , Afk est donc
un produit Φ ∈ R′ de polynômes cyclotomiques. Soit h =
∑
i hifi ∈ ker(A) ∩M , il vient
−Ah1Af1 =
∑
i≥2
AhiAfi
et il suit que q = pgcd(Af2, . . . , Afk) divise ΦAh1. Comme Λ′ est cyclique l’anneau Q[Λ′] est
principal et il existe donc des g2, . . . , gk tels que q =
∑k
i=2AgiAfi. On obtient ainsi que ΦAh1 =∑k
i=2Ah
′
iAfi pour des h′2, . . . , h′k ∈ R et il vient :
Φh1 =
k∑
i=2
h′ifi + h′1
pour un h′1 ∈ ker(A), soit encore :
Φh = Φh′1f1 +
k∑
i=2
(hi + h′if1)fi.
Soit M ′ l’idéal (f2, . . . , fk) ; par l’hypothèse de récurrence il existe un c′ > 0 tel que si α(Λ∗A) >
cM ′ alors
∑
i≥2(hi + h′if1)fi ∈ Φ′ ker(A)M ′ et le résultat suit avec cM = max(c, cM ′).
On suppose maintenant que rg(M) = 1 et que M est plongé dans un module libre L ∼= Rn ;
soit v1 ∈ L⊗Q(Λ) un vecteur générateur de M ⊗Q(Λ) tel que M ⊂ Rv1 et v2, . . . , vn ∈ L tels
que (v1, . . . , vn) soit une base de L ⊗ Q(Λ). Soit L′ le R-module libre engendré par v1, . . . , vn ;
par le résultat pour les idéaux il existe un Φ tel que Φ(ker(A)L′) ∩M ⊂ ker(A)M doù il suit
que l’on a aussi Φ(ker(A)L) ∩M ⊂ ker(A)M .
On prouve finalement le résultat en toute généralité par une récurrence sur le rang de M .
On suppose que rg(M) = r > 1 et M ⊂ Rn ; soit l < n tel que l’intersection M0 = M ∩ (Rl × 0)
soit de rang 1 et M1 = M/M0 ; alors M1 est sans torsion et on a un diagramme commutatif
0 −−−−→ M0 −−−−→ M −−−−→ M1 −−−−→ 0y y y
0 −−−−→ Rl × 0 −−−−→ Rn −−−−→ Rn−l −−−−→ 0
Soit x ∈ ker(An)∩M ; son image x1 dansM1 est contenue dans ker(An−l)∩M1 et par l’hypothèse
de récurrence il existe un Φ tel que Φx1 ∈ ker(A)M1. Il suit que Φx = y+x0 pour un y ∈ ker(A)M
et un x0 ∈ ker(An)∩M0. Comme rg(M0) = 1 on sait qu’il existe Φ′ tel que Φ′x0 ∈ ker(A)M0 et
on obtient enfin que ΦΦ′x ∈ ker(A)M , ce qui termine la preuve.
Démonstration de la proposition 2.12. On voit que ker(A) est égal à (Λ∗A − 1)R ; en effet les
groupes Λ′ et Λ/Λ∗A sont isomorphes via A et il suit que le noyau de l’application A : R→ R′ et
celui de la projection R → R/(Λ∗A − 1)R sont égaux. Ainsi, si M ⊂ L est un sous-module d’un
module libre la proposition ci-dessus donne un c tel que pour toute A telle que α(Λ∗A) > c il
existe un produit de polynômes cyclotomiques ΦA tel que ΦA annihile le noyau de l’application
MΛ∗A = M/(Λ
∗
A − 1)M → L/(Λ∗A − 1) = LΛ∗A .
La proposition 2.12 suit de ceci en prenant pour A la forme linéaire rN , vu que α(r∗N ) tend vers
l’infini quand N →∞.
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2.3.3 Démonstration de la proposition 2.13
On démontre en fait la proposition 2.13 pour une suite de sous-groupes qui contiennent un
facteur direct de Zm par récurrence sur le rang, en utilisant le lemme suivant.
Lemme 2.16. Soit ∆ un sous-groupe de Λ qui contient un facteur direct de Λ de rang m− 1.
Alors il existe des sous-groupes ∆ ⊃ ∆1 ⊃ . . . ⊃ ∆m−1 = 0 tels que pour tout i ≥ 1 on a
rgZ(∆i+1) = rgZ(∆i) + 1, le sous-groupe ∆i est un facteur direct de Λ et on a α(∆∗i ) ≥ α(∆).
Démonstration. On identifie Λ = Zm. Soit ∆1 le facteur direct de rang m− 1 contenu dans ∆.
L’intersection ∆1 ∩ (0× Z2) est non-vide, soit v = (0, a, b) un vecteur non nul dedans ; on peut
supposer que gcd(a, b) = 1 vu que ∆1 est un facteur direct et il suit que min(|a|, |b|) ≥ α(∆),
donc α(v∗) > α(∆). On choisit une base {v1 = v, v2, . . . , vm−1} de ∆1 et on pose ∆i =
⊕i
j=1 Zvi :
tous les ∆i contiennent v et il suit que α(∆∗i ) ≥ α(v∗). Les autres conclusions sont clairement
vérifiées.
La proposition 2.13 est donc une conséquence du résultat suivant.
Proposition 2.17. Soit M un R-module de type fini. Il existe un c > 0 tel que si ∆ est un
sous-groupe de Λ de rang r et s’il existe une suite ∆1 ⊃ . . . ⊃ ∆r de sous-groupes de ∆ vérifiant
les conclusions du lemme ci-dessus alors le noyau de l’application (Mtors)∆ → M∆ est annihilé
par un produit de polynômes cyclotomiques.
Démonstration. Si ∆ est de rang 1 on a montré que cette application est injective (cf. le lemme
2.9 ci-dessus). Pour l’étape de récurrence on a besoin du lemme suivant.
Lemme 2.18. Il existe un c > 0 tel que pour toute A ∈ Hom(Λ,Λ′) telle que α(Λ∗A) > c il existe
un produit ΦA de polynômes cyclotomiques telle que l’application Mtors → ΦA(M/ kerA)tors soit
surjective .
Démonstration. Soit M ′ = M/Mtors que l’on plonge dans un R-module libre L, on note π
l’application M → L ainsi obtenue. On suppose que x ∈ M se projette sur un élément de R′-
torsion dans M/ kerA ; il existe alors un f ∈ R tel que Af 6= 0 et fx ∈ ker(A)M . Soit c la
constante pour M ′ ⊂ L donnée par la proposition 2.15 ; pour α(Λ∗A) > c il existe alors un ΦA tel
que ΦAπ(fx) ∈ ker(A)M ′ et il suit que ΦAx = y + x′ où y ∈ Mtors = ker(π) et x′ ∈ ker(A)M .
Ce qui signifie exactement que AΦAx est dans l’image de Mtors par A.
Soit I ⊂ R l’annihilateur deMtors ; pour α(∆) assez grand (dépendant deM) on a I 6⊂ (∆−1),
de sorte que pour tout sous-groupe ∆′ de ∆ l’applicationM →M∆′ envoie les éléments deMtors
sur des éléments de Q[Λ/∆′]-torsion. On supposera dans la suite que cette hypothèse est vérifiée
par ∆.
On écrit ∆ = Zv ⊕ ∆2. Soit x ∈ Mtors, on suppose que x ∈ (∆ − 1)M et on veut montrer
qu’il existe un Φ produit de polynômes cyclotomiques tel que Φx ∈ (∆ − 1)Mtors. On écrit
x = (tv−1)x′+z avec z ∈ (∆2−1)M et on choisit des Λ′, A ∈ Hom(Λ,Λ′) tels que ker(A) = ∆2.
Il vient Ax = (tAv − 1)Ax′ et il suit que Ax′ est un élément de torsion de M/ ker(A). Par le
lemme ci-dessus il existe donc un Φ tel que Φx′ = y + z′ avec z′ ∈ ker(A)M = (∆2 − 1)M et
y ∈Mtors. Il suit que Φx = (tv − 1)y + Φz + z′, on pose y′ = Φz + z′ de sorte que y′ ∈Mtors et
y′ ∈ (∆2− 1)M . Par l’hypothèse de récurrence il existe un Φ′ tel que Φ′(z+ z′) ∈ (∆2− 1)Mtors
et il suit que Φ′Φx ∈ (∆− 1)Mtors.
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2.4 Le cas m > 1
On fixe un groupe abélien libre Λ ∼= Zm, m > 1. Soit X un CW-complexe fini et φ un mor-
phisme surjectif π1(X)→ Λ. Pour un sous-groupe ∆ ⊂ Λ on note X∆ le revêtement φ−1(∆)\X̃
et on note X̂ le revêtement ker(φ)\X̃.
Théorème 2.19. Soit V un Z-module libre de type fini et ρ : π1(X) → SL(V ). Pour p =
0, . . . ,dimX soit j(p) le plus petit indice tel que ∆j(Hp(X̂;V )) 6= 0. Il existe un suite exhaustive
de sous-groupes d’indice fini ΛN ⊂ Λ telle que pour tout p on ait
lim
N→∞
log |Hp(XΛN ;V )tors|
[Λ : ΛN ]
= m(∆j(Hp(X̂;V ))).
C’est une conséquence immédiate (cf. la preuve du théorème 2.5) du résultat algébrique
suivant.
Théorème 2.20. (i) Soit M un Z[Λ]-module de type fini, r = rgM . Il existe une suite ΛN
telle que
lim
N→∞
log |(MΛN )tors|
[Λ : ΛN ]
= m(∆r(M)). (2.9)
(ii) Soit C∗, d∗ un complexe de modules libres de type fini, il existe une suite ΛN telle que
pour tout p on ait
lim
N→∞
log |Hp(CΛN )tors|
[Λ : ΛN ]
= m(∆
b
(2)
p (C)
(Hp(C))). (2.10)
Pour prouver ce dernier résultat on utilise le même schéma de preuve que dans le cas cyclique.
2.4.1 Modules sans torsion
On prouve ici que si M1, . . . ,Mk sont des Z[Λ]-modules sans torsion de type fini il existe une
suite exhaustive ΛN de sous-groupes d’indice fini telle que pour i = 1, . . . , k on ait
1
[Λ : ΛN ]
log |((Mi)ΛN )tors| −−−−→N→∞ 0. (2.11)
La suite ΛN est obtenue à partir de la proposition 1.19. On rappelle qu’elle est de la forme
ΛN = r∗N ⊕ ZkNvN (2.12)
où rN ∈ Hom(Λ,Z) et vN ∈ Λ vérifients rN (vN ) = 1. Il suffit de considérer le cas d’un seul module
M . On remarque que Mr∗N est un Z[t
±vN ]-module (on identifie l’anneau de groupe Z[ZvN ] à Z
via rN ). La stratégie de preuve pour (2.11) est alors d’appliquer les résultats obtenus dans le
cas cyclique aux Z[t±vN ]-modules Mr∗N et de recoller les morceaux avec la proposition 2.12.
On suppose que M est plongé dans un module libre L. Il suit de la proposition 2.12 que
pour N assez grand le noyau T de l’application Mr∗N → Lr∗N est annihilé par KΦN où K est
l’exposant de la partie de Z-torsion de L/M et ΦN est un produit de polynômes cyclotomiques
en tvN . Le sous-module T est la partie de Z[t±vN ]-torsion de Mr∗N et il suit que l’application de
TkN = T/(tkNvN − 1)T vers MΛN est injective d’après le lemme 2.9. Soit M ′ l’image de Mr∗N
dans Lr∗N et M
′
N = M ′/(tkNvN − 1)M ′. On a la suite exacte courte
0→ TkN →MΛN →M
′
N → 0
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et il suit que
|(MΛN )tors| ≤ |(TkN )tors| × |(M
′
N )tors|.
Le Z[t±vN ]-module T ′ = KT est annihilé par le polynôme ΦN qui est de mesure de Mahler
logarithmique nulle et il suit donc de (2.5) que l’ordre de (T ′k)tors est un o(k). On a aussi
|(TkN )tors| ≤ |(TkN )K−tors| × |(T
′
kN
)tors|
et le terme de droite est un o(k) d’après ce qui précède et le lemme 2.7. On peut ainsi choisir
kN tel que l’on ait |(TN )tors| < kN/N . Comme M ′N ne contient pas de Z[t±vN ]-torsion il suit de
(2.4) que l’on peut en plus exiger aussi |(M ′N )tors| < kN/N . La conclusion (2.11) suit vu que
kN = [Λ : ΛN ]).
2.4.2 Conclusion
Comme remarqué plus haut le lemme 2.8 reste valide pour des Z[Λ]-modules de torsion et il
suit par le corollaire 2.4 et (2.11) que si T est un tel module on peut choisir la suite kN dans
(2.12) telle que l’on ait
1
[Λ : ΛN ]
log |(TΛN )tors| −−−−→N→∞ m(∆0(T )). (2.13)
Soit maintenant M un Z[Λ]-module de type fini ; on a la suite exacte courte
0→Mtors →M →M ′ → 0
où M ′ = M/Mtors. D’après (2.11) on peut choisir les kN pour que (M ′ΛN )tors = o([Λ : ΛN ]) et
pour déduire (2.9) de (2.13) il reste à montrer que l’on a :
log | ker
(
(Mtors)ΛN →MΛN
)
tors|
[Λ : ΛN ]
−−−−→
N→∞
0. (2.14)
Pour ce faire on utilise la proposition 2.13 et un argument similaire à celui utilisé dans la preuve
du lemme 2.9. Supposons que x ∈ Mtors descende en un élément de ker((Mtors)ΛN → MΛN ), il
existe alors des y ∈ M, z ∈ (r∗N − 1)M tels que x = (tkNvN − 1)y + z. Il suit que y ∈ Mtors +
(r∗N − 1)M et on peut donc écrire x = (tkNvN − 1)y′ + z′ pour des y′ ∈Mtors et z′ ∈ (r∗N − 1)M .
Il suit que x et z′ ont la même image dans (Mtors)ΛN et que le noyau ker
(
(Mtors)ΛN → MλN
)
est l’image de T = ker
(
(Mtors)r∗N → Mr∗N
)
. D’après la proposition 2.13, (2.7) et (2.5) on peut
choisir kN tel que |(TkN )tors| ≤ kN/N . La torsion dans ker((Mtors)ΛN →MΛN est alors elle aussi
d’ordre plus petit que kN/N = o([Λ : ΛN ]) et (2.14) suit.
Soit C∗, d∗ un complexe de Z[Λ]-modules libres de type fini. On fixe N ≥ 1, p et on compare
la croissance de la Z-torsion dans (Hp(C)r∗N )k = Hp(C)r∗N /(t
kvN − 1)Hp(C)r∗N avec celle de
Hp((Cr∗N )k = Hp(Cr∗N /(t
kvN − 1)Cr∗N ). Plus précisément on montre que
lim
k→∞
1
k
(
log |((Hp(C)r∗N )k)tors| − log |(Hp((Cr∗N )k)tors|
)
= 0. (2.15)
Soit φ l’application de (Hp(C)r∗N )tors vers Hp(Cr∗N )tors ; on montre qu’il existe un produit ΦN de
polynômes cyclotomiques qui annihile ker(φ). Soit x ∈ ker(dp) dont l’image soit dans ker(φ) ; on
a alors x = y+ z pour un z ∈ ker(dp)∩ (r∗N − 1)Cp et un y ∈ im(dp). Par la proposition 2.12 § il
existe un ΦN tel que ΦNz ∈ (r∗N − 1) ker(dp) et il suit que ΦNx est nul dans (Hp(C)r∗N )tors.
§. On remarque que Cp/ ker dp ne contient pas de Z-torsion
2.4. Le cas m > 1 77
De la même manière, en appliquant la proposition 2.12 au plongement de Cp/ ker(dp) dans
Cp−1 via dp on obtient qu’il existe un entier K indépendant de N et un polynôme cyclotomique
Φ′N tels que KΦ′N coker(φ) = 0. On obtient finalement qu’il existe des polynômes cyclotomiques
Φ,Φ′ et un entier K ′ > 0 tels que Φ∆0(Hp(C)∗rN ) = K
′Φ′∆0(Hp(Cr∗N )) ; il suit alors de (2.2) que
l’on a
lim sup
k→∞
∣∣∣∣1k
(
log |(Hp(Cr∗N )k)tors| − log |((Hp(C)r∗N )k)tors|
)∣∣∣∣ ≤ lim sup
k→∞
1
k
log |(Hp(Cr∗N )k)K−tors|
et par le lemme 2.7 le côté droit tend vers 0 quand k → ∞, ce qui finit de prouver (2.15). On
peut donc choisir la suite kN de sorte que l’on ait
lim
N→∞
log |(Hp(C)ΛN )tors| − log |Hp(CΛN )tors|
[Λ : ΛN ]
= 0,
et on déduit alors (2.10) de (2.9) appliqué à Hp(C).

Chapitre 3
Torsion analytique pour les variétés
hyperboliques de volume fini
Le but de ce chapitre est de définir la torsion analytique pour les variétés hyperboliques
non-compactes à coefficients dans les fibrés plats Eρn1,n2 . On suit une approche similaire à celle
de [Par09],[MP12] mais utilisant une forme grossière de la formule des traces de Selberg et le
développement asymptotique du noyau de la chaleur de H3 On donne cette formule de pré-trace
dans la proposition 3.5, après qu’on ait défini les traces régularisées en utilisant les relations de
Maass-Selberg dans la section 3.2. Le développement asymptotique en t → 0 pour la trace du
noyau de la chaleur est obtenu dans la proposition 3.6.
Conventions
Dans tout ce chapitre on note G = SL2(C),K = SU(2) et on identifie G/K à H3 (cf. 0.3.1).
On fixe un réseau non cocompact Γ ⊂ G et on suppose (sauf dans la dernière section) que
pour tout parabolique Γ-rationnel P = MAN le sous-groupe Γ ∩ P ne contient pas d’élément
de trace −2 (en particulier, −1G 6∈ Γ). On choisit des représentants P1, . . . , Ph des Γ-classes de
conjugaison de paraboliques Γ-rationnels, des fonctions hauteur Γ-invariantes y1, . . . , yh et on
note Pj = MjAjNj la décomposition de Langlands de Pj . On suppose enfin que les fonctions yj
sont normalisées pour que les ensembles {yj ≥ 1} soient deux à deux disjoints. Enfin, V est une
représentation réelle de dimension finie de G et on utilisera les notations de la section 0.2.
3.1 Analyse spectrale sur les variétés de volume fini
3.1.1 Décomposition spectrale
On a dit plus haut (0.2.3) que les laplaciens ∆p[M ] sont des opérateurs essentiellement
autoadjoints ; pour définir les traces régularisées et la torsion analytique on a besoin de quelques
détails sur leur spectre. Plus précisément on va expliquer comment obtenir la décomposition
L2Ωp(M ;V ) = L2discΩp(M ;V )⊕ L2contΩp(M ;V )
où L2discΩp(M ;V ) a une base hilbertienne de fonctions propres de ∆p[M ] et L2contΩp(M ;V ) a
une décomposition en “paquets spectraux” (similaire à celle donnée par l’analyse de Fourier
classique sur R) que l’on décrira explicitement en utilisant les séries d’Eisenstein.
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3.1.2 Formes cuspidales et séries d’Eisenstein
Soit P un parabolique Γ-rationnel. Si f ∈ L2Ωp(H3;V ) est une p-forme Γ-équivariante on
définit son terme constant en P comme la p-forme fP donnée par
fP (v) =
∫
ΓP \N
n∗f(v) dnvol(ΓP \N)
. (3.1)
C’est une forme ΓP -équivariante et N -équivariante qui ne dépend que de la Γ-classe de conju-
gaison du parabolique P . Si h : Γ\G→ V ⊗ ∧pp∗ est la fonction K-équivariante correspondant
à f celle qui correspond à fP est donnée par g 7→
∫
ΓP \N h(ng)dn.
L’analyse harmonique sur ΓP \H3 (voir par exemple [EGM98, 3.3]) permet de montrer que
pour toute forme propre f du Laplacien sur M on a f − fPj ≤ Ce−cyj où c ne dépend que du
choix de la fonction hauteur yj et du groupe ΓPj et C ne dépend que de ΓPj et de la valeur propre
λ de f pour le Laplacien. On dit que f est cuspidale si fP = 0 ; on voit donc que toute forme
cuspidale qui est une forme propre du Laplacien est de carré intégrable. On note L2cuspΩp(M ;V )
l’espace des p-formes cuspidales de carré intégrable sur M et L2discΩp(M ;V ) l’adhérence de la
somme des espaces propres de ∆p[M ] dans L2Ωp(M ;V ), on verra dans la suite que l’on a
L2cuspΩp(M ;V ) ⊂ L2discΩp(M ;V ).
On peut construire explicitement toutes les formes dans l’orthogonal de L2cusp par le biais de
la théorie des séries d’Eisenstein. L’idée première en est la suivante : si P est un parabolique Γ-
rationnel, on a une application EP du sous-espace des formes N -équivariantes dans L2Ωp(H3;V )
vers l’espace L2Ωp(M ;V ), donnée par :
EP (f) =
∑
γ∈Γ/ΓP
γ∗f (3.2)
On a alors :
L2cuspΩp(M ;V )⊥ =
h⊕
j=1
imEPj =: L2EisΩp(M ;V )
et il existe un sous-espace de dimension finie L2res ⊂ L2Eis tel que L2disc = L2cusp ⊕ L2res. On note
L2contΩp(M ;V ) l’orthogonal de L2disc ; c’est un espace stable par le Laplacien et qui ne contient
aucune fonction propre.
3.1.3 Description des séries d’Eisenstein
On donne ici une brève et pragmatique présentation des séries d’Eisenstein ; on utilisera le
complexifié VC = V ⊗ C de la représentation V et du fibré plat sur M associé. On rappelle
que h désigne le nombre de cusps de M et que T1, . . . , Th sont les composantes du bord de la
compactification de Borel-Serre M de M (cf. 0.3.6).
Sections
On suppose pour le moment que ΓPj ⊂ Nj pour tout j. Soient vj ∈ VC et s ∈ C, on définit
une section de VC sur ΓPj\H3 comme suit : c’est la section correspondant à la fonction K-
équivariante à droite et ΓP -invariante de G dans V définie par φsj(nak) = yj(aK)s+1ρ(k)−1.v
pour nak ∈ NjAjK. Pour v ∈ (VC)h et Re(s) assez grande la série suivante est alors convergente :
E(s, v) =
h∑
j=1
EPj (φsj);
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Ainsi, s 7→ E(s, v) définit une application holomorphe sur un demi-plan. Elle se prolonge en
une application méromorphe de C dans C∞(Γ\G;VC)K dont tous le pôles sont dans l’intervalle
(0, 1]. Il existe une application méromorphe ayant les même pôles
Ψ = (Ψ1, . . . ,Ψh) : C→ EndC(V hC )
telle que pour tout s ∈ C, v = (v1, . . . , vh) ∈ V h on ait
E(s, v)Pj = ys+1j vj + y
1−s
j Ψj(s)(v).
De plus on a Ψ(s)−1 = Ψ(−s) et Ψ(s) est unitaire pour Re(s) = 0.
L’espace VC se décompose en une somme orthogonale
VC =
{⊕q
k=−q V2k q =
n1+n2
2 , n1 − n2 pair;⊕q
k=−q−1 V2k+1 q =
n1+n2−1
2 , n1 − n2 impair
où Vi est l’espace sur lequel le sous-groupe abélien M ∼= T1 agit par le caractère σi : z 7→ zl. On
choisit des gj ∈ G tel que gjMg−1j = Mj et on note Vl,j = gjVl. Pour v ∈
⊕h
j=1 Vl,j les fonctions
E(s, v) sont des fonctions propres du Laplacien, de valeur propre (1− |l|2 )
2 − s2 + λV où λV est
la valeur propre du Casimir de G dans la représentation irréductible V . (Pour voir ceci il suffit
de constater que les sections K-équivariantes g 7→ ρ(g)−1φsj(g) sont des éléments des espaces
Hπσl,s). Les séries d’Eisenstein ne sont pas de carré intégrable, mais si ψ ∈ L
2(R) la fonction
E(ψ, v) =
∫ +∞
−∞
ψ(u)E(iu, z, v)du
l’est. La partie continue L2cont(M ;VC) est alors égale au sous-espace vectoriel engendré par ces
fonctions. De plus, on a
‖E(ψ, v)‖L2(M ;V ) =
1
2π‖ψ‖L2(R). (3.3)
Enfin, l’espace L2res(M ;V ) est engendré par les résidus des séries d’Eisenstein en leurs pôles
(dont on rappelle qu’ils sont tous dans (0, 1]) et la valeur propre d’un résidu de E(s, v) en s est
égale à (1− |l|2 )
2 − s2 + λV si v ∈ (Vl)h. Dans le cas où V est fortement acyclique il n’y a pas de
résidus.
1-formes
On identifie Nj à C, ce qui le munit d’une coordonnée complexe zj . Soit Ω+(V ) l’espace des 1-
formes sur ∂M engendré par les
∑h
j=1 dzj⊗vj pour (v1, . . . , vh) ∈ (VC)h et Ω−(V ) celui engendré
par les
∑h
j=1 dzj ⊗ vj . On identifie C[dyj , dzj , dz̄j ] à p∗, sur lequel K agit par la représentation
adjointe. Pour ω ∈ Ω+(V ) on définit une 1-forme ωs sur
⊔h
j=1 ΓPj\H3 par :
ωs(nak) =
h∑
j=1
yj(naK)s(k−1.dzj)⊗ (ρ(k)−1.vj)
et de même pour ω̄ ∈ Ω−(V ). La série
E(s, ω) :=
h∑
j=1
EPj (ωsj )
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converge pour Re(s) assez grand et se prolonge en une fonction entière de C dans (C∞(Γ\G;VC)⊗
∧pp∗)K . Il existe des applications holomorphes
Φ± = (Φ±1 , . . . ,Φ
±
h ) : C→ HomC(Ω
±(V ),Ω∓(V ))
tels que pour tous s ∈ C, ω = (ω1, . . . , ωh) ∈ Ω±(V ) on ait
E(s, ω)Pj = ys+1j ωj + y
1−s
j Φ
±
j (s)(ω).
On a Φ±(s)−1 = Φ∓(−s) et l’opérateur Φ±(s) est unitaire pour Re(s) = 0.
Comme dans le cas des fonctions les espaces Ω± se décomposent en des sommes orthogonales :
Ω+(V ) =
{⊕q
k=−q Ω+(V2k+2) q =
n1+n2
2 , n1 − n2 pair;⊕q
k=−q Ω+(V2k+3) q =
n1+n2−1
2 , n1 − n2 impair;
Ω−(V ) =
{⊕q
k=−q Ω−(V2k−2) q =
n1+n2
2 , n1 − n2 pair;⊕q
k=−q Ω−(V2k−1) q =
n1+n2−1
2 , n1 − n2 impair;
où Ω+(Vl) (resp. Ω−(Vl)) est le sous-espace engendré par les formes
∑
j dzj ⊗ vj pour vj ∈ Vl−2,j
(resp.
∑
j dzj ⊗ vj pour vj ∈ Vl+2,j). Pour ω ∈ Ω±(Vl) la 1-forme E(s, ω) est une forme propre
du Laplacien de valeur propre (1− |l|2 )
2− s2 +λV qui n’est pas de carré intégrable. Les 1-formes
définies par
E(ϕ, ω) =
∫ +∞
−∞
ϕ(u)E(iu, ω)du
pour ϕ ∈ L2(R) sont de carré intégrable et L2contΩ1(M ;VC) est engendré linéairement par l’en-
semble de ces formes pour ω ∈ Ω±(V ) ainsi que les dE(ψ, z). On a aussi la formule :
‖E(ϕ, ω)‖L2Ω1(M ;V ) =
1
2π‖ϕ‖L2(R). (3.4)
2- et 3-formes
La description des espaces de 2- et 3-formes de carré intégrable se fait par l’opérateur ∗ de
Hodge qui donne des isométries ∆∗-équivariantes L2Ωp(M ;V )→ L2Ω3−p(M ;V ∗).
Troncation, relations de Maass-Selberg
Si f est une forme sur M , on peut la tronquer en lui retirant son terme constant à partir
d’une certaine hauteur. Formellement, on définit les opérateurs de troncation par :
T Y f(g) = f(g)−
h∑
j=1
1[Y,+∞)(yj(g))fPj (g)
pour f ∈ L2(Γ\G) et Y ∈ [1,+∞)h. Les séries d’Eisenstein tronquées sont de carré intégrable
sur M , et on a les formules, dites de Maass-Selberg, suivantes : pour Re(s) = 0
‖T YE(s, v)‖2L2(M ;V ) = 2 log(Y )|v|
2
V − 〈Ψ(s)−1Ψ(s)′(v), v〉V
+ 1
s
(
Y s〈Ψ(−s)(v), v〉V − Y −s〈Ψ(s)(v), v〉V
) (3.5)
‖T YE(s, ω)‖2L2Ω1(M ;V ) = 2 log(Y )|ω|
2
Ω±(V ) − 〈Φ
±(s)−1Φ±(s)′(ω), ω〉Ω±(V ) (3.6)
Noter que la dépendance en les fonctions hauteur du côté droit est contenue dans les opérateurs
d’entrelacement Ψ,Φ.
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Remarque
On a travaillé avec le modèle K-équivariant pour le fibré ; si on veut représenter les séries
d’Eisenstein comme des formes Γ-équivariantes sur H3 les termes constants changent de forme.
Pour v = (0, . . . , ek,l, . . . , 0) (ek,l à la j0-ième place) on a
E(s, v)Pj = δ
j0
j y
s+1+n1+n2−2(k+l)
j ek,l + y
1−s−n1−n2+2(k+l)
j Ψj(s)v (3.7)
et pour ω = dzj0 ⊗ ek,l ou dz̄j0 ⊗ ek,l
E(s, ω)Pj = δ
j0
j y
s+n1+n2−2(k+l)
j ek,l + y
−s−n1−n2+2(k+l)
j Φ
±
j (s)ω. (3.8)
Le cas où Γ contient des elliptiques cuspidaux
Si pour un j on a ΓPj 6⊂ Nj alors la construction des sections φsj (resp. des 1-formes ωsj ) n’est
valide que pour v ∈ V Γ∩MjC (resp. ω ∈ Ω±(V )Γ∩Mj ). Toutes les séries d’Eisenstein pour M sont
obtenues pour ces valeurs.
3.1.4 Références
Une description précise de la théorie (avec des preuves complètes) pour le cas des fonctions
est donnée dans [EGM98, Chapters 3,6]. Les séries d’Eisenstein pour les groupes de rang 1 sont
décrites en toute généralité par exemple dans [War79, Section 2] (mais cette référence ne contient
pas de preuve du prolongement analytique). Une courte preuve du prolongement analytique des
séries d’Eisenstein est donnée dans [CdV81]. Enfin, la section 5.4 ci-dessous contient un exposé
complet de tous ces résultats pour les sous-groupes de congruence.
3.2 Trace régularisée des noyaux automorphes
Dans cette sous-section on fixe une fonction φ ∈ A(R) ; on rappelle que les noyaux kφ,p (resp.
KΓφ,p) associé à l’opérateur borné, positif et auto-adjoint φ(∆p[H3]) (resp. φ(∆p[M ])) on été défi-
nis dans la section 0.2.4. On notera φ(∆p[M ])disc, φ(∆p[M ])cont les restrictions de φ(∆p[M ]) aux
sous-espaces stables L2discΩp(M ;V ), L2contΩp(M ;V ) et (KΓφ,p)disc, (KΓφ,p)cont les noyaux associés.
Un des résultats principaux (bien connu) de cette section est le fait que φ(∆p[M ])disc est un
opérateur à trace (Proposition 3.1).
Troncation
Soit P un sous-groupe parabolique, on définit le terme constant de kφ,p en P comme le noyau
donné par
(kφ,p)P (x, y) =
∫
N
n∗kφ,p(x, ny)dn.
Si P est Γ-rationnel le terme constant (KΓφ,p)P de KΓφ,p en P est alors défini par
(KΓφ,p)P (x, y) =
∑
γ∈ΓP \Γ
1
vol(ΓP \N)
γ∗(kφ,p)P (x, γy).
Pour f ∈ L2Ωp(M ;V ) un calcul de routine donne alors que
(KΓφ,p)P (f) = (KΓφ,p)(fP ). (3.9)
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Pour Y ∈ [1,+∞)h on définit naturellement les noyaux tronqués par
T YKΓφ,p =
{
KΓφ,p(x, y)−
∑h
j=1(KΓφ,p)Pj (x, y) yj(y) ≥ Yj ;
KΓφ,p(x, y) y ∈MY
et les opérateurs associés T Y φ(∆p[M ]). Il suit de (3.9) que l’on a
T Y φ(∆p[M ])disc(f) = φ(∆p[M ])disc(T Y f). (3.10)
L’intérêt de la troncation réside dans le résultat suivant (on rappelle que la classe A(R) a
été introduite dans le théorème 0.22).
Proposition 3.1. Pour φ ∈ A(R) l’opérateur T Y φ(∆p[M ]) donné par la convolution avec le
noyau T YKΓφ,p est à trace et on a
TrT Y φ(∆p[M ]) =
∫
M
tr(T YKΓφ,p(x, x))dx.
Démonstration. On va montrer que x 7→ |T YKΓφ,p(x, x)| est une fonction intégrable sur M . Il
suit qu’elle est aussi de carré intégrable et l’opérateur T Y φ(∆p[M ]) est donc de Hilbert-Schmidt.
On utilise alors le fait suivant.
Lemme 3.2. Les opérateurs T Y φ(∆p[M ]) sont positifs.
Démonstration. On traite le cas où M n’a qu’un cusp associé à un parabolique P . On le
montre sur chacun des espaces stables L2cusp et L2Eis. Pour f ∈ L2cuspΩp(M ;V ) on a en fait
T Y φ(∆p[M ])f = φ(∆p[M ])f : vu que y 7→ (KΓφ,p(x, y))P est orthogonal à L2cuspΩp(M ;V ) on
a T YKΓφ,pf = KΓφ,pf pour toute f ∈ L2cuspΩp(M ;V ). Sur L2EisΩp(M ;V ) l’opérateur T Y est un
projecteur orthogonal et on a donc pour f ∈ L2(ΓP \H3;V )
〈T YKpφE(f), E(f)〉 = 〈T
YKpφE(f), T
YE(f)〉 = 〈KpφT
YE(f), T YE(f)〉 ≥ 0
où la deuxième égalité suit de (3.10), ce qui termine la preuve du lemme.
Ainsi il existe une base hilbertienne φk, k ≥ 1 de L2Ωp(M ;V ) telle que l’on ait en norme L2
T YKΓφ,p =
∑
k≥1
akφk ⊗ φ∗k.
On veut alors montrer que l’on a
∑
k≥1 ak =
∫
M tr(T YKΓφ,p(x, x))dx. Ceci suit de la positivité
des ak et de la convergence L2.
On doit donc montrer que
∫
M−MY
∣∣∣∣∣∣KΓφ,p −
h∑
j=1
(KΓφ,p)Pj
∣∣∣∣∣∣ (x, x)dx < +∞.
On considère d’abord le cas où Γ est sans torsion. On fixe un domaine fondamental D pour
l’action de Γ sur H3 dont les sommets à l’infini sont exactement les points fixés par P1, . . . , Ph
et pour un Y ∈ [1,+∞)h on pose
DY = {x ∈ D, ∀j yj(x) ≤ Yj}
= {x ∈ D, ∀j yPj (x) ≤ Yjpour min
j
Yj assez grand}
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(on notera que yj et yPj sont égales loin dans le cusp mais bien sûr par sur H3). Si N est un
sous-groupe unipotent quelconque, n ∈ N et x ∈ H3 la trace tr(n∗kφ(x, nx)) ne dépend que de
la distance de translation ` = d(x, nx). On définit ainsi une fonction h sur R par
h(`) = tr(n∗kφ(x, nx)). (3.11)
On a alors :∫
M−MY
trKΓφ,p(x, x)dx =
∫
D−DY
tr(KΓφ,p − (KΓφ,p)P )(x, x)dx
=
h∑
j=1
vol Λj
∫ +∞
Y
 ∑
η∈Λj−{0}
h(`(|η|/y))− 1vol Λj
∫
Nj
h(`(|n|/y))dn
 dy
y3
+
∫
D−DY
 ∑
γ∈Γlox
tr(γ∗kφ,p(x, γx)) +
h∑
j=1
∑
γ∈Γ/ΓPj−{ΓPj }
∑
η∈Λj−{0}
h(`(|η|/yP (γ−1x)))
 dx
−
h∑
j=1
∫
D−DY
1
vol Λj
∑
γ∈Γ/ΓPj
γ 6=ΓPj
∫
Nj
h(`(|n|/yP (γ−1x)))dndx.
On va d’abord montrer que les intégrandes de la deuxième et troisième lignes sont bornées. La
somme sur les éléments loxodromiques est bornée uniformément pour x ∈ M d’après la rapide
décroissance de kφ,p et le lemme 0.27.
Pour un parabolique Γ-rationnel P on pose
NP (x, y) = |{γ ∈ Γ/ΓP , yP (γ−1x) ≥ y},
pour lequel on a l’estimée (non-optimale) suivante.
Lemme 3.3. Il existe C dépendant de Γ, yP telle que pour yP (x) ≥ 1 on ait NP (x, y) ≥ Cy−3.
Démonstration. On sait que la série
∑
γ∈ΓP yP (γ
−1x)3 est absolument convergente et que l’on a
le développement asymptotique∑
γ∈ΓP
yP (γ−1x)3 = yP (x)3 +O(1),
où le O(1) est uniforme pour yP (x) ≥ 1 (cf. par exemple [EGM98, Proposition III.2.3]). On a
donc
NP (x, y)y3 ≤
∑
γ∈ΓP ,γ 6=ΓP
yP (γ−1x)3 ≤ C
pour une constante C ne dépendant que de Γ, yP .
On note f(y) =
∫
Nj
h(`(|n|/y))dn ; on a f(y), df/dy ≤ y−A pour tout A d’après le théorème
0.22 et le lemme 3.3 légitime le calcul suivant :∑
γ∈Γ/ΓPj
γ 6=ΓPj
∫
Nj
h(`(|n|/yP (γ−1x)))dn =
∫ 1
0
f(y)dNP (x, y)
= f(1)NP (x, 1) +
∫ 1
0
df
dy
NP (x, y)dy
≤ Cf(1) + C
∫ 1
0
df
dy
y−3dy
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et on voit que le côté droit est borné indépendamment de x. On procède de même pour montrer
que
∑
γ∈Γ/ΓPj
γ 6=ΓPj
∑
η∈Λj−{0} h(`(|η|/yP (γ
−1x))) est borné.
Il reste à voir que
∫ +∞
Y
 ∑
η∈Λj−{0}
h(`(|η|/y))− 1vol Λj
∫
Nj
h(`(|n|/y))dn
 dy
y3
est absolument convergente. On intègre par parties :
∫ +∞
Y
 ∑
η∈Λj−{0}
h(`(|η|/y))− 1vol Λj
∫
Nj
h(`(|n|/y))dn
 dy
y3
=
∫ +∞
Y
∫ +∞
0
h(`(r/y))(dN ∗Λj (r)−
2πr
vol Λj
dr)dy
y3
=
∫ +∞
Y
∫ +∞
0
dh(`(r/y))
dr
(
N ∗Λj (r)−
πr2
vol Λj
)
dr
dy
y3
=
∫ +∞
Y
∫ +∞
0
dh(`(r))
dr
EΛj (ry)dr
dy
y3
.
Il suit du lemme 0.26 que l’on a EΛj (ry)  y quand y → ∞, et on voit ainsi que le côté droit
est fini.
Enfin, il reste à considérer le cas où Γ contient des éléments elliptiques. On choisit un sous-
groupe sans torsion d’indice fini Γ′ distingué dans Γ, de sorte que∫
M−MY
|KΓφ,p −
h∑
j=1
(KΓφ,p)P |(x, x)dx = [Γ : Γ′]−1
∫
M ′−(M ′)Y
|KΓφ,p −
h∑
j=1
(KΓφ,p)Pj |(x, x)dx
et cette dernière intégrale est celle de la troncation d’un noyau automorphe (associé au noyau
symétrique G-invariant 1/2
∑2m
i=1 γ
∗
i kφ,p(x, γix) où γ1, . . . , γm sont des représentants de Γ/Γ′ et
γi+m = γ−1i ) sur M ′ − (M ′)Y , qui est donc absolument convergente.
Corollaire 3.4. L’opérateur φ(∆pcusp[M ]) est à trace. On a L2cuspΩp(M ;V ) ⊂ L2discΩp(M ;V ) et
φ(∆pdisc[M ]) est lui aussi à trace.
Démonstration. On a vu plus haut que (T YKΓφ,p)cusp = (KΓφ,p)cusp. Comme l’opérateur T Y φ(∆p[M ])
est positif il suit donc de la proposition 3.1 que φ(∆pcusp[M ]) est à trace. En particulier il est
compact et ceci implique, par un argument standard (cf. par exemple [Ber11, Chapitre 3.9]),
que ∆pcusp[M ] est diagonalisable. Comme on l’a énoncé plus haut, L2cusp est de codimension finie
dans L2disc et il suit que φ(∆p[M ]) est lui aussi à trace.
Développement spectral
Pour ϕ,ψ ∈ L2(R), v ∈ Vl et ω ∈ Ω±(Vl) on a
φ(∆1[M ])E(ψ, ω) =
∫ +∞
−∞
φ
((
1− |l|2
)2
+ u2 + λV
)
ψ(u)E(iu, ω)du
φ(∆0[M ])E(ϕ, v) =
∫ +∞
−∞
φ
((
1− |l|2
)2
+ u2 + λV
)
ϕ(u)E(iu, v)du.
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On note d = dimV et on choisit des bases orthonormées vk, k = 1, . . . , dh de V et ωj , ω̄j , j =
1, . . . , dh de Ω±(V ) telles que tous les vk ∈
⊕h
j=1 Vlk,j et tous les ωj , ω̄j ∈ Ω±(Vlj )). Des égalités
précédentes et de (3.3),(3.4) et (3.10) on déduit que l’on a
Tr(T Y φ(∆0[M ]))cont =
∫ +∞
−∞
dh∑
k=1
φ
((
1− |lk|2
)2
+ u2 + λV
)
‖T YE(iu, vk)‖2du
Tr(T Y φ(∆1[M ]))cont = Tr(T Y (KΓφ,0)Eis)
+ 12π
∫ +∞
−∞
dh∑
j=1
φ
((
1− |lj |2
)2
+ u2 + λV
)
2‖T YE(iu, ωj)‖2du
On pose Φ(s) = Φ−(−s)Φ+(s), il vient
tr(Φ(s)−1Φ(s)′) = tr(Φ+(s)−1Φ+(s)′) + tr(Φ−(−s)−1Φ−(−s)′)
et les relations de Maass-Selberg (3.5),(3.6) donnent (pour n1−n2 pair, q = n1+n22 , dl = dim(Vl),
Ψl est la restriction de Ψ à
⊕h
j=1 Vl,j , etc.)
Tr(T Y φ(∆0[M ]))
= Tr(KΓφ,0)disc −
1
2π
∫ +∞
−∞
2q∑
l=−2q
φ
((
1− |l|2
)2
+ u2 + λV
)
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
du
+ h log Y
π
∫ +∞
−∞
2q∑
l=−2q
dlφ
((
1− |l|2
)2
+ u2 + λV
)
du
+ 12π
2q∑
l=−2q
φ
((
1− |l|2
)2
+ u2 + λV
)∫ +∞
−∞
(
Y iu
)
tr Ψl(−iu)−
(
Y −iu
)
tr Ψl(iu)
iu
du
(3.12)
Tr(T Y φ(∆1[M ]))
= Tr(T Y (KΓφ,0)cont) +
2h log Y
π
∫ +∞
−∞
2q+2∑
l=−2q−2
dlφ
((
1− |l|2
)2
+ u2 + λV
)
du
+ Tr(KΓφ,1)disc −
1
2π
∫ +∞
−∞
2q+2∑
l=−2q−2
φ
((
1− |l|2
)2
+ u2 + λV
)
tr
(
Φl(iu)−1
dΦl(iu)
du
)
du.
(3.13)
Définition de la trace régularisée
Les développements (3.12) et (3.13) permettent de définir la trace régularisée en prenant le
terme constant quand Y →∞. Par exemple en degré 0 on pose
TrR φ(∆0[M ]) = lim
Y→∞
Tr(T Y φ(∆0[M)))− h log Y
π
∫ +∞
−∞
2q∑
l=−2q
dlφ
((
1− |l|2
)2
+ u2 + λV
)
du

(3.14)
Un calcul classique (cf. [EGM98, Proposition 5.3 du Chapter 6]) montre que pour toute fonction
ξ ∈ S(R) on a :
lim
Y→∞
(∫ +∞
−∞
ξ(u)Y
2iu tr Ψl(−iu)− Y −2iu tr Ψl(iu)
2iu du
)
= 14ξ(0) tr Ψl(0)
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et (3.13) donne ainsi le développement spectral suivant :
TrR φ(∆0[M ]) = Tr(φ(∆0[M ]))disc +
1
4
2q∑
l=−2q
φ
((
1− |l|2
)2
+ λV
)
tr Ψl(0)
− 12π
∫ +∞
−∞
2q∑
l=−2q
φ
((
1− |l|2
)2
+ u2 + λV
)
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
du.
(3.15)
On laisse au lecteur le soin de voir quels sont exactement les définitions et développements
spectraux pour les autres degrés et pour n1 − n2 impair (les indices dans les sommes sur l
changent). Une fois encore on fait remarquer que la trace régularisée dépend du choix des
fonctions hauteur via les opérateurs d’entrelacement.
3.3 Expression géométrique
Pour cette section on fixe p et on note kφ = kφ,p, etc. On rappelle que la fonction h a été
définie plus haut par h(`) = tr(n∗kφ(x, nx)) pour n unipotent et d(x, nx) = `. Pour énoncer la
formule des traces pour un orbifold on aura aussi besoin de la fonction suivante : si θ ∈ R/2πZ et
g ∈ G est un élément elliptique d’angle θ 6= 0 et d’axe L alors pour x ∈ H3 la trace tr(g∗kφ(x, gx))
ne dépend que de θ et de la distance r = d(x, L) et on la note f(r, θ). Enfin, pour y ∈ R et
un parabolique P on note d(y) la longueur d’un arc géodésique issu d’un x avec yP (x) = y,
parallèlement aux horosphères issues de P et aboutissant sur l’horosphère {yP = 1} (ceci ne
dépend pas de P ou des fonctions hauteur). Le résultat suivant est un calcul grossier du côté
géométrique de la formule des traces.
Proposition 3.5. On note Λj le réseau euclidien Γ∩Nj. Pour j = 1, . . . , h on pose pj = |ΓPj/Λj |
et
κj =
∫ +∞
α(Λj)
EΛj (ρ)
dρ
ρ3
− π(1 + 2 logα(Λj))vol Λj
.
Soient γ1, . . . , γe ∈ Γ tels que tout sous-groupe cyclique fini maximal (non-trivial) de Γ soit
engendré par un Γ-conjugué de l’un des γj. On note qj l’ordre de γj, des représentants pour les
classes de conjugaison elliptiques dans Γ sont alors :
γ1, . . . , γ
q1−1
1 , γ2, . . . , γ
qe−1
e .
On note de plus `j = `(γj) (cf. 0.3.7) et wj = NΓ(〈γj〉)/Tj où Tj est le sous-groupe des éléments
semisimples de Γ ayant le même axe que γj (de sorte que wj = 1 ou 2) et εj = 0 pour une classe
non-cuspidale et 1 sinon.
On a alors l’égalité suivante :
TrR φ(∆p[M ]) = TrΓ kφ +
∫
D
∑
γ∈Γlox
tr(γ∗kφ(x, γx))dx
+ 2π
h∑
j=1
1
pj
∫ +∞
0
r log(r)h(`(r))dr +
h∑
j=1
κj vol Λj
pj
∫ +∞
0
rh(`(r))dr
+
e∑
j=1
qj−1∑
l=1
2(l, qj)π
wjqj
(
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr + 2εj
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
)
.
(3.16)
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On remarque que la dépendance en la fonction hauteur de cette expression géométrique est
contenue dans les terme
∑
j logα(Λj) et
∑
j `j (où on somme sur les classes elliptiques cuspidales).
Démonstration. On va établir un développement asymptotique de la forme∫
MY
trKΓφ,p(x, x)dx = A log Y +B + o(1).
Comme TrT YKΓφ,p −
∫
MY trKΓφ,p(x, x)dx = o(1) d’après la preuve de la proposition 3.1 il suit
que l’on a TrRKΓφ = B. Il reste ensuite à calculer B pour obtenir le résultat voulu, ce qui sera
fait au cours de la preuve.
Termes paraboliques
Soient D,DY les domaines fondamentaux utilisés dans la preuve de la proposition 3.1. Soit
P = MAN un sous-groupe parabolique et Λ un réseau dans N . On choisit une fonction hauteur
yP en P , un domaine fondamental O pour l’action de Λ sur l’horosphère {yP = 1} et on pose
BΛ = AO, BYΛ = {x ∈ BΛ, yP (x) ≤ Y }. (3.17)
On veut une asymptotique en Y →∞ de l’intégrale :∫
BYΛ
∑
η∈Λ−{0}
h(d(x, ηx))dx.
L’intégrande est N -invariante et il suit que ceci vaut :
vol(Λ)
∫ Y
0
∑
η∈Λ−{0}
h(`(|η|/y))dy
y3
= vol(Λ)
∑
η∈Λ−{0}
∫ +∞
|η|/Y
h(`(r))rdr
|η|2
= vol(Λ)
∫ +∞
0
rh(`(r))
∑
0<|η|≤rY
1
|η|2
dr.
On rappelle que NΛ est la fonction de comptage de Λ, N ∗Λ = NΛ−1 et EΛ(r) = N ∗Λ−
πr2
vol Λ 
r
α(Λ)
de sorte que pour tout r > 0 on a :∑
0<|v|≤r
1
|v|2
=
∫ r
α(Λ)
dN ∗Λ(ρ)
ρ2
= NΛ(R)
R2
+
∫ r
α(Λ)
2N
∗
Λ(ρ)
ρ3
dr
= NΛ(R)
R2
−
∫ r
α(Λ)
πρ2
vol Λ
dρ
ρ3
+
∫ r
α(λ)
EΛ(ρ)
dρ
ρ3
= NΛ(R)
R2
+ 2π(log r − logα(Λ))vol(Λ) +
∫ +∞
α(Λ)
EΛ(ρ)
dρ
ρ3
−
∫ +∞
r
EΛ(ρ)
dρ
ρ3
.
En posant
κΛ =
∫ +∞
α(Λ)
EΛ(ρ)
dρ
ρ3
− π(1 + 2 logα(Λ))vol Λ
on obtient ainsi que∫
BYΛ
∑
η∈Λ−0
h(d(x, ηx))dx =
∫ +∞
0
2π log(rY )rh(`(r))dr + vol(Λ)κΛ
∫ +∞
0
rh(`(r))dr
−
∫ +∞
0
rh(`(r))
∫ +∞
max(α(Λ),rY )
EΛ(ρ)
dρ
ρ3
dr
− vol Λ
∫ +∞
0
(NΛ(rY )
(rY )2 −
π
vol Λ
)
h(`(r))dr.
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Le terme de la seconde ligne est le reste d’une intégrale convergente et tend ainsi vers 0 quand
Y → ∞. L’intégrande de la troisième ligne tend vers 0 quand Y → ∞ et par le théorème
de convergence dominée il suit que l’intégrale tend elle aussi vers 0. Au final on a donc le
développement suivant quand Y →∞ :
∫
BYΛ
∑
η∈Λ−0
h(d(x, ηx))dx =
∫ +∞
0
2π log(rY )rh(`(r))dr+vol(Λ)κΛ
∫ +∞
0
h(`(r))dr+o(1). (3.18)
Termes elliptiques non-cuspidaux
Soit γ0 ∈ Γ un élément elliptique d’ordre q, C(γ0) sa Γ-classe de conjugaison et θ = 2lπ/q son
angle ; on suppose que γ0 ne fixe pas un cusp et on rappelle que l’on note `(γ0) la longueur de la
géodésique singulière associée. Dans le cas où le normalisateur de γ0 ne contient pas d’élément
elliptique dont l’axe est distinct de celui de γ0 on a alors quand Y →∞ :
∫
M
∑
γ∈C(γ0)
tr(γ∗k(x, γx))dx = 2π`
q
∫ +∞
0
f
(
r,
2lπ
q
)
dr. (3.19)
Dans le cas restant on divise le côté droit par 2.
Termes elliptiques cuspidaux
On suppose maintenant que γ0 fixe un cusp ; son axe dans H3 relie alors deux cusps corres-
pondant à des paraboliques Γ-rationnels P1 et P2. On note yP1 , yP2 les fonctions hauteur en P1 et
P2, Hi les horosphères yPi = 1, on rappelle que l’on a alors défini `(γ0) = d(H1, H2). L’intégrale
surM de la partie du noyau KΓφ liée à la classe de γ0 diverge, on va donc calculer l’asymptotique
de l’intégrale sur MY . On définit pour Y ∈ [1,+∞) le domaine :
BY = {x, pour i = 1, 2 on a yPi(x) ≤ Y },
on a alors ∫
MY
∑
γ∈C(γ0)
tr(γ∗k(x, γx))dx =
∫
BY
tr(γ∗k(x, γ0x))dx+ o(1).
Soit S1, S2 les hyperplans orthogonaux à l’axe de γ0 aux points de hauteur 1 sur cet axe, A1 la
zone entre ces deux hyperplans. Soit SY1 l’hyperplan parallèle à S1, rencontrant l’axe à hauteur
yP1 = Y , AY1 la zone entre S1 et SY1 . Enfin, soit CY1 la zone entre SY1 et l’horosphère {yP1 = Y }.
On définit de même AY2 , CY2 , de sorte que l’on ait
BY = CY2 ∪AY2 ∪A1 ∪AY1 ∪ CY1
avec des intersections de mesure nulle, comme illustré ci-dessous :
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On voit immédiatement que l’on a :
∫
A1
tr(γ∗k(x, γ0x))dx = `(γ0)
2π
q
∫ +∞
0
f
(
r,
2lπ
q
)
dr∫
AY1
tr(γ∗k(x, γ0x))dx =
∫
AY2
tr(γ∗k(x, γ0x))dx = log Y
2π
q
∫ +∞
0
f
(
r,
2lπ
q
)
dr∫
CY1
tr(γ∗k(x, γ0x))dx =
∫
CY2
tr(γ∗k(x, γ0x))dx =
2π
q
∫ +∞
Y
∫ +∞
d(y/Y )
f
(
r,
2lπ
q
)
dr
dy
y
Si aucune autre isométrie elliptique ne préserve l’axe de γ0 il vient finalement :
∫
MY
∑
γ∈C(γ0)
tr(γ∗k(x, γx))dx = 2π
q
(`(γ0) + 2 log Y )
∫ +∞
0
f
(
r,
2lπ
q
)
dr
+ 2
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
q
)
dr
dy
y
+ o(1).
(3.20)
Comme ci-dessus, dans le cas contraire on divise par 2 à droite.
Conclusion
On suppose que les classes elliptiques sont ordonnées de sorte que γ1, . . . , γh sont les généra-
teurs des stabilisateurs des cusps (quitte à rajouter des classes triviales). On applique (3.18) et
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(3.20) à chacun des ΓPj et (3.19) aux classes elliptiques restantes puis en sommant on obtient∫
MY
trKΓφ,p(x, x)dx =
(
2πh
∫ +∞
0
rh(`(r))dr
)
log Y + 2πh
∫ +∞
0
2π log(r)rh(`(r))dr
+
h∑
j=1
vol(Λj)κΛj
∫ +∞
0
rh(`(r))dr + o(1)
+
h∑
j=1
qj−1∑
l=1
2π
qj
(`(γj) + 2 log Y )
∫ +∞
0
f
(
r,
2lπ
qj
)
dr
+
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
+ o(1)
+
e∑
j=h+1
2π`(γj)
qj
∫ +∞
0
f
(
r,
2lπ
qj
)
dr
+
∫
DY
tr kφ,p(x, x) + ∑
γ∈Γlox
tr(γ∗kφ,p(x, γx))
 dx
ce qui termine la preuve.
3.4 Torsion régularisée
3.4.1 La trace du noyau de la chaleur en t→ 0
On démontre ici le développement asymptotique suivant (voir aussi [MP12, Proposition 6.9]).
Proposition 3.6. Pour p = 0, 1, 2, 3 et pour tout m ≥ 1 il existe des coefficients ap0, . . . , apm,
bp0, . . . , b
p
m et une fonction continue Hp tels que
TrR(e−t∆
p[M ]) =
m+3∑
k=0
(
apkt
k−3
2 + bpkt
k−1
2 log t
)
+Hp(t) (3.21)
et Hp(t) t
m+1
2 en t→ 0.
Démonstration. On fixe p et si n ∈ G est unipotent, x ∈ H3 et d(x, nx) = ` on note hpt (`) =
tr(n∗e−t∆p[M ](x, nx)). On conserve les notations introduites dans la preuve de la proposition 3.5
et on pose
S1(t) = 2πh
∫ +∞
0
r log(r)hpt (`(r))dr,
S2(t) =
h∑
j=1
κj vol Λj
∫ +∞
0
rhpt (`(r)) dr,
S3(t) =
∫
D
∑
γ∈Γlox
tr(γ∗e−t∆p[M ](x, γx)),
S4(t) =
e∑
j=1
qj−1∑
l=1
2(l, qj)π
wjqj
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr,
S5(t) =
e∑
j=1
qj−1∑
l=1
εj
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
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de sorte que cette proposition donne :
TrR e−t∆
p[M ] = TrΓ e−t∆
p[H3] +
5∑
i=1
Si(t). (3.22)
On va établir le développement séparément pour chacun des termes. En prenant g = 1G dans
l’égalité 24 et en intégrant sur D on obtient le développement
TrΓ e−t∆
p[H3] = volD
m+3∑
k=0
fpk t
− k2 (3.23)
où les fpk sont des coefficients absolus, ce qui traite le premier terme.
On s’occupe ensuite de S3 ; en posant
`0 = inf{d(x, γx), x ∈ H3, γ ∈ Γlox}
on obtient : ∑
γ∈Γlox
tr(γ∗e−t∆p[M ](x, γx)) ≤
∑
γ∈Γlox
Ct−
3
2 e−
d(x,γx)2
5t
= C
∫ +∞
`0
e−
`2
5t dNΓ(x, `)

∫ +∞
`0
t−
5
2 `e−
`2
5tNΓ(x, `)d`
 t−
5
2 e−
`20
5t
(3.24)
de sorte que S3(t) est en fait un o(t
m+1
2 ) pour tout m > 0.
Pour traiter S1 et S2 on va utiliser le développement en t→ 0 suivant, qui est une conséquence
immédiate de (24) :
hpt (`) =
m∑
k=−3
bpk(`)e
− `
2
4t t
k
2 +O(t
m+1
2 ) (3.25)
On montre maintenant que si ω est une fonction lisse sur [0, 1] il existe pour tout m > 1 des
constantes cl, c′l l = 1, . . . ,m+ 1 telles que∫ 1
0
r log(r)ω(r)e−`(r)2/4tdr −
m∑
l=2
tl/2(cl + c′l log t) ≤ cm+1t(m+1)/2. (3.26)
Vu que ` 7→ r log(r)/` log(`) est lisse au voisinage de 0 on se ramène par le changement de
variable r → `(r) à démontrer que si ω0 est une fonction lisse sur [0, 1] on a un développement
en t→ 0 de la forme désirée pour
∫ 1
0
` log(`)ω0(`)e−
`2
t d` = t log t
∫ t−1/2
0
`ω0(t
1
2 `)e−`2d`+ t
∫ t−1/2
0
` log(`)ω0(t
1
2 `)e−`2d`.
Ce dernier fait est une conséquence immédiate de la formule de Taylor avec reste intégral et de
l’estimée suivante ∫ t− 12
0
`ke−`
2
d` =
∫ +∞
0
`ke−`
2
d`+O(t−
k
2 e−
1
t ).
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On obtient de la même manière que pour ω lisse sur [0, 1] il existe des coefficients c′′l tels
que : ∫ 1
0
rω(r)e−
`(r)2
4t dr =
m∑
l=2
c′′l t
l/2 +O(t
m+1
2 ). (3.27)
On a finalement démontré que pour tout m ≥ 1 on a des coefficients cpk, d
p
k, e
p
k tels qu’en t → 0
on a ∫ +∞
0
r log(r)hpt (`(r))dr =
m∑
k=−3
cpkt
k
2 +
m∑
k=−1
epkt
k
2 log t+O(t
m+1
2 ),
∫ +∞
0
rhpt (`(r))dr =
m∑
k=−3
epkt
k
2 +O(t
m+1
2 ).
(3.28)
On note fpt (r, θ) = tr(g∗e−t∆
p[H3](x, gx) si g est une rotation d’angle θ et x est à distance r
de son axe, on rappelle que l’on note alors aussi d(x, gx) = `θ(r) (cf. 0.3.2). Il suit alors de (24)
que l’on a en t→ 0
fpt (r, θ) =
m∑
l=−3
βpl (r, θ)e
− `θ(r)
2
4t t
l
2 +O(t
m+1
2 ). (3.29)
Il suit de (3.29) et (3.26) que si l’on pose
Ipt (θ) =
∫ +∞
0
fpt (r, θ)dr
on a le développement asymptotique en t→ 0 suivant :
Ipt (θ) =
m+3∑
k=0
apk(θ)t
k−3
2 +O(t
m+1
2 ) (3.30)
qui montre que S4 a un développment de la forme souhaitée. On pose encore :
Jpt (θ) =
∫ +∞
1
∫ +∞
d(y)
fpt (r, θ)dr
dy
y
,
on a pour tout m ≥ 1 :
Jpt (θ) =
∫ y0
1
∫ r0
d(y)
fpt (r, θ)dr
dy
y
+ o(t
m+1
2 ).
où y0 = sup(y, d(y) ≤ r0) et r0 = sup(r, `θ(r) ≤ 1). On a∫ y0
1
∫ r0
d(y)
βpl (r, θ)e
− `θ(r)
2
4t dr
dy
y
=
∫ y0
1
∫ 1
`θ(d(y))
ω(`)e−
`2
4t d`
dy
y
où ω(`) est une fonction lisse. La fonction ` 7→ y(`) inverse de y 7→ `θ(d(y)) est aussi lisse et il
vient ∫ y0
1
∫ 1
d(y)
βpl (r, θ)e
− `θ(r)
2
4t dr
dy
y
=
∫ 1
0
ω(`) log y(`)e−
`2
4t d`
d’où il suit avec (3.29), (3.26) que l’on a
Jpt (θ) =
m+3∑
k=0
bpk(θ)t
k−3
2 +O(t
m+1
2 ),
ce qui permet d’obtenir le développement souhaité pour S5.
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3.4.2 Déterminant régularisé et torsion analytique
On utilise la notation habituelle Γ pour la fonction Gamma d’Euler, dont on rappelle qu’elle
est définie pour Re(s) > 0 par la formule Γ(s) =
∫+∞
0 e
−tts dtt et qu’elle se prolonge en une
fonction méromorphe sur C. Elle a alors un pôle simple en chaque entier négatif et aucun zéro,
de sorte que 1/Γ est une fonction entière sur C. On pose
ζp(s) :=
1
Γ(s)
∫ +∞
0
TrR(e−t∆
p[M ])tsdt
t
. (3.31)
Pour démontrer le prolongement analytique on aura besoin du résultat élémentaire bien
connu suivant.
Lemme 3.7. Soit φ ∈ C0(0,+∞) telle qu’il existe des entiers m,m′ ≥ 0, des coefficients
ak, k = 0, . . . ,m et une fonction H définie au voisinage de 0 tels que
φ(t) =t→0
m∑
k=−m′
akt
− k2 + bkt−
k
2 log t+H(t)
et H(t) t
m′+1
2 en t→ 0. Alors pour tout t0 > 0 la fonction s 7→ 1Γ(s)
∫ t0
0 φ(t)ts
dt
t est définie sur
le demi-plan Re(s) > m/2, se prolonge méromorphiquement sur le demi-plan Re(s) > −m′/2 et
est holomorphe en s = 0.
Démonstration. Le résultat suit d’un calcul explicite des intégrales, laissé au lecteur.
On peut maintenant démontrer le résultat fondamental suivant.
Proposition 3.8. On suppose que la représentation V est fortement acyclique. Alors l’intégrale
(3.31) converge pour Re(s) > 3/2, et s 7→ ζp(s) se prolonge en une fonction méromorphe sur C
qui est holomorphe en 0.
Démonstration. La convergence aux grands temps est assurée par le trou spectral du Laplacien ∗.
Le développement spectral (3.15) appliqué au noyau de la chaleur donne, par exemple pour p = 1,
l’égalité suivante :
TrR e−t∆
1[M ] = Tr(e−t∆1[M ])cusp + e−tλV S
où
S = 14
2q∑
l=−2q
dle
−t
((
1− |l|2
)2)
tr Ψl(0)
− 12π
∫ +∞
−∞
2q∑
l=−2q
dle
−t
((
1− |l|2
)2
+u2
)
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
du.
Pour t ≥ 1 on a
|S| ≤ dimV4 +
1
2π
∫ +∞
−∞
2q∑
l=−2q
dle
−u2 tr
(
Ψl(iu)−1
dΨl(iu)
du
)
du,
le côté droit est fini et ne dépend pas de t et il suit que l’on a TrR e−t∆[M ]  e−λ0t en t → ∞,
où λ0 = min(λV , λ1disc) avec λ1disc > 0 la plus petite valeur propre de ∆1disc[M ]. Il suit donc que
pour touts s ∈ C et t0 > 0 l’intégrale
∫+∞
t0
TrR(e−t∆
p[M ])ts dtt est convergente.
∗. S’il n’y a pas de trou spectral cette partie de l’intégale ne converge que pour Re(s) < c < 0 et on peut la
prolonger méromorphiquement en une fonction sur C régulière en 0, cf. [MP12].
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La convergence (pour Re(s) > 3/2) et le prolongement méromorphe de l’intégrale aux petits
temps
∫ t0
0 TrR(e−t∆
p[M ])ts dtt sont des conséquences du lemme 3.7 et de la proposition 3.6 ci-
dessus.
On définit finalement le déterminant régularisé du Laplacien par
détR ∆p[M ] := exp(ζ ′p(0)) (3.32)
et la torsion analytique associée par
TR(M) =
 3∏
p=0
détR(∆p[M ])(−1)
pp
 12 = (détR(∆0[M ])−3détR(∆1[M ])) 12 . (3.33)
3.5 Les cas déviants
Dans cette section on ne suppose plus (contrairement au reste du chapitre) que Γ ne contient
pas d’élément de trace −2 (mais on garde l’hypothèse que −1G 6∈ Γ) et on travaille avec V =
Vn1,n2 tel que n1−n2 soit impair. On garde les notations du chapitre, et on ordonne les Pj pour
que ΓPj ne contienne pas d’éléments de trace −2 pour j = 1, . . . , h0 et en contienne pour j > h0.
3.5.1 Opérateurs tronqués
La différence avec les cas traités précédemment vient du fait suivant.
Lemme 3.9. Soit f ∈ Ωp(M ;V ) ; pour j > h0 on a fPj = 0.
Démonstration. Soit f ∈ (L2(Γ\G) ⊗ ∧pp∗ ⊗ V )K correspondant à f . Comme remarqué dans
0.2.4, −1G ∈ K agit trivialement sur P et par −1V sur V et il suit que f(−1Gg) = −f(g). Il
existe un η ∈ ΓPj ∩ (−N) et on obtient alors∫
(ΓPj∩N)\N
f(ng)dn = 12
∫
ΓP \(−N∪N)
f(ng)dn
d’où le résultat suit vu que le côté droit est nul.
En particulier, on a en fait
T YKΓφ,p = KΓφ,p −
h0∑
j=1
(KΓφ,p)Pj , (3.34)
et une conséquence immédiate de la proposition 3.1 est le corollaire suivant.
Corollaire 3.10. Si pour tout j = 1, . . . , h le sous-groupe ΓPj est sans torsion mais on a ΓPj 6⊂
Nj alors pour p = 0, . . . , 3 φ(∆p[M ]) est un opérateur à trace et L2discΩp(M ;V ) = L2Ωp(M ;V ).
En général on peut définir la trace régularisée comme ci-dessus et on a une expression spec-
trale semblable à (3.15), où les opérateurs d’entrelacement ne sont définis que sur (VC)h0 et son
analogue en degré 1.
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3.5.2 Expression géométrique, torsion analytique
Pour j = h0 + 1, . . . , h on note Λ′j le sous-réseau d’indice 2 de Λj tel que Γ ∩Nj = Λ′j et on
pose κ′j = κΛ′j . On va établir l’expression géométrique suivante, qui permet d’étendre la preuve
de la proposition 3.6 au cas présent.
TrR φ(∆p[M ]) = TrΓ kφ +
∫
D
∑
γ∈Γlox
tr(γ∗kφ(x, γx))dx
+ 2π
h0∑
j=1
1
pj
∫ +∞
0
r log(r)h(`(r))dr +
h0∑
j=1
κj vol Λj
pj
∫ +∞
0
rh(`(r))dr
+
h∑
j=h0+1
(2κ′j − κj) vol Λj
pj
∫ +∞
0
rh(`(r))dr
+
e∑
j=1
qj−1∑
l=1
2(l, qj)π
wjqj
(
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr + εj
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
)
.
(3.35)
Tous les autres termes ayant été éxaminés dans la preuve de la proposition 3.5 on doit
seulement examiner la somme sur les Γ∩ (±Nj) pour j > h0 : on veut montrer que pour j > h0
on a∫
DY
∑
γ∈Γ/ΓPj
∑
η∈Γ∩±Nj
tr(γηγ−1)∗(x, γηγ−1x)dx =
(2κ′j − κj) vol Λj
pj
∫ +∞
0
rh(`(r))dr + o(1).
Pour g ∈ G on a
tr((−g)∗kφ(x, (−g)x)) = − tr(g∗kφ(x, gx))
vu que −1G agit par −1 sur V ⊗ ∧pp∗. Si Λ ⊂ N est un réseau euclidien, α est un élément
non-trivial de Hom(Λ, {±1}) on pose Λ′ = kerα et
Π =
{(
α(η) η
α(η)
)
, η ∈ Λ
}
on a ainsi∫
BYΛ
∑
γ∈Π
tr(γ∗kφ(x, γx)dx =
∫
BYΛ
2 ∑
η′∈Λ′
h
(
`
( |η′|
yP (x)
))
−
∑
η∈Λ
h
(
`
( |η|
yP (x)
)) dx.
D’autre part, les calculs faits dans la preuve de la proposition 3.5 donnent∫
BYΛ
∑
η∈Λ
h
(
`
( |η′|
yP (x)
))
dx =
∫ +∞
0
2π log(rY )rh(`(r))dr + κΛ vol Λ
∫ +∞
0
rh(`(r))dr + o(1);
∫
BY
∑
η′∈Λ′
h
(
`
( |η′|
yP (x)
))
dx = 12
∫
BYΛ′
∑
η′∈Λ′
h
(
`
( |η′|
yP (x)
))
dx
= 12
(∫ +∞
0
2π log(rY )rh(`(r))dr + κΛ′2 vol Λ
∫ +∞
0
rh(`(r))dr
)
+ o(1).
On a finalement ∫
BYΛ
∑
γ∈Π
tr(γ∗kφ(x, γx)dx = (2κΛ′ − κΛ) vol Λ
∫ +∞
0
rh(`(r))dr
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et (3.35) suit en appliquant ce développement asymptotique à chacun des Λj , avec αj l’unique
morphisme Λj → {±1} de noyau Λ′j (de sorte que Πj)Γ ∩ ±Nj).
On démontre en utilisant (3.35) un développement asymptotique en t → 0 comme dans la
proposition 3.6, et on peut alors définir la torsion analytique régularisée comme dans le cas où
Γ ne contient pas d’élément de trace −2.
Chapitre 4
Convergence d’espaces localement
symétriques et approximation des
invariants L2 analytiques
Dans ce chapitre on étudie les traces régularisées des noyaux automorphes et la torsion ana-
lytique régularisée pour des suites de variétés hyperboliques de volume fini. On commence par
rappeler les résultats de [ABB+] dans le cas cocompact et pour tout espace localement symé-
trique (avec des résultats plus rigides en rang supérieur). On définit ensuite les suites d’orbifolds
hyperboliques qui nous intéresseront et on prouve la convergence des traces (Théorème 4.11),
puis on démontre l’approximation pour la torsion analytique (Théorème 4.14) sous une hypo-
thèse supplémentaire sur les opérateurs d’entrelacement. On compare ensuite, pour usage futur,
la torsion analytique régularisée à la torsion analytique absolue des variétés tronquées dans des
suites de variétés (Théorème 4.15).
4.1 Le cas compact (d’après [ABB+])
4.1.1 Topologie de Benjamini-Schramm
Dans [BS01] I. Benjamini et O. Schramm étudient la convergence des graphes au sens suivant :
une suite Xn de graphes finis d-réguliers est dite BS-convergente si pour tout entier N , tout
graphe d-régulier Y et tout sommet y ∈ Y la probabilité
pn =
|{x ∈ Xn, BXn(x,N) ∼= BY (y,N)}|
|Xn|
converge. Si la suite de graphes converge (dans la topologie de Gromov-Hausdorff) vers une
graphe X ayant un quotient fini alors elle est BS-convergente et la limite de la suite (pn) ci-
desssus est la probabilité correspondante pour un quotient compact de X. L’exemple le plus
simple est donné par une suite de graphes dont le rayon d’injectivité moyen tend vers +∞, la
limite de pn est alors 0 pour touts N,Y 3 y sauf si BY (y,N) est isomorphe à une boule de l’arbre
d-régulier. En général on peut donner un sens à la limite d’une suite BS-convergente (mais ce
n’est bien sûr plus un graphe), et dans ce contexte M. Abert a étendu le théorème de Lück 0.4
Dans [ABB+] les auteurs introduisent une notion semblable pour les variétés riemanniennes,
où on remplace l’espace d’échantilonnage des boules dans des graphes par des boules rieman-
niennes. Pour des suites d’espace localement symétriques on peut montrer que les limites corres-
pondent à des sous-groupes aléatoires invariants de G, cf. l’appendice A ci-dessous ou [ABB+,
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Section 3] pour les détails. On ne s’intéressera ici qu’à la situation la plus simple, quand le rayon
d’injectivité tend presque partout vers l’infini (analogue à la convergence d’un graphe vers l’arbre
d-régulier). Si S est un espace symétrique riemannien non compact etMn une suite de quotients
de S par des réseaux sans torsion on dit que Mn converge au sens de Benjamini-Schramm vers
S si on a pour tout R > 0 la limite
lim
n→∞
vol(x ∈ Xn, injx(Mn) ≤ R)
volMn
= 0. (4.1)
On abréviera cela en “Mn BS-converge vers S”. Le résultat suivant est alors un corollaire de
[ABB+, Theorem 1.4].
Théorème 4.1. Si m ≥ 3 et S = SLm(R)/SO(m) alors pour toute suite infinie Γn de réseaux
de SLm(R) la suite Γn\S BS-converge vers S.
En revanche pour S = Hm (ou plus généralement pour S de rang réel 1) on a des suites qui
BS-convergent vers d’autres limites. Il est par exemple facile de voir que siM est de volume fini,
N →M est un revêtement galoisien de groupe de Galois infini et résiduellement fini il existe une
suite de revêtements finis de S qui convergent sur tout compact vers N et donc en particulier
BS-convergent vers N . Voir A pour des exemples plus exotiques.
4.1.2 Multiplicités limites dans le cas compact
Le théorème suivant et son corollaire sont (strictement) contenus respectivement dans [ABB+,
Section 8] et [ABB+, Corollary 1.5, Theorem 1.7]. Si G est un groupe de Lie on dit qu’une suit
Γn de sous-groupes discrets est uniformément discrète s’il existe un voisinage U de 1G tel que
gΓng−1 ∩ U = {1G} pour tout n ≥ 1, g ∈ G (si les Γn sont sans torsion ceci est équivalent au
fait que le rayon d’injectivité des variétés riemanniennes Γn\S soit uniformément minoré).
Théorème 4.2. Soit S = Hm (resp. S = SLm(R)/SO(m),m ≥ 3) et Γn une suite de réseaux
cocompacts de SO(n, 1) telle que Mn = Γn\Hm BS-converge vers Hm (resp. une suite unifor-
mément discrète de réseaux cocompacts de SLm(R)). Alors pour toute fonction φ ∈ A(R) et
p = 0, . . . , n (resp. m(m+ 1)/2− 1) on a :
lim
n→∞
Trφ(∆p[Mn])
vol(Mn)
= tr kφ,p(x0, x0)
où x0 est un point arbitraire de X.
Corollaire 4.3. Soit Γn comme dans le théorème précédent et p ∈ {0, . . . ,m}, p 6= m/2 (resp.
p = 0, . . . ,m(m+ 1)/2− 1). On a la limite :
lim
n→∞
bp(Γn)
volMn
= 0.
La preuve dans les deux cas est la même et similaire à celle du lemme 4.12 ci-dessous. La
formulation plus souple dans le cas où Γn est une suite de réseaux de SLm(R) est bien sûr une
conséquence du théorème 4.1. La restriction sur le rayon d’injectivité dans ce cas vient du fait
qu’on peut, en rang 1, mener une analyse détaillée du noyau de la chaleur dans la partie fine
d’un espace localement symétrique compacte qui ne se généralise pas immédiatement au rang
supérieur en raison de la plus grande complexité géométrique de cette dernière. Pour plus de
détails voir [ABB+, Section 9].
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4.1.3 Torsion analytique
Une preuve semblable à celle de [BV, Theorem 4.5] (voir aussi la preuve de la proposition
4.22 ci-dessous) permet de démontrer le résultat suivant [ABB+, Theorem 10.9].
Théorème 4.4. Soit V une représentation fortement acyclique de G et Γn une suite uniformé-
ment discrète de réseaux uniformes sans torsion de G telle que Mn = Γn\S BS-converge vers
S. Alors on a la limite
lim
n→∞
log T (Mn;V )
volMn
= t(2)(V ).
La condition d’uniforme discrétude n’est pas optimale mais on ne peut pas espérer un résultat
aussi clair que dans le cas des nombres de Betti. En effet un théorème de J. Brock et N. Dunfield
montre qu’il existe une suite de 3-variétés hyperboliques compactes qui BS-converge vers H3
mais pour lesquelles la torsion analytique (à coefficients triviaux) est toujours égale à 1. Pour
plus de détails on refère le lecteur à [ABB+, Section 10].
4.2 Suites d’orbifolds hyperboliques de volume fini
4.2.1 Suites cusp-uniformes
Soit Γ un réseau de G. Soit P un parabolique et yP une fonction hauteur en P . Soit n ≥ 1
tel que P soit Γn-rationnel, Λ = Γ ∩ N est alors un réseau euclidien et la quantité vol Λ/α(Λ)
ne dépend pas du choix de yP . On peut donc définir une suite (Γn) comme étant cusp-uniforme
si l’ensemble des réseaux
{Γn ∩N, n ≥ 1, P est un parabolique Γn-rationnel}
est uniforme, i.e. il existe un δ > 0 tel que pour tout n et tout P qui soit Γ-rationnel, Λ = Γn∩N
on a vol Λ/α(Λ) ≥ δ. Pour un réseau fixé il existe toujours des suites cusp-uniformes de sous-
groupes d’indice fini qui BS-convergent vers H3, comme le montre le résultat plus précis suivant.
Proposition 4.5. Soit Γ ⊂ G un réseau, il existe une suite cusp-uniforme Γn ⊂ Γ qui est de
plus exhaustive.
Démonstration. Il est bien connu (cf. [MR03, Corollary 3.2.4]) qu’à conjugaison près on peut
supposer que Γ ⊂ SL2(F ) pour un corps de nombres F . Comme Γ est de type fini il existe en
fait un a ∈ OF tel que l’on ait Γ ⊂ SL2(OF [a−1]). Si I ⊂ OF est un idéal de OF qui soit premier
avec a on a OF [a−1]/IOF [a−1] = OF /IOF et le sous-groupe
Γ(I) =
{(
a b
c d
)
∈ Γ, a, d ∈ 1 + IOF [a−1], b, c ∈ IOF [a−1]
}
est donc un sous-groupe d’indice fini. La suite des Γ(n) pour n ∈ N premier avec a est clairement
exhaustive et elle est aussi cusp-uniforme. En effet, si P est un prabolique Γ-rationnel on a
ΓP = 1 + ZX1 + ZX2 pour des matrices nilpotentes X1, X2 ∈ M2(OF [a−1]). Soit I l’idéal de
OF [a−1] engendré par les coefficients de X1 et X2 et m l’entier naturel tel que I ∩ Z = mZ.
On pose Λn = nΓP ; alors les Λn sont une famille uniforme de réseaux dans N et on a Λn ⊂
Γ(n)P ⊂ m−1Λn d’où il suit que {Γ(n)P , n} est lui aussi uniforme. Comme les sous-groupe
Γ(n) sont distingués dans Γ il suffit de considérer un nombre fini de paraboliques et le résultat
suit.
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4.2.2 Conditions de BS-convergence
On rappelle que si Γ est un sous-groupe discret de G, x ∈ Γ\H3 et x̃ ∈ H3 est un relevé de
x on a défini
`x(Γ) = inf{d(x̃, γx̃), γ ∈ Γ− {1G}}.
On dit qu’une suite Mn = Γn\H3 d’orbifolds de volume fini BS-converge vers H3 si pour tout
R > 0 on a la limite
vol{x ∈Mn, `x(Γn) ≤ R}
volMn
−−−→
n→∞
0.
Variétés
Le résultat suivant est une observation basique.
Lemme 4.6. Soit Mn une suite de 3–variétés hyperboliques de volume fini et hn le nombre de
cusps de Mn. Si Mn BS-converge vers H3 alors on a hn = o(volMn).
Démonstration. Soit ε la constante de Margulis pour H3. Il y a alors hn composantes non-
compactes dans la partie ε-fine de Mn que l’on notera E1, . . . , Ehn . Il existe une constante
absolue c > 0 telle que pour chaque j on ait volEj ≥ cε2 et il suit que pour tout R ≥ ε on a
vol{x ∈Mn : `x ≤ R} ≥ c′hn
de sorte que (4.1) force hn = o(volMn).
Un résultat semblable pour le nombre de géodésiques de petite longueur est valable (pour
toutes les suites et tous les espaces symétriques de rang 1), cf. [ABB+, Theorem 6.11]. Une
preuve plus élémentaire permet de démontrer le critère suivant ∗.
Lemme 4.7. Soient Mn, n ≥ 1 des variétés hyperboliques de volume fini. On suppose que
injx(Mn) ≥ δ > 0 pour tout n. Pour R > 0 on note Gn(R) le nombre de géodésiques fermées de
longueur inférieure à R dans Mn. Si la suite Mn BS-converge vers H3 alors pour tout r > 0 on
a Gn(r) = o(volMn).
Démonstration. On montre plus bas que pour tous R, ` > 0 il existe un entier A(R, `) tel que
toute boule de rayon R dans une variété hyperbolique contienne au plus A(R, `) géodésiques
fermées simples de longueur inférieure à `. On en déduit facilement le résultat sous l’hypothèse
que pour tout n on ait inj(Mn) ≥ δ : en effet, on peut alors recouvrir la partie r-fine de Mn
par an = o(volMn) boules de rayon 2r telle que toute boule de rayon r soit contenue dans l’une
d’entre elles. Le nombre de géodésiques de longueur inférieure à r dans Mn est alors majoré par
(rε−1)A(2r, r)an = o(volMn).
Supposons donc qu’il existe R > 0 et une suite xn ∈ Mn telle que le nombre de géo-
désiques fermées simples de longueur ≤ ` contenues dans B(xn, R) tende vers l’infini. Soit
x0 ∈ H3, on choisit des monodromies π1(Mn) → Γn de sorte que xn = Γnx0. On pose
Sn = {γ ∈ (Γn)lox, d(x0, γx0) ≤ CR`} où CR est telle que tout élément loxodromique de lon-
gueur de translation ` déplace un point à distance ≤ R de son axe d’au moins CR`, de sorte
que l’on ait |Sn| → ∞ quand n → ∞. Comme l’ensemble S = {g ∈ G, d(x, gx) ≤ CR`} est
compact il existe une suite (γm) avec γ2n−1, γ2n ∈ Sn d’axes distincts et γm → g ∈ S quand
m → ∞. On a alors que tr(γ2n−1γ−12n ), tr([γ2n−1, γ2n]) tendent toutes deux vers 2. D’autre part
on a [γ2n−1γ−12n , γ2n] = [γ2n−1, γ2n] et il suit que pour m assez grand on a
| tr(γ2n−1γ−12n )2 − 4|+ | tr[γ2n−1γ
−1
2n , γ2n]− 2| < 1,
∗. Une analyse plus poussée de la partie fine permettrait sans doute de supprimer l’hypothèse injMn > δ.
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ce qui contredit l’inégalité de Jørgensen [EGM98, Theorem II.4.1] vu que γ2n, γ2n−1 engendrent
un groupe non-élémentaire.
On a le critère suivant pour la BS-convergence d’une suite de revêtements finis (on rappelle
que NΓn(x, r) est le nombre d’éléments loxodromiques de Γn qui déplacent x d’une distance ≤ r).
Proposition 4.8. Soit Mn une suite de revêtements finis d’une 3-variété hyperbolique M et hn
le nombre de cusps de Mn. Si Mn est cusp-uniforme les conditions suivantes sont équivalentes.
(i) La suite Mn BS-converge vers H3.
(ii) Pour tout R > 0 on a Gn(R) = o(volMn).
(iii) On a la limite ∫
Mn
NΓn(x, r)dx
volMn
−−−→
n→∞
0. (4.2)
Démonstration. On a démontré que (i)⇒(ii) dans le lemme 4.7.
On montre ensuite que (ii)⇒(iii) ; supposons que pour un r > 0 on ait Gn(r) = o(volMn),
on montre que l’intégrale de NΓn(., r) sur
(Mn)H,≤r = {x ∈Mn, ∃x̃, γ ∈ (Γn)lox tel que d(x̃, γx̃) ≤ r}
tend vers 0 quand n→∞. Le déplacement des éléments loxodromiques des Γn est uniformément
minoré et d’après le lemme 0.28 on a donc un C > 0 ne dépendant pas de n tel que∫
(Mn)≤r
NΓn(x, r)dx ≤ Cecr vol(Mn)H,≤r
et il reste donc à montrer que l’on a vol(Mn)H,≤r = o(volMn). Il existe un R > 0 ne dépendant
que de la systole de M tel que (Mn)H,≤r soit inclus dans le R-voisinage des géodésiques de
longueur ≤ r dans Mn, et il suit que vol(Mn)H,≤r ≤ volBH3(R)Gn(r) est un o(volMn).
Pour démontrer (iii)⇒(i) il est suffisant de démontrer que la partie de Mn où un élément
unipotent a un déplacement inférieur à r a un volume négligeable. Plus précisément, si l’on pose
(Mn)U,≤r = {x ∈Mn : ∃P, x̃, η ∈ (Γn)P − {1G} tel que d(x, ηx) ≤ r}
on veut montrer que vol(Mn)U,≤r = o(volMn). Par le lemme 0.24 il existe un c > 0 (dépendant
du choix des fonctions hauteur Γ-invariantes) tel que (Mn)U,≤r soit contenu dans
⋃
j{yj ≤ cr−1}.
Il suit que l’on a
vol(Mn)U,≤r ≤
hn∑
j=1
vol{yj ≥ cr−1}

hn∑
j=1
∫ +∞
cr−1
dy
y3
= r2hn
où la constante de la seconde ligne ne dépend que de Γ. Ainsi la BS-convergence de la suite
Mn suit du fait que hn = o(volMn) que l’on va maintenant démontrer. L’idée est que s’il y a
beaucoup de cusps, alors on a beaucoup de “petits” éléments unipotents et que les produits de
ces derniers donnent beaucoup de “petits“ éléments loxodromiques, ce qui contredit l’hypothèse.
Si P est un parabolique Γ-rationnel P on note hn,P le nombre de Γn-classes de conjugaison
dans la Γ-classe de conjugaison de P . Si on n’a pas hn = o(volMn) il doit exister un parabolique
Γ-rationnel P et un c > 0 tels que l’on ait hn,P ≥ c[Γ : Γn] pour une infinité de n ≥ 1 ; en passant
à une sous-suite on peut supposer que c’est le cas pour tout n ≥ 1. On choisit des représentants
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Pj pour les Γn-classes de conjugaison dans la Γ-classe de P , on écrit Λj = ΓPj et Λn,j = (Γn)Pj
et on réordonne les Pj pour que [Λj : Λn,j ] soit croisssante en j. Enfin, pour j = 1, . . . , hn,P on
choisit un γn,j ∈ Γ tel que Pj = γn,jPγ−1n,j .
Pour C > 0 on note aCn le plus grand indice j tel que l’on ait [Λj : Λn,j ] ≤ C. Il existe alors
un sous-groupe d’indice fini Λ ≤ ΓP (dépendant de C) tel que pour tous n ≥ 1 et j = 1, . . . , aCn
on ait
γn,jΛγ−1n,j ⊂ Λn,j .
On fixe un Γ-conjugué P ′ de P différent de P . Pour tout C on a
aCn + C(hn,P − aCn ) ≤ [Γ : Γn] ≤ c−1hn,P
et pour C > 1 on a donc aCn ≥ C−c
−1
C−1 hn,P . On peut donc choisir un C assez grand pour que l’on
ait aCn > 2hn,P /3 pour tout n.
L’ensemble des conjugués de P ′ par les γn,j , j = 1, . . . , aCn et l’ensemble des conjugués de P ′
qui sont égaux à l’un des γn,jPγ−1n,j pour j ∈ {1, . . . , aCn } sont tous deux des sous-ensembles de
cardinal aCn ≥ 2/3hn,P de l’ensemble de tous les Γn-conjugués de P ′ qui est lui de cardinal hn,P .
Il suit que leur intersection
Jn = {j = 1, . . . , aCn , ∃j′ ∈ {1, . . . , aCn }, γn,jP ′γ−1n,j est Γn-conjugué à Pj′}
est de cardinal au moins égal à hn,P /3 ≥ (c/3)[Γ : Γn]. Soit Λ′ ⊂ ΓP ′ le conjugué de Λ, pour
j ∈ Jn on a alors l’inclusion γn,jΛ′γ−1n,j ⊂ Γn. On choisit un η ∈ Λ non-trivial, il existe alors un
η′ ∈ Λ′ tel que γ0 = ηη′ soit loxodromique. Pour tous n et j ∈ Jn on a alors γn,jγ0γ−1n,j ∈ Γn.
Soit Γγ0 le centraliseur de γ0 dans Γ, on sait que γ0 = γk1 pour un élément primitif γ1 ∈ Γ et un
entier k ≥ 1 et qu’alors Γγ0 est le sous-groupe cyclique de Γ engendré par γ1. Pour des entiers
n ≥ 1, j ∈ Jn et m ∈ Z on écrit m = lk + r avec r ∈ {0, . . . , k − 1} ; on a alors :
γm1 γn,jΓn = γn,jγr1γ−1n,jγn,jγ
lk
1 γ
−1
n,jΓn = γn,jγ
r
1γ
−1
n,jγn,jγ
l
0γ
−1
n,jΓn = γ
r
1γn,jΓn.
Il suit que
Γγ0γn,jΓn =
⋃
m∈Z
γm1 γn,jΓn =
k−1⋃
r=0
γr1γn,jΓn
contient k ou moins Γn-classes à gauche. Les classes à droite γn,jΓn sont deux à deux différentes
et il suit qu’il existe au moins m = b |Jn|k c doubles classes distinctes Γγ0γn,jΓn avec j ∈ Jn. Soient
γn,j1 , . . . , γn,jm des représentants de ces classes, alors les éléments loxodromiques γn,jlγ0γ
−1
n,jl
∈ Γn
ne sont pas Γn-conjugués. Il suit que la géodésique fermée de M qui correspond à γ0 a au moins
m relevés distincts dans Mn qui ont la même longueur qu’elle. Comme on a vu plus haut que
m/ volMn  |Jn|/ volMn ne tend pas vers 0 ceci contredit le fait que Gn(R) = o(volMn) pour
R ≥ `(γ0).
Orbifolds
Soit Γn une suite de réseaux de G, Mn = Γn\H3. On note encn le nombre de classes de
conjugaison elliptiques non-cuspidales de Γn. On ordonne les classes de conjugaison elliptiques
pour que 1, . . . , encn soient les classes non-cuspidales.
Lemme 4.9. Si la suite Mn BS-converge vers H3 alors on a hn, en − encn = o(volMn).
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Démonstration. Le stabilisateur d’un cusp contient au plus deux classes de conjugaison de sous-
groupes cycliques maximaux (ce qui suit de la classification des réseaux d’isométries du plan
euclidien) et ces groupes contiennent chacun au plus une rotation fixant le cusp, cette dernière
ayant un angle multiple de π/12 ; on a donc en−encn ≤ 12hn. Pour démontrer que hn = o(volMn)
on peut soit adapter la preuve du lemme 4.6 (en tenant compte du fait que l’ordre des éléments
elliptiques cuspidaux est uniformémement borné) ou utiliser le lemme de Selberg et le résultat
pour une suite de variétés.
Proposition 4.10. Soit Γ un réseau de G, Γn une suite de sous-groupes d’indice fini. Soient
`1, . . . , `encn les longueurs des géodésiques et des segments géodésiques du lieu singulier non-
cuspidal de Mn. Si la suite Γn est cusp-uniforme alors Mn = Γn\H3 BS-converge vers H3
si et seulement si l’on a
∀r > 0,
∫
Mn
NΓn(x, r)dx
volMn
−−−→
n→∞
0 (4.3)
et
encn∑
j=1
`j = o(volMn). (4.4)
Démonstration. Soit Γ′ un sous-groupe sans torsion, d’indice fini C dans Γ. Pour tout n le sous-
groupe Γ′n = Γ′∩Γn est alors d’indice ≤ C dans Γn. On suppose queMn BS-converge vers H3, la
suite M ′n = Γ′n\H3 est alors elle aussi BS-convergente vers H3. D’autre part, pour tout x ∈M ′n
on a trivialement
NΓn(x, r) ≤ NΓ′n(Cr)
et il suit que l’on a∫
Mn
NΓn(x, r)dx ≤
∫
M ′n
NΓn(x, r)dx ≤
∫
M ′n
NΓ′n(x,Cr)dx
et le côté droit est un o(volMn) d’après la proposition 4.8, ce qui finit de montrer que (4.3) est
vérifié par la suite Mn. On va maintenant vérifier (4.4) : il existe un ε > 0 (dépendant de M) tel
que pour un x appartenant à l’axe d’un élément elliptique non-cuspidal dans Γn l’application
StabΓn(x)\B3H(x, ε)→Mn
soit injective. Quitte à diminuer ε on peut supposer que pour tout x ∈ H3 et pour tous y ∈
B3H(x, ε) et γ ∈ StabΓx on ait d(y, γy) ≤ r. Il suit que
vol(Mn)≤r ≥ (max
x∈H3
|StabΓ(x)|)−1 volVε
où Vε est un ε-voisinage du lieu singulier non-cuspidal de Mn. On a alors volVε ≥ c
∑encn
j=1 `j (où
c dépend de ε) et il suit que
∑encn
j=1 `j = o(volMn).
On suppose maintenant que Mn vérifie (4.3) et (4.4) ; il suit immédiatement que M ′n vérifie
aussi (4.3). Soit hn, h′n les nombres de cusps respectifs deMn,M ′n ; d’après la proposition 4.8 on a
h′n = o(volM ′n), ce qui implique clairement hn = o(volMn) et donc que vol(Mn)u,≤r = o(volMn).
Le lieu où les classes non-cuspidales déplacent de moins que r est un d-voisinage tubulaire des
géodésiques singulières fermées (où d ne dépend que de r) et son volume est donc 
∑encn
j=1 `j
qui est un o(volMn) par hypothèse.
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Il reste à montrer que le lieu où les classes cuspidales déplacent de ≤ r est de volume
o(volMn). Si γ ∈ Γn est une classe cuspidale elliptique on note
Ln(γ, r) = {x ∈Mn, d(x, γx) ≤ r}, Mn(γ, r)1 = Ln(γ, r) ∩M1n,
En(γ, r)1 = Ln(γ, r) ∩ (Mn −M1n).
Tout d’abord le volume de Mn(γ, r)1 est borné indépendamment de n : en effet, Mn(γ, r)1 est
un d-voisinage du relevé à Mn de l’intersection de l’un des arcs singuliers de M avec M1. Soient
maintenant yj , yk sont es fonctions hauteur Γ-invariantes en les cusps où finit le lieu singulier
de l’arc associé à γ et Λn,j (resp. Λj) le réseau de {yj = 1} correspondant au cusp de Mn (resp
M). Le volume de {yj ≥ [Λj : Λn,j ]} est borné indépendamment de n. D’autre part, si vd est
l’aire d’un disque de rayon ed dans le plan euclidien on a
volEn(γ, r)1 = vol(En(γ, r)1 ∩ {yj ≥ [Λj : Λn,j ]}+ vol(En(γ, r)1 ∩ {1 ≤ yj ≤ [Λj : Λn,j ]})
≤ vol{yj ≥ [Λj : Λn,j ]}+ vd log[Λj : Λn,j ]
et on a donc
volEn(γ, r)1  hn +
hn∑
j=1
log[Λj : Λn,j ].
On a par l’inégalité de Cauchy-Schwarz
hn∑
j=1
log[Λj : Λn,j ] ≤
 hn∑
j=1
[Λj : Λj,n]
 12  hn∑
j=1
(log[Λj : Λn,j ])2
[Λj : Λj,n]
 12 .
Comme
∑hn
j=1[Λj : Λn,j ] = h1[Γ : Γn] et (log[Λj : Λn,j ])2/[Λj : Λn,j ] est borné indépendamment
de n, j il vient donc
hn∑
j=1
log[Λj : Λn,j ] (hn[Γ : Γn])
1
2
et le côté droit est un o(volMn) par le lemme 4.9. Il suit finalement que Mn est bien BS-
convergente vers H3.
4.2.3 Convergence des traces
Soient φ ∈ A(R) et D un domaine fondamental pour l’action de Γ sur H3 ; la trace normalisée
de kφ relativement à Γ est définie comme suit :
TrΓ kφ =
∫
D
tr kφ(x, x)dx. (4.5)
Comme kφ est G-invariant (cf. (15)) on a l’égalité TrΓ kφ,p = vol(D) tr kφ,p(x0, x0) pour tout
x0 ∈ H3.
Théorème 4.11. Soit Γ un réseau de SL2(C) et Γn une suite cusp-uniforme de sous-groupes
d’indice fini tels que Mn = Γn\H3 BS-converge vers H3. On a alors la limite suivante :
lim
n→∞
TrRKΓnφ
[Γ : Γn]
= TrΓ kφ (4.6)
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Démonstration. Soit Dn un domaine fondamental dans H3 pour Γn et hn le nombre de cusps de
Mn. On choisit des représentants P1, . . . , Phn pour les Γn-classes de conjugaison des paraboliques
Γ-rationnels et on note Λn,j le réseau euclidien (Γn)Pj de Nj (où l’on rappelle que l’on a ientifié le
radical unipotent Nj de Pj avec l’horosphère {yPj = 1}. On va utiliser l’expression géométrique
de la proposition 3.5 pour démontrer le résultat.
On rappelle que d = dimV , pour p = 0, 1, 2, 3 on a 3d ≥ dim(V ⊗ ∧pp) de sorte que l’on a
tr(γ∗kφ(x, γx)) ≤ 3d|ρ(γ−1)|V |kφ(x, γx)|.
Pour x = gK, y = hK ∈ H3 on pose H(d(x, y)) = 3d|ρ(g−1h)| |kφ(x, y)|, on a alors H(r) e−Ar
pour tout A > 0 quand r →∞. On pose :
Un =
hn∑
j=1
κj,n vol Λn,j
pj
∫ +∞
0
rh(`(r))dr,
Hn =
∫
Dn
∑
γ∈Γlox
H(d(x, γx))dx,
En =
en∑
j=1
qj−1∑
l=1
2(l, qj)π
wjqj
(
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr + εj
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
)
,
de sorte que par la proposition 3.5 on ait
TrR φ(∆p[Mn]) = TrΓ φ(∆p[H3]) +Hn + En + Un + 2π
hn∑
j=1
1
pj
∫ +∞
0
r log r h(`(r))dr. (4.7)
On estime en premier lieu la série sur les éléments loxodromiques :
Lemme 4.12. Si Mn BS-converge vers H3 on a Hn = o(volMn).
Démonstration. La preuve est la même que dans [ABB+]. On a∫
Dn
H(d(x, γx))dx =
∫
Dn
∫ +∞
0
dH
dr
NΓn(x, r)drdx ≤
∫ +∞
0
dH
dr
∫
Dn
NΓn(x, r)dx dr
et par le lemme 0.27 on a NΓn(x, r) ≤ Cecr pour des C, c ne dépendant que de Γ. Le résultat
suit alors de (4.2) et du théorème de convergence dominée.
On a
En =
encn∑
j=1
qj−1∑
l=1
2(l, qj)π
wjqj
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr
+
en∑
j=encn +1
qj−1∑
l=1
2(l, qj)π
wjqj
(
`j
∫ +∞
0
f
(
r,
2lπ
qj
)
dr +
∫ +∞
1
∫ +∞
d(y)
f
(
r,
2lπ
qj
)
dr
dy
y
)

encn∑
j=1
`j + (en − encn )
vu que les `j pour j > encn sont bornées indépendamment de n (en effet ce sont les longueurs de
segments qui se relèvent de M à Mn). Le côté droit de la dernière ligne est un o(volMn) d’après
le lemme 4.9 et la proposition 4.10, d’où il suit finalement que En = o(volMn).
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Le terme 2π
∑hn
j=1(pj)−1
∫+∞
0 r log(r)h(`(r))dr dans (4.7) est  hn et donc un o(volMn)
d’après le lemme 4.6. Il reste donc à montrer que le terme Un de (4.7) est lui aussi un o(volMn).
On pose αjn = α(Λn,j) ; on rappelle que :
κj,n =
∫ +∞
αjn
EΛn,j (ρ)
dρ
ρ3
− π(1− 2 logα
j
n)
vol Λn,j
.
Comme les Λn,j sont une famille uniforme de réseaux euclidiens on obtient par le lemme 0.26
l’estimée suivante :
κj,n 
1
αjn
∫ +∞
αjn
dρ
ρ2
+ logα
j
n
vol Λn,j
 (αjn)−2 +
logαjn
vol Λn,j
 logα
j
n
vol Λn,j
.
où la constante ne dépend pas de n ou j. Le fait suivant va nous permettre de conclure.
Lemme 4.13. Sous les hypothèses du théorème on a
∑hn
j=1 α
j
n = o(volMn).
Démonstration. On montre que pour tout C > 0 on a
lim sup
n
∑hn
j=1 α
j
n
volMn
≤ C−1. (4.8)
On ordonne les Pj de sorte que αjn soit croissante en j et on note hCn le plus grand indice tel que
αjn < C pour tout j ≤ hCn . Il vient :
hn∑
j=1
αjn  ChCn +
hn∑
j=hCn+1
(αjn)−1[Λj : Λn,j ] Chn + (αh
C
n+1
n )−1
hn∑
j=hCn+1
[Λj : Λn,j ]
≤ Chn + C−1h1[Γ : Γn]
où h1 est le nombre de cusps de M . La conclusion (4.8) suit immédiatement au vu du lemme
4.6.
On a donc
Un 
hn∑
j=1
vol Λn,jκn,j 
hn∑
j=1
logαjn 
hn∑
j=1
αjn
et le terme à droite est négligeable par le lemme 4.13 ci-dessus.
4.3 Approximation pour la torsion analytique
A partir de maintenant on fixe une représentation fortement acyclique ρ, V de G et toutes
les formes sont à coefficients dans le fibré plat Eρ.
Théorème 4.14. Soit Γn une suite cusp-uniforme de sous-groupes d’indice fini, sans torsion
dans un réseau Γ ⊂ G telle que la suite Mn := Γn\H3 BS-converge vers H3. On suppose de plus
qu’il existe un ε > 0 et une suite an = o(volMn) telles que pour tout n et tous u ∈ [−ε, ε], l on
ait
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
≤ an, tr
(
Φl(iu)−1
dΦl(iu)
du
)
≤ an.
On a alors
lim
n→∞
TR(Mn;V )
volMn
= t(2)(V ). (4.9)
où t(2)(V ) est défini par (4.11) ci-dessous.
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4.3.1 Torsion L2
Le candidat naturel à être approximé par les torsions analytiques “finies” est la torsion L2
analytique, cf. [Lüc02, Question 13.73]. On la définit en utilisant la même formule que pour la
torsion analytique sur une variété compacte :
log T (2)(M ;V ) = 12
3∑
p=1
p(−1)p
(
d
ds
( 1
Γ(s)
∫ t0
0
TrΓ(e−t∆
p[H3])ts−1dt
)
s=0
+
∫ +∞
t0
TrΓ(e−t∆
p[H3])dt
t
)
.
(4.10)
La première intégrale converge pour Re(s) > 3/2 et se prolonge méromorphiquement en une fonc-
tion régulière en 0 d’après le développement asymptotique (3.23) et le lemme 3.7. La convergence
de l’intégrale aux grands temps suit ici du fait que le Laplacien sur H3 a un trou spectral †.
Par ailleurs il est évident que log T (2) est un multiple de volD par une constante ne dépendant
que de V ; on pose donc
t(2)(V ) = log T
(2)(M ;V )
volM . (4.11)
Les constantes t(2)(V ) ont été calculées pour tous les les espaces localement symétriques dans
[BV, Section 5] ; dans le cas de l’espace hyperbolique ils montrent que [BV, Section 5.9.3,
Example 3] :
t(2)(Vn1,n2) =
−1
48π
(
(n1+n2+2)3−|n1−n2|3+3|n1−n2|(n1+n2+2)(n1+n2+2−|n1−n2|)
)
. (4.12)
4.3.2 Plan de la preuve
Il est naturel d’étudier séparément les grands et petits temps. On va prouver ci-dessous que
pour tout t0 > 0 on a la limite :
1
volMn
d
ds
(∫ t0
0
(TrR(e−t∆
p[Mn])− TrΓn(e−t∆
p[H3))tsdt
t
)
s=0
−−−→
n→∞
0 (4.13)
La preuve de ceci est essentiellement une combinaison de celles des propositions 3.6 et 4.11.
Une fois cette étape menée à bien on s’occupe de quantifier la convergence de l’intégrale aux
grands temps lorsque n tend vers l’infini. Plus précisément on a besoin des limites suivantes, que
l’on prouve dans 4.3.3 ci-dessous.
lim
t0→+∞
(
lim sup
n→∞
∫ +∞
t0
TrR(e−t∆
p[Mn])
volMn
dt
t
)
= 0, (4.14)
lim
t0→∞
(∫ +∞
t0
TrΓ(e−t∆
p[H3])dt
t
)
= 0. (4.15)
La preuve du théorème 4.14 est facile une fois ces résultats connus : la limite (4.13) donne
que pour tout t0 > 0 on a
lim sup
n→∞
log TR(Mn;V )− log T (2)(Mn;V )
volMn
≤ lim sup
n→∞
(∫ +∞
t0
TrR(e−t∆
p[Mn])
volMn
dt
t
)
+
∫ +∞
t0
TrΓ(e−t∆
p[H3])dt
t
et par (4.14),(4.15) le côté droit tend vers 0 quand t0 → +∞ d’où il suit que la limite supérieure
de gauche doit être nulle.
†. En général (par exemple pour des coefficients triviaux) il faut analyser la distribution du spectre du laplacien
près de 0, cf. [Lüc02, Chapter 2].
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4.3.3 Trou spectral et grands temps
L’intégrale
∫+∞
1 TrΓ e−t∆
p[H3]dt/t est absolument convergente et de ceci suit immédiatement
(4.15). La preuve de (4.14) utilise le fait que le trou spectral pour les ∆p[Mn] est uniforme. Par la
proposition 0.23 la borne inférieure λ0 > 0 pour le spectre des ∆p[Mn] est strictement positive.
Soit u ∈ [ε,+∞), les relations de Maass-Selberg (3.5) pour Y = 1 donnent pour v ∈ V hC
−〈Ψ(iu)−1dΨ(iu)
du
.v, v〉V hC = |T
1E(iu, v)|2L2(Mn;VC) +
1
iu
(〈Ψ(iu).v, v〉V hC − 〈Ψ(−iu).v, v〉V hC ).
Comme Ψ(iu) est unitaire le côté droit est minoré par−2ε−1 et il suit que 2ε−11V hC −Ψ(iu)
−1 dΨ(iu)
du
est un opérateur positif pour |u| ≥ ε. En utilisant ceci, le fait que
tr
(
an
hn dimV
1
V hnC
−Ψl(iu)−1
dΨl(iu)
du
)
≥ 0
et l’égalité e−λt = e−λe−λ(t−1) pour t ≥ 1, il vient alors :
|TrR(e−t∆
0[Mn])| ≤ eλ0(t−1) Tr e−t∆0disc[Mn] + e−λV (t−1)
∣∣∣∣∣∣14
2q∑
l=−2q
e−(λV +(1−
|l|
2 )) tr Ψl(0)
∣∣∣∣∣∣
+ e−λV (t−1)
∣∣∣∣∣∑
l
∫ +∞
−∞
e−(u
2+(1−|l|/2)2) tr Ψl(iu)−1
dΨl(iu)
du
du|
∣∣∣∣∣+ e−tλV O(an + hn)
≤ e−λ0(t−1) TrR(e−∆
p[Mn]) + e−tλV o(volMn)
d’où il suit que :
sup
n
( 1
volMn
∫ +∞
t0
TrR(e−t∆
p[Mn])dt
t
)
≤
∫ +∞
t0
e−λ0(t−1)
dt
t
sup
n
TrR(e−∆
p[Mn]) + Ce−λV t0 .
Par le théorème 4.11 la suite TrR(e−∆
p[Mn]) est bornée, et le côté droit est donc borné et tend
vers 0 quand t0 →∞.
4.3.4 Petits temps
On va analyser chacun des termes apparaissant dans (3.22). On garde les notations Λj,n, αjn
et κj,n introduites dans la preuve de la proposition 4.11. On a alors :
TrR e−t∆
p[Mn] − TrΓ e−t∆
p[H3] =
∫
Mn
∑
γ∈Γlox
tr γ∗e−t∆p[H3](x, γx)dx
+ 2πhn
∫ +∞
0
r log(r)hpt (`(r))dr +
hn∑
j=1
κn,j vol Λn,j
∫ +∞
0
rhpt (`(r))dr
+
en∑
j=1
q−j 1∑
l=1
2π(l, qj)
wjqj
`j(Ipt (
2πl
qj
) + εjJpt (
2πl
qj
))
=: T1 + T2 + T3.
Par l’estimée (23) on obtient que
d
ds
(∫ t0
0
T1t
sdt
t
)
s=0

∫ t0
0
∫
Mn
∑
γ∈Γlox
e
− d(x,γx)
2
C2t dxt−
5
2
dt
t
=
∫
Mn
∑
γ∈Γlox
(∫ t0
0
e
− d(x,γx)
2
C2t t−
5
2
dt
t
)
dx
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et le côté droit est un o(volMn) d’après le lemme 4.12.
On s’occupe maintenant de T2 ; on pose
Ξ(s) =
∫ t0
0
∫ +∞
0
r log(r)hpt (`(r))drts
dt
t
,
Θ(s) =
∫ t0
0
∫ +∞
0
rhpt (`(r))drts
dt
t
,
(4.16)
fonctions de s qui ne dépendent que de V . Il suit de (3.28) et du lemme 3.7 que Ξ,Θ se prolongent
méromorphiquement à C et sont holomorphes en 0. On peut ainsi écrire :
d
ds
(∫ t0
0
T2t
sdt
t
)
s=0
= 2πhn
dΞ
ds
(0) +
hn∑
j=1
κn,j vol Λn,j
dΘ
ds
(0).
Par ailleurs on a vu dans la preuve du théorème 4.11 que pour une suite Γn vérifiant les hypo-
thèses du théorème on a
∑hn
j=1 κj,n vol Λj,n = o(volMn). On a donc finalement :
d
ds
(∫ t0
0
T2t
sdt
t
)
s=0
 hn +
hn∑
j=1
κj,n vol Λj,n = o(volMn).
On pose
Υθ(s) =
∫ t0
0
Ipt (θ)ts
dt
t
,Ωθ(s) =
∫ t0
0
Jpt (θ)ts
dt
t
. (4.17)
D’après le lemme 3.7 et (3.30) ci-dessus ceci définit une fonction holomorphe sur le demi-plan
Re(s) > 3/2, qui se prolonge méromorphiquement en une fonction holomorphe en 0. On obtient
alors :
d
ds
(∫ t0
0
T3t
sdt
t
)
s=0
=
encn∑
j=1
qj−1∑
l=1
2π(l, qj)
wjqj
`j
dΥ
ds
(0)
+
en∑
j=encn +1
qj−1∑
l=1
2π(l, qj)
wjqj
`j
(
dΥ
ds
(0) + dΩ
ds
(0)
)

encn∑
j=1
`j + (en − encn )
et le côté droit est un o(volMn) d’après le lemme 4.9 et la proposition 4.10, ce qui termine la
preuve de (4.13) et du théorème.
4.4 Egalité asymptotique entre les torsions analytiques
On démontre ici le théorème suivant, qui est obtenu à partir des propositions 4.16 et 4.17 de
la même manière que dans la preuve du théorème 4.14. Pour la preuve de ces derniers résultats
on aura besoin de résultats techniques que l’on a relegués dans la section suivante 4.5.
Théorème 4.15. Soit V une représentation fortement acyclique de G. Soit Γ un réseau de G et
Γn une suite cusp-uniforme de sous-groupes d’indice fini dans Γ tels que les variétésMn = Γn\H3
BS-convergent vers H3, on fait la même hypothèse sur les opérateurs d’entrelacement Ψ que dans
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le théorème 4.14. Il existe alors une suite Y n ∈ [1,+∞)hn telle que minj Yj/αjn → 0 et que l’on
ait les limites suivantes :
log TR(Mn;V )− log Tabs(MY
n
n ;V )
volMn
,
log TR(Mn;V )− log Trel(MY
n
n ;V )
volMn
−−−→
n→∞
0. (4.18)
On donnera toutes les preuves dans le cas de conditions absolues, elles sont exactement les
mêmes pour des conditions relatives.
Démonstration. Soit Y n la suite définie dans la proposition 4.22 ci-dessous. On note TrY φ(∆p[Mn]) =∫
MY K
Γn
φ,p, D’après la proposition 4.23 on a alors
1
volMn
d
ds
( 1
Γ(s)
∫ t0
0
(TrR e−t∆
p[Mn] − TrY e−t∆
p[Mn])tsdt
t
)
s=0
−−−→
n→∞
0.
Il suffit donc de montrer que pour tout t0 > 0 on a d’une part
d
ds
( 1
Γ(s)
∫ t0
0
(TrY n e−t∆
p[Mn] − Tr e−t∆
p
abs[M
Y n
n ])tsdt
t
)
s=0
−−−→
n→∞
0,
ce qui est fait dans la proposition 4.16 ci-dessous, et d’autre part que
lim sup
n→∞
∫ +∞
t0
(TrR e−t∆
p[Mn] − Tr e−t∆
p
abs[M
Y n
n ])dt
t
−−−−→
t0→∞
0
ce qui suit de (4.14) et de la proposition 4.17 à suivre.
4.4.1 Torsions analytiques absolue et relative
L’opérateur e−t∆
p
abs[X] est à trace et on a un développement asymptotique Tr(e−t∆
p
abs[X]) =
a3t
− 32 + ... + a0 + O(t
1
2 ) en t → 0 (cf. [Gil95, Theorem 1.11.4]). Comme le spectre de ∆pabs[X]
est discret on a l’estimée en t→∞ suivante :
Tr(e−t∆
p
abs[X])− dim ker(∆pabs[X]) e
−λ1t
où λ1 est la plus petite valeur propre positive. Il suit que la fonction zeta
ζp,abs(s) :=
1
Γ(s)
∫ +∞
0
(Tr(e−t∆
p
abs[X])− dim ker(∆pabs[X]))t
sdt
t
est bien définie pour Re(s) > 3/2 et se prolonge en une fonction méromorphe sur C qui est
holomorphe en 0. On pose alors dét(∆pabs[X]) = exp(ζ ′p,abs(0)) et
Tabs(X;V ) =
 3∏
p=1
dét(∆pabs[X])
(−1)pp
 12 .
La torsion Trel(X;V ) est définie de la même manière en utilisant les ∆prel[X].
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4.4.2 Comparaison aux petits temps
Proposition 4.16. Soit t0 > 0, p = 1, 2, 3 et Y n la suite de la proposition 4.22. On a
1
volMn
d
ds
( 1
Γ(s)
∫ t0
0
(TrY n(e−t∆
p[Mn])− Tr(e−t∆
p
abs[M
Y n
n ]))tsdt
t
)
s=0
−−−→
n→∞
0. (4.19)
Démonstration. Il suit de (25) que l’on a :
TrY n(e−t∆
p[Mn])− Tr(e−t∆
p
abs[M
Y n
n ]) =
∫
DYnn
tr(e−t∆[H3](x, x)− e−t∆
p
abs[M̃Y
n
n ](x, x))dx
+
∫
DY nn
∑
γ∈Γn−{1}
tr(e−t∆p[H3](x, γx))dx
+
∫
DY nn
∑
γ∈Γn−{1}
tr(e−t∆
p
abs[M̃Y
n
n ](x, γx))dx
=: E1 + E2 + E3.
Les variétés M̃Y nn et M̃Y
n sont égales, de sorte que
d
ds
(Γ(s)−1
∫ t0
0
E1t
s−1dt)s=0 = volMn(log T (2)(M ;V )− log T (2)abs(M̃Y
n ;V )).
D’après [LS99, Section 2] on a ‡
log T (2)(M ;V )− log T (2)abs(M̃Y ;V ) −−−−−−→all Yj→∞
0 (4.20)
et vu que l’on a minj(Y nj ) −−−→n→∞ +∞ il vient
d
ds
( 1
Γ(s)
∫ t0
0
E1t
sdt
t
)
s=0
−−−→
n→∞
0.
Par ailleurs l’estimée (26) donne
tr(e−t∆
p
abs[H
3](x, γx)), tr(e−t∆
p
abs[M̃
Y ](x, γx)) t−3/2e−d(x,γx)2/5t
avec une constante indépendante de Y , et on a donc (dans la notation de la proposition 4.22)
les majorations E2, E3  S(n, t, Y n). Il suit alors de la proposition 4.22 que l’on a
d
ds
( 1
Γ(s)
∫ t0
0
Eit
s−1dt
)
s=0
−−−→
n→∞
0.
pour i = 2, 3, ce qui finit la preuve.
4.4.3 Trace aux grands temps
Proposition 4.17. Pour la suite Y n de la proposition 4.16 on a que
sup
n≥1
(∫ +∞
t0
Tr(e−t∆
p
abs[M
Y n
n ])dt
t
)
est fini et tend vers 0 quand t0 →∞.
‡. Les auteurs ne traitent que des coefficients triviaux mais la preuve de leur théorème 2.26 s’étend au cas de
coefficients quelconques et le reste de leur preuve ne pose pas de problème.
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Trou spectral pour les variétés tronquées
On énonce (sans preuve) certains résultats [CV10, Chapter 6] sous une forme plus précise
(dont la preuve est la même que celle des résultats originaux). On a vu qu’il existe des constantes
C, c > 0 ne dépendant que de Γ telles que pour tout n ≥ 1, toute forme propre f ∈ L2Ωp(M ;V )
de valeur propre λ et tout Y ∈ [1,+∞)hn tel que l’on ait Yj/αjn ≥ C
√
λ pour j = 1, . . . , hn la
majoration suivante (précisant [CV10, 6.1.3]) tient :
|f(x)− fP (x)| ≤ |f |L2Ωp(MCλn ;V )e
−c
yj(x)
α
j
n pour tout x ∈Mn −MYn . (4.21)
On rappelle que Ψ,Φ sont les opérateurs d’entrelacement pour les sections et les 1-formes
respectivement (cf. la section 3.1.3). Suivant [CV10] on pose f1(s) = dét(1−Y −4sΦ(s)), f0(s) =
dét(1 − Y −2sΨ(s)) et Nf (u) = |{s ∈ i[0, u], f(s) = 0}|. On note N 1Y (u) le nombre de valeurs
propres (avec multiplicités) de ∆pabs[MYn ] dans [0, u2] et N 1cusp(u) le nombre de valeurs propre
de ∆pcusp[Mn] dans le même intervalle. En utilisant la majoration (4.21) ci-dessus dans la preuve
de [CV10, Theorem 6.12] on obtient le résultat suivant.
Théorème 4.18. On pose N 1M = N 1cusp +Nf1 +Nf0. Il existe c, C > 0 ne dépendant que de Γ
telles que pour touts n, Y vérifiant ∀j, Yj ≥ Cαnj et tout λ tel que λ2 ≤ (Yj/αjn)2 on ait :
N 1Mn(
√
λ− e
−c Y
α
j
n ) ≤ N 1Y (
√
λ) ≤ N 1Mn(
√
λ+ e
−c Y
α
j
n ) (4.22)
Un résultat semblable tient pour les sections de V et les 2- et 3-formes, où l’on remplace N 1
par une fonction approprié (cf. [CV10] ; dans le cas où les coefficients sont fortement acycliques
Ψ n’a pas de pôle et il n’apparaît donc pas de “valeurs propres monstres” comme Calegari
et Venkatesh les appellent). Ce théorème a le corollaire plus faible suivant (on rappelle que
λ0 > 0 est la borne inférieure du spectre des laplaciens à coefficients dans V sur les variétés
hyperboliques complètes).
Corollaire 4.19. Il existe une constante C (dépendant de Γ) telle que pour tous n, Y vérifiant
Yj ≥ Cαjn la plus petite valeur propre non nulle de ∆
p
abs[MYn ] est plus grande que λ0/2.
Conclusion
Démonstration de la proposition 4.17. On procède comme dans 4.3.3, après avoir vérifié que l’on
a bien :
(i) Il existe un λabs0 tel que pour tout n et toute f ∈ L2Ω
p
abs(MY
n
n ;V ) on ait
〈∆pabsf, f〉L2Ωp(MY nn ;V ) ≥ λ
abs
0 .
(ii) La suite Tr(e−∆
p
abs[M
Y n
n ]) est bornée.
Le point (i) est une conéquence immédiate du corollaire 4.19 vu que l’on a minj(Y nj /αjn) → ∞
quand n→∞.
Quand à (ii), il suit du fait que pour tout t > 0 on a :
lim
n→∞
Tr e−t∆
p
abs[M
Y n
n ]
volMn
= TrΓ(e−t∆
p[H3]) (4.23)
En effet, on voit que
|Tr(e−t∆
p
abs[M
Y n
n ])− TrΓ(e−t∆
p[H3])|
volMn
 |TrΓ(e−t∆
p
abs[M̃Y
n ])− TrΓ(e−t∆
p[H3])|+ S(n, t, Y
n)
volMn
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et il suit de la proposition 4.21 que S(n, t, Y n) = o(volMn). Le premier terme est le reste sur
D −DY n d’une intégrale absolument convergente sur D et tend donc vers 0 quand n→∞.
D’après le point (i) on a donc pour t ≥ 1∫ +∞
t0
Tr e−t∆
p
abs[M
Y n
n ]dt
t
 e−λ0t0/2 Tr e−t∆
p
abs[M
Y n
n ]
et la proposition 4.17 suit alors du point (ii).
4.4.4 Une application : croissance des nombres de Betti dans les suites BS-
convergentes
On prouve maintenant le résultat suivant, qui n’est pas une conséquence directe du théorème
4.11 vu que l’on ne sait pas contrôler le côté spectral de la formule des traces dans une suite
de variétés non-compactes (voir la proposition 5.18 ci-dessous pour des résultats dans le cas de
groupes de congruence).
Corollaire 4.20. Soit Mn une suite cusp-uniforme de revêtements finis d’une 3-variété hyper-
bolique de volume fini, qui BS-converge vers H3. On a alors pour tout p :
bp(Mn)
vol(Mn)
−−−→
n→∞
0 (4.24)
Démonstration. Pour tout n et tout t > 0 on a dim ker(∆pabs[MY
n
n ]) ≤ Tr e−t∆
p
abs[M
Yn
n ]. Par
ailleurs les groupes de cohomologie Hp(MY nn ) sont isomorphes aux noyaux ker(∆
p
abs[MYnn ]) par
l’application de Hodge-de Rham, et comme l’inclusion MY nn ⊂Mn est une équivalence d’homo-
topie on a bp(Mn) = dim ker(∆pabs[MYnn ]). Pour tout t > 0 on obtient alors en faisant tendre n
vers l’infini :
lim sup
n→∞
bp(Mn)
volMn
≤ lim
n→∞
Tr e−t∆
p
abs[M
Yn
n ]
volMn
= TrΓ e−t∆
p[H3].
Le côté droit tend vers 0 quand t→∞ vu que b(2)k (H3) = 0 (cf. [Lüc02, Theorem 1.63]) et (4.24)
en suit vu que H∗(Mn) = H∗(Mn) = H∗(MYnn ).
La convergence (4.24) est bien connue pour certaines suites de groupes arithmétiques, cf. 0.18.
Pour des suites exhaustives de revêtements d’une variété de volume fini elle suit du théorème
0.4 de Lück appliqué aux variétés tronquées.
4.5 Intégrales tronquées
4.5.1 Convergence des traces tronquées
Proposition 4.21. Soit M une variété de volume fini, Mn une suite cusp-uniforme de revête-
ments finis de M qui BS-converge vers H3. Il existe une suite Y n ∈ [1,+∞)hn vérifiant pour
tout j ≥ 1 que minj Y nj /αnj −−−→n→∞ +∞ et telle que l’on ait :∫
MY n K
Γn
φ (x, x)dx
[Γ : Γn]
−−−→
n→∞
TrΓ kφ. (4.25)
116 Chapitre 4. Approximation des invariants L2 analytiques
Démonstration. On reprend les notations H,Hn utilisées dans la preuve du théorème 4.11, on
rappelle que Λn,j = (Γn)Pj et pour j = 1, . . . , hn et Yj > 0 soit B
Yj
n,j une bande fondamentale
pour Λn,j tronquée à hauteur Yj (cf. (3.17)). On a alors :
|TrY KΓnφ − TrΓn kφ|  Hn +
hn∑
j=1
∫
B
Yj
n,j
∑
η∈Λn,j−{0}
h(`(|η|/yPj (x)))dx =: Hn + UYn .
Du lemme 4.12 il suit que Hn = o(volMn) ; on va maintenant démontrer que pour une suite Y n
bien construite on a UY nn = o(volMn).
Soit P = MAN un sous groupe parabolique et yP une fonction hauteur en P . Par (3.18), si
S est un ensemble uniforme de réseaux euclidiens dans N alors pour tout Λ ∈ S on a l’estimée :∫
BYΛ
∑
η∈Λ−0
H(d(x, ηx))dx log Y + logα(Λ) (4.26)
avec des constantes ne dépendant que de S et yP . On définit maintenant la suite Y n qui convien-
dra : pour j = 1, . . . , hn on pose log Y nj = max(
√
volMn
hn
, αjn), et de cette définition il suit immé-
diatement que l’on a minj(Y nj /αjn) −−−→n→∞ +∞.
Soit n ≥ 1 et j ∈ {1, . . . , hn} ; il existe un unique j0 ∈ {1, . . . , h} tel que l’on ait Pj =
γn,jPj0γ
−1
n,j pour un γn,j ∈ Γ et il vient alors :∫
B
Y n
j
n,j
∑
η∈Λn,j−{0}
H(d(x, ηx))dx =
∫
B
Y n
j
j0
∑
η∈γn,jΛn,jγ−1n,j−{0}
H(d(x, ηx))dx.
On réordonne les Pj pour que αjn soit croissante en j et on note hbn le plus grand indice j tel
que l’on ait αjn ≤
√
volMn/hn. On applique l’estimée (4.26) ci-dessus à l’ensemble uniforme de
réseaux γn,jΛn,jγ−1n,j dans les N1, . . . , Nh pour obtenir :
Un ≤
hn∑
j=1
∫
B
Y n
j
n,j
∑
η∈Λn,j−{0}
H(d(x, ηx))dx

hbn∑
j=1
log(Y nj ) +
hn∑
j=hbn+1
log(Y nj ) + hn
≤
√
hn volMn +
hn∑
j=hbn+1
αjn + hn
avec des constantes qui ne dépendent que du choix originel des fonctions hauteurs yP1 , . . . , yPh .
Par le lemme 4.6 on a hn,
√
hn volMn = o(volMn), de même
∑hn
j=hbn+1
αjn = o(volMn) par le
lemme 4.13 et la conclusion suit.
4.5.2 Trace tronquée aux petits temps
Proposition 4.22. On conserve les notations de la proposition 4.21 et on pose :
S(n, t, Y ) =
∫
MYn
∑
γ∈Γn, γ 6=1
e−d(x,γx)
2/C2t.
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Pour tout t0 > 0 la fonction s 7→
∫ t0
0 S(n, t, Y )t
s− 32dt/t est holomorphe sur C, et il existe une
suite Y n ∈ [1,+∞)hn telle que minj=1,...,hn(Yj/αjn) −−−→n→∞ 0 et
d
ds
( 1
Γ(s)
∫ t0
0
S(n, t, Y n)
volMn
ts−
3
2
dt
t
)
s=0
=
∫ t0
0
t−
3
2
S(n, t, Y n)
volMn
dt
t
−−−→
n→∞
0.
Démonstration. On écrit
Ht(x) =
∑
γ∈(Γn)lox
t−
3
2 e
− d(x,γx)
2
C2t , Ut(x) =
hn∑
j=1
∑
γ∈Γn/(Γn)Pj
∑
η∈Λn,j−{0}
t−
3
2 e
− d(x,γηγ
−1x)2
C2t .
Soit ` = minγ∈Γlox minx∈H3 d(x, γx) ; comme dans la preuve du lemme 4.12 on a∫ t0
0
∫
DY
n
n
Ht(x)dx
dt
t
≤
∫ t0
0
∫ +∞
`
2t−
5
2 re
− r
2
C2t
∫
Dn
NΓn(x, r)dxdr
dt
t
et par le même argument on obtient que
∫ t0
0
∫
DY nn
Ht(x)dxdt/t = o(volMn).
Pour le terme en Ut on utilise des majorations plus brutes que celles que peuvent fournir
(3.18). Pour n ≥ 1, j = 1, . . . , hn et Yj > 0 on a
∑
γ∈Γn/(Γn)Pj
∑
η∈Λn,j−{0}
t−
3
2 e
− d(x,γηγ
−1x)2
C2t =
∫
B
Yj
n,j
∑
η∈Λn,j−{0}
e
− d(x,ηx)
2
C2t dx
(on rappelle que BYn,j = BYΛn,j a été défini en (3.17)). Il vient :∫
DYn
∑
γ∈Γn/(Γn)Pj
η∈Λn,j−{0}
t−
3
2 e
− d(x,γηγ
−1x)2
C2t = vol Λn,j
∫ Yj
0
∫ +∞
αjn
e
− `(r/y)
2
C2t dN ∗n,j(r)
dy
y3
= vol Λn,j
∫ Yj
0
∫ +∞
αjn
1
C2t
1
y
d`
dr
(r/y)e−
`(r/y)2
C2t N ∗n,j(r)dr
dy
y3
= vol Λn,j
∫ Yj
0
∫ +∞
αjn/y
1
C2t
d`
dr
e
− `(r)
2
C2t N ∗n,j(ry)dr
dy
y3
.
Par le lemme 0.26 et l’uniformité des Λn,j on a N ∗n,j(ry)  (ry)2/ vol Λn,j avec une constante
indépendante de n, j. Il vient :∫
DYn
∑
γ∈Γn/(Γn)Pj
η∈Λn,j−{0}
t−
3
2 e
− d(x,γηγ
−1x)2
C2t dx
∫ Yj
0
∫ +∞
αjn/y
r2e
− `(r)
2
C2t dr
dy
y
t−
5
2 . (4.27)
On va maintenant séparer l’intégration en r ≥ 2 et αjn/y ≤ r ≤ 2. Pour r ≥ 2 on a d’après le
lemme 0.24 la minoration `(r) log r et il vient donc :
∫ t0
0
∫ Yj
0
∫ +∞
2
r2e
− `(r)
2
C2t dr
dy
y
t−
5
2
dt
t

∫ t0
0
e
− (log 2)
2
C2t log Yj t−
5
2
dt
t
 log Yj .
(4.28)
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D’autre part, pour r ∈ [0, 2] on a `(r) > cr pour un c > 0 et on a ainsi :∫ t0
0
∫ Yj
0
∫ 2
αjn/y
r2e
− `(r)
2
C2t dr
dy
y
t−
5
2
dt
t

∫ Yj
0
∫ t0
0
e−
(αjn/y)
2
Ct t−
5
2
dt
t
dy
y

∫ +∞
0
e−
1
Ct t−
5
2
dt
t
(
y
αjn
)5 dy
y

(
Yj
αjn
)5
.
(4.29)
On pose maintenant
Yj = max(αjn logαjn, (volMn/hn)
1
10 ), (4.30)
on voit que minj(Yj/αjn) −−−→n→∞ 0. D’autre part on a (Yj/α
j
n) ≥ log Yj pour j = 1, . . . , hn, de
sorte que pour tout j (4.27),(4.28),(4.29) ci-dessus donnent l’estimée :∫ t0
0
∫
DYn
∑
γ∈Γn/(Γn)Pj
η∈Λn,j−{0}
t−
3
2 e
− d(x,γηγ
−1x)2
C2t
dt
t
 max((logαjn)5, (volMn/hn)
1
2 ).
On note hbn le plus petit j tel que αjn logαjn ≥ (volMn/hn)
1
10 , on obtient alors que :
∫ t0
0
∫
MY nn
Ut(x)dxt−
3
2
dt
t

hbn−1∑
j=1
(volMn
hn
) 1
10
+
hn∑
j=hbn
(logαjn)5
 (hn)
9
10 (volMn)
1
10 +
hn∑
j=1
(logαjn)5.
Le premier terme est un o(volMn) par le lemme 4.6 et le second en est aussi un par le lemme
4.13, ce qui conclut la preuve de la proposition.
4.5.3 Comparaison avec la trace régularisée
Proposition 4.23. On a pour la suite de la proposition 4.22 :
TrR φ(∆p[Mn])− TrY n φ(∆p[Mn])
volMn
−−−→
n→∞
0;
1
volMn
d
ds
( 1
Γ(s)
∫ t0
0
(TrR e−t∆
p[Mn] − TrY n e−t∆
p[Mn])tsdt
t
)
s=0
−−−→
n→∞
0.
Démonstration. D’après l’expression du o(1) dans (3.18) on a pour Y ∈ [1,+∞)hn :
TrY φ(∆p[Mn])− TrR φ(∆p[Mn]) =
hn∑
j=1
2π log Yj
∫ +∞
0
rhpφ(`(r))dr
+
hn∑
j=1
vol Λn,j
∫ +∞
0
rhpφ(`(r))
∫ +∞
max(αjn,rYj)
EΛn,j (ρ)
dρ
ρ3
dr
+
hn∑
j=1
vol Λn,j
∫ +∞
0
EΛn,j(rYj)
(rYj)2
hpφ(`(r))dr.
(4.31)
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La première limite suit d’une analyse de chacun des termes, on laisse au lecteur le soin de vérifier
que tout se passe bien. La seconde est plus subtile vu qu’on a besoin de prolonger analytiquement.
On pose :
T1 =
hn∑
j=1
2π log Yj
∫ +∞
0
rhpt (`(r))dr
T2 =
hn∑
j=1
vol Λn,j
∫ +∞
0
EΛn,j (rYj)
(rYj)2
hpt (`(r))dr.
T3 =
hn∑
j=1
vol Λn,j
∫ +∞
0
rhpt (`(r))
∫ +∞
max(αjn,rYj)
EΛn,j (ρ)
dρ
ρ3
dr
On rapelle que Θ a été définie en (4.16), on a :
d
ds
( 1
Γ(s)
∫ t0
0
T1t
sdt
t
)
s=0
=
hn∑
j=1
2π log Yj
dΘ
ds
(0)
et par la définition (4.30) de la suite Y n le côté droit est un O(log(volMn) +
∑hn
j=1 logαjn) et
donc un o(volMn) d’après le lemme 4.13.
On rappelle le développement asymptotique (3.25) :
hpt (`) =
3∑
k=0
bpk(`)e
− `
2
C2t t
−k
2 +O(t
1
2 ).
On a
d
ds
 1
Γ(s)
∫ t0
0
hn∑
j=1
vol Λn,j
∫ +∞
0
EΛn,j(rYj)
(rYj)2
e
− `(r)
2
C2t dr ts+
1
2
dt
t

s=0
=
∫ t0
0
hn∑
j=1
vol Λn,j
∫ +∞
0
EΛn,j(rYj)
(rYj)2
e
− `(r)
2
C2t dr t
1
2
dt
t

hn∑
j=1
(αjnYj)−1 ≤ hn
et il suit que :
d
ds
( 1
Γ(s)
∫ t0
0
T2t
sdt
t
)
s=0
=
hn∑
j=1
3∑
k=0
d
ds
(
1
Γ(s) vol Λn,j
∫ +∞
0
EΛn,j (rYj)
(rYj)2
bpk(`(r))e
− `(r)
2
C2t dr ts−
k
2
dt
t
)
s=0
+O(hn).
On étudie l’intégrale sur r séparément des deux côtés du point r = αjn/Yj ; on a tout d’abord :
vol Λn,j
∫ +∞
αjn/Yj
EΛn,j (rYj)
(rYj)2
bpk(`(r))e
− `(r)
2
C2t dr  (Yjαjn)−1
∫ +∞
αjn/Yj
r−1bpk(`(r))e
− `(r)
2
C2t dr
 (Yjαjn)−1e−
(αjn/Yj)
2
Ct
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où la constante ne dépend pas de n, j. D’autre part :
vol Λn,j
π
∫ αjn/Yj
0
EΛn,j (rYj)
(rYj)2
bpk(`(r))e
− `(r)
2
C2t dr =
∫ αjn/Yj
0
bpk(`(r))e
− `(r)
2
C2t dr
=
∫ 1
0
bpk(`(r))e
− `(r)
2
C2t dr −
∫ 1
αjn/Yj
bpk(`(r))e
− `(r)
2
C2t dr.
On a
∫+∞
αjn/Yj
bpk(`(r))e
− `(r)
2
C2t dr  e−
(αjn/Yj)
2
Ct , et d’autre part on a d’après (3.27) un développement
asymptotique ∫ 1
0
bpk(`(r))e
− `(r)
2
C2t dr =
m∑
l=2
clt
l/2
où les cl sont indépendants de n, j. Il vient
vol Λn,j
∫ αjn/Yj
0
EΛn,j (rYj)
(rYj)2
bpk(`(r))e
− `(r)
2
C2t dr = π
m∑
l=2
clt
l/2 +O(e−
(αjn/Yj)
2
Ct )
En rassemblant ces estimées on obtient :
d
ds
( 1
Γ(s)
∫ t0
0
T2t
sdt
t
)
s=0
 hn +
hn∑
j=1
3∑
k=0
(1 + (αjnYj)−1)
∫ t0
0
e−
(αjn/Yj)
2
Ct t
−k
2
dt
t
.
Le second terme de droite se traite comme dans la preuve de la proposition 4.22 : on voit que
pour k = 1, 2, 3 on a ∫ t0
0
e−
(αjn/Yj)
2
Ct t−
k
2
dt
t
≤
(
Yj
αjn
)k ∫ +∞
0
e−1/Ctt−
k
2
dt
t
et pour k = 0 ∫ t0
0
e−
(αjn/Yj)
2
Ct
dt
t
=
∫ Yj
α
j
n
t0
0
e−1/Ct
dt
t
 log(Yj/αjn)
d’où on tire finalement que
d
ds
( 1
Γ(s)
∫ t0
0
T2t
sdt
t
)
s=0

hn∑
j=1
(
Yj
αjn
)3
qui tend bien vers 0 quand n→∞ pour Y = Y n.
Le terme T3 se traite de manière semblable. Pour n ≥ 1 et j = 1, . . . , hn on pose
κ′j = vol Λn,j
∫ +∞
max(αjn,rYj)
EΛn,j (ρ)
dρ
ρ3
,
on voit que κ′j est bornée indépendamment de n, j et il vient :
vol Λn,j
∫ +∞
0
rhpt (`(r))
∫ +∞
max(αjn,rYj)
EΛn,j (ρ)
dρ
ρ3
dr
= κ′j
∫ αjn/Yj
0
rhpt (`(r))dr +
∫ +∞
αjn/Yj
rhpt (`(r))
∫ +∞
max(αjn,rYj)
EΛn,j (ρ)
dρ
ρ3
dr
= κ′j
∫ 1
0
rhpt (`(r))dr +O(t−
3
2 e−
(αjn/Yj)
2
Ct ).
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On a donc
d
ds
( 1
Γ(s)
∫ t0
0
T3t
sdt
t
)
s=0
 hn +
hn∑
j=1
∫ t0
0
e−
(αjn/Yj)
2
Ct t−
3
2
dt
t
et on a vu plus haut que la somme dans le terme de droite est un o(volMn), ce qui termine la
preuve.

Chapitre 5
Sous-groupes de congruence des
groupes de Bianchi
On étudie ici certaines suites de sous-groupes de congruence des groupes de Bianchi SL2(OF ).
Après les avoir définies on étudie leur géométrie : on démontre en 5.2.1, en utilisant essentiel-
lement les résultats de [ABB+, Section 5] que les suites d’orbifolds de congruence revêtant un
orbifold de Bianchi BS-convergent toujours vers H3. Une étude fine de la structure de l’ensemble
des cusps et des opérateurs d’entrelacement permet alors de conclure que pour certaines suites
définies explicitement (cf. 5.1.2 ci-dessous) les conditions du théorème 4.14 sont vérifiées, ce qui
démontre dans ces cas l’approximation pour la torsion analytique (Théorème 5.11) et l’égalité
asymptotique avec la torsion absolue (Théorème 5.12). On peut aussi établir dans la foulée la
convergence des traces discrètes pour ces suites (Théorème 5.9) d’où découlent des résultats de
“multiplicités limites” pour le spectre (Corollaire 5.10).
Une bonne partie de ce chapitre est dédiée à étudier les opérateurs d’entrelacement, ce qui
se fait le mieux dans un cadre adélique. On introduit les outils nécéssaires, puis on développe
l’analyse harmonique sur SL2(A) et notamment la théorie des séries d’Eisenstein dans les sec-
tions 5.3 et 5.4, et on finit par démontrer les estimées nécéssaires sur la dérivée des opérateurs
d’entrelacement dans la section 5.5.
5.1 Les groupes de Bianchi et leurs sous-groupes de congruence
5.1.1 Groupes de Bianchi
On appelle groupes de Bianchi les groupes Γ(OF ) = SL2(OF ) pour F un corps quadratique
imaginaire. Ce sont des sous-groupes discrets de SL2(C) et le quotient Γ(OF )\H3 est un orbifold
de volume fini non-compact (cf. par example [EGM98, Theorem VII.1.1]). Les paraboliques
Γ(OF )-rationnels sont ceux qui sont définis sur F , i.e. ceux dont le point fixe est dans P1(F ) ⊂
P1(C). Il est alors bien connu que l’application P 7→ (a : b) 7→ (a, b) (où (a : b) est le point
fixe de P avec a, b ∈ OF et (a, b) est l’idéal engendré par a et b) induit une bijection des
classes de Γ-conjugaison des paraboliques Γ-rationnels sur le groupe de classes C(F ) de F , cf.
[EGM98, Theorem 2.4]. On décrit maintenant les stabilisateurs dans Γ(OF ) de ces cusps. Soient
C1, . . . ,ChF tous les idéaux de OF qui n’ont pas de diviseur principal non-trivial ; en particulier
ils forment un ensemble de représentants pour C(F ).
Proposition 5.1. Soient a, b ∈ OF n’ayant pas de diviseur en commun dans OF . Alors l’idéal
(a, b) est égal à l’un des Cj et on écrit (a) = CjA, (b) = CjB, de sorte que (A,B) = 1. Soit
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P = MAN le stabilisateur dans G de (a : b), on a alors
Γ(OF ) ∩N = 1 +
{(
a
b c −
a2
b2 c
c −ab c
)
, c ∈ B2
}
= 1 +
{(
− bac c
− b2
a2 c
b
ac
)
, c ∈ A2
}
.
Démonstration. On veut montrer que toute matrice nilpotente
(
α β
γ δ
)
∈M2(OF ) dont le noyau
contient (a, b) est de la forme indiquée. On a αa + βb = 0 = γa + δb et il suit que α, γ ∈ B et
β, δ ∈ A. Comme a = −d on a de plus δ ∈ B, ce qui force γ ∈ B2. Notant γ = c on doit donc
avoir (
α β
γ δ
)
=
(
a
b c −
a2
b2 c
c −ab c
)
La matrice de droite appartient àM2(OF ) et on obtient la première paramétrisation. La seconde
est obtenue de manière exactement semblable.
L’origine arithmétique des groupes de Bianchi permet de construire un ensemble canonique
de fonctions hauteurs Γ(OF )-invariantes sur H3. Pour x = (z, y) ∈ C × (0,+∞) = H3 on note
y∞(x) = y. Si P est un idéal premier de OF on note |.|P la valuation P-adique normalisée
sur F et FP,OP le corps P-adique et son anneau d’entiers. Pour tout g ∈ SL2(FP) on a une
décomposition d’Iwasawa g =
(
a b
0 a−1
)
k avec k ∈ SL2(OP) ; elle n’est pas unique mais vu que
les éléments inversibles de OP sont de valuation P-adique égale à 1 on peut définir αP(g) := |a|P
et αf (g) =
∏
P αP(g). Si g =
(
a b
0 a−1
)
∈ SL2(F ) on a αf (g) = |a|−2 où |.| est la valeur absolue
usuelle sur C. Il suit que pour tout parabolique F -rationel P et tout g ∈ SL2(F ) qui conjugue
P à P∞,
yP (x) = αf (g)y∞(gx) (5.1)
ne dépend pas du choix de g, et il est évident que ces fonctions définissent un système Γ-invariant
de fonctions hauteurs. Dans la suite on considèrera toujours les variétés arithmétiques comme
munies de ces dernières.
5.1.2 Sous-groupes de congruence
Dans la suite on fixe F et on note Γ = Γ(OF ) et pour un idéal I de OF , πI la projection
SL2(OF )→ SL2(OF /I).
Approximation forte
Le théorème suivant est dû à M. Eichler dans un cadre plus général, il suit de la version
adélique énoncée ci-dessous (Théorème 5.22).
Théorème 5.2. La projection πI est surjective pour tout I.
On pose :
Γ(I) = ker(πI) =
{(
a b
c d
)
∈ SL2(OF ), a, d ∈ 1 + I and b, c ∈ I
}
.
On notera de plus GI = SL2(OF /I). Si I = Pk, q = |P| on a |GI| = q3k−1(q2− 1). Le théorème
d’approximation forte a les conséquences suivantes.
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Corollaire 5.3. Si I =
∏r
k=1 P
lk
k alors l’application naturelle
GI →
r∏
k=1
G
P
lk
k
est un isomorphisme. En particulier, |GI| =
∏r
k=1 q
3lk−1
k (q2k − 1) = |I|3
∏r
k=1(1− q−2k ).
Corollaire 5.4. Si I, J sont des idéaux et K = (I, J) leur PGCD alors le sous-groupe engendré
par Γ(I) et Γ(J) est égal à Γ(K).
Définition et exemples
Les sous-groupes Γ(I) sont habituellement appelés sous-groupes de congruence principaux.
Un sous-groupe de congruence de Γ est un sous-groupe qui contient Γ(I) pour un idéal I, et son
niveau est le plus grand tel idéal, qui est bien défini d’après le corollaire 5.4. Un sous-groupe
de congruence de niveau I est donc égal à π−1I (H) pour un sous-groupe H de SL2(OF /I) = GI
qui ne contient aucun des sous-groupes distingués π(Γ(J)) pour J un diviseur de I. On notera
ΓH := π−1I (H) ; pour éviter toute ambiguïté on supposera toujours que −1GI ∈ H, de sorte que
ΓH détermine H.
On définit les sous-groupes de GI suivants :
PI =
{(
a b
a−1
)
∈ SL2(OF ), a ∈ (OF /I)×, b ∈ OF /I
}
,
NI =
{(
1 b
1
)
∈ SL2(OF ), b ∈ OF /I
}
.
Les cardinaux de NI, PI sont respectivement égaux à |I|2
∏r
k=1(1− q−1k ) et |I|. On note Γ0(I) =
ΓPI , Γ1(I) = ΓNI . On a plus explicitement :
Γ0(I) = π−1I (P (OF /I) =
{(
a b
c d
)
∈ SL2(OF ), c ∈ I
}
,
Γ1(I) = π−1I (P (OF /I) =
{(
a b
c d
)
∈ SL2(OF ), c ∈ I, a, d ∈ 1 + I
}
.
Les groupes Γ0(I) sont parfois appelés sous-groupes de congruence de Hecke.
Pour |I| ≥ 3 il n’y a pas d’élément de torsion dans Γ(I). Ainsi les MI = Γ(I)\H3 sont des
variétés hyperboliques pour I assez grand. De même les Γ1(I) sont sans torsion pour |I| assez
grande et on note M1(I) la variété Γ1(I)\H3. En revanche les Γ0(I) contiennent des éléments
de torsion pour tout I, et si d = 1, 3 le groupe O×F contient strictement {∓1} et il y a donc en
plus des éléments de torsion qui fixent le cusp à l’infini dans tous les Γ0(I). On notera M0(I)
l’orbifold Γ0(I)\H3.
Remarque 5.5. Les orbifoldsMI etM0(I) ont une systole qui tend vers l’infini avec |I|. Il n’est
pas dur de voir qu’il existe des suites de sous-groupes de congruence pour lesquelles ce n’est pas
le cas, par exemple si l’on fixe un élément loxodromique γ0 ∈ Γ et l’on pose :
Γγ0(I) =
{
γ ∈ Γ, ∃k, γ = γk0 (mod I)
}
. (5.2)
On peut aussi construire une suite de sous-groupes de congruence de Γ qui n’est pas cusp-
uniforme, en remplaçant le γ0 loxodromique ci-dessus par un élément unipotent.
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Cusps
Lemme 5.6. Si H est un sous-groupe de GI on pose
C(H) = H\GI/NI.
Si F 6= Q(
√
−1),Q(
√
−3) les cusps de MH := ΓH\H3 sont en bijection naturelle avec l’ensemble
C(F )× C(H). Si F = Q(
√
−1),Q(
√
−3) on note UF le sous-groupe des unités de OF , agissant
à droite ∗ sur C(H). L’ensemble des cusps de MH est alors en bijection avec C(H)/UF .
Démonstration. Soit P un parabolique F -rationnel tel que πI(ΓP ) = NI(J). L’ensemble des
cusps de MH au-dessus du cusp de M(OF ) = Γ\H3 correspondant à P est en bijection naturelle
avec ΓH\Γ/ΓP = H\GI/NI.
Il suffit donc de démontrer que si P est un parabolique F -rationnel alors l’image πI(ΓP ) est
GI-conjugée à NI. Comme N = πI(ΓP ) est le produit de ses projections sur les GPlk
k
il suffit
de montrer ceci pour I = Pk, P premier. L’adhérence de ΓP dans SL2(OP) est égale au com-
mutateur de P (OP). D’autre part SL2(OP) agit transitivement sur P1(FP) et il suit que ΓP est
SL2(OP)-conjuguée au commutateur [P∞(OP), P∞(OP)] = N∞(OP). Soit K(I) le sous-groupe
de SL2(OP) constitué des matrices congrues à 1 modulo πkOP, on a alors SL2(OP)/K(I) = GI
et πI(ΓP ) = ΓP /(ΓP ∩K(I)) qui est donc GI-conjugué à N∞(OP)/(N∞(OP) ∩K(Pk)) = NI.
L’énoncé pour F = Q(
√
−1),Q(
√
−3) se prouve de la même manière.
On démontre pour finir la cusp-uniformité des groupes de congruence définis plus haut. On
notera dans la suite ΓN = Γ ∩N pour P = MAN un sous-groupe parabolique.
Lemme 5.7. L’ensemble des réseaux euclidiens {Γ(I)N}, {Γ0(I)N}, {Γ1(I)N}, pour I un idéal
de OF et P = MAN un parabolique F -rationnel, est uniforme.
Démonstration. D’après la proposition 5.1, si b 6= 0 et P est le stabilisateur de (a : b) on a
Γ(I)N = 1 +
{(
a
b c −
a2
b2 c
c −ab c
)
, c ∈ IB2
}
qui à homothétie près est isométrique à B2I ⊂ C. De même,
Γ0(I)N = 1 +
{(
a
b c −
a2
b2 c
c −ab c
)
, c ∈ I ∩B2
}
,
Γ1(I)N = 1 +
{(
a
b c −
a2
b2 c
c −ab c
)
, c ∈ IB ∩B2
}
.
Enfin, pour P = P∞ on a
Γ0(I)N = Γ1(I)N = Γ(I)N = 1 +
{(
1 c
0 1
)
, c ∈ I
}
.
Ainsi il suffit de montrer que les idéaux de OF sont un ensemble uniforme de réseaux. Si I est
un idéal et σ la conjugaison complexe alors Iσ(I) est égal à |I|2OF , d’où il suit que tout idéal
de OF contient un idéal d’indice 2 de la forme mOF pour un entier m ∈ Z. Comme ces derniers
forment évidemment un ensemble uniforme on obtient la conclusion souhaitée.
∗. On envoie u ∈ UF sur la matrice diagonale ayant u, u−1 (mod I) comme coefficients, elle normalise alors
NI et agit donc à droite sur GI/NI.
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5.1.3 Indice et niveau
Le lemme suivant sera utile plus loin.
Lemme 5.8. Pour tout sous-groupe de congruence Γ ⊂ Γ(OF ) de niveau I on a
[Γ(OF ) : Γ] ≥
1
3 |I|
1
3 .
Démonstration. Il faut montrer que pour un idéal I de OF et un sous-groupe propre H de GI
qui ne contienne aucun des sous-groupes
GI(J) = {g ∈ GI, g = 0 (mod J)}
pour J divisant I on a [GI : H] ≥ |I|
1
3 /3.
On traite d’abord le cas où I = Pk pour un premier P, par récurrence sur k. Si k = 1 et H
est un sous-groupe de GP = SL2(kP) distinct de {±1}, alors H n’est pas distingué dans GP vu
que le quotient GP/{±1} = PSL2(kP) est simple. Comme tout sous-groupe de GP contenant le
sous-groupe engendré par les carrés est lui-même distingué, il existe un g ∈ GP tel que g2 6∈ H.
Ainsi GP n’agit pas par involutions sur GP/H et il suit que le représentation de GP sur C[GP/H]
contient un composant irréductible de dimension > 1 vu que GabP = Z/2. Comme la dimension
minimale d’une telle représentation est (|P|−1)/2 (cf. par exemple [FH91, Lecture 5]) on obtient
le résultat voulu dans ce cas.
On suppose maintenant que k > 1 ; on a la suite exacte
0→ Pksl2(kP)→ SL2(OF /Pk)→ SL2(OF /Pk−1)→ 1.
Vu que Pksl2(kP) est un p-groupe abélien (où p est le premier rationnel au-dessus de P) ses
sous-groupes propres ont un idice au moins égal à p ≥ |P|
1
2 .
Enfin, si I =
∏r
k=1 P
lk
k et Hk est la projection de H dans GPlk
k
alors on a
∏r
k=1[GPlk
k
: Hk] ≤
[GI : H]. Pour conclure il suffit donc de montrer que Hk 6= GPlk
k
et si lk ≥ 2, Hk 6⊃ GPlk
k
(Plk)
pour tous k et 0 < l ≤ lk − 1, ce pour quoi on refère à la preuve de [ABB+, Lemma 5.9].
5.1.4 Torsion analytique pour les M0
On a −1G ∈ Γ0(I) pour tout I et Γ0(I) n’est donc pas égal au groupe fondamental deM0(I).
Quand n1−n2 est impair, pour pouvoir définir un système local sur M0(I) on doit donc choisir
un relevé de PΓ0(I) à SL2(C). Vu que PI ne contient aucun élément de trace nulle, pour tout
idéal I 6= OF le sous-groupe Γ0(OF ) ne contient pas de 2-torsion. Par le résultat principal de
[Cul86] on peut donc relever PΓ0(I) à SL2(C). Les résultats que l’on énoncera sont valables pour
n’importe quel choix de ces relevés.
5.2 Asymptotiques
Soit φ ∈ A(R). D’après les théorèmes 5.14 et 4.14, pour toute suite cusp-uniforme Γn de
sous-groupes de congruence on a la limite :
lim
n→∞
TrRKΓnφ
volMn
=
TrΓ(OF ) kφ
vol(D) . (5.3)
En particulier cette limite est vrai si Γn ne contient que des sous-groupes principaux ou de type
Γ0 ou Γ1 d’après le lemme 5.7. Pour ces derniers on peut de plus donner des estimées pour le
côté spectral de la formule de pré-trace, ce qui permet de démontrer le résultat suivant.
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Théorème 5.9. Soit φ ∈ A(R) et Γn une suite de sous-groupes de congruence de type Γ(I),Γ0(I)
ou Γ1(I) deux à deux distincts. On a
lim
n→∞
Tr(KΓnφ )disc
volMn
=
TrΓ(OF ) kφ
vol(D) .
Pour λ ∈ [0,+∞) on pose
mpV (Γn, λ) = dim(ker ∆
p[Mn]− λ),
ce qui définit une mesure sur [0,+∞). On rappelle que les mesures spectrales mpV de H3 ont
été définies par (13) et qu’elles sont absolument continues par rapport à la mesure de Lebesgue.
Comme A(R) est dense dans L1([0,+∞)) le théorème ci-dessus implique alors :
Corollaire 5.10. Soit Γn une suite vérifiant les hypothèses du théorème 5.9 et A un borélien
régulier de [0,+∞), on a alors la limite∑
λ∈Am
p
V (Γn, λ)
volMn
−−−→
n→∞
mpV (A).
En particulier, pour tout λ ∈ [0,+∞) on a mpV (Γn, λ) = o(volMn).
Enfin, le contrôle du côté spectral nous permet aussi de vérifier l’hypothèse des théorèmes
4.14 et 4.15 et on obtient ainsi les résultat suivants.
Théorème 5.11. Soit V une représentation fortemement acyclique de G et Γn une suite de
sous-groupes de congruence de type Γ(I),Γ0(I) ou Γ1(I) deux à deux distincts. On a
lim
n→∞
log TR(Mn;V )
volMn
= t(2)(V ).
Théorème 5.12. Sous les mêmes hypothèses il existe une suite Y n ∈ [1,+∞)hn telle que
minj Y nj /αjn tende vers l’infini et que l’on ait les limites
log TR(Mn;V )− log Tabs(MY
n
n ;V )
volMn
,
log TR(Mn;V )− log Trel(MY
n
n ;V )
volMn
−−−→
n→∞
0.
On démontre les théorèmes 5.9, 5.11 et 5.12 pour les groupes de congruence principaux dans
5.2.3, pour les groupes de Hecke dans 5.2.4 et finalement pour les groupes Γ1 dans 5.2.5.
5.2.1 Convergence des orbifolds de congruence
Le théorème suivant est un cas particulier de [ABB+, Theorem 1.10].
Théorème 5.13. Il existe un δ > 0 (dépendant de F ) tel que pour tout γ0 ∈ Γ il existe une
constante C, dépendante de γ0, telle que pour tout sous-groupe de congruence Γ′ ⊂ Γ le nombre
de points fixes de γ0 dans Γ/Γ′ soit inférieur à C[Γ : Γ′]1−δ.
Comme dans le cas cocompact on peut en déduire la BS-convergence des suites de congruence.
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Théorème 5.14. Soit Γ = Γ(OF ) un groupe de Bianchi et Γn une suite de sous-groupes de
congruence principaux ou de type Γ0 ou Γ1 et deux à deux distincts. Alors la suite des orbifolds
Mn = Γn\H3 BS-converge vers H3.
Démonstration. Comme la suite Γn est cusp-uniforme, il suffit de vérifier les deux conditions de
la proposition 4.10.
On commence par montrer que si c est une géodésique de longueur `0 dans M = γ\H3 alors
le nombre de ses relevés de longueur ` dansMn est un o(volMn), d’où il suit immédiatement que
pour tout R > 0 le nombre de géodésiques de longueur inférieure à R dans Mn est un o(volMn).
Soient γ0 un élément de la classe de conjugaison représentant c et γ1, . . . , γm des représentants
des Γn-classes de conjugaison de γ0 contenues dans Γn, le nombre de géodésiques de longueur
`0 au-dessus de c dans Mn est ainsi égal à m. D’autre part, si l’on écrit γj = g−1j γ0gj pour un
gj ∈ Γ on tire de γj ∈ Γn que l’on a γ0gjΓn = gjΓn. Comme les γj ne sont pas Γn-conjugués les
classes à droite gjΓn sont deux à deux distinctes et il suit que γ0 a au moins (en fait exactement)
m points fixes dans Γ/Γn, d’où il suit que m ≤ C[Γ : Γn]1−δ.
On vérifie maintenant la condition sur le lieu singulier : soit γ0 ∈ Γ un élément elliptique
non-cuspidal, on va montrer que si γ1, . . . , γm ∈ Γn sont des représentants des Γn-classes de
conjugaison de γ0 contenues dans Γn et `1, . . . , `m les longueurs des géodésiques fermées associées
alors
m∑
j=1
`j ≤ C`(γ0)[Γ : Γn]1−δ, (5.4)
d’où la condition souhaitée suit immédiatement.
Soit γ1 ∈ Γ un élément loxodromique primitif normalisant γ. On écrit
γj = gjγ0g−1j , NΓn(γj) = gj〈γj , γ
lj
1 〉g
−1
j
de sorte que `j = kj`0. On va donc montrer que le nombre de points fixes de γ0 dans Γ/Γn est
égal à
∑m
j=1 kj , d’où (5.4) suit d’après le théorème 5.13. Pour cela on remarque que les points
fixes de γ0 dans Γ/Γn sont exactement les γgjΓn pour γ ∈ NΓ(γ0) (vu que γ0gγn = gΓn si et
seulement si gγ0g−1 ∈ Γn) et que l’orbite de gjΓn sous NΓ(γ0) est de cardinal égal à
NΓ(γ0)/StabNΓ(γ0)(gjΓn) = NΓ(γ0)/(gjNΓ(γ0)g
−1
j ∩ Γn) = kj
ce qui termine la preuve.
On rappelle que les opérateurs d’entrelacement Ψl(s),Φl(s) ontété définis dans la section 5.4
et dépendent de n.
Corollaire 5.15. Si Γn est comme dans le théorème 5.11 et on a pour tout l des estimées∣∣∣∣tr(Ψl(iu)−1dΨl(iu)du
)∣∣∣∣ ,
∣∣∣∣∣tr
(
Φl(iu)−1
dΦ±l (iu)
du
)∣∣∣∣∣ = o(volMn)
uniformes pour u près de 0 alors on a les limites
lim
n→∞
log TR(Mn;V )
volMn
= t(2)(V )
et (pour la suite du théorème 4.15)
lim
n→∞
log TR(Mn;V )− log Tabs(MY
n
n ;V )
volMn
= 0.
Démonstration. Ces limites sont une conséquence directe du théorème 4.14 (resp. 4.15), du
théorème 5.14 et du lemme 5.7.
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5.2.2 Préliminaires à la preuve
Opérateurs d’entrelacement
On fixe I et un sous-groupe H de GI = SL2(OF /I), M = MH et h le nombre de cusps de
M . On rappelle que l’on a posé C(H) = NI\GI/H. On note
TI =
{(
a
a−1
)
, a ∈ (OF /I)×
}
,
on a |TI| = |I|
∏r
k=1(1 − q−1k ) (où I =
∏
kP
lk
k ). On voit que TI normalise NI et il agit donc à
doite sur C(H). On identifie V hC à U = C[C(F )×C(H)]⊗ V et on considère ainsi les opérateurs
d’entrelacement Ψ(s) comme des endomorphismes de U . L’espace U est un C(F ) × TI-module
(où l’action sur V est triviale) et pour un caractère χ de TI × C(F ) on note Uχ le sous-espace
χ-isotypique. De la même manière, on identifie U ⊗ p∗ à la somme V hC ⊕ Ω+(V )⊕ Ω−(V ) et on
note U±(χ) les sous-espaces χ-isotypiques dans U ⊗ C[dzj ], U ⊗ C[dz̄j ] respectivement.
Pour tout I on a une surjection F×\A1f → TI (cf. 0.5), et tout caractère χ de TI × C(F )
se relève donc en un caractère de Hecke χ̃. Le conducteur fχ de χ est alors défini comme le
conducteur fχ̃ (cf. la section 0.5.3) et le résultat suivant est alors un corollaire des estimées
adéliques prouvées à la fin du chapitre (la proposition 5.29) et de la discussion de 5.3.6 ci-
dessous.
Proposition 5.16. Les opérateurs Ψ(s) sont unitaires sur U et préservent les sous-espaces
U(χ) ⊕ U(χ). Pour tout ε > 0 et tout l = −2q, . . . , 2q il existe une fonction Cε à croissance
polynomiale sur R telle que l’on ait∣∣∣∣ dduΨ(iu)|U(χ)⊗Vl
∣∣∣∣ , ∣∣∣∣ dduΦ±(iu)|U±(χ)⊗Vl
∣∣∣∣ ≤ Cε(u)|I|ε|fχ| 12 .
De l’estimée sur les traces aux multiplicités limites
Le théorème 5.9 est une conséquence des estimées sur les opérateurs d’entrelacement et du
fait suivant.
Lemme 5.17. Soit Γn une suite de sous-groupes de Γ, cusp-uniforme et BS-convergente vers
H3. Si pour tout l = −2q, . . . , 2q on a une estimée∣∣∣∣tr(Ψl(iu)−1dΨl(iu)du
)∣∣∣∣ ≤ C(u)o([Γ : Γn]) (resp.
∣∣∣∣∣tr
(
Φ±l (iu)
−1dΦ
±
l (iu)
du
)∣∣∣∣∣ ≤ C(u)o([Γ : Γn]) )
avec C(u) à croissance polynomiale alors on a pour p = 0 (resp. p = 1)
lim
n→∞
Trdisc φ(∆p[Mn])
[Γ : Γn]
= TrΓ φ(∆p[H3]).
Démonstration. D’après (5.3) les traces régularisées convergent et on doit donc montrer que
TrRKΓφ,p − Tr(KΓφ,p)disc est un o(volMI). On traite p = 0 ; de (3.15) il suit que l’on a
TrRKΓnφ,0 − Tr(K
Γn
φ,0)disc =
1
4
2q∑
l=−2q
dlφ
((
1− |l|2
)2
+ λV
)
tr Ψl(0)
− 12π
∫ +∞
−∞
2q∑
l=−2q
dlφ
((
1− |l|2
)2
+ u2 + λV
)
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
du
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Comme Ψ(iu) est unitaire pour tout u ∈ R il vient
1
4
2q∑
l=−2q
dlφ
((
1− |l|2
)2
+ λV
)
tr Ψl(0) ≤ C
2q∑
l=−2q
dl ≤ Chn.
En posant
ξ(u) = max
l=−2q,...,2q
φ
((
1− |l|2
)2
+ u2 + λV
)
on obtient alors :
|TrRKΓnφ,0 − Tr(K
Γ(I)
φ,0 )disc| ≤ Chn +
∫ +∞
−∞
ξ(u)C(u)du o([Γ : Γn])
et d’après le lemme 4.6 le côté droit est un o([Γ : Γn]), ce qui termine la preuve.
5.2.3 Groupes principaux
Le résultat suivant est un corollaire grossier de la proposition 5.16 ci-dessus.
Lemme 5.18. Pour un sous-groupe de congruence de niveau I et u ∈ R on a la majoration∣∣∣dΨl(iu)du ∣∣∣ ≤ Cε(u)|I| 12 +ε où Cε(u) ne dépend que de F et V et est à croissance polynomiale en u.
Pour les groupes principaux les cusps sont en bijection avec GI/NI, qui est de cardinal
≤ |I|3/|I| = |I|2 et on a donc pour tout ε > 0 la majoration∣∣∣∣tr(Ψl(iu)−1dΨl(iu)du
)∣∣∣∣ ≤ Cε(u)|I| 12 +ε dim(Vl)|GI/NI|  Cε(u)|I| 52 +ε
(et des estimée semblables sont valables pour les Φ±). Le côté droit est bien un o([Γ : Γ(I)])
pour ε < 1/2, et les théorèmes 5.11 et 5.12 (resp. le théorème 5.9) pour les groupes principaux
suivent immédiatement du corollaire 5.15 (resp. du lemme 5.17).
5.2.4 Groupes de Hecke
En général les considérations grossières utilisées ci-dessus ne sont pas suffisantes pour vérifier
l’hypothèse du lemme 5.17 (par exemple pour les groupes de Hecke de niveau P2 l’indice est
 |P|2 et le nombre de cusps est égal à |P|+ 1). On a besoin de prendre en compte la structure
de l’ensemble des cusps comme TI-module pour majorer les termes spectraux, ce qui est fait
dans le lemme suivant.
Lemme 5.19. Il existe une constante C ne dépendant que de F, V telle que pour tout idéal I,
H = PI ou H = NI et tout l on ait la majoration∣∣∣tr (Ψl(iu)−1 dΨl(iu)du )∣∣∣
[Γ : ΓH ]
≤ Cε(u)C|I|−
1
2 +ε
∑
g∈PI\GI/H
(
|PI∩(gHg−1)|
|NI∩(gHg−1)|
)− 32∑
g∈PI\GI/H |PI ∩ (gHg−1)|−1
.
Une majoration similaire est valable pour
∣∣∣tr (Φl(iu)−1 dΨl(iu)du )∣∣∣.
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Démonstration. Soient H = PI ou NI, g ∈ GI et Ul(g) le sous-espace de C[C(F ) × C(H)] ⊗ Vl
engendré par les C(F )×TI-orbites de (1C(F ), g)⊗v pour v ∈ Vl. On va commencer par démontrer
que l’on a ∣∣∣∣dΨ(iu)du |Ul(g)
∣∣∣∣ ≤ 2Cε(u)|I| 12 +ε
(
|NI ∩ gHg−1|
|PI ∩ gHg−1|
) 1
2
. (5.5)
On vérifie que les sous-groupes de TI pouvant fixer une classe NIgH (pour H = NI ou PI,
ce n’est bien sûr pas vrai en général) sont les noyaux TI(J) des applications TI → TJ pour J
divisant I. En effet pour g =
(
α β
γ δ
)
on a
(
a
a−1
)
∈ Stab(NIgH) si et seulement s’il existe
un b ∈ OF /I tel que g
(
a b
a−1
)
g−1 ∈ H. On a
g
(
a b
a−1
)
g−1 =
(
a+ (a− a−1)βγ − bαγ . . .
γ(δ(a− a−1)− γb) a−1 + (a− a−1)βγ + bαγ
)
.
On voit ainsi que l’existence d’un b convenable est équivalente à une condition a = 1 (mod J)
pour un J ne dépendant que de g.
On a donc StabTINIgH = TI(J(g)) pour un idéal J(g) divisant I et il suit que si χ est un
caractère intervenant dans U(g) alors fχ divise J(g). On a |TJ(g)| = |(OF /J(g))×| ≥ 1/2|J(g)| et
il vient
|J(g)| ≤ 2|TJ(g)| =
|TI|
|TJ(g)|
= 2 |TI|
|StabTINIgH|
≤ 2|I| |StabNIgH|
|StabPIgH|
= 2|I| |NI ∩ gHg
−1|
|PI ∩ gHg−1|
où l’inégalité de la seconde ligne suit du fait que
|StabTINIgH| =
|StabPIgH|
|StabNIgH|
.
L’estimée (5.5) est alors une conséquence immédiate de la proposition 5.16.
On a
C[C(F )× C(H)]⊗ Vl =
⊕
g∈TI\C(H)
Ul(g)
et il suit de (5.5) et du fait que Ψ(iu) est unitaire que l’on a∣∣∣∣tr(Ψl(iu)−1dΨl(iu)du
)∣∣∣∣ ≤ ∑
g∈TI\C(H)
dimUl(g)
∣∣∣∣dΨ(iu)du |Ul(g)
∣∣∣∣
≤ 2Cε(u)|I|
1
2 +ε
∑
g∈TI\C(H)
dimUl(g)
(
|NI ∩ gHg−1|
|PI ∩ gHg−1|
) 1
2
.
Comme
dimUl(g) = hF
|TI|
StabTINIgH
dimVl ≤ hF dimVl |I|
|NI ∩ gHg−1|
|PI ∩ gHg−1|
on obtient finalement que
tr
(
Ψl(iu)−1
dΨl(iu)
du
)
≤ 2Cε(u)hF dimVl|I|
3
2 +ε
∑
g∈TI\C(H)
(
|NI ∩ gHg−1|
|PI ∩ gHg−1|
) 3
2
.
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D’autre part on a TI\C(H) = PI\GI/H et le calcul suivant pour l’indice :
[Γ : ΓH ] = |GI/H| =
∑
g∈PI\GI/H
|PI|
|StabPIgH|
≥ 12 |I|
2 ∑
g∈PI\GI/H
|PI ∩ gHg−1|−1
d’où le résultat suit finalement, avec C = 4hF maxl dimVl. La preuve pour les Φl est la même
en remplaçant V par V ⊗ p∗.
On traite maintenant le cas particulier des groupes de Hecke Γ0(I). On pose
w =
(
0 −1
1 0
)
.
On a |wPIw−1 ∩ PI| = 1 et on en tire que∑
g∈PI\GI/PI
|gPIg−1 ∩ PI|−1 ≥ |wPIw−1 ∩ PI| ≥ 1
et il suit alors du lemme 5.19 que l’on a∣∣∣tr (Ψ(iu)−1 dΨ(iu)du )∣∣∣
[Γ : Γ0(I)]
≤ Cε(u)C|I|−
1
2 +ε|PI\GI/PI|.
Le lemme suivant permet alors d’appliquer le lemme 5.17 et le corollaire 5.15, ce qui finit le
preuve des théorèmes 5.9, 5.11 et 5.12 dans ce cas.
Lemme 5.20. On a |PI\GI/PI| = o(|I|ε) pour tout ε > 0.
Démonstration. On note G̃I = GL2(OF /I) et P̃I la préimage de PI dans G̃I, on a alors
PI\GI/PI = P̃I\G̃I/P̃I.
On commence par traiter le cas où I = Pk. On note q = |P| et on choisit un π ∈ POF−P2OF
de sorte que pour tout l on ait Pl(OF /I) = πlOF /I. On va montrer que w, 1 + πw, . . . , 1 +
πk−1w, 1 sont des représentants des doubles classes de P̃I dans G̃I. Pour l = 1, . . . , k − 1 et
g = 1 + πlw on a :
|gP̃Ig−1 ∩ P̃I| = q2k+l−1(q − 1). (5.6)
En effet on voit que g−1 = 1− (1 + π2l)−1πlw, et pour h =
(
a b
c
)
il vient :
ghg−1 = 1 + πl(1 + π2l)−1
(
wh− hw + πl(whw−1 − h
)
=
(
. . . . . .
πl(1 + π2l)−1(a− c+ πlb) . . .
)
;
pour avoir ghg−1 ∈ P̃I une fois a ∈ (OF /I)× fixé on doit donc choisir c tel que a− c ∈ πlOF /I
(ce qui fait qk−l possibilités) et π2lb est alors déterminé, ce qui donne q2l choix possibles. Comme
|(OF /I)×| = (q − 1)qk−1 on obtient bien (5.6).
On déduit de (5.6) que les P̃I-orbites de wP̃I, (1 +πw)P̃I, . . . , P̃I sont deux à deux distinctes
et que l’on a |P̃I.(1 + πlw)P̃I| = qk−l−1(q − 1). L’orbite de wP̃I est de cardinal qk, celle de P̃I
de cardinal 1. La somme des cardinaux de toutes ces orbites est donc égale à
qk + qk−2(q − 1) + qk−3(q − 1) + . . .+ (q − 1) + 1 = qk + qk−1 = |G̃I/P̃I|
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et il suit que ce sont toutes les orbites, on conclut donc que |PI\GI/PI| = k + 1.
Si I =
∏r
k=1 P
lk
k , comme PI est le produit de ses projections sur les facteurs GPlk
k
de GI on
obtient par le calcul précédent que
|PI\GI/PI| =
r∏
k=1
(lk + 1).
Comme pour tout ε > 0 on a que qkε/(k + 1) tend vers 0 quand max(q, k) tend vers l’infini le
côté droit est bien un o(|I|ε).
5.2.5 Groupes Γ1
Pour les groupes Γ1(I) le cardinal de |PI\GI/NI| n’est pas un o(|I|ε) pour tout ε et on doit
donc analyser chacun des termes de la somme du numérateur dans le lemme 5.19.
Lemme 5.21. Soit k ≥ 1, I = Pk. Pour l = 1, . . . ,
⌊
k−1
2
⌋
et u ∈ k×P le nombre de doubles
classes PIgNI telles que g = 1 + uπlw (mod Pl+1) est égal à ql−1, et pour un tel g on a
|gNIg−1 ∩ PI| = q2l et |gNIg−1 ∩NI| = ql.
Pour l =
⌊
k+1
2
⌋
, . . . , k−1 le nombre de telles classes est égal à qk−l−1 et on a |gNIg−1∩PI| =
qk et |gNIg−1 ∩NI| = ql.
Démonstration. On commence par calculer le cardinal des stabilisateurs. On travaille dans GL2
pour simplifier (on note ÑI la préimage de NI dans G̃I) et il suffit de faire le calcul pour u = 1
vu que le choix de π a été fait à multiplication par une unité près. Pour g = 1 + πkw on a déjà
fait les calculs dans la preuve du lemme 5.20 : pour h =
(
a b
a
)
on a
ghg−1 =
(
a− (1 + π2l)−1πlb . . .
−(1 + π2l)−1π2lb a+ (1 + π2l)−1πlb
)
et on voit donc que ghg−1 ∈ P̃I si et seulement si π2lb = 0, ce qui donne bien q2l possibilités
pour b si l ≤
⌊
k−1
2
⌋
et qk si l ≥
⌊
k+1
2
⌋
. De même, on a ghg−1 ∈ ÑI si et seulement si πlb = 0, et
on a donc |NI ∩ gNIg−1| = ql pour tout l.
Dans tous les cas ÑI ∩ gÑIg−1 et P̃I ∩ gÑIg−1 sont contenus dans ZIG̃I(Pk−l) (où ZI est
le centre de G̃I et G̃I(Pk−l) est l’ensemble des matrices de G̃I congrues à 1 modulo Pk−l) et
ils sont donc invariants par conjugaison par une matrice congrue à 1 modulo Pl ; il suit que les
cardinaux sont les mêmes pour g = 1 +πlw+x, x = 0 (mod Pl) que pour 1 +πlw, et la seconde
partie du lemme suit.
On va maintenant en déduire la première partie. On minore d’abord le nombre de classes
par le résultat souhaité : on va voir que si k ≥ 2l alors le nombre de classes est au moins qk−l−1,
et comme on a alors une surjection PI\GI/NI → PP2l\GP2l/NP2l on déduit le résultat dans ce
cas du résultat pour k = 2l. Pour démontrer cette minoration on prouve que si g = 1 + πlw
(mod Pl) tout élément g′ ∈ PIgNI tel que g′ = 1 (mod Pl−1) a le même coefficient en bas à
gauche que g. On peut en effet écrire g′ = hg(1 + n) avec h ∈ PI et n =
(
0 x
0 0
)
. Il vient
g′ = h′(1− n)g(1 + n) = h′g + h′(gn− ng)
où h′ = h(1+n) ∈ PI. Comme g′ = 1 (mod Pl−1) on a nécéssairement h′ = 1 (mod Pl−1), d’où
il suit que h′g a le même coefficient en bas à gauche que g ; d’autre part gn−ng est une matrice
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triangulaire supérieure et il suit que g′ lui-même a le même coefficient en bas à gauche que g, ce
qui termine la preuve de la minoration.
On a |PI\GI| = qk + qk−1 ; d’autre part (PIw).NI est de cardinal qk, et le cardinal d’une
orbite (PIg).NI avec g congru à 1 modulo P2 est égal à qk−2 d’après la première partie du
lemme. Il y a ainsi au plus (q− 1) telles orbites, et il y en a donc exactement (q− 1). De même,
si le résultat est vrai jusqu’à l le cardinal total des classes qui ne sont pas = 1 (mod Pl) est
égal à qk−l−1. Si l < (k − 1)/2 le cardinal d’une classe = 1 (mod Pl), 6= 1 (mod ′)Pl+1 est égal
à qk−2l il y en a au plus (q − 1)ql−2, donc exactement ce nombre ; si l ≥ (k − 1)/2 le cardinal
d’une telle classe est 1, il y en donc au plus (q− 1)qk−l−2 et par suite c’est le nombre exact.
D’après ce lemme, pour I = Pk on a donc
∑
g∈PI\GI/NI
(
|PI ∩ gNIg−1|
|NI ∩ gNIg−1|
)− 32
= 1 +
b k−12 c∑
l=1
(q − 1)ql−1q−
3l
2 +
k−1∑
l=b k+12 c
(q − 1)qk−l−1q−
3(k−l)
2 + 1
≤ 2 + 2
⌊
k + 1
2
⌋
q−
1
2 ≤ k + 3.
D’autre part le dénominateur
∑
g∈PI\GI/NI |PI ∩ gNIg
−1|−1 est supérieur à 1 vu que le terme
pour g = w vaut 1, et il suit donc du lemme 5.19 que pour I =
∏r
k=1 P
lk
k on a∣∣∣tr (Ψ(iu)dΨ(iu)du )∣∣∣
[Γ : Γ1(I)]
≤ Cε(u)C|I|−
1
2 +ε
r∏
k=1
(lk + 1)
et comme plus haut il suit que tr
(
Ψ(iu)dΨ(iu)du
)
est un o(volM1(I)). On peut donc appliquer le
lemme 5.17 et le corollaire 5.15.
5.3 Passage aux adèles
5.3.1 Notations
On réfère à la section 0.5.1 pour les notations et définitions standards concernant l’anneau A
des adèles de F . On utilisera à partir de maintenant les notations suivantes, qui peuvent parfois
contredire celles introduites dans les précédents chapitres :
• G(A) = SL2(A), G(F ) = SL2(F ) ; on considère G(F ) comme plongé diagonalement dans
G(A).
• G∞ = SL2(C), Gf =
∏′
v 6 |∞ SL2(Fv) ;
• K∞ = SU(2), Kv = SL2(Ov) pour v 6 |∞ ;
• P (A) =
{(
a x
0 a−1
)
, a ∈ A×, x ∈ A
}
, N(A) =
{(
1 x
0 1
)
, x ∈ A
}
; on définit de même
P (F ), N(F ) et P (Fv), N(Fv) pour toute place v de F .
• Mv =
{(
av 0
0 a−1v
)
, |a|v = 1
}
et M =
∏
vMv, de sorte que P (A) = MAN(A).
• A∞ =
{(
a 0
0 a−1
)
, a ∈ R×+
}
, A1 =
{(
a 0
0 a−1
)
, a ∈ A1
}
.
On a F×\A1/M ∼= C(F ). Pour toute place v on a la décomposition G(Fv) = P (Fv)Kv ; on
obtient ainsi que G(A) = P (A)K = N(A)A1A∞K. On a enfin la décomposition de Bruhat :
G(F ) = P (F ) tN(F )wP (F ) (5.7)
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(on rappelle que w =
(
0 −1
1 0
)
).
5.3.2 Groupes de congruence
Si K ′ ⊂ K est un sous-groupe d’indice fini (i.e. K ′ = K∞K ′f avec K ′f ⊂ Kf ouvert) on note
ΓK′ = G(F ) ∩ K ′ qui est un sous-groupe d’indice fini de SL2(OF ). Les sous-groupes de G(F )
ainsi obtenus sont donc discrets de covolume fini dans G∞ et on les appelle sous-groupes de
congruence. Les quotients G(A)/K ′ sont alors des unions disjointes de composantes connexes
identifiées canoniquement à G∞/K∞ (par des éléments de G(Af )) dont on rappelle qu’il est
isométrique à H3 lorsqu’on le munit d’une métrique Riemannienne G∞-invariante à gauche. Le
théorème suivant est la version adélique de l’approximation forte (Théorème 5.2), on réfère par
exemple à [Hum80, Theorem on page 69] pour une preuve.
Théorème 5.22. Le sous-groupe G(F ) est dense dans G(Af ).
Il suit que G(F )G∞ est dense dans G(A), en particulier le quotient G(F )\G(A)/K ′ n’a
qu’une composante connexe et on obtient une identification
MK′ := G(F )\G(A)/K ′ ∼= ΓK′\H3. (5.8)
Les cusps de MK′ sont isométriques aux composantes connexes de P (F )N(Af )\G(A)/K ′,
et ils sont donc en bijection avec P (F )N(A)A∞\G(A)/K ′. On décrit enfin les fonctions hau-
teurs adéliquement. Si g ∈ G(A) on écrit g = naa1k ∈ N(A)A∞A1K et on pose y(g) = |t|2
où a =
(
t
t−1
)
, et pour x ∈ MK′ on choisit un g ∈ G(A) au-dessus de x et on pose
y(x) = maxγ∈G(F ) y(γx). Si y1, . . . , yhF sont les fonctions hauteur sur MK′ issues des fonc-
tions hauteur Γ(OF )-invariantes introduites dans la sous-section précédente on a alors y(x) =
maxj=1,...,hF yj(x).
5.3.3 Mesures de Haar
On rappelle que l’on a donné des normalisations des mesures de Haar sur A,A1 en 0.5.2.
On fixe la mesure de Haar dkv de Kv pour qu’elle ait masse totale égale à 1 ; la mesure de
Haar sur P (Fv) = Fv o F×v est d(nvav) = dxv|.|v ⊗ d
×xv On munit les groupes adéliques de leurs
mesures produits, on voit que les espaces compacts N(F )\N(A) et F×\A1 sont de mesure 1. On
considèrera toujours que le quotient par un sous-groupe de volume fini est muni de la mesure
poussée en avant par la projection, en particulier la mesure de Haar sur G(A) est le poussé en
avant de dnda da∞|a∞|∞dk.
5.3.4 Espaces fonctionnels
Soit v une place finie et Hv l’un des groupes v-adiques définis ci-dessus. On définit l’espace
des fonctions lisses C∞(Hv) comme l’ensemble des fonctions de Hv dans V qui soient continues,
i.e. localement constantes. On note C∞c (Hv) l’espace des fonction à support compact et L2(Hv)
son complété pour la norme L2. L’espace C∞(HA) est l’espace engendré par les
∏
v fv où fv ∈
C∞(Hv) et le support de fv est contenu dans un sous-groupe compact pour presque toute v ∈ Sf .
Pour H = K le théorème de Peter-Weyl (cf. Wikipédia) donne une décomposition en irré-
ductibles de L2(Kv). Si τ,W est une représentation irréductible complexe continue de Kv (qui
est forcément unitaire de dimension finie vu qu’elle factorise à travers un quotient fini) on note
5.3. Passage aux adèles 137
C∞(τ) la projection dans C∞(Kv) du sous-espace (C∞(Kv) ⊗ (W ⊗W ∗))Kv (où Kv agit sur
C∞(Kv) par g.f(x) = f(g−1xg)). On a alors une décomposition en somme Hilbertienne
L2(Kv) =
⊕
τ∈K̂v
C∞(τ)
On définit de même leM -type à gauche, chaque C∞(τ) est stable sous l’action deM à gauche et
se décompose donc en une somme finie de représentations irréductibles de Mv, on note C∞(ξ, τ)
l’espace des fonctions deMv-type à gauche ξ (i.e. f(mx) = ξ(m)f(x) pour tousm ∈Mv, x ∈ Kv)
et [τ : ξ] sa multiplicité qui est toujours finie et nulle pour presque toute ξ. On a donc la
décomposition en somme Hilbertienne
L2(Kv) =
⊕
τ∈K̂v
⊕
[τ :ξ]6=0
C∞(τ, ξ). (5.9)
On note H l’espace L2(F×\(A1K)). Si s ∈ C et φ ∈ H ∩ C∞(A1K) il existe un unique
prolongement φs de φ à G(A) qui vérifie :
∀n ∈ N(A), a∞ ∈ A∞, a ∈ A1, k ∈ K φs(na∞ak) = |α(a∞)|s∞φ(ak) (5.10)
et on notera Hs l’espace de ces fonctions.
Si χ est un caractère de Hecke on lui associe un caractère du groupe abélien A1 via l’isomor-
phisme naturel A1 ∼= A1. On obtient aussi un caractère de P (A) via le morphisme P (A)→ A1.
On a un isomorphisme K-équivariant à droite et A1-équivariant à gauche
H ∼= C[C(F )]⊗ L2(K);
d’après (5.9) ci-dessus on a donc une décomposition H =
⊕
τ,ξ C
∞(τ, ξ)⊗C[C(F )] et chacun des
espaces C∞(τ, ξ)⊗C[C(F )] se décompose suivant l’action de A1 à droite en une somme sur les
caractères de Hecke dont la restriction à M est égale à ξ ; on a donc finalement la décomposition
H =
⊕
χ,τ
H(χ, τ)
où la somme est prise sur les caractères de Hecke.
5.3.5 Définition des séries d’Eisenstein
Soit f : G(A) → V une fonction P (F )N(A)-invariante ; on définit une fonction G(F )-
invariante par la série suivante (si elle converge) :
E(f)(g) =
∑
γ∈G(F )/P (F )
ρ(γ)f(γ−1g). (5.11)
Le K-type à droite de E(f) est alors le même que celui de f . On note α la fonction sur P (A)
définie par α
(
a x
a−1
)
= a2, pour g = nak on note y(g) = |α(a)|. La fonction y est alors
P (F )-invariante.
Lemme 5.23. La série ∑
γ∈G(F )/P (F )
y(γ−1g)s
est absolument convergente pour Re(s) > 2.
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Démonstration. Un argument similaire à celui utilisé pour démontrer [Kna97, Lemma 6.7]
montre que :
y(w
(
1 x
1
)
nak) 1
|cz + d|∞
pour x = d/c ∈ F, n∞ =
(
1 z
1
)
où la constante ne dépend que de g = nak. Par la décomposition de Bruhat il suit que
∑
γ∈G(F )/P (F )
y(γ−1g)s 
∑
c,d∈OF
(c,d)=1
1
|cz + d|s∞

∫
x∈R4,|x|≥1
dx
|x|2s
et il est bien connu que le côté droit converge pour Re(s) > 2.
Si φ ∈ H la fonction φs donnée par (5.10) est P (F )N(A)-invariante, on note E(φs) = E(φ, s)
qui est bien définie pour Re(s) > 2 d’après le lemme 5.23. On peut en fait la prolonger à tout le
plan complexe d’après la proposition suivante, dont une preuve est donnée dans la section 5.4.1
ci-dessous.
Proposition 5.24. Pour φ ∈ H la fonction holomorphe définie pour Re(s) > 2 par s 7→ E(φ, s)
se prolonge en une fonction méromorphe sur C. De plus, si χ est un caractère de Hecke non
trivial et φ ∈ H(χ) ce prolongement est en fait entier. Si χ = 1 il a un unique pôle d’ordre 1 en
s = 1.
5.3.6 Espaces de formes et L2(G(F )\G(A))
Pour cette section on fixe un sous-groupe compact ouvert K ′ ⊂ K. On note M = MK′ et h
le nombre de cusps de M .
Identification
Soit ρ une représentation irréductible de G∞ sur un espace vectoriel réel V de dimension finie
que l’on munit de l’unique produit euclidien qui soit K∞-invariant et pour lequel les éléments
de p agissent par des transformations autoadjointes. On rappelle que l’on a défini en 0.2.2 le
système local Eρ sur M . On identifiera une fonction dans (L2(G(F )\G(A))⊗∧pp⊗ V )K
′ à une
p-forme dans L2Ωp(M ;VC).
Séries d’Eisenstein
Soit s ∈ C ; les séries d’Eisenstein adéliques donnent une application
EAs :
(
L2(P (F )A∞N(A)\G(A)/K ′f )⊗ VC ⊗ ∧pp∗
)K∞
→
(
L2(G(F )\G(A))⊗ VC ⊗ ∧pp∗
)K′
.
Un élément v sur la gauche correspond à une fonction φ sur A1K à valeurs dans VC ⊗∧pp∗ qui
est K ′-équivariante et EAs (v) est alors défini comme la série d’Eisenstein E(s, φ).
D’autre part on a une identification du côté gauche avec l’espace Ch ⊗ VC ⊗ ∧pp∗ et ce
dernier s’identifie avec V hC ⊗ ∧pp∗ qui est lui-même naturellement isomorphe à V hC si p = 0 et
V hC ⊕ Ω+(V ) ⊕ Ω−(V ) si p = 1. On a donc dans les deux cas une application Es de cet espace
dans les p-formes sur M à coefficients dans Eρ ⊗ C (cf. 3.1.3).
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Le diagramme suivant est alors commutatif :
(L2(P (F )A∞N(A)\G(A)/K ′f )⊗ VC ⊗ ∧pp∗)K∞
EAs+1
2−−−−→
(
L2(G(F )\G(A))⊗ VC ⊗ ∧pp∗
)K′∥∥∥ ∥∥∥
C[C(F )× C(H)]⊗ VC ⊗ ∧pp∗
Es−−−−→ L2Ωp(ΓH\H3;VC)
On laisse au lecteur le soin de vérifier les points suivants :
• Le prolongement méromorphe des E(ω, s) et E(v, s) se déduit de la proposition 5.24.
• Les décompositions spectrales de L2(M ;V ) et L2Ω1(M ;V ) énoncées en 3.1.3 suivent des
résultats provés dans 5.4.3.
• Les relations de Maass-Selberg (3.5),(3.6) sont des conséquences de (5.19).
5.4 Séries d’Eisenstein
On démontre ici les principales propriétés des séries d’Eisenstein adéliques définies en 5.3.5
ci-dessus.
5.4.1 Prolongement méromorphe
On prouve ici la proposition 5.24, démontrée par Selberg pour SL2/Q et due en toute géné-
ralité (pour G réductif) à Langlands. Ici on adapte la démonstration de Godement pour SL2/Q
(cf. [God66]) à notre cas.
L’espace homogène G(A)/N(A) est identifié à A2−{0}, soit donc ψ ∈ C∞c (A2−{0}). Soient
s ∈ C, Re(s) > 0 et χ un caractère de Hecke. On définit une fonction f ∈ Hs(χ) par la formule :
f(g) = ps,χ(ψ) :=
∫
A×
ψ
(
g−1
(
a
0
))
µs(a) d×a
où µs(a) = χ(a)|a|2s. D’après le lemme 5.23 E(s, g) = E(f)(g) est absolument convergente pour
Re(s) > 2. Il est facile de voir que pour toute φ ∈ H(χ) il existe une ψ telle que φs = f ; on
va donc montrer le prolongement pour E(f). La différence entre les cas où χ est trivial ou non
vient du fait suivant.
Lemme 5.25. Soit χ un caractère de Hecke non trivial et ψ ∈ C∞c (A2) ; il existe ω ∈ ker(ps,χ)
telle que ψ(0) = ω(0) et ψ̂(0) = ω̂(0).
Démonstration. On suppose que χf 6= 1, on choisit des représentants a1, . . . , ac(F ) de C(F ) dans
A×f et on pose
ω0(g) =
{
0 x 6∈ tiaiK
ψ(0) x ∈ aiK
qui vérifie que ω0(0) = ψ(0) et dont l’image dans Hs(χ) est nulle. En posant ω(g) = ω0(g) +
ψ̂(0)1Mf (g) on obtient le résultat voulu.
On montre maintenant la proposition en supposant χ 6= 1 et ψ(0) = 0 = ψ̂(0). L’action de
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G(F ) sur F×\F 2 − {0} est transitive et le stabilisateur de
(
1
0
)
est P (F ). On a ainsi :
E(s, g) =
∑
x∈F×\F 2−{0}
∫
A×
ψ(g−1ax)µs(a) d×a
=
∫
A×/F×
∑
x∈F 2−{0}
ψ(g−1ax)µs(a) d×a.
On sépare l’intégrale sur a en deux parties
∫
|a|≥1 et
∫
|a|≤1 ; on fait dans la seconde intégrale le
changement de variable a→ a−1, il vient :
E(s, g) =
∫
a∈A×/F×
|a|≥1
∑
x∈F 2−{0}
ψ(g−1ax)µs(a) d×a+
∫
a∈A×/F×
|a|≥1
∑
x∈F 2−{0}
ψ(g−1a−1x)µs(a−1) d×a
On a µs(a−1) × |a|2 = χ(a)|a|2(1−s) = µ1−s(a) ; en appliquant la formule de Poisson (27) à la
seconde intégrale on obtient donc :
E(s, g) =
∫
a∈A×/F×
|a|≥1
∑
x∈F 2−{0}
ψ(g−1ax)µs(a)d×a+
∫
a∈A×/F×
|a|≥1
∑
x∈F 2−{0}
ψ̂(g−1ax)µ1−s(a) d×a
(5.12)
En recollant les morceaux de l’intégrale on obtient finalement que
E(s, g) =
∫
|a|≥1
ψ(g−1ax)µs(a)d×a+
∫
|a|≥1
ψ̂(g−1ax)µ1−s(a) d×a.
Les deux intégrales sont absolument convergentes pour tout s ∈ C tel que 0 < Re(s) < 1 vu que
ψ ∈ C∞c (A2) et on obtient ainsi une continuation holomorphe de s 7→ E(s, g) au plan complexe.
Si χ = 1 on ne peut plus supposer que ψ et ψ̂ s’annulent en 0. Il faut alors isoler le terme
correspondant dans l’expression (5.12) ci-dessus et on obtient au final que
E(s, g) =
∫
|a|≥1 ψ(g−1ax)µs(a)d×a+
∫
|a|≥1 ψ̂(g−1ax)µ1−s(a) d×a
+ψ̂(0)
∫
a∈A×/F×
|a|≥1
µ1−s(a)d×a− ψ(0)
∫
a∈A×/F×
|a|≤1
µs(a)d×a.
La seconde ligne se calcule explicitement et on voit qu’elle a un prolongement méromorphe à C
avec un pôle simple en s = 1 (voir la preuve de la proposition 3.1.6 dans [Bum97]), ce qui finit
la preuve de la proposition 5.24.
On remarque que la preuve ci-dessus fournit aussi l’équation fonctionnelle E(s, g) = E′(1−
s, g) où E′ est la série d’Eisenstein obtenue à partir de ψ̂ et χ.
5.4.2 Termes constants et opérateurs d’entrelacement
Si f est une fonction continue sur G(F )\G(A), on définit son terme constant par :
fP (g) =
∫
N(F )\N(A)
f(ng)dn.
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Soit φ ∈ H, φs définie par (5.10) et f = E(φs). D’après la décomposition de Bruhat (5.7) on a
G(F )/P (F ) = {P (F )} ∪ {γwP (F ), γ ∈ N(F )} et pour Re(s) > 3/2 on obtient alors :
fP (g) =
∫
N(F )\N(A)
∑
γ∈G(F )/P (F )
φs(γ−1ng)dn
=
∫
N(F )\N(A)
φs(ng)dn+
∑
γ∈N(F )
∫
N(F )\N(A)
φs(wγng)dn
= φs(g) +
∫
N(A)
φs(wng)dn.
On définit donc l’opérateur d’entrelacement Ψ(s) sur H par
(Ψ(s)φ)(ak) =
∫
N(A)
φs(wnak)dn ; (5.13)
on a alors (avec la notation de (5.10)) :
E(φs)P = φs + (Ψ(s)φ)1−s. (5.14)
En effet, pour g = nga∞ak il vient après le changement de variable n→ a−1∞ nnga∞∫
N(A)
φs(wng)dn = |α(a∞)|
∫
N(A)
φs(wa∞nak)dn = |α(a∞)|1−s
∫
N(A)
φs(wnak)dn
vu que α(wa∞w−1) = −α(a∞)−1.
Enfin, l’équation fonctionnelle pour les séries d’Eisenstein montre que si φ = ps,χ(ψ)|A1K on
a Ψ(s).φ = p1−s,χ(ψ̂)|A1K (et que de plus Ψ(s)−1 = Ψ(1−s)). En utilisant la formule de Poisson
de la même manière que pour la preuve de l’équation fonctionnelle on peut alors montrer que si
Re(s) = 1/2 on a ‖p1−s,χ(ψ̂)|A1K‖H = ‖ps,χ(ψ)|A1K‖H. Les opérateurs Ψ(s) sont donc unitaires
pour s sur la droite critique.
5.4.3 Décomposition de L2(G(F )\G(A))
Décomposition de L2(P (F )N(A)\G(A))
On rappelle la formule classique d’inversion de Mellin : si f ∈ C∞c (R×+), on définit sa trans-
formée de Mellin par f̂(s) =
∫+∞
0 f(u)u1−s
du
u pour s ∈ C. On démontre alors (par exemple en
utilisant l’inversion de Fourier) que pour tout σ ∈ R on a
f(t) = 12iπ
∫
Re(s)=σ
f̂(s)tsds. (5.15)
On a L2(P (F )N(A)\G(A)) = L2(F×\A∞A1K) ; en appliquant l’inversion de Mellin aux fonc-
tions fg : t ∈ R×+ 7→ f(
(
t
t−1
)
g) on obtient une isométrie K-équivariante
L2(P (F )N(A)\G(A)) =
⊕
χ
1
2iπ
∫
Re(s)= 12
Hs(χ)d(Im s) (5.16)
où la somme est prise sur tous les caractères de Hecke.
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Partie discrète et partie continue
On note L2cusp(G(F )\G(A)) l’adhérence du sous-espace
{f ∈ C∞c (G(F )\G(A)), fP = 0}.
Le résutat suivant est classique, cf. par exemple [Bum97, Proposition 3.7.4] :
Proposition 5.26. L’application E : L2(P (F )N(A)\G(A)) → L2(G(F )\G(A)) est un plonge-
ment isométrique dont l’image est l’orthogonal de L2cusp(G(F )\G(A)).
C’est une conséquence immédiate du lemme suivant :
Lemme 5.27. Si f ∈ L2(N(A)P (F )\G(A)) et h ∈ L2(G(F )\G(A)) on a
〈E(f), h〉L2(G(F )\G(A)) = 〈f, hP 〉L2(N(A)P (F )\G(A)).
Démonstration. Pour h ∈ C∞c (P (F )N(A)\G(A)) on a :
〈E(f), h〉L2(G(F )\G(A)) =
∫
G(F )\G(A)
h̄(g)
∑
γ∈G(F )/P (F )
f(γ−1g)dg
=
∫
P (F )\G(A)
f(g)h̄(g)dg
=
∫
P (F )N(A)\G(A)
f(g)
∫
N(A)
h̄(ng)dndg,
ce qui finit la preuve vu que E est un plongement isométrique.
Si χ 6= 1 le prolongement analytique des séries d’Eisenstein donne un plongement isométrique
du sous-espace
∫
Re(s)= 12
Hs(χ) dans L2(G(F )\G(A)). Si χ = 1 un facteur C apparaît à cause du
pôle en s = 1. On a donc finalement
L2(G(F )\G(A)) ∼= L2cusp(G(F )\G(A)⊕ C⊕
⊕
χ
∫ +∞
−∞
H 1
2 +iu
(χ)du2π (5.17)
5.4.4 Relations de Maass-Selberg
On note 1Y l’indicatrice de l’intervalle (Y,+∞) et on définit les opérateurs de troncation par
T Y f(g) = f(g)− 1Y (y(g))fP (g)
pour f ∈ C∞(G(A)).
Proposition 5.28. Si φ, ψ ∈ H, s, s′ ∈ C et s 6= s′, 1− s′ on a
〈T YE(s, φ), T YE(s′, ψ)〉L2(G(F )\G(A)) =
1
2(s+ s′ − 1)(Y
2(s+s′−1)〈φ, ψ〉H − Y −2(s+s
′−1)〈Ψ(s′)∗Ψ(s)φ, ψ〉H)
+ 12(s− s′)(Y
2(s−s′)〈φ,Ψ(s′)ψ〉H − Y 2(−s+s
′)〈Ψ(s)φ, ψ〉H).
(5.18)
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Démonstration. On prouve le résultat pour Re(s),Re(s′) > 1 et le cas général s’en déduit par
prolongement analytique. D’après le lemme 5.27 on a
〈T YE(s, φ), T YE(s′, ψ)〉L2(G(F )\G(A)) = 〈T YE(s, φ), E(s′, ψ)〉L2(G(F )\G(A))
D’autre part on voit que
T YE(s, φ)(g) =
∑
γ∈G(F )/P (F )
(
1− 1Y (y(γ−1g))
)
φ(γ−1g)− 1Y (y(γ−1g))Ψ(s)φ(g)
et il vient (dans la suite on note φ′ = Ψ(s)φ et ψ′ = Ψ(s′)ψ et pour t ∈ R×+, at =
(
t
t−1
)
) :
〈T YE(s, φ), E(s′, ψ)〉L2(G(F )\G(A))
=
∫
P (F )\G(A)
((1− 1Y (y(g)))φ(g) + 1Y (y(g))φ′(g))E(s, ψ)dg
=
∫
F×\AK
(1− 1Y (|α(a)|))φ(ak) + 1Y (|α(a)|)φ′(ak))
∫
N(F )\N(A)
E(s, ψ)(nak)dnda
|a|
dk.
=
∫ Y
0
∫
F×\A1K
φ′(atak)(ψ(atak) + ψ′(atak))dadk
dt
t3
+
∫ +∞
Y
∫
F×\A1K
φ(atak)(ψ(atak) + ψ′(atak))dadk
dt
t3
=
∫ Y
0
(t2(s+s′)〈φ, ψ〉H + t2(s−s
′)+2〈φ, ψ′〉H)
dt
t3
+
∫ +∞
Y
(t2(−s+s′)+2〈φ′, ψ〉H + t−2(s+s
′)+4〈φ′, ψ′〉H)
dt
t3
Le résultat suit en calculant les intégrales en t.
Pour s = 1/2+iu, u 6= 0, en faisant tendre s vers s′ dans (5.18)on obtient le résultat suivant :
〈T YE(φ, s), T YE(ψ, s)〉2L2(G(F )\G(A)) =2(log Y )〈φ, ψ〉H + 〈Ψ(s)
−1 d
du
Ψ(s)φ, ψ〉H
+ 12iu(Y
2iu〈φ,Ψ(s)ψ〉H − Y −2iu〈Ψ(s)φ, ψ〉H)
(5.19)
et si φ, ψ sont de A1-type à gauche respectifs χ, χ′ la seconde ligne est nulle à moins que χ′ = χ.
Pour s ∈ R, s > 1/2 on a
〈T YE(φ, s), T YE(ψ, s)〉2L2(G(F )\G(A)) =
Y 4s−2
4s− 2〈φ, ψ〉H −
Y −4s+2
4s− 2 〈Ψ(s)φ,Ψ(s)ψ〉H
+ log Y 〈Ψ(s)φ, ψ〉H +
〈
dΨ(s+ iu)
du
|u=0φ, ψ
〉
H
.
(5.20)
5.5 Estimées sur la dérivée des opérateurs d’entrelacement
Si I est un idéal de OF on note K(I) le sous-groupe compact-ouvert de Kf donné par∏
v 6 |∞Kv(mv) où I =
∏
v p
mv
v et
Kv(mv) =
{(
a b
c d
)
∈ Kv, a, d = 1 (mod πmvv Ov), b, c = 0 (mod πmvv Ov)
}
.
Le but de cette section est de démontrer :
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Proposition 5.29. Soit τ∞ une représentation de dimension finie de K∞. Soit I un idéal de
OF et χ un caractère de Hecke tel que fχ|I. Soit τf la représentation de Kf sur C[Kf/K(I)],
τ = τ∞ ⊗ τf et φ ∈ H(χ, τ). Il existe une fonction C sur R, à croissance polynomiale et ne
dépendant que de F, ε et τ∞, telle que pour tout u ∈ R on ait :
∥∥∥∥ dduΨ
(1
2 + iu
)
φ
∥∥∥∥
H
≤ C(u)|I|ε|fχ|
1
2 ‖φ‖H. (5.21)
Dans toute la suite de cette section on suppose que la fonction φ ∈ C∞(K) se décompose
en un produit ⊗vφv, qu’elle est invariante à droite par un K(I) et de A1-type χ pour un
caractère de Hecke de conducteur fχ divisant I. On peut de plus supposer qu’en toute place on
a ‖φv‖L2(Kv) = 1. Il suffit alors de montrer que
∥∥∥∥ dduΨ
(1
2 + iu
)
φ
∥∥∥∥
L2(K)
 |I|ε|fχ|
1
2
En effet on a ‖.‖H =
√
hF ‖.‖L2(K) pour les fonctions A1-équivariantes. On va en fait montrer
que pour toute ψ ∈ L2(K) de norme 1 on a
〈
d
du
Ψ
(1
2 + iu
)
φ, ψ
〉
L2(K)
 |I|ε|fχ|
1
2 . (5.22)
On peut de plus se limiter à montrer cette dernière majoration pour une fonction ψ qui est aussi
K(I)-invariante à droite.
5.5.1 Calcul des opérateurs d’entrelacement
Facteurs L
On note SI l’ensemble des places divisant I, pour v finie hors de SI le caractère χv n’est pas
ramifié et on a φv = 1. On utilisera à plusieurs reprises la décomposition d’Iwasawa explicite :
w
(
1 x
1
)
=
(
x−1 −1
x
)(
1
x−1 1
)
pour x ∈ Fv −Ov. (5.23)
On a alors le calcul classique :
Ψv(s)φv(k) =
∫
Fv−Ov
φs
(
w
(
1 x
1
)
k
)
dx+ 1
=
∫
Fv−Ov
|x|−2sv χ(x)−1φ
((
1
x−1 1
)
k
)
dx+ 1
= 1 +
∑
k≥1
(1− q−1v )q−kv χ(πv)kq−2skv =
1− χ(πv)q−2sv
1− χ(πv)q−2s+1v
.
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Places ramifiées
On suppose maintenant que v ∈ SI. Il vient en utilisant (5.23) et (5.10) :
〈Ψv(s)φv, ψv〉L2(Kv) =
∫
|x|v>1
|x|−2sχ−1(x)
∫
Kv
ψv(k)φv
((
1
x 1
)
k
)
dkdx
+
∫
Ov
∫
Kv
ψv(k)φv
((
0 −1
1 x
)
k
)
dkdx
=
∫
|x|v<1
|x|2s−2χ(x)
∫
Kv
ψv(k)φv
((
1
x 1
)
k
)
dkdx
+
∫
Ov
∫
Kv
ψv(k)φv
((
0 −1
1 x
)
k
)
dkdx
=: Iv +
∫
Ov
∫
Kv
ψv(k)φv
((
0 −1
1 x
)
k
)
dkdx
La seconde intégrale est indépendante de s et bornée par ‖φv‖L2(Kv)‖ψv‖L2(Kv) = 1, on la note
Jv. D’autre part, comme Kv(mv) est distingué φv est aussi invariante à gauche par Kv(mv) ;
pour x ∈ πmvv Ov et k ∈ Kv on a donc φv
((
1
x 1
)
k
)
= φv(k). Si v ∈ Sχ on a
∫
O×v χ(x)dx = 0
et il suit que :
Iv =
∫
|x|v>1
|x|2s−2χ(x)
∫
Kv
ψv(k)φv(
((
1
x 1
)
k
)
dkdx
=
∫
Ov−πmv+1v Ov
χ(x)−1|x|2s−2v
∫
Kv
ψv(k)φv
((
1
x 1
)
k
)
dkdx.
Cette dernière intégrale est convergente pour tout s et pour Re(s) = 1/2 elle est majorée en
valeur absolue par
mv∑
l=0
q−(2 Re(s)−2)lv q
−l
v ‖φv‖L2(Kv)‖ψv‖L2(Kv) = mv.
Si v 6∈ Sχ le même calcul donne :
〈Ψv(s)φv(k), φv〉L2(Kv) = Iv + Jv +
∫
Kv
∫
πmv+1v Ov
|x|2s−2v χ(x)dxφv(k)ψv(k)dk
= Iv + Jv + q(1−2s)(mv+1)v χ(πv)mv+1
1− χ(πv)q−2sv
1− χ(πv)q−2s+1v
J ′v
où on a J ′v = 〈φv, ψv〉L2(Kv) ≤ 1 et
Iv =
∫
Kv
ψv(k)
∫
1<|x|v<q−mvv
φv
(
w
(
1 x
1
)
k
)
dxdk ≤ mv‖φv‖L2(Kv)‖ψv‖L2(Kv) = mv.
Place infinie
On calcule finalement I∞ = 〈Ψ∞(s)φ∞(k), φ∞〉L2(K∞). On a la décomposition d’Iwasawa
explicite
w
(
1 z
1
)
=
(
u−1 u−1z̄
u
)
kz, u =
√
|z|∞ + 1, kz =
(
−u−1z̄ u−1
u−1 u−1z
)
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Il suit que
I∞ =
∫
C
(|z|∞ + 1)−2s
∫
K∞
φ∞(kzk)ψ∞(k)dkdzdz̄
Quand z → ∞ on a
∣∣∣∣∣kz −
(
z̄/|z|
z/|z|
)∣∣∣∣∣  |z|−12∞ (pour n’importe quelle norme |.| sur K∞).
On a donc pour Re(s) > 1/2 :
I∞ =
∫
C
χ∞(z)(|z|∞ + 1)−2sdzdz̄〈φ∞, ψ∞〉L2(K∞) +O(1) (5.24)
où le O(1) dépend de φ∞ (en fait de sa norme C1) mais pas de s. Si χ∞ 6= 1 l’intégrale est nulle
pour tout Re(s) > 0 et dans ce cas I∞ est donc borné indépendamment de s pour Re(s) ≥ 1/2.
Si χ∞ = 1 on a le calcul classique suivant∫
C
(|z|∞ + 1)−2sdzdz̄ = π
Γ(2s− 1)
Γ(2s)
et I∞ a donc un prolongement méromorphe tel que I∞ − πΓ(2s− 1)/Γ(2s)〈φ∞, ψ∞〉L2(K∞) soit
borné indépendamment de s pour Re(s) ≥ 1/2.
Expression finale
On a finalement le résultat suivant pour s dans le demi-plan Re(s) ≥ 1/2 :
〈Ψ(s).φ, ψ〉L2(K) = I∞
L(χ, 2s− 1)
L(χ, 2s)
∏
v∈Sχ
(Iv + Jv)
×
∏
v∈SI−Sχ
(
q(1−2s)(mv+1)v χ(πv)mv+1J ′v +
1− χ(πv)q1−2sv
1− χ(πv)q−2sv
(Iv + Jv)
) (5.25)
On notera I ′v = q
(1−2s)(mv+1)
v χ(πv)mv+1J ′v +
1−χ(πv)q1−2sv
1−χ(πv)q−2sv
(Iv + Jv). On voit immédiatement que
pour Re(s) = 1/2 on a |I ′v| ≤ 2 + 4|Iv|.
5.5.2 Démonstration de la proposition 5.29, χ 6= 1
Dans toute la preuve on écrira s = σ+iu et on supposera (sauf mention expresse du contraire)
que σ = 1/2. En dérivant le produit (5.25) on obtient :〈
d
du
Ψ(s).φ, ψ
〉
L2(K)
= −
d
duL(χ, 2s)
L(χ, 2s) 〈Ψ(s).φ, ψ〉L2(K)
+
d
du(I∞ L(χ, 2s− 1))
L(χ, 2s)
∏
v∈Sχ
(Iv + Jv)
∏
v∈SI−Sχ
I ′v
+
∑
v∈Sχ
I∞
L(χ, 2s− 1)
L(χ, 2s)
dIv
du
∏
v′∈Sχ,v′ 6=v
(Iv′ + Jv′)
∏
v′∈SI−Sχ
I ′v′
+
∑
v∈SI−Sχ
I∞
L(χ, 2s− 1)
L(χ, 2s)
∏
v′∈Sχ
(Iv′ + Jv′)
dI ′v
du
∏
v′∈SI−Sχ,v′ 6=v
I ′v′
=: L1 + L2 + L3 + L4
Pour majorer L1 et L2 on aura besoin du lemme suivant.
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Lemme 5.30. Si le caractère de Hecke χ est non-trivial on a∣∣∣∣∣ dduL(χ, 2s)L(χ, 2s)
∣∣∣∣∣ (log |fχ|)2 (5.26)
où la constante ne dépend que de s (et est à croissance polynômiale en Im(s)) et de F .
Démonstration. Le produit Eulérien pour L(χ, 2s) donne pour Re(s) > 1/2 l’expression en série
absolument convergente
d
duL(χ, 2s)
L(χ, 2s) =
∑
v 6∈Sχ
2i(log qv)q−2sv χ(πv)
1− χ(πv)q−2sv
.
Il vient
d
duL(χ, 2s)
L(χ, 2s) =
∑
v 6∈Sχ
2i(log qv)q−2sv χ(πv)
∑
k≥0
χ(πv)kq−2ksv .
On voit que la série
∑
v 6∈Sχ(log qv)q
−2s
v χ(πv)
∑
k≥1 χ(πv)kq−2ksv est absolument convergente pour
Re(s) > 1/4 et que sa somme est bornée par une constante ne dépendant que de F , on doit donc
évaluer
∑
v 6∈Sχ(log qv)q
−2s
v χ(πv).
Soient χ1, . . . , χhF les caractères de Hecke sur F×\A1 tels que ker(χj) ⊃ M . Si χ est un
caractère de Hecke il existe un j tel que χ(πv) = χj(πv) pour toute place v 6∈ Sχ. On a alors∑
v 6∈Sχ
q−2sv log(qv)χ(πv) =
∑
v 6∈Sχj
q−2sv log(qv)χj(πv)−
∑
v∈Sχ−Sχj
q−2sv log(qv)χj(πv).
Comme χj est non-trivial, H : s 7→
∑
v 6∈Sχj
q−2sv log(qv)χj(πv) se prolonge en une fonction
holomorphe sur un ouvert contenant le demi-plan fermé Re(s) ≥ 1/2, et par un argument
standard de convexité on a une borne polynomiale en u pour H(1/2 + iu). D’autre part, en
posant q = maxv∈Sχ qv, pour Re(s) = 1/2 on a∣∣∣∣∣∣
∑
v∈S−Sχ
(log qv)q−2sv χ(πv)
∣∣∣∣∣∣ ≤ log q
∑
v 6∈Sχ
1
qv
 (log q)2
et comme q ≤ |fχ| on obtient bien que∣∣∣∣∣ dduL(χ, 2s)L(χ, 2s)
∣∣∣∣∣ ≤ C(u)(log |fχ|)2
où C(u) est polynomiale en u.
Comme Ψ(s) est unitaire on a ainsi
|L1| ≤
∣∣∣∣∣ dduL(χ, 2s)L(χ, 2s)
∣∣∣∣∣ ≤ C(u)(log |fχ|)2
où C(u) est à croissance polynomiale.
On traite maintenant L2 ; l’équation fonctionnelle (29) donne :
d
du(I∞ L(χ, 2s− 1))
L(χ, 2s) =
d
du
(I∞γ(s))
L(χ, 2− 2s)
L(χ, 2s) + I∞γ(s)
d
duL(χ, 2− 2s)
L(χ, 2− 2s)
L(χ, 2− 2s)
L(χ, 2s)
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D’après 5.5.1 et la forme explicite de γ(s) la fonction I∞γ(s) est entière sur Re(s) > 0 et
est majorée par C(u)|fχ|
1
2 où C dépend de F, τ, χ∞ et est polynomiale en u ; il suit aussi que
d
du(I∞γ(s)) ≤ C(u) log |fχ| (avec la même constante C(u)). D’autre part on voit que L(χ, 2 −
2s) = L(χ, 2s) d’où suit |L(χ, 2 − 2s)/L(χ, 2s)| = 1. Enfin on a dduL(χ, 2 − 2s)/L(χ, 2 − 2s) 
(log |fχ|)2 d’après le lemme 5.26. Au final on obtient bien que
L2 ≤ C(u)|fχ|
1
2 (log |fχ|)2
avec C(u) à croissance polynomiale.
En dérivant l’expression explicite pour Iv obtenue en 5.5.1 on voit que
dIv
du
=
∫
Ov−πmv+1v Ov
χv(x)2i(log |x|v)|x|2s−2v
∫
Kv
φv(k)φv
((
1
x 1
))
dkdx
d’où il suit immédiatement que |dIvdu | ≤ 2mv(log qv)|Iv| et donc d’après 5.5.1 on a |
dIv
du | ≤
2m2v(log qv). Il vient donc :
L3 ≤
∣∣∣∣I∞γ(s)L(χ, 2− 2S)L(χ, 2s)
∣∣∣∣ ∑
v∈Sχ
∣∣∣∣dIvdu
∣∣∣∣ ∏
v′∈Sχ,v′ 6=v
|Iv′ + Jv′ |
∏
v′∈SI−Sχ
|I ′v′ |
≤ C(u)|fχ|
1
2
∑
v∈Sχ
2m2v(log qv)
∏
v′∈Sχ,v′ 6=v
(mv′ + 1)
∏
v′∈SI−Sχ
(4mv′ + 2)
≤ C(u)|I|ε|fχ|
1
2
où C(u) dépend de F, ε et est polynomiale en u.
Enfin, le terme L4 se traite de la même façon pusqu’on voit que∣∣∣∣dI ′vdu
∣∣∣∣ ≤ 2mv log qv + 4|Iv| log qv + 4dIvdu .
On a fini de prouver (5.22), et la proposition, dans ce cas.
5.5.3 Le cas χ = 1
On obtient ici l’expression
〈Ψ(s)φ, φ〉H = hF I∞
ζF (2s− 1)
ζF (2s)
∏
v∈SI
(
q(1−2s)(mv+1)v +
1− q1−2sv
1− q−2sv
(Iv + 1)
)
.
On note ΠI =
∏
v∈SI
(
q
(1−2s)(mv+1)
v + 1−q
1−2s
v
1−q−2sv
(Iv + 1)
)
, il vient :
h−1F
〈
d
du
Ψ(s)φ, φ
〉
H
= d
du
(
log((2s− 1)ζF (2s))
)
× (2s− 1)I∞ζF (2s− 1)×ΠI
+
d
du
(
(2s− 1)I∞ζF (2s− 1)
)
(2s− 1)ζF (2s)
×ΠI + I∞
ζF (2s− 1)
ζF (2s)
dΠI
du
.
Tous les termes sont holomorphes autour de Re(s) = 1/2. Le seul qui dépende de I est ΠI que
l’on a déjà analysé ci-dessus. La proposition 5.29 tient donc aussi dans ce cas.
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5.5.4 Estimées hors de la droite critique
Toutes les estimées faites dans la preuve de la proposition 5.29 restent valides pour tout
réel s (au moins si les opérateurs d’entrelacement n’ont pas un pôle en s), avec la différence
que des exposants plus (ou moins) élevés pour |I| et fχ en sortent (que ce soit dans l’équation
fonctionnelle de la fonction L ou les estimées d’intégrales locales). On se contentera d’énoncer
le résultat imprécis suivant, qui suffira à nos besoins dans la prochaine section.
Proposition 5.31. Pour tout σ ∈ R, χ 6= 1 et φ ∈ H(χ, τ) on a
‖Ψ(s)φ‖H,
∥∥∥∥dΨ(σ + iu)du φ
∥∥∥∥
H
≤ C|I|c‖φ‖H
où C ne dépend que de F, ε, σ et τ∞ et c ne dépend que de σ.

Chapitre 6
Croissance de l’homologie de torsion
pour les variétés arithmétiques
Dans ce dernier chapitre on relie la torsion analytique régularisée à une torsion de Reide-
meister définie à partir de l’homologie entière des variétés de congruence et de certaines séries
d’Eisenstein harmoniques. Le résultat précis (Théorème 6.4) est une égalité asymptotique. On
étudie aussi le comportement des différents facteurs qui composent la torsion de Reidemeister
dans des suites de congruence, ce qui résulte dans le théorème 6.10 qui donne une borne su-
périeur pour l’ordre de croissance de la torsion dans le H2. On démontre aussi la croissance
exponentielle de la torsion pour certaines suites de groupes arithmétiques (cf. le théorème 6.19).
6.1 Le cas compact, d’après [BV] et [ABB+]
Soit G un Q-groupe algébrique semisimple anisotrope, de sorte que Γ = G(Z) est un réseau
cocompact dans G = G(R). Soit ρ une Q-représentation de G sur un espace VQ telle que la
représentation ρ ⊗ R soit fortement acyclique ; on note V = VQ ⊗ R. Par le théorème 4.4 ci-
dessus et [ABB+, Theorem 1.11], si Γn est une suite de sous-groupes de congruence de Γ et
Mn = Γn\S où S est l’espace symétrique associé à G on a
lim
n→∞
log T (Mn;V )
volMn
= t(2)(V ). (6.1)
La forte acyclicité implique que l’on a H∗(M ;V ) = 0. Soit VZ un réseau de VQ préservé par
ρ(Γ) : l’homologie entière Hp(Mn;VZ) est donc finie pour tout p. On pose :
τ(Mn;Z) =
dimX∏
p=0
|Hp(Mn;VZ)|(−1)
p
,
et le théorème de Cheeger-Müller [Mül93] donne alors dans ce cas
T (Mn;V ) = τ(Mn;VZ).
Avec (6.1) on en déduit que l’un au moins des groupes Hp(Mn;VZ) a un cardinal qui croît
exponentiellement avec volMn.
Bergeron et Venkatesh montrent [BV, Section 8.6] que la torsion de H0 et de HdimS−1 ont
une croissance polynomiale en le niveau pour les groupes de congruence principaux de G(Q) ;
il est bien connu que l’indice d’un sous-groupe de congruence est minoré par une puissance du
niveau (cf. [LS03, Proposition 6.1.1]) et il suit que log |H0(Γn;VZ)| et log |HdimS−1(Γn;VZ)| sont
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des o([Γ : Γn]) pour une suite Γn de sous-groupes de congruence de G(Q). Comme pour S = H3
ce sont les seuls groupes d’homologie autres que H1 qui peuvent contenir de la torsion on obtient
ainsi le résultat suivant.
Théorème 6.1. Soit G une Q-forme anisotrope de SO(3, 1) × G′ où G′ est un groupe de Lie
réel compact, VZ un réseau dans V et Γ = StabG(Q)VZ. Soit Γn une suite de sous-groupes de
congruence sans torsion de Γ. On a
lim
n→∞
log |H1(Γn;VZ)|
volMn
= −t(2)(V ) > 0.
L’exemple classique d’un tel G est le suivant : soit q est une forme quadratique anisotrope
en 4 variables sur un corps quadratique réel F telle que q soit de signature (3, 1) et q̄ soit définie
positive, où .̄ est l’automorphisme non-trivial de F . Soit G la restriction de Weil de SO(q)/F ,
alors
G(R) ∼= SO(q,R)× SO(q̄,R) ∼= SO(3, 1)× SO(4).
On peut par exemple prendre F = Q(
√
2) et
q(x) = px21 + x22 + x23 −
√
2x24,
pour un premier p, on obtient même ainsi une infinité de classes de commensurabilité (cf. [ABB+,
Section 13.7] ou [Rai12a, Proposition 4.1]).
6.2 Homologie des variétés à cusps et torsion de Reidemeister
On fixe une représentation réelle fortement acyclique ∗ ρ de G sur V , un corps quadratique
imaginaire F et un réseau VZ ⊂ V préservé par Γ(OF ) = SL2(OF ). On suppose de plus que
n1 > n2 (le cas n2 < n1 se traite de manière symmétrique).
6.2.1 Cohomologie du bord
On rappelle que pour un idéal I de OF les groupes GI, NI ont été définis dans la section
5.1.2 et que pour un sous-groupe H ⊂ GI on note C(H) = H\GI/NI et ΓH la préimage
de H dans SL2(OF ), MH = ΓH\H3. Les cusps de de M = MH sont alors en bijection avec
C(H)×C(F ), et on reprend la notation de la section 3.1.3 pour les composantes Tj du bord ∂M
de la compactification de Borel-Serre de MH . On va réaliser la cohomologie H∗(∂M ;VC) comme
un espace de formes différentielles fermées. Pour une version adélique de cette description on
refère à [Ber08, Section 3].
Soit q = n1 + n2. En degré 1 on a un isomorphisme
H1(∂M ;VC) ∼= Ω+(Vq)⊕ Ω−(V−q) = C[C(H)× C(F )]⊗ (Vq ⊕ V−q) (6.2)
défini comme suit : si v1, . . . , vh ∈ Vq, v̄1, . . . , v̄h ∈ V−q on leur associe la classe de de Rham de
la 1-forme ω donnée par
h∑
j=1
dz̄j ⊗ (gjρ(nzj )vj) + dzj ⊗ (gjρ(nzj )v̄j), nz =
(
1 z
1
)
.
∗. On peut étendre sans peine les définitions de cette section au cas non fortement acyclique.
6.2. Homologie des variétés à cusps et torsion de Reidemeister 153
On vérifie qu’elle est fermée. On a vj = wj ⊗ uj où wj ∈ (Vn1,0)N∞ et uj ∈ (V0,n2)wN∞ , donc
ρ(nz).vj = wj ⊗ (
∑n2
l=0Ql(z̄)ulj où (ulj) est la bas canonique de V0,n2 ∼= Sym
n2 C2 et Ql est
un polynôme ne dépendant que de n2, et z 7→ ρ(nz)vj est donc anti-holomorphe. De la même
manière, z 7→ ρ(nz)v̄j est holomorphe, et on a donc
d(dz̄j ⊗ (gjρ(nzj )vj)) = 0 = d(dzj ⊗ (gjρ(nzj )v̄j)).
donc ω est fermée. On vérifie (cf. par exemple la preuve de [MP11, Proposition 2.11]) que toutes
ces formes donnent des classes linéairement indépendantes en cohomologie de De Rham. On
notera H1,0(∂M ;VC) le sous-espace de H1 correspondant à C[C(H)×C(F )]⊗Vq et H0,1(∂M ;VC)
celui correspondant à C[C(H)× C(F )]⊗ V−q.
Pour les degrés 0 et 2 on a des isomorphismes
H0(∂M ;VC) ∼= C[C(H)× C(F )]⊗ Vn1−n2 ∼= H2(∂M ;VC). (6.3)
En effet, Vn1−n2 est formé des vecteurs fixés par N∞, et à v1, . . . , vh ∈ Vn1−n2 on associe la (classe
de la) section holomorphe
∑h
j=1 gjvj (resp. de la 2-forme holomorphe
∑h
j=1(dzj ∧ dz̄j)⊗ (gjvj)).
6.2.2 Cohomologie et séries d’Eisenstein
La cohomologie L2 de M à coefficients dans VC est nulle (cf. par exemple [MP10, Théorème
2.1]) et l’application i∗p : Hp(M ;VC)→ Hp(∂M ;VC) est donc injective pour p = 1, 2. On montre
alors en utilisant la suite exacte longue et la forme de Kronecker que
dimH1(M ;VC) = 1/2 dimH1(∂M ;VC) (6.4)
(cf. par exemple [Ser70, Lemme 11]) et d’autre part on voit immédiatement que
dimH2(M ;VC) = dimH2(∂M ;VC)− dimH0(M ;VC) = dimH2(∂M ;VC)
en utilisant la suite exacte, vu que H0(M ;VC) = 0. On va maintenant décrire plus précisément
l’application i∗p pour p = 1, 2.
A une forme harmonique ω ∈ H1(∂M ;VC) et s ∈ C est associée la série d’Eisenstein E(s, ω) ∈
Ω1(M ;VC). Le résultat suivant est bien connu, cf. la preuve de [Har87, Theorem 2]. On note [f ]
la classe de cohomologie de de Rham représentée par une 1-forme fermée f ∈ Ω1(M ;VC)
Lemme 6.2. On pose s1V = n2 − n1. Soit ω ∈ H1,0(∂M ;VC) une 1-forme holomorphe (resp.
ω ∈ H0,1(∂M ;VC)), alors la série d’Eisenstein E(s1V , ω) (resp. E(−s1V , ω)) est une 1-forme
fermée. De plus les [E(s1V , ω)] engendrent H1(M ;VC).
Démonstration. Il suffit de vérifier que si P est un parabolique Γ-rationnel, le terme constant
de E(s1V , ω) en P est une forme fermée sur ΓP \H3. Ce dernier est égal à ω + Φ+(s1V )ω d’après
(3.8) vu que l’on a ω =
∑
j dzj ⊗ e0,n2 . Comme ω,Φ+(s1V )ω sont des formes harmoniques sur
∂M (donc fermées) on a bien d(ω + Φ+(s1V )ω) = 0. Comme E(−s1V , ω) = E(s1V ,Φ−(−s1V )ω)
on obtient l’autre énoncé. Enfin on voit que le terme constant de E(s1V , ω) est non-exact (parce
qu’il ne l’est pas en restriction à ∂M) et il suit que l’application H1,0(∂M ;VC) 3 ω 7→ [E(s1V ), ω]
est injective. Comme
dimH1,0(∂M ;VC) = 1/2 dimH1(∂M ;VC) = dimH1(M ;VC)
il suit qu’elle est aussi surjective.
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On obtient donc une application E1 : H1(∂M ;VC) → H1(M ;VC) définie par E1(ω + ω) =
[E(s1V , ω) + E(−s1V , ω)] pour ω ∈ H1,0(∂M ;VC), ω ∈ H0,1(∂M ;VC). D’après la formule pour le
terme constant d’une série d’Eisenstein, on a
i∗1E
1(ω) = ω + Φ+(s1V )ω, ω ∈ H1,0(∂M ;VC)
et il suit que
im i∗1 = {ω + Φ+(s1V )ω, ω ∈ H1,0(∂M ;VC)} = {Φ−(−s1V )ω + ω, ω ∈ H0,1(∂M ;VC)}.
En degré 2 la suite exacte longue de cohomologie de la paireM,∂M montre que l’application
i∗2 est surjective vu que H3(M,∂M ;VC) ∼= H0(M ;VC) = 0. Pour représenter les classes de
cohomologie de H2(M ;VC) par des formes fermées on a le lemme suivant, dont la preuve est
semblable à celle du lemme 6.2.
Lemme 6.3. On pose s0V = n1 + n2 + 1 et v ∈ VN :=
⊕h
j=1 V
Nj
C
∼= H0(∂M ;VC) la 2-forme
∗dE(s0V , v) est fermée. De plus, les i2[∗dE(s0V , v)] pour v ∈ VN engendrent H2(M ;VC).
Démonstration. On sait que E(s0V , v) est harmonique, d’où il suit que d∗dE(s0V , v) = 0. Le terme
constant est une 2-forme holomorphe non nulle donc ∗dE(s0V , v) n’est pas nulle en cohomologie
de de Rham, et par égalité des dimensions toutes les classes dans H2(M ;VC) sont donc obtenues
de cette manière.
On note E2 l’application H0(∂M ;VC)→ H2(M ;VC) définie par v 7→ [∗dE(s0V , v)].
6.2.3 Produits intérieurs sur la cohomologie
On rappelle que l’on suppose n1 > n2, de sorte que s1v ≥ 1. D’après les formules de Maass-
Selberg (5.20) on a pour ω ∈ H1,0(∂M ;VC) la limite
lim
Y→∞
Y −2s
1
V +1‖T YE(s1V , ω)‖2L2(M) = (s
1
V )−1‖ω‖2L2(∂M).
On définit donc un produit intérieur sur H1Eis(M ;VC) par
〈i∗1[E1(ω)], i∗1[E1(ω′)]〉H1Eis(M) = (s
1
V )−1〈ω, ω′〉2L2Ω1(∂M)
= lim
Y→∞
Y −2s
1
V 〈T YE(s1V , ω), T YE(s1V , ω′)〉2L2Ω1(M).
(6.5)
De la même manière on définit
〈i∗2[E2(v)], i∗2[E2(v′)]〉H2Eis(M) = (s
0
V )−
1
2 〈v, v′〉L2(∂M)
= lim
Y→∞
Y −2s
0
V 〈T Y (∗dE(s0V , v)), T Y (∗dE(s0V , v′))〉L2(M).
(6.6)
6.2.4 Torsion de Reidemeister des variétés arithmétiques non-compactes
Pour p = 1, 2 la cohomologie entière Hp(M ;VZ)libre est un réseau dans Hp(M ;VC). On
rappelle que l’on a défini le covolume vol d’un réseau dans un espace hermitien dans la section
1.1.4. On définit la torsion de Reidemeister de M à coefficients dans V par
τ(M ;VZ) =
|H1(M ;VZ)tors|
volH1(M ;VZ)libre
× volH
2(M ;VZ)libre
|H2(M ;VZ)tors|
. (6.7)
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6.3 Théorème de Cheeger-Müller asymptotique
On démontre dans cette section le résultat suivant.
Théorème 6.4. Soit Γ un groupe de Bianchi, Γn une suite cusp-uniforme de sous-groupes de
congruence de Γ principaux, sans torsion et d’indice borné dans des Γ0(I) ou de type Γ1, et deux
à deux distincts, Mn = Γn\H3. Pour tout Γ-module arithmétique VZ fortement acyclique on a :
lim
|I|→∞
log τ(Mn;VZ)− log TR(Mn;V )
volMn
= 0.
Démonstration. C’est une conséquence immédiate du Théorème 6.5 et de la proposition 6.7.
6.3.1 Torsions de Reidemeister absolue et relative
La partie libre Hp(MY ;VZ)libre de l’homologie entière est naturellement un réseau dans
Hp(MY ;V ) ∼= ker(∆pabs[MY ]) et on note volHp(MY ;VZ)libre son covolume respectivement à la
métrique L2 sur ce dernier. On définit alors la torsion de Reidemeister absolue par :
τabs(MY ;VZ) =
dimX∏
p=0
(
|Hp(MY ;VZ)tors|
volHp(MY ;VZ)libre
)(−1)p
. (6.8)
Dans la suite on notera Hpabs(MY ;VC) l’espace Hp(MY ;VC) muni de la métrique L2. De la même
manière on définit la torsion de Reidemeister relative par
τrel(MY ;VZ) =
3∏
p=1
(
|Hp(MY , ∂MY ;VZ)tors|
volHp(MY , ∂MY ;VZ)libre
)(−1)p
. (6.9)
où l’on considère lesHp(MY , ∂MY ;VZ)libre comme des réseaux des espaces euclidiensHprel(MY ;V ) :=
ker ∆prel[MY ].
6.3.2 Application du théorème de Cheeger-Müller à bord
Le passage des torsions analytiques aux torsions de Reidemeister se fait dans le théorème
suivant.
Théorème 6.5. Soit ρ, V une représentation fortement acyclique de G. Soit Γ un réseau non-
uniforme G et Γn une suite de sous-groupes d’indice fini dans Γ, sans torsion qui soit cusp-
uniforme et telle que la suite Mn = Γn\H3 BS-converge vers H3. On suppose enfin que Γ
préserve un réseau VZ ⊂ V et soit τabs (resp. τrel) donné par (6.8) (resp. (6.9)) ci-dessus. Pour
toute suite Υn ∈ [1,+∞)hn telle que l’on ait Υnj ≥ Y nj (où Y n ∈ [1,+∞)hn est la suite de la
proposition 4.22) on a :
log TR(Mn;V )− log τrel(MΥnn ;VZ)
volMn
,
log TR(Mn;V )− log τabs(MΥnn ;VZ)
volMn
−−−→
n→∞
0. (6.10)
Démonstration. On écrit la démonstration pour des conditions absolues au bord mais elle reste
valable pour des conditions relatives. On commence par démontrer le résultat pour Υn = Y n.
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Si M est une variété hyperbolique de volume fini et Y ∈ [1,+∞)h on note g0 la métrique
hyperbolique sur MY et g1 une métrique Riemanienne sur MY qui soit égale à g0 sur MY/3 et
soit un produit près du bord,par exemple on peut prendre
g1(x) = dy2j + ψ(log(Yj/yj(x)))Y −2j + (1− ψ(log(Yj/yj(x))))y
−2
j
où ψ est une fonction lisse nulle sur [1,+∞) et égale à 1 au voisinage de 0. On pose gu =
ug1 + (1 − u)g0. Vu que le germe sur le bord des métriques gu ne dépend pas de M ou Y , par
[Che79, Theorem 3.27] il existe des fonctions lisses cp sur [0, 1] qui ne dépendent pas de M,Y
telles que l’on ait
d
du
(
log Tabs((MY , gu);V )− log τabs((MY , gu);VZ)
)
= vol(∂MY )
3∑
p=0
p(−1)pcp(u).
Par le théorème de Cheeger-Müller à bord de Brüning et Ma [BM11, Theorem 0.1] on a
Tabs((MY , g1);V ) = τabs((MY , g1);VZ) et il suit finalement que l’on a :
log Tabs(MY ;V )− log τabs(MY ;VZ)
volM = vol(∂M
Y )
∫ 1
0
3∑
p=1
(−1)ppcp(u)du (6.11)
Par le théorème 4.15, pour la suite Y n ∈ [1,+∞)hn on a
log Tabs(MY
n
n ;V )− log TR(Mn;V ) = o(volMn) (6.12)
et minj Y nj −−−→n→∞ +∞. Il vient
vol(∂MY nn ) ≤ (min
j
Y nj )−2 vol(∂M1n) = o(volMn)
et par (6.11) il suit que
log Tabs(MY ;V )− log τabs(MY ;VZ) = o(volMn). (6.13)
Le théorème est une conséquence immédiate de (6.12), (6.13) et du lemme suivant, dont la
preuve est semblable à ce que l’on a déjà fait.
Lemme 6.6. Pour toute suite Υn ∈ [1,+∞)hn telle que pour j = 1, . . . , hn on a Υnj ≥ Y nj , on a
(log Tabs(MY
n
n ;V )− log τabs(MY
n
n ;VZ))− (log Tabs(MΥ
n
n ;V )− log τabs(MΥ
n
n ;VZ))
volMn
−−−→
n→∞
0.
Démonstration. On commence par fixer une variété hyperbolique de volume fini M ayant h ≥ 1
cusps. Soit gu, u ∈ [1,+∞)h une famille lisse de métriques riemanniennes surM telle que (M, gu)
soit isométrique à Mu. Alors le germe de la métrique en un point du bord ne dépend pas de u
et d’après (6.11) on a donc pour tous Y ′, Y l’égalité
log(Tabs(MY ;V )/τabs(MY ;VZ))− log(Tabs(MY
′ ;V )/τabs(MY
′ ;VZ)) =
h∑
j=1
cp
∫ Y ′j
Yj
vol(Tj , gu)du
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où cp = cp(0) dans la notation de (6.11). On a vol(Tj , gu) = (Yj/u)2 vol(Tj , gY ) et il suit en
particulier que
log(Tabs(MY ;V )/τabs(MY ;VZ))− log(Tabs(MY
′ ;V )/τabs(MY
′ ;VZ))
≤ cp vol(∂M1) min(Yj)−2
∫ maxj Y ′j
minj Yj
u−2du ≤ cp vol(∂M1).
En particulier, on a
(log Tabs(MY
n
n ;V )− log τabs(MY
n
n ;VZ))− (log Tabs(MΥ
n
n ;V )− log τabs(MΥ
n
n ;VZ)) hn
ce qui conclut la preuve du lemme et du théorème.
6.3.3 Egalité asymptotique des torsions de Reidemeister
On démontre ici le résultat suivant, ce qui finit la preuve du théorème 6.4.
Proposition 6.7. Soit Γn comme dans l’énoncé du théorème 6.4. Il existe une suite Υn telle
que l’on ait
log τabs(MΥ
n
n ;VZ)− log τ(Mn;VZ)
volMn
−−−→
n→∞
0. (6.14)
On aura besoin de la proposition ci-dessous, dont la preuve est essentiellement contenue dans
[CV10, 6.8.3].
Proposition 6.8. Il existe des constantes C, c ne dépendant que de F telles que l’on ait les
propriétés suivantes. Soient Γ ⊂ G(F ) un sous-groupe de congruence, M = Γ\H3, h son nombre
de cusps, αj = α(ΓNj ) où N1, . . . , Nh sont des représentants des sous-groupes unipotents Γ-
rationnels et Y ∈ [1,+∞)h tel que Yj ≥ Cαj. Soient ω ∈ H1,0(∂M ;VC), f = E(s1V , ω) et fY la
projection de f |MY sur le sous-espace H1abs(MY ;VC). On a
‖f − fY ‖L2(MY ) ≤ C‖f‖L2(MY )e−cminj(Yj/2αj) vol(MY −MY/2).
Démonstration. On introduit une fonction lisse h : [1,+∞)→ [0, 1] telle que h(1) = 1, h(2) = 0
et on définit une fonction f ′Y sur MY par f ′Y = f − h(Y/y)(f − fP ) (où y = maxj yj). D’après
(4.21) on a
‖f − f ′Y ‖L2(MY ) ≤ ‖f − fP ‖L2(MY −MY/2)  ‖f‖L2(MY )e
−cminj(Yj/2αj). (6.15)
On vérifie maintenant que f ′Y vérifie des conditions absolues au bord : près du bord on a f ′Y = fP ,
vu que l’on a clairement dy ∧ ∗fP = 0 et que dfP = 0 on a bien f ′Y ∈ Ω1abs(MY ;VC). On peut
donc calculer :
∆1abs[MY ]f ′Y = ∆1[MY ]f ′Y = −∆1[MY ](h(Y/y)(f − fP )) = (fP − f)∆1[MY ]h(Y/y) (6.16)
et la norme L2 du côté droit est ≤ C‖f‖L2(MY )e−cminj(Yj/2αj).
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D’après le corollaire 4.19, quitte à augmenter C on peut supposer que si Yj ≥ Cαj le laplacien
∆1abs[MY ] n’a pas de valeur propre dans (0, λ0/2) pour Yj ≥ Cαj , et il suit alors de (6.15) et
(6.16) que l’on a
‖f − fY ‖L2(MY ) ≤ ‖f − f ′Y ‖L2(MY ) + ‖f ′Y − fY ‖L2(MY )
≤ ‖f‖L2(MY )
∫
MY −MY/2
(
h∑
j=1
e−cminj(yj(x)/αj))2dx
 12
+ 2
λ0
‖(fP − f)∆1[MY ]h(Y/y)‖L2(MY )
 ‖f‖L2(MY )
(∫
MY −MY/2
e−cminj yj(x)/αjdx
) 1
2
≤ ‖f‖L2(MY ) vol(MY −MY/2)e−cminj(Yj/αj)
où la dernière ligne suit de l’inégalité de Cauchy-Schwarz.
Démonstration de la proposition 6.7. Soit Υ ∈ [1,+∞)hn ; on a
τ(Mn;VZ)
τabs(MΥn ;VZ)
= volH
2(Mn;VZ)libre
volH2(MΥn ;VZ)libre
volH1(MΥn ;VZ)libre
volH1(Mn;VZ)libre
et on va donc montrer que pour p = 1, 2 on a
log volHp(Mn;VZ)libre − log volHp(MΥ
n
n ;VZ)libre = o(volMn)
pour une suite Υn bien choisie.
On traite p = 1, le cas p = 2 est similaire. Soit rn l’application de restriction H1(Mn;VC)→
H1(MΥn ;VC). Comme l’inclusion de MΥn dans Mn est une équivalence d’homotopie elle induit
un isomorphisme entre les groupes de cohomologie entière et on a ainsi
volH1(MΥn ;VZ)libre = |dét(rn)| volH1(Mn;VZ)libre
où le déterminant est pris pour des bases unitaires de chaque espace (l’espace à gauche étant
muni de la métrique définie par (6.5) et celui à droite de la métrique L2). On va donc montrer
que log |dét(rn)| = o(volMn) (en fait on va établir le résultat plus précis |rn|, |rn|−1 ≤ 1 + εn
pour une suite εn telle que b1(Mn;VC) log εn = o(volMn)).
On reprend la notation fΥ de la proposition 6.8, pour une forme fermée f on a alors rn[f ] =
[fΥ]. Pour majorer ‖fΥ‖L2(MY ) on écrit
‖fΥ‖L2(MΥ) ≤ ‖f‖L2(MΥ) + ‖f − fΥ‖L2(MΥ) ≤ (1 + Chn)‖f‖L2(MΥ) (6.17)
où la seconde inégalité suit de la proposition 6.8 et de la majoration grossière vol(MΥ−MΥ/2) ≤
Chn (où la constante est uniforme vu que Y nj /2αnj est borné et la suite Γn est cusp-uniforme).
On majore maintenant le côté droit en utilisant le lemme suivant.
Lemme 6.9. Soit Y = maxj Υj, a = s1V et In le niveau de Γn. Il existe des b, C > 0 (dépendant
de F et V ) tels que l’on a
(C−1Y a − C|In|b)‖[f ]‖H1(Mn) ≤ ‖f‖L2(MΥn ) ≤ C(Y
a + |In|b)‖[f ]‖H1(Mn). (6.18)
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Démonstration. Soit MYn la variété tronquée à hauteur (Y, . . . , Y ) ∈ [1,+∞)hn , de sorte que
MΥn ⊂MYn et ‖f‖L2(MY nn ) ≤ ‖f‖L2(MYn ) ≤ ‖T
Y f‖L2(Mn). D’après les relations de Maass-Selberg
(5.20) on a
‖T Y f‖2L2(Mn) ≤
Y 2s
1
V −1
2s1V − 1
‖ω‖2
L2∂M
+ Y
−2s1V +1
2s1V − 1
‖Φ+(s1V )ω‖2L2(∂M)
+ log Y ‖Φ+(s1V )ω‖L1(∂M) ‖ω‖L2(∂M) +
∥∥∥∥∥dΦ+(s1V + iu)du |u=0ω
∥∥∥∥∥
L2(∂M)
‖ω‖L2(∂M).
D’après la proposition 5.31 il vient
‖T Y f‖2L2(Mn)
|ω|2
L2(∂M)
 Y 2s1V + |In|c(1 + log Y ) Y 2a + |In|2c
et la majoration suit. La minoration se prouve de la même manière.
On a
hn ≤ hF |GIn/NIn | ≤ hF |In|2
et il suit donc de (6.17) et du lemme 6.9 qu’il existe un e > 0 tel que
‖fΥ‖L2(MΥ)  |In|eY e (6.19)
(on conserve la notation Y = maxj Υj).
La minoration de ‖fΥ‖L2(MΥ) est plus subtile. On écrit
‖fΥ‖L2(MΥ) ≥ ‖f‖L2(MΥ) − ‖f − fΥ‖L2(MΥ)
≥ (1− vol(MΥ −MΥ/2)e−cY/maxα
j
n) ‖f‖L2(MΥ)
où la seconde minoration suit de la proposition 6.8. On a maxαjn  |I|
1
2 et aussi vol(MΥ −
MΥ/2) hn  |In|2 et par le lemme 6.9 il vient
‖fΥ‖L2(MΥ) ≥ (1− C|In|2 exp(−c
Y
|In|
1
2
))(C−1Y a − C|I|b)‖[f ]‖H1(Mn). (6.20)
Pour tout A assez grand et la suite Υnj = |In|A−1 il suit de (6.19) et (6.20) que l’on a
1/2‖[f ]‖H1(Mn) ≤ ‖fY ‖L2(MΥnn ) ≤ C|In|
Ae‖[f ]‖H1(Mn).
On a donc |rn|−1 ≤ 2 et |rn| ≤ C|In|Ae et comme dimH1(Mn;VC) = hn il suit que
| log dét(rn)|  hn log |In|.
D’autre part on a vu dans les sections 5.2.3 et 5.2.5 que l’on a hn  [Γ : Γn]1−δ pour un δ > 0,
et il suit que le côté droit est un o(volMn), ce qui termine la preuve pour p = 1.
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6.4 Croissance de la torsion
On démontre ici le résultat suivant ; l’énoncé lui-même n’est pas extrêmement intéressant
mais la méthode de preuve n’est pas très loin de démontrer l’égalité.
Théorème 6.10. Soit Γn une suite de sous-groupes de congruence principaux ou de type Γ1
dans G(F ) et VZ = O2F . On a
lim sup
n→∞
log |H2(Mn;VZ)tors|
volMn
≤ −t(2)(V ). (6.21)
Démonstration. On a d’après les théorèmes 5.11 et 6.4 la limite
lim
n→∞
log
(
|H1(Mn;VZ)tors|
volH1(Mn;VZ)libre
volH2(Mn;VZ)libre
|H2(Mn;VZ)tors|
)
= t(2)(V ).
Le logarithme du numérateur est un o(volMn) par les lemmes 6.23 et 6.17 ci-dessous, et il suit
que l’on a
lim sup
n→∞
log |H2(Mn;VZ)tors|
volMn
≤ −t(2)(V )− lim inf
n→∞
log volH1(Mn;VZ)libre
et par le lemme 6.18 le côté droit est égal à −t(2)(V ).
6.4.1 Croissance du H0
Lemme 6.11. Soit Γn une suite de sous-groupes de congruence de Γ(OF ), Mn = Γn\H3. On a
log |H0(Mn;VZ)| = o(volMn)
Démonstration. On commence par prouver le résultat pour les groupes principaux. On montre
que l’on a NIVZ ⊂ (Γ(I) − 1)VZ pour un entier N ne dépendant que de n1, n2, de sorte que
|H0(MI;VZ)| ≤ (N |I|)dimV et log |H0(MI;VZ)| = O(log |I|) est bien un o(volMI).
Soient X∞ =
(
0 1
0 0
)
et X0 =
(
0 0
1 0
)
. Pour a ∈ I on a alors ηa = 1 + aX∞ ∈ Γ(I).
On considère d’abord le cas où n2 = 0, n1 = n ; on pose e1 = (1, 0) et e2 = (0, 1), la famille
en1 , e
n−1
1 e2, . . . , en2 est alors Z-base du module libre VZ. Soit N le produit de tous les coefficients
biniomiaux
(n
k
)
, on a alors Naen−k1 ek2 ∈ (Γ(I)− 1) pour tout k < n. En effet, on voit que aen2 =
ηa.(e1en−12 )− e1e
n−1
2 et comme d’autre part ηa.(e
k+1
1 e
n−k−1
2 )− e
k+1
1 e
n−k−1
2 est une combinaison
linéaire des el1en−l2 pour l ≥ k on peut démontrer ceci par une récurrence. On a aussi aen1 =
(1 + aX0)en−11 e2 − e
n−1
1 e2 ∈ (Γ(I)− 1)VZ, ce qui finit la preuve dans ce cas. On peut utiliser la
même démonstration pour le cas où n1 = 0 et le cas où n1, n2 6= 0.
Si H ⊂ GI est un sous-groupe propre on a une surjection H0(MH ;VZ)→ H0(MI;VZ). Si In
est le niveau de Γn on a donc log |H0(Mn;VZ)| = O(log |In|), et il suit du lemme 5.8 que l’on a
bien log |H0(Mn;VZ)| = o(volMn).
6.4.2 Homologie du bord
Complexes cellulaires
Soit T un tore, U un Z-module libre de rang fini et ρ : π1(T ) → SL(U). On suppose que T
est muni d’une structure cellulaire standard ayant une 2-cellule e2, deux 1-cellules e11 et e12 et un
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sommet e0, on note u1, u2 la base de π1(T ) associée (i.e. ui est représenté par le lacet e1i ). On a
alors un isomorphisme de Z-modules respectant les degrés C∗(T̃ ;U) ∼= C∗(T̃ ) ⊗ U qui descend
en un isomorphisme
C∗(T ;U) = C∗(T̃ ;U) ⊗
Z[π1(T )]
Z ∼= c∗(T )⊗ U
et les différentielles sont données par les formules suivantes :
d2(e2 ⊗ v) = e11 ⊗ (v − ρ(u2)v) + e12 ⊗ (ρ(u1)v − v),
d1(e1i ⊗ v) = e0 ⊗ (v − ρ(ui)v).
(6.22)
Torsion
Lemme 6.12. Soit Λ un réseau dans un groupe unipotent F -rationnel N , alors pour toute suite
Λn de sous-groupes deux à deux distincts de Λ on a
log |H0(Λn;VZ)tors|, log |H1(Λn;VZ)tors| = o([Λ : Λn]).
Démonstration. On démontre le résultat pour Λ = 1 + OFX∞ (où X∞ =
(
0 1
0 0
)
). On a
démontré dans la preuve du lemme 6.11 que si 1 + aX∞ ∈ Λ′ alors (Λ′ − 1)VZ ⊃ NaV Z, où
V Z = ker ρ(X∞). En particulier on a, si d = dimV :
|(VZ/(Λ′ − 1)VZ)tors| ≤ (N [Λ : Λ′])d
d’où le résultat pour H0 suit immédiatement.
On écrit Λ′ = Zu1⊕Zu2. D’après (6.22),H1(Λ′;VZ) est un sous-module de (VZ⊕VZ)/ im(ρ(u1)−
1)⊕ (ρ(u2)− 1). La Z-torsion de ce dernier module se plonge dans
VZ/(im(ρ(u1)− 1)⊕ VZ(ρ(u2)− 1)).
On a vu que ce dernier module a une torsion d’ordre inférieur à (N |u1|2×N |u2|2)d  [Λ : Λ′]4d,
ce qui finit la preuve.
Volumes
On suppose que VZ = O2F , et on fixe une composante T du bord de M . Le sous-espace
H1,0(T ;VC) ⊂ H1(T ;VC) est rationnel et on note H1,0(T ;VZ) son intersection avec H1(T ;VZ) ;
on définit de même H0,1(T ;VZ).
Lemme 6.13. Le réseau H1,0(T ;VZ)⊕H0,1(T ;VZ) est d’indice  (volT )4 dans H1(T ;VZ).
Démonstration. On peut choisir une décomposition cellulaire de T comme plus haut telle que
les éléments u1, u2 ∈ π1(T ) associés à e11, e12 vérifient volT  |u1| × |u2|. On fixe des vecteurs
v1, v2 ∈ VZ tels que v1 soit fixé par tous les éléments de π1(T ) et v1, v2 engendrent VZ sur OF .
On a alors ρ(u1)v2 = v2 + a1v1, ρ(u2)v2 = v2 + a2v1 pour des a1, a2 ∈ OF ; de plus |ai|  |ui|.
On pose
θ1 = e11 ⊗ v1, ω1 = dz ⊗ v2,
θ2 = (a2e11 − a1e12)⊗ v2 ω2 = dz̄ ⊗ v1.
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On vérifie que θ1, θ2 sont des cycles entiers qui engendrent (sur OF ) un réseau d’indice |a1a2|2
dans H1(T ;VZ). Par ailleurs ω1, ω2 sont des formes fermées et on calcule que
(ω1, θ1)T = a1, (ω2, θ2)T = 2a1a2,
(ω1, θ2)T = (ω2, θ1)T = 0
et il suit que ω1, ω2 sont entières et engendrent un réseau d’indice  |a1a2|4  (volT )4 dans
H1(T ;VZ).
Lemme 6.14. On a | log volHp(∂M ;VZ)libre| = o(volMn) pour p = 0, 1, 2, (0, 1) et (1, 0).
Démonstration. Pour p = 0, 2 la preuve est laissée au lecteur. D’après le lemme précédent, le
résultat pour p = 1 suit de celui pour (0, 1) et (1, 0). On a par ailleurs, en gardant la notation
de la preuve du lemme précédent :
(volT )−2|ω1|2  volH1,0(T ;VZ) |ω1|2
d’où il suit bien que log volH1,0(T ;VZ)  log volT , et de la même manière on démontre que
log volH0,1(T ;VZ) log volT .
6.4.3 Torsion dans le H1
On travaille dans cette section avec le système local donné par la représentation canonique
de Γ(OF ) sur VZ = O2F . On a alors une forme bilinéaire φ non-dégénérée et Γ(OF )-invariante sur
VZ×VZ donnée par φ(x, y) = x1y2−x2y1, de sorte que pour toute variétéM = Γ\H3,Γ ⊂ Γ(OF )
on a une forme de Kronecker sur H1(M ;VZ)×H1(M ;VZ). On aura besoin du fait suivant pour
exploiter ceci.
Lemme 6.15. Soient A ∈ Hom(Zm,Zn) et B ∈ Hom(Zn,Zm) tels que pour tout ϕ ∈ Hom(Zm,Z)
et v ∈ Zn on ait (ϕ,Bv) = (ϕ ◦ A, v). Alors Zm/BZn et Zn/AZm ont les même sous-groupe de
torsion.
Démonstration. Si on fixe des bases de Zn et Zm les matrices de A et B sont transposées l’une
de l’autre et ont donc les mêmes facteurs élémentaires.
Lemme 6.16. On a
log |H1(Mn;VZ)tors|
volMn
−−−→
n→∞
0. (6.23)
Démonstration. Tous les groupes de (co)homologie sont à coefficients dans VZ. L’existence de la
forme de Kronecker, la propriété de naturalité (12) (cf. 0.1.3) et le lemme 6.15 impliquent que
[H2(M)libre : (im i2∗)libre] = [H2(∂M)libre : (im i∗2)libre]
et il vient alors
[H2(M)libre : (im i2∗)libre] = [H0(∂M)libre : im(δ1)libre] ≤ |H0(M)|
où l’égalité est obtenue par dualité de Poincaré (proposition 0.20) et la majoration est une consé-
quence du segment H1(M,∂M)
δ1−→ H0(∂M) → H0(M) de la suite exacte longue d’homologie.
En utilisant une nouvelle fois la dualité de Poincaré on obtient que
[H1(M,∂M) : im δ0] = [H2(M)libre : (im i2∗)libre] ≤ |H0(M)tors|. (6.24)
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D’autre part la suite exacte longue de cohomologie de M,∂M contient la séquence
H0(∂M) δ0−→ H1(M,∂M)→ H1(M)→ H1(∂M)
d’où il suit que
log |H1(M)tors| ≤ log[H1(M,∂M) : im δ0] + log |H1(∂M)tors|
≤ log |H0(M)tors|+ log |H1(∂M)tors|
où la seconde ligne suit de (6.24). Le côté droit est un o(volMn) par ce qui précède et les lemmes
6.11 et 6.12, ce qui finit la preuve.
6.4.4 Volume du H2
Lemme 6.17. Soit VZ = O2F , on a
log volH2(Mn;VZ)libre
volMn
−−−→
n→∞
0. (6.25)
Démonstration. L’application i∗2 : H2(Mn;VC) → H2(∂Mn;VC) est une isométrie d’après la
définition (6.6) du produit hermitien sur H2(Mn;VC). De plus en utilisant la suite exacte on
obtient
[H2(∂Mn;VZ) : im i∗2] = |H3(Mn, ∂Mn;VZ)| = |H0(Mn;VZ)|
et il suit donc que
| log volH2(Mn;VZ)libre| ≤ log |H0(Mn;VZ)|+ | log volH2(∂M ;VZ)|
et le côté droit est un o(volMn) d’après les lemmes 6.11 et 6.14.
6.4.5 Volume du H1
Le plongement H1(Mn;VC) → H1(∂Mn;VC) est isométrique par définition de la métrique
sur H1(Mn;VC) et son image est donnée par
{ω + Φ+(s1V )ω, ω ∈ H1,0(∂Mn;VC)}.
Soit π la projection orthogonale de H1(∂Mn;VC) sur H1,0(∂Mn;VC), alors d’après le lemme
6.13 l’image π(H1(∂Mn;VZ)) contient H1,0(∂Mn;VZ) avec indice  (volMn)4hn . Comme
vol π(i∗1H1(Mn;VZ)) ≤ vol i∗1H1(Mn;VZ)
on obtient que
volH1(Mn;VZ) (volMn)4hn volH1,0(∂Mn;VZ)
et avec le lemme 6.14 on obtient ainsi le résultat suivant.
Lemme 6.18. On a
lim inf
n→∞
log volH1(Mn;VZ)
volMn
≥ 0.
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Si ω est entière (i.e. prend des valeurs entières sur les cycles de Z1(∂M ;VZ)) alors E1(ω)
est rationnelle (cf. [Har87]). Il existe donc un entier N ≥ 1 tel que NE1(ω) ∈ H1(Mn;VZ) pour
toute ω ∈ H1,0(∂M ;VZ). Si on note
L = {(ω,Φ+(s1V )ω), ω ∈ H1,0(∂Mn;VZ)}
on a donc NL ⊂ i∗1H1(Mn;VZ). D’autre part,
volL = dét(1 + Φ+(s1V )∗Φ+(s1V )) volH1,0(∂Mn;VZ)
et il suit finalement que
volH1(Mn;VZ) ≤ Nhndét(1 + Φ+(s1V )∗Φ+(s1V )) volH1,0(∂Mn;VZ).
Il suit de la la proposition 5.31 que dét(1 + Φ+(s1V )∗Φ+(s1V )) |In|C pour un C > 0 (où In est
le niveau de Γn) et d’après le lemme lemme 5.8 ceci implique que log dét(1+Φ+(s1V )∗Φ+(s1V )) =
o(volMn). Avec le lemme 6.14 on obtient donc que le côté droit est égal à hn logN + o(volMn).
On voit ainsi que si l’on savait que hn logN = o(volMn) (par exemple si N était à croissance
polynomiale en |In|) on aurait en fait
lim
n→∞
log volH1(M ;VZ)
volMn
= 0.
Le problème d’estimer N est lié (via l’expression (5.25) pour les opérateurs d’entrelacement) à
des problèmes d’intégralité de valeurs de fonctions L. On réfère à [CV10, Section 6.6] pour une
discussion de ce sujet en rapport avec le problème traité ici. Les propriétés arithmétiques des
valeurs spéciales de fonctions L sont aussi discutées dans [Ber08].
6.5 Une autre méthode
On peut court-circuiter la méthode indiquée ci-dessus par une astuce géométrique (l’existence
de relevés acycliques) et un peu d’algèbre homologique pour démontrer le résultat suivant.
Théorème 6.19. Soit F un corps de nombres quadratique imaginaire, n1 6= n2 et VZ =
Symn1 O2F ⊗ Symn2 O
2
F . Soit Γn une suite de sous-groupes de congruence principaux ou de type
Γ1 deux à deux distincts. Il existe une suite de sous-groupes Γ′n ⊂ Γn d’indice 2 telle que l’on ait
lim inf
n→∞
log |H1(Γ′n;VZ)tors|
vol(Γ′n\H3)
≥ −12 t
(2)(Vn1,n2). (6.26)
6.5.1 Relèvements acycliques
Soit M une 3-variété hyperbolique complète de volume fini (orientée), on fixe une monodro-
mie π1(M) → PSL2(C). On dit qu’un réseau Γ ⊂ SL2(C) est un relevé de π1(M) à SL2(C) s’il
se projette bijectivement sur π1(M) sous l’applcation SL2(C)→ PSL2(C). Un résultat classique
(voir par exemple [Cul86, Corollary 2.3] affirme qu’un tel relevé existe toujours, et on a en fait
le résultat suivant (cf. [MP11, Proposition 2.7]).
Lemme 6.20. L’ensemble des relevés de π1(M) ⊂ PSL2(C) à SL2(C) est en bijection avec
Hom(π1(M),Z/2) = H1(M ;Z/2). De plus il existe un tel relevé Γ qui vérifie Γ ∩ P 6⊂ N pour
tout parabolique Γ-rationnel.
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Démonstration. On fixe un relevé Γ de π1(M) à SL2(C) et on identifie le préimage totale Γ
de π1(M) dans G = SL2(C) avec Γ ⊕ Z/2. Pour α ∈ Hom(π1(M),Z/2) = Hom(Γ,Z/2) le
sous-groupe
Γα = {(γ, α(γ)), γ ∈ Γ} ⊂ Γ
est alors un relevé de π1(M). Réciproquement, si Γ′ ⊂ G est un relevé de π1(M) on peut définir
un morphisme α : π1(M) → Z/2 par γ 7→ ε où (γ, ε) ∈ Γ est l’unique préimage de γ dans Γ′ et
on a alors Γ′ = Γα, ce qui prouve que l’application α 7→ Γα est une bijection.
La seconde partie du lemme est beaucoup plus profonde : c’est une conséquence du théo-
rème de chirurgie de Dehn hyperbolique de Thurston et de l’interprétation des relevés comme
structures de spin sur M : on refère à [MP11, Proposition 2.7] pour la preuve complète.
On fixe un relevé Γ de π1(M) qui vérifie ΓP 6⊂ N pour tous les paraboliques Γ-rationnels.
On a alors une repreésentation linéaire π1(M) ∼= Γ ⊂ G → SL(V ) et on note VΓ le système de
coefficients sur M associé. Noter que si α ∈ H1(Γ;Z/2) et Cα est la représentation de dimension
1 de Γ associée on a un isomorphisme π1(M)-équivariant VΓα → Cα ⊗ VΓ. Notre but est de
démontrer le résultat suivant, qui justifie l’appellation “relevé acyclique” pour Γ.
Proposition 6.21. On fixe M,Γ comme ci-dessus et V = Vn1,n2 avec n1 − n2 impair. Alors
l’homologie H∗(M ;VΓ) est nulle.
Démonstration. Comme on est dans le cas fortement acyclique il suffit de montrer queH∗(T ;V ) =
0 pour toute composante T de ∂M . Pour H0 c’est trivial vu que si tr(η) = −1 on a im(ρ(η)−1) =
V . Par dualité il suit que l’on a aussi H2 = 0, et comme la caractéristique de Poincaré de T est
nulle il suit que H1 = 0.
6.5.2 Preuve du théorème 6.19
Par le lemme 6.20 et la proposition 6.21 on obtient que pour tout n il existe un αn ∈
Hom(Γn,Z/2) tel que H∗(Γn;αn ⊗ V ) = 0. On peut par ailleurs appliquer les théorèmes 4.14 et
6.5 à la suite de sous-groupes Γn,αn et comme il n’y a pas d’autre terme que la torsion dans la
définition (6.8) on obtient :
lim
n→∞
1
volMn
log
( |H1(Mn;αn ⊗ VZ)tors|
|H0(Mn;αn ⊗ VZ)tors|
)
= −t(2)(V ). (6.27)
Le théorème 6.19 est alors une conséquence immédiate de (6.27), du lemme 6.11 et du résultat
suivant.
Lemme 6.22. Soit Γ′n = kerαn, on a
log |H0(Γn;VZ ⊗ αn)tors|, log |H0(Γ′n;VZ) = o(volMn), (6.28)
log |H1(Γ′n, VZ)tors| ≥ log |H1(Γn, αn ⊗ VZ)tors|+ o(volMn). (6.29)
Démonstration. Les asymptotiques (6.28) sont prouvées exactement comme dans le lemme 6.11
ci-dessus.
Par ailleurs, la restriction de αn ⊗ VZ au sous-groupe Γ′n est isomorphe à celle de VZ et la
suite spectrale de Hochschild-Serre permet alors d’obtenir la suite exacte suivante :
H2(Γn;V ′Z)→ H2(Γn/Γ′n;H0(Γ′n;VZ))→ H1(Γ′n;VZ)Γn/Γ′n →
→ H1(Γn;αn ⊗ VZ)→ H1(Γn/Γ′n;H0(Γ′n;VZ))→ 0
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(cf. [Bro82, Corollary 6.4 in Chapter VII]) ; on rappelle que pour un groupe H et un H-module
M on désigne par MH le quotient M/(H − 1)M . Vu que Γn/Γ′n ∼= Z/2 on en tire :
A⊗ Z/2→ H1(Γ′n;VZ)Γn/Γ′n → H1(Γn;αn ⊗ VZ)→ B ⊗ Z/2→ 0
où A,B sont des quotients de H0(Γ′n;VZ) de sorte que (6.28) implique que l’on a
|(H1(Γ′n;VZ)Γn/Γ′n)tors| = (1 + o(volMn))|H1(Γn;αn ⊗ VZ)tors| (6.30)
Il reste à voir que la torsion du terme de gauche n’est pas beaucoup plus grande que celle de
H1(Γ′n;VZ), et pour ceci on doit montrer que la partie libre de ce dernier ne s’y envoie pas sur des
classes de torsion d’ordre trop grand. On note π la projection de H1(Γ′n;VZ) sur H1(Γ′n;VZ)Γn/Γ′n
et σ l’élément non-trivial de Γn/Γ′n ; pour tout v ∈ H1(Γ′n;VZ) on a 2v = (v + σ.v) + (v − σ.v),
d’où suit 4π(v) = 2π(v + σ.v) vu que π(v − σ.v) est de la 2-torsion. Comme π est injective sur
l’image de l’application v 7→ v + σ.v on obtient
|(H1(Γ′n;VZ)Γn/Γ′n)tors| ≤ 2
b1(Γ′n;VC)|H1(Γ′n;VZ)tors|
et la conclusion suit enfin de (6.30) vu que b1(Γ′n;VC) = o(volMn).
Annexe A
Sous-groupes aléatoires invariants
des groupes de Lie simples
Le but de cet appendice est de donner une idée de la démonstration du théorème 4.1 et de
décrire quelques constructions pour les groupes SO(n, 1).
A.1 Convergence de Benjamini-Schramm et sous-groupes aléa-
toires invariants
Si G est un groupe topologique localement compact l’ensemble SubG des sous-groupes fermés
est muni d’une topologie naturelle appelée topologie de Chabauty. Une base d’ouverts est formée
par les
{H ∈ SubG, H ∩K = ∅} et {H ∈ SubG, H ∩ U 6= ∅}
où K (resp. U) parcourt les compacts (resp. ouverts) de G. L’espace SubG est alors un espace
métrisable compact sur lequel G agit continûment par H 7→ gHg−1. Un sous-groupe aléatoire
de G est une mesure de probabilité Borélienne sur SubG et il est dit invariant si G préserve cette
mesure. On abréviera sous-groupe aléatoire invariant en SAI dans la suite. Pour les propriétés
de base des SAI on renvoie à [ABB+, Section 2].
Si H ∈ SubG on a une application naturelle et G-équivariante v
G/H → SubG, gH 7→ gHg−1.
Si H = Γ est un réseau de G cette application permet de définir un SAI µΓ de G en poussant
en avant la mesure de probabilité G-invariante sur G/Γ. Si G est un groupe de Lie simple le
résultat suivant est un corollaire de la preuve de Furstenberg du théorème de densité de Borel,
cf. [ABB+, Theorem 2.3].
Proposition A.1. Si G est un groupe de Lie simple alors les SAI de G qui ne sont pas la masse
de Dirac en G ou {1G} sont supportés sur les sous-groupes discrets et Zariski-denses.
On va maintenant définir rigoureusement la convergence de Benjamini-Schramm dans le
cas général. Soit S l’ensemble des variétés Riemanniennes complètes localement isométiques à
S = G/K, i.e. l’ensemble des quotients de S par des sous-groupes discrets sans torsion de G.
Soit encore
XR = {BX(x,R), X ∈ S, x ∈ X}
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qui est un espace métrique localement compact quand on le munit de la topologie de Gromov-
Hausdorff pointée (on pointe une boule en son centre). Si µ est une mesure sur SubG supportée
sur les sous-groupes discrets on définit une mesure mR(µ) sur XR par :
mR(µ)(A) = µ{Γ ∈ SubG, BΓ\S(K,R) ∈ A}.
On dit qu’une suite Mn = Γn\S de quotients de volume fini de S BS-converge si la mesure
mR(µΓn) a une limite faible. On a alors le résultat suivant (cf. [ABB+, Lemma 3.6]), qui montre
en particulier que la limite d’une suite BS-convergente peut être interprétée comme un SAI.
Proposition A.2. Soit Γn une suite de réseaux de G et µ un SAI de G. Alors la suite de mesures
µΓ converge faiblement vers µ si et seulement si pour tout R > 0 la suite Γn\S BS-converge vers
mR(µ).
On a défini plus haut la “BS-convergence vers S” (cf. (4.1)), dans le cadre des IRS elle
s’interprète donc comme suit.
Corollaire A.3. La suite Γn\S BS-converge vers S si et seulement si µΓn converge faiblement
vers la masse de Dirac en {1G}.
A.2 Théorème de Nevo-Stück-Zimmer et BS-convergence en rang
supérieur
Un SAI µ est dit ergodique s’il n’existe pas de Borélien A de SubG qui soit G-invariant et
tel que µ(A) 6= 0, 1. En rang supérieur on a la classification suivante des SAI ergodiques, due à
Nevo, Stück et Zimmer.
Théorème A.4. Soit G un groupe de Lie simple de rang ≥ 2. Alors tout SAI ergodique de G
est égal à la masse de Dirac en G ou {1G} ou à un µΓ pour un réseau Γ de G.
Couplé avec les résultats suivants et le corollaire A.3 on obtient le théorème 4.1.
Proposition A.5. Soit Γn une suite de réseaux dans un groupe de Lie simple G ayant la
propriété (T ) ;
(i) On ne peut pas avoir µΓn → δG ;
(ii) Si Γ est un réseau de G on ne peut pas avoir µΓn → µΓ ;
(iii) Toute valeur d’adhérence de (µΓn) est un SAI ergodique de G.
Le point (i) est un fait général, cf. [ABB+, Proposition 2.1] ; (ii) et (iii) sont des conséquences
de la propriété (T ) de Kazhdan, cf. [ABB+, Lemma 4.6, Lemma 4.8].
A.3 Sous-groupes aléatoires invariants en rang 1
Dans cette section on montre que le théorème de Nevo-Stück-Zimmer n’est pas vrai pour des
groupes de rang 1. Pour les groupes SO(n, 1) en particulier on a des contructions assez diverses
de SAI.
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A.3.1 Induction
Soit µ un SAI d’un réseau Γ dans un groupe de Lie G. On a une application naturelle
G× SubΓ 3 (g,Λ) −→ g−1Λg ∈ SubG
qui descend au quotient (G×SubΓ)/Γ (où Γ agit par (g,Λ)γ = (gγ, γ−1Λγ)). Soit λ une mesure de
Haar de G, alors λ⊗µ est Γ-invariante et descend en une mesure de volume fini sur (G×SubΓ/)Γ
et son poussé en avant définit un SAI de G, que l’on appelle le SAI induit par µ.
En particulier, si un réseau Γ de G a un sous-groupe distingué Λ d’indice infini on obtient
un SAI µ de Γ en prenant la masse de Dirac en Λ et la construction ci-dessus donne un SAI
ergodique de G supporté sur les conjugués de Λ, ce qui montre que le théorème de Nevo-Stück-
Zimmer ne s’étend à aucun groupe de rang 1 (pusque tous les réseaux des groupes de rang réel 1
possèdent de tels sous-groupes distingués). En-dehors des groupes libres non-abéliens (L. Bowen,
[Bow12]), d’exemples non-archimédiens similaires (S. Mozes, non publié) et des groupes qui se
surjectent virtuellement sur les premiers (parmi lesquels les réseaux de SL2(C) et de nombreux
exemples dans les SO(n, 1), n ≥ 4 on ne connaît pas d’exemple de SAI de groupes discrets qui
ne provienne pas d’un sous-groupe distingué.
A.3.2 Variétés hybrides et SAI de SO(n, 1)
On présente maintenant la construction de SAI dans G = SO(n, 1) qui ne sont pas induits
par des SAI de réseaux : en fait leur support est disjoint des SubΓ pour Γ un réseau de G. La
construction utilise des idées de [GPS88]. Le fait suivant est bien connu, cf. [ABB+, Section 13].
Proposition A.6. Il existe des n-variétés arithmétiques noncommensurables compactes M0,M1
et une n−1-variété hyperbolique compacte Σ qui se plonge comme une hypersurface non-séparante
dans M0 et M1.
On note Na la complétion de Ma − Σ, ce sont toutes les deux des variétés compactes à
bord totalement géodésique isométrique à deux copies de Σ, on fait un choix d’étiquettes ± et
d’identification à Σ pour toutes ces composantes et on les note Σ±a . Pour α ∈ {0, 1}Z soit :
Nα =
⊔
i∈Z
Nαi × {i}
 /(i+αix, i) ∼ (i−αi+1x, i+ 1) (i ∈ Z, x ∈ Σ)
Pour toute mesure de probabilité ν sur {0, 1}Z on peut alors définir un SAI µν de SO(n, 1) en
choisissant un repère orthonormé aléatoire dans Nα0 × {0} ⊂ Nα où α est une suite ν ′-aléatoire
et
ν ′(A) =
∫
A vol(Nα0)dν(α)∫
{0,1}Z vol(Nα0)dν(α)
.
Si ν est invariante par décalage alors µν est un SAI, et si elle est ergodique il l’est aussi.
Si ν est supportée sur une une orbite périodique du décalage engendrée par une suite α
de prériode k alors µν est induit du réseau cocompact Γα qui est la monodromie de la variété
compacte
Mα =
 ⊔
i∈Z/k
Nαi × {i}
 /(i+αix, i) ∼ (i−αi+1x, i+ 1) (i ∈ Z/k, x ∈ Σ)
et du sous-groupe distingué qui est le groupe fondamental de Nα. Dans le cas contraire µν a
un support non dénombrable (homéomorphe à un Cantor) et on a le résultat suivant [ABB+,
Theorem 13.5].
170 Annexe A. Sous-groupes aléatoires invariants des groupes de Lie simples
Théorème A.7. Si n ≥ 3 et α est une suite non-périodique la variété Nα n’a pas de quotient
compact. En particulier, si la mesure ergodique ν n’est pas supportée sur une orbite finie le SAI
µν n’est pas un SAI induit.
A.3.3 Variétés hyperboliques de petite dimension
En dimensions 2 et 3 on a d’autres exemples de SAI non-induits, utilisants des constructions
gémoétriques propres à ces dimensions (le recollement de pantalons en dimension 2 et–entre
autres–les “mapping tori” des difféomorphismes pseudo-Anosov en dimension 3). On refère à
[ABB+, Section 12].
A.4 Construction de variétés hyperboliques réelles non com-
mensurables
Une partie des techniques utilisées pour démontrer le théorème A.7 peuvent être adaptées
pour prouver le résultat suivant [Rai12a, Theorem 1.1].
Théorème A.8. Soit n ≥ 3 ; il existe des V,K > 0 qui ne dépendent que de n telles que pour
tout entier m ≥ V il existe au moins 2m variétés hyperboliques compactes de dimension n qui
sont non-commensurables et qui ont toutes le même volume v ≤ Km.
On peut voir ce résultat comme donnant une borne inférieure explicite dans le théorème de
Wang [Wan72] qui affirme que pour n ≥ 4 et v > 0 il n’y a qu’un nombre fini de n-variétés
hyperboliques de volume inférieur à v. Pour ce problème il existe déjà des résultats donnant une
borne bien meilleure ; par exemple dans [BGLM02] il est prouvé que pour m assez grand il y a
au moins m! variétés hyperboliques de dimension n ayant le même volume inférieur à K ′m (où
K ′ dépend de n). Cependant toutes ces variétés sont obtenues comme revêtements d’une variété
fixée et le résultat ci-dessus est donc essentiellement différent de ce dernier ou de ceux prouvés
par V. Emery [Eme12] ou B. Zimmermann [Zim94]. Un corollaire immédiat en est :
Corollaire A.9. Soit Lcom(v) le nombre de classes de commensurabilité de n-variétés hyperbo-
liques qui contiennent un élément de volume inférieur à v. On a
lim inf
v→∞
logLcom(v)
v
> 0.
Comme il y a au moins un élément maximal par classe de commensurabilité il suit aussi du
théorème A.8 que pour v ≥ V il existe au moins 2
v
K réseaux maximaux de covolume inférieur
à v. Il a été démontré par M. Belolipetsky [Bel07] que le taux de croissance des sous-groupes
arithmétiques maximaux est sous-exponentiel et on a donc le résultat suivant.
Corollaire A.10. On note Lmax(v) (resp. La,max(v)) le nombre de classes de conjugaison de
réseaux cocompacts maximaux dans SO(1, n) (resp. le nombre de celles qui sont arithmétiques)
de covolume inférieur à v. Alors Lmax est au moins exponentiel, en particulier on a
lim
v→∞
logLa,max(v)
logLmax(v)
= 0.
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A.5 Une idée de la preuve des théorèmes A.7 et A.8
Le théorème A.8 est une conséquence immédiate du résultat suivant [Rai12a, Proposition
2.1] et d’un dénombrement trivial.
Proposition A.11. Soient α, β ∈ {0, 1}Z/m. Les variétés hyperboliques Mα1,...,αm et Mβ1,...,βm
sont commensurables si et seulement s’il existe un p ∈ Z/m tel que l’on ait ∀j, αj+p = βj ou
bien ∀j, αp−j = βj.
Le principal ingrédient de la preuve de cette proposition est le lemme suivant, qui est prouvé
en utilisant des arguments inspirés de [GPS88].
Lemme A.12. Si W est une variété hyperbolique complète, N ′0, N ′1 sont des revêtements finis de
N0, N1 respectivement et ι0, ι1 des plongements N ′0, N ′1 ↪→W alors ι0(N ′0)∩ι1(N ′1) est d’intérieur
vide.
Le théorème A.7 est nettement plus dur à prouver. Cependant il est assez facile de montrer
que Nα n’admet aucune isométrie d’ordre infini (et donc qu’elle n’a pas de quotient Galoisien)
en utilisant le lemme A.12 et la proposition A.11 (cf. [ABB+, Corollary 13.12]). Le cas général
utilise un argument semblable (mais plus compliqué) une fois qu’on a démontré (cf. [ABB+,
Lemma 13.17]) :
Lemme A.13. Si Nα a un quotient compact il existe un revêtement fini de Nα qui admette une
isométrie d’ordre infini.
La preuve de ce dernier lemme utilise des résultats profonds et très récents de I. Agol et D.
Wise (cf. [ABB+, Proposition 13.14]).
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