INTRODUCTION
HE HYPERCUBE parallel multiprocessor architecture T has been the topic of much recent research. It has been shown to be a very versatile architecture [l5] capable of efficiently simulating networks such as rings [lo] , grids [6] , same time, the hypercube has been shown to be very robust This paper attempts to further demonstrate the versatility and robustness of the hypercube by showing how a full binary tree can be embedded into a faulty hypercube. We consider a strong fault model in which a faulty node can neither compute nor communicate with its neighbors. Thus the embedding should avoid all the faulty nodes, faulty links as well as links which are nonfaulty but adjacent to a faulty node. There are two different versions of this embedding problem. The [71,[81, [111 and trees [31,[41, PI, 1141, [171, [181-[211 speciJied root embedding problem is to embed an (nl)-tree into an n-cube with unit dilation and load. Moreover, the root of the tree must be mapped to a specijied hypercube node.
Note that even when there are no faults, an (n -1)-tree is the largest full binary tree that can be embedded into an n-cube [4] , [18] , [19] , [20] . The variable root embedding problem is similar but the root can be mapped to any nonfaulty node. Thus there are fewer restrictions on the embedding and hence more faults can be tolerated. It was shown in [9] that up to n -1 -rlognl faults can be tolerated in the variable root problem. Recently, [21] showed the existence of a variable root embedding which can tolerate up to f2(nz/ logn) faults. However, their method is non-recursive and non-constructive. For the specified root embedding, [21] also derived a method to tolerate [n/41 faults.
This paper presents three new results in regards to both the specified and variable root embedding problems:
i) for the specified root embedding problem, a novel algo-
time-optimaZ-O( [TI)
where IT\ = size of the full binary tree, largest full binary tree that can be embedded-an (n -1)-tree into an n-cube, maximum number of worst-case faults that can be tolerated-(n -2) faults, totally recursive in nature for all but one situation. It can be shown that that situation is impossible to be solved by any total recursive embedding algorithm.
rithm which is optimal in the following sense:
ii) for the variable root embedding problem, another novel method which is constructive and is based on combinatorial counting and recursive embedding. This method can tolerate up to 2n-3-[log n1 faults, which is asymptotically the optimal (maximum) number of faults that can be tolerated by any recursive embedding algorithm. iii) for the variable root embedding problem, no more than O ( l / f i ) x 2* faults can be tolerated in the worst case. Furthermore, the result holds even if we allow unbounded dilation and 0(1) load.
II. DEFINITIONS AND NOTATIONS
A hypercube of n dimensions (called an n-cube) is an undirected graph of 2" nodes each having a unique n-bit label.
?Lvo nodes are connected by a link if and only if their labels differ in exactly one bit position. We shall refer to nodes by 270 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 6, NO. 3, MARCH 1995 their labels. Furthermore, a node having a 0 (or 1) as the kth bit of its label is said to have a 0 (or 1) in dimension k, with the first bit or dimension taken to mean the leftmost bit.
Two nodes differing in the ith dimension only are said to be neighbors of each other on dimension i.
To specify subcubes of the n-cube, we use strings of length n consisting of Us, 1's and *'s only. A string of length n with exactly m *'s describes an m-cube within an n-cube. For example, *01** denotes the 3-cube comprised of the eight nodes 00100,00101,00110,00111, 10100, 10101, 10110 and 10111 of a 5-cube.
Afull binary tree with n levels of nodes (or 2" -1 nodes) is called an n-tree. The levels are numbered from 0 to n -1, with the root being at level 0. Nodes at level i are denoted by strings of length i consisting of L's and R's only. In particular, the empty string E specifies the root and if T is a string denoting a tree node, LT and RT specify respectively the left and right son of that node. An embedding of a binary tree into a hypercube is a mapping from nodes of the tree to nodes of the hypercube. It is said to have unit dilation and load if and only if at most one tree node is mapped to each hypercube node and adjacent nodes in the tree are mapped to adjacent nodes in the hypercube. From now on, embedding refers to one with unit dilation and load unless otherwise stated.
To specify the (unit dilation and load) embedding, we define H[T] as the hypercube node to which tree node T is mapped. As our embedding methods are recursive, it will'be convenient to have some notations for specifying the subproblems. Thus we define C [ T ] as the subcube in which we want to embed the subtree rooted at T . Furthermore, T-embedding refers to the embedding of the subtree rooted at T within C[T], with T mapped to H [ T ] .
SPECIFIED ROOT TREE EMBEDDING
In this section, we consider the problem of specified root tree embedding. Our main result is the following. Theorem 3.1: For all n 2 2 and 0 5 f 5 n -2, there exists an embedding of an (n -1)-tree into an n-cube containing f faulty nodesflinks with the root of the tree mapped to a specified nonfaulty node S in the hypercube.
Note that n -2 faults are the maximum that can be tolerated when the root is specified, Thus, n -2 is the fault-tolerance capacity of an n-cube. For exampIe, if there were n -1 faulty nodes neighboring the specified node S, embedding would be impossible. On the other hand, Theorem 3.2 shows that faults can be ignored if they are far away from the root. To simplify the proof for Theorem 3.1, we assume, without loss of generality, that i) exactly n -2 faults with Hamming use F in any embedding. distance <n -2 from S are in the n-cube, ii) all of the faults are node faults, as link faults can be handled by treating either of the two nodes connected by the link as faulty, and iii) S = 0". We prove the theorem by actually constructing an embedding, i.e., performing the €-embedding with H[E] = 0"
and C[E] = *". The construction is based on two techniques: cube splitting and node borrowing.
A. Cube Splitting and Node Borrowing
The idea of cube splitting is to map L and R to two nonfaulty neighbors of H [ E ] and then embed the subtrees rooted at L and R into two disjoint subcubes. 
embeddings. (Note that H(L] lies in C[L] while H[R] =
Oj-llOn-j for some j # i must be in C [ R ] . ) By recursively splitting the subcubes on suitable dimensions, we can derive an embedding in most circumstances. This type of embedding, in which the left and right subtrees of every internal node of the (n -1)-tree are mapped to disjoint subcubes, is called a recursive embedding in [21] . [21] also showed that there are certain fault patterns in which recursive embeddings are impossible. Fortunately, we find that only some leaves of the subtree rooted at R cannot be mapped within C [ R ] . We overcome this problem by borrowing some nodes from C[L], i.e., mapping these leaves to nonfaulty nodes in C [L] . While performing the L-embedding, the borrowed nodes are treated as faults. This avoids mapping the subtree of L to these nodes. As only a few nodes in C[L] are borrowed (will be shown later), the L-embedding is not much affected and hence the whole embedding can be done. We construct the €-embedding for a n-cube with n -2 faults recursively. The base cases, where n 5 5, are considered in Section 111-E.
For n 2 6, the first step is to find a suitable dimension to
Suppose we split on some dimension i such that C[L] contains p faults and C[R] contains q faults (see Fig. 1 ). Then the subtree in C[L] has to avoid p faults while that in C[R] has to avoid q faults and the assigned node H [ E ] .
Ideally, we want to split C [ E ]
so thatp 5 n-3 and q 5 n-4. Then we can perform the Land R-embeddings recursively. However, this is not always achievable. Thus our strategy is to ensure
has at most n -3 faults and A3) C[L] has as many faults as possible while satisfying Theorem 3.3 below shows that a dimension i which satisfies conditions Al) and A2) can always be found. Among all the different possibilities for i, we choose the one which maximizes p. Hence, the splitting can always be done.
Theorem 3.3:
There exists a dimension i such that has at most n -3 faults (i.e., *i-lO*n-i has at least one fault) and Oi-llOn-i is a nonfaulty hypercube node.
Proof: The faults must differ in some dimension j, i.e., both *jP10P-j and *j-ll*"-j have at least one fault.
If 03'-110n-j is nonfaulty, let i be j. Otherwise, let i be a dimension other than j where Oi-llOn-i is nonfaulty. Note that this dimension always exists as faulty node Oj-llOn-j belongs to and there are at most n -2 faults. By condition Al), we cannot split on dimension 1 because of pl. Also, all the remaining dimensions satisfy condition A2).
Among them, we can choose dimensions 2 or 3 beeuse both *1* * * * and * * 1 * ** contains 2 faults. Hence we have p = 2 in this case. is always satisified. However, we cannot split on dimensions 5 and 6 for violation of condition A2). Among the remaining dimensions, we can choose dimensions 1 , 2 or 3 because each of the subcubes 1*****, *1*** and **1*** contains 1 fault.
0
Hence for this example, we have p = 1. Example 3.3: n = 6 and the 4 faults are
In this case, we cannot split on dimensions 2, 3 and 4 because of condition Al). We can, however, split on dimensions 1, 5 0 Based on p, we have two cases in general: (1) 0 5 p 5 1 and (2) 2 5 p 5 n -3.
For case (2) where 2 5 p 5 n-3, we have q = n-2-p 5 n -4. Hence both the Land R-embeddings can be done recursively as also illustrated in Example 3.1.
For case (1) where 0 5 p 5 1, the L-embedding is still easy but the R-embedding is more complicated. There are
and we cannot perform the R-embedding as simply as in case (2) . The details for this case are described in next few sections. Section 111-C will be totally devoted for a particular case when p = 0 for easy understanding of the general case to be described in Section 111-D when 0 5 p 5 1. For example 1c = 3 in Example 3.3. Then the faults can be arranged to the pattern shown in Fig. 2 where z can be 0 or 1.
The following lemma shows some bounds on the value of 1c. LRmm 3.2:
2) when p = 0 , x 2 [log (n -1)1.
l ) x < n -2 a n d
Proofi (a) is obvious as the number of faults is no more than 72 -2.
(
is nonfaulty, the number of faults in *'--ll*"-' , must be 0 (Lemma 3.1). Therefore all faults have 0 in dimension k.
Moreover, H [ E ] = 0" also has 0 in this dimension. Thus the number of such dimensions, k, i.e. nx, cannot be too large in order for the n -2 faults and H[E] to be distinct. In fact, it 0 Note that n -2 2 x 2 [log (n -1)1 and it is not possible that all the faults have a 1 in a particular dimension, i.e., column of 1's.
) An Example of the Embedding: First at all, we have to choose the dimension on which C [ E ]
is split with care. As will be shown later, that dimension has to satisfy more contraints besides conditions Al)-A3). After that, C[R] contains all the n -2 faults and the assigned node H [ E ] , and we have to split C[R] again so as to dichotomize the n -2 + 1 > n -3 faults/assigned nodes. In particular, we ensure that C[LR] contains as many faults as possible while not exceeding its fault-tolerance capacity (dimensionality of subcube minus 2). Then the LR-embedding can be done recursively. For the RR-embedding, we split C[RR] again if it still contains too many faults. In general, we keep on splitting C[Ri] until the Ri-embedding can be done recursively. Note that in addition to faults, C[Ri] contains a number of assigned nodes,
. While after each splitting, the size of the cube and the number of faults are reduced, but the number of assigned nodes will be increased, and thus, the embedding might not be more easily done than before splitting.
Consider the following example in which n = 7 and the 5 faults are as below can be shown easily that x 2 [log (n -1)1. In this example, p = 0 (as the cube cannot be split on Note that the splittings of the n-cube are done on certain dimensions with specific properties. In this example, the cube is initially split on dimension 1 and then 2,3 etc, in a sequential order. This phenomenon is not by coincidence but by an arrangement of dimensions into a standard pattern.
Also hypercube nodes which are sufficiently far away from the faults and the assigned nodes. As a result, the numbers of effective nodes to be avoided are less than their fault-tolerant capacity.
3) Description of the Embedding for p = 0: As discussed before, we try to split subcube C[E] on a dimension satisfying conditions Al-A3. Without loss of generality, assume the dimensions are arranged into the standard pattern (as shown in Fig. 2 ) so that we first split C[RZ-l] on dimension i for i = 1, ... , Ln/2J. The splitting of CIR"l] for some i, 1 5 i 5 [n/2Jl might not be necessary if CIRz-l] contains no more than n -22 -2 faults as the total number of faults and assigned nodes to be avoided in the R"'-embedding will be less than C[R2-l]'s fault-tolerant capacity. However, for easy description of the algorithm, it is assumed that C[R"-'] is split on all dimensions i = 1 , . . . , Ln/2J in sequence. Ln/2J. That means the subtree rooted at LRi-l is to be embedded within O i -l l *n-i . When splitting C[Ri-'], some of the faults within the subcube fall into C[LRi-']. We shall show that CILRi-l] gets as many faults as possible but no more than ni -2 (the fault-tolerance capacity of CILRi-l]). Moreover, it does not contain any assigned nodes except H[LRa-l] itself. Hence, the LRi-embedding can be done recursively.
On the other hand, C[RRi-'] = Oi-lO*n--i will get the remaining faults together with the assigned nodes: H[€],HIR],...,HIRi-l]. Note that these are the only assigned nodes we need to take care of while considering the RRi-'-mapping. It is because the subtrees rooted at L, LR, . . , LRi-l will not be embedded within C[RRZ-l] as C[L], C[LR], . . . , CILRi-l] and C[RRi-'] are all disjoint subcubes. Consider dimensions i + 1 to n. We must map to a neighbor of H[Ra-l] on one of these dimensions. Among them, we choose a dimension (i.e., dimension n+ 1 -i) so that the Hamming distances between HIRRi-l] and most of the faults are greater than those between H[Ri-'] and the corresponding faults. This way, the roots of lower subtrees will be further and further away from most of the faults.
By the time i = Ln/2J, there will be approximately n/2 assigned nodes and at most ( n / 2 ) -2 faults within C[Rln/2j]. By splitting on a proper dimension, (i.e., dimension n) and choosing a suitable H[RR1n/21] (depending on whether n is even or odd), it can be shown that C[LRLn/2J] contains all the remaining faults while C[RRLn/2J] contains all the assigned nodes. It can be shown that the LRLn12J-, and RRLn12Jembeddings can be done recursively. The whole €-embedding is then completed.
Refer to Fig. 4 for a pictorial view of the embedding for p = 0 after the dimension arrangement. 
x [ c [~~i -l ] =
oi-10 p -i .
Ln/2], recursively perform the LRiF1embedding, i.e., embed the (n -1 -+tree rooted at LRi-1 into the ( n -2)-cube CILRi-l]. After describing the embedding algorithm for p = 0, we shall generalize the method to the case when 0 5 p 5 1.
2) For
i = 1,. 3) Suppose ... .......... ... ... H [ R L~I~J 1 = orn/2i 1 L+J = O~n / 2~ ... ............... ... ... ............... ...
I ) Pattems of the Faults:
This section can be considered as a part of the correctness proof. Basically, we want to show that when p 5 1, the faults are having certain properties and can always be arranged (Section 111-D2) so that the faults are of a standard pattern for easy description of the algorithm.
Note that the faults must exhibit one of the following three patterns. One of the patterns is shown in Fig. 2 when p = 0. When p = I, *k-l~*n--lc can contain either 0, 1 or n -2 faults if o~-~~o~-~ is nonfaulty. Otherwise, if *k-l~*n--k contains more than 1 but less than n -2 faults, we would have split on dimension k according to condition A3) and have p > 1. The two other possible patterns after dimensions arrangement are shown in Fig. 5 .
Thus, for all 1 5 i 5 n, *i-ll*n--i cannot contain more than p and less than n -2 faults unless Oi-llOn-i is faulty (as dimension 1 in Example 3.1.). As in Example 3.2., p = 1, Ok-llOn-k is nonfaulty for every k. Hence the number of faults in *k-ll*n-k is o (for k = 41, 1 (for k = 1, 2, or 3) or n -2 (for k = 5 or 6). 
2) Arranging Dimensions:
We choose dimension 1 so that 1 P -I contains p faults and is nonfaulty. This allows us to split C[c] on dimension 1 to arrive at 2 However, it can be proved (in Appendix A) that such a dimension k can always be found by properly choosing dimension 1. In Example 3.4, we can swap dimensions 1 and 4 (and also exchange row 1 with row 4) so that the faults have the following pattern (like the pattern in Fig. 5 (a) and 6(b)).
Then we can choose nonfaulty nodes from 0*"-' 1.
The next step is to arrange dimensions 2 through m such that for all i, 2 Oi-ll*n--i contains no more than ni -2 faults (Appendix B). Hence we can recursively embed an (ni -1)-tree within this (ni)-cube. 3) Description of the Embedding for 0 5 p 5 14Case 1): As discussed in Section 111-C, we first try to split C[E] on a dimension satisfying conditions Al-A3. If p > 1 , it is done and so we shall concentrate on the case where 0 5 p 5 1 (Case 1). The embedding for this case is almost the same as the embedding for the case when p = 0 (Section 111-C). The
only difference is that the embedding in performed as if C [ E ]
is an m-cube instead of an n-cube (thus, the embedding would be exactly the same if n = m).
Assume the dimensions of the n-cube C [ E ] have been arranged such that the conditions B1, B2 and B3 are satisfied.
CIRi-l]
is split on dimension i for i = 1 , . . . , Lm/2] (instead of Ln/2J for the case when p = 0) into CILRi-l] = Oi-ll*n-i and CIRRi-l] = Oi-lO*n--i. C[LRi-'] will get as many faults as possible but no more than ni -2 (the fault-tolerance capacity of CILRi-l]). Moreover, it does not contain any assigned nodes except HILRi-l] itself. Hence, the LRZ-embedding can be done recursively. On the other hand, CIRRi-l] = O~-~O * " -~ will get the remaining faults together with the assigned nodes: H[€],HIR],...,HIRi-l] .
By the time i = Lm/2J, there will be approximately m/2 assigned nodes and at most n -2m/2 faults within C[RLm/'J]. By splitting on dimension n and choosing a suitable H[RRLm/'J] (depending on whether m is even or odd), it can be shown that C[LRL"/']] contains all the remaining faults while C[RRLm/'I] contains all the assigned nodes. However, many of the faults will be very far from H[LRLm/'JII In fact, when m is even, most of the faults will be too far to affect the embedding. When m is odd, there are also several faults which can be ignored. Anyway, the number of effective faultdassigned nodes within each subcube does not exceed their fault-tolerance capacities. Hence the LRLm12J -, and RRLm/'J -embeddings can also be done recursively. The whole €-embedding is then completed.
Refer to Fig. 7 for a pictorial view of the general embedding for 0 5 p 5 1 after the dimension arrangement. Note that the following algorithm and the tree outlined in Fig. 7 are the generalization of the algorithm and the corresponding tree for p = 0 given in Section III-C3. The proof of correctness is given in Section 111-D4. /* defining the tree as outlined in Fig. 7 . Then, we let and 4 ) Correctness: There are a number of observations we can make to argue the validity of the above embedding approach. However, this section contains a lot of details and can be skipped in the initial reading of the paper. Note that in this case where 2 = n -2,p must be 0.
Therefore C[L] contains p = 0 faults at Hamming distance I n -3 from H[L]. Hence the node 10L"/2J-10Ln/2J-2110, which is at Hamming distance 2 from H[L] = 10n-l, must be nonfaulty. Finally, the L-embedding has to avoid the node 1 0~n~z~-1 0~n / 2 J -2 1 1 0 .
As n 2 6, this embedding is still possible by recursion.
E. Base Cases
When n = 2, there are n -2 = 0 faults. When n = 3, we can assume without loss of generality that the only fault is 001. Thus we can set H[L] = 100 and H[R] = 010.
When n = 4, we can enumerate all the sets of faults with Hamming distance at most 2 from H[c] = 0000, i.e., faults with one or two 1's. It is easy to see that any set of faults is equivalent to one of the following distinct sets by renaming of dimensions:
and (0110,1001). In all cases, we can embed When n = 5, we try to split the 5-cube according to conditions Al)-A3).
If p = 2, C[L] contains 2 faults and C[R] contains 1 fault and H[c]. Hence the Land R-embeddings can be done
recursively. If p = 1, we can still apply the method in Section 111-D to find the embedding. If p = 0, there are only 2 possible sets of faults: (01000,00100,00010) and (01000,00100,01100). Other sets of faults can be shown to be equivalent to one of them by arranging the dimensions according to Section 111-D2. We can still apply the algorithm in Section 111-D3. Although when the set of faults is (01000,00100, OllOO}, the 3-cube 01 * ** contains 2 faults, 01OOO and 01 100, the second one can be ignored (by Theorem 3.2). Hence the embedding can be done.
(0100, OOlO), {0100,1100), (0100, lolo), (0110,1100)
Iv. VARIABLE ROOT TREE EMBEDDING
In this section, we consider the problem of variable root tree embedding. Because we can choose any nonfaulty node as root, more faults can be tolerated. For example, consider the case of n faults o~-~I o " -~ , for i = 1,2,. . . , n, in the ncube. While it is impossible to embed an (n -1)-tree rooted at On, it is easy to embed the tree rooted at In. In fact, we have the following result: (See Fig. 9 and note the difference between Figs. 1 and 9.)
Thus the R-embedding has to avoid p + 1 faults effectively while the L-embedding has to avoid q faults. As p I q and f 5 2 n -7 , p 5 Lf/2J 5 n -4. Therefore we can map R to any nonfaulty node in C[R] as we wish and then perform the R-embedding using the specified root method. For the L-embedding, there may be more than n -3 faults in the ( n -1)-cube C [ L ] . Hence we recursively apply the variable root method to perform the L-embedding. If we can show that the number of possible L-embeddings, each with a different H[L], is greater than p, then there will always exist a choice for H
[L] in C[L] whose neighbor in C[R] is nonfaulty. Hence we can map E to this neighbor and map R to a nonfaulty neighbor of H [ E ] in C [ R ] . (Remember that the R-embedding is always possible no matter where we place H [ R ] . )
Let w(n, f) be the number of nodes, S, in an n-cube with f faulty nodes so that an ( n -1)-tree can be embedded in the hypercube with the root mapped to S. For n 2 6 and f = n -1,. . . , 2 n -7, we split C [ E ] on a dimension such that p is as large as possible. There are two cases: 1) p 2 2 (Section IV-A) 2 ) p = 1 (Section IV-B)
A. Case ( I ) where p 2 2
Note that q = fp I f -2 I 2 ( n -1) -7 .
If ( n -1) -2 = n -3 5 q, the L-embedding has 
B. Case (2) where p = 1
In this case, we shall prove that w ( n , f ) 2 2"-lf 2 22"-2f -f for f 2 n-1. We first prove that i f f 2 n + 2 , we can always find a dimension to split C[c] such that q 2 p 2 2.
Hence p = 1 implies n -1 5 f 5 n + 1. In other words, at most one fault has a 1 in its ith dimension. Thus, the total number of 1's in the labels of all the faults would be I n . On the other hand, each fault (except On) has at least one 1 in its label. If there are 2n + 2 faults, this would imply that there are 2(n + 1) 1's in the labels of all the faults.
Thus, we can conclude that p 2 2 . 0 Since no less than f -1 faults (except On) have at least one 1 in their labels, it is easy to show that the set of faults possesses the following properties:
P1) If f = n + 1, the faults are On, and Oi-llO"-i for l < i < n . P2) Iff = n, there is at most one fault with two 1's. Should there be a fault with two l's, there must exist fault On with the remaining n -2 faults having a single 1 each.
P3) If f = n -1, there are at most two faults with two 1's or (exclusive) one fault with three 1's. P4) There are at least n -4 faults with a single 1.
is true. For n L 6, if f = n -2, then by Lemma 4.l(a) again, w(n,f) = 2"f = 22"-2-ff . Hence for the induction step, we just need to consider n -1 5 f 5 2n -7 only.
Let S be an arbitrary nonfaulty hypercube node with 0's in m dimensions. It is sufficient to show that the embedding is possible with H [ E ] = S provided m is even and I n -1.
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IEEE TRANSACTIONS ON PAFULLEL AND DISTRIBUTED SYSTEMS, VOL. 6, NO. 3, MARCH 1995 If m = 0, i.e., S = In, at least f -2 faults are of Hamming distance 2n -1 from S and thus can be ignored (Theorem 3.2). As a consequence, the embedding of an (n -1)-tree into this n-cube is possible by the method in Section III. For 2 5 m 5 n -1 where m is even and n 2 6, we shall arrange dimensions so that C1) S is of the form Omln-m with n-m 2 1, and subcube Oml2 *n--(m/2)-1 1 does not contain a fault with more than two 1's; C2) C3) subcube Oi-11*"-2,1 5 i 5 m -2, contains at least as many faults as subcube does. More precisely, subcube Oi-l l*"-' contains exactly one fault for all i such that 1 5 i 5 j for some j 5 m.
Note that conditions (ClHC3) can always be satisfied through arrangement of dimensions. Consider condition (C 1) .
There is at most one fault with more than two 1's (by property (P3)). Moreover it Should be different from S in at least one dimension because S is nonfaulty. Suppose S = Omln-m. Then this fault must either have a 1 in a dimension from 1 to m or a 0 in dimension from m + 1 to n. By swapping this dimension to a dimension from 1 to m/2 or to dimension n, this fault will not lie in Om/' *n-(m/2)-1 1. Hence condition (Cl) is satisfied. Since there are at least two faults with a single 1 (from property (P4) and n 2 S), condition (C2) can always be satisfied with arrangement of dimensions 1 and m. Furthermore, it is straightforward to arrange dimensions to satisfy condition (C3) without affecting dimension 1 and dimensions m to n. Our next step is to apply the embedding strategy for even m and 2 5 m 5 n -1 as described in Section 111-D. Thus it can be ignored in the embedding (Theorem 3.2) .
Rewriting 
for n 2 5. Thus no matter n is even or odd, w(n, f) 
Note that embedding is also possible with the root mapped to nonfaulty S such that m 5 n -1 and m is odd. However, the embedding is quite tedious and handling these cases does not improve the lower bound on w(n, f). Hence the embedding is not shown here. 
C. A Bound on the Number of Faults
In this section, we establish an upper bound on the least number of faulty nodes present in an n-cube which can make the embedding of an (n -1)-tree impossible. We allow the embedding to have unbounded dilation, 0(1) load and the freedom to choose any nonfaulty node as the root. However, the embedding should never use any faulty hypercube node or any of its n edges. We find that there exists a set of O ( l / f i ) x 2" faulty nodes which can make such an embedding impossible.
We first consider the case where load = 1. For convenience, we consider the n-cube as a graph of n + 1 layers where layer i includes all nodes with exactly i 1's in their labels. A node is above (or below) layer i if its label has less (or more) than i 1's.
Assume n is even and consider the case that layer n/2 is faulty. Then there are ("y2) faulty nodes. By Stirling's formula, this is < ( m ) 2 n e 1 / 1 2 n which is an O(l/J;E) fraction of 2". Moreover, it is impossible to embed an (n -1)tree into such an n-cube with unit load. It is because the nodes above layer n/2 are disconnected from those below and both groups have less than 2"-' -1 nodes when n 2 4.
The situation is similar when n is odd. We can make layers [n/21 and Ln/2] faulty. Then there are ?r(n + 1) faults which is again an O ( l / f i ) fraction of 2". Also, the number of nodes above layer Ln/2J is less than 2"-l -1 for n 2 3 (and so is the number of nodes below layer [n/21).
Hence the embedding of an (n -1)-tree is impossible.
Thus, for n 2 3, it is not always possible to embed with unit load, an (n -1)-tree into an n-cube having an O ( l / f i ) fraction of faults even though we are free to choose any nonfaulty node as the root of the tree.
If the load = c, we can make layers 11, . * , ZzC faulty where 0 < l l <12 ... < l a c 5 n. Moreover, for i = l , . . . ,2c, the number of nodes between layers Zi-1 + 1 and Zi (inclusively) is 2[(2"-ll)/cJ and that between layers Zi-1 + 1 and Zi -1 (inclusively) is < L(2"-ll)/cJ. (For convenience, we let ZO = -1.) Note that nodes between layers Zi-1 + 1 and 1; -1 are nonfaulty. Thus the nonfaulty nodes of the n-cube are separated into 2c or 2c+ 1 groups (depending on ZzC = n or not), each having < L(2"-'l)/cJ nodes. Note that the group of nodes below layer ZzC has 52" -(2c x L(2n-1 -l)/.cJ) 5 2c< L(2"-l -1)/cJ nodes for large enough n. Hence an (n -1)-tree cannot be embedded (wholly or partly) within any group. Finally, the total number of nodes in all the faulty layers is at most 2cx O ( l / f i ) x 2" or O ( l / f i ) x 2". Hence our claim follows.
v. RECURSIVE EMBEDDINGS
In this section, we study an interesting relationship between our embedding strategies and the recursive embedding mentioned in [21] .
Definition 5.1:
A recursive embedding is one that maps the left and right subtrees of every internal node of the binary tree into disjoint subcubes.
It was shown in [21] that any recursive (variable root) embedding of an (n -1)-tree into an n-cube with unit dilation and load can tolerate no more than 2n -3 faults in the worst case. Before we prove this result, let us have the following definitions. In other words, p a r i t y ( A ) = 0 if A has even number of 1's in its label and p a r i t y ( A ) = 1 otherwise.
Lemma5.1: For any tree node T , p a r i t y ( H [ T ] ) = p a r i t y ( H [~] )
if and only if T is at an even level. Proof: It is easily proved by induction on n, the level number of T . Suppose the lemma is true for n -1.
Then p a r i t y ( H [ S ] ) = p a r i t y ( H [~] )
if and only if S is at an even level, where S is the parent of T .
Since the number of 1's in H [ T ] must differ from that in H [ S ] by one (dilation one embedding), p a r i t y ( H [ T ] ) # p a r i t y ( H [ S ] ) . Moreover, T is at even level if and only if S is not. Hence p a r i t y ( H [ T ] ) =

Lemma 5.2: For any leaf nodes S and T , p a r i t y ( H [ S ] ) = parity ( H [ T ] ) .
Pro08 It follows directly from Lemma 5.1 as S and T are on the same level.
0
The following lemma from [21] gives an important property about recursive embedding. Lemma 5.3: [21] For all n 2 2 and for every hypercube node A in an n-cube, there exists a leaf, TA, of the (n -1)-
tree, such that the Hamming distance between A and H [ T A ]
is at most 2 where H is a recursive embedding.
Proof: By definition, the recursive embedding cuts the n-cube into 2"-' disjoint 2-cubes, each containing one leaf. Hence every hypercube node, lying in some 2-cube, is at Yamming distance at most two from the leaf in that 2-cube. 0
The following theorem from [21] gives an upper bound on the least number of faults such that no recursive embedding is possible. Theorem 5.1: [21] For n 2 3, there exists a set of 2n -2 faults such that no recursive embedding can avoid all the faults.
Proof: Consider the set of 2n -2 faults:
They isolate the subcube On-'* from the rest of nonfaulty nodes. Hence On-1* cannot contain part of the (n-1)-tree. As n 2 3, it cannot contain the whole (n-1)-tree too. By (0i-l10n-i-10 , oi-1 IO"-~-'I for i = l , . . . , n -I}.
p a r i t y ( H [ V ] )~ = parity(O"-ll) = 1 # p a r i t y ( H [ V ] ) , thus
contradicting Lemma 5.2.
0
It is easy to see that our specified root embedding is basically a recursive embedding. The only violation is the occasional use of node borrowing. We shall show in Theorem 5.2 that node borrowing is necessary for the specified root embedding to tolerate n -2 faults. Moreover, there is only one case in which the technique is required. On the other (Only if3 Referring to our embedding algorithm, excluding the recursive calls, node borrowing is only used when n is odd and 2 = n -2. Thus, it is sufficient to prove that node borrowing is also no! needed in any of the recursive calls. We shall prove this by induction on n. For the base cases where n 5 4, Section 111-E shows that node borrowing is not needed.
For the induction step, there are 4 cases to be considered.
A. Case (1) 0 5 p 5 1
We need to argue that the LRi-l-embedding for i = 1, . . . , Lm/2J +1 and the RRLmI2J -embedding will not require node borrowing. Basically, we try to prove that at each recursive step, not many faults can be neighbors of the specified root. and *j-11*n-j contains < n -2 faults, then by conditions AI)-A3), *j-ll*,-j contains at most 2 faults. Hence there are at most 2 faults have a 1 in dimension j . Consequently, at most 2 faults are adjacent to H [R] . Note that such a dimension j can always be found because there are at most n -3 dimensions IC such that Ok-llOn-k is faulty or *k-ll*n--k contains all the faults. Fig. 10 Fig. 10 . If it is in case (2), then node borrowing is not required as shown above. If it is in case (l) , we proceed to find the embedding using the method in Section III-C. In particular, if a,-l or a, or both are 0, we 11 oo...m 1010 ... m 1 OOO.. .o loo Oaaa.. .aaaa Fig. 10. The n -2 faults. The value of the a's can be 0 or 1, but not all 0. have the case n = m by splitting on any dimension from 2 to n -2. Otherwise (i.e. both a,-l and a, are l), we have the case nm = 1 by splitting on dimensions n -1 or n. 0 Theorem 5.3: Our variable root embedding strategy is a recursive embedding.
Proof: Note that for p = 1, no node borrowing is needed. For p = n -4, C[R] contains n -3 faults. However, we can choose R carefully so that H [ R ] does not have n -3 faultdassigned nodes as neighbors in C [R] . Then the specified root embedding in C[R] does not require node borrowing also.
VI. CONCLUSIONS
In this paper, we present three new results on finding a unit dilation and load embedding of an (n -1)-tree into an n-cube that contain some faulty processors and/or links.
For the specified root embedding problem, we show that up to n -2 faults can be tolerated. This is optimal in the sense that n -2 faults are the maximum number of faults that can be tolerated when the root is specified. Moreover, the (n -1)tree is the largest full binary tree that can be embedded into an n-cube even when there are no faults. For the variable root embedding problem, we show that up to 2n -3 -[lognl faults can be tolerated. It is not surprising to see that more faults can be tolerated in this problem because there are fewer restrictions on the embedding. Also, our method is classified as a recursive embedding in [21] . It was shown in [21] that no recursive embedding can tolerate more that 2n -3 faults in the worst case. Hence our result achieves their bound asymptotically.
Finally, we prove that when an O ( l / f i ) fraction of nodes in the n-cube is faulty, it is not always possible to embed an (n -1)-tree into an n-cube with unbounded dilation and O( 1) load even if we are free to choose any nonfaulty node as the root.
As the variable root embedding has not achieved optimality in the broad sense, more work can be done to tighten the upper and lower bounds on the number of faults that can be tolerated. In particular, non-recursive embedding strategies should be studied in order to tolerate more than 2n -3 faults. Recently, [21] has derived an embedding method that can tolerate R(n2/ log n) faults. Their method is, of course, non-recursive. Furthermore, embeddings with greater dilation and/or load are interesting and useful variations for investigation. Special patterns of faults that better model the actual fault scenario are also worth studying.
APPENDIX A
This section contains the technical details for the arrangement of dimensions described in Section 111-D2. Lemma A.1: There exists two dimensions i and j such that oi-110,-i is nonfaulty, *i-l~*n--i contains exactly p faults and either *jP10P-j or *~--ll*~--j .
contains all the remaining n -2 -p faults, i.e., all the faults in * i -l~ *n-i .
Proof: When p = 0, there exists two dimensions i and j such that Oi-llOn-i and Oj-'lOn-j are nonfaulty (Lemma 3.2(a)). Then by Lemma 3.1, both *i-ll*n-i and * j -l~*~-j contain o faults.
When p = 1, by conditions Al)-A3), there must,yxist a dimension i' such that Oi'-' is nonfaulty and *' -' lP-" contains p = 1 faults. We have the following cases:
If there also exists a dimension j' # i' such that contains zero or all the n -2 -p faults , then the lemma is proved.
If such a dimension j' does not exist, we will try to prove that there exists a fault with at,,least two l's, say in dimysions i" and j" where Oi -llO"-z and Oj"-llO"-J ye nonfa$ty. Then since p = 1, and * J -ll*,-J will contain p = 1 fault, namely this fault, and *J -lO*,-j" will contain all the remaining faults.
To find such a fault and dimensions i" and j", consider those IC # i' where Ok-llOn-k is nonfaulty. With the assumption that j' does not exist, the subcube *k-ll*n--k must contain exactly p = 1 fault in *i'-l~*n-i' . There are n -1 -z such subcubes as *Ic-' 1 *, --l e.
(Remember that z is the number of faulty neighbors of H [ E ]
.) Since there are only n -2 -pz faults which can belong to these subcubes, there must be at least two differen; (out of these n -1 -z) subcubes, *Z"-ll*TZ-i" and *J -1l*n-j" , containing the same single and *J -Il*n-j" contain p = 1 fault. Hence *i"-ll*n--z fault and contain none of the rest. Then we can let i be i" and 0 It follows from Lemma A.1 that conditions (Bl) and (B2) can be satisified simultaneously as we can swap dimension i to dimension 1 and dimension j to dimension n respectively. Lemma A.2: Condition (B3) can be achieved by arranging dimensions 2 through m while preserving conditions (B 1) and (B2).
Proof: Note that all dimensions except dimensions 2 to m are unaffected. When m = n, contains 0 faults in 0 P -l and hence dimension n will not be affected too. Therefore conditions (Bl) and (B2) are preserved.
We exchange the dimensions in the following manner.
Initially, O*,-l contains n -2 -p faults. k t j , 2 5 j 5 m, be the dimension such that the subcube 0 *j- ' hence at least n-3+p+r (as n -m 5 1). If p = l , p + r 1 2.
If p = 0, then by Lemma 3.1, Orm/211*Lm/2J+n-m-1 must also contain the fault Orm/2110Lm/2J+n-m-1. Hence T 2 2.
Consequently, no matter whether p is 0 or 1, the total number of faults in C[E] is greater than n -2 which is impossible. Thus by condition (B3), we can conclude that Before we study these embeddings, let us consider some properties of the faults in 0 P -l . We shall show that there exists a subset E of the faults in 0 P -l such that for all k where 2 5 k 5 m, (kk-2 lP-' contains at most one fault in E, i.e., at most one fault in E has a 1 in dimension k. Hence 
Lemma B.l:
1) when p = 0, there exists a set of faults, E, with 2) when p = 1, there exists a set of faults, E, with Proof: (a) When p = 0, the number of faulty neighbors of H [ E ] ,~, is >[log(n -1)1 > 3 (by Lemma 3.2(b) and n _> 6). Also, these faults satisfy the conditions for E.
Therefore, e > z > 3. if there is at least one neighboring fault, O"llOn-k where 2 5 k 5 m:
Then the required set can be formed by having the fault 00k-210n-k together with one more fault which does not belong to the subcube 0 l*nl e . Then e > 2. Note that we can always find such an additional fault; otherwise, the subcube 0 *' -' lP-' would contain all the faults in O+-l and dimension k would have been moved to one of the rightmost nm dimensions to satisfy cardinality e > 3; Lm/2J + 1 to min(m,n -1). (They must disagree in dimensions min(m,n -1) + 1 to n -1 by condition (B2).) In other words, it must have 1 in at least 2 of these dimensions. Hence there are 5 [min (m, n -1) -(m/2)/2J = Lmin((m/2),n -(m/2) -1)/2J such faults. Note that this is I n -Lm/2J -3 provided n + (nm) > 8 or n + 3(nm) > 10.
When nm > 2, the first inequality holds (as n 2 6). When nm = 1, n > 7 (so that m is even). Hence the second inequality is satisfied.
When nm = 0, the first inequality is true if n > 8.
It is also impossible to have n = 7 (for m is even).
If n = 6, Lmin((m/2),n -(m/2) -1)/2J = 1. The only fault here is 000110 = Orm/2111m/2J-10 which is impossible by condition (B4). Hence the LRLmlzlembedding can be done recursively.
B. Case (ii) odd m
If c [ L R L~/~J ] = oLm/zl *n-Lm12J-l E, contains at least 1 fault, then so does OLm12J 1 *n-Lm/21-z En (condition (B3) ).
Consider a fault A in this subcube (there can be only one fault in this subcube). There are two cases to be considered. 2) If fault A does not affect the embedding, then it has at most one 1 in dimensions from Lm/2J +2 to min (m, n-1). a) When nm > 1, there should be at most n-Lm/2J -3 faults that can affect the embedding.
Otherwise the total number of faults in C[E] (including the fault A which cannot affect the embedding) would be 2 ( n -Lm/2J -2) + (p + Lm/2J) 2 n -1 (as p = 1 by Lemma B.2(b)). b) When nm = 0, it is impossible to have n -Lm/2J -2 faults. Otherwise, the n -2 faults must be for i = 2, . . , n -1. In other words, they are all neighbors of H [ E ] = On, i.e., x = n -2. Since n = m and m is odd, n is odd. The case where n is odd and x = n -2 is excluded from consideration here. 0
