Purpose: Previous publications have reported on the use of one-dimensional cross-correlation analysis with beam-steered echo signals. However, this approach fails to accurately track displacements at larger depths (>4.5 cm) due to lower signal-to-noise. In this paper, the authors present the use of adaptive parallelogram shaped two-dimensional processing blocks for deformation tracking. Methods: Beam-steered datasets were acquired using a VFX 9L4 linear array transducer operated at a 6 MHz center frequency for steered angles from −15 to 15
I. INTRODUCTION
Feasibility of utilizing shear strain imaging to classify and differentiate benign from malignant breast masses based on their bonding information (lesion mobility) has been shown in previous in vivo studies. [1] [2] [3] [4] However, due to the significantly lower lateral resolution associated with current clinical ultrasound systems, when compared to the axial resolution, most of the studies utilize only the axial-shear strain component instead of the full-shear strain component. 2, 3 Our previous comparison study between the axial-shear and full-shear strain tensor demonstrate that full-shear strain imaging provides improved accuracy and robust results for breast tumor classification, especially for asymmetrical positioning of the mass with respect to the applied deformation. 1 Accurate estimation of the lateral displacement vector and strain tensor can help improve the feasibility of utilizing full-shear strain imaging and thereby improve breast tumor classification.
Spatial resolution describes a system's ability to distinguish between two closely situated objects, and includes both the axial resolution (along beam direction) and lateral resolution (perpendicular to beam direction). Previous studies have demonstrated tradeoffs between the elastographic signal-tonoise ratio (SNR e ), contrast-to-noise ratio (CNR e ), and axial resolution. [5] [6] [7] In general, larger cross-correlation window lengths for 1D processing [5] [6] [7] and kernel dimensions for twodimensional (2D) processing may improve SNR e and CNR e at the cost of the axial resolution. 7 The effort on improving spatial resolution has focused on reduction in the window lengths for 1D processing [5] [6] [7] [8] and kernel dimensions for 2D processing. 2, 9 On the other hand, lateral resolution for 1D processing is primarily affected by the beam width and line density. 10 However, there was no statistically significant relationship associated with lateral resolution and 1D window length. 10 Further study is required to determine the impact of the lateral extent of the 2D kernel on lateral spatial resolution with 2D processing.
Different approaches have been developed to improve lateral displacement estimation as described in previously published studies. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] Methods proposed include use of the tissue incompressibility assumption, 16 interpolation between radiofrequency (RF) lines 19, 20 to improve the line density, interpolation for cross-correlation displacement tracking 17, 18, 25 to provide subsample estimation of the displacement, multidimensional processing, 23, 24 and angular insonifications. 11-15, 21, 26-30 Our group has developed novel approaches that utilize angular displacements estimated from beam-steered RF echo data pairs to improve accuracy of the estimated lateral displacement vector. 13, 15, 26 Based on the assumption that noise artifacts are independent and identically distributed, Techavipoo et al. 27, 28 developed a least-squares approach to estimate both normal and shear strain tensors using RF data acquired with phased array transducers. Rao et al. 12, 29 modified this approach for linear array transducers using 1D cross-correlation based analysis. In addition, Rao et al.
14 also
implemented an approach using lateral shear deformations. Quantitative experimental results with spatial angular compounding demonstrate that least-squares compounding provides significant improvement in the SNR e and CNR e , when compared to weighted-compounding. 11 Chen and Varghese 26 extended the least-squares approach by incorporating a crosscorrelation matrix of displacement noise errors into the strain estimation process thereby avoiding any other assumptions for simplifying estimation noise. In addition, angular compounding has been used to estimate variations in attenuation to reduce shadowing of spatially compounded images 31 and for Young's modulus 32 reconstructions. We have previously demonstrated the presence of decorrelation noise artifacts associated with 1D cross correlation based deformation tracking especially at increased depths in a phantom. 1 This is due to the reduced sonographic SNR associated with echo signals at deeper locations due to tissue attenuation. 33 A more robust deformation tracking approach is therefore necessary. Hansen et al. 21 presented a approach utilizing 2D block matching based deformation tracking to estimate axial displacements. However, this approach utilizes lateral displacement information from only two beam-steered angles and utilize a geometrical rotational transformation to register these displacements onto the 0
• Cartesian spatial grid. 15, 27 Azar et al. 30 have also demonstrated the improved performance of 2D tracking using beam steering for estimating the lateral component of the displacement vector.
In this paper, we present the use of parallelogram shaped 2D processing blocks for deformation tracking that vary with the beam-steering angle to estimate the 2D angular displacement vector under a quasistatic deformation. 34 Orthogonal axial and lateral components are then estimated from the 2D angular displacements after a geometrical shear transformation to first register these displacements onto the 0
• Cartesian spatial grid and utilizing a least-squares approach. A gradient of the axial displacement vector is utilized to estimate axial strain and axial-shear strain tensors. In a similar manner, the lateral displacement vector is used to estimate the lateral strain and lateral-shear strain tensors. Full-shear strain images were then calculated from the axial-shear and lateralshear strain tensors. The performance of our 2D deformation tracking method is compared to previously utilized 1D deformation tracking method using tissue-mimicking (TM) phantom experiments. Quantitative experimental results obtained from uniformly elastic TM phantom using 2D deformation tracking demonstrate the significant improvement in SNR e obtained, compared to 1D tracking. Single ellipsoidal inclusion TM phantoms also demonstrate the improvements in CNR e obtained when compared to 1D processing.
II. MATERIALS AND METHODS

II.A. TM phantoms
A uniformly elastic TM phantom with dimensions (100 × 100 × 100) mm 3 was used to compare SNR e improvements between 1D and 2D deformation tracking methods for beam-steered data. In addition, four single-inclusion TM phantoms were used to evaluate CNR e improvements for the two deformation tracking approaches. An ellipsoidal mass with dimensions (19 × 14 × 14) mm 3 was embedded within the center of a uniformly elastic cubical background with dimensions (80 × 80 × 80) mm 3 . We have previously reported on axial-and full-shear strain images obtained with these phantoms in Ref. 1, where 1D processing was utilized to generate the full-shear images from beam-steered data.
All the TM phantoms were manufactured in our laboratory, and acoustic and elastic properties of phantom materials have been previously described. 35, 36 The Young's modulus values for both background and inclusion materials in the ellipsoidal phantoms were obtained using dynamic mechanical testing using an EnduraTEC ELF 3220 (Bose Corporation, Tables I and II, respectively. The ellipsoidal inclusion phantoms contained either a bound inclusion (i.e., mass firmly attached to background material mimicking malignant breast masses) or an unbound inclusion (i.e., mass loosely attached to the background mimicking benign masses). The inclusion phantom pair either had a symmetrical ellipsoidal inclusion oriented at 0
• /90
• , or asymmetrical inclusions oriented at 30
• /60
• to the top surface of the phantom. Both the uniform and ellipsoidal inclusion phantoms were scanned using a Siemens S2000 real-time clinical scanner (Siemens ultrasound, Mountain View, CA) equipped with a VFX 9L4 linear array transducer. The transducer was operated at a 6 MHz center frequency, 80% bandwidth, and a sampling frequency of 40 MHz. Echo signals were collected up to a depth of 65 mm with a single focus set at a depth of 40 mm, which also corresponds to the center of the four ellipsoidal inclusion phantoms. Beam-steered RF data were acquired from −15
• to 15
• in increments of 1 • . Thus, 31 pairs of RF beam-steered data frames were acquired before and after an applied deformation. Note that only a single deformation of 1% (1 or 0.8 mm) of the phantom height was applied to the phantom using a positioning stage. The transducer was embedded in a compressional plate larger than the TM phantom surface to provide a uniform deformation over the entire TM phantom surface. In order to register angular displacements obtained for each beam-steered angle, the estimated angular displacement vectors were first smoothed using spline interpolation along each beam-steered angle. The angular displacement vectors from each angular Cartesian spatial grid were then transferred and registered into the Cartesian spatial grid obtained for the 0
II.B. Angular and displacement vector estimation
• RF data. A geometrical shear transformation shown in Eq. (1) was utilized to perform the transformation to the 0 • Cartesian grid, shown as follows:
where θ represents each beam-steering angle ranging from −15
• , zt θ and xt θ represent the axial and lateral coordinates of each beam steered Cartesian spatial grid, respectively, and z and x denote the axial and lateral coordinates of the 0
• Cartesian spatial grid. Comparisons between the Cartesian spatial grid obtained for 8
• beam-steered data and its corresponding shear transformation within the Cartesian spatial grid obtained along the 0
where (a) represents the spatial grid for the 8
• beam-steered angle and (b) represents its corresponding shear geometrical transformation within the spatial grid for the 0
• coordinate system. Note that a rectangular spatial grid within the steered coordinates was transformed into a parallelogram shape within the 0
• coordinates. Based on this spatial grid and shear transformation, both the angular displacement vectors were transferred onto the spatial grid • coordinates. In a similar manner, all the angular displacement vectors were shear transformed to the same Cartesian spatial grid using interpolation for each beam-steered angle.
For each point O in space from a single beam-steered acquisition, its total displacement vector d is observed and tracked using 2D deformation tracking; both along and perpendicular to the beam-steered direction as shown in Fig. 2 . Under the assumption of u θ as a unit vector along the beamsteered angle θ and u T θ as a unit vector perpendicular to the beam-steered direction. Let pz θ denote the projection of the total displacement vector d in the beam-steered direction and px θ be its projection onto the unit vector u T θ perpendicular to the beam-steered direction. Thus, the projection can be expressed as the dot product between the total displacement and the projected directional unit vector as shown in Eq. (2) All the angular displacement vectors passing through the point O were registered onto the zero-angle grid, and were then used to compute the axial and lateral displacement vector using a 2D least-squares displacement estimator shown in Eq. (3). Previously only the component of the axial and lateral displacement along the beam direction were estimated from the angular displacement vectors using a 1D rotational transformation. 15, 21 The contribution of the lateral angular displacement vector to the actual lateral displacement component was calculated based on each spatial angular displacement, usinḡ
Note that qz θ i and qx θ i represent an observation of the displacement vectord along and perpendicular to the beamsteered angle θ i for i = 1, . . . , m, respectively, where m denotes the total number of beam-steered frames acquired. In Eq. (1), A represents the transformation matrix that includes contributions due to the steering angle θ i along the clockwise direction. Note that d z and d x represent the axial and lateral displacement vector components (relative to the applied deformation), and nz θ i and nx θ i denote the noise contributions in the estimated displacements along and perpendicular to each beam-steered angle θ i , respectively.
The least-squares solution for the displacement vector was previously described by Techavipoo and Varghese 28 and is given bỹ
We also utilize 2D spline fitting to obtain subsample displacement estimates for both the axial and lateral displacement vectors. The normal and shear strain tensors were then calculated from the axial and lateral displacement vectors using a least-squares strain estimator.
II.C. Estimation of SNR e , CNR e , and strain stiffness contrast (SSC)
A selected region of interest (ROI) around the focal depth (40 mm) of the axial and lateral strain tensor images were used to compute SNR e , CNR e , and SSC values using both 1D and 2D deformation tracking methods. The SSC is defined as the ratio of the mean strain within the inclusion to that of the background estimated from the axial strain image. 37 Since the strain tensor image was calculated using angular displacements obtained using independent beam-steered data, the number of angular pixels that contribute to the axial and lateral strain tensor image is the largest in the central triangular region and decreases on either side. The isosceles trapezoidal shaped ROI in the strain tensor image that utilizes all available beam-steered contributions during the image registration process was selected for SNR e analysis. This ROI has a height of 20 mm, a top long edge of 15 mm, and a bottom short edge of 6 mm as shown in Fig. 3(a) . The CNR e analysis, however, was performed using three rectangular shaped ROI, one within the inclusion and two ROIs located in the background at a similar depth as shown in Fig. 3(b) . The area of ROI within the inclusion was equal to the sum of two background ROIs, which were placed symmetrically in the background and parallel to the ROI within the inclusion.
The SNR e in the strain tensor images for uniformly elastic phantoms using both 1D and 2D deformation tracking methods were computed to quantify the respective improvement in the image. The SNR e is defined as 5, 38, 39 
where m and σ represent the mean and standard deviation of the strain estimates in the selected ROI, respectively. We also analyze variations in the SNR e values for different maximum beam-steered angles and for different beam-steered angular increments.
Ellipsoidal inclusion phantoms were used to estimate the CNR e and corresponding SSC values, which are defined as follows: 
where m i and m b represent the mean strain estimated in the selected ROI within the inclusion and background, respectively, σ In order to obtain statistically significant results, we estimated the mean and standard deviation of SNR e and CNR e obtained over ten independent RF data acquisitions. Statistical analysis was based on similarly selected ROI in the strain tensor images. Each independent beam-steered pre-and postdeformation dataset was processed using both 1D and 2D deformation tracking approaches.
III. RESULTS
The plots shown in Figs. 4 and 5 present the mean and standard deviation of the SNR e estimated over ten independent axial strain tensor images. Figure 4 presents the variation of the SNR e versus the beam-steered angular increment, for a maximum beam-steered angle of ±15
• , and angular increments of 1
• , 3
• , 5
• , and 15
• . Each corresponding strain tensor image was calculated from 31, 11, 5, and 3 beamsteered RF echo signal frame pairs, respectively. Observe that the SNR e values decrease with a decrease in the total number of angular displacement images used for image registration and compounding for both 1D and 2D deformation tracking for the same maximum beam-steered angle. For the same maximum angle, improved SNR e is obtained with an increase in the number of angular displacement frames used. Note that 2D deformation tracking provides both higher mean SNR e values and significantly lower standard deviations indicated by the error bars when more than five beam-steered data frame pairs are used for image registration. The results indicate that 2D tracking is a more robust displacement estimation method. On the other hand, 1D deformation tracking exhibits significantly higher standard deviations which increases the number of angular displacement images needed to obtain a reasonable strain tensor image, when compared to 2D deformation tracking. This is due to increased ultrasound noise artifacts with depth due to attenuation and increased noise artifacts for beam-steered RF data obtained at larger beam insonification angles. FIG. 5 . Plots of mean SNR e and standard deviation (error bars) over ten independent RF datasets acquired on a uniform TM phantom demonstrating the impact of the maximum beam-steered angle on compounded strain images for 1D vs 2D deformation tracking.
Variation in the SNR e versus the maximum beam-steered angle used for image registration in increments of 1
• is shown in Fig. 5 . Observe that the SNR e slightly decreases with an increase in the maximum angle. This is due to the increased artifacts in beam-steered echo data pairs obtained at larger beam-steered angles. Larger beam-steered angles provide additional lateral displacement information at the cost of higher noise artifacts in the angular displacement images. Note that the 2D deformation tracking method provides stable SNR e values over all the strain tensor images estimated at different maximum angles. Note that 1D deformation tracking provides a comparable mean SNR e value to 2D deformation tracking method up to a maximum angle of 6
• with the SNR e dropping with larger maximum angles.
Four ellipsoidal unbound and bound inclusion phantoms described previously were also used to compare deformation tracking performance between the 1D and 2D approaches. Figures 6-8 present the displacement, normal strain, and shear strain images obtained using 1D and 2D approaches for the unbound asymmetrical ellipsoidal inclusion phantom, respectively, with a maximum angle of 15
• in increments of 1
• . Figure 6 presents compounded axial displacement images (a) and (b) , and lateral displacement images (c) and (d) for the asymmetrical (30 • ) unbound ellipsoidal phantom obtained with both 1D (a) and (c) and 2D (b) and (d) processing. Observe that 2D deformation tracking provides improved accuracy and precision for the axial displacement vector image with obvious and precise mass/background interfaces as shown in Fig. 6(b) . While 1D processing also exhibits axial displacement vector images with improved accuracy above the focal depth (≤40 mm) as shown in Fig. 6(a) , it fails to track the mass/background interface accurately near the bottom edges of the interface. The mass/background interface is blurred toward the bottom of the inclusion. This is partly due to increased tracking errors with 1D processing, reduced signal-to-noise ratio of the echo signals due to attenuation, and artifacts with beam-steered data at larger insonification angles. As shown in Figs. 6(c) and 6(d), the lateral displacement vector image obtained using 2D deformation tracking provides a smoother image with relatively precise mass/background interfaces when compared to that obtained using 1D deformation tracking.
All of these local displacement vector improvements obtained using 2D processing contribute to the significant enhancement visualized on its corresponding axial and lateral strain tensor image when compared to 1D processing as shown in Fig. 7 . The rectangular regions outlined in dotted show the selected ROIs within the inclusion and the background regions. The solid line represents the left edge of maximum beam-steered angle (15 • ) for the trapezoidal region previously mentioned. Observe that 2D deformation tracking provides precise mass/background interfaces with the inclusion size and shape accurately illustrated in the axial strain tensor image as shown in Fig. 7(b) . The fact that 1D processing fails to estimate strain tensor estimates below the focal depth (>40 mm) for the lateral strain tensor as shown in Fig. 7(c) and below the 50 mm for the axial strain tensor as shown in Fig. 7(a) . These artifacts are not visible with 2D deformation tracking as illustrated in Figs. 7(b) and 7(d). Figure 8 presents a comparison of axial-shear strain images (a) and (b) and full-shear strain images (c) and (d) obtained using 1D (a) and (c) and 2D (b) and (d) deformation tracking methods. The blue and red colors in the figure represent different directions for the shear strain. The value of 0.006 on the color bar corresponds to a 0.6% strain. Note that the fact that 1D deformation tracking fails to track deformations deeper than 45 mm is evident in both the axial-shear strain and full-shear strain images. Also observe that 2D deformation tracking provides improved accuracy and precision for the axial-shear and full-shear strain with precise shear strain regions visualized around the mass/background interfaces as shown in Figs. 8(b) and 8(d) . Note that the inclusion shape and size are also clearly visualized when compared to the results obtained with 1D deformation tracking. The red and blue shear noise artifacts that appear in the background in the images in Figs. 8(a) and 8(c) is also significantly reduced as observed in Figs. 8(b) and 8(d) . Figure 9 presents the impact of the angular increment on the CNR e for axial strain tensor images for the four ellipsoidal phantoms for a maximum beam steered angle of ±15
• and angular increments of 1
• . Here, Fig. 9 (a) presents results for the symmetrical unbound ellipsoidal phantom; Fig. 9(b) for the asymmetrical unbound ellipsoidal phantom; Fig. 9(c) for the symmetrical bound ellipsoidal phantom; and Fig. 9(d) for the asymmetrical bound ellipsoidal phantom. The error bars denote the standard deviation of the CNR e estimated over ten independent experiments. Observe that 2D deformation tracking provides a higher mean CNR e and significantly lower variance in the image when compared to 1D deformation tracking for the four different ellipsoidal phantoms. The mean CNR e for unbound masses utilizing 2D deformation tracking method is about 10 dB higher than that obtained using 1D deformation tracking as shown in Figs. 9(a) and 9(b); and about 6 dB for bound masses as presented in Figs. 9(c) and 9(d). Note that for smaller angular increments (1
• up to 3 • ), the CNR e is almost constant along with the increase in the steered angular increment using 2D processing, however, for larger angular increments, the mean CNR e decreases along an increase in the angular increment for the four phantoms. On the other hand, the CNR e is relatively constant with an increase in the angular increment for 1D deformation tracking. This is due to the concomitant increase in artifacts associated with the angular strain image obtained at larger beam steered angles, and the inability of 1D processing to accurately track the deformation in this region.
Mean and standard deviation values of the corresponding SSC estimated versus different beam-steered angular increments used to generate the compounded image is shown in Table I . The mean and standard deviation were estimated over the ten independent experiments corresponding to the CNR e computations evaluated previously. The actual modulus contrast for the symmetrical bound/unbound ellipsoidal phantom (0 • /90 • ) was 4.2 while that for the asymmetrical bound/unbound ellipsoidal phantoms (30 • /60 • ) was 3.2, respectively. Observe that strain stiffness contrast calculated from axial-strain images over the ROI within the mass and ROI in the background was around 2.1 for the symmetrical phantoms, and 2.0 for the asymmetrical phantoms. For each angular increment, the overall standard deviation obtained using 1D processing was significantly larger than that obtained using 2D processing, ranging from a factor of 1 to about 19 in some instances. For the same phantom, larger beam-steered angles (15 • ) introduce increased standard deviation with 1D processing when compared to 2D processing. Results are improved with the use of smaller angles (on the order of 1
• or 3
• ). Note that the mean value of the SSC estimated using 2D processing is more consistent than those values obtained using the 1D estimator. Figure 10 presents a plot of the CNR e versus the maximum beam-steered angle in increments of 1
• . Note that the mean CNR e plot for the 1D deformation tracking decreases with an increase in the maximum angle. This is due to the increased noise artifacts associated with larger beam-steered angles. Larger beam-steered angles provide additional lateral displacement information, however, with the concomitant increase in noise artifacts due to the larger insonification angles. Note that the standard deviation of the CNR e plots vary greatly with increased maximum angle especially with 1D tracking. The mean CNR e calculated using 2D deformation tracking is about 10 dB higher than that estimated using 1D deformation tracking. Observe that the bound ellipsoidal phantom has a larger variation when compared to unbound ellipsoidal phantom. Table II presents the corresponding SSC estimated for different maximum beam-steered angles. The SSC for the compounded strain images obtained using 2D deformation tracking provides consistent results over all the maximum angles used. The symmetrical unbound/bound ellipsoidal phantom pair has a SSC around 2.1. On the other hand, the asymmetrical unbound/bound ellipsoidal phantom pair has a SSC around 2.0, which is similar to the values reported in Table I . For each maximum beam-steered angle, standard deviation values obtained using 1D processing are about 1-7 times larger than the values obtained using 2D processing. Bound inclusions exhibit increased variance when compared to unbound inclusions. The mean values across the maximum steered angles are also more consistent with 2D processing. For both the uniformly elastic and inclusion phantoms, a window length of 3 mm was required to estimate accurate displacements with 1D processing. On the other hand, with 2D processing the 2D parallelogram shaped processing kernels used had dimensions of 0.385 mm ×3 RF-lines to obtain accurate displacement results. Thus, based on the window length, [5] [6] [7] the spatial resolution along the beam direction improved by a factor of 7.79 for 2D processing when compared to 1D processing. Both the SNR e and CNR e estimates obtained with 1D processing are also lower when compared to that obtained using 2D processing.
IV. DISCUSSION AND CONCLUSIONS
Results obtained with uniformly elastic phantoms in this paper, demonstrate the significant improvement in the spatial resolution and SNR e obtained with the use of the 2D parallelogram shaped processing kernels (0.385 mm ×3 RF-lines) when compared to that obtained with 1D processing with 3 mm gated rectangular data segments. Spatial resolution improved by a factor around 7 with 2D processing, while the SNR e with 2D processing is approximately 5 dB better than that obtained with 1D processing. The ROI over which the SNR e was computed corresponds to the trapezoidal region over which angular displacement estimates from all the beamsteered angles are included in the composite axial-strain image. For the same maximum beam-steered angle, higher SNR e is obtained with an increase in the number of angular displacements used to obtain the compounded strain images. On the other hand for the same angular increment, an increase in the maximum beam-steered angle slightly reduces the SNR e obtained using 2D deformation tracking methods. 1D deformation tracking presents similar declines in the SNR e for maximum angles less than or equal to 6
• , however, the performance drops rapidly for maximum angles greater than 6
• . In addition, the standard deviation of the compounded axial strain images over ten independent RF datasets utilizing 2D deformation tracking methods is 1/7 of that obtained utilizing 1D deformation tracking, demonstrating that 2D deformation tracking is both an accurate and robust deformation tracking method. Noise artifacts observed below the inclusion with 1D processing were not visible with 2D processing for displacement, strain and shear strain images, demonstrating the superior deformation tracking obtained with 2D tracking, especially for regions with lower signal-to-noise. Lateral strain images that were poorly tracked using the 1D deformation tracking approach are significantly improved with 2D processing. In addition, 2D deformation tracking provides clear and smooth inclusion/background interfaces over the entire image, where these interfaces clearly differentiate the inclusions for both unbound and bound masses. Asymmetrical inclusion phantoms poorly tracked with 1D processing are clearly visualized with 2D processing. Background noise artifacts in strain images observed with 1D processing were significantly reduced using 2D processing.
Experimental results for the ellipsoidal phantoms show that the 2D parallelogram shaped processing blocks for deformation tracking provide a significant improvement in the CNR e of 14 dB for unbound masses and 8 dB for bound masses, respectively, for a maximum angle of 15
• , when compared to results obtained using 1D deformation tracking. The CNR e curves presented in Fig. 9 exhibit saturation for smaller angular increments, which corresponds to results presented in Ref. 11 . For smaller angular increments, the angular displacements obtained are highly correlated, and an angular increment of approximately 3
• is enough to obtain accurate compounded strain images using either 1D or 2D deformation tracking methods. Since the error bars for 1D processing are significantly larger than those for 2D processing, there is some overlap between the error bars for the two methods. However, note the length of the error bars for 2D processing when compared to 1D deformation tracking, which partly indicates the robustness of the 2D deformation tracking approach described in this paper.
The focus in this paper was on the evaluation of improvements in the axial strain with angular compounding. Our results in Fig. 3 demonstrate that although the SNR e decreases with a reduction in the number of angular data that were compounded, the improvement obtained with an increase in the angular increments of 1
• -3
• (1 dB decrease) and 1
• (2 dB decrease) were not very large. Figure 11 presents SNR e variations obtained from 3 (a), 5 (b), 7 (c), and 11 (d) beam-steered datasets for different maximum angles, respectively. The 0
• dataset is included for all computations in this paper. Note that for only three beam-steered datasets, the SNR e drops off with an increase in the maximum value of the steered angle. This is due to the noise artifacts introduced by larger insonification angles, where the SNR e decreases about 7 dB for the largest steered angle of ±15
• in Fig. 11(a) . The maximum value of the SNR e obtained with angular compounding for the axial strain image is around 30 dB, which is achieved for lower maximum steered angles of less than 10
• . In a similar manner in Fig. 9 , smaller angular increments on the order of 1 • -3
• , also provide similar CNR e results. For a maximum angle of 15
• , 11 beam-steered datasets at 3
• increments provide similar performance as 31 beam-steered datasets at 1
• angular increments. In general, an optimal number of beam-steered datasets would be the most appropriate for a given maximum value of the beam-steered angle. However, it is difficult to determine a generic value of an optimum angular increment and maximum angle as it would also depend on the transducer center frequency, bandwidth, and array transducer construction parameters that would determine side-lobes and grating lobes. In general, from our results for the system and transducer utilized, the SNR e and CNR e are maximized for angular increments around 3
• and maximum angles less than 10
• . Several investigators have also reported on the use of only three beam-steered datasets to estimate both axial and lateral displacement vectors and strain tensors. 21, 30 The premise employed by these investigators is that the 0
• dataset would provide axial strain information, while the beam-steered data acquired at the largest possible steered angle could be utilized for lateral strain computation by estimation of the lateral components along the beam-steered data. Larger beamsteered angles provide more lateral deformation information at the cost of introducing additional noise artifacts into both the strain tensor images. Larger steered angles improve lateral strain estimation, however, the impact of grating lobes and other noise artifacts have to be considered especially for linear array transducers. However, these larger beam-steered angles also significantly reduce both the SNR e and CNR e in the axial strain images as illustrated in Fig. 11(a) for the three datasets obtained at the 0
• and ±15
• angular increments. The discussion in the above two paragraphs demonstrates the opposing and competing requirements if one attempts to maximize the SNR e and CNR e in both the axial and lateral strain tensors utilizing the same beam-steered datasets. Maximizing the SNR e and CNR e for axial strain imaging requires smaller angular increments and lower maximum steered angles as illustrated in this paper. On the other hand, accurate lateral strain imaging require larger beam-steered angles. 15, 21 Several tradeoffs therefore have to be considered, if one proposes to minimize the number of beam-steered angles for clinical applications. If the temporal resolution is important, for example, for imaging moving structures fewer angles should be utilized. On the other hand, if the spatial resolution and improvement in the SNR e and CNR e is the deciding parameter, more beam-steered datasets can be included in the computation to maximize the SNR e and CNR e obtained. Computational aspects with beam steering have also to be considered for clinical applications. In our implementation, beam-steered data acquisition was inefficient since it was performed using a script on a laptop to control the data acquisition. Processing of the beam-steered RF datasets was also performed using MATLAB. Computationally efficient implementations of both 1D and 2D processing exist that would enable us to obtain angular displacements in real-time. However, reductions in the frame-rate for strain imaging will definitely occur with the use of a larger number of steered angles for angular compounding. In addition, beam steering, data acquisition, and processing have to be implemented on the ultrasound system to further improve computational efficiency.
