Introduction
Consider a Data Generating Process (DGP) D in which an outcome variable is causally determined by three random variables: treatment, an observed covariate, and an unobserved covariate.
There are at least two ways to define the causal effect of treatment in such a DGP. Defined as a parameter in a structural equation, the direct effect is invariant to the influence of covariates. As defined in the Rubin Causal Model, the net effect is the combination of the influence of treatment and the influence of all other causal variables. For example, the direct effect of rain is to make an object wet. The net effect depends on whether the object is indoors or outdoors, covered by an umbrella, etc. 1
What is the purpose of studying causal effects? Thinking in terms of specific examples, why is it interesting to study the causal effect of classroom size on test scores, the causal effect of educational attainment on wages, or the causal effect of tax rates on economic output? Such causal effects are of interest because they are believed to be informative about the future, and therefore are believed to help individuals, policy makers, or any other interested party predict how an outcome variable will change in response to future manipulation of the treatment variable. 2
Science can be defined as a methodology for studying the past to better predict the future. 3 Under this definition, causal effects identified from past data are only used scientifically when used to predict the future. 4 This paper is concerned with understanding how direct and net effects can be used scientifically in light of the problem of context, or the fact that treatment always influences the outcome variable in combination with covariates. 5 Most research related to causal effects focuses exclusively on identifying assumptions, or assumptions allowing the scientist to understand causal effects in the past. The process by which causal effects identified in past data are used to predict the future is typically performed implicitly, with adopted assumptions receiving little formal analysis. 6 This paper considers a set of simple DGPs, formally defines direct and net effects in those DGPs, characterizes the subsets for which direct and net effects can be identified from past data, and then characterizes the subsets for which direct and net effects can be used to predict the future.
Direct effects can only be identified from DGPs without selection into covariates in response to treatment, while net effects allow the researcher to relax this assumption. The paper illustrates this identification tradeoff by adopting the do operator notation from Pearl (2009) and adapting notation to distinguish between structural (" ← − = ") and statistical ("=") equations in response to Chen and Pearl (2012) . This notation allows direct and net effects to be defined precisely in terms of counterfactuals. 7 The results in this paper follow from these definitions, as different types of causal effects represent different counterfactuals from the same DGP (Pearl (2013) ).
The paper also presents a formal treatment of how to explicitly construct predictions of the future using causal effects identified in past data. Differences in the construction procedures using direct and net effects make it possible to characterize the subsets of DGPs for which direct and net effects can be used to predict the future. Net effects can only be used to predict the future from DGPs with covariates identical to those in the past, while direct effects allow for the researcher to relax this assumption. It is important to note that any definition of similar or different covariates in a future DGP must be made in terms of direct effects, and therefore predicting the future with either type of causal effect ultimately requires knowledge of direct effects.
To be precise, let t * be the current moment in time, where t 1 < t 2 < t * < t 3 ∈ N. Let {D t } be a set of DGPs characterized by a set of structural equations, where each particular DGP in the set corresponds with a particular specification of functional forms and parameters. This paper presents results related to:
Definition: The paper defines causal effects in terms of DGPs from {D t } for any time t ∈ N. I label these causal effects ∆ D1 The Identification Tradeoff: The paper characterizes the set of DGPs in {D t 2 } for which causal effects ∆ t 2 are identified for t 2 < t * (ie, in the past) based on observed data. I show that the set of DGPs for which direct effects are identified is a proper subset of the set of DGPs for which net effects are identified, or
The Prediction Tradeoff: The paper characterizes the set of DGPs at future time t 3 > t * for which causal effects ∆ t 2 identified at time t 2 < t * can be used to predict causal effects. I show that the set of DGPs for which net effects can be used to predict the future is a proper subset of the set of DGPs for which direct effects can be used to predict the future, or
Prominent debates in empirical microeconomics can be resolved with these results related to direct and net effects. When experimentalists extol the virtues of randomized control trials as in Angrist and Pischke (2010) and Imbens (2010) , they are really pointing to the fact that experiments or quasi-experiments can be used to identify net effects for a very general class of DGPs, more general than is possible for direct effects (ie,
When structuralists like Rosenzweig and Wolpin (2000) and Keane (2010) state that experiments are not sufficient to identify "interesting" parameters, they are really judging direct effects to be more interesting than net effects. This is presumably because direct effects can be used to predict the future for a more general class of DGPs than can net effects (ie, Π t 3 (∆ D2 t 2 ) ⊂ Π t 3 (∆ D1 t 2 )), and also because predicting the future with either type of effect requires knowledge of direct effects of treatment on covariates and of covariates on the outcome variable.
One implication of the results in this paper is that causal effects need to be defined in terms of counterfactuals. Without doing so, bias is not well-defined. Theoretical and simulation results in the paper show that for various estimators, bias with respect to the direct effect represents identification of the net effect, and vice-versa. 8 This point is under-appreciated in the current literature, which typically equates the restrictions on covariates required for identifying direct and net effects (Angrist et al. (1996) , Angrist and Pischke (2009) , Rosenzweig and Wolpin (2000) ).
There are several possible explanations for why the literature has not recognized that the exclusion restriction necessary for identifying net effects in the Rubin Causal Model (Angrist et al. (1996) ) is not the same condition as the standard instrumental variables exclusion restriction, which ensures the identification of direct effects. One possible explanation is that when causal effects are precisely defined in the economics literature, the definition tends to nest both the direct and net definitions (Heckman (2008 ), Pearl (2009 ). Aside from notation and definitions, another possible explanation is that the literature is simply asymmetric: Tremendous attention has rightly been given to selection into treatment (Heckman (1979) ), but little attention has been given to selection into covariates. For example, Angrist et al. (1996) define causal effects using a model without observed covariates, and consider generalization to cases with covariates to be immediate. Since the asymmetry in Angrist et al. (1996) and the related literature is likely driven by a definition of covariates as immutable attributes, it is worthwhile emphasizing that this paper defines a covariate as a variable other than treatment whose manipulation causally influences the outcome variable.
And a final possible explanation is that assumptions for predicting future causal effects have not received the same formal treatment as assumptions for identifying past causal effects. 9 All of these 8 Several analyses discuss the related point that randomization is not sufficient to identify direct effects, with structural critiques of the experimentalist literature often focusing on how selection into covariates can result in violations of the direct effect exclusion restriction. Examples include White and Chalak (2013) , Heckman (1997) , Rosenzweig and Wolpin (2000) , Deaton (2010) , Keane (2010) , Leamer (2010) , and Heckman and Smith (1995) .
9 This may be due to the influence of physics: Even if physical laws are context specific, they are still typically explanations could explain why intuition related to the results in this paper is present throughout the empirical microeconometrics literature, but to the author's knowledge the precise tradeoffs facing researchers have not before been formally characterized.
Another implication of the results in this paper is that formal studies of external validity need to be generalized from their current focus in the recent econometrics literature. This literature typically defines external validity in terms of whether net effects identified for one subpopulation are informative about effects on another subpopulation. For example, Angrist (2004) , Angrist and Fernandez-Val (2010) , and Kling (2001) discuss external validity in terms of linking Local Average Treatment Effects (LATEs, Imbens and Angrist (1994) ) relevant to a particular subpopulation to the ATE summarizing information about the DGP for the entire population.
Likewise, Heckman and Vytlacil (2001) and Carneiro et al. (2010) show how this problem, and others more directly relevant for policy, can be addressed using the MTE framework developed in Heckman and Vytlacil (2005) . However, generalizability in terms of subpopulations is only one aspect of external validity (Campbell and Stanley (1963) , Shadish et al. (2001) ). The assumptions that allow a researcher to construct one type of net effect from another need not imply the assumptions necessary for predicting the future with either net effect. 10 Thus the results in this paper point to the need for formal discussions about the class of policy interventions to which particular MTEs and LATEs are invariant. 11
A final implication of the results in this paper is that distinguishing between direct and net effects also clarifies the interpretation of effects previously identified in the literature. For example, causal effects of educational attainment identified with natural experiments should be interpreted as net effects. Even if educational attainment were randomly assigned, LATEs and MTEs of educational attainment represent the direct effects from this treatment in combination with direct effects from covariates selected in response to treatment. 12 Some covariates that might be determined in response to educational attainment that might also have large direct effects on wages include on-the-job training, participation in job training programs, self-employment, vocational education, criminal behavior, arrest, incarceration, fertility, household formation, geographic location, military service, and working while in school. It is essential to understand selection into covariates if causal effects are to be used to predict the future or are even simply to be compared across studies, as selection into covariates might vary considerably from one environment or policy regime to another.
The paper proceeds as follows: Section 2 defines the set of DGPs to be considered in the paper.
Section 3 presents three definitions of causal effects, and this Section, even more than the rest of the paper, owes a strong debt to the lines of research conducted by Judea Pearl and coauthors and assumed to be invariant across time. Bareinboim and Pearl (2013) study the related topic of transportability, and also note that formal approaches to the topic are relatively under-developed. 10 For example, some assumptions are additionally needed to rule out substitution bias (Heckman et al. (2000) ) or endogenous peer group formation (Carrell et al. (2013) ).
11 Another approach would be to model the Policy Relevant Treatment Effect (PRTE) from Carneiro et al. (2010) in a setting able to relax the assumption that MTEs and LATEs (ie, the distribution of (Y0, Y1, UD) from Heckman and Vytlacil (2005) or (E ti(D=0) , E ti(D=1) , V D ti ) in this paper) are invariant to policy changes conditional on observed attributes.
12 Identifying the distinct internal rate of return parameter is a separate issue ).
James Heckman and coauthors. Section 4 discusses the identification of these causal effects in past data, using both econometric theory and data simulated from four simple DGPs to illustrate its points. Key findings from this Section are that one person's bias is another person's identification, and that distinct exclusion restrictions are required to identify direct and net effects. Section 5 states the assumptions necessary to predict future effects from causal effects identified in past data, and makes clear that researchers' choice between direct effects and net effects represents a tradeoff between the generality of the DGP that can be studied in the past and the generality of the DGP for which the future can be predicted. Section 6 discusses implications for the literature, with a focus on the fact that LATE and MTE estimates of returns to schooling are net effects. Section 7 concludes.
Data Generating Processes
Suppose that at time t ∈ N data are generated by a Data Generating Process (DGP) in which the outcome variable (Y ti ) for each individual i is causally determined by two observed variables, treatment (D ti ) and observed covariates (X ti ), as well as unobserved covariates (E ti ), or additional factors unobserved by the econometrician. The unobserved covariates E ti can be broken down into permanent factors E P ti and malleable factors E M ti . Where variables Z are instruments, variables in E and V are unobserved to the social scientist, and Θ represents a vector of parameters, the DGP is characterized by the following structural equations: 13
(1)
Figure 1: Directed Acyclic Graphs of Four Data Generating Processes from {D t }
Defining Causal Effects
Below I present three definitions of causal effects so that later issues related to identification and prediction are not confused with issues of definition. I also define the Marginal Treatment Effect and discuss sources of its heterogeneity. Throughout the analysis I distinguish between the model at time t, M t , which is a set of relationships between variables specified by the econometrician, and the DGP D t , which is a set of relationships specified by nature.
The Direct Effect: Causal Effect as a Parameter of a Structural Equation
Recall the potential outcome Equation 6:
This allows for the definition:
The coefficient θ 1 t should be interpreted as the change in Y ti that would result from setting D ti to various values while holding all other causal variables constant, or of ideal manipulations to D ti . 15
The ← − = notation is used to be clear about the distinction between setting and conditioning made in Heckman (2005) . Chen and Pearl (2012) survey six popular econometrics textbooks and find that none present notation capable of making this distinction.
As a parameter in a structural equation, θ 1 t conveys information about the change in Y ti that would result from a controlled changed in D ti . 16 The do operator from Pearl (2009) is useful for communicating precisely what is controlled under such a change. The do operator represents a "surgery" performed on a DGP that wipes out the structural equation(s) determining the variable(s) in question and in its place sets the variable(s) equal to some specified value(s). "Surgery" is a good word to describe the do operator because it represents an external manipulation of the variable (s) in question that leaves all other aspects of the DGP intact. One reason this discussion of controlled change is important is because θ 1 t need not correspond with the parameter of a regression equation that conveys information about the rate of change in Y ti per unit of observed change in D ti in a data set (Chen and Pearl (2012) ). 17 The fundamental problem of causal inference is that we can only observe individuals in one state of treatment at a given point in time (Holland (1986) ). Thus to facilitate causal inference we might rewrite the individual-level effect in D1 in terms of the Average Causal Effect (ACE) using the do operator. Equation 6 and definition D1 could be interpreted as indicating that
The Net Effect: Causal Effect in the Rubin Causal Model
I follow Lewis (2001) and define the counterfactual conditional operator → as:
"If it were the case that , then it would be the case that ."
I also adopt Galles and Pearl (1998) 's notation for Lewis' conditional counterfactuals by denoting
which uses the model specified in Equations 1-6 together with the do operator to define the distance measure in Lewis' closest world semantics. That is, Y ti(d) represents the random variable Y ti after the do(D ti = d) operator has been applied to the model. This notation is adopted because it is useful for distinguishing between setting and conditioning (Heckman (2005)), or controlled versus observed change (Pearl (2009)), and is especially helpful for stating a second definition of causal effects:
ti is excluded from being an argument in all equations except Equation 2.
Part of definition D2 is the exclusion restriction, or Assumption 3 in Angrist et al. (1996) , that Z D ti is excluded from being an argument in any structural equation except Equation 2. This exclusion restriction does not rule out D ti from being included as an argument in the selection Equations 3 and 4. Thus we might write
Definitions D1 and D2 differ by their exclusion or inclusion of covariates in the definition of effects. Under definition D1, the causal effect of D ti on Y ti is the change in Y ti that would result from a change in D ti while holding all covariates fixed:
from definition D1 together with the change in Y ti that would result from the change in covariates induced by the change in D ti :
Again, in response to the fundamental problem of evaluation, we might also define causal effects in terms of the ACE:
is excluded from being an argument in any equation except Equation 2. The ACE version of definition D2 represents a generalization of the definition of causal effects in Angrist et al. (1996) to include observed covariates, and is also referred to as the Average Treatment Effect (ATE). 18 According to Imbens and Rubin (2008) , the two essential parts of the RCM are (I) the definition of causal effects in terms of potential outcomes, and (II) an explicit model of the assignment of treatment. Thus definitions D1 and D2 can both be considered definitions of causal effect within the RCM specified in Equations 6 and 2.
The Graphical/Econometric Definition
An agreed-upon econometric definition of causal effect may not exist: Chen and Pearl (2012) show that causal effects are not precisely defined in six influential econometrics textbooks. Although it may not be uniformly accepted, I adopt the definition from Heckman (2008) . Defining the vector
we can re-write Equation 6 more compactly as
Heckman (2008) defines the individual-level causal effect as 
The Marginal Treatment Effect and Sources of Effect Heterogeneity
Here we also present a brief discussion of the Marginal Treatment Effect (MTE) in recognition of the fact that all of the net effects in the program evaluation literature can be written as weighted averages of MTEs (Heckman and Vytlacil (2005) ). Suppose that we allow for heterogeneous responses to treatment, replacing Equation 1* with
Define the Marginal Treatment Effect (MTE) as:
Note that this definition of MTE contrasts with that in Heckman and Vytlacil (2005) 
Another possible reason for heterogeneity in △ M T E t over the support of V D ti is that either observed or unobserved covariates, X ti (D ti ) or E ti (D ti ) respectively, are determined in response to treatment, so that:
In the remainder of the paper I will refer to the heterogeneity represented by Equation 7 as heterogeneity in direct effects, and the heterogeneity represented by Equations 8 and 9 as heterogeneity due to selection into covariates. The preceding discussion helps to illustrate that it is the presence or absence of heterogeneity due to selection into covariates which determines whether the causal effect represented by a MTE or LATE corresponds to definition D1 or D2.
fertilizer/pesticide/herbicide applied to the crops or the quality of the soil in which the crops were grown. The net effect of these unobserved causal variables is labeled as E ti . To re-iterate, we will denote the current moment in time t * ∈ N, and we will consider DGPs indexed to three points in time:
with t 1 generally interpreted as the time at which treatment was assigned, t 2 being the time at which observed variables were measured, and t 3 being some point in time in the future. Given the dearth of attention paid to selection into covariates, here we assume selection into treatment is not a problem by specifying Equation 2 to be: 19
where (2*)
That is, D t 2 i is an iid random variable that follows the triangle distribution with lower limit −1, upper limit 1, and mode 0.
In this scenario, three specifications of the potential outcome equation might be estimated:
Equation 11 can be justified as the classical regression model with a few additional assumptions (Goldberger (1991) 
Identifying Direct Effects
The specification of Equation 2* embeds the following assumption:
is an iid random variable that follows the triangle distribution with lower limit −1, upper limit 1, and mode 0.
Since D t 2 i is independently distributed and has mean zero, the following orthogonality conditions result from randomization:
The literature on instrumental variables focusing on finding restrictions on Equation 2 under which specific variation in some instrumental variable Z D ti translates into restricted types of variation in Dti for some subpopulation includes, among others, Imbens and Angrist (1994) , Angrist et al. (1996) , and Heckman and Vytlacil (2005) .
In Appendix A it is shown that: 20
Remarkably, one of the orthogonality conditions induced by randomization (DX-t 1 ) implies that as
Equation 13 makes clear that if either observed covariates X t 2 i or unobserved covariates E t 2 i are selected in response to treatment D t 2 i , then randomization is not sufficient to identify the direct effect θ 1 t 2 with the OLS estimators of α 1 t 2 or γ 1 t 2 . This is the central point made in the critiques of the experimentalist approach found in Rosenzweig and Wolpin (2000) , Keane (2010) , and Deaton (2010), among others.
Consider the following orthogonality conditions at the time of measurement:
If DE-t 2 and XE-t 2 hold, then β 
The Direct Effect Exclusion Restriction is a stronger assumption than assuming that the instrument 
This violates SUTVA (a) but does not violate Exclusion I or II. Therefore, identification is possible in cases where there are effects from social interactions in the instrument on selection into treatment (Brock and Durlauf (2007) ).
For random variable A and function f , let A ∈ f denote that A is an argument of f . Exclusion II allows for the following possibilities:
The assumption that the observed covariates Xt 2 i are invariant attributes is made simply for the sake of exposition. The ensuing restrictions placed on Et 2 i and f P t , f M t , and f E t 2 will also apply to Xt 2 i and f X t 2 when this assumption does not hold.
22 This interpretation is possible for all examples considered in the paper.
SUTVA looks most similar to Exclusion I and II (c), but it is clear that identification of direct effects is possible under simultaneous violations to SUTVA (a) and (b) under Exclusion I and II (b). Note that identifying direct effects is not the same as identifying the distribution of outcomes in counterfactual scenarios. Thinking in terms of social interactions, the focus in Manski (2013), Sobel (2006) , and Aliprantis (2013) on identifying the distribution of outcomes in counterfactual scenarios is most likely motivated by a desire to predict the future, not simply a desire to study the past for its own sake.
Identifying Net Effects
Suppose that we have randomization of treatment in the sense given by: 23
Exclusion I is simply a restatement of the exclusion restriction from Angrist et al. (1996) ): Under Exclusion I, setting and conditioning coincide. That is, randomization ensures that the average E t 2 i for the treated subpopulation in the sample represents the average response to receiving treatment over both the treated and untreated subpopulations in the sample. If the sample is randomly drawn from the population, this implies that the average E t 2 i for the treated subpopulation in the sample is the average response of E t 2 i to receiving treatment for the entire population:
Similarly, Exclusion I ensures that
These conditions are a restatement of the independence assumption in Holland (1986) status tells us what would happen if we were to set treatment status:
Identification of the net effect is not achieved because randomization equates E[E t 2 i |D t 2 i = 1]
and E[E t 2 i |D t 2 i = 0] (Heckman (1996) 
The Identification Tradeoff: Comparing Identification Sets of Direct and Net Effects
Recall that t 1 < t 2 < t * < t 3 ∈ N, and let I t * (∆ t ) be the subset of DGPs in {D t } for which causal effects of type ∆ t are identified at the present time. Assuming the observed covariates X ti are invariant characteristics, then: 25
is also a different random variable than the error terms in the Conditional Expectation Functions (CEFs) discussed in Goldberger (1991) and Angrist and Pischke (2009) . 25 As discussed earlier, the assumption that the observed covariates Xti are invariant characteristics is made simply for the sake of exposition. The related restrictions placed on Eti and f
Since any element D D1 t 2 ∈ I t * (∆ D1
This Section illustrates the discussed issues related to identification using four specific DGPs in {D t 2 }. If the DGP under consideration were physical in nature, then X t 2 i and E t 2 i would likely not respond to the values drawn of D t 2 i . We will call this DGP D I t 2 . However, when the DGP is social in nature, agents can make choices in response to the values of causal variables on which they have information. For example, the DGP might be characterized by farmers choosing to irrigate their crops in years with little precipitation (D II t 2 ); choosing to apply more fertilizer to their crops in years with little precipitation (D III t 2 ); or choosing to irrigate their crops and apply more fertilizer to them in years with little precipitation (D IV t 2 ). It is important to note here that it is the farmer who is making active choices in DGPs D II t 2 -D IV t 2 , and not the crops or the plots of lands. 26 Table 1 presents Monte Carlo results showing the performance of the OLS estimators from Equations 1-6 when estimated on 100,000 simulated data points generated from these DGPs. The precise parameterizations are as follows: The potential outcome equation is the same across all simulated DGPs:
26 Similar discussions can be found in Heckman (1992) and Deaton (2010) with respect to choices about Dt 2 .
As well, in all simulated DGPs treatment is randomized with
stated equivalently as D t 2 i being an iid random variable that follows the triangle distribution with lower limit −1, upper limit 1, and mode 0.
In DGP D I t 2 the remaining selection equations 3, 1, 4, and 5 are such that:
all features of the model are the same as in DGP D I t 2 except that observed covariates are selected in response to treatment:
Similarly, DGP D III t 2 is the same as DGP D I t 2 except that now unobserved covariates are selected in response to treatment. Unobserved covariates are a combination of permanent and malleable factors:
The permanent factor is determined as
2 ], and letting V E1 t 2 i ∼ iidU [0, 1], the malleable factor is determined in response to treatment as:
Finally, DGP D IV t 2 is the same as DGP D I t 2 except that observed covariates are selected in response to treatment as in DGP D II t 2 and unobserved covariates are selected in response to treatment as in DGP D III t 2 .
Direct and Net Effects Represent Information about
Distinct Counterfactuals from the Same DGP Figure 2 and in the first two rows of Table 1 . Both Figure 2 and Table 1 illustrate that direct and net causal effects represent information about distinct counterfactuals from the same DGP (Galles and Pearl (1998) , Halpern (2000) , Pearl (2013), Pearl (2009) ). Recalling definitions D1 and D2 of direct and net causal effects, Figure 2 helps to illustrate that direct causal effects represent information about the counterfactual quantity Focusing on Figure 2 , we can see that in DGP D I t 2 all effect parameters coincide because there is no selection into covariates. In DGPs D II t 2 and D III t 2 there is heterogeneity in individual-level net effects, and the average net effect is the population-weighted average of these two discrete individuallevel effects. In DGP D IV t 2 there is even more heterogeneity in individual-level net effects, and the average net effect is actually negative. Since the direct effect θ 1 is constant across individuals in all DGPs, the only source of heterogeneity of individual-level effects in DGPs D II t 2 -D IV t 2 is selection into covariates (Equations 8 and 9), not heterogeneous direct effects (Equation 7). 
Debates about
Potential Outcomes:
:
Causal Effects D1: θ 1 t2
1.00 1.00 1.00 1.00 
1.00 0.49 0.44 -0.06
0.00 0.00 -0.01 0.01
0.00 0.67 0.00 0.62
0.00 0.00 0.75 0.71
Note: The specified DGPs were used to generate 100,000 observations for the previous and current time periods. The precise functions f variates. One of Heckman (1997) 's concerns about the net effects identified in Angrist (1990) is that they cannot distinguish between the direct effect of treatment and the direct effect of unobserved covariates selected in response to the quasi-randomly assigned treatment. The concerns raised in Rosenzweig and Wolpin (2000) and Keane (2010) about net effects identified by the quasi-random assignment of treatment generated by natural experiments are likewise related to selection into covariates generating violations of Exclusion II, and therefore creating a difference between the net effect and direct effect identified by IV estimators. Finally, the distinction between exogeneity and orthogonality made in Deaton (2010) can be seen as a distinction between orthogonality conditions made at two points in time, the time of assignment (t = t 1 ) and the time of measurement (t = t 2 ).
Deaton's concern is that even if orthogonality conditions hold for a given DGP at time t 1 , the later ones at t 2 necessary for identification can be violated due to selection into covariates. 27
Predicting Future Effects
Assuming that a causal effect has been identified in past data, how might one use it to predict the future? That is, how might we use causal effects identified in past data sets to answer the question:
Q1 How will the outcome variable change if treatment is manipulated in the future?
A Scientist Using the Direct Effect from the Past
Suppose that scientist s possesses an estimate of the direct effect of treatment, obtained from data in the past at time t 2 , θ 1
Let P s (·|t) denote scientist s's prediction at time t. Predict II allows scientist s to construct the predictions
and Predict III allows scientist s to construct the predictions
Given these predictions, Predict I instructs scientist s on how to combine them with the direct effect of treatment estimated from data in the past at time t 2 , θ 1 t 2 , in order to predict net effects on the outcome variable at time t 3 in the future:
A Scientist Using the Net Effect from the Past
Now suppose that scientist s possesses an estimate of the net effect of treatment E i [ △ D2 t 2 ], obtained from data in the past at time t 2 . In order to answer Question Q1, in addition to Predict I, II, and III, it must also be assumed that at time t * : Predict IV Scientist s knows not only the direct effects of covariates in the future, but also that they will be the same as they were in the past:
Note that Predict IV and V cannot be invoked without invoking Predict II and III, which themselves are assumptions about knowledge of direct effects of covariates through the Θ's parameterizing the selection equations.
Since θ 1 t 3 is not estimated, net effects are used slightly differently to construct the prediction, going directly through Predict I and Predict IV * +V * to generate the prediction:
Thus scientist s's prediction of the average net effect of manipulating treatment at time t 3 is
The Prediction Tradeoff: Comparing Prediction Sets of Direct and Net Effects
Let F t 3 be a future DGP at time t 3 . Let Π t 3 (△ D1 t 2 ) ⊂ {F t 3 } be the set of such future DGPs for which scientist s can use the past direct effect △ D1 t 2 ≡ θ 1 t 2 to predict the future:
We can also write Π t 3 (△ D2 t 2 ) ⊂ {F t 3 } as the set of future DGPs for which scientist s can use the past net effect △ D1 t 2 ≡ θ 1 t 2 to predict the future:
Similar to the case with the identification sets in Section 4, the proof that the prediction set for net effects is a proper subset of the prediction set for direct effects trivially follows from definition:
Direct Effects are More "Interesting" than Net Effects
In many senses it is difficult to judge direct or net effects as being superior to the other (Pearl (2013) ). Net effects can be identified from past data for more general DGPs than direct effects, but once obtained, direct effects can be used to predict the future data generated by more general DGPs than net effects. Nevertheless, there are several senses in which direct effects are more "interesting" than net effects, as noted in Rosenzweig and Wolpin (2000) , Keane and Wolpin (1997), Deaton (2010) , and others. One is that predicting the future with net effects also requires assumptions based on knowledge of direct effects. Another is that since Π t 3 (△ D2 t 2 ) ⊂ Π t 3 (△ D1 t 2 ), direct effects are relevant for a more general set of DGPs than are net effects.
Returning to our example of the effect of precipitation on crop yields can help to illustrate the tradeoff researchers face. Having identified the direct effects of precipitation on crop yields and covariates, and the direct effects of covariates on crop yields, the scientist can predict crop yields for any values of covariates in the future, so that P s (X t 3 i(d) ) and P s (E t 3 i(d) ) are completely free. Having identified the net effect of precipitation on crop yields, as well as the direct effect of precipitation on covariates and the direct effects of covariates on crop yields, the scientist can predict crop yields only when covariates look exactly as they did in the past, so that P s (X t 3 i(d) ) = X t 2 i(d) and
Despite these desirable properties of direct effects, it is important to note that the distinction between direct and net effects can be subtle. Consider that physical laws are assumed to be timeinvariant, but they also face the problem of context. Even in physics it is accepted that one needs
"to know what the right laws are under the right circumstances" (Feynman (1999) , p 37). What suffices as an understanding of a direct effect in one context may actually appear to be a net effect in another context. For example, the direct effect of gravity in a model sufficient for traveling to the moon may look more like a net effect when traveling between the stars. Finding physical laws, or time-invariant direct effects, that hold across ever greater contexts is a central problem in physics, and the scientific process is constantly showing direct effects to be net effects of a more refined model (Feynman et al. (1963) , 2-1).
Discussion

Directed Acyclic Graphs/Bayesian Networks
The analysis in this paper has taken only limited ideas from the literature on Directed Acyclic Results related to the literature on DAGs of special interest to economists have been established in Chalak (2009), Chalak and White (2012) , White (2011), and Chalak (2013) , with other results of interest presented in Pearl (2009) and Morgan and Winship (2012) . Figure 1 shows DAGs of the DGPs used in the simulation exercises in Section 4.4, which are able to transparently and efficiently communicate features of those DGPs.
Returns to Schooling
Consider implications of distinguishing between direct and net effects for estimates in the literature on returns to schooling. Educational attainment is traditionally theorized to have a direct effect on wages through the mechanisms of skill accumulation and job market signaling (Arrow (1973) , Layard and Psacharopoulos (1974) , Wolpin (1977) ). Selection into treatment in response to unobserved covariates is generally considered the greatest challenge to identifying parameters that can be meaningfully interpreted as returns to schooling (Card (2001 ), Belzil (2007 ). 28 An asymmetric focus on selection into treatment at the expense of selection into covariates is standard in the program evaluation literature (Imbens and Wooldridge (2009), Blundell and Dias (2009) ).
The analysis in this paper highlights that ATEs and LATEs of educational attainment, such as those estimated in Oreopoulos (2006a) and Oreopoulos (2006b) , or their MTE counterparts, such as those estimated in Carneiro et al. (2011) , should be interpreted as net effect parameters.
Comparing individuals randomly assigned to two different levels of educational attainment does not establish that differences in outcomes are driven by the direct effect of treatment, as it cannot rule out that differences in outcomes are driven by selection into covariates in response to treatment. Angrist (1990) Working While in School - Light (2001) Changes in policy or secular trends related to any of these variables represent two ways of violating Predict II and Predict III for the researcher attempting to predict the future using statistical effects of educational attainment.
Conclusion
Science can be defined as a methodology for studying the past to better predict the future. This paper studied how direct and net causal effects can be used scientifically in light of the problem of context, or the fact that treatment always influences the outcome variable in combination with covariates. The paper considered a set of simple DGPs, and characterized the differences in the subsets of DGPs for which direct and net effects can be identified from past data, as well as the differences in procedures and the subsets of DGPs for which direct and net effects can be used to predict the future.
It was shown that direct effects can only be identified from DGPs without selection into covariates in response to treatment, while net effects allow the researcher to relax this assumption.
This resulted in the Identification Tradeoff, which is the fact that the set of DGPs for which direct effects are identified is a proper subset of the set of DGPs for which net effects are identified. It was also shown that net effects can only be used to predict the future from DGPs with covariates identical to those in the past, while direct effects allow for the researcher to relax this assumption.
This resulted in the Prediction Tradeoff, which is the fact that the set of DGPs for which net effects can be used to predict the future is a proper subset of the set of DGPs for which direct effects can be used to predict the future Prominent debates in empirical microeconomics can be resolved with these results: Experimentalists tend to focus on the Identification Tradeoff, while structuralists tend to focus on the Prediction Tradeoff. These results were also shown to have important consequences for the definition of causal effects in terms of counterfactuals, the definition of bias, the study of external validity, and the interpretation of net effect parameters in the literature identified via natural or human-created experiments.
8 Appendix A: Derivation of OLS and 2SLS Estimators
Notation for Matrix Algebra
For the sake of exposition, assume for these derivations that the constant term in the structural outcome equation θ 0 = 0, and that the regressions are specified without constants. Remember that D t 2 represents the N × 1 vector of observations of D M i . We also have N observations of X at both the time of assignment and the time of measurement, which were labeled as X t 1 and X t 2 . Define the following N × 2 vectors
Defining the N × 1 and 2 × 1 vectors
it is possible to write the structural potential outcome Equation 6 in Section 3,
as
Recall the regression Equations 10-12:
Y t 2 = W t 2 β + K t 2 (6)
Derivation of OLS Estimators
A little matrix algebra shows that:
Rewriting a ratio of the dot products of two N × 1 vectors A and B as Equations 10-12 as well as their 2SLS analogues when DGPs D I t 2 -D IV t 2 also exhibit selection into treatment. These DGPs are characterized by the following structural equations:
In terms of specification, the potential outcome equation is still the same across all DGPs:
The difference is that now, in all simulated DGPs treatment is selected according to Note: The specified DGPs were used to generate 100,000 observations for the previous and current time periods. The precise functions f An implicit assumption made throughout the paper is that the model specified by the researcher corresponds perfectly with the DGP specified by nature. This assumption appears inevitable at some level. At the same time, however, this assumption seems quite open to criticism, such as
Heckman (2005)'s criticism of algorithms using DAGs to inductively specify models (Pearl (2009) ).
Calibration can be seen as an approach to studying causal effects that openly acknowledges that this implicit assumption will rarely, if ever, be true. If a model of direct effects can reproduce data from the past under a given parameterization, then calibration uses this parameterized model to predict the future.
