This paper follows the work of A.V. Shanin on diffraction by an ideal quarter-plane. Shanin's theory, based on embedding formulae, the acoustic uniqueness theorem and spherical edge Green's functions, leads to three modified Smyshlyaev formulae, which partially solve the far-field problem of scattering of an incident plane wave by a quarter-plane in the Dirichlet case. In this paper, we present similar formulae in the Neumann case, and describe a numerical method allowing a fast computation of the diffraction coefficient using Shanin's third modified Smyshlyaev formula. The method requires knowledge of the eigenvalues of the Laplace-Beltrami operator on the unit sphere with a cut, and we also describe a way of computing these eigenvalues. Numerical results are given for different directions of incident plane wave in the Dirichlet and the Neumann cases, emphasising the superiority of the third modified Smyshlyaev formula over the other two.
Introduction
The diffraction of acoustic waves by an ideal quarter-plane is a complex problem, which has so far proved insoluble via classical techniques. This problem is an important canonical model for the Geometrical Theory of Diffraction (GTD) due to Keller [1] . Following the GTD, further work has been done by Kraus and Levine [2] , Satterwhite [3] and Hansen [4] , by considering the quarter-plane as a degenerated elliptic cone and expressing the field as a spherical wave multipole series. However, these series are poorly convergent when the source and the observer are located far from the vertex of the cone. A more extensive review has been undertaken by Blume in [5] . In the same paper [5] , Blume proposes a method to accelerate the convergence of these series and obtains some numerical results. In 1961, Radlow [6] claimed to have found an analytic solution of the acoustic quarter-plane problem using the Wiener-Hopf method. However, this solution has long been suspected to be wrong (see Meister [7] ), and indeed it has recently been disproved by Albani [8] . A different way to attack the quarter-plane problem has been introduced by Smyshlyaev [9] , followed by some work by Babich et al. [10] , but in this case the solution is still difficult to evaluate numerically. Despite this difficulty, Babich et al [11] describe a numerical method based on the Abel-Poissontype summation method and a boundary integral equation that gives the diffraction coefficient for smooth convex cones in the non-singular directions. This method has also been successfully implemented by Bonner et al [12] for more complicated geometries. However, Shanin [13, 14] , following Smyshlyaev's work, presents a new analytical/numerical method, which partially solves the acoustic quarter-plane problem in the Dirichlet case. The main advantage of this method compared to the one mentioned previously is that in this case the formulae giving the diffraction coefficient are "naturally convergent" in the sense that they don't require a special treatment to regularise or accelerate their convergence. This method is mainly based on the theory of embedding formulae, introduced by Williams [15] and developed by Craster, Shanin and others [16, 17, 18] .
It also relies on the acoustic uniqueness theorem for infinite scatterers, which has been discussed in detail by Jones [19] and Miranker [20] . In the present paper, we will extend Shanin's theory to the Neumann case, and present numerical results in both cases over a broader range of observer locations (using the third modified Smyshlyaev formula) than was possible with the numerical methods presented in previous papers (using the first two modified Smyshlyaev formulae only). In Section 2 we shall give a mathematical formulation of the problem. In Section 3 this problem will be rewritten as a spherical eigenvalue problem and a method to obtain the eigenvalues numerically will be described. In Section 4, integral formulae describing the solution, the modified Smyshlyaev formulae, shall be derived in the Dirichlet and the Neumann cases and a method to compute their integrands will be presented. Section 5 will describe an efficient way of computing the far-field directivity, and numerical results and physical interpretation shall be given in Section 6.
Notations and problem formulation
For brevity, we will treat the Dirichlet and Neumann cases simultaneously. The convention used throughout is that the grey upper cell concerns the Dirichlet case and the lower white one concerns the Neumann case, and that the upper index d,n concerns the Dirichlet/Neumann cases respectively. Let us introduce the functions
, where δ is the usual Dirac delta function. We shall consider the time-harmonic scalar Dirichlet/Neumann diffraction problem, sending an incident plane wave with velocity potential of the form u in e −iΩt , where u in = e −i(kxx+kyy+kz z) , onto a quarter plane, as shown in Figure 1 . The direction of the incident wave can be represented by the unit vector ω 0 = (k x , k y , k z )/k 0 . It is also possible to describe ω 0 by its spherical coordinates (θ 0 , ϕ 0 ) as can be seen in Figure 2 . In what follows the time dependence will be suppressed. According to Keller's GTD [1] , the total velocity potential field u re is equal to zero. There is also a set of conical/cylindrical waves radiated from each edge, denoted u d,n co1 and u d,n co2 , and in some cases (see Table 1 ), a set of secondary radiated conical waves radiated from the edges denoted u sc . Hence we can write 
is the wave number of u in , subject to the following conditions:
• The boundary conditions u d sc = 0 and ∂u n sc ∂z = 0 on both surfaces of the quarter-plane.
• The edge or Meixner conditions u
near the edge Λ 1,2 (coordinates described on Figure 1 ). These conditions follow from the fact that very close to the edges the quarter-plane looks exactly like a half-plane. These conditions may also be interpreted as preventing any source from being located on the edges.
• The vertex condition ∇u d,n sc = o(r −3/2 ) as r → 0, r being the distance from the vertex of the quarterplane. This condition follows from the fact that the energy density should be integrable at the vertex.
The spherical behaviour of u d,n sp in the far-field (i.e. as k 0 r → ∞) can be expressed by writing
where ω 0 = (k x , k y , k z )/k 0 is the unit vector of incidence and ω is the unit vector of observation, as shown in Figure 2 . It is expected for the diffraction coefficient f d,n (ω, ω 0 ) to become singular at the geometrical optics boundaries, that in our case correspond with the directions of the radiated and secondary radiated cones described previously. It is possible to derive uniformly valid far-field expressions in some problems (e.g. [21, 22] for radiation from skewed cylinder or [23, 24] for radiation from cones), but that will not be considered further here. A formula has been found for the diffraction coefficient f d,n (ω, ω 0 ) by Smyshlyaev [9] , which states that
where g d,n is the Green's function of the spherical problem, ν is the separation constant of the spherical problem (see Section 4) and γ is an integration contour which will be defined later. However, as mentioned in the introduction, expression (2) is difficult to use for practical computations. It is indeed only "naturally convergent" for a very restricted range of ordered pairs (ω, ω 0 ). On this restricted range of ordered pairs, (2) can indeed be written as an exponentially convergent integral as shown in [9] and implemented in [10] . In the particular case of an axi-symmetric problem, Babich et al showed in [10] that, using earlier ideas of Nikolaev [25] , (2) could be modified into an exponentially convergent integral everywhere. In a more recent paper, Shanin [13] improved (2) by introducing three modified Smyshlyaev formulae in the Dirichlet case. The main difference between the three formulae is the range of ordered pairs (ω, ω 0 ) for which the integrand is exponentially decaying along the imaginary axis (allowing contour deformation and efficient numerical evaluation as shown in Section 5). Shanin and co-worker have considered only the first and second modified Smyshlyaev formulae. In this paper, we will mainly focus on the third modified Smyshlyaev formula, which is the one with the greatest range of validity.
The vertex of the quarter-plane is taken as the origin, and the usual Cartesian coordinates (x, y, z) and spherical coordinates (r, θ, ϕ) are shown in Figure 2 . The spherical coordinates may also be written as (ω, r) where ω corresponds to the intersection between the vector and the unit sphere. ω can be described by the ordered pair (ξ, η), which corresponds to the Cartesian coordinates of its projection on the equatorial plane z = 0, as shown in Figure 2 . It is trivial to show that ξ = sin(θ) cos(ϕ) and η = sin(θ) sin(ϕ). Local cylindrical coordinates are used very close to the edges of the quarter-plane, denoted Λ 1 (x axis) and Λ 2 (y axis) respectively. For example, for Λ 1 the local cylindrical coordinates are (x, ρ 1 , α 1 ), as shown in Figure 1 . We have x = ρ 2 cos(α 2 ), y = ρ 1 cos(α 1 ) and z = ρ 1,2 sin(α 1,2 ). Local coordinates on the sphere (ζ 1,2 , φ 1,2 ) are used to determine the position of a point ω on the unit sphere relative to the cut S, which corresponds to the cross-section between the unit sphere and the quarter-plane. Let us denote the two extremities of S as L 1 and L 2 . As can be seen in Figure 2 , ζ 1,2 correspond to the length of the geodesics between L 1,2 and ω. The angles φ 1,2 are the spherical angles between the equator and these geodesics. These local coordinates can also be used as global coordinates on the unit sphere, and can be linked with the usual spherical coordinates by
Note that the minus sign in (4) comes from the fact that φ 2 is defined as the complement of the acute angle. Note that we also have ξ = cos(ζ 1 ) and η = cos(ζ 2 ).
On the equivalent spherical problem
Let us now operate the change of variable
J ν (k 0 r), while the spherical part V d,n should satisfy the Laplace-Beltrami
, where
and∆ is the Laplace-Beltrami operator defined by∆ = 
As shall be seen in Section 4, knowledge of these eigenvalues is key to a thorough understanding of this problem. Moreover, it can be shown that the behaviour of u d,n sc near the vertex is given by
In the following subsections we shall present a way of obtaining an accurate numerical estimation of the first few eigenvalues in both the Dirichlet and the Neumann cases. In a report by Jansen and Boersma [26] on the electro-magnetic diffraction by elliptic cones, the first eigenvalues ν
have been computed and our results agree with theirs up to four decimal places. In this report, Jansen and Boersma used a different method based on Lamé functions that will not be discussed further. Other authors, such as Sleeman et al. [27] and Abawi et al. [28] also have computed these eigenvalues using different methods.
The Dirichlet case
Let us consider the Dirichlet part of problem (5) as a two-dimensional PDE on the domain Ω d in the (ϕ, θ) space, as described in Figure 3 . For Ω d to be equivalent to the unit sphere we need to carefully choose the boundary conditions. On S, the Dirichlet boundary conditions v d (S) = 0 should be satisfied. We want the solutions to be 2π-periodic in the ϕ direction, therefore we need to impose
. The boundaries C 2 and C 4 correspond to the South and the North pole of the sphere respectively. So the value of v d must be constant on this boundary, but this constant is unknown. Being only interested in eigenvalues which lead to symmetric eigenfunctions, we shall only impose a periodic condition on C 2 and C 4 and "select" the appropriate modes detected. A finite element method is used to solve the eigenvalue problem. The domain Ω d is meshed with a triangular mesh and the finite element space chosen is the space of continuous quadratic functions on the elements of the mesh plus bubble functions. The variational formulation of the problem, (A.4), can be found in Appendix A. The eigenvalue problem is solved using Implicitly Restarted Arnoldi Method (IRAM) using the finite element software Freefem++ [29] . Figure 4 shows the plot of the first two modes found by the solver, and Table 2 
The Neumann case
A similar method has been carried out with a domain Ω n described in Figure 5 . The difference between Ω n and Ω d comes from the fact that in the Neumann case we cannot use an exact segment to represent S. In order to solve this problem, the segment has been modelled as a "hole", as shown in Figure 5 . The value d is chosen to be very small (we found that d =0.00005 gives converged results) so that the "hole" approximates the segment, and we may have different values of v n on each side of it. Once again, the boundary conditions need to be chosen carefully. Neumann boundary conditions are used on S, periodic boundary conditions are imposed on C 1 and C 3 , and this time anti-periodic boundary conditions need to be imposed 1 on C 2 and C 4 . Figure 6 shows the plot of the first two modes found by the solver and Table 3 gives the results for the first six eigenvalues obtained with a precision of order 10 −4 . 1.3145 2.0970 2.4553 3.0206 3.3011 3.4901 Table 3 : First six eigenvalues of the Neumann problem 1 A simple way to impose anti-periodic boundary conditions could not be found in this case. Instead Dirichlet boundary conditions have been applied on C 2 and C 4 , which explains the slight imperfections that can be observed near C 2 and C 4 in Figure 6 . However, this has no effect on the value of the eigenvalues.
Modified Smyshlyaev formulae and spherical edge Green's functions
Let us define the functionsv d 1,2 (ω, ν, κ) to be the solutions of the Dirichlet auxiliary problem on the unit sphere with a cut S, with a point source located near L 1,2 , with coordinates (κ, π) in the local spherical coordinates and with strength π κ . The functionsv n 1,2 (ω, ν, κ) are defined to be the solutions of the Neumann auxiliary problem on the unit sphere with a cut S, with two points source located near L 1,2 , with coordinates (κ, 0 + ) and (κ, 0 − ) in the local spherical coordinates and with strength ± 1 2 π κ . These two definitions correspond to the four equations
As solutions of spherical auxiliary problems, the Green's functionv
Using Fredholm theory, and because of the symmetric/antisymmetric way in which v d,n 1,2 are defined, it is possible to express them in terms of the eigenfunctions and eigenvalues computed in Section 3 by
where A d,n 1,2 (j) are unknown constants. This is one of the reasons why we only considered the symmetric/antisymmetric eigenfunctions in Section 3. The spherical edge Green's functions still satisfy the Dirichlet/Neumann boundary conditions, but they violate one of the edge conditions (v 
Using these spherical edge Green's functions, the following formulae (modified Smyshlyaev formulae) can be derived:
where
and γ and Γ d,n are the contours shown in Figure 7 . [13] . However, the detailed proof for both cases requires a multitude of details, and will be presented in [30] . In a recent publication [18] , Shanin et al. derive some similar formulae for an arbitrary corner angle in the Dirichlet case, but for definiteness we will here consider only the quarter-plane. In order to compute the diffraction coefficient, it is essential to be able to compute the spherical edge Green's functions in an efficient way. A method fulfilling this requirement has been developed by Shanin [14] and has been implemented in the present paper. Using the following asymptotic behaviour of the spherical edge Green's functions near
and the symmetries of the problem 2 , Shanin derived a system of eight linear equations
1,2 and their partial derivatives with respect to θ and φ. Writing this system in matrix form leads to the coordinate equations
where ij . Using the fact that U should satisfy the Laplace-Beltrami equation almost everywhere on the unit sphere, and using (17) , one may prove that for ν not belonging to the spectrum of (5)
The result (18) is important, because it means that in X and Y there are only two unknown variables that depend on ν i.e. C 2 is known, which means that we will have to take the square root of a complex number. This may lead to some stability problems as we will see in subsection 5.3. Note that the coordinate equation has four singular points on the sphere, in the sense that . At this stage, it seems that a typographical error occurred in [14] . Indeed Shanin's equation (3.9) should actually be
2 )w 2 in the notations of [14] , which, with the notations used in this paper, can be written as
4 Explicit expressions for these matrices are given in the appendix of [14] , but note a typographical error in the expression for X .
at these points the matrices X or Y are not well defined. Let us denote these four points L 1 , L 2 , L 3 and L 4 . These points separate the equator into four arcs, one of them being our cut S (between L 1 and L 2 ). Let us also consider one point per arc, located in the middle of them (see Figure 9 ). Let us call those points P 1 , P 2 , P 3 and P 4 . Finally, let us denote the North pole of the unit sphere as A. For a given ν, a gradient algorithm to find the constants C d,n 12 has been described by Shanin [14] . The idea of the algorithm is to start with a guessed value of C d,n 12 and an initial condition given at P 1 by U (P 1 ) = (0, 0, −1, 1)
T . These conditions entirely define the coordinate equation that can be solved along arcs of constant ϕ using a Runge-Kutta method. The difference between the known behaviour of v n 1,2 at P 2 and P 3 (they should be zero there) and the behaviour of the two Neumann components of the solution at P 2 and P 3 is then used to adjust the initial guess for C d,n 12 . The process continues until the Neumann part of the solution is equal to zero at P 2 and P 3 . The next step is to determine the exact initial value of U , which should be U (P 1 ) = (0, 0, −N, N ) T . Hence we need to determine N . The arc (L 1 A) is characterised by φ 1 = π 2 . Therefore, using (16), we have the following asymptotic behaviour along this arc:
Let us denote the solution of the coordinate equation (entirely determined now that we know the constants) with initial boundary condition U(
Let us now solve numerically the coordinate equation along the arc (P 1 A) with ϕ being kept equal to π 4 (hence we are solving an ODE in θ) to obtain the value U(A). Let us now introduce a small parameter ε and solve the coordinate equation along the arc (AL 1 ), with ϕ being kept equal to 0, using U(A) as the initial condition and stopping at a distance ε from L 1 , to obtain U( π 2 − ε, 0). Note now that, by linearity, we have U = N U. Hence (19) leads to
This result can be seen graphically using Figure 8 . At this stage we know all the constants of the problem (namely C n 12 , C d 12 and N ). Hence it is possible, by solving the coordinate equation at constant ϕ, for example along the arc (P 1 A) , to obtain the exact value of U at the point A. Thereafter the process is quite simple; we tabulate the value of ϕ between 0 and 2π, and for each value of ϕ the coordinate equation is solved along the associated arc from A to the equator, as can be seen in Figure 9 . Figure 10 shows some of the spherical edge Green's functions for a particular value of ν, and illustrates the fact that they violate one of the edge conditions and that they respect the Dirichlet (left plot) and Neumann (right plot) boundary conditions. Indeed, on the left plot, we can see that the function is singular at the point (θ, ϕ) = ( 
Deformation of the integration contour
Following the work of Kamotski [31] and Babich et al [11] , it can be proved that, up to a multiplicative rational function of ν,
as ν → ∞. Therefore, for arccos(ξ)+arccos(ξ 0 ) > π (respectively arccos(η)+arccos(η 0 ) > π), we can deform the contour γ into a contour γ new as shown on Figure 11 , on which the integrand of (12) ( (13) respectively) will be exponentially small at infinity. These ranges constitute the oasis zone. Figure 12 shows the oasis zone for the first modified Smyshlyaev formula, for an incident wave defined by ω 0 = (θ 0 , ϕ 0 ) = (
). Note that the boundary of the first oasis zone corresponds to the intersection between the unit sphere and the cone radiated by the edge Λ 1 , the apex of which is located at the quarter-plane vertex. ) and the quarter-plane (shaded part of the equatorial plane)
We now wish to consider the asymptotic behaviour of the integrand in the third modified Smyshlyaev formula (14) . Using (20) , (21), (22) and (15), it can be proved that, for [arccos(ξ 0 ) + arccos(η) > π 2 and arccos(ξ) + arccos(η 0 ) > Figure 14 illustrates the oasis zone 3 associated with the third Smyshlyaev formula, for the same value of ω 0 as in Figure 12 . Therefore it can be seen in this case that the third modified Smyshlyaev formula covers a much greater area of the unit sphere than the first and second formulae. Indeed the area covered by the first two formulae is included within that covered by the third formula. Note that this time, the boundary of the oasis zone 3 corresponds to the intersection between the unit sphere and the two secondary radiated cones (a secondary radiated cone corresponds to the re-scattering of a cone emanating from the other edge). ) and the quarter-plane (shaded part of the equatorial plane)
Useful symmetrical properties
As demonstrated in section 4, it is possible to compute the spherical edge Green's functions and thus the integrands of the modified Smyshlyaev formulae for a given value of ν not belonging to the spectrum of (5) . In order to compute the diffraction coefficient, it is necessary to perform this computation all along a contour in the ν complex plane. But let us focus first on the case of one particular ν to obtain a better understanding of the problem and derive useful properties that will significantly speed up the computation of the diffraction coefficient. The problem of finding the edge Green's functions, denoted P (ν), can be formulated as follows:
Problem 1 Let ν not belong to the spectrum of (5), we want to find constants C Problem P (ν) :
where Li and Mi are 4x4 real matrices, which can be determined from (17) .
By simply taking the complex conjugate of (23), the following proposition is obtained:
Dirichlet pole to avoid Neumann pole to avoid
Re(ν)
Im(ν) ) . This is where the properties of subsection 5.2 become very useful. Indeed, let us take any of the rectangles in Figure 16 . Each vertical segment may be separated into two vertical segments, one with positive imaginary part, and the other with negative imaginary part. Proposition 1 implies that we only need to compute the constants for one of these two segments, as they are images of each other by conjugation. Similarly, the two horizontal segments of a rectangle are images of each other by conjugation and hence the constants only need to be computed on one of them. Moreover, once the constants have been computed on the rectangles R 1 , R + 1 and R − 1 , using Corollary 1, we automatically obtain the constants on R 2 , R + 2 and R − 2 from
So the main difficulty is to compute the constants for half of a vertical line. When ν is far from the real axis, the algorithm mentioned in Section 4 works well and converges very quickly, often in as few as three iterations. However, when we get closer to the real axis, due to the square root problem described in Section 4, the convergence becomes more difficult to achieve and the algorithm may lead to two different results, according to the sign of C 12 as the input of the algorithm it is better to use the constants computed on the previous step to initialise the algorithm. Second, for the integrals to be well defined we want the constants to be continuous functions of ν. This is achieved by imposing a constant sign on the imaginary part of C d 11 + C n 11 along the vertical half-line. Those two steps ensure fast convergence and a unique continuous output from the algorithm. The strength of the coordinate equation method is that the computation of the diffraction coefficient can be decomposed into two parts. First, as just seen, all the constants of the problem should be computed on the appropriate integration contour. This is the part requiring the most computational time 5 . This has only to be done once. Then, once this is done, one can obtain the value of the diffraction coefficient for any incidence ω 0 along any observing arc of constant ϕ very quickly as can be seen in Table 4 .
Numerical results
Figures 17, 19, 20 and 22 show the value of the imaginary part of the diffraction coefficient for four different incident waves (the real part of the coefficient is always zero, see Appendix B). The diffraction coefficient is computed on the Northern hemisphere of the unit sphere. For more clarity, the results are then projected onto the equatorial plane. On each plot, the boundaries of the quarter-plane are shown and the projection of the intersection between the incident wave and the unit sphere (projection of ω 0 ) is denoted by a cross. Figure 17 shows the result only for the Dirichlet case, as in this case the incident wave direction is in the same plane as the quarter-plane so that the Neumann diffraction coefficient is zero everywhere. In [18] , Shanin et al. published the value of the diffraction coefficient given by the first formula along just the dashed black line in Figure 17 (they did not give any results linked to the third formula) and didn't implement the coordinate equation method numerically (they used an integral equation instead). In all the figures the superiority of the third modified Smyshlyaev formula, and the limitations of the first two formulae, are clear. These figures also show that in some cases the third formula can cover the whole sphere ( Figures 17 and 19 ), but this is not always the case as shown in Figure 20 and 22. In order to demonstrate that these results agree with the results published in [18] , Figure 18 gives the value of the Dirichlet diffraction coefficient along the black dashed line of Figure 17 . Figure 18 also emphasises the perfect agreement between the first and the third Modified Smyshlyaev formulae in this case. The running time of the algorithm is also given in Table 4 . 
