We investigate so-called Laplace-Carleson embeddings for large exponents. In particular, we extend some results by Jacob, Partington, and Pott. We also discuss some related results for Sobolev-and Besov spaces, and mapping properties of the Fourier transform. These variants of the Hausdorff-Young theorem appear difficult to find in the literature. We conclude the paper with an example related to an open problem.
Introduction
Throughout this note we let 1 ≤ p, q ≤ ∞, and p ′ = p p−1 , so that 1 p + 1 p ′ = 1. By R + and C + we denote the set of positive real numbers (0, ∞) and the complex upper half plane {z ∈ C; Im z > 0} respectively. We let µ be a positive Borel measure on C + . Preliminaries and notation not covered in this section is deferred to Section 2.
The notion of Laplace-Carleson embeddings was coined in [13] , and refers to maps of the type
In this general definition, W p s,w (R + ) is a weighted Sobolev space of order s and weight w. We shall be concerned primarily with w = 1, and always with s = 0, i.e. we consider embeddings of the form
dµ).
A priori, the above map is strictly formal. However, if LL p (R + ) is indeed contained in L q (C + , dµ), then the inclusion is continuous by the closed graph theorem.
We now recall some basic problems and results from [13] : Given an interval I ⊂ R, with length |I|, we define the so-called Carleson box Q I := {x + iy; x ∈ I, 0 < y ≤ |I|} ⊂ C + .
If 1 ≤ p, q < ∞, and L : L p (R + ) → L q (C + , dµ) is bounded, then the measure µ necessarily satisfies µ(Q I ) |I| q/p ′ for all intervals I ⊂ R.
(
The motivation for this paper arose from the question of to which extent the necessary condition (1) is also sufficient for L : L p (R + ) → L q (C + , dµ) to be bounded. The following results can be found in [13, Section 3] :
(I) If 1 ≤ p ≤ 2 and p ′ ≤ q < ∞, then (1) is also sufficient for L : L p (R + ) → L q (C + , dµ) to be bounded.
(II) If µ is sectorial, i.e. there exists a c > 0 such that µ has support in the sector {z ∈ C + ; Im z ≥ c| Re z|}, and 2 < p ≤ q < ∞, then (1) is sufficient.
(III) If µ is sectorial, 1 < p ≤ 2, and p ≤ q < ∞, then (1) is sufficient.
(IV) If 1 ≤ q < p < ∞, then (1) is not sufficient, even under the assumption that µ has support on the imaginary axis.
It may be useful for orientation to consult the (1/p, 1/q)-diagram in Figure 1 . Our primary contribution to this body of knowledge is that the hypothesis of sectoriality may be removed in case (II): Theorem 1.1. If 2 < p ≤ q < ∞, and (1) holds, then L :
Consider the case (I), i.e. 1 ≤ p ≤ 2, p ′ ≤ q < ∞. The proof that (1) is sufficient in this case consists of two main steps: The Hausdorff-Young theorem readily implies that L is a bounded map from L p (R + ) to H p ′ (C + ), the standard Hardy space of the upper half plane. The Carleson-Duren embedding theorem (Theorem 2.1 below) then states that H p ′ (C + ) ֒→ L q (C + , dµ) if and only if µ satisfies (1) . The proof of Theorem 1.1 has the same structure:
We let A p α (C + ) denote the standard weighted Bergman space of analytic functions on C + . For p > 2, we have the following substitute for the HausdorffYoung theorem: For readers with a particular interest in Bergman spaces, we also derive an analogue for analytic functions on the open unit disk D. We let dA signify integration with respect to area measure on C: Figure 1 : It is previously known that for (p, q) corresponding to the region labelled (I), condition (1) is necessary and sufficient for the Laplace-Carleson embedding L :
to be bounded. In the regions (II) and (III), (1) is necessary and sufficient under the additional hypothesis that µ is sectorial. In (IV), (1) is not sufficient, even for sectorial measures. Theorem 1.1 states that in (II), (1) is necessary and sufficient without any particular conditions on the measure.
. We also obtain some results for the power weighted spaces L p (R + , x α dx). The next result is a simultaneous analogue of Theorem 1.2 and [5, Theorem 1].
We also obtain:
is bounded.
A weighted analogue of Theorem 1.1 becomes:
is bounded if and only if µ satisfies
for all intervals I ⊂ R.
We now transition into a discussion about the Fourier transform F , and the Hausdorff-Young theorem. In what follows, the underlying domain of any space of distributions is
The original version of this result was an analogous statement about periodic functions, see [21] and [10] , whereas the essence of the present statement is found in [17] . For a more careful historical account, we refer to the survey [3] .
If p > 2 and f ∈ L p , thenf in general needs to be interpreted as a tempered distribution. As an indication of this, we mention a theorem by Hardy and Littlewood [8, p. 237] , stating that the formal series
is not the Fourier series of any function.
Interpretingf as the distributional boundary values of Lf , Theorem 1.2 gives us a quantitative estimate on the regularity off . The proof of Theorem 1.2 is based on the relation between L and F −1 , iterated use of the Plancherel theorem, and complex interpolation. By a similar (in fact simpler) argument we obtain a stronger result:
While Theorem 1.2, and the proof leading up to Theorem 1.8, was discovered independently, the corresponding theorem for periodic functions of one variable dates back to Hardy and Littlewood [9, Theorem 3] . By the inequality of geometric and arithmetic means, and the equivalence of norms on R d , Theorem 1.8 implies the following result, which appears to be a folklore generalization of the theorem by Hardy and Littlewood.
Even though Theorem 1.2 will eventually be derived from Theorem 1.9, Theorem 1.8 seems interesting in its own right, as an example of a weighted inequality for the Fourier transform, where the weight is non-radial. 
A related observation is that Theorem 1.10 does not extend to
′ would also be bounded, again by duality. Since all the function spaces in question are invariant under the reflection operator R = F 2 , we would have that 
Using the formalism of homogeneous Triebel-Lizorkin-spaces, we note thaṫ W 
2 is now a consequence of the relation between F −1 and L, and the fact that the analytic part ofḞ
We briefly compare Theorem 1.11 with a result by Hörmander [12, Theorem 7.9.3]: If p > 2 and
. In relation to this, we point out that the target space in Theorem 1.10 is optimal within the scale of homogeneous Sobolev spaces, and at least close to optimal in terms of TriebelLizorkin spaces. The next result is a precise formulation of this statement.
Moreover, it holds that r ≥ p, and if r > p, thenẆ
Having discussed F L p for p > 2, it seems natural to add an observation about p < 2: The typical proof of the Hausdorff-Young inequality uses complex
, thenf is not only bounded but also continuous. However, it seems reasonable to expect that if f ∈ L p , 1 < p < 2, thenf should be more regular than an arbitrary L p ′ -function. A striking manifestation of this is a result by Tomas [18] , stating that for any fixed p with 1
Here dσ signifies integration with respect to (d−1)-dimensional surface measure. We refer to [16] for a background on Fourier restriction theorems, and to [2] for a more recent development. The proof of Tomas' result is based on a dyadic decomposition of frequencies, and averaging the Hausdorff-Young inequality over different frequency scales. Similar arguments appear also in Hörmander's treatment of the (closely related) Bochner-Riesz problem [11] . However, the following result does not appear to be recorded.
In the above theorem,Ḃ respectively denote homogeneous and non-homogeneous Besov-spaces. Theorem 1.14 is significantly stronger than the Hausdorff-Young theorem. Consider for example the embeddings A way to think about Theorem 1.14 is as follows: It is known that if M(R + ) denotes the space of finite complex measures on R + , then LM(R + ) ⊂ B is a space of continuous functions, the interpolation argument now reflects the fact that F L 1 consists of continuous functions. This may explain why arguments similar to the proof of Theorem 1.14 also appear in the literature on restriction theorems.
A key tool for us is the method of complex interpolation. The basic idea is that if T :
q is bounded whenever (1/p, 1/q) belongs to the straight line segment between the points (1/p 0 , 1/q 0 ) and (1/p 1 , 1/q 1 ) in R 2 . Now note that if p = q = 1, then (1) just means that µ is a finite measure, while for any f ∈ L 1 (R + ), Lf is a bounded function on C + . Hence, (1) implies that L : Figure 1 , it seems difficult not to imagine the existence of an interpolation result which allows for the hypothesis of sectoriality to be relaxed also in case (III). We do not resolve this problem, but we do note by means of an example that Stein-Weiss interpolation, in the sense of Theorem 2.4 below, applied in a simple but quite general way, is not sufficient for this purpose.
The remainder of this paper is organized as follows: In Section 2, we recall some basic results and standard notation. We prove the Theorems 1.8 through 1.14 in Section 3, and apply these to the Laplace transform, in order to prove the Theorems 1.1 through 1.7, in Section 4. In Section 5, we give an example related to the above case (III) for non-sectorial measures.
Preliminaries and notation
Given two parametrized sets of non-negative numbers {A i } i∈I and {B i } i∈I , we write A i B i , i ∈ I, to indicate the existence of a constant C > 0 such that i ∈ I ⇒ A i ≤ CB i . The index set I is often implicit from context, in which case we allow ourselves to suppress it in our notation. If A i B i and B i A i , then we write A i ≈ B i .
Given an analytic function F : C + → C, and y > 0, define F y : R → C by F y (x) = F (x + iy). The Hardy space H p (C + ) is the space of analytic function F : C + → C such that
If F ∈ H p (C + ), then the limit bF (x) = lim y→0 + F y (x) exists for Lebesgue a.e. x ∈ R. Moreover, F y → bF in L p (R), and we may recover F from bF via the Poisson extension operator;
The correspondence between F and bF characterizes H p (C + ) as the subspace of L p (R) consisting of functions whose Poisson extensions to C + are analytic. We refer to [7, Chapter II, Section 3] .
In the introduction, we needed the following result on Hardy spaces:
Theorem 2.1. Let 1 < p ≤ q < ∞, and µ be a positive Borel measure on In the case p = q, this is the celebrated Carleson embedding theorem [4] , while the general case is due to Duren [6] .
Given α > −1, the standard weighted Bergman space A p α (C + ) is the space of analytic function F : C + → C such that We let S denote the Schwartz class of functions on R d , and S ′ its topological dual. The Fourier transform F : f →f , f ∈ S, is defined according to the conventionf
and extended to S ′ by the relation f , g = f,ĝ . We note that Lf (x + iy) = F −1 (e −2πy· f )(x). In particular, if Φ ∈ S(R) satisfiesΦ(ξ) = e −2πξ for ξ ≥ 0, and Φ y denotes the
, then we may replace Φ with the Poisson kernel P :
is bounded by the Hausdorff-Young theorem. The subspace S 0 ⊂ S is defined by the condition that f (x)x α dx = 0 for all multi-indices α, or equivalently that any derivative off vanishes at the origin. Its dual coincides with S ′ /P, where P denotes the space of polynomials. For a discussion on S 0 and its dual, we refer to [19, Chapter 5] . Said monograph is also a standard reference for the following material on Besov-and TriebelLizorkin-spaces.
The Bessel potential
is a homeomorphism on S ′ , whenever α ∈ R. Similarly, the Riesz potentialİ α :
Assume thatφ is radially decreasing,φ(ξ) = 1 for |ξ| ≤ 1, and ϕ(ξ) = 0 for |ξ| ≥ 2. Define a sequence (ϕ k ) k∈Z , byφ 0 (ξ) =φ(ξ/2) −φ(ξ), and ϕ k (ξ) =φ 0 (2 −k ξ) for k = 0. It then holds thatφ + ∞ k=0φ k ≡ 1 on R d , and 
′ , we consider the formal series
If this series converges in S
′ , then we call f 0 the canonical representative of [f ] ∈ S ′ /P. It is an exercise to show that ∞ k=0 ϕ k * f always converges in S ′ . As for the other half of the series, it is trivial that
Hence, if s < 0, and f ∈Ḟ p,q s , then the series
For s = 0, we first use Young's inequality to obtain that
any r > p. We conclude that if s ≤ 0, then any f ∈Ḟ p,q s has a canonical representative f 0 . If s < 0, then it is easy to see that ϕ * f 0 ∈ L p , and that f 0 ∈ F 
is a linear map, and that
is bounded for j ∈ {0, 1}. If
and
3 Proofs of Theorems 1.8 through 1.14
Proof. For a choice of α ∈ R, it holds that
Doing nothing,
By Hölder's inequality,
By (2), 1 2 < αp ′ < 1, and a change of variables yields
for some finite c > 0, and
Integration with respect to x ∈ R d , and another change of variables, yields
Doing nothing one more time,
To the above right-hand side, apply the elementary inequality ab ≤ a 2 +b 2 2 , with
and use that the two resulting integrals are are equal, to obtain that
By (2), α < 1, 2αp + 3 − 2p < 1, and α + 2αp + 3 − 2p > 1. By an argument similar to the one leading up to (3),
This completes the proof.
Proof of Theorem 1.8. The statement is that if p ≥ 2, and f ∈ L 1 , then
We will prove the statement for p = 2 N , N ∈ Z ≥1 . The general result follows by Stein-Weiss interpolation, Theorem 2.4.
Let f 0 = f , and
Combining Lemma 3.1 with an induction argument,
for k = 1, . . . , N . In particular, the desired inequality holds for p = 2 N .
Proof of Theorem 1.10. With (ϕ k ) k∈Z as in the definition ofḞ
Butĝ N =İ sfN , so we may use the Littlewood-Paley theorem, and the lifting property ofİ s , to obtain that 
By some simple changes of variables, (ϕ n * ϕ n ) (x) = 2 nd (ϕ 0 * ϕ 0 ) (2 n x), and
Such an inequality is only possible if
In order to obtain a contradiction, assume now that
is bounded, and that r < p. By Theorem 2.3,Ḟ r,q
,r d/p−d/r ′ whenever r <r. It therefore suffices to obtain a contradiction in the case where
Using that the functions (
Using the as-
Hence, we have derived that ℓ p ⊂ ℓ r , which is obviously false for r < p.
Proof of Theorem 1.14. As in the proof of Theorem 1.13, it is more convenient to show that
To obtain control of the non-homogeneous norm as well, it is enough to note that by Young's inequality
4 Proof of Theorems 1.1 through 1.7
As was mentioned in Section 2, the definition ofḞ One easily verifies that Lf (x + iy) = Φ y * f (x), and since −s
Proof of Theorem 1.4. We will use that the map L :
Again, it suffices to consider p = q: By Hölder's inequality,
and the general statement follows from
Without loss of generality, assume that the above right-hand side is finite. Since
Fatou's lemma allows us to only consider sequences with finitely many non-zero elements. Also, by Hölder's inequality,
Since the right-hand side is dominated by
for some r close to 1, and C independent of N . By the substitution w = e 2πiz , z = x + iy, This requires the assumption that s 1 < 0, i.e. α < p/q ′ − 1.
Proof of Theorem 1.6. By the argument in the previous proof,
The statement follows from the relation between F −1 and L.
Proof of Theorem 1.7. Let λ I denote the midpoint of Q I , and f (t) = e 2πiλI t , t ≥ 0. Then |Lf (z)| = 1 2π 1 |λ I + z| 1 |I| , z ∈ Q I , and the above bound is independent of the interval I. It follows that
Assuming that L : To prove that this necessary condition is also sufficient for L : L p (R + , x α dx) → L q (C + , dµ) to be bounded, use Theorem 1.5 and Theorem 2.2, except in the end point case α = p/q ′ − 1, in which we use instead Theorem 1.6 and Theorem 2.1.
A non-result for case (III)
If L : L 3/2 (R + ) → L 3/2 (C + , dµ) is bounded, then µ satisfies µ(Q I ) |I| 1/2 for all intervals I ⊂ R.
Whether or not the converse holds is an open question, unless µ is sectorial, in which case the answer is positive. One might attempt to use Stein-Weiss interpolation, Theorem 2.4, to prove that (4) implies L : L 3/2 (R + ) → L 3/2 (C + , dµ) also for general measures. In order to do so, it appears necessary to find a measure M , and two functions w 0 , w 1 : C + → [0, ∞], according to the following three conditions:
QI w 2 0 dM 1 for all intervals I ⊂ R,
QI w 2 1 dM |I| for all intervals I ⊂ R.
If this could be done, then L :
1 dM ) would both be bounded, and Theorem 2.4 would imply that L : L 3/2 (R + ) → L 3/2 (C + , dµ) is also bounded. The following example shows that the above strategy fails:
