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ABSTRACT
Simultaneous Localisation and Mapping (SLAM) algorithms are expensive to run on smaller robotic
platforms such as Micro-Aerial Vehicles. Bug algorithms are an alternative that use relatively little
processing power, and avoid high memory consumption by not building an explicit map of the
environment. Bug Algorithms achieve relatively good performance in simulated and robotic maze
solving domains. However, because they are hand-designed, a natural question is whether they are
globally optimal control policies. In this work we explore the performance of Neuroevolution -
specifically NEAT - at evolving control policies for simulated differential drive robots carrying out
generalised maze navigation. We extend NEAT to include Gated Recurrent Units (GRUs) to help deal
with long term dependencies. We show that both NEAT and our NEAT-GRU can repeatably generate
controllers that outperform I-Bug (an algorithm particularly well-suited for use in real robots) on a
test set of 209 indoor maze like environments. We show that NEAT-GRU is superior to NEAT in
this task but also that out of the 2 systems, only NEAT-GRU can continuously evolve successful
controllers for a much harder task in which no bearing information about the target is provided to the
agent.
Keywords genetic algorithms · neuroevolution · NEAT · navigation · maze solving · gated recurrent units · memory
1 Introduction
Smaller robotic platforms such as Miro-Aerial Vehicles (MAVs) have the potential to carry out tasks in indoor
environments that are often too dangerous for a human to do. Some of these tasks include: search-and-rescue
after natural disasters, radioactivity monitoring, and the surveillance of safety critical infrastructure. The size and
manoeuvrability of these systems allows them to access areas that would be inaccessible for larger robots. In order to
perform useful tasks in these domains, the robotic systems need to be equipped with a number of specific algorithms
such as: maximal coverage, collision avoidance, and navigation.
Autonomous robotic navigation is an important task to optimise for many robotic systems operating autonomously in
an unknown environment. Simultaneous Localisation and Mapping (SLAM) is the process whereby an agent constructs
a map of the environment whilst also localising itself within that environment. Once a map of the environment has been
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generated, the agent can perform path planning through the map to some desired goal. The success of this planning is
dependent on the success of SLAM.
SLAM itself is a thoroughly developed field that has robust methods for dealing with static, structured and limited
size environments [1]. This has been demonstrated by its success on a number of different robotic platforms including
BigDog [2], Unmanned-Aerial Vehicles (UAVs) [3, 4], helicopters [5] and even autonomous vehicles [6]. Despite these
successes, SLAM is still a relatively computationally expensive algorithm which can be problematic for smaller robotic
platforms with limited computational power such as smaller MAVs.
An alternative suite of algorithms known as Bug Algorithms aim to navigate through a maze without building an explicit
representation of the map, this is a lot less computationally expensive and memory intensive. The main idea behind
these algorithms is that the agents have limited sensor capabilities and react locally to objects such as walls when they
come into contact with them. Often, the agent knows the relative position (or the azimuth angle) of the goal but is not
aware of the structure of the environment. A number of these algorithms have been developed for simulation and simple
robotic applications however there is not one individual algorithm that can solve all environments and it is often the
case that each algorithm has its own subset of environments that it performs well in.
Even though these Bug Algorithms are quite successful, they are all hand designed. This raises the question as to
whether there exists more efficient and effective algorithms or control policies for these environments that have not yet
been conceived of. The recent surge of interest in using Machine Learning methods for optimising agent controllers has
lead to success in a wide variety domains with many breakthroughs coming from the areas of Reinforcement Learning
(RL) and Neuroevolution (NE). Both of these techniques automatically discover control policies for agents situated in an
environment, however the method of optimisation differs considerably. Both methods have been shown to outperform
humans at a number of different tasks with one of the most widely used benchmarks being the Atari domain [7, 8, 9].
This suggests that human level skill or policies of an equivalent skill are by no means always a global optima in the
solution space and it is often the case that an undiscovered, better performing policy exists waiting to be found.
In this work we use the Neuroevolutionary technique known as Neuroevolution of Augmenting Topologies (NEAT)
[10]. NEAT evolves a network structure as well as the weights, which often leads to much smaller networks than those
in which the structure has been hand designed. This can significantly reduce the computational power and memory load
which is especially advantageous for Evolutionary Robotics. Furthermore, we choose NE over RL due to the fact that it
is conceptually simpler to evolve controllers for continuous action spaces than the RL equivalent algorithms and NE
does not suffer the same divergence issues often seen in policy gradient methods.
In this work, we explore the application of Neuroevolution to the domain of indoor navigation via simulated Foot-bots -
a differential drive robot commonly used in swarm robotic research [11]. We aim to answer the following questions:
1. Can Neuroevolutionary techniques (specifically NEAT) generate controllers that perform better than a specific
type of bug algorithm called I-Bug, thereby showing that hand designed bug algorithms are sub optimal?
2. Can controllers that outperform I-Bug be evolved repeatably and robustly?
3. Does the inclusion of long term memory units, specifically Gated Recurrent Units (GRUs) [12], into NEAT
lead to better performances on these tasks?
We show that both NEAT and NEAT-GRU can generate controllers that outperform I-Bug on a test set of 209 indoor
maze like environments and we show that successful controllers can be evolved repeatably. We also show that there is
a small advantage of using NEAT-GRU in this task. One limitation of I-Bug is its reliance on a bearing sensor that
provides the agent with its relative bearing to the target. A natural question is whether evolution can produce solutions
in a domain in which bearing information is not provided. We show that NEAT-GRU consistently evolves solutions that
can solve this harder task where as normal NEAT could not solve this task at all. This suggests that NEAT-GRU has the
ability to produce solutions that perform significant cognition and are able to accumulate state information over time in
order to locate the target.
Our main contributions can be summarised as follows:
1. We introduce NEAT-GRU, an extension to the neuroevolutionary technique NEAT. Within NEAT-GRU, GRUs
can be mutated into NEAT networks just like hidden nodes and their parameters are optimised via mutation
operators.
2. We show empirically that NEAT-GRU can produce control policies that outperform I-Bug on a large test set of
navigation domains, providing concrete evidence that hand designed bug algorithms are sub optimal.
3. We show that these superior control policies can be evolved repeatably.
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4. We provide evidence that suggests NEAT-GRU is superior than NEAT at producing solutions for these
navigation domains thereby inferring that long term memory units provide additional assistance to the control
networks.
5. We show that NEAT-GRU can continuously produce solutions that solve a much harder navigation task in
which no bearing information about the target is provided to the agent. NEAT was unable to produce any
solutions for this task, suggesting the need for more complex memory structures when evolving control policies
for more complex, real world domains.
In Section 2 we introduce the reader to the I-Bug algorithm and discuss some of the other related maze solving results
in the areas of evolutionary computation and reinforcement learning. Section 3 briefly introduces NEAT, GRUs and
describes our NEAT-GRU system. Section 4 explains how the experiments are setup. Section 5 highlights the results in
which we find empirical evidence suggesting the advantages of our NEAT-GRU in 2 different domains. Finally, we
finish with a discussion of the results and consider avenues for future work in Section 6.
2 Related Work
2.1 Bug Algorithms
The most simple maze navigational algorithm is wall following. By continuously aligning to the wall on either the left
or right of the agent, an exit is guaranteed to be found as long as the maze has no disjoint walls or loops, this is known
as a simply connected maze. Apart from the long run-time of this algorithm, it is also unsuitable for indoor navigation
as indoor environments are often not simply connected - they contain loops or disjoint sections which can cause the
wall following to get stuck in an infinite loop.
Bug Algorithms do not require simply connected environments and can deal with unknown obstacles or arbitrary shapes.
Lumelsky and Stepanov [13] pioneered these algorithms by introducing three: Com, Bug1 and Bug2. The simplest of
the three, Com (Figure 1), is carried out as follows:
1. Move along a straight line towards the target until one of the following occurs:
(a) The target is reached.
(b) An obstacle is met. Follow the obstacle boundary in the prespecified local direction (i.e. left). Go to step
2.
2. Leave the obstacle boundary at a point z if the agent can move along a direct line towards the target. Go to
step 1.
Although Com works successfully in a number of environments, there are a number of cases in which the agent can get
stuck in an infinite loop. Bug1 and Bug2 are more complex versions of Com which aim to overcome some of the issues
such as infinite loops and long path lengths.
A number of other bug algorithms have been developed [14, 15, 16, 17, 18, 19, 20, 21], each with their own advantages
and disadvantages. Most note worthy for the application of these algorithms to robotics is I-Bug [22]. In I-Bug, the
target is assumed to have a wireless intensity beacon which continuously provides the distance to the target. It is also
assumed that the agent can detect when it is horizontally aligned with the target and has some form of short range
proximity sensors that can detect walls. These constraints are most appropriate for use on MAVs due to the availability
of similar physical sensors that can determine these values. Previous work has demonstrated collision avoidance on
MAVs via use of Ultra-Wideband Frequency chips which are able to communicate intra-drone distances to one another
[23]. There is also no requirement for I-Bug to have a global coordinate system, whereas this is a requirement for most
other bug algorithms but can often be problematic to implement in real robotic scenarios.
In the following description of I-Bug, ‘intensity’ refers to the intensity of a wireless signal with respect to the target, it
is assumed to be a maximum of 1 when the agent is at the target. I-Bug consists of 3 possible actions or movement
primitives:
• ufwd : The robot goes straight forward in the direction it is facing, stopping only if: 1) it contacts an obstacle,
2) hits the target, 3) detects a local maximum of intensity along its line of motion.
• uori : The robot rotates counterclockwise, stopping only when it is aligned with the target.
• ufol : The robot travels around an obstacle boundary counterclockwise, maintaining contact to its left at all
times, stopping only when it reaches a local maximum intensity.
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Figure 1: The ‘Com’ bug algorithm. The agent moves along a straight line towards the target until an obstacle is met, it
will then follow the obstacle until it can continue on its path to the target.
With this combination of sensors and actions, I-Bug is able to carry out Algorithm 1. In this algorithm hi(x) refers
to the intensity of the wireless signal at the agents’ current state, x. This algorithm stores two values throughout
its execution: iL and iH . The intensity iH is the intensity recorded when the agent contacts an obstacle following
the termination of ufwd and iL is the value recorded just prior to the execution of ufwd. Conceptually, they are the
intensities at which the agent hits and leaves objects. iL is used to determine whether the agent has moved following
the ufwd action and iH is used to determine when to terminate wall following and continue to move towards the target.
Wall following will only terminate if a local maximum of intensity is reached (this is part of the movement primitive)
and then conditioned on whether the current intensity is greater than iH - in other words, it will only stop wall following
when it was approaching the target and has now begun to move away from it (local maximum) then conditioned on
whether it is closer to the target than it was when it first contacted the obstacle.
Algorithm 1: I-Bug
while not at target do
iL ← hi(x);
Apply uori;
Apply ufwd;
if hi(x) = 1 then
at_target← true;
terminate;
end
if iL 6= hi(x) then
iH ← hi(x)
end
do
ufol
while hi(x) ≤ iH ;
end
Further analysis of the I-Bug algorithm and other bug algorithms highlights that certain variables - in the case of I-Bug:
iH - must be stored over long time periods at certain times. Therefore it is very possible that controllers optimised to
carry out policies of similar or greater performance than I-Bug would require mechanisms that support the ability to
remember information over long term periods. This is one of the main motivations for including GRUs into NEAT.
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2.2 Evolutionary Methods
Evolutionary methods optimise controllers via the operations of selection, crossover and mutation as oppose to, for
example, gradient descent in deep RL approaches. Given the recent success of non-gradient based Genetic Algorithms
on the Atari framework - a benchmark that was previously dominated by Deep RL algorithms - an argument can be
made that following a gradient is not always the best approach to achieve globally optimal policies [9].
A comparative study of generalised maze solvers explores the performance of controllers evolved via NEAT using
objective based search, novelty search (NS) and a hybrid of the two [24]. Novelty Search is an evolutionary algorithm
that searches the space of behaviours rather than trying to optimise an explicit objective. It does so by assigning a
Behaviour Characteristic (BC) to each individual and then gives a reward based upon how different the BC of the
individual is with respect to the current population and an archive of previously novel individuals. This encourages
exploration into novel behavioural spaces which can help mitigate deception - a problem whereby explicit objectives do
not illuminate a path to the global optima. The aim of [24] was to evolve simulated robot controllers to solve unseen
mazes as oppose to learning a policy to solve the same maze. It was found that both NS and the hybrid approach solved
significantly more mazes than the objective based approach and were able to generalise to larger and more difficult
mazes. The advantages of NS over objective search are echoed in the earlier work on NS [25, 26, 27] and also in Quality
Diversity algorithms (a hybrid of NS and objective based methods) [28] in which maze domains are a key benchmark
task.
A common benchmark task used to test a neuroevolutionary algorithms’ memory capability is the T-Maze domain. This
domain has a number of forms: one being a discrete state and action space and the other being of a more continuous
nature, there also exists the double T-Maze domain that contains more reward locations than the original maze. The
main requirement for success in all these tasks is the ability to remember the location of a large reward over a significant
number of time steps. It is often the case that standard recurrent connections struggle in this domain as they are unable
to deal with long term dependencies.
A discrete version of the T-maze and double T-maze domains were solved by using neuromodulated plasticity whereby
the synaptic weights of normal neural network connections were modified online via hebbian rules and modulatory
neurons [29]. It was shown that the networks that were evolved using fixed connections performed significantly worse
on both domains whereas networks that were evolved with modulatory neurons outperformed both fixed weight and
Hebbian architectures in the double T-maze domain achieving a maximum score. Other work [30, 31] shows the
advantages of NS in evolving similar neuromodulatory networks on the discrete version of the T-maze domain and [32]
argues the reason is that evolving memory is highly deceptive and proposes a behavioural diversity technique similar to
NS that achieves similar performance gains. An alternative way to encourage individual neurons to exhibit specific
memory functions in the T-maze domain is by evolving networks and neurons in two separate populations, which helps
due to neurons of different sub functions being prevented from mating [33].
Indirect encoded versions of NEAT have also been tested on these T-maze domains via the Adaptive HyperNEAT [34]
and Adaptive ES-HyperNEAT [35] algorithms. The main idea behind the original HyperNEAT algorithm [36] is that the
weights of the synaptic connections are determined by querying a Compositional Pattern Producing Network (CPPN)
with the 2 dimensional coordinates of the connection being queried. Given that the connection strength is a function of
its position, the CPPN is topologically aware and also has the ability to produce repeating motifs or symmetries similar
to the human brain. Extending HyperNEAT to include connections that are modified online [34, 35] generates networks
that can solve the continuous T-maze domain by instilling them with memory.
The Evolvable Neural Turing Machine (ENTM) is an algorithmically simpler version of the original Neural Turing
Machine (NTM) in that it can be trained using evolutionary operators and is not required to be differentiable [37, 38, 39].
It has been shown in [37] that an ENTM can be trained to solve the continuous T-maze domain and the continuous
double T-maze domain - a task that had not yet been solved by any other algorithm so far. Also worth of note is [40] in
which a Gated Recurrent Unit with a Memory Block is introduced. In this architecture, each GRU has an associated
memory block which it can explicitly read and write to - similar to the ENTM - with the idea being that the memory
block is ‘shielded’ from irrelevant information. Even though this work does not technically conduct experiments with
an agent situated in a T-maze, one of the experiments carried out is a Sequence Recall task which is analagous to
the discrete T-maze experiment. It is shown that this new GRU memory block architecture significantly outperforms
previous NEAT architectures with Long Term Memory Cells.
Another interesting solution to the discrete versions of the T-maze and double T-maze tasks is by evolution of Continuous
Time Recurrent Neural Networks (CTRNNs) [41]. The state of the neurons in a CTRNN are described by a set of
differential equations with respect to time. The idea being that the weights of the synapses are kept constant throughout
the run but the internal network dynamics facilitates long term memory via its dynamic neuron potentials.
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Although not benchmarked on the T-maze domains, Minimal Criteria evolutionary techniques are effective in solving
other maze domains [42, 43]. These techniques work by allowing all solutions that meet some minimal criteria into
the reproductive gene pool, which helps to greatly improve the diversity of the population. Interestingly, in [43],
minimal criteria methods are used to coevolve both the agents and mazes, leading to an increasingly complex pool of
environments as well as solutions to these environments.
2.3 Reinforcement Learning
Autonomous maze solving has been extensively explored within the RL community with the most recent work being
able to learn navigation policies from raw visual input [44, 45, 46, 47, 48, 49, 50, 51, 52]. Many of these algorithms can
learn to navigate in complicated mazes with the assistance of Long Short Term Memory units (LSTM) [49, 50, 53, 51]
which allows the agents to store relevant information for a long period of time. The advantages of using LSTMs over
feedforward or pure recurrent architectures in navigation domains has been repeatedly shown [49, 53, 51]. Despite
there being a small number of examples of RL algorithms (mainly policy gradient variants) approaching navigation
using a continuous action space [54], most of the current approaches use a discrete action space.
2.4 Novelty Of Our Work
T-maze domains are very effective at evaluating the abilities of evolved solutions at keeping track of long term
dependencies, however they are not aimed at evolving generalised maze solving agents. Agents or robots operating in a
lifelike domain will come across many types of navigational challenges that were not part of their training environment.
We are more interested in agents that can evolve generalised behaviours and to this end, training on a T-maze domain
would not instill our agents with the behavioural requirements of interest to us. However, the previous work on the
T-Maze domains does highlight to us the importance of using memory components capable of retaining long term
information in maze domains and motivated the use of specific long term memory units in our own work.
The work most similar to ours and the only work that addresses generalised maze solving is [24]. However, the
comparison is based upon one metric: the number of mazes solved. In our work, we additionally consider the distance it
takes each agent to solve the maze, we believe this to be an equally important metric to consider. Furthermore, [24] does
not consider the use of long term memory components whereas we augment our version of NEAT to mutate in GRUs.
Our domain has a fully continuous state and action space, whereas the action space in the continuous T-maze domain in
[37] consists of 3 discrete action choices which arguably makes for easier control compared to our continuous wheel
speed range.
Finally, in a lot of the work on NS and in the work on generalised maze solving [24], the agent has four pie-slice sensors
that informs the agent of the direction towards the goal. Similarly, in some of the T-maze domains the agent is given
some signal at the beginning of the run that informs it of the direction in which to turn in order to find the reward. We
evaluate our NEAT-GRU on a task in which the agent does not have access to any information regarding the direction of
the goal and therefore has to determine this based on distance information alone.
3 Methodology
The evolutionary algorithm used within this work is NEAT [10], a widely used Neuroevolutionary algorithm that
evolves a networks’ structure as well as its connection weights. It does this by starting minimally (without any hidden
nodes) and complexifying via mutations that insert new nodes and links into the evolving networks. NEAT manages to
foster more structurally complex solutions via a process of speciation. The speciation mechanism works by assigning
networks with significantly different structure to new species that only compete amongst themselves. This helps protect
new structural mutations from the competitive full population whilst they are trying to optimise around the new structure.
It is often the case that this new structure can lead to a significant increase in performance but will initially perform
poorly until the network has learned to utilise it.
In this work we modify NEAT to include Gated Recurrent Units (GRUs) in a new system called NEAT-GRU. GRUs
were chosen as oppose to LSTMs due to a similar performance in other domains despite having to optimise a smaller
number of parameters [55]. In this sense NEAT-GRU is very similar to NEAT-LSTM introduced in [56] however there
are less parameters to optimise and our NEAT-GRU is tested in a continuous control domain.
A GRU unit is a recurrent unit designed to store information over long periods of time. It does this by applying a
number of operations to the previous hidden state of the unit. There are 2 main operations or ‘gates’: the reset gate
and the update gate. The reset gate determines how to combine the new inputs with the previous hidden state and
subsequently provides a new candidate value to store. The update gate decides how much of the previous hidden state
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information should be kept hold of and how much of the new candidate information to store instead. This provides a
mechanism by which the current hidden state can be kept around indefinitely as long as the update gate chooses not to
change it. Or, given the input ‘conditions’ it may determine that it is appropriate to store the new information instead.
The GRU units in NEAT-GRU are inserted into the networks in the same way as any other hidden nodes, they are
mutated in with some probability. The parameters or weights of the GRUs are modified in the same way as the other
NEAT weights, via a perturbation of the original weight where the perturbation is drawn from a uniform distribution
between the negative and positive of a mutation power variable. Furthermore, just as in NEAT, there is occasionally a
severe mutation in which the perturbation value completely replaces the weight as oppose to just being appended to it.
For simplicity, crossover is not used in NEAT-GRU.
4 Experimental Setup
In the following section we describe the setup of 3 experiments: I-Bug on the generalised maze solving task with
bearing, evolution on the generalised maze solving task with bearing and finally evolution on the no bearing task with a
simplified environment. I-Bug is not tested on the no bearing experiment due to the fact that it cannot operate without a
bearing sensor.
The robotic simulator ARGoS is used in this work for both the baseline I-Bug experiments and for the training and
testing of the evolved solutions [57]. ARGoS has been designed to be as accurate of a representation of the real world
as possible providing detailed models of commonly used robots in academia. In this work we use the provided Foot-Bot
model [11], due to the fact that it is equipped with 24 local laser sensors, a range and a bearing sensor, which are the
same sensors that are required for the I-Bug algorithm.
4.1 I-Bug
In order to get a good idea of the performance of I-Bug a simulated Foot-Bot carrying out the algorithm was evaluated
on 209 randomly generated test environments which were used as a test set throughout this work. These environments
were the same test set that was originally used in [58]: a comparative survey of Bug Algorithms that also uses ARGoS
and the same Foot-Bot setup as our own work. The maze generation algorithm used in [58] leads to a wide variety of
environments that closely resemble real life indoor office or living environments with corridor and room like structures.
An example of one of these test environments is shown in Figure 2.
Figure 2: An example of one of the randomly generated environments used in the test set. The environment has a
number of deceptive rooms and corridor structures. One of the robots is the target and is motionless throughout the run
whereas the other robot contains the navigation algorithm and aims to find the other robot.
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The following specification of simulation configuration is the same as in [58]. For the I-Bug evaluations the positions
of the 24 proximity sensors on the Foot-Bot were modified in the following way. 20 of the sensors were positioned
in a wedge at the front of the robot to simulate a depth sensor or stereo camera for obstacle detection. There are also
2 sensors at 90 degrees to the front of the robot and 1 sensor directly behind the robot. The size of the sensors was
also increased to two meters. This was modified due to the fact that a hand designed wall following behaviour was
more robust with a higher density of sensors at the front of the robot. A wall following behaviour based upon this
sensor structure was used as the ufol motion primitive described in Section 2.1. The rest of the I-Bug algorithm was
implemented exactly as in Algorithm 1.
The performance of I-Bug was then tested on the 209 test set environments with a constant size of 14m× 14m. The
agent had 300 simulated seconds to navigate through each environment - this time limit seemed sufficient to allow
an agent to navigate to a number of dead ends, realise its mistake and go down an alternative route to the target. The
success percentage of I-Bug was recorded as the number of mazes in which the target was found as a percentage of
the total number of mazes in the test set. Furthermore, the agents’ trajectory lengths were recorded and normalised by
divided through by the A* path length, which represents the shortest possible path through the maze. This A* length is
calculated using a grid connectivity graph approach over a grid of size 140× 140 representing the environment. This
grid resolution results in a sufficiently accurate path length.
4.2 Evolved Solutions
4.2.1 Bearing Sensor
In order to encourage a generalised maze solving behaviour the environments used in training are randomly generated
according to the same parameters that generated the test set. Each genome is tested on the same set of 10 mazes each
generation, but for each generation this set of 10 mazes is newly generated. The entire evolutionary run is ran for
1000 generations with a population size of 150. Each agent has 300 simulated seconds to find the target. Every 25
generations, the 3 best genomes from the current generation, the best 2 genomes from previous generation and the best
genome from two generations ago are tested on the test set and their performance is recorded. Due to the time taken to
test genomes on the test set, only a small number can be tested. This genome collection procedure was chosen based
upon the idea that the highest performing genomes on the training set will most likely (but not always) have the highest
performance on the test set. Also, genomes from previous generations are chosen due to the fact that the procedurally
generated training set of the current generation might be a set of environments that, by chance, does not give an accurate
representation of the test set. 20 runs are performed using both NEAT and NEAT-GRU.
Given that evolution can quickly generate a wall following behaviour without having to have a dense sensor wedge
at the front of the agent or requiring long proximity sensors, the Foot-Bot sensors were altered for the evolutionary
experiments. Instead of 24 sensors, only 12 are used and they are situated equally spaced around the robot; furthermore,
the size of the sensors was reduced to 0.2m. Using less sensors reduces the size of the initial networks by reducing the
number of network inputs. The network inputs are the 12 proximity sensors, 1 range sensor giving the distance to the
target and 2 bearing sensors: one is the relative bearing of the agent to the target going clockwise from the front of the
agent and the other going counter-clockwise from the front of the agent. The network outputs are the speeds of the left
and right wheels of the Foot-Bot.
In order to evolve solutions according to 2 metrics: the number of mazes solved and the trajectory length per A* length,
a fitness function had to be designed to optimise both of these values. Initially a weighted sum of both values was
used however the evolutionary results only generated policies that maximised only one of the two metrics despite any
configuration of weightings assigned to each. The agents would either evolve a wall following behaviour (maximising
the number of mazes solved but doing so with a relatively large path length) or evolve a greedy behaviour in which it
headed straight for the target (reducing path length but not getting to many targets, often due to the agent getting stuck
in rooms).
However, it was noticed that a very small number of policies in the first generation were capable of finding at least one
of the 10 targets in the training set. This observation lead to the fitness function, f1, used for the evolutionary runs:
f1 =
{
1
l0.5 if maze_solved
0 otherwise
(1)
where l is the trajectory length per A* length taken to find the target. This fitness function resulted in the best trade
off between the two metrics due to the fact that the agent must find the target and then once it had it is rewarded with
the inverse of the length taken to get there. An exponent of 0.5 was chosen in order to ‘flatten’ the function slightly
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such that a genome was not rewarded too much for doing well in one particular environment. Furthermore, if the agent
crashed into a wall the final fitness was divided by 10 in order to deter the agents from crashing.
Initial experiments revealed that tuning the hyperparameters from the standard NEAT parameters resulted in better
performance. Particularly worth of note are the add node and add GRU node mutation rates were 0.005 and 0.003
respectively - setting these too high resulted in a considerable amount of bloat. Furthermore a higher survival threshold
of 0.55 was seen to assist performance by reducing selection pressure. The weight mutation power was set to 1.5 for
both normal weights and the GRU node weights.
4.2.2 No Bearing Sensor
A much harder task was designed to test the cognitive abilities of NEAT-GRU further. This task reduces the number of
sensors leaving just the distance to target as input. This sensor configuration removes the ability of the agent to know its
relative orientation towards the target, therefore finding the target must be done by accumulating distance measurements
and performing significant cognition in order to ascertain the direction in which to travel. This sensor configuration
commonly occurs in robotics where a distance sensor - such as an Ultra-Wideband Frequency chip - provides just
distance information with respect to other chips, as in the work of [23].
Given that this task is much more difficult, the environment used to train and test the evolved solutions was considerably
simpler. An environment of size 10m × 10m was used that contained no obstacles apart from a wall around the
perimeter. This environment was difficult enough to demonstrate a considerable performance difference between NEAT
and NEAT-GRU. All of the proximity sensors were disabled for this task due to the fact that the agents could learn a
wall following behaviour that led them close to the goal without having to learn any complex policies.
The agent begins in one corner of the 10m× 10m square and the target in the opposing corner. Each agent is evaluated
on the same environment 5 times however the starting orientation of the agent is different for each evaluation. This
is to prevent overfitting to a set orientation in which an agent ‘memorises’ a particular path from a particular starting
position to the target. Each agent is given 80 simulated seconds to find the target, this is far less than the bearing sensor
experiments due to the fact that the environment is smaller and there are no obstacles to navigate around. Like the
bearing experiments the network outputs are the left and right wheel speeds of the Foot-Bot whereas the only network
input in these experiments is the target distance.
The fitness function f1 in equation 1 was not successful in this experiment due to the fact that none of the initial
genomes could get to the target, therefore they would all receive a fitness of zero. In order to provide a significant
reward gradient f2 was used:
f2 = (L− d)3 (2)
where L is the diagonal length of the arena (the maximum distance the agent can be from the target) and d is the final
distance between the agent and the target at the end of the run. Also, just like the previous experiments, if an agent
crashes, the fitness is divided by 10. It was found that cubing the fitness lead to a larger rate of success by greatly
rewarding those runs that performed slightly better.
NEAT and NEAT-GRU were ran 10 times each for 5000 generations per run and a population size of 150. A slightly
higher mutation rate for adding nodes and gru nodes was used: 0.006 and 0.006 respectively. Furthermore a weight
mutation power of 0.5 was used in order to reduce the rate of dramatic weight changes within the grus. The more
common survival threshold of 0.4 was used.
5 Results
5.1 I-Bug
On the 209 test environments I-Bug achieved a success percentage of 93.3% meaning that it managed to find the target
in the maze 195/209 times. The mean and median of the trajectory lengths per A* lengths over all the environments
were 2.4174 and 1.69 respectively. I-Bug was not tested on the no bearing experiments because without the relative
angle towards the target I-Bug will not work.
9
A PREPRINT - APRIL 15, 2019
(a) All of the solutions outperform I-Bug in terms of the
number of finishes and the trajectory means per A* mean
metrics.
(b) I-Bug has a relatively good trajectory median compared to
the evolved solutions, with only G88 and G89 outperforming
it in all 3 metrics.
Figure 3: Scatter charts showing the performance metrics for the 10 genomes produced by NEAT-GRU that outperformed
I-Bug and I-Bug itself. A smaller trajectory length is more desirable. The 2 solutions that outperformed I-Bug in all 3
metrics are highlighted in green and the 8 solutions that outperformed I-Bug in just 2 metrics are highlighted in blue.
5.2 Evolved Solutions
5.2.1 Bearing Sensor
Out of 20 evolutionary runs for NEAT-GRU, 10 of the runs produced genomes (out of those evaluated on the test set -
highlighted in Section 4.2.1) that outperformed I-Bug at maze success percentage and in the mean of the trajectory
length per A* length values over all the environments. 5 of the aforementioned 10 runs contained more than one genome
that outperformed I-Bug however, it was often the case that they were similar in behaviour to previous genomes in the
same run so it is not worth noting the total number of genomes found that outperformed I-Bug, the number of runs
in which evolution could produce at least one outperforming solution is more significant. Furthermore, out of these
20 runs, 2 of the runs produced genomes that outperformed I-Bug in all 3 metrics: maze success percentage and the
mean and median of the trajectory length per A* length values over all the environments. Despite 2/20 being quite a
low number of successful number of runs according to all of three metrics, the objective performance in training is
optimised according to the mean of the trajectory length per A* length as oppose to the median.
Figure 3 illustrates the performance metrics of the 10 genomes that beat I-Bug in at least 2 metrics. Some of the
solutions produced were significantly better than I-Bug (p < 0.0001 based upon trajectory lengths per A* length). For
example, one solution named ‘G89’ had a success rate of 196/209 (93.7%), a trajectory length per a star length mean
of 1.9024 and a median of 1.5459. This trajectory length mean is significantly less than the equivalent I-Bug value
meaning that the agent was able to get to the target in a much shorter path length despite being able to find more targets
than I-Bug. There also exist solutions that have a larger success rate but at the expense of having longer path lengths.
For example ‘G8’ had a success rate of 203/209 (97.1%), a trajectory mean of 2.3499 and a median of 2.0212. It
therefore gets to the target on a far larger number of occasions than I-Bug, it does so with a mean trajectory length
per A* length less than I-Bug however it does not quite beat I-Bug on the median of this value. A video showing the
behaviour of these genomes is available at https://youtu.be/8EqyeuX_lR0
Out of the 20 evolutionary runs for NEAT, 3 of the runs produced genomes that outperformed I-Bug at maze success
percentage and in the mean of the trajectory length per A* length values over all the environments. 0 of the winning
solutions beat I-Bug in all 3 metrics. These results are highlighted in table 1. Furthermore, Figure 4 highlights the
average and max fitness of the whole population at each generation during training with GRUs and without GRUs. It
highlights the slight advantage in performance offered by GRUs.
2 metric winners 3 metric winners
NEAT 3/20 0/20
NEAT-GRU 10/20 2/20
Table 1: A table highlighting the number of evolutionary runs out of 20 in which at least one genome outperformed
I-Bug on the 209 test environments for both NEAT and NEAT-GRU.
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Figure 4: A graph showing the average population fitness and the max population fitness during training for both GRU
and non-GRU versions of the bearing experiment. It shows the slight fitness increase attributed to the inclusion of
GRUs. The results are averaged over 20 runs.
Figure 5: A graph showing the maximum fitness so far for the population during training for both GRU and non-GRU
versions of the non-bearing experiment. It shows a dramatic fitness increase attributed to the inclusion of GRUs and
how the non-GRU version plateaus at a score of 3000. The results are averaged over 10 runs.
5.2.2 No Bearing Sensor
Out of the 10 evolutionary runs for NEAT-GRU, all 10 produced a solution capable of solving the task in all 5
orientations. In contrast, out of the 10 runs using NEAT, 0 of them produced solutions that could solve the task in all 5
orientations. Figure 5 shows the maximum fitness so far for the population during training for the no bearing task. It
shows the dramatic increase in performance due to the inclusion of GRUs into the NEAT networks. Source code for all
these experiments is available on request.
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6 Discussion & Future Work
The results in section 5.2.1 clearly highlight that I-Bug is not a globally optimal solution in the domain of generalised,
reactive maze solving. It also shows that evolution and more specifically, NEAT and NEAT-GRU, have the ability
to produce better control policies than those that have been previously hand designed. This continues to add to the
previous body of work that demonstrates the ability of machine learning techniques to outperform human designed
algorithms. Even though the solutions evolved in this work are an improvement on previous bug algorithms, there is no
guarantee (and is highly unlikely) that this work has found globally optimal solutions either. We would therefore like
to explore the application of Novelty Search in these domains and test whether this method of optimisation can bring
further benefits.
This work does highlight that the inclusion of long term memory units into NEAT leads to a better performance in
the bearing experiments and is seemingly essential for completion of the no bearing experiments. This fits in with
the growing evidence suggesting the inclusion of long term memory units into networks improves performance on
maze like tasks. However, what was interesting was that NEAT without GRUs was able to outperform I-Bug, despite
networks of this type being unable to store information over long periods. It was also observed during the experiments
that networks without any hidden units performed quite well, with one genome achieving a success rate of 189/209
(90.4%) and a mean path length per A* path length of 2.1. This suggests that the maze following environments used to
test I-Bug and other bug algorithms - as well as many real indoor environments - do not actually require much cognition
to solve well.
The results of the no bearing tasks suggests the high relative difficulty of this task in relation to the bearing version.
With only the distance to the target at each point in time, the agent does not know in what way to turn in order to
approach it unless it builds some form of target location model through time as it accumulates distances. Furthermore,
the agent also has to be aware of its own actions in order to build this model because it needs to know how the distances
change as a function of its own actions. NEAT theoretically has the ability to do this via recurrent connections that
can originate at output nodes however the inclusion of GRU nodes into this greatly helps performance by allowing
appropriate information to accumulate. It is also quite surprising that this ability can be learned using a continuous state
and action space.
In future, we would like to extend the work on the no bearing experiments further to try and incorporate obstacles
back into larger environments and hopefully get comparable performance to other bug algorithms with access to more
sensor information. We would then like to extend this into a robotic domain such as with MAVs where the available
sensor information would be the target distance and small proximity sensors. Given a swarm of MAVs equipped with
these sensors, they could learn to coordinate with respect to each other and navigate to other members of the swarm in
complicated indoor environments.
It would also be interesting to analyse how one could optimise GRUs via evolutionary operators in a more efficient
manner. Combine different types of mutation operators and explore whether meaningful crossover procedures exist that
are beneficial to their optimisation. These ideas will also be explored in future work.
7 Conclusion
We investigated the ability of evolution, specifically NEAT to evolve control policies for indoor navigational tasks. We
proposed NEAT-GRU which is a modification of NEAT that has the ability to mutate GRUs into the NEAT networks
thereby facilitating the use of long term memories. We compared the solutions produced by NEAT and NEAT-GRU to a
particular type of bug algorithm called I-Bug which is more suited for use in real robotic domains. We showed that
the I-Bug algorithm is not a globally optimal solution and that both NEAT and NEAT-GRU can evolve solutions that
outperform it repeatably. We introduced a harder domain in which only the distance to the target of the maze is given as
sensor input to the network and demonstrated that NEAT-GRU can successfully evolve solutions to this task, where as
NEAT fails in every run. This demonstrates that significant cognition is required to solve this task and that long term
memory units greatly assist in these types of tasks found in real robotic domains.
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