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ABSTRACT 
A square matrix A is raised to any real power n , negative or fractional values being 
permitted when A” can be defined; C is a matrix that commutes with A. Linear 
identities existing between the elements of A” or C are investigated, in such a way that 
the number of elements in each identity is minimized in general. Both this number 
and the method of investigation depend on the Jordan canonical form of A, but if A 
has a special property, some of these identities and their method of derivation are 
independent of the Jordan canonical form. 
1. INTRODUCTION 
In discussing the propagation of light through a periodic system of 
isotropic homogeneous slabs, many years ago Stokes [l] derived a set of 
simultaneous difference equations describing this phenomenon. Stirling [2] 
and Rayleigh [3] examined various properties of these difference equations. 
More recently, Jager and Levine [4] established these equations without 
reference to Stokes’s work. Stokes, Rayleigh, Jager, and Levine also produced 
their own methods of solution. In a complete generalization and reexamina- 
tion of this problem, Heading [5] required the following property of 2 ~2 
matrices: If 
then the two ratios 
a(“) _ d(“) 
and 
.(“) _ d’“) 
b(“, ,(n) 0) 
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(if they exist) are each independent of n. These ratios are invariants, being 
simple functions (independent of n) of the elements of A”. Any function of 
these ratios will also be independent of n. 
Thus if 
then the second ratio (1) gives 
!?I_?=1 -= 70-31 3 , 9 1 638 - 233 ’ 405 =ly 
which appears rather remarkable if one’s attention has not been drawn to this 
elementary result before. No restriction is placed on the elements of this 2 X 2 
matrix A for this result to be valid (except a slight modification if the 
denominator vanishes). 
We use the commutative property that AA* = A”A; then the second 
element along the first row gives 
&,(“) + bd(“) = a(“)b + b’“‘d, 
or 
(,(n) - d(“))b = (a - d)b’“), 
yielding the result (1) when division is possible. If C is any matrix that 
commutes with A, then (1) also applies, namely, if C = (cij), then the ratios 
cc11 - c&/c,, and tcii - cs2)/cZ1 depend only on the elements of A. 
In extending Stokes’s simultaneous difference equations in matrix form to 
apply to anisotropic slabs, nth powers of 4x4 matrices are required; we 
therefore seek generalizations of the ratios (1) for a square matrix A of 
order N. 
2. BASIC FORMULATION OF THE PROBLEM 
If A is a square matrix of order N, and if n is a positive integer, then A” is 
unique, defined by successive matrix multiplication. If the Jordan canonical 
form of A is denoted by DA, where A = TD,T-‘, then 
A” = TD,“T-? 
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But if n is fractional, A” may contain arbitrary parameters independent of n 
(introduced through a matrix P that commutes with DA) as well as arbitrary 
but specified branches of the nth powers of the characteristic roots of A. 
Exceptionally, A” may not exist if A is singular. When discussing the index 
law AmA” = AnAm, it is essential that the matrix P is the same for both A* and 
A”. A full discussion is found on pp. 231-239 of Gantmacher [6]. 
For the purpose of this paper, we assume that A is such that A” exists, the 
elements of A” being functions of n. More generally, we consider any matrix 
C that commutes with A. Theorems are based on the identities 
AA”=A”A, AC=CA. (2) 
Let the N columns of C be denoted by cr, c,, . . . ,cN. Then the N2 
elements of the second product (2) can be arranged in the form of a product 
of an N2 X N2 matrix and a column consisting of N2 elements consisting of 
Cl> $9.. . > cN in order. In partitioned form, this is 
’ a,,1 - AT a,zz a,,Z a.. 
a211 a,Z - AT a,Z ... 
%Z a321 a,Z- AT ... 
\ ’ 
I \ 
Cl 
c2 
c3 
\ 
= 0. (3) 
This N2 x N2 matrix is the difference of two direct products, namely 
A81 - Z@AT. (4 
By its construction, the matrix equation (3) really consists of N2 identities 
(linear combinations) between the N2 elements of C, N2 - N of these 
identities containing 2N - 1 elements, but N containing only 2N - 2 elements 
owing to one diagonal element in a jjZ - AT vanishing for each j. Here, I 
denotes the N X N unit matrix, and T the transpose. 
The problem is primarily to show how to find those linear combinations of 
the N2 elements of C that contain the minimum number possible of elements. 
By “minimum” we mean the number that can be deduced theoretically. If 
some of the elements of A are zero, then some identities may exist between an 
even smaller number of elements of C; in such a case, a numerical investiga- 
tion is necessary to establish the minimum number. 
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3. THE BASIC THEOREM AND ITS PROOF 
If Xi is a characteristic root of A, let the elementary divisors of A - AI be 
(Ai - h)m,l,(Xi - X)*,e,...(& - A) “+, namely, under the most general condi- 
tions, in the Jordan canonical form of A there are T Jordan blocks containing 
the root Xi, of orders m,i, rr+s, . . . ,mi,. 
Write 
vi = h i min(mis,m,,), (5) 
s=l t=1 
v= xvi. (6) 
If only one elementary divisor corresponds to a root A i, say (Xi - A)+, then 
vi = mi. If all the characteristic roots are distinct, then vi = 1 and v = N. 
Again, if no two of the Jordan blocks contain the same root, then Y = N. But 
several Jordan blocks with the same root give rise to a number v greater 
than N. 
As an example of the contribution to v from the three elementary divisors 
(A, - h)4,(h1 - h)3,(A1 - A)‘, we have 
+min(2,4)+min(2,3)+min(2,2)= 23. 
It should be pointed out that v is the number of independent matrices of 
order N that commute with A; see Gantmacher [6, pp. 215-2211. 
THEOREM 1. The rank of the matrix A@ I - I @A* is equal to N2 - v. 
Proof. Roth [7, Theorem 21 has determined the elementary divisors of 
the matrix 
pA,@Z, + al,c?~B, - AZ,, (7) 
(suffixes denoting the order of the square matrices involved). In our case, 
p = 1, u = - 1, M = N, B = A*, the set of characteristic roots and elementary 
divisors being the same for B as for A. Roth’s result enables us to write down 
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the set of all the elementary divisors of A@Z - Z@AT - XI as 
(Ai _ Xi_ yiP+%-2k+l 
for all i, j, p, q that occur; here, k denotes every positive integer from 1 to 
min(m,,, mis.). 
This shows that the characteristic root A, - A j appears in a Jordan block of 
order mip + m, - 2k + 1 in the canonical form of the matrix (4). The sum of 
all these separate orders is N’. 
The rank of the matrix (4) is determined from the number of zero rows in 
the Jordan canonical form of this matrix. Such a row can only occur when 
Xi = Xi. The corresponding Jordan block will then contain only one zero row. 
The total number of zero rows equals the total number of Jordan blocks, 
namely the number of indices 
mi,+mi,-2k+l 
calculated when i = 6 where k denotes every integer from 1 to min(m,,, mi,). 
For any particular p and q, the contribution is min(m,,, m,,), so for every 
p and q the contribution equals vi as defined in (5). Finally, when summed 
over i, the total number of zero rows equals v as defined in (6). 
Since the total number of rows is N2, the theorem immediately follows. H 
4. ESTIMATE OF THE NUMBER OF RATIOS 
THEOREM 2. The maximum number of ratios generalizing (1) is 
(v + 1)N2Cy+l* 
Proof. The matrix equation (3) consists of N2 linear equations between 
the N2 elements ci, Since the square matrix is of rank N2 - Y, the N2 
equations can be rearranged to yield linear equations involving N 2 - (N 2 - V) 
+ 1 = Y + 1 elements. The maximum estimate of the number of such equations 
is NBCv+l* 
If a typical identity containing the Y + 1 specified elements co), cC2,, . . . , 
cc,+ 1) is 
“F(1) + a2q2) + . * * + a,+ lC(v+ 1) - - 0, 63) 
138 
then the typical ratio 
“lC(1) + %!C(Z) + . . * + v&) 
C(“,l) 
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(if it exists) is an invariant independent of the elements of C (or of n, if 
C = A”). Each identity (8) will yield v + 1 such ratios with a single element in 
the denominator. Thus the maximum estimate of the number of such ratios 
will be 
(v + l)N2G+P (10) 
these ratios being the generalizations of the simple case (1). H 
NOTE. Ratios (9) can be formed from (8) containing v - r elements in 
the numerator and T + 1 elements in the denominator, 0 < r < v. 
The estimate (10) can also be expressed as ( N2 - v)~z.C~. 
5. DISCUSSION OF THE THEOREMS 
As an example, when N = 3 we have the following possible distributions of 
elementary divisors. 
Elementary divisors of A 
Rank of Minimum number of 
v matrix (4) elements in identity 
(hi-X),(X,-A),(&-A) 3 6 4 
(h,-X)2,(X3-A) 3 6 4 
(Xi--h)2,(A1-X) 5 4 6 
(A, - V3 3 6 4 
But we have already seen directly from (3) that there exist some identities 
consisting of 4 or 5 elements; hence, as far as these numbers are concerned, 
for these identities at least, nothing is gained from the theory when N = 3. 
In fact, there is a gain when 
v+1<2N-lor2N-2. 
For general N, if the characteristic roots are all distinct, v = N, yielding N > 2 
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or N > 3, showing that the above table when N = 3 is not a proper illustration 
of the theory. 
When N = 4, however, Equation (3) already provides identities between 6 
and 7 elements cir The complete table is: 
Rank of Minimum number of 
Elementary divisors of A v matrix (4) elements in identity 
Every case except 12 
(X,-A)2,(X1-A),(hq-X) “6 IO 
(A, - h)2,(X, - A)2 8 I: 
(h,-h)3,(A1-X) 6 
This shows when simpler identities are possible than those given directly 
by Equation (3). 
For higher values of N, the situation rapidly improves. For example, when 
N = 10, Equation (3) yields identities between 18 and 19 elements. But if all 
the characteristic roots are distinct, or if various Jordan blocks occur with no 
repetition of the root appearing in them, then v = 10; the rank of the matrix 
(4) is 90, and the number of elements in the identities can be reduced to 11. 
If, on the other hand, the elementary divisors (Xi - X)“, (A, - X)3, 
(A, - h),(&! - A),@, - A) occur, then v = 20, the rank is 80, and the 
number of elements in the identities can be reduced to 21, which is worse 
than those given by (3) directly. In fact, the larger the number of Jordan 
blocks with the same characteristic root, the less likely it is that the method 
will yield an improvement on those derivable directly from (3). But if, for 
example, (A, - X)4,(X, - h)3,(X2 - h),(X, - A),(X, -X) occur, then v = 16, 
so the number of elements in an identity can be reduced to 17, a slight 
improvement on what is provided by (3). 
6. SPECIAL RESULTS 
Thus far, the reduction of the linear identities between the elements cij 
has depended on the Jordan canonical form of A. On the other hand, there 
are special forms of A such that the existence of an identity between N + 1 
special elements cij does not depend on the Jordan canonical form. We focus 
attention on this problem in this section. 
THEOREM 3. In the matrix A, 
(i ) a II is a particular diagonal element, 
(ii) ars is a particular nondiagonul element in row r, s # r. 
140 
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ari = 0, j* T, s, 
N 
- 
aja,, + C cuiaii = 0, j* r, s, 
i=l 
are the equations that determine the ratios of the N - 1 parameters q, then 
the ratio 
is independent of the elements of C when C commutes with A (or is 
independent of n when C = A”). 
Proof. In the commutative product AC = CA, the elements in row T are 
written as 
(11) 
for alI t, though the diagonal element given by t = r is not required in the 
following investigation. 
To simplify the notation, define a square bracket as 
[aijCkl_ aklcij] E [aij, Ckll- 
Then (11) becomes 
f [a,i,cit] =O* 
i=l 
Now focus attention upon the particular element a,j in row 
separate this element in (12), giving 
r, and 
(12) 
*r,j 
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Multiply this by a parameter oi, and add for all j* r, yielding 
E "j[a,j9(cjj-c,r)]+ E "j f [~,i,Cij] =O. (13) 
j=l j=l i=l 
*r *r *r,j 
We now rearrange the terms in the double summation (firstly by inter- 
changing the suffixes i and j); the result (13) becomes 
(14) 
To ensure that we obtain from the elements of C an invariant ratio that 
generalizes (l), we select a particular value j= s f r in this sum, and along 
row r we choose 
arj = 0, j== r, s, (15) 
N 
- ajar, + 1 aiajj = 0, j* r, s, (16) 
i=l 
*7 
the latter referring only to the N - 2 rows j* r, s, and determining the ratios 
of the N - 1 parameters oi. The conditions (15) and (16) imply that only one 
square bracket in summation (14) remains, yielding 
i i 
N 
arsr - a,c,, + c aicsi = 0. 
i=l 
-=r 11 
When division is possible, it follows that 
C 
(17) 
*s 
is invariant, independent of the elements of C, and independent of n when 
C=A”. n 
142 JOHN HEADING 
Note that (16) consists of N - 2 equations for the ratios of the N - 1 
parameters af Hence when N = 2, (15) presents no restrictive condition, 
while under (16) no equations arise and no parameters CQ. Thus this investiga- 
tion places special conditions on the matrix A only when N >, 3. 
COROLLARY 1. If the determinant of the coefJicients of the ai in the 
equations (16) vanishes, then the ai are not unique, so further ratios (17) exist 
relating the same elements of C. This means that ratios containing less than 
N + 1 elements can be formed. 
COROLLARY 2. By taking the transpose of matrix A, a similar invariant 
ratio may be formed relating to the columns of A. If 
a,=O, j* T, s, 
-Pjarr + 5 &aij= 0, i f r, s, 
i=l 
*r 
then 
Pscw - f Picis 
i=l 
fl 
C SI 
is independent of the elements of C when C commutes with A, or is 
independent of n when C = A”. 
7. NUMERICAL EXAMPLES OF THEOREM 3 
As an explicit example, let N = 4, r = 1, s = 2, and write 
i 
a b 0 0’ 
A= 
c d e f 
g h j k’ 
1 m n pj 
with two zeros in the top row. An invariant ratio of the type (17) exists, since 
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the first row satisfies the condition (15). The two equations (16) are 
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a,h + a,(j- a)+ a4k = 0, 
(Y27n + agn+ cQ( p - u) = 0, 08) 
yielding the ratios (Ye: (Ye: Q. The ratio (17) then takes the form 
~2Cll -cY2c22-a3c23-a‘$c~ 
= invariant. 
Cl2 
Numerically, let 
A3 = i 
111 158 82 52 
423 622 342 243 602 896 471 352 ’ 
358 496 259 183 
1 
The equations (18) give 
8a, + 4a, = 0, 4a, + (YQ = 0, 
with solution a2 = - 1, (Ye = 4, (Ye = 2. Hence 
Cl1 -c,+~c,+~c, = invariant. 
Cl2 
Then for A, A2, and A3, this ratio has the values 
3-4+16+2 15-58+116+46 ill-622+1368+486 = 
2 14 = 158 
17 =- 
2 ’ 
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A= 
1; ; ; # As=[; i ; i 
I 
61 126 66 48 
Aa 351 610 342 243 = 
494 888 511 352 
284 480 259 183 
But when al, is changed to 1, we have 
The equations (18) both yield 4as + (us +2a, = 0, so we may take a2 = x, 
CQ = y, (~a = - (4x +2y), and the ratio becomes 
=11- %I2 + (4x + 2Y )czs - YC24 = mvariant 
Cl2 
Hence by taking x = 1, y = - 2, we obtain a ratio involving only four 
elements, namely 
Cl1 - c, + 2c, = invariant. 
Cl2 
By taking x = 0, Y = 1, we obtain a ratio involving only three elements, 
2c, - c, 
= invariant. 
Cl2 
In those two cases respectively, we have from A, A2, and A3 
l-4+2 = 7-58+46 = 61-610+486 = _ 1 
2 10 126 2’ 
8-l 58-23 684~243=1 -= -= 
2 10 126 2’ 
thereby illustrating the theorem. 
The author thanks the referee for suggestions that have improved the 
presentation of the paper. 
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