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In the seminal work by G. Eilenberger, Z. Phys. 214, 195 (1968) the quasiclassical expression for
the free energy of spin-singlet superconductor has been suggested. Starting from the Luttinger-Ward
formulation we derive the Eilenberger free energy and find its generalization for superconductor or
superfluid with spin-triplet correlations. Besides ordinary superconductors with various scattering
mechanisms, the obtained free energy functional can be used for systems with spin-triplet pairing
such as superfluid 3He and superconducting systems with spatially-inhomogeneous exchange field or
spin-orbit coupling. Using this general result we derive the simplified expression for the free energy
in the diffusive limit in terms of the momentum-averaged propagators.
Quasiclassical approximation is one of the basic tools
in the theory of Fermi systems. It is based on the separa-
tion of scales when the characteristic wavenumbers and
frequencies of interest are much smaller than the Fermi
wave vector and energy. In the field of superconductivity
the quasiclassical approach has been introduced in the
classical works [1, 2]. This technique has been applied
for various systems. The prominent examples are the
Usadel theory for dirty superconductors [3], microscopic
description of superfluid 3He [4–6], theories of supercon-
ducting hybrid structures [7, 8] transport properties of
mesoscopic superconducting devices [9] and superconduc-
tors with spin-splitting field [10].
An important component partially missing in previ-
ously developed quasiclassical theories is a convenient
expression for the free energy that would not involve
the complication of a λ-integration procedure over the
general coupling constant [4, 5, 11] or additional limit-
ing approximations. Such an expression has been intro-
duced by Eilenberger [1] for the particular case of spin-
singlet superconductors where the correlation functions
have trivial spin structure. Different forms of variational
functionals yielding the quasiclassical equations as their
saddle points have also been discussed in the framework
of non-linear σ-models [12–15]. Although the expression
by Eilenberger has been used in many subsequent works,
its relation with the general Luttinger–Ward free energy
functional [5, 16] or the variational functionals does not
appear to have been explicitly clarified. Furthermore,
its generalizations to systems with spin-triplet supercon-
ducting correlations have not been discussed in detail.
In the present Letter, we resolve these issues by evalu-
ating the λ-integral analytically, and obtain free energy
functionals for general spin structure. We demonstrate
that different versions of the free energy discussed in
the previous works [1, 5, 12, 13, 17] coincide with the
Eilenberger-type expression rigorously derived from the
general Luttinger-Ward functional [16].
General formulation. General expression for the
free energy of a many-body fermionic system has been
derived by Luttinger and Ward [16]. Later this expres-
sion has been adopted by Serene and Rainer [5] to de-
scribe the superfluidity of a Fermi liquid using the ex-
pansion in small parameters determined by the ratio of
pairing energy to the Fermi energy. The same approach
works for the BCS model of superconductivity in metals.
This expansion is formulated in terms of the quasiclassi-
cal propagator [1]
gˆ =
i
pi
 
dξpτˆ3Gˆ (1)
where Gˆ(r,p, ω) is the exact Green’s function and ξp =
p2/2m − EF is the kinetic energy of electrons relative
to the Fermi level. The quasiclassical Green’s function
gˆ(np, r, ω) is a 4 × 4 matrix in a combined spin and
Gor’kov-Nambu space and depends on the direction of
quasiparticle momentum np = p/p, the position in real
space r and the Matsubara frequency ω.
Integration in (1) is implemented in the vicinity of the
Fermi sphere and the off-shell contribution is neglected
resulting in the following expression for the free energy
[5]
Ω =
1
2
Tr[Σˆgˆ −
1
pi
ˆ
dξp ln(−iΣˆ− Gˆ
−1
0 )] + Φ[gˆ] (2)
where Σˆ is the self-energy and the last term is the func-
tional generating the self-energy Σˆ = −2δΦ/δgˆT . The
generalized trace operator in Eq. (2) defined as Tr =
piTN0
∑
ωn
´ dΩp
4pi
tr contains a Matsubara sum, Nambu
and spin traces, integration over np directions, and the
density of states at the Fermi level N0. The super-
conducting pairing is determined by a contribution to
the generating functional in (2), Φ∆[gˆ] = −Tr(∆ˆ[gˆ]gˆ)/4,
where ∆ˆ = ∆ˆ[gˆ] is given by the self-consistency relation
for the gap function, which is a linear functional that de-
scribes all possible types of pairing. In addition, there
are other contributions to Φ, e.g., from various scatter-
2ing mechanisms, including potential impurity scattering,
spin-orbital and spin-flip relaxation [18].
The operator Gˆ−10 = i(ωτˆ3 + vF · ∇ˆ) − Vˆ contains
a spatial derivative in the direction determined by the
Fermi velocity vF = vFnp and the spin-dependent po-
tential energy Vˆ = Vˆ (r). Therefore calculation of
the logarithmic term in (2) is rather nontrivial. One
way to do this is based on the observation (c.f. [11])´
dξp∂λ Tr ln(−iλΣˆ − Gˆ
−1
0 ) = piTr Σˆgˆλ resulting in the
general expression for the free energy density of a non-
uniform superconductor or Fermi superfluid [4–6, 11]:
Ω[gˆ, Σˆ] =
1
2
ˆ 1
0
dλTr[Σˆ(gˆ − gˆλ)] + Φ[gˆ] , (3)
0 = vF · ∇ˇgˆλ + [Mˆλ, gˆλ] , gˆ
2
λ = 1 , (4)
where the normal-state part has been subtracted from Ω,
Φ, and Σˆ. We denote Mˆλ = Λˆ+λΣˆ and Λˆ = (ω+ iVˆ )τˆ3.
Here, gˆλ = gˆλ[Σˆ] is a functional of the variational self-
energy, which gives the quasiclassical Green function
(GF). It satisfies the Eilenberger equation and the nor-
malization condition (4). The potential energy can in-
clude a Zeeman term Vˆ = σ · h with a general texture
of exchange field h = h(r) as well as spin-orbit cou-
pling (SOC). The latter however is more conveniently
included in the covariant differential operator defined as
∇ˇk = ∇k− ie[·, τˆ3Ak]− i[·,Ak], where Ak are the compo-
nents of the the vector potential and Ak = Akjσj is the
SU(2) gauge field for the SOC.
Expression (3) can be used for any weakly-coupled su-
perconducting or superfluid state with arbitrary pairing
interactions and fields A(r), h(r) and Aˆ(r). However,
the remaining λ-integration necessitates solving Eq. (4)
for the auxiliary propagator gˆλ for many λ. This makes
the functional (3) less convenient for numerical work, and
hinders analytical calculations in certain limiting cases
such as e.g. in the dirty limit with small impurity scat-
tering time τ or in the Ginzburg-Landau regime close to
the critical temperature.
A simpler free-energy functional without λ-integration
has been suggested by Eilenberger [1] for the particular
case of spin-singlet superconductor and in the absence
of spin-rotating fields (i.e. collinear h and A = 0), but
without a systematical procedure for extending the result
beyond this case. Below, we discuss a way to extend it.
λ-integration. The λ-integral in (2) can be evaluated
using an approach suggested in Ref. 19. Let us note the
general relation
Tr[Σˆ(gˆ − gˆλ)] = ∂λ Tr[Mˆλ(gˆ − gˆλ)] + Tr[Mˆλ∂λgˆλ] . (5)
Here the first term on the r.h.s. is a full λ-derivative
and easily integrated, but further treatment is needed
for the second term. To calculate its contribution, we
note that the variation of GF preserving the normal-
ization condition gˆ2 = 1 can in general be written as
δg = [δWˆ , gˆ] where δWˆ is a matrix with infinitesimal
coefficients. Hence, the derivative can be represented as
∂λgˆλ = [Wˆλ, gˆλ] . (6)
Using Eq. (4), the last term in Eq. (5) can be written as
Tr[Mˆλ∂λgˆλ] = Tr[(vF · ∇ˇgλ)Wˆλ]. (7)
To proceed, let us now assume that there exist a func-
tional density E[gˆ] whose variation over the GF compo-
nents yields the gradient term
δ
ˆ
d3r E[gˆ] =
ˆ
d3r Tr[(vF · ∇ˇgˆ)δWˆ ] (8)
Then from Eq. (7) we get
ˆ
d3r Tr[Mˆλ∂λgˆλ] =
d
dλ
ˆ
d3r E[gˆλ]. (9)
Finally, we can perform the λ integration to obtain the
general expression for the free energy functional:
Ω[gˆ, Σˆ] =
1
2
E[gˆ1[Σˆ]] + Φ[gˆ] +
1
2
Tr
[
Λˆ(gˆn − gˆ)
]
(10)
+
1
2
Tr[(Λˆ + Σˆ)(gˆ − gˆ1[Σˆ])] .
where gˆn ≡ gˆλ=0 = sgn(ω)σˆ0τˆ3 and we have chosen
E[gˆn] = 0. Using Eqs. (4),(8), the saddle-point equa-
tions (δ/δgˆ)Ω = 0, (δ/δΣˆ)Ω = 0 can be reduced to
Σˆ∗ = −2(δ/δgˆ
T )Φ and gˆ∗ = gˆ1[Σˆ], which indeed cor-
respond to the quasiclassical equations.
The value of the functional at the saddle point gives
the free energy:
Ω =
1
2
E[gˆ∗] + Φ[gˆ∗] +
1
2
Tr
[
Λˆ(gˆn − gˆ∗)
]
. (11)
The gradient functional E[gˆ] remains to be determined.
The functional E. In spin-diagonal systems the gra-
dient terms of the expression given by Eilenberger [1]
constitute E[gˆ]. In the presence of general spin-triplet
correlations, the situation is more complicated, and we
need to find a functional satisfying Eq. (8).
Let us first state the result:
E[gˆ] =
1
2
Tr(gˆ[τˆt, gˆ]vF · ∇ˇ[τˆt, gˆ]
−1) , (12)
where τˆt is an arbitrary matrix field normalized to τˆ
2
t = 1.
In the singlet case, we can denote τˆt = τˆ · t where
τˆ = (τˆ1, τˆ2, τˆ3) and t = (tx, ty, tz) a vector normalized as
t2 = 1. The field can be inhomogeneous in space. Indeed,
using the properties gˆ2 = 1, τˆ2t = 1, and δgˆ = [δWˆ , gˆ], a
straightforward calculation [20] yields the variation (8)
for any texture τˆt(r). The gradient functional is not
unique.
3The above functional can be found as follows: we first
express the Green function in terms of Riccati parameters
[21–23] a, b which are 2× 2 matrices in spin space, and
gˆ =
(
(1− ab)−1 0
0 (1− ba)−1
)(
1 + ab 2a
−2b −1− ba
)
.
(13)
This form automatically satisfies the normalization con-
dition gˆ2 = 1. Moreover, the Eilenberger equations (4)
imply that aˆ, bˆ obey Riccati equations [21, 23]
vF · ∇ˇa− (2ω + a∆¯)a+∆ = 0, (14)
vF · ∇ˇb+ (2ω − b∆)b+ ∆¯ = 0, (15)
It is relatively straightforward to find an Ansatz func-
tional that has Riccati equations as its saddle point. For
example, one can use the functional (11) with [20, 24]
E = Tr[(a−1 − b)(vF · ∇ˇ)(a
−1 + b)−1] (16)
Rewriting (16) in a parametrization-independent way
yields Eq. (12) with τˆt = τˆ3. To obtain the free en-
ergy in a form similar to that suggested by Eilenberger
we can consider Nambu components of the quasiclassi-
cal propagator gˆ = (g, f ; f¯ , g¯) where the normal g, g¯ and
anomalous f, f¯ components are 2 × 2 matrices in spin
space. The the general form (12) with τˆt = τˆ3 yields
E =
1
2
Tr
[
gf(vF · ∇)f
−1 + g¯f¯(vF · ∇)f¯
−1
]
, (17)
which clearly reduces to Eilenberger’s result in the spin-
diagonal case.
The expression (12) is not defined at points where
[τˆt, gˆλ] is not invertible. Such points, if they occur in-
side the region swept by the λ-integration, produce imag-
inary winding number contributions. [20] For exam-
ple, in the singlet case, E[gˆn]=ˆivF · ∇ψ (excluding the
Matsubara sum and angle average), where ψ is the po-
lar angle of rotation of the unit vector t around the z-
axis. Since the free energy is real-valued, such contri-
butions are removed by taking the real part. Moreover,
in practice, one should choose τˆ to avoid singularities
in E[gˆλ=1]. Close to normal state where gˆ ≈ τˆ3, τˆ1 is
a stable choice. Alternatively, given a decomposition
gˆ0(x) = U0(x)
−1 τˆ3U0(x) for some fixed gˆ0(x) ≈ gˆ(x),
one can choose τˆt(x) = U0(x)
−1τˆ1U0(x). This is also
applicable in the spin-diagonal problem.
Writing gˆ = Uˆ τˆ3Uˆ
−1 we can also recognize Wˆλ =
(∂λUˆ)Uˆ
−1 so that
ˆ
M
dλ ds tr[∂gˆλWˆλ] =
ˆ
M
d(Esds+ Eλdλ) , (18)
where M = [0, 1] × [−∞,∞], Es = − tr[τˆ3Uˆ
−1
λ ∂Uˆλ],
Eλ = − tr[τˆ3Uˆ
−1
λ ∂λUˆλ], and ∂ = np ·∇ˇ is the long deriva-
tive vs. the coordinate s along the quasiclassical trajec-
tory. Hence, the gradient term can also be expressed as a
Berry/Wess–Zumino term [25] associated with the quasi-
classical Green function. A kinetic term of this type was
obtained in Refs. [12, 13] for the action of the ballistic
σ-model, which is closely related to the present problem.
Finally, to compute the term in Eq. (10), we can sub-
stitute ∇ˇgˆ from Eq. (4) into Eq. (12). Direct calculation
gives (for ∇ˇτˆt = 0),
Ω =
1
2
Tr(Σˆgˆ + Λˆgˆn − [τˆt, Λˆ + Σˆ][τˆt, gˆ1[Σˆ]]
−1) + Φ[gˆ] ,
(19)
whose real part is equal to Eq. (3), if integrated over
space.
Diffusive limit. The free energy can be further sim-
plified in the dirty limit when the impurity scattering rate
τ−1 is the largest among energy scales, apart from the
Fermi energy. In this limit, we can eliminate the momen-
tum integration and express the energy in terms of the
momentum-averaged GF, which we denote as gs = 〈g〉.
The expression which has been used [26–29] for the
dirty superconductors with spin-singlet s-wave pairing
described by the pairing constant V reads
Fs
N0
=
|∆|2
V
(20)
−
piT
2
∑
ω
tr{(ωn + ih · σ)τˆ3gˆs + ∆ˆgˆs −
D
4
(∇ˇgˆs)
2}
The saddle point of this expression yields the Usadel
equation for gˆs and the self-consistency equation for ∆ˆ,
and therefore (20) is naturally considered as the free en-
ergy candidate. A similar expression can also be derived
from diffusive nonlinear σ-models [14, 30]. In order to dis-
cuss this result in the Luttinger–Ward framework, where
∆ˆ is handled in a slightly different way, we need to first
substitute in the saddle-point value |∆|2/V = 1
4
Tr ∆ˆgˆ:
Fs
N0
= −
piT
2
∑
ω
tr{(ωn + ih · σ)τˆ3gˆs +
1
2
∆ˆgˆs −
D
4
(∇ˇgˆs)
2}.
(21)
Here we allow arbitrary coordinate dependence of ex-
change field h(r), the presence of SOC and vector poten-
tial in the covariant gradient operator ∇ˇ. This expression
can be directly derived from Eq. (11), by including the
impurity scattering: The terms without gradients in (21)
are obtained immediately from the Λ and Φ terms in (11)
by replacing the exact GF with gˆs. Below we explain how
to obtain the gradient terms as well.
Within Born approximation, the impurity scattering
can be described by the self-energy and the corresponding
contribution to the generating functional given by
Σˆimp = gˆs/2τ , Φimp = Tr(1ˆ− gˆ
2
s)/8τ . (22)
To obtain the free energy functional in the limit τ → 0,
we expand the solution of Eq. (4) in spherical harmonics,
gˆ ≈ gˆs + np · gˆa gˆa = −lgˆs∇ˇgˆs , (23)
4where l = vF τ . The anisotropic contribution gˆa is deter-
mined by the Eilenberger equation (4).
We first evaluate Φimp:
Φimp =
Tr gˆ2a
24τ
= −
D
8
Tr(∇ˇgˆs)
2, (24)
where D = vF l/3 is the diffusion constant. Here, we
noted the normalization condition gˆ2 = 1 averaged over
directions implies gˆ2s ≃ 1ˆ − gˆ
2
a/3, where it is now impor-
tant to retain the second-order term in l. The last equal-
ity follows from l(gˆs∇ˇgˆs)(gˆs∇ˇgˆs) ≃ −l(∇ˇgˆs)
2, which
holds in leading order due to the normalization condi-
tion.
A similar contribution appears from the gradient term
functional E (12). We can first observe from Eq. (12) that
for matrices gˆs without angular dependence, E[gˆs] = 0,
because of the angular average in Tr. In the leading order
in l the anisotropic correction (23) can be considered as
a variation of the GF. Then we can calculate the value
of the functional E[gˆ] by using its defining property (8) :
ˆ
d3r E[gˆs + np · gˆa] =
ˆ
d3r Tr Wˆ (vF · ∇ˇgˆs) +O(l
2) ,
(25)
where the matrix Wˆ is such that
[Wˆ , gˆs] = −lgˆs(np · ∇ˇ)gˆs . (26)
This implies
Wˆ (vF · ∇ˇ)gˇs = vF l(np · ∇ˇgˇs)
2 + gˇsWˆ gˇs∇ˇgˇs (27)
so that, taking into account that gˇs∇ˇgˇs = −∇ˇgˇsgˇs +
O(l2), we obtain
Tr Wˆ (vF · ∇ˇ)gˇs ≃
vF l
2
Tr(np · ∇ˇgˇs)
2 . (28)
Then Eq. (8) yields the gradient term E ≃ D
2
Tr(∇ˇgˆs)
2,
so that 1
2
E +Φimp =
D
8
Tr(∇ˇgˆs)
2. This leads to the free
energy functional in the diffusive limit (21).
Summary and discussion. We have rigorously de-
rived the free energy functional (11,12) of a supercon-
ducting system in terms of the quasiclassical propagators.
We obtained convenient expressions in terms of Riccati
amplitudes (16) and in the diffusive limit (21). The func-
tional generalizes the well-known Eilenberger free energy
for the systems with arbitrary type of pairing and inter-
acting with spin-dependent fields. The result fills an im-
portant gap in the theory of superconductivity between
the Eilenberger free energy and the Luttinger-Ward func-
tional. It can be used to analyze thermodynamic prop-
erties of many superconducting systems, some of which
attract intense interest nowadays. Among them there
are exotic states in unconventional superconductors [31–
34] and various hybrid systems [8] including those with
spin-triplet superconducting correlations produced either
by the exchange field and/or SOC [7, 35]. Superconduc-
tor/ferromagnet systems are studied quite intensively in
view of spintronic applications [36, 37]. With the help
of free energy expressions found in this Letter it is pos-
sible to analyze complicated behaviour of competing su-
perconducting phases such as 0-pi Josephson junctions
[8], cryptoferromagnetism [38–42], FFLO states [43, 44]
modified by different geometrical factors [27, 45] and con-
figurations with different vorticity [46, 47] in such systems
using rigorous microscopic calculations.
The interplay of SOC and external magnetic field gen-
erates proximity-induced topological superconductivity
in Majorana nanowires [48]. The ground state of such
systems taking into account the important orbital effect
and Abrikosov vortex formation [49, 50] can be found by
calculating the free energy, which can be done using our
expressions with arbitrary impurity scattering rate.
Finally, let us mention the possibility of applying
our results to study the free energy of spin-triplet
superconductors[51] such as Sr2RuO4 and superfluid
3He
under various conditions [52]. Even though the spin-
triplet superfluity in 3He has been studied for many
years, the Eilenberger-type free energy expression is de-
rived only in the present work, which therefore can
be considered as a significant advance in the theory of
spin-triplet paired states. This tool should be particu-
larly useful to study different competing and spatially-
inhomogeneous phases for the confined topological su-
perfluids [6, 34, 53, 54], exotic disordered phases [55, 56]
and vortex states such as double-core vortices [57–64] and
recently found half-quantum vortices [65, 66].
The work of M.S. and A.V. was supported by the
Academy of Finland (Project No. 297439), and P.V.
by the European Union Horizon 2020 research and in-
novation programme under grant agreement No. 800923
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Derivation of Eq. (12)
We now derive Eq. (12). We assume τˆ2 = 1, gˆ2 =
1, ∂λgˆ = [Wˆ , gˆ], and ∂λτˆ = 0. Moreover, we denote
∂ ≡ vF
vF
· ∇ˇ as the derivative operator in the Eilenberger
equation.
From the above, it follows, with standard matrix cal-
culus, ∂(aˆ−1) = −aˆ−1(∂a)aˆ−1, δ(aˆ−1) = −aˆ−1(δa)aˆ−1,
and moreover ∂gˆgˆ = −gˆ∂gˆ, and δgˆgˆ = −gˆδgˆ. Denote
6Zˆ ≡ [τˆ , gˆ]−1. We can observe that Zˆgˆ = −gˆZˆ and
Zˆτˆ = −τˆ Zˆ.
Equipped with the above, consider then the variation
vs. gˆ of Es =
1
2
tr gˆ[τˆ , gˆ]∂[τˆ , gˆ]−1,
2δEs = δ tr gˆ[τˆ , gˆ]∂Z (S1)
= tr δ(gˆ[τˆ , gˆ])∂Zˆ − tr ∂(gˆ[τˆ , gˆ])δZˆ + tr ∂(gˆ[τˆ , gˆ]δZˆ)
= 2δE1 − 2δE2 + 2δE3 .
We write δE = δE′+δE′′ where δE′ do not contain terms
∝ ∂τˆ . We have:
2δE′1 = − tr(δgˆ[τˆ , gˆ] + gˆ[τˆ , δgˆ])Zˆ[τˆ , ∂gˆ]Zˆ (S2)
= − tr
(
δgˆ[τˆ , ∂gˆ]Zˆ + ∂gˆZˆ(τˆ gˆ[τˆ , δgˆ]− gˆ[τˆ , δgˆ]τˆ)Zˆ
)
= − tr δgˆ[τˆ , ∂gˆ]Zˆ − tr ∂gˆ[τˆ , δgˆ]Zˆ
− 2 tr(∂gˆ)Zˆgˆ(δgˆ − τˆ δgˆτˆ )Zˆ .
The term δE′2 is obtained by exchanging ∂ and δ in the
above expression. We then find
δE′1 − δE
′
2 = tr
[
δgˆZˆgˆ(∂gˆ − τˆ∂gˆτˆ)− ∂gˆZˆgˆ(δgˆ − τˆ δgˆτˆ )
]
Zˆ
= tr δgˆZˆ
(
τˆ gˆ∂gˆτˆ − gˆτˆ ∂gˆτˆ
)
Zˆ
= tr δgˆ∂gˆτˆ Zˆ = tr[δW, gˆ]∂gˆτˆ Zˆ
= tr(∂gˆ)δW . (S3)
Moreover,
δE′′1 − δE
′′
2
=
1
2
tr gˆ[∂τˆ , gˆ]Zˆ[τˆ , δgˆ]Zˆ −
1
2
tr δ(gˆ[τˆ , gˆ])Zˆ[∂τˆ , gˆ]Zˆ
=
1
2
tr ∂τˆ Zˆ
(
[gˆ, δ(gˆ[τˆ , gˆ])] + gˆ[τˆ , δgˆ]gˆ − [τˆ , δgˆ]
)
Zˆ
= 0 . (S4)
We then find,
δEs = tr(∂gˆ)δW +
1
2
tr ∂(gˆ[τˆ , gˆ]δZˆ) . (S5)
The functional (12) then indeed has the claimed variation
in the interior. Note that the above calculation did not
assume a specific form for the matrix τˆ .
We can also evaluate the variation vs. τˆ :
δτEs = −
1
2
tr δZˆgˆ∂[τˆ , gˆ] +
1
2
tr[δτ, gˆ]∂(Zˆgˆ)
−
1
2
tr ∂([δτ, gˆ]Zˆgˆ)
=
1
2
tr[δτ, gˆ]Zˆ(gˆ∂[τ, gˆ] + (∂[τ, gˆ])gˆ + (∂g)[τ, gˆ])Zˆ
+ tr ∂(δτZˆ)
= tr ∂(δτZˆ) , (S6)
which is a full derivative.
Integrating Eq. (8) now reduces to an application of
the Stokes theorem. In particular, Eq. (S5) implies
tr ∂gˆλWλ = ∂λEs − ∂sEλ , (S7)
where Eλ =
1
2
tr(gˆλ[τˆ , gˆλ]∂λ[τ, gˆλ]
−1), and we write
∂s tr Xˆ ≡ n · ∇ tr Xˆ = n · tr ∇ˇXˆ. Hence,ˆ 1
0
dλ
ˆ
d3r Tr[vF∂gˆλWλ] =
〈ˆ
d2ρvF
ˆ
∂M
dl ·E
〉
pˆ,ω
=
ˆ
d3r (E[gˆ1]− E[gˆ0]) (S8)
+
〈ˆ
d2ρ
ˆ 1
0
dλ vF (Eλ|s=∞ − Eλ|s=−∞)
〉
pˆ,ω
,
where 〈X〉pˆ,ω = piTN0
∑
ωn
´ dΩp
4pi
X so that TrX =
〈trX〉pˆ,ω. The line integral is over the boundary of M =
[0, 1] × [−∞,∞] with dl = (dλ, ds) and E = (Eλ, Es).
The spatial integral is decomposed to an integral over
the coordinate s along n and the perpendicular coordi-
nate ρ.
The last boundary term vanishes under the average
over momentum directions, if vF (−pˆ) = vF (pˆ). It also
vanishes if the boundary conditions for gˆλ are equal,
gˆλ(s = ∞) = gˆλ(s = −∞), or if they are independent
of λ (e.g. normal state at infinity). This also indicates
the boundary term can be neglected when studying local
effects in infinite systems.
We need to observe that the above results assume [τˆ , gˆ]
is invertible everywhere in M , since Eq. (S7) does not
apply at the singularities where E is not defined. Such
points give additional contributions that have to be sub-
tracted, i.e., ∂M includes also clockwise contours C∗
(with infinitesimal interior) circling each singularity lying
inside [0, 1]× [−∞,∞]. Each gives a contribution˛
C∗
tr[gZ−1dZ] , (S9)
Note that because tr[gˆZˆ−1[A, Zˆ]] = −2 tr[gˆA], gauge
fields do not contribute, and we replaced ∂ 7→ ∂s, and
dZ = ∂sZds + ∂λZdλ. Writing g = Uτ3U
−1, Z =
U
(
0 w
w¯ 0
)
U−1 (due to gZ + Zg = 0), we have
˛
C∗
tr[gZ−1dZ] =
˛
C∗
[
1
2
d tr(ln w¯ − lnw)− tr τ3U
−1dU ]
= ipim , (S10)
where m is an integer. Namely, the last term is regular
(we assume U is nonsingular) and gives no contribution
for an infinitesimal loop, whereas the first terms yield a
winding number. The number, and whether singularities
are even present, depends on the choice of τˆ . As the
free energy is real-valued, these contributions then can
be subtracted by taking the real part.
We find Eq. (12) indeed gives the bulk contribution
to the derivative term. It is also the only contribution
relevant, under quite general conditions.
7Riccati parametrization
In Ricatti parametrization, the gradient functional can
be expressed as
E(gˆ) = (S11)
1
2
Tr[vF ·
(
aˆ∇bˆ−∇aˆbˆ
)
(aˆbˆ)−1(1 + aˆbˆ)(1 − aˆbˆ)−1]
It is straightforward to check that the variation of this
expression by aˆ and bˆ yields gradient terms in the Ricatti
equations. This expression can be written in the compact
form
E(gˆ) = TrvF · [(∇aˆ
−1 +∇bˆ)(aˆ−1 − bˆ)−1] +
1
2
∇ ln(aˆbˆ)]
(S12)
The last term is full derivative and can be neglected.
