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Dedicated to our teacher Robert Bryant on the occasion of his 60th birthday.
Abstract. The exterior differential system for constantmean curvature (CMC) sur-
faces in a 3-dimensional space form is an elliptic Monge-Ampere system defined
on the unit tangent bundle. We determine the infinite sequence of higher-order
symmetries and conservation laws via an enhanced prolongation modelled on a
loop algebra valued formal Killing field. To prove their existence we derive an
explicit differential algebraic recursion, which shows that the sequence of conser-
vation laws are represented by 1-forms generally singular at the umbilics. As a
consequence we establish Noether’s theorem for the CMC system and there is a
canonical isomorphism between the symmetries and conservation laws.
A geometric interpretation of theS1-family of associate surfaces leads to an inte-
grable extension for a non-local symmetry called spectral symmetry. The sequence
of higher-order conservation laws generated by recursion are homogeneous under
this generalized symmetry. We show that the corresponding spectral conservation
law exists as a secondary characteristic cohomology class.
For a compact linear finite type CMC surface of arbitrary genus, we observe
that themonodromies of the associated flat sl(2,C)-connection commutewith each
other. It follows that a single spectral curve is defined as the completion of the set
of eigenvalues of the entire monodromies. This agrees with the recent result that
a compact high genus linear finite type CMC surface necessarily factors through a
branched covering of a torus.
We introduce a sequence of Abel-Jacobi maps defined by the periods of conser-
vation laws. For the class of deformations of CMC surfaces which scale the Hopf
differential by a real parameter, we compute the first order truncated Picard-Fuchs
equation. The resulting formulae for the first few terms exhibit a similarity with
the Griffiths transversality theorem for variation of Hodge structures.
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1. Introduction
Constant mean curvature (CMC) surfaces in a 3-dimensional Riemannian space
form are by definition the extremals for the area functional with/without volume
constraint. The theory of such CMC surfaces lies at the crossroads of classical
differential geometry, integrable systems, and elliptic partial differential equation.
There exist a vast amount of literature on the subject. For the integrable systems
aspects of the theory, especially for the genus 1 case, let us cite the articles [45][30][5].
For the analytic aspects of the theory, let us cite the surveys [42][40][57][7] and
refer the reader to the included bibliographies for further references. We mention
in particular the recent proof of Lawson conjecture on the embedded minimal tori
in S3 by [6], see also [8]. A similar argument was applied to the proof of Pinkall &
Sterling conjecture on the embedded CMC tori in S3 in [1].
The second order elliptic partial differential equation1 which locally describes
CMC surfaces in a 3-dimensional space form is one of the prototypes of integrable
equation. As is often true with integrable PDE’s, it possesses an infinite sequence
of higher-order symmetries and conservation laws. The purpose of this work is
twofold:
a) to compute and determine the symmetries and conservation laws for the
exterior differential system (EDS) for CMC surfaces in a 3-dimensional
space form as the characteristic cohomology of the defining elliptic Monge-
Ampere system,
b) to propose the methods of application of conservation laws and their peri-
ods to understanding the global geometry CMC surfaces.
We shall closely follow the general theoryof characteristic cohomology for differ-
ential systems developed by Bryant & Griffiths [12]. The original idea of applying
commutative algebraic analysis to differential equation is due to Vinogradov, Tsu-
jishita, etc, [53][54][52]. The coordinate-free framework of [12] conforms with the
purpose of application to the global theory of CMC surfaces.
For an evolution equation a conservation law has a transparent practical mean-
ing: an integral of local density which remains constant under time evolution. On
the other hand for the EDS for CMC surfaces, or for elliptic equations in general, a
conservation law implies a moment condition for the associated over-determined
boundary value problem.
To this end consider for example a closed curve Γ ⊂ E3 in the 3-dimensional Eu-
clidean space with the prescribed tangent 2-plane fields Π along Γ. The boundary
value problem here is to find a CMC-1 surface spanning Γwhich is also tangent to
Π along Γ;2
(⋆)

Σ : CMC-1 surface in E3,
∂Σ = Γ,
TΣ = Π along Γ.
From the known existence results for Dirichlet problem it is intuitively clear
that the problem (⋆) is generally not solvable unless the pair (Γ,Π) satisfies certain
1It is one of the elliptic sinh-Gordon, Liouville, or cosh-Gordon equation depending on the sign of
a structural constant.
2The initial data (Γ,Π) admits a unique prolongation to the infinite jet space of solutions to (⋆).
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compatibility conditions. More concretely suppose the given data (Γ,Π) is real
analytic. Then under a certain mild non-degeneracy assumption one can uniquely
thicken (Γ,Π) to a CMC-1 strip by Cauchy-Kowalewski theorem. Conservation
laws represent the obstruction to close up this CMC-1 strip to a compact CMC-1
surface (with boundary) with reasonable regularity.3
Such moment conditions are likely to exist at least conceptually for general sec-
ond order elliptic equations for one function of two variables. But it is conceivable
that they may exist in a form which cannot be computed. The relevant question
here is whether these moment conditions can be expressed as integrals of local
density that can be detected within the framework of characteristic cohomology of
differential equations.
We shall find that the CMC system admits an infinite sequence of higher-order
symmetries andconservation laws, andgive the explicit differential algebraic recur-
sion formulae for them, Part 1, and 2. We also lay a foundation for the application
of conservation laws and their periods to the global geometry of CMC surfaces,
and give a basic analysis of the variation of periods for the particular deformation
by scaling Hopf differential, Part 3, and 4.
Kusner introduced the momentum class for classical conservation laws induced
by the Killing fields of the ambient space form [38]. This idea was applied to the
moduli theory for complete CMC surfaces [35][34][29]. A refined interpretation
of momentum class in a generalized relative homological setting was proposed in
[21]. Balancing condition from the momentum class also appeared in Kapouleas’
gluing construction of complete CMC-1 surfaces [32]. Given the results of our
analysis it is interesting that in this construction the possible moment conditions
from the higher-order conservation laws could be perturbed away by implicit
function theorem.
Pinkall & Sterling gave a classification of CMC-1 tori in E3 via linearization on
the Jacobian of the associated spectral curve [45]. Their work is strictly for tori for
which there exist no umbilic points. The main difference in the high genus CMC
surface case is that the sequence of higher-order symmetries and conservation laws
are singular at the umbilics. One of our initial motivation was to generalize [45]
and obtain an analogous algebraic construction of high genus CMC surfaces.
Fox & Goertsches determined the space of conservation laws for the elliptic
sinh-Gordon equation which locally describes CMC surfaces [26]. A distinctive
aspect of the current paper compared to [26] is that our analysis is global; we work
in an equivariant geometric setting independent of a particular local coordinate
representation of the underlying differential equation, with a view to application
for the theory of compact high genus CMC surfaces, or for the moduli theory of
complete CMC surfaces.
There are many existing literature on the conservation laws for elliptic, or hy-
perbolic sin(h)-Gordon equations. Let us cite [19][55][20].
We remark that the recent work [3] employs the conservation laws for the
curvature entropy functional to give a newcharacterizationof the classicalminimal
surfaces such as Enneper’s surface, catenoid, and helicoid.
3A linearized version of this problem is to impose both Dirichlet and Neumann data for Laplace
equation on a domain, [24].
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Our basic method of analysis is the differential analysis of EDS in terms of
differential forms, [11][31]. Due to the size of some of the computations involved,
we relied on Maple for the longer computations, particularly to get an insight on
the inductive formulae by trying out the first few terms.
In addition to [12], the geometric perspective on differential equation suggested
in [14] also served as a general guidance for developing the subsequent applications
of conservation laws.
In recent years there have been extensive studies of surfaces of constant mean
curvature in 3-dimensional homogeneous Riemannian manifolds, [22] and the
references therein. We have not analyzed the conservation laws for these general
cases, but the results andperspectives from the presentworkmayprovide a general
indication to the relevant structures.
With a subject of this scope omissions are inevitable and the results and refer-
ences un-cited here are in no way less important nor they deserve less credit.
We give in the sub-sections below the summary of paper.
1.1. Exterior differential system. Let M be the 3-dimensional Riemannian space
form of constant curvature ǫ. Let x : Σ ֒→ M be an immersed surface. The mean
curvature H of x is a second order scalar invariant defined by the trace of second
fundamental form
H =
1
2
trIII.
Here I, II are the induced metric, and second fundamental form of x respectively.
A CMC-δ surface is an immersed surface with constant mean curvature
H ≡ δ.
CMC surfaces arise as the extremals for the area functional with/without the con-
stant enclosed volume constraint [57]. We shall be mainly concerned with the
case
ǫ + δ2 , 0.
The differential equation for CMC surfaces is a homogeneous elliptic Monge-
Ampere system I defined on the S2-bundle of unit tangent vectors X → M. In
order to take into consideration the relations from the higher-order derivatives all
at the same time, the background for our analysis will be the infinite prolongation
(X(∞), I(∞)) of (X,I). In addition, to support certain extension of the base function
field to accommodate the solutions to the linearized Jacobi equation (see Sect. 6),
the actual analysis will be carried out on a double cover (Xˆ(∞), Iˆ(∞)) of (X(∞), I(∞)).
The double cover Xˆ(∞) amounts to introducing the double cover of a CMC surface
definedby the square root ofHopf differential, a holomorphic quadratic differential
canonically associated with a CMC surface. We shall see that the infinite sequence
of conservation laws are defined on Xˆ(∞) rather than on X(∞).
1.2. Symmetries and conservation laws. In this general set-up, there are two
fundamental structural invariants: symmetry, and conservation law.
a) Let Tˆh = (Iˆ(∞))⊥ ⊂ TXˆ(∞) be the formally integrable rank two Cartan dis-
tribution. By definition CMC surfaces correspond to Tˆh-horizontal integral sur-
faces of Iˆ(∞). A section of the quotient bundle TXˆ(∞)/Tˆh, or simply a vector field
CONSERVATION LAWS FOR CMC SURFACES 7
V ∈ H0(TXˆ(∞)), is a symmetrywhen its formal infinitesimal action (Lie derivative)
preserves the ideal Iˆ(∞).
We find that a symmetry is uniquely generated by a scalar function on Xˆ(∞)
called Jacobi field. Intuitively a Jacobi field can be considered as an element in the
kernel of the linearization of Iˆ(∞); it restricts to a CMC surface to be a solution to
the usual Jacobi equation.
b) By construction the infinitely prolonged ideal Iˆ(∞) is Frobenius. It follows
that the quotient space (Ω∗(Xˆ(∞))/Iˆ(∞),d), where d = d mod Iˆ(∞), becomes a com-
plex. A conservation law is an element in the 1-st characteristic cohomology
(1) C(∞) = H1(Ω∗(Xˆ(∞))/Iˆ(∞),d).
The differential system (Xˆ(∞), Iˆ(∞)) is formally self-adjoint, and the symbol of a
conservation law (co-symmetry) is also a Jacobi field.
The conservation law pulls back to any integral surface xˆ : Σˆ → Xˆ(∞) to define
de Rham cohomology classes,4
xˆ∗ : C(∞) → H1dR(Σˆ,C).
These classes should measure how complicated the surface is, considered as an
integral manifold of Iˆ(∞). This is a differential geometric analogue of the charac-
teristic classes for vector bundles in topology, which measure the complexity of
universal maps into the classifying spaces up to homotopy.
1.3. Dimension bounds. From the long exact sequence associated with
0→ Iˆ(∞) → Ω∗(Xˆ(∞))→ Ω∗(Xˆ(∞))/Iˆ(∞) → 0,
we obtain the (local) isomorphism
C(∞) ≃ H2(Iˆ(∞),d) =: H (∞)
with the space of differentiated conservation laws (2-forms) H (∞). The general
recipe provided by [12] yields a subspace of reduced 2-forms H(∞) ⊂ Ω2(Iˆ(∞)) in
which every conservation law has a unique representative.
Corollary 5.4. [Hodge theorem] There exists an isomorphism
H (∞) ≃ { closed 2-forms in H(∞) }.
Thedifferential equation for closed 2-forms inH(∞) is a linear differential system.
By examining the symbol of this system for the principal coefficients, we obtain
the uniform bounds on the dimension of the space of conservation laws.
Theorem 5.2. For k ≥ 1,
dimH2k−1 = 0,
dim H2k ≤ 2.
4In the present case the conservation laws are represented by 1-forms which are singular at the
umbilics. We shall find that the residues at the umbilics are generally non-trivial and this cohomology
map should be adapted/understood accordingly.
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It follows that for k ≥ 1,
dim C2k−1 ≤ 2,
dim C2k = 0.
HereHn,Cn denote the space of n + 1-th order differentiated, un-differentiated
conservation laws respectively. A similar gap phenomenon has been observed for
the generic nonlinear elliptic Poisson equations in [26].
For a proof of the above theorem we rely on the following technical lemma.
Lemma 5.6. Let f : U ⊂ X(∞) → C be a scalar function on an open subset U ⊂ X(∞)
such that
(2) ∂ξ f = 0.
Then f is a constant function.
Here for a scalar function f we denote d f ≡ (∂ξ f )ξ + (∂ξ f )ξ mod Iˆ(∞), where
ξ is roughly a 1-form that restricts to be the unitary (1, 0)-form on a CMC surface.
This lemma and its generalization Lem. 5.8 are the key structural properties of the
CMC system which will be used in proving various rigidity results.
1.4. Enhanced prolongation. For an integrable PDE it is generally the case that
there exists a set of preferred good coordinates/functions on the infinite prolon-
gation space. We introduce an enhanced prolongation to capture this symmetry
property of the EDS for CMC surfaces, Eqs. (149), Sec. 13. The enhanced prolonga-
tion is modelled on a twisted loop algebra Λσ,τso(4,C)-valued formal Killing field.
It is tailored to incorporate the characteristics of the structure equation for CMC
surfaces.
For our purpose it allows one to simply read off the sequence of higher-order Ja-
cobi fields and conservation laws from the enhanced structure equations, Lem. 13.1,
Prop. 13.12. The original idea to employ formal Killing fields to produce Jacobi
fields can be traced to Burstall’s works on harmonic maps into symmetric spaces
[15, Section 5]. We adapted this to our setting to construct the enhanced prolon-
gation. Compare Terng & Wang’s work on curved flats and conservation laws
[50].
In order to generate the desired sequence of higher-order conservation laws,
we derive an explicit differential algebraic recursion for the formal Killing field
coefficients, Sec. 13.3. The original formula is due to Pinkall & Sterling in a slightly
different form [45].
By construction the higher-order conservation laws become singular at the um-
bilics when restricted to a CMC surface. It would be natural to consider them
as a twisted conservation law, a smooth section of Ω1(Σˆ) ⊗ (Kˆ)q for some q ∈ Z+.
Here Σˆ is the double cover of a CMC surface defined by the square root of Hopf
differential, and Kˆ→ Σˆ is the canonical line bundle.
1.5. Noether’s theorem. We have determined the uniform dimension bounds,
and derived the differential algebraic recursion for the desired sequence of higher-
order Jacobi fields and conservation laws. This is summarized in the higher-order
extension of Noether’s theorem. It states that there exists a canonical isomorphism
between the spaces of symmetries and conservation laws for the CMC system.
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Theorem 14.1. [Noether’s theorem] The Noether’s theorem for classical symmetries
and conservation laws Cor. 3.5 admits the following higher-order extension.
a) The space of conservation laws is the direct sum of the classical conservation laws
and the higher-order conservation laws:
H (∞) = H0 ⊕ ∪∞k=1H2k,
C(∞) = C0 ⊕ ∪∞k=1C2k−1.
Here dimH0 = dimC0 = 6, and for n ≥ 1,
Hn =
{
0 when n is odd,
〈Φa2k+1 ,Φa2k+1〉 when n = 2k.
Cn =
{ 〈[ϕk−1], [ϕk−1]〉 when n = 2k − 1,
0 when n is even.
b) Recall the exact sequence Eq. (63) from Sec. 5,
0→ E0,1
1
֒→ E1,1
1
→ E2,1
1
.
The injective map E0,1
1
֒→ E1,1
1
is also surjective and we have the isomorphisms
J(∞) ≃ Sv ≃ C(∞) ≃ H (∞).
Here a few remarks are in order.
In a), the classical conservation laws are those induced by the Killing fields of
the ambient space form, Φa2k+1 ∈ H (∞) is the differentiated conservation law gener-
ated by Jacobi field a2k+1, and [ϕk−1] ∈ C(∞) is the corresponding un-differentiated
conservation law. We have from recursion an explicit inductive formula for the
sequence of 1-forms ϕn, n = 0, 1, 2, ... .
In b), the pieces E
p,q
r ’s are the elements of a spectral sequence canonically asso-
ciated with (Ω∗(Xˆ(∞)), Iˆ(∞)). J(∞) is the space of Jacobi fields, and Sv is the space of
(vertical) symmetries.
1.6. Integrable extension. The associate surfaces of a CMC surface are an S1-
family of CMC surfaces obtained by scaling the Hopf differential by unit complex
numbers. The corresponding deformation vector field called spectral symmetry
turns out to be a non-local object; it is defined on an integrable extension5, Sec. 12.2.
(3) Π : (Z,J)→ (X(∞), I(∞)), such that Π∗I(∞) ⊂ J ⊂ Ω∗(Z).
Spectral symmetry is a Π-horizontal vector field S on Z such that
LS(Π∗I(∞)) ⊂ J .
The notion of weighted homogeneity under spectral symmetry will be important
for our analysis throughout the paper.
We show that there exists the corresponding spectral conservation law which
is defined as a secondary characteristic cohomology class.
5This is roughly an extension of a PDE by a compatible system of ODE’s. In our case Z → X(∞) is
an affine bundle over g (the algebra of Killing fields onM).
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Theorem 12.14. [Secondary conservation law] Let Σ ֒→ M be a CMC surface. The
spectral conservation law [ϕv0] ∈ H1(Ω∗(Z)/J ,d), Eq. (133), restricts to represent an
element in the quotient space
[ϕv0] ∈ H1(Σ,R)/〈C0〉.
Here 〈C0〉 ⊂ H1(Σ,R) is the subspace spanned by the restriction of classical
conservation laws.
The definition of spectral symmetry as a non-local object and some of the related
materials are drawn from the lectures by Krasil’shchik [36] on the non-local theory
of differential equation. Compare also [37][4].
1.7. Finite type surfaces. The class of linear finite type CMC surfaces are defined
by the condition that there exists a constant coefficient linear relation among the
canonical Jacobi fields. For the case of torus without umbilics, the Jacobi fields are
smooth solutions to the elliptic Jacobi equation. From the elliptic theory the kernel
is finite dimensional, and a CMC torus is necessarily linear finite type.
We consider the case of compact linear finite type surfaces of arbitrary genus
with possible umbilics. A polynomial Killing field still exists, Thm. 17.5, which
forces the monodromies of the associated flat sl(2,C)-connection to commute with
each other, Cor. 18.4. This implies that a single spectral curve can be defined as the
completion of the set of eigenvalues of the entire monodromies of the flat sl(2,C)-
connection, Cor. 18.6. This agrees with the recent result of Gerding that a compact
high genus linear finite type CMC surface factors through a branched covering of
a torus, Thm. 18.7. We do not pursue the rest of details, and refer the reader to the
original work [27].
One of the initial ideas was to employ the index theory to show that a compact
CMCsurface is necessarily linear finite type, and thereby reducing the construction
of examples to an analysis of spectral data. Although this is not true, there is a
possibility that a compatible nonlinear finite type criterion may exist to produce
high genus CMC surfaces. We give an example of a class of nonlinear finite type
surfaces defined by a fourth order equation, Sec. 19.
1.8. Abel-Jacobi maps. A direct computation shows that at an umbilic point of
degree p ∈ Z+ on a CMC surface Σ, the 1-form ϕn representing the higher-order
conservation law has the singularity of the following form.
Corollary 21.5. With respect to the local formulation of CMC surfaces in Eqs. (227),(228)
adapted to an umbilic point, the higher-order conservation laws have the following normal
form. Here z = w2.
(4) ϕn =
1
w(2n−1)p+(4n−1)
O(w4n)dw + 1
w(2n−1)p+(4n−4)
O(w4n−4)wdw, n ≥ 0.
Here the notationO(wℓ) means a polynomial inw of degree≤ ℓwith coefficients
in the ring of functions generated by a scalar function (conformal factor) u and its
successive z-derivatives. Examining the first few conservation laws in the sequence
ϕn, n ≥ 1, we suspect that the residues are generally non-trivial and detect certain
higher-order quantitative invariants of a CMC surface at the umbilics.
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Let Σˆ→ Σ be the double cover defined by the square root of Hopf differential II.
The normal form above shows thatϕn⊗ (
√
II)4n is a smooth section ofΩ1(Σˆ)⊗ (Kˆ)4n.
It also shows that a CMC surface with umbilics cannot be of linear finite type.
We introduce an associated sequence of Abel-Jacobi maps defined as the dual
of periodmap for the conservation laws on the puncturedCMC surface, Defn. 22.3.
Set the truncated subspace of conservation laws
H
(1,0)
n = 〈ϕ1, ϕ2, ... ϕn〉.
Then the relevant filtration is
(5) . . . ⊂ H(1,0)n−1 ⊂ H
(1,0)
n ⊂ H
(1,0)
n+1 ⊂ . . . ⊂ H
(1,0)
∞ ⊂ C(∞),
and certain Hodge-like structure naturally emerges, Sec. 22. Although the anal-
ogy with variation of Hodge structures (VHS) in complex projective geometry is
intriguing, at the present the analysis is in the preparatory stage.
1.9. Variation of periods. There is a natural action of symmetries on conservation
laws, which turns out to be trivial except for the classical symmetries acting on the
classical conservation laws, Cor. 24.6. This suggests to consider a different kind of
deformation to obtain nontrivial variation of periods for conservation laws.
We examine the particular variation of CMC surfaces which scales the Hopf
differential by a real parameter. The resulting first order truncated Picard-Fuchs
equation, for the first few conservation laws in the sequence, exhibits a similarity
with the Griffiths transversality theorem.
Conjecture. 25.5. [Griffiths transversality] For the first order deformation given by the
inhomogeneous Jacobi field u = ivρ + iδv0, let ψ j, j = 0, 1, ... , be the sequence of 1-forms
obtained from the variation of the higher-order conservation law ϕ j by Eq. (255). Then as
a characteristic cohomology class on Zˆ we have
(6) [ψ j] ∈ 〈[ϕ0], [ϕ1], ... [ϕ j−2]〉 ⊂ H1(Ω∗(Zˆ)/Jˆ ,d).
Here we denote the deformation of ϕ j by (upper-dot (˙) is the first order varia-
tion)
ϕ˙ j = (2 j − 1)ϕ j + ψ j.
The proposed equation (6) is reminiscent of the Griffiths transversality for VHS in
the sense that in terms of the filtration (5) this implies
˙(
H
(1,0)
n
)
⊂ H(1,0)n−2 mod scaling terms.
1.10. Further research. The application of these results to solving the differential
equation for CMC surfaces, i.e., either to find a class of examples with as much
control, or to understand the structure of the moduli space of compact high genus
CMC surfaces, is yet to be explored.
The methods of analysis developed for CMC surfaces can be applied to the
following related problems.
• special Legendrian surfaces in S5
• complex curves in S6
• primitive harmonic maps from a surface to a general k-symmetric space
• special Legendrian 3-folds in S7.
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Part 1. Classical, and higher-order conservation laws
2. CMC surfaces in 3-dimensional space forms
Let M be the simply connected 3-dimensional Riemannian space form of con-
stant curvature ǫ. Let
SO(3) // F
π

M
be the bundle of oriented orthonormal coframes. An element u ∈ F is an isometry
u : Tπ(u)M→ R3,
whereR3 is the fixed standard 3-dimensional Euclidean space. The structure group
SO(3) acts on F on the right by
u→ g−1 ◦ u, for g ∈ SO(3).
Let (ω1, ω2, ω3)t be the R3-valued tautological 1-form on F defined as follows.
For a tangent vector v ∈ TuF , set
u(π∗(v)) = (ω1(v), ω2(v), ω3(v))t.
The structure group SO(3) acts on (ω1, ω2, ω3)t on the right accordingly by
ω1
ω2
ω3
→ g−1

ω1
ω2
ω3
 , for g ∈ SO(3).
There exists a Lie algebra so(3)-valued unique connection 1-form (ωAB ) on F such
that they satisfy the structure equation
dωA = −ωAB ∧ωB, ωAB = −ωBA,(7)
dωAB = −
3∑
C=1
ωAC ∧ω
C
B + ǫω
A ∧ωB, A,B = 1, 2, 3.
Let X = F /SO(2) be the unit tangent bundle ofM.
S2 // X
π0

M
For a constant δ, define the differential ideal on X generated by
(8) I = 〈ω3, −dω3, Ψ 〉
where −dω3 = ω3
1
∧ω1 + ω3
2
∧ω2 from Eq. (7), and Ψ is the 2-form
(9) Ψ = ω31 ∧ω
2 + ω1 ∧ω32 − 2δω1 ∧ω2.
The structure equation (7) shows that this set of differential forms, originally de-
fined on F , are invariant under the induced action by the structure group SO(2) of
X. The ideal I is well defined on X.
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Let x : Σ ֒→ M be an immersed oriented surface. Let x : Σ ֒→ X be the lift
of x by the unit normal field compatible with the given orientation of M. The
standard moving frame computation shows that the induced metric I and the
second fundamental form II (corresponding to the unit normal chosen for the lift
x) of the surface x are
I = (ω1)2 + (ω2)2,
II = ω31 ω
1 + ω32 ω
2.(10)
It follows that x is an integral manifold of I, i.e., x∗I = 0, when the surface x has
constant mean curvature
1
2
trI(II) = δ.
Conversely, the immersed integral surfaces of I project to the possibly branched
CMC surfaces in M. The EDS defined by the differential ideal (8) on the unit
tangent bundle X is therefore the fundamental object in the study of CMC surfaces
in the space formM.
Remark 2.1. When ǫ > 0, the space form M ≃ S3 is parallelizable. X is diffeomorphic to
S3 × S2, and the de Rham cohomology is given by
(11) H
q
dR
(X,R) =
{
R q = 0, 2, 3, 5
0 q = 1, 4.
The dual homology 2-cycle is generated by any fiber of π0 : X → M. The dual homology
3-cycle is generated by any section of π0 which is a unit vector field on M. It can for
example be given by an integral manifold of the Frobenius system 〈ω3
1
+ω2, ω2
3
+ω1 〉 on
X.
When ǫ ≤ 0, M is contractible. X is diffeomorphic to R3×S2. The de Rham cohomology
is given by
(12) H
q
dR
(X,R) =
{
R q = 0, 2
0 q = 1, 3, 4, 5.
The EDS for CMC surfaces is an elliptic Monge-Ampere system. The ellipticity
implies that the characteristic directions are complex and they induce a complex
structure on the integral surfaces. To this end, we introduce the complexified
differential forms on F as follows. Here i =
√
−1.
ξ = ω1 + iω2,(13)
θ0 = ω
3,
η1 = (ω
3
1 − iω32) + δ ξ,
ρ = ω12.
Define the dual frame on F by
(14)

E
n
Eη
Eρ
 ⇐⇒

ξ
θ0
η1
ρ
 .
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In terms of the complex 1-forms, the structure equation (7) translates to
dξ = iρ ∧ ξ − θ0 ∧ (η1 + δξ),(15)
dθ0 = −Re(η1 ∧ ξ),
dη1 = −iρ ∧ η1 + θ0 ∧ (δ η1 + γ2 ξ),
dρ = − i
2
η1 ∧ η1 + γ
2 i
2
ξ ∧ ξ + δΨ.
Here
γ2 = ǫ + δ2
is the structure constant.6 The 2-formΨ in the ideal I is expressed in terms of the
complex 1-forms by
Ψ = Im(η1 ∧ ξ).
The ideal (8) is now written as
(16) I = 〈θ0, η1 ∧ξ, η1 ∧ξ 〉.
We record the useful formula
(17) dΨ = iθ0 ∧ (η1 ∧η1 + γ
2 ξ ∧ ξ).
Let us introduce a few notations and conventions whichwill be frequently used.
Define the C-linear operator J acting on 1-forms by
(18) Jξ = −iξ, Jθ0 = θ0, Jη1 = −iη1.
For a scalar function f ∈ C∞(X), the covariant derivative (when pulled back to F )
is written in the upper-index notation7
d f = f ξξ + f ξξ + f 0θ0 + f
1η1 + f
1¯η1.
Define the first order differential operators ∂, ∂¯ by
∂ f = f ξξ + f 1η1, ∂¯ f = f
ξξ + f 1¯η1.
The secondorder covariant derivatives of a scalar function f satisfy the following
commutation relations, which are drawn from the identity d2 f ≡ 0 mod θ0.
(19)
f ξ,ξ = f ξ,ξ, f ξ,1¯ = f 1¯,ξ, f ξ,1 = f 1,ξ + 12 f
0,
f 1,1¯ = f 1¯,1, f ξ,1 = f 1,ξ, f ξ,1¯ = f 1¯,ξ + 12 f
0.
When f 0 = 0, we have the extra relations
(20)
f 1,0 = f ξ − δ f 1, f ξ,0 = δ f ξ − γ2 f 1¯,
f 1¯,0 = f ξ − δ f 1¯, f ξ,0 = δ f ξ − γ2 f 1.
6We adopt the following convention for γ:
γ =

+
√
ǫ + δ2 ǫ + δ2 > 0
0 if ǫ + δ2 = 0
+i
√
−(ǫ + δ2) ǫ + δ2 < 0.
7The lower index notations fξ, fξ are reserved for the derivatives modulo the infinitely prolonged
ideal I(∞). See Sec. 4 for the details.
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Example 2.2 (Polar surfaces). We give a brief analysis of the integral surfaces of I
in the case ǫ = 1 and the ambient space formM is the 3-sphere S3.
When M = S3, the oriented orthonormal coframe bundle F is naturally iden-
tified with the special orthogonal group SO(4). For definiteness, we consider an
element e ∈ SO(4) as an ordered set of orthonormal column vectors
e = (e0, e1, e2, e3).
The associated projection maps are
SO(4) ∋ e

X ∋ (e0, e3)
π0

M ∋ e0.
The components of e satisfy the structure equation
deA = eBω
A
B ,
where we set ωA
0
= ωA.
Let E1 =
1
2 (e1 − ie2), E1¯ = E1, and denote e0 = π0, e3 = n. In terms of the
complexified 1-forms (13), the structure equation for the frame e translates to
dπ0 =
(
E1ξ + E1¯ξ
)
+ nθ0,(21)
dE1 = −iE1ρ + 1
2
nη1 +
1
2
(δn − π0)ξ1,
dn = −π0θ0 −
(
E1(δξ + η1) + E1¯(δξ + η1)
)
.
Let x : Σ ֒→ X be an immersed integral surface of I, and consider the pulled
back SO(2)-bundle x∗SO(4)→ Σ. Assumefirst the independence condition ξ∧ξ , 0.
The equation η1∧ξ = 0 implies that
η1 = h2ξ
for a coefficient h2. In terms of the induced complex structure on the surface
determined by the (1, 0)-form ξ, see Sec. 4, a computation using Eq. (15) with
θ0 = 0 leads to
d ∗ dπ0 = 2(δn − π0) i
2
ξ ∧ ξ,(22)
d ∗ dn = 2(δπ0 − (δ2 + |h2|2)n) i
2
ξ ∧ ξ.
On the other hand, assuming the independence condition η1∧η1 , 0, the substi-
tution ξ = p2η1 for a coefficient p2 = 1h2 gives
(23) d ∗ dn = 2
(
δ|p2|2π0 − (δ2|p2|2 + 1)n
) i
2
η1 ∧ η1.
It follows that when the mean curvature δ = 0, one obtains a dual pair of (possibly
branched) minimal surfaces in S3 from an integral surface of I in X. The minimal
surface described by n is called the polar surface of π0 [39]. Note that the adapted
oriented frame for the minimal surface n is (n, E1¯, E1, π0).
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We now turn our attention to Hopf differential, a holomorphic quadratic dif-
ferential canonically attached to a CMC surface. Let x : Σ ֒→ X be an immersed
integral surface of I. The structure equation (15) restricted to the pulled back
SO(2)-bundle x∗F → Σ shows that Σ inherits a unique complex structure defined
by a section of either ξ, or η1. Let K = T∗(1,0) → Σ be the canonical line bundle of
(1, 0)-forms of the underlying Riemann surface.
Definition 2.1. Let x : Σ ֒→ X be an immersed integral surface of the EDS for CMC
surfaces. Consider Eq. (15) mod I as the induced structure equation on x∗F . The
Hopf differential of x is the quadratic differential
(24) II = η1 ◦ ξ ∈ H0(Σ,K2).
The structure equation (15) shows that II is a well defined holomorphic section.
The umbilic divisor
Ux = (II)0
is the zero divisor of II. By Riemann-Roch, we have deg(Ux) = 4 genus(Σ) − 4.
We will find in the course of analysis that the (possibly double-valued) holo-
morphic 1-form ω =
√
II is a very useful object. Let us introduce the double cover
of Σ on which ω is well-defined.
Definition 2.2. Let x : Σ ֒→ X be an immersed integral surface of the EDS for
CMC surfaces. Let K→ Σ be the canonical line bundle under the induced complex
structure. Let II ∈ H0(Σ,K2) be the Hopf differential (24). The double cover Σˆ of Σ
associated with II is the Riemann surface of the complex curve
Σ′ =
{
κ ∈ K | κ2 = II
}
⊂ K.
Here we identify the section II with its image in the line bundle K2. The square
root ω of the Hopf differential II is the holomorphic 1-form on Σˆ obtained by the
pull-back of the restriction of the tautological 1-form on K to Σ′.
By construction, the natural projection ν : Σˆ → Σ is a double cover branched
over the odd degree umbilics in Ux.8 It is clear from the defining property of the
tautological 1-form on K that
ω2 = ν∗II.
Definition 2.3. An immersed integral surface x : Σ ֒→ X of the EDS for CMC
surfaces is split type when there exists a holomorphic 1-form ω on Σ which is a
square root of the Hopf differential II;
ω2 = II.
In this case, the double cover Σˆ consists of the two copies of Σ corresponding to
the sections ±ω of K.
Note by definition of the square root ω that for a split type integral surface we
have ω = ν∗ω.
The square root ω on the double cover Σˆ is a holomorphic 1-form, and is nec-
essarily closed. We will see that the conservation laws for CMC surfaces lead to
8LetUx =
∑
p∈Σm(p)p ∈ Div(Σ) be the umbilic divisor. The integer m(p) is the umbilic degree of the
point p. We have deg(Ux) =
∑
p∈Σm(p) = 4 genus(Σ) − 4.
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the 1-forms which are closed on the integral surfaces of I, and ω provides the
first example of a conservation law that we encounter which is not induced by the
ambient symmetry of X. It is semi-classical: on the one hand we have not needed
to prolong the natural EDS for CMC surfaces; on the other hand it only appears in
normal form at the second prolongation.
A generic CMC surface is not split type, but the square rootω is defined globally
on the double cover. We will interpret the double cover associated with the Hopf
differential as a base for a field extension. In a sense to be made precise below, this
defines a splitting field for the linearized Jacobi equation for CMC surfaces.
3. Classical conservation laws and Jacobi fields
Given the differential ideal I on the manifold X, it is natural to consider the
cohomology of the quotient complex
(Ω∗, d),
where Ω∗ = Ω∗(X)/I and d = d mod I. A classical conservation law for CMC
surfaces, as opposed to the higher-order generalization on the infinite prolongation
to be discussed in Sec. 5, is by definition an element of the 1-st cohomology of the
quotient complex
C(0) = C0 := H1(Ω∗, d).
In this section we give an analytic description of the classical conservation laws
and show that they are equivalent to Kusner’smomentum class defined in terms of
the Killing fields of the ambient space formM [38]. This serves as a motivation and
a model for the study of higher-order conservation laws. Moreover, in hindsight a
recursion relation to be explored for the higher-order symmetries and conservation
laws is already implicit in the structure equation for the classical conservation laws,
Sec. 13.4.
For computational purposes, among other practical reasons, we shall work di-
rectly with the differentiated classical conservation laws defined as follows. Con-
sider the d-invariant filtration by the subspaces
(25) FpΩq(X) = Image{ I ∧I ∧ ...I︸       ︷︷       ︸
p
∧Ω∗(X)→ Ωq(X)}.
For each fixed p ≥ 0, we have a well defined complex
(26) (FpΩ∗(X), d).
Let Hp,q(FpΩ∗(X), d) denote the associated cohomology at FpΩq(X).
Let Grp,q(X) = FpΩq(X)/Fp+1Ωq(X) be the associated graded, and consider the
complex
(Grp,∗(X), dp),
where dp = d mod Fp+1Ω∗(X). Let Hp,q(X,dp) denote the associated cohomology
at Grp,q(X).
By definition, we have the isomorphism
(27) H1(Ω∗, d) = H0,1(X,d0).
The exterior derivative defines a map
(28) d : H0,1(X,d0)→ H1,2(F1Ω∗(X), d).
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According to the fundamental results established in [12], this is an isomorphism
when one restricts to a small contractible open subset of X. We shall post-
pone the global aspects for the moment and work directly with the cohomology
H1,2(F1Ω∗(X), d), which is known as the space of differentiated conservation laws.
Definition 3.1. Let (X,I) be the EDS for CMC surfaces. Let (26) be the associated
complex under the filtration defined by (25). A classical differentiated conserva-
tion law is an element of the 2-nd cohomology
H (0) = H0 := H1,2(F1Ω∗(X), d) = H2(I, d).
The filtered object F1Ω2(X) ⊂ Ω2(X) is a subspace of 2-forms, rather than a
quotient space in the definition of un-differentiated conservation law. As we
will see below, there exists a proper subspace of F1Ω2(X) in which every classical
conservation law has a unique representative.
We proceed to the computation of classical differentiated conservation laws.9
Let Φ ∈ F1Ω2(X) be a 2-form in the ideal. Up to addition by d(F1Ω1(X)), an exact
2-form in the ideal of the form d( fθ0), f ∈ C∞(X), one may write
(29) Φ = AΨ+ θ0 ∧ σ, A ∈ C∞(X), σ ∈ Ω1(X).
Definition 3.2. Let (X,I) be the EDS for CMC surfaces. Let (25) define the associ-
ated filtration. The subspace of reduced 2-forms H(0) ⊂ F1Ω2(X) is the subspace of
2-forms specified in Eq. (29).
Note by construction that H(0) is transversal to the subspace d(F1Ω1(X)) in
F1Ω2(X). It follows that every classical conservation law has a unique repre-
sentative in H(0), and we have the isomorphism
H (0) ≃ { closed 2-forms in H(0) }.
The condition for a reduced 2-formΦ to be a conservation law is that it is closed,
dΦ = 0. From Eqs. (15), (17), the equation dΦ ≡ 0 mod θ0 gives
−idA ∧ (η1 ∧ ξ − η1 ∧ ξ) ≡ σ ∧ (η1 ∧ ξ + η1 ∧ ξ) mod θ0.
One may thus put
(30) σ = −JdA.
Here J is the operator defined in (18).
We continue to examine the equation dΦ = 0 with the given σ. The equation
dΦ+ iθ0∧d(d(A)) ≡ 0 mod η1, ξ givesA0 = 0. Utilizing the relations (19), (20), one
gets (’·’ denote 0)
(31) d

A
A1
A1¯
Aξ
Aξ

= i

·
A1
−A1¯
−Aξ
Aξ

ρ +

Aξ Aξ · A1 A1¯
A1,ξ · (Aξ − δA1) A1,1 − 12A
· A1¯,ξ (Aξ − δA1¯) − 12A A1¯,1¯
Aξ,ξ − γ22 A (δAξ − γ2A1¯) A1,ξ ·
− γ22 A Aξ,ξ (δAξ − γ2A1) · A1¯,ξ


ξ
ξ
θ0
η1
η1

.
9The differential analysis is carried out on the SO(2)-bundle F → X via pull-back.
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Denote A1,ξ − A1¯,ξ = B for a new variable B. From the equations d(d(A1)) ≡
0, d(d(Aξ)) ≡ 0 mod η1, ξ, and similarly d(d(A1¯)) ≡ 0, d(d(Aξ)) ≡ 0 mod η1, ξ,
one gets
Aξ,ξ = γ2A1,1, Aξ,ξ = γ2A1¯,1¯, A1,ξ +A1¯,ξ = −δA.
The remaining un-determined second derivatives ofA at this stage are B, A1,1,A1¯,1¯.
Differentiating again, the equationsd(d(A1)) ≡ 0 mod η1, d(d(A1¯)) ≡ 0 mod η1
imply
dB = (−δAξ + γ2A1¯)ξ + (δAξ − γ2A1)ξ + (Aξ − δA1)η1 + (−Aξ + δA1¯)η1.
The analysis is divided here into two cases.
• Case γ2 = ǫ + δ2 , 0. The identities from d(dB) = 0 imply A1,1 = A1¯,1¯ = 0. The
linear differential system for the six variables {A,A1,A1¯,Aξ,Aξ,B} becomes closed
and compatible, i.e., their derivatives are expressed as functions of themselves
alone and d2 = 0 is a formal identity. By the existence and uniqueness theorem
of ODE, the space of (local and differentiated) classical conservation laws is six
dimensional. We shall give an argument below that these conservation laws, both
differentiated and un-differentiated, are globally defined on X.
• Case γ2 = ǫ + δ2 = 0. The equations d(dB) = 0, and d(dAξ) = 0, d(dAξ) = 0
are identities. The remaining compatibility equations for dA1, dA1¯ show that the
linear differential system for the six variables {A,A1,A1¯,Aξ,Aξ,B} is involutive.10
In the sense of Cartan-Ka¨hler theory, locally it admits solutions depending on two
arbitrary functions of 1 variable. The space of (local and differentiated) classical
conservation laws is infinite dimensional.
The CMC surfaces in this case are, away from the umbilics, locally described by
the elliptic Liouville equation∆u+eu = 0. It is well known that this equation admits
a Weierstraß -type representation formula for solutions in terms of one arbitrary
holomorphic function of 1 complex variable. Up to the contribution from the
ambient symmetry, the classical conservation laws are equivalent to the Cauchy
integral formula. This case includes the minimal surfaces in the Euclidean space,
and the CMC-1 surfaces in hyperbolic space (Bryant’s surfaces, [9]).
For the rest of the paper, we will restrict ourselves to the following non-
degenerate case:
γ2 , 0
The analysis for the case γ2 = 0 is, although related, different in many aspects and
deserves a separate treatment.
Motivated by the structure equation (31) satisfied by the coefficients of the
classical differentiated conservation laws, we make the following definition of
second order differential operators for scalar functions.
10APDE is involutivewhen the associatedgenericnested sequenceof infinitesimalCauchyproblems
is well posed as a whole. It is one of the central concepts in Cartan’s theory of exterior differential
systems. The Cartan-Ka¨hler theorem, a geometric generalization of the Cauchy-Kowalewski theorem,
states that for an involutive PDE the generic nested sequence of actual Cauchy problems is solvable
and it admits many local solutions in the real analytic category. See [11][31].
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Definition 3.3. For a scalar function f : X → C, define the pair of second order
linear differential operators by
E0H( f ) := f ξ,ξ +
γ2
2
f ,(32)
E0V( f ) := f 1,1¯ +
1
2
f .(33)
The subscripts H and V indicate horizontal and vertical. Note that
(34) dJ(d f ) ≡
(
4E0H( f ) − 2γ2 f
) i
2
ξ ∧ ξ +
(
4E0V( f ) − 2 f
) i
2
η1 ∧ η1 mod θ0, dθ0.
Definition 3.4. A scalar function A : X→ C is a classical Jacobi field if it satisfies
A0 = A1,ξ = A1¯,ξ = 0,(35)
E0H(A) = 0,
E0V(A) = 0.
The vector space of classical Jacobi fields is denoted by J(0) = J0.
The analysis for classical conservation laws in this section is summarized as
follows.
Proposition 3.1. A classical Jacobi field A satisfies the closed structure equation (31).
There exists a canonical (local) isomorphism
J(0) ≃ H (0).
Proof. Direct computation. We omit the details. The analysis in the below shows
that both classical Jacobi fields and classical conservation laws are globally defined,
and this isomorphism holds globally on X. 
Eq. (30) shows that a classical Jacobi field uniquely determines a classical con-
servation law; the coefficients of the 2-form Φ are determined by the Jacobi field
A and its derivatives. A version of this phenomenon will continue to hold for the
higher-order conservation laws, Sec. 5.
Remark 3.2. The set of equations (35) can be more compactly written as follows. Let
η1 = h2ξ, η1 = h¯2ξ for coefficients h2, h¯2 on an integral surface (h2, h¯2 are the prolongation
variables. See Sec. 4). Consider the differential equation for a scalar function A ∈ C∞(X),
(36) E(A) := Aξ,ξ +
1
2
(γ2 + h2h¯2)A = 0.
Here the lower index notation Aξ,ξ represents the total derivative with respect to ξ, ξ on
the integral surfaces.
One computes (since ∂ξh2 = 0, Sec. 4)
Aξ = A
ξ + h2A
1,
E(A) = Aξ,ξ + h¯2Aξ,1¯ + h2A1,ξ + h2h¯2A1,1¯ + 1
2
(γ2 + h2h¯2)A.(37)
If a function A on X satisfies Eq. (36) for any integral surface of I, then it must satisfy
Eq. (37). Since the EDS for CMC surfaces is involutive, this implies that each coefficient of
h2, h¯2, h2h¯2 in (37) must vanish separately. This shows that all the conditions in Eq. (35)
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except A0 = 0 are imposed. Requiring that d2 = 0 then forces A0 = 0. Hence a classical
Jacobi field can be equivalently defined by the single equation (36) involving the total
derivative Aξ,ξ and the prolongation variables h2, h¯2.
A geometric concept closely related to, and somewhat dual to, conservation law
is symmetry. Let us give a definition of classical symmetry, which turns out to be
equivalent to classical Jacobi field.
Definition 3.5. Let (X, I) be the EDS for CMC surfaces. A vector field V ∈ H0(TX)
is a classical symmetry if it preserves the differential ideal (16) under the Lie
derivative,
LVI ⊂ I.
The algebra of classical symmetries is denoted by S0.
Proposition 3.3. There exists a canonical isomorphism
S0 ≃ H (0).
Proof. We outline the necessary calculations. The equation LVθ0 ≡ 0 mod θ0
implies that, in terms of the dual frame (14),
(38) V = V0n − 2V1E − 2V1E + 2VξEη + 2VξEη
for a scalar functionV0 onX. Nextwe look for the conditions thatLVΨ ≡ aΨ+bdθ0
mod θ0 for some functions a, b. This imposes a set of equations on the second
derivatives of V0. Combined with the compatibility equations (19), it follows that
the function V0 satisfies the same set of equations (31) as the generating function
for a classical conservation law. Wemention thatV0
0
= 0, although one has to work
with the third derivatives of V0 in order to uncover this equation. 
Remark 3.4. We remark that a classical symmetry V satisfies the stronger relations
(39) LVθ0 = 0, LVΨ = 0.
Propositions 3.1 and 3.3 give the canonical isomorphisms between classical Ja-
cobi fields, classical symmetries, and classical conservation lawswhich is generally
known as Noether’s theorem. There is a general formalism (for Euler-Lagrange
equations) bywhich this isomorphism between symmetries and conservation laws
are more directly established, [13].
Given a classical Jacobi field A, let VA denote the corresponding classical sym-
metry.
Definition 3.6. The 0-th order Poincare´-Cartan form is the differential 3-form Υ0
on X defined by
(40) Υ0 = θ0 ∧Ψ ∈ F2Ω3(X).
The 3-form Υ0 is closed, dΥ0 = 0, and it defines a class
[Υ0] ∈ H2,3(F2Ω∗(X),d).
Since θ0 is up to scale by functions the unique 1-form in the ideal I, the coho-
mology class [Υ0] is nontrivial (it is easily checked that dimCH2,3(F2Ω∗(X),d) = 1).
Both θ0 andΨ are invariant forms under the classical symmetry as in (39), and
we have for any V ∈ S0
LVΥ0 = 0.
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From this and Cartan’s formula for Lie derivative LV = d ◦Vy +Vy ◦ d, it follows
that the following map directly establishes the desired isomorphism between the
space of classical Jacobi fields and the space of classical conservation laws.
(41) A 7→ VAyΥ0.
It is clear that the classical symmetries are induced by the prolonged action of
the group of isometry of the ambient space form M to the unit tangent bundle X.
In particular, a classical symmetry is globally well defined on X.
Corollary 3.5 (Noether’s theorem for classical conservation law). The space of classi-
cal Jacobi fields, the space of classical symmetries, and the space of classical differentiated/un-
differentiated conservation laws are all canonically isomorphic to each other. In particular,
they are globally defined on X.
Proof. From the explicit local isomorphisms (38), (41) established earlier, it follows
that both classical Jacobi field and classical differentiated conservation laws are
also globally well defined on X. It thus suffices to show that every classical un-
differentiated conservation law has a globally defined representative. In the below,
in relation toKusner’smomentumclass, we showexplicitly that a classical differen-
tiated conservation law admits a corresponding globally defined un-differentiated
representative. 
The classical conservation lawswereused byKusner [38] to define certain global
invariants for CMC surfaces that became important for the structure theorems of
properly embedded CMC surfaces in 3-dimensional space forms. Let us give a
discussion of some of the main results in [35], [34] adapted to our framework.
Let G be the six dimensional group of isometries of M. Let g be the Lie algebra
of G. We identify an element Y ∈ g with the corresponding Killing vector field on
M. It is a standard fact that the divergence of a Killing field of any Riemannian
manifold vanishes,
(42) ∇ · Y = 0.
SinceH2(M,R) = 0, for a givenKillingfieldY there exists a vector fieldZY ∈ H0(TM)
such that
(43) Y = ∇ × ZY (curl).
Such a vector field ZY is not unique, but by choosing a basis of g let us assume we
have an injective homomorphism from g to H0(TM) that maps Y→ ZY.
Let x : Σ ֒→M be a CMC-δ surface. Let e3 ∈ H0(x∗TM) be the unit normal vector
field to Σ. For a Killing field Y of the ambient space M, let Y = YT + YN be the
orthogonal decomposition into the tangential and normal components along Σ. A
computation shows that
∇Σ · YT = 2δ 〈e3,Y〉.
Here ∇Σ · YT is the divergence of YT as a vector field on Σ.
Let Γ ֒→ Σ be an oriented closed curve representing a homology class [Γ] ∈
H1(Σ,Z). Let e1 be the tangent vector field of Γ, and e2 be the unit conormal field
along Γ such that the frame {e1, e2, e3} is positively oriented. LetD ֒→M be a surface
(2-simplex) such that ∂D = Γ. Let n the oriented unit normal field to D which is in
the direction of e2 along Γ.
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Kusner defined themomentum class
µ ∈ H1(Σ,R) ⊗ g∗
by the integral formula
(44) 〈µ([Γ]),Y〉 =
∫
Γ
〈e2,Y〉 + 2δ
∫
D
〈n,Y〉.
Under the action of g ∈ G on x, the momentum class µ transforms as
g∗(µ) = Ad∗(g) · µ.
In order to see momentum class is well defined, let (Γ′,D′) be another set of data
representing the given homology class [Γ]. There exists a 3-simplex U ⊂ M and a
subset S ⊂ Σ such that
∂U = D −D′ + S, ∂S = Γ − Γ′ (outward normal).
Applying the divergence theorem to Y and YT in turn, we find that
2δ
∫
D
〈n,Y〉 − 2δ
∫
D′
〈n′,Y〉 = −
∫
S
2δ〈e3,Y〉,(45)
= −
∫
Γ
〈e2,Y〉 +
∫
Γ′
〈e′2,Y〉,
and the claim follows.
We wish to show that the momentum class is equivalent to the classical conser-
vation laws. Note from the identity (43) and Stokes’ theorem that the momentum
class can be expressed entirely in terms of line integrals
〈µ([Γ]),Y〉 =
∫
Γ
〈e2,Y〉 + 2δ
∫
Γ
〈e1,ZY〉.
Analytically this can be interpreted as follows. From the structure equation (31)
we have the identity
(46) d
(
i(A1¯ξ − A1ξ)
)
= ΦA + δi
(
Aξ ∧ ξ − 2θ0 ∧ (A1¯ξ − A1ξ)
)
.
HereΦA denotes the differentiated conservation law (29) generatedby a Jacobi field
A. One may check that ΞA = i
(
Aξ∧ξ − 2θ0∧(A1¯ξ − A1ξ)
)
is a closed 2-form defined
on the ambient space formM (this is equivalent to (42)). Since H2(M,R) = 0, there
exists a 1-form χA onM such that dχA = ΞA. Consequently we have
d
(
i(A1¯ξ − A1ξ) − δχA
)
= ΦA.
By the defining properties of the contact 1-form θ0, Eq. (45) is recovered by first
integrating ΞA on the 2-cycle ∂U, and then integrating (46) on the 2-simplex S.
As a result of the momentum class analysis, we conclude that for a classical dif-
ferentiated conservation law there exists an un-differentiated representativewhich
is globally defined on X. In particular, Kusner’s momentum class accounts for all
the classical conservation laws.
Remark 3.6. Edelen and Solomon gave a generalization of momentum class to a relative
homological setting for hypersurfaces with constant weighted mean curvature [21]. This
extension ofmomentum class is suited for the analysis of theCMC(hyper)surfaces invariant
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under Killing fields. For an application they gave a geometric derivation of the first integral
for CMC twizzlers11 in terms of the period of a classical conservation law.
It is known that there exists an infinite sequence of non-classical higher-order
symmetries and conservation laws for the elliptic sinh-Gordon equation which
locally describes the CMC surfaces for the case γ2 > 0, [26]. We shall show
that Noether’s theorem admits an extension to the higher-order symmetries and
conservation laws. See Sec. 5, 13.
In Sec. 24 we will return to the adjoint action of the isometry group G on µ
and its higher-order counterparts, and formulate these in terms of the action of
symmetry vector fields on the characteristic cohomology. We put it off so that we
may deal with the classical and higher-order conservation laws at the same time.
4. Prolongation
Let x : Σ ֒→ X be an immersed integral surface of the ideal I. For the analysis
in this section, assume the independence condition ξ∧ξ , 0 so that x projects to an
immersed CMC surface inM.
Let x∗F → Σ be the induced SO(2)-bundle. The structure equation (15) restricted
to x∗F becomes
dξ = iρ ∧ ξ,(47)
0 = η1 ∧ ξ,
dη1 = −iρ ∧ η1,
dρ = − i
2
η1 ∧ η1 + γ
2 i
2
ξ ∧ ξ.
The first equation shows that Σ has an induced complex structure defined by a
section of ξ as a (1, 0)-form. Let K = T∗(1,0) → Σ be the canonical line bundle of
(1, 0)-forms.
From the second equation, it follows that there exists a coefficient h2 defined on
x∗F such that
(48) η1 = h2ξ.
Differentiating this using the third equation of (47), one gets
dh2 ≡ −2i h2ρ, mod ξ.
The Hopf differential of x, Definition 2.1, is now written as
II = h2ξ
2.
Put h2 = a − i b for real coefficients a, b. Then(
ω3
1
ω3
2
)
=
(
a + δ b
b −a + δ
) (
ω1
ω2
)
,
and Hopf differential is a complexification of the traceless part of the second
fundamental form of the surface.
11A CMC twizzler is a helicoidal surface of nonzero constant mean curvature in the Euclidean
3-space generated by the trace of a planar curve under an orthogonal screw motion, [43].
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From the Gauß equation, the fourth equation of (47), the curvature R of the
metric ξ ◦ ξ satisfies the equation
(49) R = γ2 − h2h¯2.
Summarizing the analysis above we state the classical Bonnet-type theorem for
CMC surfaces. It shows that Eq. (49) is essentially the only compatibility equation
to be satisfied to prescribe a CMC surface. The proof shall be omitted.
Theorem 4.1. Let Σ be a Riemann surface. Let (I, II) be a pair of conformal metric and a
holomorphic quadratic differential which satisfies the compatibility equation
RI = γ
2 − |II|2I .
Here RI is the curvature of the conformal metric I, and |II|2I is the norm square of the
holomorphic differential with respect to I.
Letπ : Σ˜→ Σ be the universal cover. Then there exists aCMC-δ immersion x˜ : Σ˜ ֒→M
which realizes (π∗I, π∗II) as the induced Riemannian metric and the Hopf differential. Such
x˜ is unique up to motion by isometry of the 3-dimensional space form M.
We give a definition for the compatible Bonnet data.
Definition 4.1. Let M be a 3-dimensional Riemannian space form of constant
curvature ǫ. An admissible triple for CMC-δ surface in M consists of a Riemann
surface, a conformalmetric, and a holomorphic quadratic differential which satisfy
the compatibility equation (49) with the structure constant γ2 = ǫ + δ2.
For the purpose of our analysis it would be sometimes convenient to identify a
CMCsurfacewith anadmissible triple,and set aside the global issue ofmonodromy
of the associated CMC immersion for separate treatment.
We now turn our attention to the infinite prolongation of the EDS for CMC
surfaces. Prolongation is a general framework that allows one to access the higher-
order structure of a differential equation, [11, Chapter VI]. Through the process of
successive differentiation, it provides a proper setting to take into consideration
the derivatives of all orders at the same time. We will find that the EDS for CMC
surfaces possesses rich higher-order structures.
To begin we consider the infinite prolongation of the induced structure equation
on a CMC surface. Note the higher-order derivatives of the structure coefficient
h2 on a CMC surface can be introduced inductively by the sequence of equations
(50) dh j + i jh j ρ = h j+1 ξ + T j ξ, j = 2, 3, ... ,
where
T2 = 0,(51)
T j+1 =
j−2∑
s=0
a js h j−s ∂sξR, for j ≥ 2,
a js =
( j + s + 2)
2
( j − 1)!
( j − s − 2)!(s + 2)! =
( j + s + 2)
2 j
(
j
s + 2
)
,
∂sξR = δ0sγ
2 − h2+sh¯2.
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Each coefficient h j represents a section of K j, which is generally not holomorphic
for j ≥ 3.
Remark 4.2. We will use fξ or ∂ξ f to denote the ξ-coefficient of d f (and similarly for fξ
or ∂ξ f ) on an integral surface. We can iterate this to obtain the quantities ∂
s
ξ f . One then
computes that ∂sξR = δ0sγ
2 − h2+sh¯2 for s ≥ 0.
The formula for T j+1 is uniquely determined by the condition that d(dh j) = 0 is
an identity for j = 2, 3, ... , [56]. This implies the recursive relation
(52) T j+1 = ∂ξT j +
j
2
Rh j.
One may check that the sequence (51) is the unique solution.
Remark 4.3. The recursion relation (52) can be interpreted as a commutator relation
for the natural pair of first order differential operators (∂ξ, ∂ξ) on the sections of the line
bundles Γ(K j) as follows.
(53)
//
Γ(K j−1)oo
∂ξ //
Γ(K j)
∂ξ
oo
∂ξ //
Γ(K j+1)
∂ξ
oo
//
oo
A direct computation shows that when acting on the sections of K j,
(54) ∂ξ∂ξ − ∂ξ∂ξ =
j
2
R.
This identity, and its generalizations to be recorded at the end of this section, will be
frequently used.
When applied to T j for example (note that T j has weight ( j−1) under the SO(2) action),
this yields
∂ξ(∂ξT j) − ∂ξ(∂ξT j) = R
( j − 1)
2
T j,
∂ξ(T j+1 − R
j
2
h j) − ∂ξ(∂ξT j) = R
( j − 1)
2
T j,
∂ξT j+1 = ∂ξ(∂ξT j) + ∂ξ(R
j
2
h j) + R
( j − 1)
2
T j.
With this preparation we proceed to define the infinite prolongation of the EDS
for CMC surfaces. The infinitely prolonged structure equation established in this
section will serve as a basis for our analysis throughout the paper.
Set (X(0), I(0)) = (X, I) be the original differential system (8). Inductively define
(X(k+1), I(k+1)) as the prolongation of (X(k), I(k)) so that
πk+1,k : X
(k+1) → X(k)
is the bundle of oriented integral 2-planes of (X(k), I(k)), and that I(k+1) is generated
by π∗
k+1,k
I(k) and the canonical contact ideal on X(k+1) ⊂ Gr+(2,TX(k)).
For each k ≥ 0, the space X(k+1) is a smooth manifold. The projection πk+1,k is
a smooth submersion with two dimensional fibers isomorphic to CP1, see Sec. 10
for details. Note this implies that the de Rham cohomology H1(X(k),C) = 0 for all
k ≥ 0.
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Definition 4.2. The infinite prolongation (X(∞), I(∞)) is defined as the limit
X(∞) = lim
←−
X(k),(55)
I(∞) = ∪k≥0I(k).
Here we identity I(k) with its image π∗∞,kI
(k) ⊂ Ω∗(X(∞)).
Note by construction that the sequence of Pfaffian systems satisfy the inductive
closure condition
dI(k) ≡ 0 mod I(k+1), k ≥ 1.
Recall the SO(2)-bundleΠ : F → X = F /SO(2). Set F (k) = Π∗X(k) for k ≥ 1, and
define
F (∞) = lim←− F
(k).
The bundle Π : F (k) → X(k), 0 ≤ k ≤ ∞, is a principal right SO(2)-bundle. Our
analysis will be practically carried out on (F (k), Π∗I(k)) in a way that is invariant
under the SO(2) action so that it has a well definedmeaning on X(k). For simplicity,
let us continue to use I(k) to denote the differential idealΠ∗I(k) on F (k).
The preceding analysis suggests to define the following sequence of generators
for the ideal I(∞) on a particular open subset of F (∞). Let X(1)
0
⊂ X(1) be the open
subset defined by the independence condition
X
(1)
0
= { E ∈ X(1) | ξ ∧ ξ|E , 0 }.
Inductively define the corresponding sequence of open subsets X(k+1)
0
= π−1
k+1,k
(X(k)
0
)
and F (k+1)
0
= Π−1(X(k+1)
0
) for k ≥ 1. Let X(∞)
0
= limX(k)
0
, and F (∞)
0
= limF (k)
0
.
Let us define the following set of differential forms, vector fields, and functions
on F (∞)
0
following Eqs. (50), (51). The covariant objects, functions and differential
forms, are essentiallydefinedon somefiniteF (k)
0
, whereas the contravariant objects,
points and vector fields, are defined on F (∞)
0
.
• Differential forms:
(56)
η j = dh j +i jh jρ −T jξ, for j ≥ 2,
θ j = η j −h j+1ξ, for j ≥ 1.
On the open subset F (k)
0
, the set of 1-forms
{ρ; ξ, ξ, θ0, θ1, θ1, . . . , θk, θk; ηk+1, ηk+1}
form a coframe. On the open subset F (∞)
0
, the set of 1-forms
(57) {ρ; ξ, ξ, θ0, θ1, θ1, θ2, θ2, . . .}
form a coframe.
• Vector fields:
∂ξ := total derivative with respect to ξ mod I
(∞),
∂ξ := total derivative with respect to ξ mod I
(∞).
On the open subset F (∞)
0
, define the set of vector fields
{Eρ; ∂ξ, ∂ξ,E0,E1,E1¯,E2,E2¯, . . .}
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as the dual frame to (57).
In terms of the 1-forms introduced above, we denote the covariant derivative of
T j, j ≥ 3, by
(58) dT j + i ( j − 1)T jρ = (∂ξT j)ξ + (∂ξT j)ξ + T2¯jθ2 +
j−1∑
s=2
Tsjθs,
where Ts
j
= Es(T j).
For a later use, extend the C-linear operator J acting on 1-forms by
Jξ = −iξ, Jθ0 = θ0, Jθ j = −iθ j for j ≥ 1.
Recall from Eqs. (15),
dξ − iρ ∧ ξ = −θ0 ∧θ1 − θ0 ∧ (δξ + h¯2ξ),(59)
dθ0 = −1
2
(θ1 ∧ ξ + θ1 ∧ξ),
dθ1 + iρ ∧θ1 = −θ2 ∧ ξ + θ0 ∧ (δθ1 + h2θ1) + θ0 ∧ (2δh2ξ + (γ2 + h2h¯2)ξ),
dη1 + iρ ∧ η1 = δθ0 ∧θ1 + θ0 ∧ (δh2ξ + γ2ξ),
dρ = R
i
2
ξ ∧ ξ − i
2
θ1 ∧θ1 +
i
2
(−δθ1 + h2θ1) ∧ξ + i
2
(−h¯2θ1 + δθ1) ∧ξ.
With this preparation, we record the structure equation satisfied by the 1-forms
θ j, η j on F (∞)0 .
Lemma 4.4. For j ≥ 2,
dθ j + i jρ ∧θ j = −θ j+1 ∧ ξ + θ0 ∧ (T jθ1 + h j+1θ1) +
jh j
2
θ1 ∧θ1
+ τ′j ∧ ξ + τ
′′
j ∧ ξ, where
τ′j = (δh j+1 + h2T j)θ0 +
jh j
2
(δθ1 − h2θ1),
τ′′j = (h¯2h j+1 + δT j)θ0 +
jh j
2
(h¯2θ1 − δθ1)
− (T2¯jθ2 +
j−1∑
s=2
Tsjθs),
dη j + i jρ ∧ η j = −T j+1ξ ∧ ξ + θ0 ∧ (T jθ1) +
jh j
2
θ1 ∧θ1
+ ε′j ∧ ξ + ε
′′
j ∧ ξ, where
ε′j = (h2T j)θ0 +
jh j
2
(δθ1 − h2θ1),
ε′′j = (δT j)θ0 +
jh j
2
(h¯2θ1 − δθ1)
− (T2¯jθ2 +
j−1∑
s=2
Tsjθs).
CONSERVATION LAWS FOR CMC SURFACES 29
Proof. Let us denote Dθ j = dθ j + i jρ∧θ j, and similarly for η j, h j, T j, i.e., Dh j =
dh j + i j h jρ, etc. Taking the exterior derivative of θ j in (56),
Dθ j = −Dh j+1 ∧ ξ −DT j ∧ ξ + i j h j(dρ) − h j+1(Dξ) − T j(Dξ)
= −θ j+1 ∧ ξ − (DT j − T j+1ξ) ∧ ξ + i j h j(dρ) − h j+1(Dξ) − T j(Dξ).
From Eq. (52),
DT j − T j+1ξ ≡ −
j
2
Rh jξ mod ξ, I
(∞),
which gives
Dθ j = −θ j+1 ∧ ξ +
j
2
Rh jξ ∧ ξ − (T2¯jθ2 +
j−1∑
s=2
Tsjθs) ∧ ξ
+ i j h j(dρ) − h j+1(Dξ) − T j(Dξ).
Lemma follows from this and (59). The analysis for dηi is similar, and shall be
omitted. 
The structure equation implies the following commutation relations for the
dual frame of vector fields. For simplicity we shall exclude the relations involving
E0, E1, E1¯. This suffices for our computations in the later sections.
Corollary 4.5. The dual frame E j’s satisfy the following commutation relations.
[Eξ, Eξ] = −R
i
2
Eρ,
[E2, Eξ] = E1 +
∑
j≥2
T j
2
E j¯,
[E2¯, Eξ] = E1¯ +
∑
j≥2
T2¯jE j,
[Es, Eξ] = Es−1,
[Es¯, Eξ] = Es−1, for s ≥ 3,
[Eℓ, Eξ] =
∑
j≥ℓ+1
TℓjE j,
[Eℓ¯, Eξ] =
∑
j≥ℓ+1
T j
ℓ¯
E j¯, for ℓ ≥ 2,
[E j, Ek] = [E j, Ek¯] = [E j¯, Ek¯] = 0, for j, k ≥ 2.
Proof. Let θ be a differential 1-form, and let Ea, Eb be vector fields. The corollary
follows from the Cartan’s formula
dθ(Ea, Eb) = Ea(θ(Eb)) − Eb(θ(Ea)) − θ([Ea, Eb]).

We record the following identities satisfied by the sequence {T j }, which gener-
alize Eq. (52).
Corollary 4.6. Recall
T2 = 0, T3 = h2(γ
2 − h2h¯2), T4 = 5
2
γ2h3 − 7
2
h2h¯2h3.
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By definition, T j is at most linear in h¯2, and at most quadratic in h2. It satisfies the
following identities.
(60)

T j+1 = ∂ξT j +
j
2Rh j,
∂ξT j =
∑ j−1
s=2
Ts
j
hs+1,
∂ξT j = T
2¯
j
h¯3 +
∑ j−1
s=2
Ts
j
Ts,
( j − 1)T j = −2T2¯j h¯2 +
∑ j−1
s=2
Ts
j
shs,
T j = −T2¯j h¯2 +
∑ j−1
2
Ts
j
hs,
(61)

∂ξ(T2j ) = T
2
j+1
+
jh j
2 h¯2 − δ2 jR,
∂ξ(T2¯j ) = T
2¯
j+1
+
jh j
2 h2,
∂ξ(Tsj) = T
s
j+1
− Ts−1
j
, for 3 ≤ s ≤ j − 1, j ≥ 4,
T
j
j+1
− T j−1
j
=
j
2R, for j ≥ 3,
(62)

∂ξ(T
2¯
j
) = (∂ξT j)
2¯ −∑ j−1
s=2
Ts
j
T2¯s ,
=
∑ j−1
s=2
T2¯,s
j
Ts,
∂ξ(T
ℓ
j
) = (∂ξT j)
ℓ −∑ j−1
s=ℓ+1 T
ℓ
sT
s
j
,
= Tℓ,2¯
j
h¯3 +
∑ j−1
s=2
Tℓ,s
j
Ts, for ℓ ≥ 2.
Proof. These formulae are obtained by applying the commutation relations of
Lemma 4.5 to T j. Let us present the computation for two cases.
Note by definition Eρ(h j) = −i jh j, and since T j is homogeneous of weight j − 1
under the action by the structure group SO(2),
Eρ(T j) = −i( j − 1)T j,
= T2¯jEρ(h¯2) +
j−1∑
s=2
TsjEρ(hs).
This gives the last equation of (60).
For the last equation of (61), we apply the relation [Es,Eξ] = Es−1, s ≥ 3, to T j
and get
Ts−1j = (∂ξT j)
s − ∂ξ(Tsj)
= Tsj+1 − (
j
2
Rh j)
s − ∂ξ(Tsj).
Evaluating this for s = j ≥ 3 gives the desired formula. 
In the course of analysis, the following adapted functions well defined on X(∞)
away from the umbilic divisor { h2 = 0 }will be convenient.12
• z j := h−
j
2
2
h j, j ≥ 3.
12Due to the possible odd powers of h
− 12
2
appearing in the formulae, to be precise they are defined
on a double cover of X(∞). This will be defined in Sec. 10.
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These functions will turn out to be weighted homogeneous under a generalized
symmetry of the CMC system.
We introduce some notations to keep track of orders.
• O(k): scalar functions on X(∞) that do not depend on h j for j > k + 1 when
k ≥ 2, or on h¯ j for j > k + 1 when k ≤ −2.
• O(k,m): O(k) ∩ O(m) for k ≥ 2,m ≤ −2.
5. Higher-order conservation laws
Fox & Goertsches’s results on the elliptic sinh-Gordon equation in [26] shows
that there exist infinitely many higher-order conservation laws for the differential
equation which locally describes the CMC surfaces for the case γ2 > 0. This sug-
gests to consider the analogous problem for CMC surfaces. In this section, we give
an analysis of the higher-order conservation laws defined on the infinite prolonga-
tion (X(∞), I(∞)) utilizing the differential algebraic structure of the Frobenius ideal
I(∞).
Let us give a brief summary of the analysis. Following the general recipe for
computing the conservation laws of an involutive EDS established in [12], we first
obtain a rough normal form of a differentiated conservation law as a closed 2-form
in the ideal by a direct computation. We shall then extract a geometric conclusion
from this that one may get at most 2 new higher-order un-differentiated conservation laws
on every odd prolongation X(2k+1) → X(2k−1). See Thm. 5.2 in the below for a precise
statement.
Let Ω∗ = Ω∗(X(∞))/I(∞), and d = d mod I(∞). Recall that the prolongation
sequence of Pfaffian systems satisfy the inductive closure condition
dI(k) ≡ 0 mod I(k+1), k ≥ 1.
This implies that I(∞) is Frobenius, and the quotient space (Ω∗,d) becomes a com-
plex.
Definition 5.1. Let (X(∞), I(∞)) be the infinite prolongation of the EDS for CMC
surfaces. A conservation law is an element in the 1-st characteristic cohomology
C(∞) := H1(Ω∗,d).
A conservation law of order at most k+ 1, k ≥ 0, is an element in the 1-st character-
istic cohomology
C(k) = H1(Ω∗(X(k))/I(k),d)
so that C(∞) = ∪∞
k=0
C(k).A conservation law of order k+ 1, k ≥ 0, is an element in the
quotient space
Ck = C(k)/C(k−1).
Here we set C(−1) = 0, and C0 = C(0) is the space of classical conservation laws.
Remark 5.1. It is conceivable that certain elements ofC(k) become trivial inC(k′) for k′ > k.
This does not occur, and we will have
C(∞) ≃ ⊕∞k=0 Ck.
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Let us start the analysis with a formulation of conservation laws in terms of an
associated spectral sequence. The original idea of applying commutative algebraic
analysis to differential equation is due to Vinogradov, Tsujishita, and Bryant &
Griffiths, etc. We shall closely follow [12].
Consider the filtration by subspaces
FpΩq = Image{I(∞) ∧ I(∞) ...︸       ︷︷       ︸
p
∧ : Ω∗(X(∞))→ Ωq(X(∞))}.
From the associated graded FpΩ∗/Fp+1Ω∗, a standard construction yields the spec-
tral sequence
(E
p,q
r ,dr), dr has bidegree (r, 1 − r), r ≥ 0.
From the fundamental theorem [12, p562, Theorem 2 and Eq.(4)], the following
sub-complex is exact,
(63) 0→ E0,1
1
֒→ E1,1
1
→ E2,1
1
.
Here by definition the first piece is given by
E0,1
1
= {ϕ ∈ Ω1(X(∞))|dϕ ≡ 0 mod I(∞)}/{dΩ0(X(∞)) +Ω1(I(∞))}(64)
= H1(Ω∗(X(∞))/I(∞),d)
= C(∞),
and it is the space of conservation laws. Unwinding the definition, the second piece
E1,1
1
is the space of cosymmetries (symbols, or generating functions of conservation
laws). In our case the EDS is formally self-adjoint and it turns out that this is the
space of Jacobi fields (Eq. (83), Sec. 6),
E1,1
1
= { Jacobi fields }.
The derivative d1 : E
0,1
1
֒→ E1,1
1
maps a conservation law to its generating Jacobi
field.
We mention in passing that in this context the higher-order Noether’s theorem
claims that the injective symbol map
d1 : E
0,1
1
֒→ E1,1
1
is also surjective.13
Let us comment on an important technical aspect before we proceed to the
analysis of conservation laws. Due to the quotient factor dΩ0(X(∞)) in (64), the
space E0,1
1
is not readily accessible by means of local analysis. For the computa-
tional purpose, it is advantageous to adopt the following differentiated version of
conservation laws, similarly as we did for the analysis of classical conservation
laws.
From the exact sequence
0→ I(∞) → Ω∗(X(∞))→ Ω∗(X(∞))/I(∞) → 0,
at least locally we have
C(∞) ≃ H2(I(∞),d) ≃ ker{d1 : E1,11 → E2,11 }.
13It will be shown that the higher-order Noether’s theorem holds for the EDS for CMC surfaces.
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Definition 5.2. Let (X(∞), I(∞)) be the infinite prolongation of the EDS for CMC
surfaces. A differentiated conservation law is an element in the 2-nd cohomology
H (∞) := H2(I(∞),d).
A differentiated conservation law of order at most k + 1, k ≥ 0, is an element in the
2-nd cohomology
H (k) := H2(I(k),d)
so thatH (∞) = ∪∞
k=0
H (k). A differentiated conservation law of order k + 1, k ≥ 0, is
an element in the quotient space
H k := H (k)/H (k−1).
Here we set H (−1) = 0, and H0 = H (0) is the space of classical differentiated
conservation laws.
We find that the space of differentiated conservation lawsH (∞) is susceptible to
local analysis partly because of the intrinsic differential algebraic structure of the
infinitely prolonged ideal I(∞).
Themain result of this section is the following uniformbounds on the dimension
of the space of conservation laws.
Theorem 5.2. For k ≥ 1,
dimH2k−1 = 0,(65)
dim H2k ≤ 2.
It follows that for k ≥ 1,
dim C2k−1 ≤ 2,(66)
dim C2k = 0.
We will show in the later section that dimH2k = dimC2k−1 = 2 for every k ≥ 1.
Combined with Remark 5.1, this shows that there exists an infinite sequence of
nontrivial higher-order conservation laws for the EDS for CMC surfaces.
5.1. Rough normal form. With a view to establishing the dimension bounds (65)
simultaneously, we shall give an analysis for the even caseH (2k). The vanishing of
H2k−1 follows from this by setting certain coefficients to zero.
Let us make one technical assumption on k, restricted only to this sub-section:
k ≥ 3.
This is in order to give a uniform treatment. The cases k = 1, 2 can be treated by a
separate but similar computation.
We give an outline of the analysis in this sub-section. Given a conservation
law Φ ∈ H (∞), we utilize the equation dΦ = 0 in an inductive manner to reduce
and successively normalize the coefficients of Φ. This leads to a subspace of
higher-order reduced 2-forms H(∞) ⊂ F1Ω2 in which every conservation law has a
unique representative. The analysis shows that there exists a pair of distinguished
principal coefficients for a conservation law Φ ∈ H (∞), which determines the order
of the conservation law. The proposed dimension bounds follow from the analysis
of the canonical differential equation satisfied by the principal coefficients.
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Let Φ ∈ H (2k). From the results established in [26] one may write
Φ = AΨ+ θ0 ∧σ
+
∑
1≤i< j≤2k
(
Bi, jθi ∧θ j + Ci, jθi ∧θ j
)
+
∑
1≤i≤ j≤2k
(
Fi, jθi ∧θ j + Gi, jθi ∧θ j
)
,
(67)
where Fi,i = −Gi,i, and
σ = Sξξ + Sξξ + S0θ0 +
2k∑
j=1
(S jθ j + S
j¯θ j) + S
2k+1η2k+1 + S
2k+1η2k+1.
In order to facilitate the differential analysis computation, let us introduce the
following weights for the 1-forms on F (∞).
weight weight
ξ −1 θ j j
ξ 1 θ j − j
θ0 0 η j j
η j − j
The prolonged structure equation in Lemma 4.4 shows that these correspond to
the weights under the induced action by the structure group SO(2) of the principal
bundle F (∞) → X(∞). The weight can be extended to the monomial 2-forms in a
natural way, e.g., weight(θi∧η j) = i + j, etc. Note for example that the components
of the 2-formΨ have weight 0.
The conservation law Φ in (67) now admits the corresponding weight decom-
position as follows.
Φ = AΨ+ θ0 ∧ σ(68)
+
∑
1≤i< j≤2k
i+ j≤2k+1
(
Bi, jθi ∧θ j + Ci, jθi ∧θ j
)
+ Φ′
+
∑
1≤ j≤2k
(
F1, jθ1 ∧θ j + G1, jθ1 ∧θ j
)
+ Φ
′′
,
where
Φ′ =
∑
1≤i< j≤2k
i+ j≥2k+2
(
Bi, jθi ∧θ j + Ci, jθi ∧θ j
)
,
Φ
′′
=
∑
2≤i≤ j≤2k
(
Fi, jθi ∧θ j + Gi, jθi ∧θ j
)
.
By definition of conservation law, Φ is a closed 2-form, dΦ = 0. This is a priori
a system of first order linear differential equations for the coefficients of Φ. On
the other hand, considering the weight decomposition of Φ, this equation also
implies a set of linear equations for the coefficients of Φ. For example, one may
check by direct computation that one of the consequences of the equation dΦ ≡ 0
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mod θ0, θ1, θ1 is that B2k−1,2k = C2k−1,2k = 0, the highest weight coefficients must
vanish.14
The strategy of our analysis is to apply the argument of this kind repeatedly
to reduce the algebraic normal form of Φ. In the course of analysis, the subset of
coefficients of weight 2k + 1 will play a distinguished role.
Definition 5.3. Let Φ ∈ H (2k) be a differentiated conservation law written in de-
composed form (68). The principal coefficients are
{Bi, j, Ci, j | i + j = 2k + 1 } ∪ { S2k+1, S2k+1 }.
Definition 5.4. Let I(2k) be the 2k-th prolongation of the differential ideal for CMC
surfaces. The subspace of reduced 2-forms H(2k) ⊂ Ω2(I(2k)) is the subspace of
2-forms specified by the following normalization.
Φ = AΨ+ θ0 ∧ σ(69)
+
∑
1≤i< j≤2k
i+ j≤2k+1
(
Bi, jθi ∧θ j + Ci, jθi ∧θ j
)
+
∑
1≤ j≤2k−2
(
F1, jθ1 ∧θ j + G1, jθ1 ∧θ j
)
,
where F1,1 = −G1,1, and the principal coefficients are determined by
(70)
B j,2k+1− j = (−1) j+1 B1,2k,
C j,2k+1− j = (−1) j+1C1,2k, for j = 1, 2, ... k,
A2k+1 = iB1,2k, S2k+1 = −B1,2k,
A2k+1 = −iC1,2k, S2k+1 = −C1,2k.
Denote the entire space of reduced 2-forms by
H(∞) = ∪∞k=0H(2k) ⊂ Ω2(I(∞)).
The main result of this sub-section is a rough normal form for a conservation
law, and a rough structure equation for the principal coefficients. This would
suffice for our purpose to give the proposed dimension bounds on the space of
higher-order conservation laws.
Proposition 5.3. LetΦ ∈ H (2k) be a higher-order conservation law written in decomposed
form (68). Then
a) Φ ∈ H(2k).
b) The principal coefficients B1,2k, C1,2k satisfy the structure equations
dB1,2k + i (2k + 1)B1,2kρ ≡ 0 mod ξ, θ0, θ1, θ1, θ2, θ3, ... θk+1,
dC1,2k − i (2k + 1)C1,2kρ ≡ 0 mod ξ, θ0, θ1, θ1, θ2, θ3, ... θk+1.
c) (Bi j)s¯ = (Ci j)s = 0 for i, s ≥ 2.
d) B1,2k−1, S2k, and C1,2k−1, S2k lie in the linear span of the first order derivatives of
B1,2k, and C1,2k respectively.
We present the proof divided in 9 steps.
14See Step 1 of the proof of Prop. 5.3.
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Proof. Step 1. We prove that Φ′ = 0. From Eq. (68), consider the equation dΦ ≡ 0
mod θ0, θ1, θ1. Since
Ψ, dΨ, dθ0 ≡ 0 mod θ0, θ1, θ1,
the terms AΨ+ θ0∧σ do not have any contribution.
We shall make use of the following form of the structure equation in Lemma 4.4.
dθ j + i jρ ∧θ j ≡ −θ j+1 ∧ ξ − (T2jθ2 +
j−1∑
s=2
Tsjθs) ∧ξ mod θ0, θ1, θ1, j ≥ 2,
dθ1 + iρ ∧θ1 ≡ −θ2 ∧ ξ, mod θ0.
(71)
Note first that a mixed term of Φ, a θ∧θ-term for short, has the weight in the
closed interval [−(2k−1), 2k−1],whereasΦ′ consists of the termsofweight bounded
by ≥ 2k + 2, or by ≤ −(2k + 2).
Let Φ′ =
∑4k−1
w=2k+2(Φ
′
w + Φ
′
−w) be the weight decomposition of Φ
′ into terms Φ′w
of weight w. We apply the induction argument on decreasing w and show that
Φ′w = 0 for all w ≥ 2k + 2. The complex conjugate of this argument then implies
Φ′−w = 0, and hence Φ
′ = 0.
Let us proceed to prove this claim. Consider first the θ2k−1∧η2k+1∧ξ-term of
weight 4k − 1 in dΦ mod θ0, θ1, θ1. It is easily checked that the only contri-
bution comes from the derivative of Φ′
4k−1, which consists of the single element
B2k−1,2kθ2k−1∧θ2k. Taking the exterior derivative,
d(B2k−1,2kθ2k−1 ∧θ2k) = B2k−1,2kθ2k−1 ∧ η2k+1 ∧ ξ + ... .
This implies that the highest weight term Φ′
4k−1 = 0.
Suppose Φ′
s+1
= 0 for s ≥ 2k + 2. For 1 ≤ i < s2 , consider the term θi∧θs−i+1∧ξ
of weight s in dΦ mod θ0, θ1, θ1. Since the exterior derivative of a θ∧θ-term does
not increase the weight, by the induction hypothesis and (71) the only contribution
comes from
(72) d(Bi,s−iθi ∧θs−i) = Bi,s−i(θi+1 ∧θs−i ∧ξ + θi ∧θs−i+1 ∧ ξ + ... ,
and possibly from the exterior derivatives of the mixed terms.
But (71) shows that the maximum weight of the θ∧θ∧ξ-terms that one may get
from the exterior derivative of the mixed terms, specifically those from θ∧dθ, is
at most 2k + 2 − 1 = 2k + 1, which is strictly less than s ≥ 2k + 2. By induction on
decreasing s from s = 4k − 1 to 2k + 2, one gets Φ′w = 0 for all w ≥ 2k + 2, and our
claim follows.
Step 2. We prove that Φ′′ = 0. Consider the equation
dΦ ≡ 0 mod θ0, θ1, θ1, θ2, θ2.
Collecting the θ∧θ∧ξ, and θ∧θ∧ξ-terms, a similar argument as the one given above
shows that the only contributions come fromdifferentiatingΦ
′′
. In order to analyze
the 3-forms of these kinds, let us define the absolute weight by
absolute weight (θi ∧θ j ∧ ξ) = i + j − 1, absolute weight (θi ∧θ j ∧ ξ) = i + j + 1.
Expanding dΦ
′′
, we get∑
2≤i≤ j≤2k
Fi, j(θi+1 ∧θ j ∧ ξ + θi ∧θ j+1 ∧ ξ) + Gi, j(θi+1 ∧θ j ∧ ξ + θi ∧θ j+1 ∧ ξ) + ... ,
CONSERVATION LAWS FOR CMC SURFACES 37
where the remainder are the lower absolute weight terms. By induction on the
decreasing absolute weight, it follows that the only possibly nonzero term in Φ
′′
is
2F2,2θ2∧θ2.
Consider now the equation dΦ ≡ 0 mod θ0, θ1, θ1, and we look for the terms
that contain θ2, θ2. Collecting the θ∧θ∧ξ, and θ∧θ∧ξ-terms, the contribution from
Φ
′′
is 2F2,2(θ3∧θ2∧ξ + θ2∧θ3∧ξ) modulo terms of lower absolute weight. On the
other hand, the rest ofΦ can only contribute the terms such as θ2∧θ j∧ξ, or θ2∧θ j∧ξ.
As a consequence, F2,2 = 0, and we have Φ
′′
= 0.
Step 3. We prove that
B j,2k+1− j = (−1) j+1 B1,2k
C j,2k+1− j = (−1) j+1 C1,2k for j = 1, 2, ... k.
Consider the equation dΦ ≡ 0 mod θ0, θ1, θ1 again, andwe look for θ∧θ∧ξ-terms
of weight 2k + 1. From the normalization in Step 2, there is no contribution from
the exterior derivative of the mixed terms in Φ.
As remarked earlier, the exterior derivative does not increase the weight of
θ∧θ-terms. Hence the highest weight θ∧θ∧ξ-terms in dΦ mod θ0, θ1, θ1 are∑
1≤i≤k
Bi,2k+1−i(θi+1 ∧θ2k+1−i + θi ∧θ2k+2−i) ∧ξ.
This implies
Bi,2k+1−i = (−1)i+1 B1,2k, for 2 ≤ i ≤ k.
Taking the complex conjugate of this analysis, we get
Ci,2k+1−i = (−1)i+1 C1,2k, for 2 ≤ i ≤ k.
Step 4. We prove that
A2k+1 = iB1,2k, S2k+1 = −B1,2k.
A2k+1 = −iC1,2k, S2k+1 = −C1,2k.
Consider the equation dΦ ≡ 0 mod θ0 only, and look for the θ1∧ξ∧η2k+1-terms.
Since dΨ ≡ 0 mod θ0, the only contributions for weight 2k + 1 are
A2k+1Ψ ∧ η2k+1 + dθ0 ∧ (S2k+1η2k+1) + B1,2kθ1 ∧ η2k+1 ∧ ξ,
where A2k+1 is the η2k+1-derivative of A. Recall Ψ = − i2 (θ1∧ξ − θ1∧ξ), dθ0 =
− 12 (θ1∧ξ + θ1∧ξ). We consequently find that − i2A2k+1 − 12S2k+1 − B1,2k = 0. Turning
to the coefficient of the θ1∧ξ∧η2k+1-term we uncover only that 12A
2k+1 − 12S2k+1 = 0.
Together these vanishing conditions imply that
(73) A2k+1 = iB1,2k, S2k+1 = −B1,2k.
Taking the complex conjugate of this argument reveals that
(74) A2k+1 = −iC1,2k, S2k+1 = −C1,2k.
Step 5. We prove that F1,2k = G1,2k = 0. Consider first the equation dΦ ≡ 0
mod θ0, θ1, ξ, and we look for θ1∧η2k+1∧ξ-terms. By the relations Ψ, dΨ, dθ0 ≡ 0
mod θ0, θ1, ξ , there are no contributions from differentiating AΨ+ θ0∧σ.
38 DANIEL FOX AND JOE S. WANG
It is clear then the only contribution comes fromdifferentiating themixed terms.
We compute
d(G1,2kθ1 ∧θ2k) = G1,2kθ1 ∧ η2k+1 ∧ ξ + ...
so that G1,2k = 0. Taking the complex conjugate of this argument produces
F1,2k = 0.
At this stage, note that when the two principal coefficients B1,2k, C1,2k vanish, Φ
is semi-basic for the projection X(2k) → X(2k−1) and it lies in the algebraic span of
the (pull-back of) exterior 2-forms on X(2k−1). In fact since Φ is a closed 2-form, this
implies that Φ is defined on X(2k−1).
Step 6. We prove that (Bi, j)s = (Ci, j)s = 0 for i > 2. Consider the equation dΦ ≡ 0
mod θ0, θ1, θ1, ξ, ξ. The structure equation (71) shows that the only contribution
comes from differentiating the coefficients Bi, j, Ci, j.
Note first that all the η2k+1, η2k+1-derivatives of B
i, j, Ci, j vanish. Collecting the
θ∧θ∧θ-terms, and θ∧θ∧θ-terms, we get
(Bi, j)s = (Ci, j)s = 0, for i ≥ 2, s = 2, 3, ... 2k + 1.
Here (Bi, j)s denotes the θs(or ηs)-derivative of B
i, j, and similarly for (Ci, j)s.
Step 7. We prove part b) of the Proposition. Collecting the θ∧θ∧θ-terms, the
contributions are from (modulo θ0, θ1, θ1, ξ, ξ)
dB1,2k ∧ (θ1 ∧θ2k − θ2 ∧θ2k−1 + ... + (−1)k+1θk ∧θk+1)(75)
+
∑
2≤i< j≤2k
i+ j≤2k
dBi, j ∧θi ∧θ j.
Evaluating this mod θ2, θ3, ... , θk−1, we get
(B1,2k)s = 0, for s = k + 2, k + 3, ... (2k + 1).
ConsidernowtheequationdΦ ≡ 0 mod θ0, θ1, θ1, θ2, ξ. Collecting theθ2∧θ2k−1∧ξ-
terms, the only contribution is from
d(B2,2k−1θ2 ∧θ2k−1) = (B2,2k−1)ξθ2 ∧θ2k−1 ∧ ξ + ...
because B j,2k−1 = 0 for j > 2. This implies that (B1,2k)ξ = (−B2,2k−1)ξ = 0.
Considering the complex conjugate of these arguments, we have at this stage
the following structure equation for the principal coefficients.
dB1,2k + i (2k + 1)B1,2kρ ≡ 0 mod ξ, θ0, θ1, θ1, θ2, θ3, ... θk+1,
dC1,2k − i (2k + 1)C1,2kρ ≡ 0 mod ξ, θ0, θ1, θ1, θ2, θ3, ... θk+1.
Step8. Consider the equationdΦ ≡ 0 mod θ0, θ1, θ1, θ2, ξ, andcollectθ2∧θ2k−1∧ξ-
terms. Since T2 = T2 = 0, the only contribution comes from
d(G1,2k−1θ1 ∧θ2k−1) = G1,2k−1θ2 ∧θ2k−1 ∧ ξ + ... .
Taking the complex conjugate, we get
F1,2k−1 = G1,2k−1 = 0.
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Step 9. We finally prove part d) of the Proposition. One finds that the coefficient
of the term θi∧θ j∧ξ for 2 ≤ i < j ≤ 2k is
(Bi j)ξ + Bi−1, j + Bi, j−1 = 0.
Consider the subset of identities (B j,2k+1− j)ξ + B j−1,2k+1− j + B j,2k− j = 0 for j = 2 . . . k.
Using this along with the first identity in Eq. (70) we compute
(k − 1)(B1,2k)ξ =
k∑
j=2
(−1) j(B j,2k+1− j)ξ
=
k∑
j=2
(−1) j(B j−1,2k+1− j + B j,2k− j) = −B1,2k−1
where the last equality arises from the cancellation of terms in the penultimate
sum. Thus B1,2k−1 ≡ 0 mod (B1,2k)ξ. The complex conjugate of this argument
gives the analogous result for C1,2k−1.
Consider next the equation dΦ ≡ 0 mod θ0, and collect θ1∧θ2k∧ξ, θ1∧θ2k∧ξ-
terms. Using the vanishing results already established we find the contributions
A2kΨ ∧θ2k + dθ0 ∧ (S2kθ2k) + (B1,2k)ξθ1 ∧θ2k ∧ ξ + B1,2k−1θ1 ∧θ2k ∧ ξ.
This implies that
i
2
A2k +
1
2
S2k + (B1,2k)ξ + B1,2k−1 = 0.
Collecting θ1∧θ2k∧ξ-terms only involves
A2kΨ ∧θ2k + dθ0 ∧ (S2kθ2k)
and produces the vanishing condition
− i
2
A2k +
1
2
S2k = 0
which implies S2k = iA2k. These two vanishing conditions imply that
A2k = i (B1,2k)ξ + iB1,2k−1.
Thus A2k and S2k vanish modulo (B1,2k)ξ because we have already established this
for B1,2k−1. Taking the complex conjugate of this argument leads to the analogous
conditions for A2k and S2k. 
Corollary 5.4 (Hodge theorem). There exists an isomorphism
H (∞) ≃ { closed 2-forms in H(∞) }.
Cor. 5.4, which identifies a conservation law originally defined as a cohomology
class with a closed 2-form in the subspace H(∞), resembles the Hodge theorem
for the existence of harmonic representatives of de Rham classes. We shall freely
identify a differentiated conservation law with a reduced closed 2-form from now
on.
Corollary 5.5.
H (∞) ≃ H0 ⊕∞k=1 H2k,
C(∞) ≃ C0 ⊕∞k=1 C2k−1.
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Proof. Note that since the set of monomial components of the 2-form Φ in (69) is
linearly independent, if a conservation lawΦ belongs toH(2k) algebraically then the
equation dΦ = 0 implies that it is independent of the variables h j, h¯ j for j ≥ 2k + 2.
Hence it is defined on X(2k). The corollary follows from the transversality of
the subspace of 2-forms (67) (see the footnote), and the linear inclusion relation
H(2k) ⊂ H(2k′) for k < k′. 
5.2. Dimension bounds. Thm. 5.2 now follows from Prop. 5.3
Proof of Thm. 5.2. Suppose the principal coefficients B1,2k,C1,2k vanish identically.
Prop. 5.3 shows that Φ is defined on X(2k−2), and hence Φ ∈ H (2k−2). This shows
that dimH (2k−1)/H (2k−2) = 0.
From the general theory of ODE, it now suffices for the proposed dimension
bound dimH (2k)/H (2k−2) ≤ 2 to show that the set of equations {B1,2k = C1,2k = 0 }
imposes exactly two independent algebraic equations on H (2k). This follows from
the following lemma.
Lemma 5.6. Let f : U ⊂ X(∞) → C be a scalar function on an open subset U ⊂ X(∞) such
that
(76) ∂ξ f = 0.
Then f is a constant function.
We postpone the proof of this lemma to the next sub-section.
Lemma 5.6 and b) of Prop. 5.3 imply that B1,2k, C1,2k are constant multiple of
h
− 2k+12
2
, h¯
− 2k+12
2
respectively. Hence the set of equations {B1,2k = C1,2k = 0 } imposes
two algebraic equations, and only two equations onH (2k). 
The preceding lemma suggests and justifies the following decomposition ofH2k.
Definition 5.5. LetH2k = H (2k)/H (2k−1) be the space of differentiated conservation
laws of order 2k + 1. The ±-decomposition ofH2k = H2k+ ⊕H2k− is defined by
H2k+ = { [Φ] ∈ H2k | the principal coefficient C1,2k of Φ vanishes },
H2k− = { [Φ] ∈ H2k | the principal coefficient B1,2k of Φ vanishes }.
Corollary 5.7. For k ≥ 1,
dimH2k± ≤ 1.
In the Part 2 of the paper, we will show that dimH2k± = 1 for every k ≥ 1 by pro-
ducing a sequence of higher-order Jacobi fields and their associated conservation
laws via an explicit recursion formula.
5.3. Proof of Lem. 5.6. This result is essentially due to Lie who classified the
Darboux integrable (hyperbolic) Poisson equations, [28, p182]: the only Darboux
integrable nonlinear Poisson equation uxy = F(u) is the Liouville equation uxy =
AeBu for constantsA,B.15The argumentworks for the elliptic caseuzz = F(u)without
much change.
15Darboux integrability is by definition the existence of a function f on the (infinite) jet space for
which d f gives the characteristic. For the Poisson equation at hand one looks for such f which is
functionally independent from z (or z).
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We propose the following generalization of Lem. 5.6 which is suitable for proof
by induction.
Lemma 5.8. Let f : U ⊂ X(∞) → C be a scalar function on an open subset U ⊂ X(∞) such
that
∂ξ f = ch
− 12
2
for a constant c. From the structure equation this implies that for some k > 0
(77) d f ≡ ch− 12
2
ξ mod ξ, θ0, θ1, θ1, θ2, θ3, ... θk.
Then c = 0 necessarily and f is a constant function.
The proof by induction is divided into the following three sub-sections. Recall
the notation
g ∈ O( j)
for j ≥ 2 means the function g depends at the highest on the variable h j.
For a uniform treatment, assume k ≥ 5. The case k ≤ 4 can be checked by direct
computation.
5.3.1. Initial analysis. Let I be the Pfaffian system generated by
I = 〈θ1, θ0, ξ, θ1, θ2, ... θk 〉.
Our claim is that there is no nonzero closed 1-form α of the form
d f = α = ch
− 12
2
ξ + θ, θ ∈ I.
Note from the structure equation
d(h
− 12
2
ξ) = −h− 12
2
θ0 ∧
(
θ1 + h2ξ + δξ
)
− 1
2
h
− 32
2
(
θ2 ∧ ξ + h3ξ ∧ ξ
)
.
Step 1¯. Denote a 1-form in I by θ = a1¯θ1 + a0θ0 + aξξ + a1θ1 +
∑k
j=2 a jθ j. From
the equation dα ≡ 0 mod I, collect θ2∧ξ-terms and we get
a1¯ = −
k∑
j=3
a jT
2¯
j .
Let I(0) be the system generated by
I(0) = 〈θ0, ξ, θ1, θ2, ...θk 〉,
where we set
θ0 = θ0, θ1 = θ1, θ2 = θ2,
θ j = θ j − T2¯jθ1, for j ≥ 3.
Step 0. Denote a 1-form in I(0) by θ = a0θ0 + aξξ + a1θ1 +
∑k
j=2 a jθ j. Set
α = ch
− 12
2
ξ + θ
with this new 1-form θ.
From the equation dα ≡ 0 mod I(0), collect the θ1∧ξ-terms and we get
a0 =
k∑
j=2
a j
(
−δ jh j + t0, j
)
,
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where
t0, j = 2
(
∂ξ(T
2¯
j ) −
j−1∑
s=2
TsjT
2¯
s
)
.
Let I(ξ) be the system generated by
I(ξ) = 〈 ξ, θ01, θ02, ...θ0k 〉,
where we set θ0j ’s by
θ
0
1 = θ1,
θ
0
j = θ j − T2¯jθ1 +
(
−δ jh j + t0, j
)
θ0, for j ≥ 2.
Step ξ. Denote a 1-form in I(ξ) by θ = aξξ + a1θ
0
1 +
∑k
j=2 a jθ
0
j . Set α = ch
− 12
2
ξ + θ
with this new 1-form θ.
From the equation dα ≡ 0 mod ξ, I(ξ), collect the θ0∧θ1-terms and we get
aξ = a1h2 +
k∑
j=2
a j(h j+1 + tξ, j),
where
tξ, j = δ( j − 1)T2¯j +
j−1∑
s=2
(−δshs + t0,s)(T2¯j )s −
j−1∑
s=2
T2¯s (t0, j)
s,
= −2δT2¯j +
j−1∑
s=2
(
t0,s(T
2¯
j )
s − T2¯s (t0, j)s
)
.
Let I(1) be the system generated by
I(3) = 〈θ11, θ12, ...θ1k 〉,
where we set θ1j ’s by
θ
1
1 = η1,
θ
1
j = η j − T2¯jθ1 +
(
−δ jh j + t0, j
)
θ0 + tξ, jξ, for j ≥ 2.
Step 1. Denote a 1-form in I(1) by θ = a1θ
1
1 +
∑k
j=2 a jθ
1
j . Set α = ch
− 12
2
ξ + θ
with this new 1-form θ.Note that until this step there are no contribution from the
derivative of ch
− 12
2
ξ.
From the equation dα ≡ 0 mod ξ, I(1), collect the θ0∧ξ-terms and we get
t11a1 +
k∑
j=2
a jt
1
j = c2δh
− 12
2
,
where
t11 = γ
2,
t1j = 2δ(T j − 2T2¯j h¯2) − tξ, jh¯2 − ∂ξ(t0, j) +
j−1∑
s=2
Tsjt0,s, for j ≥ 2.
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Let I(2) be the system generated by
I(2) = 〈θ22, θ23, ...θ2k 〉,
where we set θ2j ’s by
θ
2
j = θ
1
j −
t1
j
γ2
θ
1
1, for j ≥ 2.
Step 2. Denote a 1-form in I(2) by θ = a2θ
2
2 +
∑k
j=3 a jθ
2
j . Set
α = c
(
h
− 12
2
ξ +
2δ
γ2
h
− 12
2
θ11
)
+ θ
with this new 1-form θ.
From the equation dα ≡ 0 mod θ2, θ1, θ0, ξ, I(2), collect the θ1∧ξ-terms and
we get
t22a2 +
k∑
j=3
a jt
2
j = 0,
where
t22 = h2h¯2,
t2j =
jh j
2
h¯2 +
1
γ2
(
∂ξt
1
j −
j−1∑
s=2
Tsjt
1
s
)
, for j ≥ 3.
Let I(3) be the system generated by
I(3) = 〈θ33, θ34, ...θ3k 〉,
where we set θ3j ’s by
θ
3
j = θ
2
j −
t2
j
t2
2
θ
2
2, for j ≥ 3.
Step 3. Denote a 1-form in I(3) by θ = a3θ
3
3 +
∑k
j=4 a jθ
3
j . Set
α = c
(
h
− 12
2
ξ +
2δ
γ2
h
− 12
2
θ11
)
+ θ
with this new 1-form θ.
From the equation dα ≡ 0 mod θ2, θ1, θ0, ξ, θ1, I(3), collect the θ2∧ξ-terms and
we get
t33a3 +
k∑
j=4
a jt
3
j = c
1
2
h
− 32
2
,
where
t33 = −γ2 + 2h2h¯2,
t3j = x j−1, for j ≥ 4.
Here
xi ∈ O(i)
is a generic notation for an element in O(i).
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5.3.2. Induction. Suppose the claim of Lem. 5.8 is true up to k − 1. Suppose also
that the above analysis continues to work up to Step i − 1 for i ≤ k.
We then have the following schematic diagram for the 1-forms θi
j
.
(78)
θ3
3
= θ2
3
+x3θ22
θ4
4
= θ2
4
+x3θ33 +x4θ
2
2
θ5
5
= θ25 +x4θ
4
4
+x4θ33 +x5θ
2
2
θ6
6
= θ26 +x5θ
5
5
+x5θ44 +x5θ
3
3
+x6θ22
...
θi
i
= θ2
i
+xi−1θi−1i−1 +xi−1θ
i−2
i−2 +xi−1θ
i−3
i−3 ... +xi−1θ
3
3
+xiθ22
θi
i+1
= θ2
i+1
· +xiθi−1i−1 +xiθi−2i−2 ... +xiθ44 +xiθ33 +xi+1θ22
θi
i+2
= θ2
i+2
· · +xi+1θi−1i−1 ... +xi+1θ55 +xi+1θ44 +xi+1θ33 +xi+2θ22
...
Here ’·’ denotes 0.
Denote a 1-form in I(i) by θ = aiθ
i
i +
∑k
j=i+1 a jθ
i
j. Set
α = c
h− 122 ξ + 2δγ2 h− 122 θ1 +
i−1∑
j=3
g jθ
j
j
 + θ,
with this new 1-form θ.
From the equation dα ≡ 0 mod ξ, I(i), collect the θi−1∧ξ-terms. Then we get
(79) tiiai +
k∑
j=i+1
a jt
i
j = −c∂ξ(gi−1),
where we claim that
tii = T
i−1
i + ∂ξ(xi−1) ∈ O(i − 1),(80)
tij = x j−1, for j ≥ i + 1.(81)
We verify this claim. The first equation (80) follows from the formula for θi
i
in
the diagram. For the second claim, again from the diagramwhen one differentiates
θi
j
, j ≥ i + 1, the possible contributions to θi−1∧ξ-term are{
Ti−1
j
≡ x j−1 from dθij,
∂ξ(x j−1) from d(x j−1θ
i−1
i−1).
In order to continue this induction to Step i, we must show that ti
i
, 0. By
definition of Ti in Eq. (51), one finds
Ti−1i = ai−1,0R − a(i−1),(i−3)h2h¯2.
Suppose ti
i
≡ 0 and there exists xi−1 such that
(82) ∂ξ(xi−1) = −Ti−1i .
Since ∂ξ(h
−1
2
h3) = R and a(i−1),(i−3) , 0, there exists a constant c′ such that
∂ξ(h
− 12
2
xi−1 − c′h−
3
2
2
h3) = (nonzero constant) · h−
1
2
2
.
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This contradicts the induction hypothesis. Hence there does not exist such function
xi−1, and tii does not vanish identically. We restrict to the open subset on which
ti
i
, 0, the complement of which is dense in X(k).
5.3.3. Completion of proof. Continuing this analysis up to Step k, one ends up with
d f = α = c
h− 122 ξ + 2δγ2 h− 122 θ1 +
k∑
j=3
g jθ
j
j
 ,
where the sequence g j is inductively defined by
g3 =
h
− 32
2
2(−γ2 + h2h¯2)
,
g j = − 1
t
j
j
∂ξ(g j−1) ∈ O( j − 1), j ≥ 4.
In any case the structure equation for f takes the form
d f = c
h− 122 ξ + f ξξ +
k∑
j=−1
f jθ j
 ,
where f j ∈ O(k − 1) for j ≥ 3.
• Suppose c = 0. Then d f = 0 and f is a constant.
• Suppose c , 0. We show that this leads to a contradiction. Applying the
commutation relation [Ek, ∂ξ] =
∑
j≥k+1 TkjE j to the given function f ,
∂ξ( f
k) = Ek(h
− 12
2
) = 0.
By the induction hypothesis f k is a constant multiple of h
− k2
2
.
– Suppose f k = 0. Then f ∈ O(k− 1) and again by the induction hypoth-
esis f ≡ constant, and hence c = 0, a contradiction.
– Suppose f k , 0. Applying the commutation relation [Ek−1, ∂ξ] =∑
j≥k Tk−1j E j to the given function f ,
−∂ξ( f k−1) = Tk−1k f k.
Since k ≥ 5, by the similar argument as before, following Eq. (82), this
leads to a contradiction.
This completes the proof.
6. Jacobi fields
LetΦ ∈ H (2k) be a conservation law in reduced form (69) under thenormalization
(70). Prop. 5.3 shows that the pair of principal coefficients {B1,2k, C1,2k} indicate
the order of Φ; the order of Φ is less than 2k + 1 and Φ ∈ H (2k−2) when the
principal coefficients vanish. By a repeated application of Prop. 5.3, Φ is a classical
conservation law when all the potential principal coefficients {B1,2 j, C1,2 j} vanish
for j = k, k − 1, ... 1. In this case, from the structure equation (31) a classical
conservation law Φ becomes trivial when the coefficient A also vanishes.
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The relations (73), (74) on the other hand, which state that the principal coef-
ficients {B1,2k, C1,2k} are the derivatives of the coefficient A, suggests a different,
somewhat opposite perspective. Suppose for a conservation law Φ ∈ H (2k) the
coefficient A vanishes. Then from the argument above all the potential principal
coefficients necessarily vanish and Φ is classical, and hence it is trivial. Since the
equation dΦ = 0 is a system of linear differential equations for the coefficients ofΦ,
this implies that every coefficient of a conservation law Φ lies in the linear span of the co-
efficient A and its successive derivatives. It follows that for a reduced 2-formΦ ∈ H(2k)
the conservation law equation dΦ = 0 is a system of linear partial differential
equations for the single variable A.
The principal part of this differential equation for the generating function A
is a second order linear differential equation called Jacobi equation.16 It can be
regardedas the linearization of the EDS for CMCsurfaces, althoughmore precisely
Jacobi equation governs the infinitesimal conformal CMC-δ deformation with the
prescribed Hopf differential. In terms of the exact sequence (63) Jacobi equation is
the defining equation for the second piece E1,1
1
.
We proceed to derive Jacobi equation. Given a differentiated conservation law
Φ ∈ H (∞) as a reduced 2-form, consider first the equation dΦ ≡ 0 mod θ0. One
finds that
(83) dA ∧Ψ+ dθ0 ∧ σ ≡ 0 mod θ0, F2Ω3.
SinceΨ = Im(θ1∧ξ), dθ0 = −Re(θ1∧ξ), this implies that
(84) σ ≡ i(∂A − ∂¯A) = −JdA mod I(∞)
(in fact σ = −JdA).
Recall that for a function f on F (∞), we use the notation
d f ≡ fξξ + fξξ mod ρ, I(∞)
for total derivatives with respect to ξ, ξ. With the given σ, the θ0∧ξ∧ξ-term of dΦ
then shows that
Aξ,ξ + Aξ,ξ + (γ
2 + h2h¯2)A = 0.
Since the total derivatives commute, Aξ,ξ = Aξ,ξ, this becomes
(85) Aξ,ξ +
1
2
(γ2 + h2h¯2)A = 0.
Consider an immersed CMC surface Σ with the induced metric I = ξ ◦ ξ. The
operator J restricts to the usual Hodge star operator on Σ, and one has
−dJdA = −4Aξ,ξ
i
2
ξ ∧ ξ = ∆A
i
2
ξ ∧ ξ,
where we are using the sign convention for the Laplacian ∆ as
−dJdA = ∆(A)dArea.
ThusEq. (85) is recognized as the familiar elliptic Jacobi equation on aCMCsurface;
(86) ∆A − 2(γ2 + h2h¯2)A = 0.
16It turns out that the remaining equations for A are differential consequences of Jacobi equation.
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For a scalar function A : X(∞) → C we set the Jacobi operator
E(A) := Aξ,ξ +
1
2
(γ2 + h2h¯2)A.
We will also denote by E the induced operator on CMC surfaces. Motivated in
part by Definition 3.4, we give the following definition.
Definition 6.1. A scalar function A on X(∞) is a Jacobi field if it lies in the kernel
of Jacobi operator,
(87) E(A) := Aξ,ξ +
1
2
(γ2 + h2h¯2)A = 0.
The vector space of Jacobi fields is denoted by J(∞).
Let J(k) ⊂ J(∞) be the subspace of Jacobi fields of order ≤ k + 1 defined on X(k).
The space of Jacobi fields of order k + 1 is defined as the quotient space
Jk = J(k)/J(k−1), k ≥ 1,(88)
J0 = J(0) = {classical Jacobi fields}.
In Sec. 3 we recorded the structure equation for classical Jacobi fields. As
remarked there, note that the pair of equations E0
H
= E0
V
= 0 in (35) imply Eq. (87).
Thus a classical Jacobi field is indeed a Jacobi field.
Example 6.1. We give a description of a (unique) differentiated conservation law
of order 3 defined on X(2) and its associated Jacobi field,
Consider the square root of theHopfdifferentialω = h
1
2
2
ξ. It is a (possiblydouble-
valued) holomorphic 1-form on an integral surface. Hence dω ≡ 0 mod I(∞), and
ω represents a conservation law. Explicitly, one computes
dω =
1
2
h
− 12
2
θ2 ∧ξ − h
1
2
2
θ0 ∧θ1 − h
1
2
2
h¯2θ0 ∧ ξ − δh
1
2
2
θ0 ∧ ξ.
In order to put this into the normal form of H(2), we augment ω by adding an
appropriate 1-form in the ideal I(2).
ω′ = ω +
12h− 122 θ1 + 14 h3h 32
2
θ0
 .
Then we get
dω′ =
1
8
h3
h
3
2
2
(θ1 ∧ ξ − θ1 ∧ ξ) + θ0 ∧
18
(
3 h2
3
− 2 h4h2
)
h
5
2
2
ξ +
1
4
(γ2 − h2h¯2)
h
1
2
2
ξ
(89)
+ θ0 ∧
−12h 122θ1 + 12δh− 122 θ1 + 38 h3h 52
2
θ2 − 1
4
h
− 32
2
θ3

+
1
4
h
− 32
2
θ1 ∧θ2.
The Jacobi field of order 3 is the coefficient of the 2-form (θ1∧ξ−θ1∧ξ), which is up
to scaling by constant
z3 = h
− 32
2
h3.
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The recursion formula for Jacobi field to be developed in Sec. 13.3 will produce
an infinite sequence of higher-order Jacobi fields with z3 as the initial data.
Let us record a lemma on the normal form of a Jacobi field.
Lemma 6.2. Let A ∈ J(k) ⊂ O(k+ 1) be a Jacobi field. Suppose Ak+1 = Ek+1(A) , 0. Then
A is at most linear in the variable zk+1 = h
− k+12
2
hk+1, and up to constant scale
A = zk+1 + O(k).
Proof. Since A ∈ O(k + 1), we have
Aξ ≡ hk+2Ak+1 mod O(k + 1),
Aξ,ξ ≡ hk+2∂ξ(Ak+1) mod O(k + 1),
≡ 0 mod O(k + 1), for E(A) = 0.
This forces ∂ξ(A
k+1) = 0. By Lemma 5.6, Ak+1 is a constant multiple of h
− k+12
2
. It
follows that A is linear in the highest order variable zk+1. 
Although it appears as a simple observation, this normal formwill be refined in
Sec. 14 to the splitting of a Jacobi field into classical, and higher order parts.
6.1. Jacobi fields and symmetries. It was shown in Sec. 3 that there exists a canon-
ical isomorphism between the classical Jacobi fields and the classical symmetries.
The higher-order analogue of this isomorphism is true, and a Jacobi field uniquely
determines a (vertical) symmetry vector field on X(∞). In this section, we deter-
mine the inductive differential algebraic formula for the coefficients of a symmetry
generated by a Jacobi field.
Recall the coframe of F (∞),
{ ρ, ξ, ξ, θ0, θ1, θ1, θ2, θ2, ... }.
The dual frame is denoted by
{Eρ, Eξ, Eξ, E0, E1, E1¯, E2, E2¯, ... }.
By a vector field on X(∞) we mean a vector field (derivation) on F (∞) of the form
(90) V = VξEξ + VξEξ + V0E0 +
∞∑
j=1
(V jE j + V j¯E j¯)
which is invariant under the induced action of the structure group SO(2) of the
bundle F (∞) → X(∞).
Definition 6.2. Let V ∈ H0(TX(∞)) be a vector field. It is a symmetry of the EDS
(X(∞), I(∞)) when the Lie derivativeLV preserves the ideal I(∞),
LVI(∞) ⊂ I(∞).
The algebra of symmetry is denoted by S.
A symmetry V ∈ S is vertical when Vξ = Vξ = 0 and it has no Eξ, Eξ compo-
nents. The subspace of vertical symmetry is denoted by Sv.
17
17The subspace Sv does not form a subalgebra.
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The degree of a symmetry V ∈ S is the least integer m ≥ 0 such that
LVI(k) ⊂ I(k+m+1), ∀ k ≥ 0.
Note that the classical symmetries S0 have degree −1 by definition.
Example 6.3. Consider the vector fields of the form {VξEξ + VξEξ}. They are
horizontal with respect to the formally integrable distribution defined by I(∞), and
hence they are symmetries by definition. These vector fields are called trivial
symmetries. The structure equation for prolongation in Lemma 4.4 shows that a
nonzero trivial symmetry has degree 1. This may explain the appearance of the
extra ’1’ in ’k +m + 1’ in the definition of degree of a symmetry.
In the literature a symmetry is sometimes defined as a section of the quotient
space TX(∞)/(I(∞))⊥.
We wish to give an analytic characterization of a symmetry making use of the
structure equation (59), and Lemma 4.4. Without loss of generality, consider a
vertical symmetry
(91) V = V0E0 +
∞∑
j=1
(V jE j + V j¯E j¯).
We first claim that V j,V j¯’s are determined by V0 and its derivatives.
Step 0. The condition that the Lie derivativeLVθ0 ≡ 0 mod I(∞) gives
dV0 + Vy
(
−1
2
(θ1 ∧ ξ + θ1 ∧ξ)
)
≡ dV0 − 1
2
(V1ξ + V1¯ξ)
≡ 0 mod I(∞).
Thus
(92) dV0 ≡ 1
2
(V1ξ + V1¯ξ) mod I
(∞).
Step 1. The condition that the Lie derivativesLVθ1, LVθ1 ≡ 0 mod I(∞) gives
(93)
dV1 + iV1ρ ≡ (V2 − 2δh2V0)ξ −(γ2 + h2h¯2)V0ξ.
dV1¯ − iV1¯ρ ≡ (V2¯ − 2δh¯2V0)ξ −(γ2 + h2h¯2)V0ξ mod I(∞).
Step j. The condition that the Lie derivativesLVθ j, LVθ j ≡ 0 mod I(∞) for j ≥ 2
gives after a short computation
(94)
dV j + jiV jρ ≡
(
V j+1 − (δh j+1 + h2T j)V0 − jh j2 (δV1 − h2V1¯)
)
ξ(
− (h¯2h j+1 + δT j)V0 − jh j2 (h¯2V1 − δV1¯) + (T2¯jV2¯ +
∑ j−1
s=2
Ts
j
Vs)
)
ξ
mod I(∞),
dV j¯ − jiV j¯ρ ≡
(
V j+1 − (δh¯ j+1 + h¯2T j)V0 −
jh¯ j
2 (δV1¯ − h¯2V1)
)
ξ(
− (h2h¯ j+1 + δT j)V0 − jh¯ j2 (h2V1¯ − δV1) + (T
2
jV2 +
∑ j−1
s=2
T
s¯
jVs¯)
)
ξ
mod I(∞).
Note that all the coefficients {V j, V j¯ } for j ≥ 1 are determined by V0 and its
successive ξ, ξ-derivatives. The coefficient V0 is called the generating function of
the symmetry.
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Proposition 6.4. The generating function of a symmetry is a Jacobi field. Conversely,
a Jacobi field A uniquely determines a vertical symmetry VA of the form (91) with the
generating function V0 = A. We consequently have a canonical isomorphism
J(∞) ≃ Sv.
Proof. From Eq. (92), (93), one notes that
(V0)ξ,ξ =
1
2
(V1)ξ = −
1
2
(γ2 + h2h¯2)V0.
Conversely, suppose a Jacobi field A = V0 is given. The ξ-components of the
recursive equations (92), (93), and (94) determine {V j } for all j ≥ 1. Given this
sequence of coefficients, the compatibility condition to be checked is that for each
j ≥ 0 the following equation holds.
(V j)ξ,ξ − (V j)ξ,ξ =
j
2
RV j.
The cases j = 0, 1, 2 are easily checked. For j ≥ 3, one computes from Eq. (94)
as follows.
(V j)ξ,ξ = ∂ξ
(
V j+1 − (δh j+1 + h2T j)V0 −
jh j
2
(δV1 − h2V1¯)
)
=
(
− (h¯2h j+2 + δT j+1)V0 −
( j + 1)h j+1
2
(h¯2V1 − δV1¯) + (T2¯j+1V2¯ +
j∑
s=2
Tsj+1Vs)
)
− (δT j+1 + h2∂ξT j)V0 −
jT j
2
(δV1 − h2V1¯)
− (δh j+1 + h2T j)1
2
V1¯ −
jh j
2
(
−δ(γ2 + h2h¯2)V0 − h2(V2¯ − 2δh¯2V0)
)
.
On the other hand,
(V j)ξ,ξ = ∂ξ
(
− (h¯2h j+1 + δT j)V0 −
jh j
2
(h¯2V1 − δV1¯) + (T2¯jV2¯ +
j−1∑
s=2
TsjVs)
)
=
(
− (h¯2h j+2 + δ∂ξ(T j))V0 −
jh j+1
2
(h¯2V1 − δV1¯) + (∂ξ(T2¯j )V2¯ +
j−1∑
s=2
∂ξ(T
s
j)Vs)
)
+
(
− (h¯2h j+1 + δT j)1
2
V1 −
jh j
2
(h¯2(V2 − 2δh2V0) + δ(γ2 + h2h¯2)V0)
)
+ T2¯j
(
− h2h¯3V0 − h¯2(h2V1¯ − δV1)
)
+
j−1∑
s=2
Tsj∂ξVs.
Now we compute (V j)ξ,ξ − (V j)ξ,ξ by collecting each Vs-terms.
• V0-term: After cancellations using Eq. (52),
(
δ(−∂ξT j +
j−1∑
s=2
Tsjhs+1) + h2(−∂ξT j + T2¯j h¯3 +
j−1∑
s=2
TsjTs)
)
.
This vanishes for T j is a function of { h¯2, h2, ... h j−1 }.
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• V1-term:
δ
2
(
− 2T2¯j h¯2 +
j−1∑
s=2
Tsjshs − ( j − 1)T j
)
.
This vanishes for T j is homogeneous of weight ( j − 1) under the induced
action by the structure group SO(2).
• V1¯-term: − h22
(
− 2T2¯
j
h¯2 +
∑ j−1
s=2
Ts
j
shs − ( j − 1)T j
)
.
• V2-term: −∂ξT2j + T2j+1 +
jh j
2 h¯2.
• V2¯-term: −∂ξT2¯j + T2¯j+1 +
jh j
2 h2.
• Vs-term: −∂ξTsj + Tsj+1 − Ts−1j .
• V j-term: T jj+1 − T
j−1
j
− j2R.
These identities for T j are recorded in Cor. 4.6. The compatibility equation for V j¯
is verified similarly. 
7. Relation to the PDE system
In this section we give a description of the relation of the EDS for CMC surfaces
to the PDE for a scalar function of two variables
(95) uzz + f (z, z, u) = 0
for an appropriate function f (z, z, u). This would allow one to apply the results for
elliptic Poisson equation [26] to CMC surfaces. One of the other objectives is to
provide a setting to apply the analytic methods and results of the elliptic PDE (95)
to the study of the geometry of CMC surfaces at umbilics.
7.1. Integrable extension. We refer to Sec. 12.1 for the relevant details on inte-
grable extension.
Let X′ = C ×R × C with coordinates z, u, u1. Let f : R→ R be a scalar function
in ’u’ variable. On X′ define
ξ′ = dz,
θ′0 = du − u1dz − u1¯dz,
η′1 = du1 + f (u)dz,
Ψ′ = Im(η′1 ∧ξ
′),
and the ideal
I′ = 〈θ′0,dθ′0,Ψ′〉.
The integral surfaces of I′ on which ξ′∧ξ′ , 0 are locally the graphs of solutions to
the PDE (95).
Remark 7.1. The elliptic Monge-Ampere system (X′,I′) possesses the function z for
which dz is the characteristic. Hence it is not locally equivalent to the CMC system (X,I).
Let U ⊂ X be an open subset. Choose a section of the 1-form ξ on U. Let
Y′ = U × X′,
and define the ideal generated by
Iˇ
′
= I|U ⊕ I′ ⊕ 〈Θ1,Θ2,Θ3〉,
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where
Θ1 = ξ − euξ′,
Θ2 = η1 − e−uξ′,
Θ3 = iρ − (u1¯ξ
′ − u1ξ′),
and
(96) f (u) =
1
4
(γ2e2u − e−2u).
Lemma 7.2. The EDS (Y′, Iˇ
′
) is an integrable extension of (X′,I′).
Proof. By a direct computation one finds that
I|U ≡ 0 mod θ0,Θ1,Θ2,Θ3,
dΘi ≡ 0 mod θ0,Θ1,Θ2,Θ3,I′.

On an integral surface of (Y′, Iˇ
′
) satisfying the independence condition ξ∧ξ , 0,
one calculates that h2 ≡ e−2u. Using this in the structure equation for dh2 uncovers
the relation h3 ≡ −4u1e−3u. Thus on an integral surface we have
h
− 32
2
h3 ≡ −4u1.
This observation has the following implications. For the PDE system I′ with
the given (96) it was found that the spectral symmetry could be extended to an
S1-action on the infinite prolongation of the EDS and that this symmetry has the
generating function Im(zu1), [26]. Wewould like to find the corresponding spectral
symmetry for the CMC EDS studied in this paper. Notice that
dz = ξ′ ≡ e−uξ ≡
√
h2ξ =: ω mod Iˇ
′
.
Thus in order to write down a local generating function on (Xˆ(∞)∗ , Iˆ(∞)) for the
spectral symmetry, it is natural to introduce a primitive of ω, say z, and then let
q = Im(zh
− 32
2
h3). We will develop the related ideas in Sec. 12.
Implicit in the above discussion is the assumption that we are studying the
integral surfaces on which η1 ≡ e−udz does not vanish. This is equivalent to
assuming that there are no umbilic points. In order to study the spectral symmetry
in the context ofCMCsurfaceswithumbilics, onewouldneed tomake an integrable
extension which allows for η1 to vanish at a point. There is such a generalization
that can allow for umbilics.
The 1-form ω pulls back to any (smooth) integral surface to be a holomorphic
form. Near a zero of ω a local holomorphic coordinate can be chosen so that the
Hopf differential is written as η1 ◦ ξ ≡ zm(dz)2 for an integer m ≥ 1. For simplicity
wewill make the assumption thatm = 2n is even so that locallyω ≡ zndz (ifmwere
not even, one could work on the normalization of the double cover of the integral
surface defined by the square root of the Hopf differential). One finds that such
integral surfaces are locally equivalent to the solutions to a slightly different PDF
system. We present the details of this analysis in the below using a new integrable
extension.
CONSERVATION LAWS FOR CMC SURFACES 53
Let X′ = C × R × C with coordinates z, u, u1. Let f : C × R → R be a scalar
function in ’z, z, u’ variables. On X′ define as before
ξ′ = dz
θ′0 = du − u1dz − u1¯dz
η′1 = du1 + f (z, z, u)dz
Ψ′ = Im(η′1 ∧ ξ
′)
and the ideal I′ = 〈θ′0,dθ′0,Ψ′〉.
LetU ⊂ X be an open set on which there is a section of 1-form ξ. On Y′ = U×X′
define the ideal
Iˇ
′
= I|U ⊕ I′ ⊕ 〈Θ1,Θ2,Θ3〉,
where
Θ1 = ξ − euξ′,(97)
Θ2 = η1 − e−uz2nξ′,
Θ3 = iρ − (u1¯ξ
′ − u1ξ′),
and
(98) f (z, z, u) =
1
4
(γ2e2u − |z|4ne−2u).
Thedefinitionof f (z, z, u) andΘ2 nowreflect the existence of an evendegreeumbilic
point at z = 0; otherwise the system is the same as above.
The following lemma is the analogue of Lemma 7.2 in the presence of umbilics.
Lemma 7.3. The EDS (Y′, Iˇ
′
) is an integrable extension of (X′,I′).
We give an indication of an idea how Lemma 7.3 can be used to understanding
the umbilics of CMC surfaces. Suppose that n > 0. For smooth solutions of
uzz +
1
4
(γ2e2u − |z|4ne−2u) = 0
near z = 0, u(z, z) is close to a solution of the Liouville equation
uzz +
1
4
γ2e2u = 0.
It is well known that solutions of the Liouville equation are locally equivalent to
holomorphic curves in C2, [13]. Thus we expect that CMC surfaces should behave
like holomorphic curves near the umbilic points. Considering the inverse coordi-
nate on the open subset of X(1) on which η1 , 0, this approximately-holomorphic
property is likely true also at the ends of complete CMC surfaceswhich correspond
to the poles of Hopf differential.
7.2. Local equivalence with Abelian extension. Let X′(k−2) = C × R × Ck−1 with
coordinates z, u = u0, u1, ... uk−1. Define inductively for j ≥ 1,
η′j = du j + S jdz,
θ′j = η
′
j − u j+1dz,
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where
S1 = f (u) from (96),
S j(u, u1, u2, ... u j−1) = ∂zS j−1.
Here ∂z is the total derivative with respect to z such as
S2 = ∂z f (u) = f
′(u)u1,
S3 = ∂zS2 = f
′(u)u2 + f ′′(u)u21.
Set the sequence of ideals inductively by
I′(k−2) = I′(k−3) ⊕ 〈θ′k−2, η′k−1 ∧dz〉.
Then (X′(k−2),I′(k−2)) is the (k − 2)-th prolongation of (X′,I′).
Let
Y′(k−2) = U × X′(k−2),
and define the ideal generated by
Iˇ
′(k−2)
= I|U ⊕ I′(k−2) ⊕ 〈Θ1,Θ2,Θ3〉.
Similarly as before we have,
Lemma 7.4. The EDS (Y′(k−2), Iˇ
′(k−2)
) is an integrable extension of (X′(k−2),I′(k−2)).
We give an interpretation of (Y′(k−2), Iˇ
′(k−2)
) in term of the CMC system. Recall
(U ⊂ X,I|U). Let (Uˆ(k), Iˆ(k)|Uˆ(k) ) be the double cover of its k-th prolongation.18 Set
Zˆ(k) = Uˆ(k) × C
and let z0 be theC-coordinate. Define the Abelian
19 integrable extension generated
by
Iˇ
(k)
= Iˆ(k)|Uˆ(k) ⊕ 〈Θz0〉,
where
Θz0 = dz0 − h
1
2
2
ξ.
Let Y(k) ⊂ Zˆ(k) be the subset defined by
h2 − h¯2 = 0.
Consider the induced system (Y(k), Iˇ
(k)
). The following isomorphism follows from
the construction.
Lemma 7.5. There exists an isomorphism (for 2 ≤ k ≤ ∞)
(Y(k), Iˇ
(k)
) ≃ (Y′(k−2), Iˇ′(k−2)).
18The double cover will be defined in Sec. 10. For now it suffices to take a section of h
1
2
2
on U(k).
19An integrable extension is Abelian when it is defined by introducing a potential for a (possibly
trivial) conservation law.
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This has the following consequences. From the isomorphism we have the
correspondence
z0 ≡ z,
h2 = h¯2 ≡ e−2u,
z3 ≡ −4u1,(99)
z4 − 3
2
z23 ≡ −4u2,
p j+2 ≡ −4u j, j ≥ 3,
where the sequence p j+2, j = 1, 2, ... , is inductively determined by
p j+2 = h
− 12
2
∂ξp j+1.
Assign the weights for the variables zk = h
− k2
2
hk, uk−2, for k ≥ 3, by
weight(zk) = k − 2, weight(uk−2) = k − 2.
Then from the formula
h
− 12
2
∂ξzk = zk+1 − k
2
z3zk,
each p j+2 = z j+2 + ... is a weighted homogeneous polynomial of degree j in the
variable zk’s.
Corollary 7.6. Under the isomorphism of Lem. 7.5, the functions of the variable {z3, z4, ... }
correspond to the functions of {u1, u2, ... } preserving the given weights.
As a result the higher-order Jacobi fields and conservation laws for the CMC
system correspond to those of the PDE (96). We shall use this isomorphism to
reduce the problem of classification of Jacobi fields for the CMC system to the
known classification for the PDE.
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Part 2. Enhanced prolongation
8. CMC surfaces as primitive maps
In this section we recall the notion of primitive maps and describe how CMC
surfaces in a 3-dimensional space form arise as primitive maps in an associated
4-symmetric space. This description of CMC surfaces allows one to introduce
naturally the spectral parameterλwhichwill play the important role of connecting
the theory of CMC surfaces with integrable systems.
Let GC be a complex semi-simple Lie group. Let G be the compact real form of
GC with respect to an anti-holomorphic involution σ : GC → GC. Let τ : GC → GC
be a commuting automorphism of order k,
σ ◦ τ = τ ◦ σ, τk = identity,
and let KC ⊂ GC be its stabilizer subgroup. Let K = KC ∩ G be the corresponding
real form of KC. Consider the homogeneous space
X = G/K
equipped with a choice of G-invariant Riemannian metric. By the commuting
property, the automorphism τ descends on X to an isometry of order k with the
identity coset as an isolated fixed point. The Riemannian homogeneous space con-
structed in this way from the triple (GC, σ, τ) is called a Riemannian k-symmetric
space. We often simply refer to a homogeneous Riemannian manifold X = G/K as
a k-symmetric space and it is understood that some fixed triple (GC, τ, σ) gives rise
to X.
The automorphisms σ, τ of the Lie group GC induce the commuting automor-
phisms (called by the same name) of the Lie algebra gC of GC. Let ε be a fixed
primitive k-th root of unity and denote the eigenspace decomposition of τ by (the
indices are defined modulo k)
gC = g0 ⊕ g1 ⊕ . . . ⊕ g−1,
where each g j is the eigenspace with eigenvalue ε j. By definition we have
[ gi, g j] ⊂ gi+ j.
This implies that there exists the corresponding decomposition of the complexified
tangent bundle TCX of X,
(100) TCX ≃ gC/g0 = E1 ⊕ E2 ⊕ . . . ⊕ E−1.
Definition 8.1. Let X a k-symmetric space described as above with the associated
decomposition (100) of the complexified tangent bundle. Let Σ be a Riemann
surface. A smooth map x : Σ→ X is primitivewhen the (1,0)-part of the derivative
map x∗ takes values in E−1,
x∗ : T(1,0)Σ→ E−1 ⊂ TCX.
Note that the notion of primitive map is meaningful when k ≥ 3.
The first order differential equation for primitive maps can be considered as a
generalization of the equation for pseudo-holomorphic curves in an almost com-
plex manifold, though the k-symmetric space X in general need not have an in-
variant almost complex structure. It is known that primitive maps are harmonic
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eigenspace eigenvalue
g0 =

· · · ·
· · −a ·
· a · ·
· · · ·
 +1
g1 =

· −c −ic ·
c · · b
ic · · −ib
· −b ib ·
 +i
g2 =

· · · ie
· · · ·
· · · ·
−ie · · ·
 −1
g−1 =

· − f i f ·
f · · −g
−i f · · −ig
· g ig ·
 −i
Figure 1. Eigenspace decomposition of so(4,C) under τ
mapswith respect to the appropriate choice of invariant Riemannian metric on the
k-symmetric space.
We now describe the example of 4-symmetric space we will be concerned with.
The analysis is for the case γ2 > 0, and we give a remark for the necessary changes
for the case γ2 < 0. Take GC = SO(4,C) with the commuting automorphisms
σ(g) = g, τR(g) = RgR
−1,
where R is the real matrix
R =

−1 · · ·
· · −1 ·
· 1 · ·
· · · 1
 , R4 = I4.
Notice that
R = R1R2 =

−1 · · ·
· 1 · ·
· · 1 ·
· · · 1


1 · · ·
· · −1 ·
· 1 · ·
· · · 1
 .
The automorphism τR1 gives rise to the 2-symmetric space S
3 = SO(4)/SO(3), and
the matrix R2 represents a rotation by angle
π
2 in a 2-plane of R
4. The stabilizer
subgroup of τR is K ≃ SO(2), and X is the oriented unit tangent bundle of S3. The
eigenspace decomposition of the Lie algebra so(4,C) admits the following explicit
description, Figure 1. Here { a, b, c, e, f , g } are complex coefficients.
Remark 8.1. For the case γ2 < 0, choose the involutions
σ(g) = R1gR1, τ = τR.
This gives rise to the hyperbolic space form H3 = SO(1, 3)/SO(3) and its unit tangent
bundle.
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The primitive maps into X are equivalent to the integral surfaces of the EDS for
CMC surfaces (16). To see this consider an integral surface x : Σ → X. On the
induced SO(2)-bundle x∗F → Σ define a g-valued 1-form
ψ = ψ−1 + ψ0 + ψ1
decomposed into three parts according to the decomposition of TCX, where
ψ−1 =
1
2

· −γξ iγξ ·
γξ · · −h2ξ
−iγξ · · −ih2ξ
· h2ξ ih2ξ ·
 ,
ψ0 =

· · · ·
· · ρ ·
· −ρ · ·
· · · ·
 ,
ψ1 =
1
2

· −γξ −iγξ ·
γξ · · −h¯2ξ
iγξ · · ih¯2ξ
· h¯2ξ −ih¯2ξ ·
 .
Notice that ψ1 = σ(ψ−1), and the 1-form ψ satisfies the Maurer-Cartan equation
dψ+ψ∧ψ = 0. Since ψ−1 ≡ 0 mod ξ, by definition x is a primitive map. Reversing
the argument it is easily checked that the converse is also true.
The formulation of CMC surfaces as primitivemaps has an important geometric
consequence, namely the introduction of spectral parameter. Following the general
theory of integrable systems, let λ ∈ C∗ be the spectral parameter and set the
SO(4,C)[λ−1, λ]-valued extendedMaurer-Cartan form
(101) ψλ = λ
−1ψ−1 + ψ0 + λψ1.
The 1-form ψλ takes values in the Lie algebra g when λ is a unit complex number.
A direct computation shows that the extended 1-form ψλ still satisfies the Maurer-
Cartan equation
(102) dψλ + ψλ ∧ψλ = 0
whenever the data {γ2, ξ, h2, ρ } satisfy the structure equation for CMC surfaces,
Eq. (47) in Sec. 4.
In order to incorporate and make use of the present extra symmetry structure
involving the spectral parameter λ, it seems desirable to extend the underlying
symmetry group from the simple Lie group G to the associated loop group. This
extension should be considered as a starting point of the theory of integrable
systems in CMC surface theory.
9. Formal Killing field
We introduce the formal Killing fields associated with primitive maps adapted
to our setting following Burstall and Pedit, [17]. The formal Killing fields were
defined in [16] as a way of packaging together the infinitesimal symmetries of
harmonic maps. We shall extract a recursion scheme for Jacobi fields from the
structure equation for formal Killing fields. Then by examining the first few terms
of the sequence of coefficients, we are motivated to use the square root of Hopf
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differential. This will lead to a double cover of the infinite prolongation which
supports the splitting field for the linearized Jacobi equation.
Recall gC = so(4,C). Consider the based loop algebra associated to gC:
L(gC) =
Xλ ∈ gC[[λ−1, λ]] : if Xλ =
∞∑
n=−∞
Xnλn then X0 = 0
 ,
and the twisted based loop algebra associated to the k-symmetric space (GC, σ, τ):
Lσ,τ(gC) =
{
Xλ ∈ L(gC) : σ(Xλ−1) = Xλ, τ(Xελ) = Xλ, ε = e
2πi
k
}
.(103)
Note that the extended Maurer-Cartan form ψλ from the previous section is an
Lσ,τ(gC)-valued 1-form.
Definition 9.1. Suppose we have a Lσ,τ(gC)-valued 1-forms ψλ on a Riemann
surfaceΣ as given in (101) which satisfies the structure equation (102) independent
of the spectral parameterλ. A formalKillingfield forψλ is amapXλ : Σ→ Lσ,τ(gC)
which satisfies
(104) dXλ + [ψλ,Xλ] = 0.
In order to make use of the formal Killing fields to the higher-order analysis for
CMC surfaces, we give an explicit invariant decomposition of Xλ. Let us write a
formal Killing field as
Xλ =
∞∑
n=−∞
(
Xknλkn + Xkn+1λkn+1 + . . . + Xkn+k−1λkn+k−1
)
where Xkn+ j ∈ g j. The reality condition σ(Xλ−1) = Xλ implies that
(105) X−m = σ(Xm).
In terms of this expansion, the λkn+ j-component of Eq. (104) gives
(106) dXkn+ j + [ψ0,X
kn+ j] + [ψ−1,Xkn+ j+1] + [ψ1,Xkn+ j−1] = 0.
Note in particular that an element of the based loop algebra has X0 = 0 so that the
λ0-component gives the initial relation
[ψ−1,X1] + [ψ1,X−1] = 0.
For the example at hand (k = 4), we adopt the index notation as follows.
(107)
(
X4n, X4n+1, X4n+2, X4n+3
)
=
({an}, {bn, cn}, {en}, { f n, gn}) .
The reality condition (105) translates to
(108)
a−n = an,
b−n = −gn−1
c−n = sign(γ2) f n−1
e−n = −sign(γ2) en−1
f−n = sign(γ2) cn−1
g−n = −bn−1, n ≥ 1.
Remark 9.1. We will only consider the terms of non-negative index n ≥ 0. The following
arguments are valid independent of the sign of γ2.
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The Killing field equation is expanded component-wise in these variables as
follows.
• n-th equation, n ≥ 1:
dan + (iγcn + ih2b
n)ξ + (−iγ f n−1 + ih¯2gn−1)ξ = 0,(109)
dbn − ibnρ + iγ
2
enξ +
i
2
h¯2a
nξ = 0,
dcn + icnρ +
i
2
h2e
nξ +
iγ
2
anξ = 0,
den + (ih2 f
n − iγgn)ξ + (ih¯2cn + iγbn)ξ = 0,
d f n − i f nρ − iγ
2
an+1ξ +
i
2
h¯2e
nξ = 0,
dgn + ignρ +
i
2
h2a
n+1ξ − iγ
2
enξ = 0.
• 0-th equation:
a0 = 0,(110)
γc0 + h2b
0 = 0,
db0 − ib0ρ + iγ
2
e0ξ = 0,
dc0 + ic0ρ +
i
2
h2e
0ξ = 0,
de0 + (ih2 f
0 − iγg0)ξ + (ih¯2c0 + iγb0)ξ = 0,
d f 0 − i f 0ρ − iγ
2
a1ξ +
i
2
h¯2e
0ξ = 0,
dg0 + ig0ρ +
i
2
h2a
1ξ − iγ
2
e0ξ = 0.
A part of interests in formal Killing fields is from that they give rise to Jacobi
fields. We demonstrate this for the specific case at hand.
Lemma 9.2. If the coefficients {an, bn, cn}, or {an, f n−1, gn−1} satisfy the formal Killing field
equation then an is a Jacobi field,
E(an) := ∆an − 2
(
γ2 + |h2|2
)
an = 0.
Similarly, if the coefficients {en, bn, cn}, or {en, f n, gn} satisfy the formalKilling field equation
then en is a Jacobi field.
Proof. By definition, −dJdan = −4(an
ξ,ξ
) i2ξ∧ξ = ∆a
n i
2ξ∧ξ. From Eqs. (109),
dan = −(iγcn + ih2bn)ξ − (−iγ f n−1 + ih¯2gn−1)ξ,
Jdan = −(γcn + h2bn)ξ − (γ f n−1 − h¯2gn−1)ξ,
dJdan = −2(γ2 + |h2|2)an i
2
ξ ∧ ξ.
The en case is verified similarly. 
The formally integrable structure equation for formal Killing fields is equivalent
to the recursive sequence of essentially determined first order equations (106), or
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in components (109). The lemma above indicates that by solving this sequence
of equations one may obtain a canonical (possibly degenerate) sequence of Jacobi
fields. The explicit differential algebraic recursion formulae for the formal Killing
coefficients will be given in Sec. 13.3.
Let us give here an initial analysis for the 0-th equation. To begin, note that the
based loop algebra condition X0 = 0 gives a0 = 0. Differentiating this equation
twice, one gets γc0 + h2b0 = 0 and
−iγh2e0 + h3b0 = 0.
Assuming h2 , 0, one may solve this equation for e0. Substituting this in the
formula for db0, we get the closed structure equation for b0,
db0 − ib0ρ + h3
2h2
b0ξ = 0.
By inspection b0 must be a constant multiple of h
− 12
2
.
Let us set accordingly
b0 = h
− 12
2
,
c0 = − 1
γ
h
1
2
2
,
ie0 =
1
γ
h
− 32
2
h3.
By Lemma 9.2, e0 is a Jacobi field. One may verify this by a direct computation
using the structure equation for prolongation. See also Exam. 6.1 for a geometric
derivation of this higher-order Jacobi field.
The Jacobi field e0 admits a simple local representation for a choice of complex
local coordinate on a CMC surface. Given a CMC surface, let ω be a local square
root of the Hopf differential away from the umbilics. Let z be a local coordinate so
that
ω = dz =
1
b0
ξ.
Then one computes that the connection 1-form ρ on the CMC surface is
ρ = i
(
∂ log(b0) − ∂¯ log(b0)
)
.
The Jacobi field is given by
iγe0 = h
− 32
2
h3 =
∂
∂z
log(|h2|2) = −2 ∂∂z log(|b
0|2).
Continuing this computation one may generate a sequence of higher-order Ja-
cobi fields. For now let us indicate how to proceed to determine the next Killing
coefficients f 0, g0, a1.
Differentiating the given iγe0, one gets
γ(h2 f
0 − γg0) = ∂ξ(h−
3
2
2
h3).
Differentiating this equation again, a1 is determined as a function of f 0,
iγa1 = −h3
h2
f 0 +
1
γh2
∂2ξ(h
− 32
2
h3).
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Substituting this to the structure equation for f 0, one again gets a closed structure
equation. By inspection again this equation can be solved20 and we have
f 0 =
h
− 52
2
2γ
(h4 − 5
4
h23h
−1
2 ),
a1 = − ih
− 52
2
γ2
(h5 − 5h4h3h−12 +
35
8
h33h
−2
2 ).
Remark 9.3. Note from Lemma 5.6 that given the Jacobi field e0 the first order linear
differential equation
∂ξ f
0 = − i
2
h¯2e
0
determines f 0 up to a constant multiple of h
− 12
2
. Assuming a solution exists, the formula
∂ξ f
0 =
iγ
2
a1
determines the new Jacobi field a1 from e0 up to a constant multiple of z3 = h
− 32
2
h3, which
is itself a Jacobi field.
The important role played by the coefficient b0 of the formal Killing field, and the
formulae for the first two higher-order Jacobi fields e0, a1 suggest that we should
adopt a version of prolongation in which the square root
√
h2 rather than h2 is a
fundamental quantity. We turn to this now and then will resume the study of the
formal Killing field equations.
10. Double cover of the prolongation
The preceding formal Killing field analysis, and the double cover Σˆ → Σ of a
CMC surface introduced in Definition 2.2 prompt the definition of a global double
cover Xˆ(∞) of the infinite prolongation X(∞) such that we have the following com-
mutative diagram:
Σˆ

// Xˆ(∞)

Σ // X(∞)
The double cover will provide a natural setting to address the global questions for
CMC surfaces.
Recall the SO(2)-principle bundle Π : F → X, and the structure equation (15).
Let
K→ X
be the complex line bundle generated a section of the 1-form ξ, and let Kη1 → X
be the complex line bundle generated by a section of the 1-form η1. The structure
equation (15) shows that there exists a well defined SO(2)-equivariant pairing
K ⊗ Kη1 → X × C,
20This relies on the fact that e0 is a Jacobi field.
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so that
Kη1 = K
−1.
By definition Π∗(K)  F × C is trivial.
For a point u ∈ F , denote by (θu
0
, ξu, ηu
1
) the value of the 1-forms (θ0, ξ, η1) at u.
Recall that F (1) = Π∗(X(1)).
Lemma 10.1. F (1)  P(Π∗K ⊕Π∗K−1)  F × CP1.
Proof. The second isomorphism follows from the first becauseΠ∗K±1 is trivial. We
now prove the first isomorphism. An element of F (1) is given by(
u, ker{θu0 , t0(u)ξu − t∞(u)ηu1}
)
∈ F (1),
where t0(u), t∞(u) are the linear fiber coordinates on Π∗K±1 at u respectively. Define
the map F (1) → P(Π∗K ⊕Π∗K−1) by(
u, ker{θu0 , t0(u)ξu − t∞(u)ηu1}
)
7→ [t0(u)ξu, t∞(u)ηu1].
It is clear that this is a well defined isomorphism. 
The lemma leads to an invariant description of the first prolongation X(1) → X.
Corollary 10.2. Let X(1) → X be the first prolongation of the EDS for CMC surfaces.
Then we have the following isomorphisms of the CP1-bundles over X.
a) X(1)  P(Kp+1 ⊕ Kp−1),
b) F (1)  P(Π∗Kp+1 ⊕Π∗Kp−1),
for any integer p.
Proof. Simply note that the objects descend properly. The projectivization is in-
variant under tensoring by Kp or Π∗Kp. 
In order to define the double cover, consider the isomorphism X(1)  P(K2 ⊕C).
Definition 10.1. The double cover Xˆ(1) of the first prolongation X(1) is defined by
Xˆ(1) = P(K ⊕ C).
Define similarly
Fˆ (1) = P(Π∗K ⊕ C).
Following the notation used above, the branched double cover of the prolonged
frame bundle is given by
s : Fˆ (1) → F (1),
[t0(u)ξ
u, t∞] 7→ [(t0(u)ξu)2 , t2∞].
This is a bundle map which is the standard double cover on the fibers
CP1 → CP1,
[x, y] 7→ [x2, y2].
It is branched at the two points 0 = [0, 1] and∞ = [1, 0].
Corollary 10.3. There is a natural induced double covering map
s : Xˆ(1) → X(1).
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Let Iˆ(1) = s∗I(1) be the pulled back ideal, and define a new EDS
(Xˆ(1), Iˆ(1))
which double covers (X(1), I(1)). It is on this double cover that we will be able
to define global conservation laws. This does not impose any restrictions on the
study of CMC surfaces as every integral surface of (X, I) has a possibly branched
double cover which is an integral surface of (Xˆ(1), Iˆ(1)).
We will now derive the structure equations on Fˆ (1). It will be useful to separate
the two open sets which correspond to the standard affine charts of CP1. Let
Π1 : Fˆ (1) → Xˆ(1) denote the projection map.
Definition 10.2. Define the spaces
Fˆ (1)
0
:= { [t0(u)ξu, t∞] | t∞ , 0} ,
Fˆ (1)∞ := { [t0(u)ξu, t∞] | t0(u) , 0} .
Xˆ
(1)
0
:= Π1(Fˆ (1)0 ),
Xˆ
(1)
∞ := Π1(Fˆ (1)∞ ).
X
(1)
0
:= s(Xˆ(1)
0
),
X
(1)
∞ := s(Xˆ
(1)
∞ ).
The spaceX(1)
0
corresponds to the standard prolongation of (X,I) with the inde-
pendence condition ξ∧ξ , 0 described in Sec. 4. This space would seem to suffice
for studying the global geometry of CMC surfaces in the space form M. But in
searching for global conservation laws we need to not only use a branched double
cover of the prolongation, but also to work on the entire prolongation space Xˆ(1).
We will see that we may consider the higher-order Jacobi fields either as singular
functions which is smooth on Xˆ(1)
0
, or as smooth sections of line bundles over Xˆ(1).
On Fˆ (1)
0
we will use h1 as the fiber coordinate such that
h21 = s
∗(h2).
Set p2 = h−12 . On Fˆ (1)∞ we will use p1 as the fiber coordinate such that
p21 = s
∗(p2).
In terms of these coordinates, we have the following descriptions of the ideals. On
Fˆ (1)
0
we haveΠ∗(Iˆ(1)
0
) = 〈θ0, θ01〉where
θ01 = η1 − h21ξ.
On Fˆ (1)∞ we haveΠ∗(Iˆ(1)∞ ) = 〈θ0, θ∞1 〉where
θ∞1 = ξ − p21η1.
We could proceed in a number of ways. We may construct the prolongation
tower of (Xˆ(1), Iˆ(1)) and study the geometry there. Or we could simply pull back
the standard prolongation tower (X(k), I(k)) to Xˆ(1) using s. It is this latter approach
we will take as currently we do not see any benefit of the extra structure obtained
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by the former. It appears that introducing the square root of the Hopf differential
is sufficient to obtain global conservation laws for CMC surfaces. Thus we make,
Definition 10.3. For k ≥ 2 define the double cover of the prolongations
Fˆ (k) := s∗(F (k)),
Xˆ(k) := s∗(X(k)).
We have the commutative diagram
Xˆ(k)
πˆk,1

sk // X(k)
πk,1

Xˆ(1)
s // X(1)
and we set the ideals Iˆ(k) := s∗
k
(I(k)).
Let {Xˆ(k)
0
, Xˆ(k)∞ ,X
(k)
0
,X(k)∞ } be the inverse images under the projectionmaps πˆk,1, πk,1
of the open subsets {Xˆ(1)
0
, Xˆ(1)∞ ,X
(1)
0
,X(1)∞ } respectively. Define similarly the corre-
sponding open subsets {Fˆ (k)
0
, Fˆ (k)∞ ,F (k)0 ,F (k)∞ } of Fˆ (k), F (k).
For simplicity, we denote the pull-back bundles for 1 ≤ k ≤ ∞ by
π∗k,0K = K→ X(k),(111)
(s ◦ πˆk,1)∗K = Kˆ→ Xˆ(k).
The following proposition shows that the double cover of prolongations con-
structed in this section fits naturally with the double cover of a CMC surface
associated with the Hopf differential. The proof follows from the definitions.
Proposition 10.4. Let x : Σ ֒→ X be an immersed integral surface of the EDS for CMC
surfaces. Let x(k) : Σ ֒→ X(k), 1 ≤ k ≤ ∞, be the prolongation of x. Let ν : Σˆ → Σ be the
double cover associated with the Hopf differential of x, Definition 2.2. There exists a lift
xˆ(1) : Σˆ ֒→ Xˆ(1) and the associated sequence of prolongations
xˆ(k) : Σˆ ֒→ Xˆ(k), 2 ≤ k ≤ ∞,
such that
a) each xˆ(k), k ≥ 1, is integral to Iˆ(k),
b) x(k) ◦ ν = sk ◦ xˆ(k).
The lift xˆ(1) and its prolongation sequence { xˆ(k) } are uniquely determined by these proper-
ties.
It will often be useful to separate the following open subsets, 1 ≤ k ≤ ∞.
Fˆ (k)∗ := Fˆ (k)0 ∩ Fˆ (k)∞ ,
F (k)∗ := F (k)0 ∩ F (k)∞ .
Xˆ
(k)
∗ := Xˆ
(k)
0
∩ Xˆ(k)∞ ,
X
(k)
∗ := X
(k)
0
∩ X(k)∞ .
Let us mention an important property of these subsets. On these subsets there
exist a preferred set of coordinate functions which are balanced and adapted to the
intrinsic structure of the prolongation. These functions will play a crucial role in
determining the recursion relations for the formal Killing coefficients.
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Lemma10.5. There exists a sequence of functions z j : Xˆ
(∞)
∗ → C, j ≥ 2, defined as follows:
for u ∈ Fˆ (∞)∗ , part of the information stored in u is that of [ηuj − h j+1ξu] for j ≥ 2 and
[ηu
1
− (h1)2ξu] where h j, h1 , 0 and both depend on u. We set
z j =
h j
h
j
1
, j ≥ 2.
Suppose that xˆ∞ : Σˆ ֒→ Xˆ(∞)∗ is a smooth integral surface. Locally the induced function
(xˆ∞)∗(z j) can be expressed as the quotient of a smooth function and a holomorphic function.
Proof. Let ω be the square root of the Hopf differential for xˆ∞ on Σˆ. Then
(xˆ∞)∗(z j) =
s∗(h jξ j)
ω j
.

There is a choice of coframe on Xˆ(∞)∗ which is better adapted with the functions
z j, z j. Define
r := |h2| = (h2h¯2) 12 ,
ω := h1ξ,
ζ j := h
− j
1
θ j, j ≥ 0,
Tˆ j := h
−( j−1)
1
T j,
σ′j := h
−( j+1)
1
τ′j,
σ′′j := h
−( j−1)
1
τ′′j , j ≥ 2.
Due to the transformation properties under the action of the structure group SO(2),
they are well defined on Xˆ(∞)∗ . They satisfy the following structure equations:
dω = (
1
2
ζ2 − δθ0) ∧ω − rθ0 ∧ (ζ1 + ω),(112)
dθ0 = −1
2
(ζ1 ∧ω + ζ1 ∧ω),
dζ1 = −
(
1
2
ζ2 − 1
2
z3ζ1 − δθ0
)
∧ω − 1
2
ζ2 ∧ (ζ1 + ω) + rθ0 ∧ (ζ1 + ω)
+ θ0 ∧ (δ(ζ1 + ω) + γ2r−1ω),
dζ j = −
(
ζ j+1 −
j
2
z3ζ j
)
∧ω − j
2
ζ2 ∧ ζ j + θ0 ∧
(
Tˆ jζ1 + rz j+1ζ1
)
+
j
2
rz jζ1 ∧ ζ1 + σ′j ∧ω + r
−1σ′′j ∧ω, for j ≥ 2,
dr =
r
2
(z3ω + z3ω),
dz j = ζ j −
j
2
z jζ2 +
(
z j+1 −
j
2
z3z j
)
ω + Tˆ jr
−1ω, for j ≥ 3,
Tˆ j+1 = Tˆ j,ω +
j − 1
2
z3Tˆ j +
j
2
(γ2 − r2)z j.
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We can now express the ideal Iˆ(∞) on Xˆ(∞)∗ as
Iˆ(∞) = 〈θ0, ζ j, ζ j〉,
and the generators are well defined forms on Xˆ(∞)∗ .
We note an important property of Tˆ j. It is not difficult to see that
Lemma 10.6.
(113) Tˆ j ∈ C[r2, z3, z4, z5, . . .].
Proof. Define the operator ∂ω by d f ≡ (∂ω f )ω mod ω for a scalar function f . Then
∂ωz j = z j+1 −
j
2
z3z j,
∂ωr
2 = r2z3.
It follows from the inductive formula for Tˆ j, and the fact Tˆ3 = R. 
This observation is relevant for the analysis of refined normal form of Jacobi fields.
Let us make a technical remark on the notation. Recall the set of notations such
asJ(∞),S,C(∞),H (∞) for Jacobi fields, symmetries, and conservation laws. We shall
omit the upper hat ‘ ˆ ’ and continue to use them for the corresponding objects on
the double cover Xˆ(∞).
In Galois theory, one is interested in finding the smallest field extension inwhich
a given polynomial splits. This serves as an analogy for our case. If, instead of
finding the roots of a polynomial, we take the Jacobi equation E as the equation to
be solved, then it turns out that the field
(114) F := C(z3, z4, z5, . . .)
is the smallest field containing all of the polynomial solutions. It is remarkable
that the splitting field F is an algebraic extension of C(h2, h3, h4, . . .). For other
primitive maps one will not generally have a quadratic extension, but it should
still be algebraic. It seems highly likely that for PDE’s with the Cartan character
s2 , 0 the analogous splitting fields will not be algebraic extensions. This should
be one of the non-local phenomena [37]. While the analogy with Galois theory is
enticing, it seems not quite justified without further results.
11. Formal Killing field as enhanced prolongation
We now return to the analysis of the formal Killing fields. We define a tower of
EDS based upon the formal Killing field equation. The full structure equations are
remarkably simple compared to those of the EDS (X(k), I(k)). Themain simplification
comes in the absence of recursive terms such as τ′
j
and τ′′
j
in Lemma 4.4. It is
common for an integrable system to have a set of ‘good coordinates’. The formal
Killing field provides such good coordinates for the prolongation of the CMC
system.
Considering the analysis of the first few terms of the formal Killing field in
Sec. 9, it is not surprising that there is an equivalence between the integral surfaces
of the Killing field EDS and those of the CMC EDS. It turns out that the CMC EDS
can be considered as a natural closure of the Killing field EDS.
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For a motivation for the following construction, we refer the reader to Sec. 13.
We start by laying the basis for our construction. On Fˆ (1)∗ , take the coframe
{ρ, θ0, ω, β2, η′2} where we recall
h21 = h2,
ω = h1ξ,
β2 = h
−1
1 η1 − ω = h−11 θ1,
η′2 = d log(h1) + iρ.
With this initial data, inductively define the tower of spaces
Fˆ (2)
KF
= Fˆ (1)∗ ,
Fˆ (2n+1)
KF
= Fˆ (2n)
KF
× C, n ≥ 1,
Fˆ (2n+2)
KF
= Fˆ (2n+1)
KF
× C2, n ≥ 1,
where the fiber coordinate of Fˆ (2n+1)
KF
→ Fˆ (2n)
KF
is A2n+1, and the fiber coordinates of
Fˆ (2n+2)
KF
→ Fˆ (2n+1)
KF
are B2n+2 and C2n+2.
Let
s = |h1| =
√
r,
B2 = γ,
C2 = −1.
Define γ2 = η′2 − A3ω on Fˆ (3)KF . For n ≥ 2 define
α2n−1 = dA2n−1 − 1
2
(
B2n + γC2n
)
ω − 1
2
(
γs−2B2n−2 + s2C2n−2
)
ω,
β2n = dB
2n −
(
A3B2n − γA2n+1
)
ω + s2A2n−1ω,
γ2n = dC
2n +
(
A2n+1 + A3C2n
)
ω + γs−2A2n−1ω.
Definition 11.1. The ideal for formal Killing fields Iˆ(∞)
KF
on Fˆ (∞)
KF
is the differential
ideal generated by
Iˆ(∞)
KF
= 〈θ0, β2 j, γ2 j, α2 j+1〉∞j=1.
We now record the structure equation on Fˆ (∞)
KF
. Note first by definition that for
n ≥ 2,
dA2n−1 = α2n−1 +
1
2
(
B2n + γC2n
)
ω +
1
2
(
γs−2B2n−2 + s2C2n−2
)
ω,
dB2n = β2n +
(
A3B2n − γA2n+1
)
ω − s2A2n−1ω,
dC2n = γ2n −
(
A2n+1 + A3C2n
)
ω − γs−2A2n−1ω.
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The following structure equation is obtained by a direct computation.
dθ0 = −1
2
(β2 ∧ω + β2 ∧ω),
dρ =
i
2
(
γ2s−2 − s2
)
ω ∧ω +
i
2
(s2β2 − δβ2) ∧ω +
i
2
(δβ2 − s2β2) ∧ω −
i
2
s2β2 ∧ β2,
dω = γ2 ∧ω − θ0 ∧
(
s2[β2 + ω] + δω
)
,
dh1 = −ih1ρ + h1γ2 + h1A3ω,
ds =
s
2
(
A3ω + A3ω + γ2 + γ2
)
,
dβ2 = −2γ2 ∧ω + β2 ∧ (γ2 − δθ0) − β2 ∧ s2θ0 + θ0 ∧ (2δω + (s2 + γ2s−2)ω),
dγ2 = −α3 ∧ω = A3γ2 ∧ω + 1
2
(δβ2 − s2β2) ∧ω +
1
2
(s2β2 − δβ2)
+ A3θ0(δω + s
2ω) +
1
2
s2β2 ∧ β2 + s
2A3θ0 ∧ β2,
dα3 = −1
2
(
β4 + γγ4 + (B
4 + γC4)γ2
)
∧ω +
(
1
2
[s2 + γ2s−2]γ2 + s2γ2
)
∧ω
+
1
2
θ0 ∧
[(
−s4 + γ2 + δ(B4 + γC4)
)
ω +
(
s2[B4 + γC4] + δ(γ2s−2 − s2)
)
ω
]
+
1
2
θ0 ∧
[
(γ2 − s4)β2 + s2[B4 + γC4]β2
]
.
And then for n ≥ 2,
dβ2n =
(
γα2n+1 − A3β2n − B2nα3 + (γA2n+1 − A3B2n)γ2
)
∧ω
+ s2
(
α2n−1 + A2n−1γ2 + 2A2n−1γ2
)
∧ω
+ θ0 ∧
(
[δ(A3B2n − γA2n+1) − s4A2n−1]ω + s2[−γA2n+1 + A3B2n − δA2n−1]ω
)
+ θ0 ∧
(
[−s4A2n−1]β2 + s2[A3B2n − γA2n+1]β2
)
,
dγ2n =
(
α2n+1 + A
3γ2n + C
2nα3 + [A
2n+1 + A3C2n]γ2
)
∧ω + γs−2
(
α2n−1 − A2n−1γ2
)
∧ω
− θ0 ∧
[(
δ(A2n+1 + A3C2n) + γA2n−1
)
ω −
(
s2(A2n+1 + A3C2n) + δγs−2A2n−1
)
ω
]
− θ0 ∧
(
γA2n−1β2 + s2(A2n+1 + A3C2n)β2
)
,
dα2n+1 = −1
2
(
β2n+2 + γγ2n+2
)
∧ω − 1
2
(
B2n+2 + γC2n+2
)
γ2 ∧ω
− 1
2
(
γs−2β2n + s2γ2n
)
∧ω +
(
1
2
[γs−2B2n − s2C2n)γ2 − s2C2nγ2
)
∧ω
+
1
2
(
δB2n+2 + δγC2n+2 + γB2n + s4C2n
)
θ0 ∧ω
+
1
2
(
s2(B2n+2 + γC2n+2) + δ(γs−2B2n + s2C2n)
)
θ0 ∧ω
+
1
2
θ0 ∧
(
(γB2n + s4C2n)β2 + s
2(B2n+2 + γC2n+2)β2
)
.
One may check that they formally satisfy the compatibility equation d2 = 0.
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A question arises as to if this extension to formal Killing field EDS does keep
the set of integral surfaces, or specifically given a CMC surface how unique the
associated formal Killing field is (recall the existence of certain ambiguity, integra-
tion constants, when solving for the first few formal Killing coefficients in Sec. 8).
We wish to show that the original differential system (Fˆ (∞), Iˆ(∞)) is the natural clo-
sure of the formal Killing field system (Fˆ (∞)
KF
, Iˆ(∞)
KF
). This implies in particular that
a (non-totally geodesic) CMC surface admits a unique associated formal Killing
field.
In the below we draw from the results of Sec. 13. From the inductive formulae
to be defined in Sec. 13.3, there exists an embedding
µ : Fˆ (∞) ֒→ Fˆ (∞)
KF
.
LetQ2 j, j = 1, 2, ... , be the sequence of functionswhich defines the relation between
the formal Killing field coefficients b2 j and c2 j, e.g.,
Q2 = γ + b2c2,(115)
Q4 = h
1
2
2
b4 − γh−
1
2
2
c4 −m4a3a3,
...
Q2 j+2 = h
1
2
2
b2 j+2 − γh− 12
2
c2 j+2 −m2 j+2a3a2 j+1 + lower order terms,
...
(here b2 j, c2 j are constant multiples of h−1
1
B2 j, h1C2 j respectively). Let Q ⊂ Ω0(Fˆ (∞)KF )
be the ideal of functions generated by {Q2 j}∞
j=1
. The image µ(Fˆ (∞)) is cut out by Q,
and moreover it is clear by definition of the embedding µ that Q is complete in the
sense that any function on Fˆ (∞)
KF
which vanishes identically on µ(Fˆ (∞)) lies in Q.
Lemma 11.1. Consider the extended ideal (Iˆ(∞)
KF
)+ on Fˆ (∞)
KF
generated by
(Iˆ(∞)
KF
)+ = Iˆ(∞)
KF
⊕ Q.
Then for each j ≥ 1
(116) dQ2 j ≡ 0 mod (I(∞)
KF
)+,
and (I(∞)
KF
)+ is formally a Frobenius system. It follows that the embedding µ induces a
natural isomorphism.
(Fˆ (∞), Iˆ(∞)) ≃ (Fˆ (∞)
KF
, (Iˆ(∞)
KF
)+).
Proof. Suppose
dQ2 j ≡ Q2 jξ ξ +Q
2 j
ξ
ξ, mod Iˆ(∞)
KF
.
Since Q2 j vanishes when restricted to µ(Fˆ (∞)), the derivatives Q2 jξ ,Q
2 j
ξ
must also
vanish. The claim follows from the completeness of the ideal Q. 
We shall identify Fˆ (∞) with its image µ(Fˆ (∞)) ⊂ Fˆ (∞)
KF
from now on.
Remark 11.2. µ∗Iˆ(∞)
KF
= Iˆ(∞).
We claim that for a non-totally geodesic CMC surface the associated formal
Killing field is uniquely determined.
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Proposition 11.3. A (non-totally geodesic) integral surface of (Fˆ (k)
KF
, Iˆ(k)
KF
) necessarily lies
in Fˆ (k) as an integral surface of Iˆ(k). The system (Fˆ (k), Iˆ(k)) is a natural closure of (Fˆ (k)
KF
, Iˆ(k)
KF
)
by the ideal of functions Q.
Proof. First we show that eachQ2 j vanishes on every integral surface of Iˆ(∞)
FK
(which
necessarily satisfies the independence condition ξ∧ξ , 0).
Note that c2 , 0 on Fˆ (∞)
KF
by definition. We shall consider the following refine-
ment of the equation (116).
dQ2 j ≡ Q2 jχ2 j mod Iˆ(∞)KF ,∪
j−1
ℓ=1Q
2ℓ.
• case Q2: We have Q2 = γ − b2c2. Differentiating this we get
− dQ
2
Q2
≡ i
2
c2a3ξ mod Iˆ(∞)
KF
.
If Q2 were not identically zero on an integral surface, we must have
d(c2a3ξ) ≡ c2a3
ξ
ξ ∧ ξ ≡ 0 mod Iˆ(∞)
KF
.
This implies from the structure equation that
(117) γb2 − (c¯2)2c2 = 0.
Differentiating this again by ∂ξ, we get
a3 = 0.
Thus the integral surface is necessarily flat and |c2|2 = |γ| = const. It then follows
from (117) thatQ2 = 0, a contradiction. ThusQ2 vanishes on every integral surface
of Iˆ(∞)
KF
.
• caseQ2 j, j ≥ 2: From the formula (115), by a direct computation one finds that
dQ2 j+2
Q2 j+2
≡
(1
2
− im2 j+2
)
a3ξ mod I(∞)
KF
,∪ jℓ=1Q2ℓ.
Note here that the a2 j+3-terms cancel. It is easily checked thatm2 j+2 is real and hence
1
2 − im2 j+2 , 0. By the similar argument as above, ifQ2 j+2 were not identically zero
this leads to a contradiction. 
We close this section by introducing a class of generalized finite-type CMC
surfaces which can be conveniently expressed in terms of (Fˆ (k)
KF
, Iˆ(k)
KF
).
Definition 11.2. Let
Yk = {h1,A3,B4,C4, . . . ,A2k−1,B2n,C2k, h¯1,A
3
,B
4
,C
4
, . . . ,A
2k−1
,B
2n
,C
2k}.
Thus Yk  C2k. For a scalar function F : Yk → C let dF ≡ Fωω + Fωω to define Fω
and Fω. Using the structure equations above we find that
Fω =
∂F
∂A j
+ . . .
We will refer to an equation of the form
(118) Fω =
1
2
(
γs−2B2k + s2C2k
)
as the finite-type equation (recall that s = |h1|).
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Solutions to the finite-type equation are locally bountiful as it is a single equation
for a single function.
Lemma 11.4. Fix k > 2. Let F : Yk → C be a solution to Eq. (118). The structure
equations
B2 = γ, C2 = −1,
ds =
s
2
(
A3ω + A3ω
)
,
dA2n−1 =
1
2
(
B2n + γC2n
)
ω +
1
2
(
γs−2B2n−2 + s2C2n−2
)
ω,
dB2n =
(
A3B2n − γA2n+1
)
ω − s2A2n−1ω,
dC2n = −
(
A3C2n + A2n+1
)
ω − γs−2A2n−1ω,
for n = 2, 3, ... k, along with the condition A2k+1 = F(s,A3, . . . ,C2n,A
3
, . . . ,C
2n
) formally
satisfy d2 = 0.
Proof. We only need to check the last case of n = k. A direct calculation shows that
d2B2k = d2C2k = 0 if and only if Fω =
1
2
(
γs−2B2k + s2C2k
)
. 
Corollary 11.5. Each solution F of the finite-type equation defines a reduction of the
infinite structure equations to a finite-dimensional Lie-Cartan system. Thus each solution
F of the finite-type equation defines a finite-dimensional space of local integral manifolds
for the CMC system.
The challenge now lies in finding a nonlinear F for which we can gain a detailed
geometric information about the integral manifolds.
Remark 11.6. It appears that one could specify F so that ∂F
∂A
j =
∂F
∂B
j =
∂F
∂C
j = 0.
Remark 11.7. A candidate for a definition of an integrable Monge-Ampere EDS on a
five dimensional manifold is the following: determine the rough structure equations on
the infinite prolongation. If the system admits infinitely many (nonlinear) finite-type
reductions then it is integrable. A stronger notion would be to require that there exist
linear or polynomial such reductions.
Returning to the original CMC system, this general existence of reductions is
only of theoretical interest. For the practical purpose of solving the CMC equation
explicitly in anyway we now must search for a scalar function F that is preferably
a polynomial function on Y. If F is a polynomial, then the finite-type equation is
likely to impose further relations that restrict to a submanifold of Y, as happens
for the case when F is linear.
Question 11.8. Is it possible that we might use the Cartan-Ka¨hler approach to specify the
initial data for F on a hypersurface as a polynomial and then prove that the thickening is
still polynomial?
Is there anyway to relate this finite type equation to the hydrodynamic reduction, though
it seems almost the reverse of hydrodynamic reduction.
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12. Spectral symmetry
Recall fromLem. 10.6 that Tˆ j is an element in the polynomial ringC[r
2, z3, z4, ... ].
From the formulae
∂ωz j = z j+1 −
j
2
z3z j,
∂ωr
2 = r2z3,
suppose we assign the weights wt(z j) = j − 2, wt(r2) = 0.21 Then the recursive
defining equation (112) for Tˆ j shows that Tˆ j is weighted homogeneous of weight
j − 3.
We introduce a newnon-local symmetry called spectral symmetry to capture this
auxiliary symmetry of the CMC system, which is uncovered only in terms of the
balanced coordinates z j’s of Xˆ
(∞)
∗ . For a nonlinear PDE this would be an exceptional
phenomenon and in turn gives an indication of the underlying geometric structure.
12.1. Integrable extension. We start with a general description of deformation of
submanifolds in a homogeneous space via moving frame method.
Recall that g is the six dimensional Lie algebra of the group of isometries G of
the ambient 3-dimensional space form M. We shall identify g with the space of
Killing vector fields onM. Let φ be a g-valued 1-form on a manifold satisfying the
Maurer-Cartan structure equation
dφ + φ ∧φ = 0.
Consider a one parameter family of such 1-forms
φ(t) ≡ φ + tδφ mod O(t2).
Then δφ satisfies the deformation equation
d(δφ) + δφ ∧φ + φ ∧ δφ = 0.
Symbolically, let e be a G-frame (G-valued function) for φ that satisfies the
structure equation
de = eφ.
For a g-valued function v, let
e(t) ≡ e(I + tv) mod O(t2)
be the deformation of frame corresponding to φ(t). Then v satisfies the correspond-
ing deformation equation
(119) dv = −φv + vφ + δφ.
We wish to introduce a generalized symmetry of CMC surfaces based on this
description of deformation.
A general criterion for the concept of symmetry of a differential equation would
be a structure/rule that allows one to produce new solutions from the given ones.
In this broader sense the following spectral deformation qualifies as a symmetry
for the CMC system.
Consider the original structure equation (15) on X modulo I, i.e., we only
consider (15) as the induced structure equation on a CMC surface. For a unit
21From Cor. 7.6, z j corresponds to u j−2 modulo lower order terms.
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complex number eit, one notes that the structure equation modulo I is invariant
under the deformation
(120)

ξ −→ ξ, ξ −→ ξ,
ρ −→ ρ,
η1 −→ e2itη1, η1 −→ e−2itη1.
The corresponding isometric S1-family of (possibly multi-valued) CMC surfaces
are called associate surfaces to the original surface.
Remark 12.1. Compared to the symmetry defined in Sec. 6.1, one may heuristically
consider (120) as
symmetry mod I(∞).
It is evident from the structure equation that spectral deformation cannot be extended to a
symmetry of (X(∞), I(∞)) in the usual sense.
An analytic formulae for spectral symmetry can be derived based on the de-
formation equation (119). Let {v0, v1,0, v1¯,0, vρ, v0,1, v0,1¯} be the components of the
Lie algebra valued deformation function v above corresponding to the coframe
{θ0, ξ, ξ, ρ, η1, η1}. Then the deformation equation (119) is written in these variables
as follows (here v0 is real, vρ is imaginary, and v1¯,0 = v1,0, v0,1¯ = v0,1):
π0 := dv0 −
[
(v1,0 + h2v0,1)ξ + (v1¯,0 + h¯2v0,1¯)ξ + v0,1θ1 + v0,1¯θ1
]
≡ 0,(121)
π0,1 := dv0,1 − iv0,1ρ −
[
− 1
2
(δv0 − vρ)ξ − 1
2
h¯2v0ξ +
(
v1¯,0 − δv0,1
)
θ0 − 1
2
v0θ1
]
≡ 0,
π0,1¯ := dv0,1¯ + iv0,1¯ρ −
[
− 1
2
h2v0ξ − 1
2
(δv0 + vρ)ξ +
(
v1,0 − δv0,1¯
)
θ0 − 1
2
v0θ1
]
≡ 0,
πρ := dvρ −
[(
(−δv1,0 + h2v1¯,0) + (γ2v0,1¯ − δh2v0,1)
)
ξ
+
(
(δv1¯,0 − h¯2v1,0) + (−γ2v0,1 + δh¯2v0,1¯)
)
ξ
+
(
v1¯,0 − δv0,1
)
θ1 +
(
−v1,0 + δv0,1¯
)
θ1
]
≡ 0,
π1,0 := dv1,0 + iv1,0ρ −
[(
− 1
2
h2(δv0 − vρ) + ih2
)
ξ − 1
2
γ2v0ξ
+
(
δv1,0 − γ2v0,1¯
)
θ0 − 1
2
(
δv0 − vρ
)
θ1
]
≡ 0,
π1¯,0 := dv1¯,0 − iv1¯,0ρ −
[
− 1
2
γ2v0ξ +
(
− 1
2
h¯2(δv0 + vρ) − ih¯2
)
ξ
+
(
δv1¯,0 − γ2v0,1
)
θ0 − 1
2
(
δv0 + vρ
)
θ1
]
≡ 0, mod I(∞).
One may check by direct computation that this structure equation is compat-
ible mod I(∞), i.e., when considered as a structure equation for the variables
{v0, v1,0, v1¯,0, vρ, v0,1, v0,1¯}, the identity d2 = 0 holds mod I(∞).
Note the inhomogeneous terms ih2,−ih¯2 in ∂ξv1,0, ∂ξv1¯,0. Without these terms
Eq. (121) is isomorphic to the structure equation for the classical conservation
laws Eq. (31). This implies that the space of spectral symmetries is formally a six
dimensional affine space modeled on the Lie algebra g.
Note also that v0 is a Jacobi field, while vρ is not and satisfies
(122) E(vρ) = −ih2h¯2.
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See Sec. 25.2 for a geometrical interpretation of this equation.
The analysis in the next section will reveal that the solutions to (121) do not
exist on X(∞). In order to incorporate the spectral symmetry to our analysis, which
is relevant among other things for our proof for the nontriviality of higher-order
conservation laws, let us introduce an integrable extension. The idea is to add the
spectral deformation coefficients {v0, v1,0, v1¯,0, vρ, v0,1, v0,1¯} as new variables subject
to the compatible differential relation defined by (121). One may consider this as a
PDE analogue of field extension for algebraic equation, [37, 33].
Recall the SO(2)-bundle F (∞) → X(∞). Define the product bundle
(123) ZF = F (∞) ×SO(2) g→ F (∞),
where SO(2) group action on g is specified by the connection 1-form ρ in (121). Set
the affine bundle modeled on g by
(124) Z = ZF /SO(2)→ X(∞).
We have the commutative diagram:
ZF
Π

// Z
Π

F (∞) // X(∞)
Definition 12.1. Let Π : Z → X(∞) be the affine bundle (124) modeled on the
Lie algebra g with fiber coordinates {v0, v1,0, v1¯,0, vρ, v0,1, v0,1¯}. Let ZF → Z be the
associated principal right SO(2) bundle defined by (123).
Let JF be the extended ideal on ZF generated by
JπF = 〈π0, π1,0, π1¯,0, πρ, π0,1, π0,1¯〉,
JF = Jπ ⊕Π∗I(∞)F .
It is clear that these ideals are invariant under SO(2) action, and let Jπ,J be the
corresponding ideals on Z. By construction J is Frobenius. The extended EDS
(Z,J) is the integrable extension of (X(∞), I(∞)) for the spectral symmetry.
A vector field V on Z isΠ-horizontal if it lies in the kernel of Jπ. A differential
form Φ on Z is Π-horizontal if it lies pointwise in the span of Π∗I(∞).
Remark 12.2. Let Xˆ(∞) → X(∞) be the double cover. The pull-back integrable extension
is denoted by
Zˆ→ Xˆ(∞).
We denote the corresponding ideals by the upper-hat notation, Jˆ , Jˆπ.
Let us mention two technical points. First, we shall identify I(∞) with its image
Π∗I(∞) ⊂ J (and similarly forΠ∗I(∞)F ⊂ JF ). Second, the vector fields ∂ξ, ∂ξ,E0,E j,E j¯
on F (∞) admit unique lifts to ZF as Π-horizontal vector fields. We denote these
horizontal lifts by the same notation. Symbolically we have
{∂ξ, ∂ξ,E0,E j,E j¯} ⊂ (JπF )⊥.
On this integrable extension Z we shall show that the spectral symmetry has
a representation as a generalized symmetry vector field.22 The non-local spectral
22This kind of generalized symmetry is sometimes called a shadow, [33][37]. See Definition 12.2.
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symmetry will play an important role in our analysis of the (local) higher-order
Jacobi fields and conservation laws. For example it allows one to decompose
the relevant structures of (X(∞), I(∞)) into the weighted homogeneous pieces under
spectral symmetry.
We close this section with two lemmas on the properties of the extension (Z,J).
The following lemma gives a property which separates the cases ǫ , 0, or ǫ = 0.
Lemma 12.3. Let u : Z→ C be a scalar function such that
du ≡ 0 mod J .
Then,
Case ǫ , 0: u is a constant.
Case ǫ = 0: the rank three sub-ideal generated by
JFI = 〈2iδθ0 + πρ, θ1 + i(π1,0 − δπ0,1¯), θ1¯ − i(π1¯,0 − δπ0,1)〉 ⊂ J
is Frobenius, and
du ∈ JFI.
Proof. Let
du = πu + θu,
where
πu = b0π0 + b
1,0π1,0 + b
1¯,0π1¯,0 + b
ρπρ + b
0,1π0,1 + b
0,1¯π0,1¯,
θu = u0θ0 +
k∑
j=1
(u jθ j + u
j¯θ j).
We check the consequences of the identity d(du) = 0.
From the structure equation we have
dπu ≡ 0 mod Jπ, θ0, θ1, θ1, θ2, θ2.
Considering the equation
d(du) ≡ 0 mod Jπ, θ0, θ1, θ1, θ2, θ2, ... θ j, θ j,
an inductive argument shows that u j = u j¯ = 0 for j = k, k − 1, ... 2. We may thus
assume k = 1. The remaining analysis follows by direct computation. 
An integrable extension is called an Abelian extension for a conservation law ϕ
when the extension is given by introducing the anti-derivative for ϕ,
π = dv − ϕ,
and hence trivializes the conservation law. The following lemma shows that (Zˆ, Jˆ)
does not include the Abelian extension for ω =
√
II.
Lemma12.4. Letω = h
1
2
2
ξ =
√
II, which represents a nontrivial higher-order conservation
law on Xˆ(1). Then for any nonzero complex number λ ∈ C∗ the characteristic cohomology
class
[Re(λω)] ∈ H1(Ω∗(Zˆ)/Jˆ ,d)
is nontrivial.
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Proof. It suffices to show that there does not exist a 1-form Θ ∈ Ω1(Jˆ) such that
d(Re(λω) + Θ) = 0.
From the structure equation for ω = h
1
2
2
ξ one may assume that
Θ ≡ 0 mod θ0, θ1, θ1, Jˆπ.
The claim is verified by a direct computation. 
12.2. Spectral symmetry. Assign the weights
weight(z j) = j − 2, weight(z j) = −( j − 2), j ≥ 3.
We wish to find a symmetry vector field (on Zˆ) of the form
(125) S = Vξ∂ξ + Vξ∂ξ + V0E0 +
∞∑
j=1
(
V jE j + V j¯E j¯
)
with the following properties:
a) it is purely imaginary, S = −S, and hence
Vξ = −Vξ, V j¯ = −V j for j ≥ 0,
b) when restricted to the variables z j, z j’s, it is the weighted Euler operator,
S(z j) = ( j − 2)z j, S(z j) = −( j − 2)z j,
c) it commutes with the Jacobi operator E acting on the scalar functions on
Xˆ(∞),
(126) E ◦ S = S ◦ E.
The condition c) means thatSmaps Jacobi fields to possibly non-local Jacobi fields.
Remark 12.5. For a classical symmetry V (with horizontal part) which is generated by
the isometries of M, we have
LVω = 0, V(h2h¯2) = 0, V(z j) = V(z j) = 0, for j ≥ 3.
It is easily checked that this property characterizes the subspace of classical symmetries
among the symmetries.
It is also clear that a classical symmetry is a symmetry of the Jacobi operator and satisfies
c). This shows that the space of spectral symmetries, if exists, would be a six dimensional
affine space over the space of classical symmetries.
The two conditions a), b) above, and the structure equation for symmetry vector
fields in Sec. 6.1 show that S is determined by the set of low order coefficients
{Vξ,Vξ,V0,V1,V1¯,V2,V2¯} as follows.
Set
p = V2h
−1
2 + Vξh
−1
2 h3 = V2h¯
−1
2 + Vξh¯
−1
2 h¯3 = p¯,
V j = −Vξh j+1 +
(
( j − 2) + j
2
p
)
h j − VξT j, for j ≥ 3,(127)
dVξ − iVξρ ≡
(
δV0 − 1 −
p
2
)
ξ + h¯2V0ξ, mod I
(∞).
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One may check that these equations are compatible mod Iˆ(∞) and formally defines
a symmetry vector field satisfying a), b). Note that the reality of p implies
(128) S(h2h¯2) = 0.
We claim that the equation (127) cannot be solved in terms of local variables on
Xˆ(∞). Let us content ourselves with a heuristic argument for this. From the last
equation for dVξ an inspection shows that Vξ may depend at most on h2, and it
cannot involve h j for j ≥ 3 (otherwise V0 or/and essentially V2 depends on higher
h j’s for j ≥ 3 and this contradicts the middle equation for V3). Hence V3 depends
at most on h4. From the structure equation for symmetry it follows that roughly
V2 ∼ h3, V1 ∼ h2.
Since V1 = 2∂ξV0, this implies that the generating Jacobi field V0 should involve
the non-local variable23
V0 ∼
∫
h
1
2
2
ξ.
The spectral symmetry is instead defined on the integrable extension Z (and
hence on the double cover Zˆ by taking a lift) as a generalized intermediate sym-
metry in the following way.
Definition 12.2. Let Π : Z → X(∞) be the integrable extension in Definition 12.1.
Let E continue to denote the horizontal lift of the Jacobi operator to Z.
a) a scalar function u : Z→ C is a non-local Jacobi fieldwhen
E(u) = 0,
and u is not a pull-back of a Jacobi field on X(∞).
b) a Π-horizontal vector field V on Z is a shadowwhen
(129) LVI(∞) ⊂ J ,
and V is not a lift of a symmetry on X(∞).
c) a symmetry of (Z,J) is a non-local symmetry of (X(∞), I(∞)) if it is not a lift
of a symmetry on X(∞).
d) a conservation law of (Z,J) is a non-local conservation law of (X(∞), I(∞))
if it is not a lift of a conservation law on X(∞).
Note that a shadow is an intermediate object and is not necessarily a symmetry
of (Z,J). Note also that a non-local symmetry is not necessarilyΠ-horizontal.
By definition and from Prop. 6.4, a non-local Jacobi field uniquely generates a
shadow without ∂ξ, ∂ξ components.
We are now ready to define a spectral symmetry.
Lemma 12.6. On the integrable extension Z → X(∞), the real valued function v0 is a
non-local Jacobi field. Set
V0 = iv0,
V1 = 2i(v1,0 + h2v0,1), V1¯ = −V1,
V2 = 2i(h2vρ + ih2 + h3v0,1), V2¯ = −V2,
Vξ = −2iv0,1, Vξ = −Vξ.
23This is only a heuristic explanation. Lem. 12.4 shows that this argument is not exactly true.
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Then the spectral symmetry S defined by Eqs. (125), (127) with these formulae is a
shadow.
Proof. It follows from the construction of the integrable extension (Z,J). 
From the fact that Z → X(∞) is an affine bundle, a global consideration leads to
the following monodromy invariant of a CMC surface, which is somewhat dual to
Kusner’s momentum class.
Proposition 12.7. Let Σ ֒→ X be a connected integral surface of the EDS for CMC
surfaces. Let g be the Lie algebra of Killing vector fields. The spectral symmetry S defined
in Lemma 12.6 induces spectral monodromy homomorphism
(130) µS : π1(Σ) −→ g.
Proof. When restricted to an integral surface, the system of equations (121) is
compatible. Let Σ˜ → Σ be the universal covering. Existence and uniqueness
theorem of ODE implies that there exists a lift Σ˜ ֒→ Z of Σ as an integral surface of
J , which is equivalent to that there exists a six dimensional affine space of spectral
symmetries defined globally on Σ˜modeled on the vector space of classical Killing
fields. By the linearity of the equations (121), the action by deck transformation
induces the monodromy homomorphism µS. Since g is a (Abelian) vector space,
the homomorphism µS is independent of choice of a base point for π1(Σ). 
Remark 12.8. Since g is a vector space, spectral monodromy factors through
π1(Σ)

µS
##❋
❋❋
❋❋
❋❋
❋❋
❋
H1(Σ,R)
µS
// g
and we have
µS : H1(Σ,R)→ g.
Recall Kusner’s momentum class µK ∈ g∗ ⊗H1(Σ,R), or equivalently
µK : g→ H1(Σ,R).
As a consequence we have a linear map
µ := µK ◦ µS : H1(Σ,R)→ H1(Σ,R).
Question 12.9. Is µ skew-symmetric?
The following lemma characterizes the local functions on Xˆ(∞) that are stable
under the spectral symmetry.
Lemma 12.10. Let f ∈ C∞(Xˆ(∞)∗ ) be a scalar function. Suppose
S( f ) ∈ C∞(Xˆ(∞)∗ ) ⊂ C∞(Zˆ).
Then f is a function in the variables {h2h¯2, z j, z j}.
Proof. Collect S( f ) in the non-local variables {Vξ,Vξ,V0,V1,V1¯,V2,V2¯}. In order
for S( f ) ∈ C∞(Xˆ(∞)∗ ) we first must have
f 0, f 1, f 1¯ = 0.
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The remaining terms are
S( f ) ≡ Vξ
(
fξ − h j+1 f j +
j
2
h−12 h3h j f j − T j¯ f j¯
)
+ V2
(
f2 +
j
2
h−12 h j f j
)
+ conjugate terms mod C∞(Xˆ(∞)∗ ).
It is clear from this that f is a function of {h2h¯2, z j, z j}. 
As a derivation the kernel of S is nontrivial on the integrable extension Z.
Lemma 12.11. The non-local Jacobi field v0 has weight zero with respect to S,
S(v0) = 0.
Proof. Direct computation. 
The commutation relation (126) will be analyzed in Sec. 12.4.
12.3. Spectral conservation law. Consider the quotient complex (Ω∗(Z)/J ,d),
where d = d mod J . A conservation law for (Z,J) is by definition an element in
the characteristic cohomology H1(Ω∗(Z)/J ,d). In the present case when (Z,J) is
an integrable extension of (X(∞), I(∞)), a natural dual of shadow can be defined as
an intermediate differentiated conservation law.
Definition 12.3. LetΠ : Z→ X(∞) be the integrable extension fromDefinition 12.1.
Let Φ ∈ Π∗Ω2(I(∞)) be a Π-horizontal 2-form on Z. It is a horizontal conservation
lawwhen
dΦ ≡ 0 mod Jπ.
Recall that a conservation law of (Z,J) is called a non-local conservation law
of (X(∞), I(∞)). A horizontal conservation law is an intermediate object and it is not
necessarily a (differentiated) conservation law of (Z,J), nor (X(∞), I(∞)).
By construction of the integrable extension, we have
Lemma 12.12. Set
(131) Φv0 = v0Ψ+ iθ0 ∧
(
v1,0ξ − v1¯,0ξ + v0,1η1 − v0,1¯η1
)
.
Then Φv0 is a horizontal conservation law.
Proof. From Eq. (121), the inhomogeneous terms ih2,−ih¯2 occur only at ∂ξv1,0, ∂ξv1¯,0
respectively, and they do not contribute to dΦv0 mod Jπ. The rest follows by
comparing with the structure equation for classical conservation laws Eq. (31). 
Wewish to show that in fact there exists a non-local conservation lawϕv0 ∈ Ω1(Z)
which corresponds to Φv0 . Let
ϕ0 = i
(
v0,1¯ξ − v0,1ξ
)
.
Differentiating this, one gets the identity
(132) dϕ0 = Φv0 + i
(
π0,1¯ ∧ ξ − π0,1 ∧ ξ
)
+ iδ
(
v0ξ ∧ ξ − 2v0,1¯θ0 ∧ ξ + 2v0,1θ0 ∧ ξ
)
.
On the other hand, let
χ0 = v1,0ξ − v1¯,0ξ.
Then
dχ0 ≡ γ2v0ξ ∧ ξ mod J .
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From this it follows that
(133) ϕv0 = ϕ0 − i
δ
γ2
χ0
represents a non-local conservation law.
Definition 12.4. Let Z→ X be the integrable extension for spectral symmetry. The
spectral conservation law is the characteristic cohomology class
[ϕv0] ∈ H1(Ω∗(Z)/J ,d)
defined by Eq. (133).
Question 12.13. Is the cohomology class [ϕv0] ∈ H1(Ω∗(Z)/J ,d) nontrivial?
For a CMC surface Σ, let 〈C0〉 ⊂ H1(Σ,R) be the subspace spanned by the
restriction of classical conservation laws. The non-local conservation law [ϕv0] has
the following geometric interpretation.
Theorem 12.14 (Secondary conservation law). Let Σ ֒→ M be a CMC surface. The
spectral conservation law [ϕv0] ∈ H1(Ω∗(Z)/J ,d), Eq. (133), restricts to represent an
element in the quotient space
[ϕv0] ∈ H1(Σ,R)/〈C0〉.
Proof. By the existence and uniqueness theorem of ODE, the universal cover Σ˜ of
Σ admits a lift to Z as an integral surface of J . For a choice of base point in Σ˜ let
[γ] ∈ π1(Σ) be a deck transformation. Then by construction we have
[γ]∗ϕv0 = ϕv0 + ϕ
µS([γ]),
where ϕµS([γ]) is the classical conservation law corresponding to the Killing vector
field µS([γ]) ∈ g of the spectral monodromy µS.Note also that ϕv0 is smooth. 
The spectral conservation law can thus be considered as a secondary character-
istic cohomology class of the EDS for CMC surfaces.
Corollary 12.15. Let Σ ֒→ X be a CMC surface. Suppose the image of the classical
conservation laws 〈C0〉 ⊂ H1(Σ,R) is trivial. Then the spectral conservation law [ϕv0] is
a well defined element in H1(Σ,R).
12.4. Commutation relations. In this section various properties of the spectral
symmetry are established. In particular, we show that the spectral symmetry
commutes with the horizontal lift of Jacobi operator as operators acting on the
scalar functions C∞(Xˆ(∞)) ⊂ C∞(Zˆ).24 One may consider this as an analogue of the
familiar Ka¨hler identities.
We start with a lemma which shows the robustness of the characteristic vector
field h
− 12
2
∂ξ, which is dual to
√
II = h
1
2
2
ξ.
Lemma 12.16. Let V be a shadow (or symmetry) on Zˆ. Then theΠ-horizontal component
[V, h
− 12
2
∂ξ]h is a shadow. It follows that
[V, h
− 12
2
∂ξ]
h ∈ 〈 ∂ξ, ∂ξ 〉.
24We identify C∞(Xˆ(∞)) with its image Π∗C∞(Xˆ(∞)) ⊂ C∞(Zˆ).
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Proof. By definition of Π-horizontal direction as (Jˆπ)⊥,
L
[V,h
− 12
2 ∂ξ]
(Iˆ(∞)) = L
[V,h
− 12
2 ∂ξ]
h
(Iˆ(∞)).
The claim that [V, h
− 12
2
∂ξ]h is a shadow follows from the observations
L∂ξ Iˆ(∞) ⊂ Iˆ(∞), L∂ξJˆ ⊂ Jˆ , LV(Iˆ(∞)) ⊂ Jˆ .
Let f0 be the generating non-local Jacobi field for the shadow [V, h
− 12
2
∂ξ]h. For
the second claim it suffices to show that f0 = 0. Let
V = g0E0 + g1E1 + g1¯E1¯ + ... .
By the defining property of a shadow one has (g0)ξ =
1
2 g1. One computes then
f0 = θ0([V, h
− 12
2
∂ξ])
= −dθ0(V, h−
1
2
2
∂ξ) − h−
1
2
2
∂ξ(θ0(V))
=
1
2
θ1 ∧ ξ(V, h
− 12
2
∂ξ) − h−
1
2
2
1
2
g1 = 0.

Remark 12.17. The subspace 〈 ∂ξ, ∂ξ 〉 of trivial symmetries behaves under Lie bracket
like an ideal in the space of shadows (symmetries).
Recall the Jacobi operator originally defined on X(∞),
E = ∂ξ∂ξ +
1
2
(γ2 + h2h¯2).
The horizontal lift of this operator to Zˆwill be also denoted by E.
Proposition 12.18. Let S be the spectral symmetry (125) specified by Eq. (127). When
considered as operators acting on the scalar functions C∞(Xˆ(∞)), we have the commutation
relations
a) [S, h−
1
2
2
∂ξ]
h = +h
− 12
2
∂ξ,(134)
[S, h¯−
1
2
2
∂ξ]
h = −h¯−
1
2
2
∂ξ,
b) [S,E] = 0.
Proof. b) Since S(h2h¯2) = 0, S commutes with the scalar multiplication operator by
h2h¯2. Hence b) follows from a).
S ◦ (h− 12
2
∂ξ) ◦ (h¯−
1
2
2
∂ξ) =
(
(h
− 12
2
∂ξ) ◦ S + h−
1
2
2
∂ξ
)
◦ (h¯− 12
2
∂ξ)
= (h
− 12
2
∂ξ) ◦
(
(h¯
− 12
2
∂ξ) ◦ S − h¯
− 12
2
∂ξ
)
+ (h
− 12
2
∂ξ) ◦ (h¯−
1
2
2
∂ξ)
= (h
− 12
2
∂ξ) ◦ (h¯−
1
2
2
∂ξ) ◦ S.
Since [S, h2h¯2] = 0, this implies
[S, ∂ξ∂ξ] = 0.
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a) Let (
[S, h− 12
2
∂ξ] − h−
1
2
2
∂ξ
)h
= U(135)
= uξ∂ξ + uξ∂ξ + u0E0 +
∑
j≥1
u jE j + u j¯E j¯
be the Π-horizontal part of the vector field associated with the commutator. By
construction and the weighted homogeneous property of T j = ∂ξh j, this derivation
(vector field) annihilates h2h¯2, z j, z j. Applying to z j we get
(136) u j + (−
j
2
h−12 h j)u2 + (−
j
2
h−12 h3h j + h j+1)uξ + T juξ = 0.
On the other hand from Lemma 12.16 we have u j, u j¯ = 0 for all j ≥ 1. Since
Eq. (136) holds for all j ≥ 3, this forces uξ, uξ = 0. 
12.5. Homogeneous decomposition. Note the following homogeneous objects
with weights under the spectral symmetry.
spectral weight
h
− 12
2
∂ξ, ω +1
h¯
− 12
2
∂ξ, ω −1
v0, h2h¯2 0
z j, ζ j +( j − 2) for j ≥ 3
z j, ζ j −( j − 2) for j ≥ 3
Since Lie derivative commutes with the exterior derivative, these weights are
invariant under the exterior differentiation. The commutation relation (134) implies
that the Jacobi operator E also preserves the weight.
We record a useful lemma. It shows that a homogeneous conservation law
corresponds to a homogeneous Jacobi field.
Lemma 12.19. Suppose ϕ = fω + gω ∈ Ω1(Xˆ(∞)∗ ) be a conservation law which is
homogeneous of weight m under the spectral symmetry such that
LSϕ ≡ mϕ mod Jˆ .
Let Φu ∈ H (∞) be the corresponding differentiated conservation law generated by a Jacobi
field u. Then u is homogeneous of weight m + 2 under the spectral symmetry.
Proof. We shall make use of the classification of Jacobi fields to be proved in
Thm. 14.1: the space of Jacobi fields is generated by the weighted homogeneous
higher-order Jacobi fields of distinct odd spectral weights and the classical Jacobi
fields.
Let u =
∑k
i=0 ui, where ui, i ≥ 1, is higher-order and u0 is classical. By definition
there exist a 1-form Θ ∈ I(∞) such that
(137) dϕ + dΘ =
k∑
j=0
Φu j .
By Cor. 7.6 and [26], each Φui , i ≥ 1, is weighted homogeneous of odd spectral
weight, say wi.
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Suppose the highest order (nonzero) Jacobi field uk = z2k+3 + ... so that up to
constant scale the highest weight terms of Φuk are
Φuk = ... + ζ2 ∧ ζ2k+1 − ζ3 ∧ ζ2k + ... .
Applying the spectral symmetry to Eq. (137), we get
mdϕ + dΘ′ ≡ ... + (2k − 1)ζ2 ∧ ζ2k+1 − (2k − 1)ζ3 ∧ ζ2k + ...
+
k−1∑
j=1
wiΦu j +LSΦu0 mod Jˆπ
for a 1-form Θ′ ∈ Jˆ . Subtracting m·Eq. (137) from this,
dΘ′′ ≡ ... + ((2k − 1) −m)ζ2 ∧ ζ2k+1 − ((2k − 1) −m)ζ3 ∧ ζ2k + ...
+
k−1∑
j=1
(wi −m)Φu j + (LS −m)Φu0 mod Jˆπ
for a 1-form Θ′′ ∈ Jˆ .
It is easily checked from the structure equation that this forces m = 2k − 1, and,
since wi < m, ui’s are trivial for k − 1 ≥ i ≥ 1. The equation is now reduced to
dΘ′′ = (LS −m)Φu0 mod Jˆπ
for a classical conservation lawΦu0 .Onemay check by direct computation that this
implies Φu0 = 0 and u0 is also trivial. 
12.6. Extension to affineKac-Moody algebra. The original EDS for CMC surfaces
is defined on the unit tangent bundle X → M of the 3-dimensional space formM.
Recall g is the Lie algebra of the group of isometries of M. As a consequence, the
structure 1-form ψ of a CMC surface is g-valued. The main idea of the analysis
in the previous sections is that by inserting the spectral parameter λ the 1-form ψ
is extended to an associated loop algebra valued 1-form ψλ, which remains com-
patible and satisfies the Maurer-Cartan equation. The naturally attached formal
Killing field led to an enhancedprolongation and the associated formalKilling field
coefficients. From this we shall extract several useful conclusions on the structure
of the Jacobi fields and conservation laws later on.
We introduce in this section another extension of ψλ to a compatible affine Kac-
Moody algebra valued 1-form. Let us comment on a practical implication of this
extension. So far one of the most useful tools for generating solutions of integrable
PDE’s is dressing transformation, [49]. Based on the generally transcendental
process of loop group factorization, the notion of dressing captures effectively the
possible hidden symmetry structure on the moduli space of solutions. In this
perspective, the extension to affine algebra itself represents an extended symmetry
of the EDS for CMC surfaces and at the same time it may provide a setting for
generating wider class of special solutions.
In addition, we suspect that this extension will also play an important role in
connecting the theory of CMC surfaces with the related conformal field theory in
physics, [2].
Assume the structure constant γ2 > 0. Recall gC = so(4,C), and the twisted
based loop algebra Lσ,τ(gC), (103). For a CMC surface Σ, the formal Killing field
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Xλ whose components are given by a2 j+1, b2 j, c2 j’s (see Sec. 13) induces a covariant
constant map
(138) Xλ : Σˆ→ Lσ,τ(gC).
Note from the construction that the λ0-th component X0 of Xλ is set to zero and
Xλ = ... + λ
−1X−1 + λ0X0 + λ1X1 + ...
where the first few terms are
X0 = 0,
X1 =

· −c2 −ic2 ·
c2 · · b2
ic2 · · −ib2
· −b2 ib2 ·
 ,
X−1 = X1.
The affine Kac-Moody algebra ̂Lσ,τ(gC) associatedwithLσ,τ(gC) is obtained from
the twisted loop algebra by a central extension and a semi-direct product by the
derivation λ ∂∂λ . As a vector space, we set
̂Lσ,τ(gC) ≃ Cd ⊕ Lσ,τ(gC) ⊕ Cc,
where the element d = λ ∂∂λ is the weight derivation and the element c is a center.
For x, y ∈ gC the Lie bracket is given by
[d, xλn] = nxλn,
[xλn, yλm] = [x, y]λn+m + 〈x, y〉nδn+m,0c,
while all other brackets are trivial. Here δn+m,0 is Dirac delta function, and 〈x, y〉 =
tr(xy⊤) = −tr(xy) is the Killing form of gC.
We wish to show that the formal Killing field Xλ extends to a ̂Lσ,τ(gC)-valued
affine Killing field X̂λ. Consider the ansatz
X̂λ := (t,Xλ + tX0, 4iγu0) :
˜ˆ
Σ→ ̂Lσ,τ(gC),(139)
dX̂λ + [(0, ψλ,−4iσ), X̂λ] = 0,
(note that we add the λ0-th component tX0 to Xλ). Here the center component
1-form σ should give
(140) dσ = (γ2 + h2h¯2)
i
2
ξ ∧ ξ
so that the ̂Lσ,τ(gC)-valued 1-form (0, ψλ, σ) satisfies the Maurer-Cartan structure
equation
d(0, ψλ, σ) +
1
2
[(0, ψλ, σ), (0, ψλ, σ)] = 0.
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It is straightforward to check from the construction that such X̂λ is covariant
constant when the components satisfy the following relations.
t is a constant,
du0 = h
1
2
2
ξ + h¯
1
2
2
ξ,(141)
X0 =

· · · ·
· · +1 ·
· −1 · ·
· · · ·
 .
The relevant question is whether this extension can be canonically definedwith-
out explicit reference to the underlying CMC surface. Lem. 12.4 shows that the
equation (141) for u0 cannot be solved on Zˆ. From this we propose, for now, the
following definitions restricted to an individual CMC surface.
Definition 12.5. LetΣ ֒→ X(∞) be a CMC surface. Let Σˆ ֒→ Xˆ(∞) be its double cover
defined by the square root ω =
√
II. A central field is a scalar function u0 ∈ C∞(Σˆ)
which satisfies
(142) du0 = ω + ω.
A central connection is a (singular) 1-form σ ∈ Ω1(Σˆ) which satisfies
(143) dσ = (γ2 + h2h¯2)
i
2
ξ ∧ ξ.
A central potential is a (singular) scalar function q on Σˆwhich satisfies
(144) qξξ +
1
2
(γ2 + h2h¯2) = 0
so that it gives rise to a central connection
σq =
i
2
(qξξ − qξξ).
We proceed to the question of existence for central field and central connection.
12.6.1. Central field u0. Recall that the 1-form
2Re(ω) = h
1
2
2
ξ + h¯
1
2
2
ξ
represents a conservation law on Xˆ(1). Lem. 12.4 shows that one needs another in-
tegrable (Abelian) extension over Zˆ to accommodate the anti-derivative for 2Re(ω).
In any case, given a CMC surface the central field u0 is well defined up to
constant and up to the period of the conservation law 2Re(ω).
12.6.2. Central potential q. Let us argue for simplicity on a given compact CMC
surface. Observe that (
log(h2h¯2)
)
ξξ
= −2(γ2 − h2h¯2).
It follows from the defining equation of the central potential
qξξ = −
1
2
(γ2 + h2h¯2)
that roughly one expects
q ∼ c log(h2h¯2) mod (smooth functions)
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for a constant c locally near each umbilic.
Assume that the given CMC surface Σ is compact and genus(Σ) ≥ 2. By Gauß-
Bonnet theorem, there exists a unique function q0 ∈ C∞(Σ) which satisfies∫
Σ
q0
i
2
ξ ∧ ξ = 0,
q0
ξξ
=
(
γ2 − 2πχ(Σ)
Area(Σ)
)
− h2h¯2.
Here χ(Σ) is the Euler characteristic of Σ and Area(Σ) =
∫
Σ
i
2ξ∧ξ. The (singular)
central potential is then given by
q =
Area(Σ)
2πχ(Σ)
1 + γ
2
2
q0 +
(1 + γ2) − 2πχ(Σ)Area(Σ)
4
log(h2h¯2)
 .
Note that the associated central connection σ = i2 (qξξ − qξξ) has only simple pole
type singularities at the umbilics.
13. Recursion for Jacobi fields on Xˆ(∞)∗
In this section we resume the analysis of formal Killing field equation in Sec. 8,
from Remark 9.3. One of our main objectives is to obtain a recursion relation for
higher-order Jacobi fields on Xˆ(∞)∗ that can be used to prove their very existence. We
will derive the recursion from the symmetry of the formal Killing field structure
equation, guided by the goal of having the structure equations for functions that
are defined on Xˆ(∞)∗ . As a result we will be able to simply read off the infinite
sequence of higher-order Jacobi fields and conservation laws from the structure
equation for the enhanced prolongation. A similar local construction was given
for the Toda field equation associated to SU(3)/SO(2) in [25].
13.1. Motivation. Recall the index notation (107) according to the powers of the
spectral parameter λ. Consider the second, and third equation of Eqs. (109),
dbn − ibnρ + iγ
2
enξ +
i
2
h¯2a
nξ ≡ 0,(145)
dcn + icnρ +
i
2
h2e
nξ +
iγ
2
anξ ≡ 0 mod Iˆ(∞),
where an, bn, cn, en are now considered as functions on Fˆ (∞). Following the formal
integrability of the Killing fields equation (104), suppose for a given Jacobi field an
there exist bn, cn which satisfy these equations (they are unique up to addition by
constant multiple of h
− 12
2
, h
1
2
2
respectively).
Let us write
∂ξb
n = − ih¯2
2
an,(146)
∂ξc
n = − iγ
2
an.
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Then from Eq. (145) we have the recursive relation for Jacobi fields
en = − 2
iγ
∂ξb
n,(147)
= − 2
ih2
∂ξc
n.
Note that the ambiguity of solutions bn, cn mentioned above corresponds to addi-
tion by constant multiples of the Jacobi field z3 to en.
Lemma13.1. Let an be a Jacobi field on Xˆ(∞). Consider the first order differential equations
for functions bn, cn on Fˆ (∞).
dbn − ibnρ + iγ
2
enξ +
i
2
h¯2a
nξ ≡ 0,(148)
dcn + icnρ +
i
2
h2e
nξ +
iγ
2
anξ ≡ 0 mod Iˆ(∞),
where
iγen = h−12 (−i∂2ξan + h3bn) = h−22 (−ih2∂2ξan + ih3∂ξan − γh3cn).
These equations are formally compatible separately, i.e., d2 ≡ 0 mod Iˆ(∞) is a formal
identity for each equation.
Suppose, away from the locus h2 = 0, there exists a solution to these equations. Then
the scalar function en is a Jacobi field.
Proof. Let us examine the equation for bn only. Differentiating the given equation
en = − 2iγ∂ξbn, we have
∂ξe
n = − 2
iγ
∂ξ∂ξb
n
= − 2
iγ
(∂ξ∂ξb
n − R
2
bn)
= − 2
iγ
(
∂ξ(− ih¯2
2
an) − R
2
bn
)
.
Since en is supposed to be a Jacobi field, the Jacobi equation E(en) = 0 gives after
simplification
iγen = h−12 (−i∂2ξan + h3bn).
For the compatibility of the closed differential equation for bn, it suffices to check
∂ξ(iγe
n) − ∂ξ(ih¯2an) = Rbn. This follows similarly from repeated application of the
identity (54). 
We should remark here that although the formal integrability of Eq. (148) is a
necessary condition for the solvability of these equations, it is nevertheless not
a sufficient condition. In fact the space of un-differentiated conservation laws is
the obstruction space. The recursion process relies essentially on the fact that the
obstruction to solving Eq. (148) vanishes when an is a Jacobi field.
In order to keep track of jet orders, let us rearrange the index notation for the
coefficients of formal Killing field to
{a0, b0, c0, e0, f 0, g0, ...} → {a1,−b2,−c2, a3,−b4, c4, ...}.
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a1 0
b2 −iγh− 12
2
c2 ih
1
2
2
a3 z3
b4 − i2h
− 12
2
(z4 − 54z23)
c4 − i2γh
1
2
2
(z4 − 74z23)
a5 − 1γ (z5 − 5z4z3 + 358 z33)
b6 i2γh
− 12
2
(
z6 − 7z5z3 − 214 z24 + 2318 z4z23 − 115564 z43
)
c6 i
2γ2 h
1
2
2
(
z6 − 8z5z3 − 194 z24 + 2598 z4z23 − 136564 z43
)
Figure 2. Formal Killing field coefficients
The structure equation for the enhanced prolongation with the new index notation
is given below for positive index n ≥ 1.
a1 = 0, b2 = −iγh−
1
2
2
, c2 = ih
1
2
2
,
a3 = h
− 32
2
h3,
da2n−1 ≡ (iγc2n + ih2b2n)ξ + (iγb2n−2 + ih¯2c2n−2)ξ,(149)
db2n − ib2nρ ≡ iγ
2
a2n+1ξ +
i
2
h¯2a
2n−1ξ,
dc2n + ic2nρ ≡ i
2
h2a
2n+1ξ +
iγ
2
a2n−1ξ,
da2n+1 ≡ (iγc2n+2 + ih2b2n+2)ξ + (iγb2n + ih¯2c2n)ξ,
db2n+2 − ib2n+2ρ ≡ iγ
2
a2n+3ξ +
i
2
h¯2a
2n+1ξ,
dc2n+2 + ic2n+2ρ ≡ i
2
h2a
2n+3ξ +
iγ
2
a2n+1ξ, mod I(∞).
The case for n ≥ 1 suffices for our purpose, and we shall not restate the reality
condition (108). The first few terms are recorded in the table.
Consider the following schematic diagram.
b2n
2
ih¯2
∂ξ
zz✉✉
✉✉
✉✉
✉✉
✉ 2
iγ ∂ξ
""❉
❉❉
❉❉
❉❉
❉ b
2n+2
2
ih¯2
∂ξ
{{✇✇
✇✇
✇✇
✇✇ 2
iγ ∂ξ
%%❏
❏❏
❏❏
❏❏
❏❏
... a2n−1 a2n+1 a2n+3 ...
c2n
2
iγ ∂ξ
dd■■■■■■■■■■ 2ih2 ∂ξ
<<③③③③③③③③③
c2n+2
2
iγ ∂ξ
cc●●●●●●●● 2
ih2
∂ξ
99ttttttttt
(150)
In view of Lem. 13.1 the middle a2n+1-sequence is a sequence of Jacobi fields, and
Eq. (148) is the recursion relation to be solved to generate this sequence.
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13.2. Recursion on Xˆ(∞)∗ . In this sectionwe give the details of the recursion relation
described in Lemma 13.1. Define the polynomial ring
R := C[z3, z4, ... ].
The recursion will produce a sequence of Jacobi fields which are weighted homo-
geneous polynomials in R with the spectral weights given in Sec. 12.5.
Let us start by re-writing Eqs. (148) in the new index notation. Let a2n+1 be a
Jacobi field. We wish to solve the first order differential equations for functions
b2n+2, c2n+2 on Fˆ (∞);
db2n+2 − ib2n+2ρ ≡ iγ
2
a2n+3ξ +
i
2
h¯2a
2n+1ξ ≡ 0,(151)
dc2n+2 + ic2n+2ρ ≡ i
2
h2a
2n+3ξ +
iγ
2
a2n+1ξ ≡ 0, mod I(∞),
where
a2n+3 =
1
γh2
(
− ∂2ξa2n+1 + ih3b2n+2
)
,
=
1
γh2
(
− ∂2ξa2n+1 +
h3
h2
(∂ξa
2n+1 − iγc2n+2)
)
.
These equations suggest to consider the scaled function bˆ2n+2 = h
1
2
2
b2n+2, which is
well defined on Xˆ(∞)∗ . Set
2iΥ(a2n+1) := h
− 12
2
(∂2ξa
2n+1)ξ − h
1
2
2
h¯2a
2n+1ξ.
Then Eq. (151) on Fˆ (∞) is equivalent to the following equation on Xˆ(∞)∗ .
(152) dbˆ2n+2 ≡ Υ(a2n+1) mod Iˆ(∞).
Note from Lemma 13.1 that dΥ(a2n+1) ≡ 0 mod Iˆ(∞), and Υ(a2n+1) defines an
un-differentiated conservation law. Our claim is that this is trivial in cohomology.
Lemma 13.2. Let a2n+1 ∈ R be a nontrivial Jacobi field which is weighted homogeneous
of odd spectral weight 2n − 1. From the analysis of Sec. 6, up to scaling we may assume
(linear in the highest weight term z2n+1)
(153) a2n+1 = (− 1
γ
)n−1z2n+1 + (lower order terms).
Then the associated conservation law [Υ(a2n+1)] is trivial and there exists a function
bˆ2n+2 ∈ R which solves Eq. (152).
Proof. Given [Υ(a2n+1)], letΦu be the corresponding differentiated conservation law
with the generating Jacobi field u. From the weighted homogeneity ofΥ(a2n+1) and
by Lem. 12.19, u ∈ R is also weighted homogeneous and it is a possibly trivial
Jacobi field of even spectral weight 2n + 2. From the classification of Jacobi fields,
Thm. 14.1, such umust be trivial.
The existence of an anti-derivative bˆ2n ∈ R will be proved in the next section,
Prop. 13.7 and Thm. 13.8. 
The differential algebraic recursion formulae to be defined in the next section,
which does not involve solving a differential equation, will in fact show that the
following refinement of this lemma is true.
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Lemma13.3. Let a2n+1 ∈ R be a Jacobi field as in Eq. (153)which is weighted homogeneous
of odd spectral weight 2n − 1. Let bˆ2n+2 be a solution to the recursive equation Eq. (152).
a) we may take bˆ2n+2 ∈ R such that it is weighted homogeneous of even spectral
weight 2n, and with the normal form
bˆ2n+2 =
i(−1)n
2γn−1
z2n+2 + (lower order terms).
b) the new Jacobi field a2n+3 ∈ R is weighted homogeneous of odd spectral weight
2n + 1, and with the normal form
a2n+3 = (− 1
γ
)nz2n+3 + (lower order terms).
See the analysis of next section for the proof. A similar statement is true for the
coefficient c2n+2, and shall be omitted.
Beforewe proceed to the differential algebraic inductive formulae for the formal
Killing coefficients, let us give a description of the recursion relation in terms of
the adapted ω-frame and z j, z j coordinates.
For a scalar function A : Xˆ(∞)∗ → C, define the covariant derivative
dA ≡ Aωω + Aωω mod Iˆ(∞)
where, for reference, we note that Aω = h−11 Aξ. From the structure equation (112),
E(A) = rAω,ω + 12 (γ
2 + r2)A.
Note in passing,
Lemma 13.4.
E(z j) = Tˆ j+1 −
j
2
(Tˆ3z j + Tˆ jz3) +
1
2
(γ2 + r2)z j.
It follows that
E(R) ⊂ R ⊕ (h2h¯2)R.
We remark that the various characteristic differential algebraic properties of the
CMC system can be attributed to this and Lem. 10.6.
The Jacobi equation E(A) = 0 is now written as
(154) Aω,ω +
1
2
(γ2 + r2)r−1A = 0.
The recursion for Jacobi field is expressed in this setting as follows.
Definition 13.1 (Jacobi field Recursion). Define the recursion operator
P : ker(E) ∩ R → ker(E) ∩ R
as follows. Given a Jacobi field A : Xˆ(∞)∗ → C in the kernel of E, define
(155) Υ(A) =
(
Aω,ω +
1
2
z3Aω
)
ω + γ2r−1Aω
and a new function C ∈ R by the equation
dC ≡ Υ(A) mod Iˆ(∞),
92 DANIEL FOX AND JOE S. WANG
and the condition that C(0) = 0 (as a polynomial in z j). Then define
(156) P(A) := A′ = Aω,ω − 1
2
z3 (Aω + C) .
The above lemma’s show that
Proposition 13.5. The operator P is well-defined.
It follows that starting from the initial Jacobi field A1 = z3 ∈ R, repeatedly
applying P creates an infinite sequence of independent, higher-order Jacobi fields
which are weighted homogeneous polynomials in R.
Remark 13.6. In [25] it was shown that, for the Toda field system associated to the
6-symmetric space SU(3)/SO(2), one can derive a pair of recursions for Jacobi fields, P
and N , that are almost inverses of each. For that system it seems essential to use the
pair of them in order to obtain vanishing results needed for a complete characterization of
the conservation laws. For the Toda field equation associated to SO(4)/SO(2), the single
recursion P suffices. For this reason we will not introduce a second recursion, N , in the
present article as currently it seems unnecessary. However the reader may want to be
aware of its existence.
Here are the first few higher-order Jacobi fields on Xˆ(∞)∗ :
A3 = z3,
A5 = z5 − 5z3z4 + 35
8
z33,
A7 = z7 − 21
2
z3z6 − 35
2
z4z5 +
483
8
z23z5 +
651
8
z3z
2
4 − 231 z33z4 +
15015
128
z53,
A9 = z9 − 18 z3z8 − 42 z4z7 + 1419
8
z23z7 − 63 z5z6 +
2871
4
z3z4z6 − 19305
16
z33z6
+
3597
8
z3z
2
5 +
4851
8
z24z5 −
98241
16
z23z4z5 +
770055
128
z43z5 −
22165
8
z3z
3
4
+
1044615
64
z33z
2
4 −
2807805
128
z53z4 +
8083075
1024
z73.
13.3. Inductive formula. The recursion relation for the formal Killing coefficients
{a2n+1, b2n+2, c2n+2}∞
n=1
described in the previous section, which involves integrating
a closed 1-form, can be purely differential algebraically solved in terms of an
inductive formula originally given in [45, p419, Proposition 3.1]. For related ideas
compare [16] and [50].
Set
(157) aˆi j = a
2i+1a2 j+3 − 2b2i+2c2 j+2 − 2b2 j+2c2i+2, 1 ≤ i ≤ j.
Then a short computation shows that
∂ξaˆi j = (∂ξa
2i+1)a2 j+3 − (∂ξa2i+3)a2 j+1.
Consider the partial sum
(158) sˆn =
∑
i+ j=n
i≤ j
aˆi j, n ≥ 1.
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From the above formula for ∂ξaˆi j one finds that
∂ξsˆn = (∂ξa
3)a2n+1 − (∂ξa5)a2n−1 + (∂ξa5)a2n−1 − ...
=
{
(∂ξa
3)a2n+1 − (∂ξan+3)an+1 when n is even,
(∂ξa
3)a2n+1 − (∂ξan+2)an+2 when n is odd.
Set accordingly
(159) mˆn =
{
sˆn +
1
2 (−aˆ n2 , n2 + an+1an+3) when n is even,
sˆn +
1
2 (a
n+2)2 when n is odd.
Then we have
∂ξmˆn = (∂ξa
3)a2n+1 = (iγb2 + ih¯2c
2)a2n+1
= h
− 12
2
(γ2 − h2h¯2)a2n+1.
On the other hand,
−2i∂ξ(γc2n+2 − h2b2n+2) = (γ2 − h2h¯2)a2n+1.
Since these are weighted homogeneous polynomials by definition, it follows from
Lemma 5.6 that
i
2
h
1
2
2
mˆn = γc
2n+2 − h2b2n+2.
From the structure equation (149) we also have
−i∂ξa2n+1 = γc2n+2 + h2b2n+2.
As a result we obtain an inductive formula for c2n+2, b2n+2:
b2n+2 =
i
2h2
(
−∂ξa2n+1 − 1
2
h
1
2
2
mˆn
)
,(160)
c2n+2 =
i
2γ
(
−∂ξa2n+1 + 1
2
h
1
2
2
mˆn
)
.
Proposition 13.7. Let {a2n+1, b2n+2, c2n+2}∞
n=0
be the sequence of coefficients for the formal
Killing field equation (149). The coefficients b2n+2, c2n+2 admit the inductive formulae
(160). The Jacobi field a2n+3 therefore admits the inductive formula
a2n+3 = −2ih−12 ∂ξc2n+2(161)
=
1
γh2
(
−∂2ξa2n+1 +
1
2
∂ξ(h
1
2
2
mˆn)
)
.
It is clear by construction that each element of the sequence
{a2n+1, h
1
2
2
b2n+2, h
− 12
2
c2n+2}∞n=0
is a weighted homogeneous polynomial in R. Let us summarize and record some
of their properties which are relevant for our analysis. It shows that the recursion
scheme indeed generates an infinite sequence of distinct higher-order Jacobi fields
starting from the initial Jacobi field a3 = z3.
Theorem 13.8. The recursion scheme proposed in Lemma 13.2 works for all n ≥ 1. The
formal Killing coefficients a2n+1, b2n+2, c2n+2, n ≥ 1, have the following properties:
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a) they are elements in the ring R = C[z3, z4, ... ] of the following form, up to scaling
by h
1
2
2
, h
− 12
2
(no z j-terms).
a2n+1 = (− 1
γ
)n−1
[
z2n+1 + (lower order terms) + t
2n+1
a z
2n−1
3
]
,(162)
b2n+2 = h
− 12
2
i(−1)n
2γn−1
[
z2n+2 + (lower order terms) + t
2n+2
b z
2n
3
]
,
c2n+2 = h
1
2
2
i(−1)n
2γn
[
z2n+2 + (lower order terms) + t
2n+2
c z
2n
3
]
.
b) they are weighted homogeneous with the following spectral weights.
spectral weight
a2n+1 2n − 1
h
1
2
2
b2n+2 2n
h
− 12
2
c2n+2 2n
Proof. The coefficients of the highest order terms follows from the inductive for-
mula. We omit the rest of details. 
Note from the explicit formula (51) for T j = ∂ξh j that the coefficients of the
polynomials inside the bracket [ · ] in the expressions above for a2n+1, b2n+2, c2n+2,
including t2n+1a , t
2n+2
b
, t2n+2c , are in fact rational numbers. Hence up to scale they are
elements of the subring
Q[z3, z4, ... ] ⊂ R.
Remark 13.9. Recall the coefficients {B2n,C2n,A2n+1 }∞
n=1
for the enhanced prolongation
from Sec. 11. They correspond to
B2n = ih
1
2
2
b2n,
C2n = ih
− 12
2
c2n,
A2n+1 =
1
2
a2n+1.
13.4. Resolution of trivial Jacobi field. Recall the structure equation (31) for the
classical Jacobi fields from Sec. 3. When the structure constant γ2 , 0, it takes the
following form when written mod I(∞).
(163) d

A
A1
Aξ
B − δA
 + i

·
−A1
Aξ
·
ρ ≡

Aξ + h2A
1 ∗
1
2 (B − δA) − 12 h¯2A
1
2h2(B − δA) −
γ2
2 A
∗ −γ2A1 − h¯2Aξ

(
ξ
ξ
)
, mod I(∞).
This contains the following elliptic first order linear differential equation for the
three variables (A, 1iA
1, 1iγA
ξ).
(164) L

A
1
iA
1
1
iγA
ξ
 :=

−∂ξ ih2 iγ
i
2 h¯2 −∂ξ ·
iγ
2 · −∂ξ


A
1
iA
1
1
iγA
ξ
 = 0.
It is clear that up to scaling by constants and by powers of f = h
− 12
2
, the differential
operator L is equivalent to the recursion operator P of Definition 13.1.
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Lemma 13.10. Suppose A is a Jacobi field. Let (A, 1iA
1, 1iγA
ξ)t be an element in ker(L).
Then A1ξ = h
−1
2
Aξ
ξ
is a Jacobi field.
Proof. From the previous arguments, both A1ξ and h
−1
2
Aξξ are Jacobi fields. Note
that ∂ξ(A
1
ξ − h−12 Aξξ) = 0. The only holomorphic Jacobi field is 0, and we must have
A1ξ = h
−1
2
Aξ
ξ
. 
This lemma shows that the recursive property of the solutions to the Jacobi
operator E is already embedded in the structure equation for the classical Jacobi
fields.
We give an alternative analytic interpretation of the recursion scheme in Sec. 13.2
as a resolution of Jacobi field.
Let a2n−1 be a Jacobi field. Solve Eq. (164) for (a2n−1, b2n, c2n). Lemma 13.10
suggests to write the following structure equation as in (149).
da2n−1 ≡ (iγc2n + ih2b2n)ξ + (∗)ξ,(165)
db2n − ib2nρ ≡ iγ
2
a2n+1ξ +
i
2
h¯2a
2n−1ξ,
dc2n + ic2nρ ≡ i
2
h2a
2n+1ξ +
iγ
2
a2n−1ξ,
da2n+1 ≡ a2n+1ξ ξ + (iγb2n + ih¯2c2n)ξ, mod Iˆ(∞).
Here a2n+1
ξ
is obtained from the commutative identity ∂ξ(bξ) = ∂ξ(bξ) − R2 b.
Then a2n+1 is the new Jacobi field. Solving Eq. (164) again for (a2n+1, b2n+2, c2n+2)t
and iterating this process, the enhanced prolongation by formal Killing fields is
realized by a sequence of resolutions of the initial trivial Jacobi field a1 = 0.
Remark 13.11. The resolution of a classical Jacobi field does not connect to the higher-
order Jacobi fields. In the notation of (163), it only produces constant linear combinations
of the classical Jacobi fields A, B.
The resolution of Jacobi field by the operator L prompts the following definition.
Definition 13.2. Let Σ ֒→ X(∞) be an integral surface. Let Σˆ ֒→ Xˆ(∞) be its double
cover. Let A be a (possibly singular) Jacobi field on Σˆ. The resolution length of
A is the dimension of the vector space of Jacobi fields generated by the resolution
sequence of A by the operator L.
Note the sequence of Jacobi fields a2 j+1’s are singular at the umbilics. Although
the differential operator L is smooth and elliptic, when the analysis is carried out
on a (compact) CMC surface it is not obvious how to apply the existing elliptic
theory to the resolution of higher-order Jacobi fields a2 j+1’s.
In hindsight, the resolution by the operator L, which follows from the structure
equation for classical Jacobi field (or classical conservation laws) anda computation
of the first few terms, may have led directly to the enhanced prolongation without
reference to the formal Killing field. On the other hand, the consideration of formal
Killing field also allows one to make use of the powerful loop group methods,
particularly for finite-type CMC surfaces. This will be examined in Sec. 16.
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13.5. Recursion for conservation laws. Set
(166) ϕn = c
2n+2ξ + b2nξ ∈ Ω1(Xˆ(2n+1)).
The structure equation (149) shows that
dϕn ≡ 0 mod Iˆ(∞),
andϕn represents a conservation law. Note thatϕn is weighted homogeneous with
weight(ϕn) = 2n − 1
in the sense that
LSϕn ≡ (2n − 1)ϕn mod Jˆ .
Proposition 13.12. For each n ≥ 0,
a) the conservation law [ϕn] ∈ H (∞) is nontrivial,
b) there exists a nonzero constant tn such that
(167) [dϕn] = tn[Φa2n+3] ∈ H2n+2.
Proof. a) For the proof presented below we apply the results from Sec. 12.1, 12.2,
especially Lemma 12.3.
The case n = 0 has been established in Exam. 6.1. Assume n ≥ 1.
Suppose there exists a scalar function f on Xˆ(∞)∗ such that
(168) d f ≡ ϕn mod Iˆ(∞).
We first claim that up to scaling by constant f is a weighted homogeneous polyno-
mial in the variables z j’s of weight 2n − 1 ( f ∈ O(2n + 1)).25
Given that
LSϕn ≡ (2n − 1)ϕn mod Jˆ ,
the Lie derivative of Eq. (168) therefore gives (Lie derivative commutes with exte-
rior derivative)
(169) d
(
S( f )
)
≡ (2n − 1)ϕn mod Jˆ .
It follows that
d
(
S( f ) − (2n − 1) f
)
≡ 0 mod Jˆ .
• Case ǫ , 0: By Lemma 12.3
S( f ) = (2n − 1) f + constant.
By Lemma 12.10 such f is necessarily a function in the variables h2h¯2, z j, z j’s. The
defining equation (168) then shows that f is in fact a function in the variables z j’s
only. From this it follows that up to adding a constant to f ,
S( f ) = (2n − 1) f
and our claim is verified.
• Case ǫ = 0: We still claim that up to constant f is a weighted homogeneous
polynomial in the variables z j’s of weight 2n − 1.
25This follows from Lem. 14.2 in the next section. We record here an alternative proof using the
spectral symmetry.
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From the defining equation (168), let
d f ≡ ϕn +
2n+1∑
j=3
f jζ j mod θ0, θ1, θ1, θ2.
Then
d
(
S( f ) − (2n − 1) f
)
≡
2n+1∑
j=3
[S( f j) − (2n − 1 − ( j − 2)) f j]ζ j
mod θ0, θ1, θ1, θ2, θ2, Jˆπ,
≡ 0 mod JˆFI by Lemma 12.3.
Since f does not depend on the variable h2h¯2, it follows that for each j ≥ 3 the
derivative f j is a constant coefficient weighted homogeneous polynomial in z j’s.
Hence one may write
f = g + v
where g is the weighted homogeneous part and v ∈ C∞(Xˆ(1)). One computes
h
− 12
2
( fξ − gξ) = h−
1
2
2
vξ = h
− 12
2
(vξ + v2h3).
The left hand side of this equation is homogeneous in the variable z j’s of weight
2n ≥ 2 while the right hand side is at most linear in z3. They are therefore linearly
independent and we have vξ = 0, and our claim is verified.
The rest of proof for the nontriviality of [ϕn] follows from Cor. 7.6 and the
arguments for Lemma 8.15, 8.16 in [26].
We give a sketch of an alternative and more direct proof by constructing a class
of simple integral cycles of (Xˆ(∞), Iˆ(∞)) with nonzero periods for the conservation
laws. From the argument above we are allowed to work globally in Xˆ(∞)∗ .
Consider for example the case ǫ = 1, δ = 0, and the ambient space M = S3. Let
x : S1 → X be an integral curve such that; its image under the projection X → M
is a great circle, and the normal vector (e3) rotates with a constant speed (say v,
an integer, with respect to the arc-length) in the 2-plane orthogonal to the 2-plane
containing the great circle. A computation shows that on the infinite prolongation
of this integral curve the structure functions are
h2 = −iv,
h2k = c
′
2k(v
2k−1 + polynomial in v of lower degree),
h2k+1 = 0, for k ≥ 1,
for nonzero constants c′
2k
. From this one finds that a2k+1 = 0 for all k ≥ 1, and that
the conservation laws have the following form
ϕn = c
′′
n
(
v
2n+1
2 + powers in v
1
2 of lower degree
)
dφ
for nonzero constants c′′n . The claim follows for v is an arbitrary integer.
b) Lem. 12.19. 
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14. Noether’s theorem
The analysis for symmetries and conservation laws is summarized in the higher-
order extension of Noether’s theorem.
Theorem 14.1 (Noether’s theorem). The Noether’s theorem for classical symmetries
and conservation laws Cor. 3.5 admits the following higher-order extension.
a) The space of conservation laws is the direct sum of the classical conservation laws
and the higher-order conservation laws:
H (∞) = H0 ⊕ ∪∞k=1H2k,
C(∞) = C0 ⊕ ∪∞k=1C2k−1.
Here dimH0 = dimC0 = 6, and for n ≥ 1,
Hn =
{
0 when n is odd,
〈Φa2k+1 ,Φa2k+1〉 when n = 2k.
Cn =
{ 〈[ϕk−1], [ϕk−1]〉 when n = 2k − 1,
0 when n is even.
b) Recall the exact sequence Eq. (63) from Sec. 5,
0→ E0,1
1
֒→ E1,1
1
→ E2,1
1
.
The injective map E0,1
1
֒→ E1,1
1
is also surjective and we have the isomorphisms
J(∞) ≃ Sv ≃ C(∞) ≃ H (∞).
Proof. a) It follows from Thm. 5.2 and Prop. 13.12.
b) A direct computation shows that the only Jacobi fields on Xˆ(1) are classical.
From the results so far then, particularly Lem. 6.2, it suffices to show that there
does not exist a Jacobi field f ∈ O(2k), k ≥ 2, of the form
f = z2k + O(2k − 1).
By taking complex conjugate this would also imply that there does not exist a
Jacobi field f ∈ O(−2k) of the form
f = z2k + O(−(2k − 1)).
First we introduce a set of notations. Let
Pd = {weighted homogeneous polynomials of degree d ≥ 0 in z j},
Pd = ⊕di=0Pi,
Pd(ℓ) = Pd ∩ O(ℓ).
Qd = Pd ⊕ (h2h¯2)Pd,
Qd = ⊕di=0Qi,
Qd(ℓ) = Qd ∩ O(ℓ).
We start the proof with a lemma.
Lemma 14.2. Let v ∈ O(k), k ≥ 3. Suppose
h
1
2
2
∂ξv ∈ Qd(k).
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Then
v ∈ Pd+1(k).
Proof. Consider the case k = 3. For functions in O(3) we have the commutation
relation [E3, ∂ξ] = 0.Hence by applying E3 repeatedly to ∂ξvwe get
h
1
2
2
∂ξE
m
3 (v) = 0
for some m ≤ d + 1. By Lem .5.6, v is a polynomial in z3, and we write
v = vmz
m
3 + vm−1z
m−1
3 + ... + v1z3 + v0,
for v j ∈ O(2) with vm being a constant. Substituting this to the given equation for
h
1
2
2
∂ξv, we find the recursive equation
h
1
2
2
∂ξv j + ( j + 1)v j+1R = c
′
jγ
2 + c”jh2h¯2, j = m,m − 1, ...
for constants c′
j
, c”
j
(vm+1 = 0). Since vm is a constant and h
1
2
2
∂ξz3 = R = γ
2 − h2h¯2,
an inductive argument by Lem. 5.8 in decreasing j shows that all the coefficients
v j must be constant, and v ∈ Pd+1(3).
Suppose the claim is true up to O(k − 1). Let v ∈ O(k). For functions in O(k)
we have the commutation relation [Ek, ∂ξ] = 0. Hence similarly as above v is a
polynomial in zk, and we write
v = vmz
m
k + vm−1z
m−1
k + ... + v1zk + v0,
for v j ∈ O(k − 1), m(k − 2) ≤ d + 1, and vm being a constant. Substituting this to the
given equation for h
1
2
2
∂ξv, we find the recursive equation
h
1
2
2
∂ξv j + ( j + 1)v j+1Tˆk ∈ Qd− j(k−2)(k − 1), j = m,m − 1, ... .
By Lem. 10.6, Tˆk ∈ Qk−3(k − 1). It follows by the similar inductive argument (using
the induction hypothesis) with decreasing j that v j ∈ Pd− j(k−2)+1(k − 1) for each j,
and consequently v ∈ Pd+1(k). 
Corollary 14.3. Let u ∈ O(k), k ≥ 3. Let uk = Ek(u) = ∂u∂hk . Suppose
h
1
2
2
∂ξ(h
k
2
2
uk) ∈ Qd(k).
Then h
k
2
2
uk ∈ Pd+1(k), and hence
u ∈ Pd+(k−1)(k) mod O(k − 1).
Proof. Substitute v = h
k
2
2
uk from Lem. 14.3. 
We now give the proof of Noether’s theorem. Let
f = z2k + u(1), u(1) ∈ O(2k − 1)
be a Jacobi field. Applying the Jacobi operator one finds,
−E(z2k) ≡ h
1
2
2
∂ξ(h
(2k−1)
2
2
u2k−1(1) )z2k mod O(2k − 1).
By Lem. 13.4, E(z2k) ∈ Q2k−2(2k). By Cor. 14.3 we have
u(1) = p(1) + O(2k − 2)
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for p(1) ∈ P2k−2(2k − 1).
Suppose by induction we arrive at the formula
f = z2k + p(1) + p(2) + ... + p( j) + u( j+1), u( j+1) ∈ O(2k − ( j + 1)),
where each p(i) ∈ P2k−2(2k − i) such that
q(i) := E
(
z2k + p(1) + p(2) + ... + p(i)
)
∈ O(2k − i).
By Lem. 13.4 we then have q( j) ∈ Q2k−2(2k − j). Applying the Jacobi operator to the
refined normal form of f we get
−q( j) ≡ h
1
2
2
∂ξ(h
2k−( j+1)
2
2
u
2k−( j+1)
( j+1)
)z2k− j mod O(2k − ( j + 1)).
By Cor. 14.3 we may write
u( j+1) = p( j+1) + u( j+2),
p( j+1) ∈ P2k−2(2k − ( j + 1)),
u( j+2) ∈ O(2k − ( j + 2)).
Continuing this process we arrive at the normal form
f = p + u(2k−2), u(2k−2) ∈ O(2),
p = z2k + p(1) + p(2) + ... + p(2k−3),
where p(2k−3) ∈ P2k−2(3) such that
q(2k−3) := E(p) ∈ P2k−2(3).
By the complex conjugate of all of this argument, we may assume the Jacobi
field f decomposes into
f = P + g
where P is an un-mixed polynomial in z j, z j, and g is a function on Xˆ(1). Since
E(g) ∈ O(3,−3) is at most linear in z3, z3 and the operator E : P2k−2(2k)→ Q2k−2(2k)
preserves the spectral weight, and since z3, z3 are Jacobi fields, we must have
E(P) = c′ + c”h2h¯2
for some constants c′, c”. Up to adding a constant to P, we finally have
E(P) = c,
E(g) = −c,
for a constant c.26 Since the Jacobi operator E preserves the spectral weight and
E(1) = 12 (γ2 + h2h¯2), the equation E(P) = c implies that c = 0 and that P has no
constant term. Hence P is a pure polynomial Jacobi field in the variables z j, z j with
the leading term z2k. By Cor. 7.6 such a Jacobi field corresponds to a higher-order
Jacobi field of the elliptic sinh-Gordon equation with the even order leading term,
a contradiction to the classification result of [26]. 
26When the curvature of the ambient space ǫ , 0, a direct computation shows that for a function g
on X this is only possible when c = 0 and g is a classical Jacobi field. When ǫ = 0, there exists such a
function g on X. This is an example of inhomogeneous Jacobi field, Sec. 25.1.
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Due to the commutation relation [S,E] = 0, the analysis in fact gives a direct
proof that the space of Jacobi fields is the direct sum of the space of higher-order, weighted
homogeneous, un-mixed polynomial Jacobi fields in z j, z j, and the classical Jacobi fields.
By Cor. 7.6, the classification result of [26] shows that there exist two Jacobi fields
for each odd order, namely the inductively defined sequence a2 j+1, a2 j+1.
102 DANIEL FOX AND JOE S. WANG
Part 3. Finite type surfaces
15. Structure equations arising from the recursion
We introduce yet another adapted structure equation on Xˆ(∞)∗ that arises from
the recursion relation (149) and the analysis in Sec.13.2. This structure equation is
suited for our analysis of the finite-type solutions, for which the induced structure
equation closes up at a finite prolongation. Let us mention two relevant properties:
• the sequence of higher-order Jacobi fields {An}∞
n=1
is embedded in the structure
equation with the right constant scale so that An = z2n+1 + (lower order terms),
• the structure equation only contains the real structure constant γ2, and the
equation for complex conjugate which is necessary for our analysis is uniform
independent of the sign of γ2.
The recursion in Sec.13.2 can be rearranged to define the following set of struc-
ture equations. Note here the index is such that An ∼ a2n+1 up to constant scale.
Lemma 15.1. There exists a sequence of functions {An, Bn, Cn}∞
n=1
on Xˆ
(∞)
∗ that satisfy
the following structure equation. Here we have normalized so that r = h2 is real valued,
B0 = 0, C0 = −2, and the complex 1-form ω = r 12 ξ.
dω ≡ 0,
dr ≡ rRe(A1ω),
dAn ≡ Bnω − r−1
(
γ2Bn−1 +
1
2
(γ2 − r2)Cn−1
)
ω,(170)
dBn ≡
(
An+1 +
1
2
A1 (Bn + Cn)
)
ω − 1
2
(γ2 + r2)r−1Anω,
dCn ≡ −
(
An+1 +
1
2
A1Cn
)
ω + γ2r−1Anω, mod Iˆ(∞), n ≥ 1.
Moreover each An is a higher-order Jacobi field which satisfies
r−1E(An) = Anω,ω +
1
2
(γ2 + r2)r−1An = 0.
Proof. We derive these structure equations from the recursion in Sec. 13.2. The
proof is a straightforward computation. All the congruences below are mod Iˆ(∞).
Let dAn ≡ Anωω + Anωω, and set Bn = Anω. The mixed partial condition from
d2An ≡ 0 provides the formula for Bnω. Using the fact that Bnω = Anω,ω and the
recursion relation An+1 = Anω,ω − 12A1
(
Anω + C
n), we get the formula for Bnω.
The structure equation for dCn comes directly from Eq. (155) if we use A1 in
place of z3. All we have left is to derive the expression for A
n
ω. First, using A
1 = z3
and the structure equation for z3 on Xˆ
(∞)
∗ we find that dA
1 ≡ B1ω + r−1(γ2 − r2)ω.
With this in hand, the identity from d2Cn−1 ≡ 0 provides the expression for Anω.
That expression then requires that B0 = 0 and C0 = −2 if it is to hold for n = 1. 
In the next sectionwewill prove that there existmany finite-type solutions away
from the umbilic locus r = 0 by utilizing this structure equation and the Lie-Cartan
theorem for closed differential systems, [10, Appendix].
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16. Linear finite-type surfaces
In this sectionwe prove that locally there exist manyCMC surfaces called ‘linear
finite-type surfaces’ which satisfy constant coefficient linear relations among the
canonical Jacobi fields. We examine a few classes of low order examples. The
geometry of these surfaces including the polynomial Killing fields, spectral curves,
etc, will be further explored in the next sections.
The basic finite-type condition used by Pinkall & Sterling [45] is
Definition 16.1. Let {A j}∞
j=1
be the sequence of normalized Jacobi fields defined by
Eqs. (170). An integral surface Σ ֒→ X(∞) of the EDS for CMC surfaces is of linear
finite-typewhen the associateddouble cover Σˆ ֒→ Xˆ(∞) has the following property;
there exists an integer n ≥ 0 such that when pulled back to Σˆ the sequence of Jacobi
fields satisfy the linear equation
(171) An+1 =
n∑
j=0
(
U jA
j + V jA
j
)
, (set A0 = 0)
for constant coefficients U j,V j. The level of a linear finite-type surface is the least
integer n such that Eq. (171) holds.
Vinogradov refers to setting An+1 = 0 as the basic method for finding solutions
invariant under the symmetry generated by the Jacobi field An+1. We will show
below that for the system under study, the condition of Eq. (171) implies that
An+k = 0 for some k ≥ 0.
Example 16.1 (Level 0). The linear finite-type surfaces of level 0 are defined by the
equation
A1 = z3 = h
−3
1 h3 = 0.
From the well known characterization of CMC surfaces with transitive group of
symmetry, such a surface is a generalized cylinder.
Example 16.2 (Level 1). Consider the next simplest case of linear finite-type sur-
faces of level 1 defined by
(172) A2 = U1A
1 + V1A
1
.
From the structure equation (170),
dA1 = B1ω +
(γ2 − r2)
r
ω.
Differentiating Eq. (172) and collecting the ω-terms, one gets
(173) C1 =
−2
γ2 − r2
(
γ2B1 + rV1B
1
)
− 2U1.
Requiring that d2B1 = 0 with this relation, the compatibility equation factors and
the analysis is divided into two cases; |V1|2 = γ2, or |V1|2 , γ2.
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• Case |V1|2 = γ2: This requires γ2 > 0. The equations d2A1 = 0,d2B1 = 0 are
identities. This leaves the following closed structure equation (mod Iˆ(∞));
dω ≡ 0,(174)
dr ≡ rRe(A1ω),
dA1 ≡ B1ω + r−1(γ2 − r2)ω,
dB1 ≡
(
U1A
1 + V1A
1
+
1
2
A1(B1 + C1)
)
ω − r
−1
2
(γ2 + r2)A1ω.
A direct computation shows that d2 ≡ 0 mod Iˆ(∞) is an identity for this putative
structure equation. By Lie-Cartan theorem, for any choice of initial conditions of
r,A1,B1, ω at a point satisfying r , 0, γ2 − r2 , 0, and the constants γ,U1,V1 with
|V1| = γ2, locally there exists an integral surface with a complex 1-form ω and the
functions r,A1,B1 satisfying this structure equation.
• Case |V1|2 , γ2: From the compatibility equation for d2B1 = 0 we get
B1 =
A1
A
1
γ2 − r2
r
.
This leaves the following closed structure equation (mod Iˆ(∞));
dω ≡ 0,
dr ≡ rRe(A1ω),
dA1 =
(γ2 − r2)
r
A1
A
1
ω + ω
 .
Adirect computation shows that d2 ≡ 0 mod Iˆ(∞) is again an identity for this puta-
tive structure equation. By Lie-Cartan theorem, for any choice of initial conditions
of r,A1, ω at a point satisfying r , 0, γ2 − r2 , 0, and the constants γ,U1,V1 with
|V1| , γ2, locally there exists an integral surface with a complex 1-form ω and the
functions r,A1 satisfying this structure equation.
An analysis shows that the case γ2 < 0 is generally not compatible with the
linear finite-type condition. We therefore make the assumption on the structure
constant γ2:
γ2 > 0 for linear finite-type surfaces.
Proposition 16.3. Consider the structure equations (170) mod Iˆ(∞). Impose a linear
relation
(175) An+1 =
n∑
j=1
(
U jA
j + V jA
j
)
,
for constants U j,V j. Then the ω-derivative of this equation gives
Cn =
2
γ2 − r2
n−1∑
j=1
[
U j+1
(
γ2B j +
γ2 − r2
2
C j
)
− rV jB j
]
(176)
+
−2
γ2 − r2
(
γ2Bn + rVnB
n) − 2U1.
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With this relation, the following set of equations among the constant coefficients
(177) |Vn|2 = γ2 & V j = −VnU j+1 for 1 ≤ j ≤ n − 1
is sufficient to imply the identity d2Bn = 0. As a consequence, the structure equations
(170) mod Iˆ(∞) for j ≤ n along with Eqs. (175), (176), (177) imposed define a system
of compatible closed structure equations that formally satisfies d2 = 0. By Lie-Cartan
theorem there exist local solutions for initial conditions satisfying r , 0 and r2 , γ2.
Proof. The proof is a straightforward calculation. 
Remark 16.4. We will see that if Eq. (175) is satisfied then A2n+1 = 0. Thus linear
finite-type CMC surfaces admit polynomial Killing fields. See Sec. 17 for a proof. We refer
the reader to [16] for a related work on the finite-type harmonic tori in symmetric spaces.
With the linear finite-type equation (175) imposed it becomes necessary to in-
clude all of its differential consequences into consideration. The result that this
leads to a compatible structure equationunder the assumption (177) on the constant
coefficients as soon as it closes up after recovering the variables Cn by Eq. (176) is
by nomeans trivial. It is due to the fact that Eq. (175) is stable under the Laplacian;
∂ξ∂ξ
(
Eq. (175)
) ≡ 0 mod Eq. (175)
(here we use the Jacobi equation for A j).
Based on the robustness of this phenomenon and the well known results on the
spectral geometry of finite-type harmonic maps it would not be surprising that
the linear finite-type equation inherits the symmetries generated by the canonical
Jacobi fields.
Conjecture 16.5. Let µ : Yˆ(n) ⊂ Xˆ(2n+2) be a submanifold defined by a n-th level linear
finite-type equation. Then (Yˆ(n), µ∗Iˆ(2n+2)) is a Frobenius system. Moreover, to each Jacobi
field Ak, k ≤ n, there exists an associated symmetry vector field VAk (locally) defined on
Yˆ(n) so that the corresponding flow φk(t) : Yˆn → Yˆn is a symmetry of µ∗ Iˆ(2n+2).
Example 16.6 (Level 1, |V1|2 = γ2 case continued). Let µ : Yˆ(1) ⊂ Xˆ(4) be the
submanifold defined by Eqs. (172), (173). Let µ∗ Iˆ(4) be the induced ideal on Yˆ(1).
Let VA1 ∈ H0(TXˆ(4)) be the symmetry vector field generated by the Jacobi field A1.
Conj. 16.5 claims that the restriction of Jacobi field (A1)|
Yˆ(1)
generates a symmetry
of the Frobenius system (Yˆ(1), µ∗Iˆ(4)). It is likely that VA1 is in general not tangent
to Yˆ(1).
Note the conservation laws
φ0 : = ω
= (ϕ0)|
Y(1)
,
φ1 : = (B
1 +
1
4
(A1)2)ω − 2rω
= 2iγ(ϕ1)|
Y(1)
.
From the defining equation (172) we suspect that there exists the corresponding
constant coefficient linear relation among the conservation laws so that
[φ1] ∈ 〈[φ0], [φ0]〉 ⊂ C(∞)|
Y(1)
.
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17. Polynomial Killing field
Beginning this section we return to adopt the formal Killing field coefficients
a2 j+1, b2 j+2, c2 j+2’s for our analysis of linear finite-type CMC surfaces.
LetΣ ֒→ X(∞) be a linear finite-type CMC surface of levelm; on the double cover
Σˆ ֒→ Xˆ(∞) the sequence of canonical Jacobi fields satisfy the linear relation
(178) a2m+1 =
m−1∑
j=1
U ja
2 j+1 + V ja
2 j+1
for constant coefficientsU j,V j. We show that such Σˆ admits a sl(2,C)-valuedKilling
field, which becomes a polynomial of degree 2m − 1 in the spectral parameter λ
under the action of spectral symmetry. The existence of a polynomial Killing
field is a well known feature in the integrable systems theory, which comes with
a standard package of integration methods. For example it leads to the spectral
curve, an associated complex algebraic curve, which effectively linearizes the CMC
surface on its Jacobian.
To beginwe analyze the differential consequences of the defining equation (178).
We first show that Eq. (178) and its derivatives determine all the Jacobi fields of
order ≥ 2m + 1 in terms of the Jacobi fields of order ≤ 2m − 1.
Recall the structure equation (149). Differentiating Eq. (178) by ∂ξ one gets
γc2m+2 + h2b
2m+2 =
m−1∑
j=1
U j(γc
2 j+2 + h2b
2 j+2)(179)
−
m−1∑
j=1
V j(γb
2 j
+ h2c
2 j).
Differentiating this equation by ∂ξ again, one gets
(180) a2m+3 −
m−1∑
j=1
(U ja
2 j+3 + V ja
2 j−1) =
h3
iγh2
−b2m+2 +
m−1∑
j=1
(U jb
2 j+2 − V jc2 j)
 .
We claim that the term on the right hand side is given by
(181) P2m+2 := h
1
2
2
−b2m+2 +
m−1∑
j=1
(U jb
2 j+2 − V jc2 j)
 = iγU0
for a constant U0. For this, differentiate P2m+2 by ∂ξ and one finds
∂ξ(P
2m+2) ≡ 0 mod (180).
Differentiating P2m+2 by ∂ξ one finds
∂ξ(P
2m+2) ≡ 0 mod (178),
and the claim follows.
By definition a3 = h
− 32
2
h3 = −2∂ξ(h−
1
2
2
). Substituting Eq. (181) to Eq. (180), we
have
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Lemma 17.1. Suppose the sequence of canonical Jacobi fields of a CMC surface, not
necessarily of level m, satisfy the linear relation (178). Then they also satisfy
(182) a2m+3 =
m−1∑
j=1
(U ja
2 j+3 + V ja
2 j−1) +U0a3
for a constant U0.
By repeated application, the lemma implies that all the higher-order Jacobi fields
a2n+1, n ≥ m, lie in the constant coefficient linear span of {a2 j+1, a2 j+1}m−1
j=1
.
Note by Eq. (181) the equation (179) splits into two parts and we have from
b2 = −iγh− 12
2
, c2 = ih
1
2
2
that
b2m+2 =
m−1∑
j=1
(U jb
2 j+2 − V jc2 j) − iγU0h−
1
2
2
,(183)
=
m−1∑
j=1
(U jb
2 j+2 − V jc2 j) +U0b2,
c2m+2 =
m−1∑
j=1
(U jc
2 j+2 − V jb
2 j
) + iU0h
1
2
2
,
=
m−1∑
j=1
(U jc
2 j+2 − V jb
2 j
) +U0c
2.
Corollary 17.2. For a linear finite-type CMC surface of level m, all the higher-order
Killing coefficients {a2n+1, b2n+2, c2n+2}n≥m lie in the constant coefficient linear span of the
generating set {a2 j+1, a2 j+1, b2 j+2, b2 j+2, c2 j+2, c2 j+2}m−1
j=0
.
Lemma 17.1 has another application.
Lemma 17.3. The defining equation (178) for linear finite-type surfaces can be normalized
so that
a2m+1 =
m−1∑
j=1
U′ja
2 j+1 + V′ja
2 j+1,
where the constant coefficients U′
j
,V′
j
satisfy the relation
|V′m−1|2 = 1, & V′j = −V′m−1U
′
j+1 for 1 ≤ j ≤ m − 1.
Proof. We refer the reader to [45, p425, Proposition 4.3]. Note that we do not use the
operation (vi) in [45, p424, bottom] (which is essentially the spectral symmetry).
This accounts for the introduction of the unit complex number V′
m−1. 
Definition 17.1. The equation (178) for linear finite-type surfaces is adaptedwhen
the constant coefficients U j,V j satisfy the algebraic relation
(184) |Vm−1|2 = 1, & V j = −Vm−1U j+1 for 1 ≤ j ≤ m − 1.
Note from Prop. 16.3 that there exist many local linear finite-type CMC surfaces
satisfying the adapted equation. We shall work with the adapted linear finite-type
equation from now on.
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Remark 17.4. It is clear from the weighted homogeneity, or spectral symmetry, of the
higher-order Jacobi fields that the S1-family of associate surfaces of a linear finite-type
surface are linear finite-type. In the original paper [45, p425, Proposition 4.3] it is shown
that one may further normalize by spectral symmetry so that Vm−1 = 1, i.e., there exists an
associate surface of a linear finite-type surface which satisfies the adapted linear finite-type
equation with Vm−1 = 1.
There is another identity obtained from differentiating Eq. (178), this time as-
suming the linear finite-type equation is adapted. This identity will be used for
the construction of polynomial Killing field.
Differentiate Eq. (178) by ∂ξ and one gets
(185) γb2m + h¯2c
2m =
m−1∑
j=1
(
U j(γb
2 j + h¯2c
2 j) − V j(γc2 j+2 + h¯2b
2 j+2
)
)
.
Differentiating this equation again by ∂ξ and taking a complex conjugate one gets
(186) − c2m +
m−1∑
j=1
(U jc
2 j − V jb2 j+2) =
iγh2
h3
−a2m−1 +
m−1∑
j=1
(U ja
2 j−1
+ V ja
2 j+3)
 .
Since a1 = 0, comparing the right hand side with Eq. (178) together with the
adapted condition on the coefficients U j,V j, we have
−a2m−1 +
m−1∑
j=1
(U ja
2 j−1
+ V ja
2 j+3) = Vm−1U1a3.
Hence Eq. (186) gives
−c2m +
m−1∑
j=1
(U jc
2 j − V jb2 j+2) = −Vm−1U1b2.
As a consequence, after complex conjugation of this equation, Eq. (185) splits into
two parts and we have (recall from (149) that h¯2b
2
= iγh¯
1
2 = −γc2)
c2m =
m−1∑
j=1
(U jc
2 j − V jb
2 j+2
) + Vm−1U1b
2
,(187)
b2m =
m−1∑
j=1
(
U jb
2 j − V jc2 j+2)
)
+ Vm−1U1c
2.
Note that they are complex conjugate of each other up to scaling by Vm−1.
With this preparation we proceed to the construction of a polynomial Killing
field. The construction originally due to Pinkall & Sterling in [45], whichwe follow
closely here, is essentially local, compared to for example Hitchin’s for harmonic
tori in the 3-sphere which made use of the global holonomy of the associated
flat sl(2,C)-connection, [30]. A consequence of the local construction is that the
geometry of a linear finite-type surface is a posteriori global; there exists as we
will find the corresponding globally well defined rank 2 distribution on essentially
a space of certain polynomials in an auxiliary parameter λ for which a linear
finite-type surface can be viewed as a part of integral leaf.
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A main idea of construction is the Lie algebra decomposition
(188) so(4,C) = sl(2,C)⊕ sl(2,C).
The reducibility of so(4,C) already appeared in the recursion equation (149) which
repeats a 3-step, rather than a 6-step, relation. We shall make use of the decompo-
sition and construct an sl(2,C)-valued polynomial Killing field first. We observe
then that this can be extended, or doubled, to an so(4,C)-valuedpolynomial Killing
field.
By Lemma 17.3, assume that Σ is linear finite-type of level m and the sequence
of Jacobi fields satisfy the adapted constant coefficient linear equation (178). We
shall suppress the spectral parameter λ from the analysis for the moment and
treat the sequence of Killing coefficients a2 j+1, b2 j+2, c2 j+2 simply as the sections of
the bundles Kˆ0, Kˆ−1, Kˆ1 over the double cover Σˆ respectively (here Kˆ → Σˆ is the
canonical bundle).
Based on Cor. 17.2, set for an ansatz
aˆ =
m−1∑
j=1
s ja
2 j+1 + t ja
2 j+1,(189)
bˆ =
m−1∑
j=1
(p jb
2 j+2 − q jc2 j) + p0b2 − qmc2m,
cˆ =
m−1∑
j=1
(p jc
2 j+2 − q jb
2 j
) + p0c
2 − qmb
2m
,
for constant coefficients s j, t j, p j, q j. In order to make these equations transversal to
Eq. (187), let us set qm = 0. Define
ψ+ =
(
i
2ρ − 12 (γξ + h2ξ)
1
2 (γξ + h¯2ξ) − i2ρ
)
,(190)
X =
(−iaˆ 2cˆ
2bˆ iaˆ
)
.
One finds that ψ+ satisfies the structure equation dψ+ + ψ+∧ψ+ = 0. We wish to
determine the set of constants {s j, t j, p j, q j} so that
(191) dX + [ψ+,X] = 0.
This is written component-wise
(192)

daˆ
dbˆ − iρbˆ
dcˆ + iρcˆ
 =

iγcˆ + ih2bˆ iγbˆ + ih¯2cˆ
i
2γaˆ
i
2 h¯2aˆ
i
2h2aˆ
i
2γaˆ

(
ξ
ξ
)
.
Note that this structure equation is obtained from Eq. (149) by setting a2n+1 =
aˆ, b2n+2 = bˆ, c2n+2 = cˆ for all n.
We proceed with the computation of Eq. (192). First, imposing that the set of
compatibility equations arising from the equations for dbˆ,dcˆ are proportional to
Eq. (178) and its complex conjugate, we get the following set of linear equations
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(we omit the details of straightforward computation).
(193)

qm
q j − t j
p j − s j
 = β1

−1
U j
V j
 ,

pm−1
p j−1 − s j
q j+1 − t j
 = β2

−1
U j
V j
 .
Here β1, β2 are arbitrary constants. Since qm = 0, we must have β1 = 0. This is then
a set of 4m − 2 linear equations for the 4m − 2 unknowns {q j, p j, t j, s j}. One easily
finds that this system of equations is non-degenerate and {q j, p j, t j, s j} are uniquely
determined up to scale by {β1 = 0, β2,U j,V j}. Without loss of generality, let us scale
β2 = 1. The solution is given by
qm = 0,(194)
q j = t j = −(Vm−1 + Vm−2 + ... + V j+1 + V j),
p j = s j = −1 +Um−1 +Um−2 − ... +U j+1,
p0 = −1 +Um−1 +Um−2 + ... +U1.
Substitute these equations to daˆ, and imposing that the resulting compatibility
equations are proportional to Eq. (187) and its complex conjugate, one gets an
identity.27 As a result, there exists up to scale a unique non-trivial sl(2,C)-Killing field
defined by the ansatz (189).
It is at this point that the spectral symmetry of CMC surfaces plays its role. The
symmetry gives an extension of the Killing field X to a polynomial sl(2,C)-Killing
field X(λ) in the spectral parameter λ. By introducing the auxiliary parameter λ,
we are able to capture the underlying algebraic structure of the linear finite-type
surfaces.
For a unit complex number λ, set the S1-family of su(2)-valued 1-form
(195) ψ+(λ) =
(
i
2ρ − 12 (γξ + λ−1h2ξ)
1
2 (γξ + λh¯2ξ) − i2ρ
)
,
which is obtained from ψ+ by spectral symmetry. It is straightforward to check
that the Maurer-Cartan compatibility equation
dψ+(λ) + ψ+(λ) ∧ψ+(λ) = 0
continues to hold when λ is extended to a nonzero complex number λ ∈ C∗.
The algebro-geometric construction that follows, which may seem ad-hoc at first
sight, can be attributed to this extension property of the spectral symmetry to the
C∗-symmetry.
We now state the main result of this section.
Theorem 17.5. Let Σ ֒→ X(∞) be an integral surface of the EDS for CMC surfaces.
Suppose Σ is linear finite-type of level m so that on the double cover Σˆ→ Σ the canonical
Jacobi fields satisfy an adapted linear equation (178). Then Σˆ admits a sl(2,C)-valued
polynomial Killing field λ
1
2 X(λ) of degree 2m − 1.
27Here one needs to take into account the linear relation
γc2 + h2b
2 = 0.
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Proof. First, apply the spectral symmetry
h j → λ−1h j, h¯ j → λh¯ j, for j ≥ 2,
for a unit complex number λ. Then a2n+1, b2n+2, c2n+2 transform to
a2n+1 −→ a2n+1(λ) = λn− 12 a2n+1, a2n+1 −→ a2n+1(λ−1) = λ−n+ 12 a2n+1,(196)
b2n+2 −→ b2n+2(λ) = λn+ 12 b2n+2, b2n+2 −→ b2n+2(λ−1) = λ−n− 12 b2n+2,
c2n+2 −→ c2n+2(λ) = λn− 12 c2n+2, c2n+2 −→ c2n+2(λ−1) = λ−n+ 12 c2n+2.
The coefficients U j,V j for the linear finite-type equation (178) transform accord-
ingly
U j −→ U j(λ) = U jλm− j,(197)
V j −→ V j(λ) = V jλm+ j−1.
Substituting these into aˆ, bˆ, cˆ in Eq. (189), we get from Eq. (194),
aˆ(λ) = λ−
1
2
2m−2∑
j=1
aˆ jλ
j,
= λ−
1
2 (−a3λ + ... − Vm−1a3λ2m−2),
bˆ(λ) = λ
1
2
2m−2∑
j=0
bˆ jλ
j,
= λ
1
2 (−b2 + ... + Vm−1c2λ2m−2),
cˆ(λ) = λ−
1
2
2m−2∑
j=0
cˆ jλ
j,
= λ−
1
2 (−c2 + ... + Vm−1b
2
λ2m−2).
Set
(a(λ),b(λ), c(λ)) = (λ
1
2 aˆ(λ), λ−
1
2 h
1
2
2
bˆ(λ), λ
1
2 h
− 12
2
cˆ(λ)).
Then
a(λ) =
2m−2∑
i=1
aiλ
i,(198)
b(λ) =
2m−2∑
i=0
biλ
i,
c(λ) =
2m−2∑
i=0
ciλ
i,
and each ai,bi, ci is a polynomial in z j’s only with coefficients in the vector space
C〈r, r−1〉.Note that
(199)
a1 = −a3, a2m−2 = −Vm−1a3,
b0 = iγ, b2m−2 = −iVm−1r,
c0 = −i, c2m−2 = iγVm−1r−1.
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A direct computation shows that the closed structure equation (192) translates
to
d

a(λ)
b(λ)
c(λ)
 =

iγc(λ) + ib(λ) iγr−1λb(λ) + irλc(λ)
i
2γλ
−1a(λ) + 12z3b(λ)
i
2 ra(λ)
i
2λ
−1a(λ) − 12z3c(λ) i2γr−1a(λ)

(
ω
ω
)
.(200)
Note that a(λ) is divisible by λ and the expression λ−1a(λ) is a polynomial in λ.
Since the structure equation (200) holds for arbitrary unit complex number λ, it in
fact holds for arbitrary nonzero complex number λ ∈ C∗.
The lowest, and highest degree terms in (199) indicate that at generic points
on the surface a(λ),b(λ), c(λ) are polynomials of given degree. It follows from
Eq. (191) that λ
1
2X(λ) is the desired sl(2,C)-valued polynomial Killing field of
degree 2m − 1. 
Recall the recursive structure equation for the formal Killing fields (149). For a
given linear finite-type surface of level m, it follows from Eq. (191) that with the
substitution
aˆ j −→ a2 j+1
bˆ j −→ b2 j
cˆ j −→ c2 j, j ≥ 1,
the formal Killing field structure equation (149) holds. By the uniqueness of canon-
ical Jacobi fields in Prop. 11.3, this shows that
a4m−1 = 0.
As a result,
Corollary 17.6. A linear finite-type CMC surface of level m admits an so(4,C)-valued
polynomial Killing field of degree 4m − 2.
The closed structure equation (200) shows that the structure of local moduli
space of linear finite-type CMC surfaces of given level is fairly rigid, compare the
discussion belowwith [23]. LetPn be the vector space of polynomials inλ of degree
n. Then (λ−1a(λ),b(λ), c(λ)) takes values in P(m) := P2m−3×P2m−2 ×P2m−2. Since the
remaining variable r satisfies
(201) dr = rRe(z3ω), z3 = a
3 = −a1,
it follows that the system of equations (200), (201) define a rank two Frobenius
distribution on the space P(m) ×R. Here the latter R factor is for the variable r. In
this way a linear finite-type CMC surface corresponds to an integral surface of a
Frobenius system on a space of polynomials.
18. Spectral curve
The Lie algebra sl(2,C)-valued polynomial Killing field can be considered as a
particular form of first integral which for the class of linear finite-type surfaces
represents in an invariant way the underlying algebraic structure of the prolonged
structure equation. For compact linear finite-type surfaces, the geometric infor-
mation extracted from the polynomial Killing field relates to a set of algebraic
geometry objects, e.g., hyperelliptic curve, meromorphic differential, Jacobi vari-
ety. This set of algebraic data satisfying certain transcendental period conditions
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would be sufficient to invert the procedure and reconstruct the original linear
finite-type surface.
In this section we introduce the spectral curve for compact linear finite-type
surfaces and record its basic properties. The main result is that the monodromies
of the associated C∗-family of connections commute with each other. This agrees
with the recent result of Gerding on the factorization of a compact high genus
linear finite-type CMC surface through a branched covering of a torus, [27].
Recall
(202) X(λ) =
(−iaˆ(λ) 2cˆ(λ)
2bˆ(λ) iaˆ(λ)
)
.
By construction, the polynomial Killing field coefficients aˆ, bˆ, cˆ have a real involu-
tive symmetry.
Lemma 18.1.
(203)
V j(λ) = −Vm−1λ2m−2U j+1(λ−1),
aˆ(λ) = Vm−1λ2m−2aˆ(λ
−1
),
bˆ(λ) = −Vm−1λ2m−2cˆ(λ−1),
cˆ(λ) = −Vm−1λ2m−2bˆ(λ−1).
Proof. The identities for V j(λ), aˆ(λ) are straightforward. For the identities for
bˆ(λ), cˆ(λ), one needs to take into account Eq. (187). 
Consider λ
1
2X(λ) as an sl(2,C)-valued function on the product space Σˆ×C∗. The
structure equation (191) shows that λdet(X(λ)) is constant along the fibers of the
projection Σˆ × C∗ → C∗, and it is a well defined polynomial on the λ-plane C∗.
Set
P(λ) := det(X(λ)).
Then
P(λ) = aˆ2(λ) − 4bˆ(λ)cˆ(λ)(204)
= λ−1a2(λ) − 4b(λ)c(λ)
=
4m−4∑
j=0
P jλ
j.
Since a(λ) is divisible by λ and has degree 2m − 2, it does not contribute to the
extremal terms P0,P4m−4. From Eq. (199) we have
P0 = −4b0c0 = −4γ,(205)
P4m−4 = −4b2m−2c2m−2 = −4γV2m−1.
This shows that P(λ) is a polynomial of degree 4m − 4 with nonzero 0-th degree
term (hence not divisible by λ).
Corollary 18.2.
(206) P(λ) = V2m−1λ
4m−4P(
1
λ
).
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The roots of P(λ) are symmetric with respect to the unit circle in the λ-plane. In particular,
no odd degree root of P(λ) lie on the unit circle.
Let P1 be the projectivization of the λ-plane C∗. Let V = P1 × C2 be the trivial
rank 2 vector bundle with the standard sl(2,C) representation. By definition (for a
fixed generic point of Σˆ), the polynomial Killing field can be considered as a section
λ
1
2X(λ) ∈ H0(P1,O(2m − 1) ⊗ End(V)).
Let πO(2m−1) : O(2m − 1) → P1 be the projection map. Let µ be the tautological
section of the pulled back bundle π∗O(2m−1)O(2m − 1)→ O(2m − 1). Set
(207) P(µ, λ) := det(µI2 − λ 12X(λ)) = µ2 + λP(λ).
Then
(208) P(µ, λ) ∈ H0
(
O(2m − 1), π∗O(2m−1)O(2(2m − 1))
)
.
Definition 18.1. Let Σ ֒→ X(∞) be a linear finite-type CMC surface of level m. Let
Σˆ ֒→ Xˆ(∞) be its double cover. Let λ 12X(λ), (202), be the sl(2,C)-valued polynomial
Killing field of degree 2m−1 defined on Σˆ. Let Eq. (207) be the associated algebraic
equation. The spectral curve C of Σ is the algebraic curve
C = P(µ, λ)−1(0) ⊂ O(2m − 1)
in the complex surface O(2m − 1).
From the adjunction formula, the arithmetic genus pa of C is given by
pa = 1 +
−4 + 2(2m− 1)
2
= 2m − 2.
Let us denote the hyperelliptic involution of C by
(209) i : (µ, λ)→ (−µ, λ).
From the symmetry (206), the spectral curve C admits a real involution ̺ : C → C
defined by
(210) ̺ : (µ, λ)→ (Vm−1λ(−2m+1)µ, (λ)−1).
Specifically, let {λi, λ−1i }ℓi=1 be the set of odd degree roots of P(λ) withmultiplicity
2ni + 1 respectively (|λi| , 1). Let {λei }
q
i=1
be the set of even degree roots of P(λ) with
multiplicity 2ne
i
respectively. Counting the degrees we have
2m − 2 = pa =
ℓ∑
i=1
(2ni + 1) +
q∑
i=1
(nei ).
From the symmetry (206), these roots with multiplicity are invariant under the
involution λ→ λ−1i .
Definition 18.2. Let C be the spectral curve of a linear finite-type CMC surface
Σ ֒→ X(∞) as described above. Let {λi, λ
−1
i }ℓi=1 be the set of odd degree roots (with
multiplicity 2ni + 1) of the associated polynomial P(λ). The hyperelliptic curve Cˆ
of Σ is the Riemann surface of the algebraic curveC branched over the 2ℓ+2 points
0,∞ and λi, λ
−1
i , i = 1, 2, ... ℓ, of P
1.
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From the Riemann-Hurwitz formula, the geometric genus pg of C is given by
pg = genus(Cˆ) = ℓ.
By a generic case we mean the case when there exist no even degree roots and
the multiplicity of each odd degree roots is 2ni + 1 = 1. We consequently have for
the generic case Cˆ = C, and pa = pg = 2m − 2.
18.1. Eigenline bundle. One may consider the polynomial Killing field λ
1
2X(λ)
simply as matrices, or operators acting on V = C2, parametrized by Σˆ × C∗. The
algebraic construction of the spectral curve can then be considered as a completion
of the space of eigenvalues of these Σˆ × C∗-family of operators in the present
geometric situation, see [41] for a lucid overview of the related ideas in terms of
KP equation. When interpreted from the more or less trivial duality
Σˆ × C∗
  
  
  
 
❅
❅❅
❅❅
❅❅
Σˆ C∗
the eigenspaces form a line bundle over the spectral curve C, the completion of
certain branched double cover of C∗ ⊂ P1, parametrized by Σˆ.
For a point z ∈ Σ \ U, consider the eigenspace
(211) Ez = ker(µI2 − λ 12X(λ)z) ⊂ V.
For (µ, λ) ∈ Cwith λ ∈ C∗ ⊂ P1 not a root of P(λ), Ez is a one dimensional subspace
well defined at (µ, λ). Since λ
1
2X(λ) is a polynomial in λ, by analytic continuation
and the real involutive symmetry (203) it follows that Ez defines a line bundle over
C.28
In terms of a local coordinate z of Σ centered at a umbilic, we observe from
Lemma 10.5 that a singularity of λ
1
2X(λ) is locally of the form
smooth matrix
zk
+
smooth matrix
z
ℓ
for positive integers k, ℓ. Since the smooth part is again a polynomial in λ, an
argument similar as above shows that the family of line bundles Ez admit a unique
analytic extension acrossU ⊂ Σ, and Ez is well defined all over Σ.
Definition 18.3. Let Σ ֒→ X(∞) be a linear finite-type surface. Let λ 12X(λ) be the
polynomial Killing field. The eigenline bundle Ez → C over the spectral curve C
of Σ parametrized by a point z ∈ Σ is the line bundle defined by the eigenspace
(211).
18.2. Spectral data. Let Σ ֒→ X(∞) be a compact linear finite-type CMC surface of
level m. We wish to argue that such Σ with genus ≥ 2 necessarily factors through
a branched covering of a torus, and hence that this analysis does not produce any
compact high genus examples of immersed CMC surfaces.
28Note that X(λ) is defined on the double cover Σˆ. But under the sign change h
1
2
2
→ −h
1
2
2
we have
X(λ)→ −X(λ) and Ez is well defined for z ∈ Σ.
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Let x∗F → Σ be the induced SO(2)-bundle of oriented orthonormal coframes.
Recall V = C2. Under the representation
χ : eit ∈ SO(2) 7→
(
e
it
2 ·
· e− it2
)
∈ SL(2,C),
let V = F1 ×χ V be the associated rank 2 vector bundle on Σ. The C∗-family of
sl(2,C)-valued 1-formψ+(λ) on F then defines aC∗-family of flat connection onV.
Let us denote this connection for a fixed λ by Dλ.
Let g = genus(Σ). Let {ak, bk}gk=1 be a standard generator of the fundamental
group π1(Σ) such that they have the intersection pairing
(ai, a j) = (bi, b j) = 0, (ai, b j) = δi j.
Let z0 ∈ Σ \U be a base point for π1(Σ). Let {Ak(λ)z0 ,Bk(λ)z0}gk=1 be the monodromy
of the flat connection Dλ along {ak, bk}gk=1 based at z0. Let
α2k − tr(Ak(λ))αk + 1 = 0,
β2k − tr(Bk(λ))βk + 1 = 0,
be the characteristic equations of the monodromies {Ak(λ)z0 ,Bk(λ)z0}gk=1 considered
as 2-by-2 matrices.
Let {α±1
k
(λ), β±1
k
(λ)}g
k=1
be the corresponding eigenvalues. A different choice of
base point results in the monodromies which are conjugate to the given ones, and
{α±1
k
(λ), β±1
k
(λ)}g
k=1
are 2-valued functions on the λ-plane C∗. The branching occurs
at the points where the equations
∆Ak(λ) := tr(Ak(λ))
2 − 4 = 0,(212)
∆Bk(λ) := tr(Bk(λ))
2 − 4 = 0,
have odd degree zeros. Set
(213) Φk = ±d logαk, Ψk = ±d log βk.
They are holomorphic 2-valued differentials on C∗.
In the high genus case the fundamental group π1(Σ) is not commutative, and
we cannot directly conclude that the monodromy share a common eigenspace as
was done in the tori case, [30]. We make use of the polynomial Killing field λ
1
2X(λ)
instead. It turns out that the analysis of the monodromy is relatively easier with
this additional data. For example the finiteness of the set of branch points for
the eigenvalues follows from an algebraic argument, compare this with [30, p642,
Proposition (2.3)].
The following observation is crucial for the analysis in this section. For λ ∈ C∗,
let E±z (λ) ⊂ V be the 2-valued eigenspace for λ
1
2X(λ) defined earlier.
Lemma 18.3. The eigenspace E±z (λ) is the common eigenspace for the entire monodromy
{Ak(λ)z,Bk(λ)z}gk=1 based at z for all z ∈ Σ.
Proof. Assume first z ∈ Σ \ U, and λ ∈ C∗ \ P−1(0). The polynomial Killing
field λ
1
2X(λ) is defined on Σ up to sign, and from the structure equation dX(λ) +
[ψ+(λ),X(λ)] = 0, it follows by considering the parallel transport along ak that
(214) λ
1
2X(λ)|z = A−1k (λ)z
(
λ
1
2X(λ)|z
)
Ak(λ)z.
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The similar identity holds for Bℓ(λ)z. The eigenspaces E±z (λ) correspond to distinct
eigenvalues for λ ∈ C∗ \ P−1(0), and the claim follows for this generic case. Since
each term of Eq. (214) is analytic in λ ∈ C∗, the claim is in fact true for all λ ∈ C∗. All
this argument is true for z away from the umbilics, and by analytic continuation it
follows that E±z (λ) is the simultaneous eigenline for all of the monodromy. 
The eigenspaces of λ
1
2X(λ) are generically distinct, and by continuity we have:
Corollary 18.4. For a compact, linear finite-type CMC surface Σ, the set of monodromies
{Ak(λ)z,Bk(λ)z}gk=1 of the associated C∗-family of flat connections Dλ commute with each
other.
We proceed to show that the hyperelliptic curve Cˆ is the spectral curve for each
of the monodromies.
Lemma 18.5. The odd degree zeros of the characteristic equations for the monodromies
∆Ak(λ) = 0,∆Bk(λ) = 0, Eq. (212), occur exactly at the odd degree zeros of P(λ) in C
∗.
Proof. Let λe ∈ C∗ be an even degree zero of P(λ) (including the case P(λe) , 0).
With an abuse of notation, consider the following equation in a small neighborhood
U of λe for a generic choice of z ∈ Σ.
Ak(λ)zE±z (λ) = α±1k (λ)E±z (λ)
(and similarly for Bk(λ)). Here ”E±z (λ)” actually means a nonzero section of the
bundle. Since λe is an even degree zero of P(λ), the terms Ak(λ)z,E±z (λ) in the
equation above are analytic functions onU. Hence αk(λ) cannot have a real branch
at λe.
Suppose λo ∈ C∗ is an odd degree zero of P(λ), while on the other hand it
is an even degree zero of ∆Ak(λ) = 0. Arguing similarly as above, this time
since Ak(λ)z, α±1k (λ) are analytic functions in a neighborhood of λ
o, by elemen-
tary computation their eigenspaces are also analytically determined. But E±z (λ) is
the eigenspace of polynomial Killing field whose eigenvalue branches at λo, and
E±z (λ) must have a real branch at λo, a contradiction. 
Corollary 18.6. The hyperelliptic (spectral) curves Cˆαk , Cˆβk for the eigenvalues of the
monodromies {Ak(λ)z,Bk(λ)z}gk=1 exist, and they are all isomorphic to the hyperelliptic
curve Cˆ defined earlier.
We remark that this is a stringent condition on the connection form ψ+(λ). In
fact such a linear finite-type surface necessarily factors through a torus.
Theorem 18.7 (Gerding [27]). A compact, linear finite-type CMC surface Σ of genus
≥ 2 necessarily factors through a branched covering of a torus,
Σ→ T2 → X.
We shall not pursue to give the complete proof for this theorem, and refer the
reader to the original paper [27] for the remaining details.
We conclude this section with a description of the eigenvalues of the mon-
odromy. Recall λ : C → P1.
Corollary 18.8. The eigenvalues {αk(λ), α−1k (λ), βk(λ), β−1k (λ)} for each of the monodromy
{Ak(λ)z,Bk(λ)z}, k = 1, 2, ... g, are well defined holomorphic functions on C \ λ−1{0,∞}.
In particular, the differentials (213) are holomorphic differentials on C \ λ−1{0,∞}.
118 DANIEL FOX AND JOE S. WANG
Denote the holomorphic functions α±1
k
(λ), β±1
k
(λ) now defined on C \ λ−1{0,∞}
by the same notation, and similarly for Φk,Ψk.
We examine the asymptotics of the eigenvalues α±1
k
(λ), β±1
k
(λ) at the two branch
points λ−1{0,∞}. Note first the symmetry
ψ+(λ
−1
)
t
= −ψ+(λ).
It follows that
Ak(λ
−1
)
t
= Ak(λ)
−1,Bk(λ
−1
)
t
= Bk(λ)
−1,
and hence
α±1
k
(λ
−1
) = α∓1k (λ), β
±1
k
(λ
−1
) = β∓1k (λ).
The asymptotics at λ−1(∞) are thus determined by the asymptotics at λ−1(0), and
we will examine the latter case.
Recall ω =
√
II, the square root of the Hopf differential which is a 2-valued
holomorphic 1-form on Σ. Assume that the generators of π1(Σ) lie in Σ \ U so
that a branch of ω is well defined on each ak, bk. Denote the periods of the chosen
branch ω by
(215)
∫
ak
ω = mak ,
∫
bk
ω = mbk .
Proposition 18.9. Let η = λ
1
2 be the local coordinate of C in a neighborhood of λ−1(0).
The eigenvalues have the following asymptotics at η = 0.
± logαk(λ) ≡ −
i
√
γ
2
makη
−1 + iπnk,
± log βk(λ) ≡ −
i
√
γ
2
mbkη
−1 + iπn′k, mod O(η),
where nk, n′k are integers. Hence
±Φk ≡
i
√
γ
2
mak
dη
η2
,
±Ψk ≡
i
√
γ
2
mbk
dη
η2
, mod analytic terms.
The differentials Φk,Ψk are meromorphic differentials on C of the second kind with double
poles at λ−1{0,∞} and otherwise regular.
Proof. We argue in a small neighborhood of the point η = 0. For the given polyno-
mial Killing field λ
1
2X(λ), the eigenvalues ±µ have the local expansion
±µ = 2
√
b2c2η + ... = 2
√
γη + higher-order terms in η.
Choose +µ, and let
v = v0 + v1η + ... , vi =
(
v1
i
v2
i
)
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be the expansion of a non-vanishing local section of the eigenspace E(η) (without
lower script z) for µ, now considered as a line bundle over Σ for a fixed η = λ
1
2
near η = 0. A direct computation shows that we may take
v0 =
(
1
0
)
, v1 =
(
v1
1
v2
1
)
, v21 = −
√
γ
c2
= i
√
γh
− 12
2
.
The sub-bundleE(η) ⊂ V is invariant under the flat connectionDλ, and there exists
a 1-form θ such that
(216) Dη2v = dv + ψ+(λ)v = θv.
Let θ = θ−1η−1 + θ0 + ... be the expansion of θ in η (there are no higher degree
negative terms like θ−2η−2, etc). Collecting the η−1-terms from (216) one gets
θ−1 = −
v2
1
2
h2ξ = −
i
√
γ
2
h
1
2
2
ξ.
Integrating this over the cycles ak, bk gives the desired formulae. Note that away
from η = 0 the monodromy is a function of λ = η2, and this explains the value of
constant terms in iπZ. 
The present analysis shows that Gerding’s result on the factorization of a linear
finite-type high genus CMC surface is quite plausible. It also gives an indication
of how to construct the factored CMC torus.
19. Nonlinear finite-type surfaces
In this section we introduce a class of nonlinear finite type CMC surfaces. The
umbilics are allowed, and by Rem. 21.4 in the below, these surfaces are generally
not linear finite type. The Smyth surfaces (Mr. andMrs. Bubbles) with rotationally
symmetric metric and an umbilic point of arbitrary degree at the center are thewell
known examples in this class.
19.1. Flat structure 3-web. Recall that a planar m-web is a set of m pairwise
transversal foliations on a 2-dimensional surface.
Definition 19.1. Given a CMC surface Σ, the m-th order Hopf differential is the
section
Φm := hmξ
m ∈ H0(Σ,Km).
In case Φm does not vanish identically, the m-th order structure web Wm is the
m-web of possibly singular foliations defined by the line fields
Im(Φm) = 0.
Note the structurewebWm has the property that the correspondingm line fields
divide the tangent plane at each point in m equal angles.
Compared to the general m ≥ 4 webs, the local geometry of a planar 3-web
up to diffeomorphism is relatively simple; the primary local invariant is the web
curvature 2-form. The class of CMC surfaces we shall be interested in are those for
which the structure 3-webW3 is flat and the web curvature vanishes.
Let us give a brief analytic derivation of the web curvature of a 3-web. We refer
the reader to [18] [44] for the details on planar 3-webs. Up to scaling, suppose that
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a planar 3-webW is locally defined by 1-forms ηa, a = 1, 2, 3, on a surface satisfying
the normalization
(217) η1 + η2 + η3 = 0.
In this case, there exists a unique web connection 1-form ψ such that
dηa = ψ ∧ ηa, a = 1, 2, 3.
The web curvature 2-formΩW is defined by
ΩW = dψ.
It is easily checked that ΩW is independent of choice of ηa’s satisfying Eq. (217).
The CMC surfaces with flat structure 3-web are analytically characterized by
the following nonlinear equation on the structure functions.
Lemma 19.1. Given a CMC surface, suppose the third order Hopf differential Φ3 is
nonzero and the structure 3-web W3 is well defined. Then W3 is flat whenever the
structure functions satisfy
(218) Im
z4z2
3
 = 0.
Proof. Assuming h3 , 0, choose a frame for which h3 = h¯3 is real. Differentiating
this equation, one gets
ρ = − i
3(h3 + h¯3)
(
(h4 − h¯2R)ξ − (h¯4 − h2R)ξ
)
.
By inspection the web connection 1-form ψ = ∗ρ, where ’∗’ is the C-linear Hodge
star operator acting on 1-forms by ∗ξ = −iξ. The web curvature 2-form is then
given by
ΩW3 = d(∗ρ) =
R
3h3h¯3
(h¯2h¯4 − h2h4)ξ ∧ ξ.
We are assuming that Φ3 = h3ξ3 , 0, and hence the curvature R does not vanish
identically either. Since the function Im
(
z4
z23
)
in Eq. (218) is well defined on the CMC
surface, this is equivalent to h¯2h¯4 − h2h4 = 0 for this particular choice of frame. 
Remark 19.2. Note
(219) d(h2h¯2) ∧d(h3h¯3) = −h3h¯3(z4
z2
3
− z4
z
2
3
)ξ ∧ ξ.
Differentiating Eq. (218), one may solve for h5, h¯5 in terms of the lower order
variables { h2, h¯2, h3, h¯3, h4, h¯4 }. Thus the structure equation closes up at order 5 and
Eq. (218) leads to a nonlinear finite type equation. We claim that the resulting
structure equation is compatible.
Proposition 19.3. Consider the system of equations generated by Eq. (218) and its ∂ξ, ∂ξ-
derivatives. The resulting putative structure equation, which is closed at order 5, is
compatible and formally satisfies d2 = 0. By Lie-Cartan theorem there exist local solutions
for initial conditions satisfying h2, h3 , 0.
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Proof. Eq. (218) is equivalent to
(220) h2h¯
2
3h4 = h¯2h
2
3h¯4.
Solving for h4, h¯4 we get
h4 =
h¯2h
2
3
h¯4
h2h¯23
, h¯4 =
h2h¯
2
3
h4
h¯2h23
.
Differentiating this we get
h5 = ∂ξ
 h¯2h23h¯4h2h¯23
 , h¯5 = ∂ξ
h2h¯23h4h¯2h23
 .
Substituting this to the structure equation for dh4,dh¯4, the claim is verified by direct
computation. 
19.2. Un-coupled structure equation. The defining equation (220) represents a
relation among the phases of the complex coefficients { h2, h3, h4 }. This suggests to
choose a local frame such that
h2 = Ae
iφ,(221)
h3 = Be
iφ,
h4 = Ce
iφ,
where A,B,C, φ are real valued. Let ξ = ω1 + iω2 be the real and imaginary parts.
Then the structure equation un-couples in this parametrization as follows.
dA = Bω1,(222)
dB = (C − A3 + γ2A)ω1,
dC =
(
2C2
B
+
(−B2 + 2A4 − 2γ2A2)C
BA
+ (5γ2B − 7BA2)
)
ω1,
dφ =
(−2CA + 3B2 − 2A4 + 2γ2A2)
BA
ω2,
ρ =
(CA − B2 + A4 − γ2A2)
BA
ω2.
Fromthe structure equationdω1 = −ρ∧ω2 = 0, andonemaywrite locallyω1 = ds
for a parameter s. Assuming
(−2CA+3B2−2A4+2γ2A2)
BA , 0, one may take (s, φ) as a local
coordinate and write ω2 = q(s)dφ, where q(s) = BA
(−2CA+3B2−2A4+2γ2A2) . It follows that
the metric of the CMC surface is written in this coordinate in warped product form
ξξ = (ω1)2 + (ω2)2 = (ds)2 + q(s)2(dφ)2.
This in particular implies that the metric admits a Killing field. To see this, let
{ e1, e2 } be the dual frame of {ω1, ω2 }. Let f be a function which satisfies
d f + f
(CA − B2 + A4 − γ2A2)
BA
ω1 = 0.
Then it is easily checked that the vector field f e2 is a Killing field of ξξ. Note that
the leaves of the e1-foliation are geodesics.
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In order to see how this surfacemay look like, consider for a concrete example the
case of a minimal surface in the 3-sphere, δ = 0, ǫ = 1. Let v = (v0, v1, v2, v3) be the
adapted SO(4)-frame along the minimal surface such that v0 describes the surface,
v3 is normal to the surface, and {v1, v2} are tangent to the surface that correspond
to the frame {e1, e2}. A computation shows that they satisfy the following structure
equation.
dv ≡ v

· −1 · ·
1 · −A cos(φ) ·
· A cos(φ) · −A sin(φ)
· · A sin(φ) ·
ω1 mod ω2.
As the parameter φ varies from 0 to π, the corresponding leaves of the geodesic
e1-foliation oscillate between a planar curve lying in a totally geodesic S2 ⊂ S3 and
a great circle. The leaves in-between these two extremes are generalized helices.
19.3. Examples.
19.3.1. Cohomogeneity-1 surfaces. Consider the degenerate case dφ = 0 and the
phase is constant. It is known that this is equivalent to that the CMC surface is
invariant under a Killing field of the ambient space form. The cohomogeneity-1
CMC surfaces are well understood, [7].
19.3.2. Torus. We claim that if a compact torus belongs to this class, then it is
necessarily of cohomogeneity-1.
Choose a uniformization z of the given torus so that the Hopf differential is
h2ξ
2 = Aeiφ(ω1 + iω2)2 = (dz)2.
When restricted to an e1-curve, this becomes
Aeiφ(ω1)2 = (dz)2.
Since dφ ≡ 0 mod ω2, the phase eiφ is constant along the e1-curve. Hence the locus
of each e1-curve on the torus is a straight line with respect to the uniformization z.
Suppose dφ . 0. Then by continuity there exists a e1-curve which is dense on
the torus. But since eiφ is constant on the curve, this implies that eiφ is constant
everywhere, a contradiction.
Since the metric on the surface must admit a Killing field, it is unlikely that a
compact high genus CMC surface belongs to this class either.
19.3.3. Smyth surfaces. Brian Smythdiscovered a one parameter family of complete
CMC-1 planes in E3 with radial metric and with an umbilic of arbitrary degree at
the origin (center), [47][51]. They are also known as Mr. and Mrs. Bubbles, [48].
We refer the reader to [46] for the analytic details on Smyth surfaces.
Since the metric is invariant under a one parameter family of symmetry, the
curvature must satisfy the functional relation
dR ∧d(|∇R|) = 0.
It is easily checked that this is equivalent to (219), and a Smyth surface has the flat
structure 3-web.
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Part 4. Periods
20. Fundamental divisor
We now turn our attention to the geometry of the periods of conservation laws
for compact high genus CMC surfaces. In this section we start by recording a
relevant parity property of the zero divisor of the square root of Hopf differential.
This is an elementary observation. We present the details here to fix notation and
for future reference.
Let Σ be a compact CMC surface of genus g ≥ 2. Let
π : Σˆ→ Σ
be the double cover defined by the square root ω =
√
II ∈ H0(Σˆ, Kˆ). Let gˆ denote
the genus of Σˆ. Recall that π is branched over the odd degree zeros of the Hopf
differential.
Definition 20.1. Let Σ be a compact CMC surface of genus ≥ 2. Let π : Σˆ→ Σ be
the double cover defined by ω =
√
II. The fundamental divisor of Σˆ is the divisor
(of zeros)
Uˆ := (ω)0 ∈ Σˆ(2gˆ−2).
Note by definition the umbilic divisorU = (II)0 = π∗(Uˆ).
We claim that
Lemma 20.1. Without counting multiplicities, the fundamental divisor Uˆ consists of
even number of points.
Proof. Counting the total number of zeros of the quadratic differential II on Σwith
multiplicities, by Riemann-Roch we have
(223) 4g − 4 = Σℓei=1dei + Σℓ
o
i=1d
o
i .
Here
ℓe: number of even degree zeros of II,
ℓo: number of odd degree zeros of II.
The corresponding degrees of zero are denoted by de
i
, do
i
respectively. From the
parity of the equation (223), we have
ℓo is even.
By definition ℓo is the total branching number of the double cover Σˆ → Σ. By
Riemann-Hurwitz formula one consequently gets the genus formula
(224) gˆ = 2g − 1 + ℓ
o
2
.
Counting the total number of zeros of the 1-form ω on Σˆ with multiplicities, by
Riemann-Roch we have
(225) 2gˆ − 2 =
(
Σℓ
e
i=1
de
i
2
+ Σℓ
e
i=1
de
i
2
)
+ Σℓ
o
i=1(d
o
i + 1).
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Here the two identical sums Σℓ
e
i=1
de
i
2 in the parenthesis represent the zeros (with
multiplicities) on the two distinct copies of Σˆ over the even degree zero points of
II. This yields that the total number of zero points of ω is
♯ of zero points (without multiplicities) of ω on Σˆ := r = 2ℓe + ℓo
= even.

21. Jacobi fields and conservation laws at umbilics
The coefficients of the sequence of higher-order conservation laws ϕn are up to
scale polynomials in the variables z j = h
− j2
2
h j. As a result they are singular at the
fundamental divisor. We examine their singularities and give an interpretation
as smooth sections of the twisted line bundle Ω1(Σˆ) ⊗ (Kˆ)4n. This leads to the
new concept of twisted characteristic cohomology. Locally we establish a refined
normal form for the conservation laws adapted at the umbilics. This indicates that
the residues are generally non-trivial and detect certain higher-order quantitative
invariants for CMC surfaces at the umbilics.
21.1. Twisted conservation law. Recall the asymptotics Eq. (162) of the formal
Killing coefficients:
B2n := ih
1
2
2
b2n =
(−1)n
2γn−2
[
z2n + (lower order terms) + t
2n
b z
2n−2
3
]
,(226)
C2n := ih
− 12
2
c2n =
(−1)n
2γn−1
[
z2n + (lower order terms) + t
2n
c z
2n−2
3
]
,
A2n+1 :=
a2n+1
2
=
(−1)n−1
2γn−1
[
z2n+1 + (lower order terms) + t
2n+1
a z
2n−1
3
]
.
Here {B2n,C2n,A2n+1 } are the coefficients of the enhancedprolongation fromSec. 11.
Since z j = h
− j2
2
h j, they appear to be singular at the fundamental divisor.
On the other hand ω = h
1
2
2
ξ is smooth. Accordingly, when restricted to a CMC
surface, we may consider them as smooth sections of the powers of canonical line
bundle Kˆ→ Σˆ.
Lemma 21.1. Consider the formal Killing coefficients twisted by powers of ω,
{B2nω4n−4, C2nω4n−4, A2n+1ω4n−2 }.
Then they are smooth sections of Kˆ4n−4, Kˆ4n−4, Kˆ4n−2 respectively.
Proof. For the initial case n = 1, we have (B2ω0, C2ω0, A3ω2) = (γ,−1, 12h3h
− 12
2
ξ2).
We claim that h3h
− 12
2
ξ2 is smooth.
Consider first an even degree umbilic point of II so that a section ω = h
1
2
2
ξ of K is
locally defined (on Σ). Take a local coordinate z such that ξ = eudz, η1 = e−uzmdz,
and II = η1 ◦ ξ = zm(dz)2, m ≥ 1. From the structure equation one finds
h2 = e
−2uzm,
h3 ≡ me−3uzm−1 mod zm.
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Hence h3h
− 12
2
≡ me−2uz m2 −1 modulo smooth terms. This suffices for the casem ≥ 2 is
even.
For an odd degree umbilic point, choose a local coordinate w on Σˆ such that
z = w2 and ξ = 2euwdw. Then h3h
− 12
2
ξ2 ≡ 4mwm(dw)2 modulo smooth terms.
For the general case n ≥ 2, consider B2nω4n−4. From the weighted homogeneity,
one only needs to check the lowest order term z2n−2
3
ω4n−4 = (h3h
− 12
2
ξ2)2n−2. The other
cases follow similarly. 
Corollary 21.2. Let Σ ֒→ X(∞) be a CMC surface. Let Σˆ→ Xˆ(∞) be its double cover. Let
ϕn = c2n+2ξ + b2nξ, n = 0, 1, ... , be the sequence of 1-forms representing the higher-order
conservation laws. Then ϕn ⊗ ω4n is a smooth section of the twisted line bundle
ϕn ⊗ ω4n ∈ H0(Ω1(Σˆ) ⊗ (Kˆ)4n).
This shows that from the global perspective it is more natural to think of the
higher-order conservation laws as smooth sections of the twisted line bundle
Ω1(Σˆ) ⊗ (Kˆ)4n. It is only if we want to think of them globally as untwisted 1-
forms that we must allow singularities, similarly as for the homomorphic 1-forms
on the projective space CPN. The singularities are just an implication of topology
on global analytic matters. This also suggests to introduce a general notion of
twisted characteristic cohomology.
21.2. Residue. The residues of the 1-forms ϕn which are singular at the umbilics
can be used in turn to detect and give invariants for the umbilics. In this section
we give a refined normal form for the conservation laws at the umbilics toward
understanding their residues.
We follow the local formulation of CMC surfaces adapted to an umbilic point
from Sec. 7.1, Eqs. (97), (98). Given a CMC surface Σ, choose a local coordinate z
centered at an umbilic point such that
(227) ξ = eudz, η1 = e
−uzpdz
for a real valued function u and a positive integer p. TheHopf differential is written
in this coordinate as
(228) II = η1 ◦ ξ = zp(dz)2.
Introduce a square root w such that z = w2. At an even degree umbilic (p even, no
branching), the computation of residues in w-coordinate would only double the
values and hence does not affect the vanishing/non-vanishing argument.
We claim that in termsofw the formalKillingfield coefficients have the following
normal form. Here the notation O(wℓ) means a polynomial in w of degree ≤ ℓwith
coefficients in the ring of functions in u and its successive z-derivatives.
Lemma 21.3. With respect to the local formulation of CMC surfaces in Eqs. (227),(228)
adapted to an umbilic point, the formal Killing field coefficients have the following normal
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form.
b2n =
1
w(2n−1)p+(4n−4)
O(w4n−4),(229)
c2n =
1
w(2n−3)p+(4n−4)
O(w4n−4),
a2n+1 =
1
w(2n−1)p+(4n−2)
O(w4n−2), n ≥ 1.
Here z = w2.
Proof. Recall the notations and the inductive formulae for the Killing coefficients
from Sec. 13.3. In terms of the normal form (229) a short computation shows that
we would have
aˆi j =
1
w2(i+ j)p+4(i+ j)
O(w4(i+ j)).
Hence assuming the claim (229) is true up to n, we have sˆn =
1
w2np+4n
O(w4n). It
follows that
mˆn =
1
w2np+4n
O(w4n).
Note h2 = e−2uzp = e−2uw2p. Substituting these equations to Eqs. (160), (161), the
claim is verified by induction. We omit the details. 
Remark 21.4. One finds in the normal form above that up to nonzero scale the numerators
O(w4n−4),O(w4n−2) mod w are constants depending only on p. Examining the explicit
normal form for the Jacobi field a2n+1 for the first few terms n = 1, 2, 3, ..., it is easily
checked (and can be proved) that as w→ 0 this limit of the numeratorO(w4n−2) for a2n+1 is
nonzero for any positive value of p (it may become zero for certain negative integer values
of p). This shows that a CMC surface with an umbilic point cannot be of linear finite type.
Note that ξ ∼ wdw, ξ ∼ wdw up to nonzero scale. From Lem. 21.3, the corre-
sponding refined normal form for conservation laws follow.
Corollary 21.5. With respect to the local formulation of CMC surfaces in Eqs. (227),(228)
adapted to an umbilic point, the higher-order conservation laws have the following normal
form. Here z = w2.
(230) ϕn =
1
w(2n−1)p+(4n−1)
O(w4n)dw + 1
w(2n−1)p+(4n−4)
O(w4n−4)wdw, n ≥ 0.
Recall
ω = h
1
2
2
ξ = 2wp+1dw.
It is clear from this that ϕn ⊗ ω4n is a smooth section of Ω1(Σˆ) ⊗ (Kˆ)4n.
Since the curvature of the induced metric is R = γ2 − h2h¯2 = γ2 − e−4u|z|2p,
the coefficients of the polynomials O(w4n),O(w4n−4) in the normal form for ϕn are
elements in the ring of functions generated by the curvature R and its successive
z-derivatives. The residues for the conservation laws in this way capture certain
higher-order numerical invariants of the curvature at the umbilics.
We check the case ϕ1 for an example. By a direct computation one finds
ϕ1 =
i
wp

(
3p2 + 4 p − 16pu1w2 + 16(u2 + u21)w4
)
4γw3
dw − 2γe2uwdw

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(here u1 = uz, u2 = uzz, etc. Recall u is defined on Σ). Consider the Taylor series
expansion
u =
∑∞
i, j=0 ci jz
iz
j,
=
∑∞
i, j=0 ci jw
2iw
2 j.
Then the residue of ϕ1 at w = 0 is expressed by an algebraic formula involv-
ing the coefficients ci j’s. Similar interpretation would hold for the higher-order
conservation laws.
As this observation may show, the residues of conservation laws are subtle
invariants. We currently do not have any further information regarding their
behavior , e.g., when they vanish.
Example 21.6 (Smyth surfaces from Sec. 19.3.3). We show that for the umbilics of
Smyth surfaces the residues of conservation laws are all trivial.
Recall the parametrization (221) and the un-coupled structure equation (222). A
direct computation shows that
zk = {A,B,C}e−( k−22 )iφ,
where {A,B,C} is a generic notation for a function in the variablesA,B,C only (not
involving φ). From this we have
c2n+2 = {A,B,C}e−( 2n−12 )iφ,
b2n = {A,B,C}e−( 2n−12 )iφ.
Hence the conservation laws are of the form
ϕ0 ≡ e 12 iφ{A,B,C}dφ,
ϕn ≡ e−( 2n−12 )iφ{A,B,C}dφ, mod ω1.
Given a Smyth surface with an umbilic at the center, the intrinsic S1 metric
symmetry is in the direction of (ω1)⊥. It follows that the residue of a conservation
law is obtained by setting ω1 = 0 and integrating with respect to dφ. Note that
dA,dB,dC ≡ 0 mod ω1 and they are constants on such locus of integration (an
orbit of S1 isometry).
By definition ϕ0 =
√
II has no residue. From the given normal form for ϕ0
above, the interval of integration for φ then must be an integer multiple of 4π.
Equivalently, a Smyth surface with umbilic (or its double cover in case of odd
degree umbilic) is locally a union of even number of sectors parametrized as in
(221) for φ ∈ [0, 2π].
We remark that the conservation laws may have nontrivial residues at the poles
of the Hopf differential. They therefore have possible applications to detect and
distinguish the ends of complete CMC surfaces too.
22. Abel-Jacobi maps
In this sectionwe initiate the studyof periods of conservation laws. We introduce
a natural rationality criterion for compact CMC surfaces in terms of an Abel-Jacobi
map defined by the periods.
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Assume that Σ is a compact CMC surface of genus g ≥ 1. We continue the
analysis from Sec. 20.
22.1. Spectral Jacobian. Recall r is the number of zero points of ω. Set a positive
integer
m =
1
2
(r + 2gˆ) =
r
2
+ gˆ ∈ Z+(231)
= ℓe +
ℓo
2
+
(
2g − 1 + ℓ
o
2
)
= 2g − 1 + (ℓe + ℓo) ≤ 2g − 1 + (4g − 4) = 6g − 5.
Note that when g ≥ 2, m is bounded below by
2g ≤ m.
Recall the sequence of higher-order conservation laws
ϕ j, ϕ¯ j, j = 0, 1, ... .
Consider a set of
n ≥ m
linearly independent conservation laws
φA =
∞∑
j=0
(
UAj ϕ j + V
A
j ϕ¯ j
)
+ φA−1, A = 1, 2, ... n,
φA−1 ∈ C0.
Here UA
j
,VA
j
’s are constant coefficients with finitely many nonzero terms. Set the
column of conservation laws
(232) ~φ = (φ1, φ2, ... φn)t.
Let {pˆi}ri=1 ⊂ Σˆ be the set of zero points of ω. Define the residues
(233) ri = Respˆi (
~φ) ∈ Cn, i = 1, 2, ... r.
By Stokes theorem we have ∑
i
ri = 0.
Let {aˆk, bˆk}gˆk=1 be a basis of H1(Σˆ,Z). Define the periods
aˆk =
∫
ak
~φ, bˆk =
∫
bk
~φ, k = 1, 2, ... gˆ.
By definition the periods are defined modulo the integral lattice generated by the
set of residues.
Definition 22.1. Let Σ be a compact CMC surface. Let Σˆ→ Σ be its double cover.
For a choice of column of conservation laws (232), the associated spectral lattice is
the integral lattice generated by
L~φ = Z〈ri, aˆk, bˆk〉 ⊂ Cn.
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The rank of the lattice L~φ is bounded above by
(r − 1) + 2gˆ,
which is odd for r is known to be even. Note the condition n ≥ m ensures that
dimRC
n = 2n ≥ 2m = r + 2gˆ > (r − 1) + 2gˆ ≥ rank(L~φ).
Definition 22.2. For a compact CMC surface Σ with a choice of column of conser-
vation laws (232), the associated spectral Jacobian is the quotient space
(234) T~φ = C
n/L~φ.
Similarly as in theRiemann surface theory, the spectral Jacobian comes equipped
with a canonical Abel-Jacobi map.
Definition 22.3. For a compact CMC surface Σ with a choice of column of conser-
vation laws (232), the associated Abel-Jacobi map is defined as follows: pick an
arbitrary base point pˆ0 ∈ Σˆ away from the fundamental divisor Uˆ. By construction
one has the well defined map
u~φ : Σˆ \ Uˆ → T~φ
defined by
u~φ(pˆ) = [
∫ pˆ
pˆ0
~φ ] for pˆ ∈ Σˆ.
Here [ · ] denotes the equivalence class of a vector in Cn as a point in T~φ.
In the following we shall examine the properties of the spectral Jacobian and its
associated objects for a simple choice of column of conservation laws.
22.2. CMC surfaces of rational type. We consider the column of higher-order
truncated conservation laws φ = (ϕ1, ϕ2, ... ϕn)t. To this end, set
H
(1,0)
n := C〈ϕ1, ϕ2, ... ϕn〉 ≃ Cn
be the vector space of the first n higher-order conservation laws after the always
smooth ϕ0.We treat the following two cases separately depending on the presence
of local residues for the conservation laws.
22.2.1. Case: No residues for ϕ j. Then we have a natural map
(235) H
(1,0)
n → H1(Σˆ,C)→ H(1,0)(Σˆ),
where the first map is pull-back and the second map is just projection. Dualizing
this one obtains the linear map
(236) un :
(
H(1,0)(Σˆ)
)∗ → (H(1,0)n )∗ .
Definition 22.4. The level of a compact CMC surface is the least integer n such
that the linear map un in (236) is injective.
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In the discussion below we assume that the CMC surface has level ≤ n and un
is injective.
Define the period lattice
(237) Γn := Z〈aˆk, bˆk〉 ⊂
(
H
(1,0)
n
)∗
.
Here the homology basis {aˆk, bˆk}gˆk=1 of Σˆ are considered as elements in
(
H
(1,0)
n
)∗
by
the period homomorphism.
Let
[ω] ∈ H(1,0)(Σˆ)
denote the cohomology class represented by ω =
√
II. Let [ω]⊥ ⊂
(
H(1,0)(Σˆ)
)∗
be the
dual hyperplane.
Definition 22.5 (No residues). Let Σ be a compact CMC surface. Let Σˆ → Σ be
the double cover defined by the square root of Hopf differential ω =
√
II. Let
Λ ⊂
(
H(1,0)(Σˆ)
)∗
be the period lattice so that the Jacobian of Σˆ is given by
Jac(Σˆ) =
(
H(1,0)(Σˆ)
)∗
/Λ ≃ T gˆ.
Suppose the conservation laws ϕ j ∈ H(1,0)n have no residues at the fundamental
divisor Uˆ. The CMC surface Σ is rational type of order n when
a) the class [ω] ∈ H(1,0)(Σˆ) is rational so that [ω]⊥/Λ ⊂ Jac(Σˆ) is a compact
torus,
b) under the linear map (236),
un(Λ) ⊂ Γn.
It follows that for a rational type CMC surfaceΣ there exists the associated linear
Abel-Jacobi map
(238) un :
(
T[ω]⊥ , Jac(Σˆ)
)
→
(
un(T[ω]⊥), (H
(1,0)
n )
∗/Γn
)
.
Here T[ω]⊥ = [ω]⊥/Λ.
Note the following commutative diagram for n′ ≤ n.
(239) Jac(Σˆ)
un //
un′
$$■
■■
■■
■■
■■
■■
(
H
(1,0)
n
)∗
/Γn
π
(
H
(1,0)
n′
)∗
/Γn′
Here π :
(
H
(1,0)
n
)∗
/Γn →
(
H
(1,0)
n′
)∗
/Γn′ is the projection induced by restriction map.
It follows that if a CMC surface is rational type of order n, then it is rational type
of order n′ for any n′ ≤ n.
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22.2.2. Case: Residues for ϕ j. Similarly as before we have a natural map
(240) H
(1,0)
n → H1(Σˆ \ Uˆ,C)→ H(1,0)(Σˆ \ Uˆ),
where the first map is pull-back and the second map is just projection.29 Dualizing
this one obtains the linear map
(241) un :
(
H(1,0)(Σˆ \ Uˆ)
)∗ → (H(1,0)n )∗ .
Definition 22.6. The level of a compact CMC surface is the least integer n such
that the linear map un in (241) is injective.
In the discussion below we assume that the CMC surface has level ≤ n and un
is injective.
Define the period lattice
(242) Γn := Z〈pˆ j, aˆk, bˆk〉 ⊂
(
H
(1,0)
n
)∗
.
Here each zero point pˆ j of ω is considered as an element in
(
H
(1,0)
n
)∗
by residue
homomorphism. The homology basis {aˆk, bˆk}gˆk=1 of Σˆ are considered as elements in(
H
(1,0)
n
)∗
by the period homomorphism which is definedmodulo the integral lattice
generated by residues (and hence the lattice Γn is well defined).
Definition 22.7 (With residues). Let Σ be a compact CMC surface. Let Σˆ → Σ
be the double cover defined by the square root of the Hopf differential II. Let
Λ ⊂
(
H(1,0)(Σˆ \ Uˆ)
)∗
be the residue/period lattice so that the Jacobian is given by
Jac(Σˆ \ Uˆ) =
(
H(1,0)(Σˆ \ Uˆ)
)∗
/Λ.
Suppose the conservation laws ϕ j ∈ H(1,0)n have residues at the fundamental
divisor Uˆ. The CMC surface Σ is rational type of order n when
a) the class [ω] ∈ H(1,0)(Σˆ \ Uˆ) is rational so that [ω]⊥/Λ ⊂ Jac(Σˆ \ Uˆ) is a
compact torus,
b) under the linear map (236),
un(Λ) ⊂ Γn.
It follows that for a rational type CMC surfaceΣ there exists the associated linear
Abel-Jacobi map
(243) un :
(
T[ω]⊥ , Jac(Σˆ \ Uˆ)
)
→
(
un(T[ω]⊥), (H
(1,0)
n )
∗/Γn
)
.
Here T[ω]⊥ = [ω]⊥/Λ.
Note that similarly as in the zero residue case if a CMC surface is rational type
of order n, then it is rational type of order n′ ≤ n.
29The cohomology H(1,0)(Σˆ \ Uˆ) of the punctured Riemann surface Σˆ \ Uˆ is generated by the set of
meromorphic 1-forms with at most simple poles on Uˆ.
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23. Polarization
In this sectionwe introduce apolarizationon the space of truncated conservation
lawsH
(1,0)
n for a given compact CMC surface. We continue to assume that the CMC
surface has level ≤ n so that the Abel-Jacobi map is injective.
Let Σ be a compact CMC surface of genus ≥ 1. For each integer ℓ ≥ 2n, consider
the bilinear form Qℓ on H
(1,0)
n defined as follows: for φ1, φ2 ∈ H
(1,0)
n let
(244) Qℓ(φ1, φ2) :=
∫
Σˆ
(h2h¯2)
ℓφ1 ∧ ∗ φ2.
The weight factor (h2h¯2)ℓ is introduced to guarantee convergence of the integral at
the umbilics, Cor. 21.2. It is clear that Qℓ is a positive definite Hermitian form.
Definition 23.1. Let Σ be a compact CMC surface of genus ≥ 1. Let Σˆ → Σ be its
double cover. Let H
(1,0)
n = C〈ϕ1, ϕ2, ... ϕn〉 be the vector space of truncated higher-
order conservation laws. The polarization of H
(1,0)
n of degree ℓ ≥ 2n associated
with Σ is the bilinear form Qℓ (244).
Let
VΣ =
(
H(1,0)(Σˆ \ Uˆ)
)∗
.
Definition 23.2. Let Σ be a compact CMC surface of genus ≥ 1. Let Σˆ → Σ be its
double cover. The polarization of VΣ of order n and degree ℓ ≥ 2n is the bilinear
form u∗nQℓ on VΣ induced by the linear Abel-Jacobi map (either (236), or (241))
un : VΣ ֒→ (H(1,0)n )∗.
Note by the assumption on the level of Σ that the induced bilinear form on VΣ
is nondegenerate.
The vector space VΣ is canonically associated with the pair (Σˆ, ω), which is a
holomorphic object. The polarization gives a globally defined structural invariant
for compact CMC surfaces.
24. Action of symmetries on conservation laws
In this section we examine how the symmetry acts on the space of conservation
laws. It turns out the action is almost trivial, except the action by the classical
symmetry on the classical conservation laws. This on the one hand indicates the
rigid property of the conservation laws and their periods, and it also provides an
indirect justification to consider deformation by non-canonical Jacobi fields for the
study of periods of conservation laws; the canonical Jacobi fields keep the periods
and do not incur any variation of periods for the higher-order conservation laws.
Consider first the classical symmetries and conservation laws. Let A,B be
classical Jacobi fields. Let VA,VB be the infinite prolongation of corresponding
classical symmetries, and let ΦA,ΦB be the corresponding classical conservation
laws respectively. From Eqs. (40), (41), we have the equation
ΦB = VB Υ0
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for the 0-th order Poincare´-Cartan 3-form Υ0. Taking the Lie derivative one finds
LVAΦB = LVA (VB Υ0)
= VB (LVAΥ0) + [VA,VB] Υ0.
Since dΥ0 = 0 we have
LVAΥ0 = d(VA Υ0) = dΦA = 0.
We consequently get
(245) LVAΦB = [VA,VB] Υ0.
Introduce the Poisson bracket { · } on the space of classical Jacobi fields by the
equation
(246) V{A,B} := [VA,VB].
Then the action (245) is written as
(247) LVAΦB = Φ{A,B}.
We wish to examine the analogous relation for the higher-order symmetries and
conservation laws.
To begin it will be convenient to define a Poisson bracket on the space of Jacobi
fields. Recall J(∞) is the space of Jacobi fields. For P,Q ∈ J(∞) consider a 1-form
ϕP,Q := −PJdQ +QJdP.
Since E(P) = E(Q) = 0 it follows that
dϕP,Q ≡ 0 mod Iˆ(∞),
and ϕP,Q represents a conservation law.
Definition 24.1. Let J(∞) be the space of Jacobi fields. Define the Poisson bracket
{ , } : J(∞) × J(∞) → J(∞)
as follows. For P,Q ∈ J(∞), define {P,Q} ∈ J(∞) by
Φ{P,Q} := [dϕP,Q] ∈ H (∞).
Here Φu ∈ H (∞) is the differentiated conservation law (closed reduced 2-form)
generated by the Jacobi field u.
We will see in the below that when restricted to the subspace of classical Jacobi
fields this Poisson bracket agrees with the one defined in (246).
The Poisson bracket is nonetheless almost trivial.
Lemma 24.1. Let P,Q be higher-order Jacobi fields. Then {P,Q} = 0.
Proof. Consider the case P = a2m+1,Q = a2n+1,m < n. Then the 1-form ϕP,Q is
weighted homogeneous of even spectral weight 2m+ 2n. Hence by Lem. 12.19 and
Thm. 14.1, [dϕP,Q] is trivial.
The case P = a2m+1,Q = a2n+1 follows by a similar argument. 
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We will see in the below that {P,Q} = 0 if one of the Jacobi fields, Q, is higher-
order.
With this preparation we now turn to the action of symmetries on the con-
servation laws. The following lemma shows that the action of symmetry by Lie
derivative on the un-differentiated conservation laws is well defined independent
of a particular representative.
Lemma 24.2. Suppose that [ϕ] = [ϕ˜] ∈ C(∞). Let V ∈ H0(TXˆ(∞)) be a symmetry. Then
[LVϕ] = [LVϕ˜] ∈ C(∞).
Proof. By definition of conservation law, [ϕ] = [ϕ˜] is equivalent to the existence
of a scalar function f , and a 1-form Θ ∈ Iˆ(∞) such that ϕ˜ = ϕ + d f + Θ. Then we
calculate that
[LVϕ˜] = [LVϕ +LVd f +LVΘ] = [LVϕ + d (V( f )) +LVΘ] = [LVϕ]
for LV Iˆ(∞) ⊂ Iˆ(∞). 
This justifies the following definition.
Definition 24.2. The action of a symmetry vector field V ∈ H0(TXˆ(∞)) on a conser-
vation law [ϕ] ∈ C(∞) is defined by the Lie derivative [LVϕ].
We wish to extend the identity Eq. (247) to the entire space of Jacobi fields J(∞).
To this end we make use of the differentiated conservation laws in normal form.
Recall that associated to a Jacobi field Qwe have the corresponding differentiated
conservation law ΦQ which is a closed reduced 2-form
(248) ΦQ ≡ θ0 ∧ (−JdQ) +QΨ mod F2Ω2.
Proposition 24.3. Let P,Q ∈ J(∞). Suppose dϕQ ≡ ΦQ mod F2Ω2 and ϕQ is a mod
F2Ω2-representative for ΦQ. Then
LVPϕQ ≡ ϕ{P,Q} mod Iˆ(∞).
It follows that
(249) [LVPΦQ] ≡ Φ{P,Q} ∈ H (∞),
and the identity (247) extends to all Jacobi fields.
Proof. LetVP = Vξ∂ξ+Vξ∂ξ+PE0+V jE j+V jE j (whenP is verticalwe setVξ = Vξ = 0.
These terms do not affect the computation below).
LVPϕQ = VP dϕQ + d(VP ϕQ)
≡ VP ΦQ + d(VP ϕQ) mod (F1Ω1 = Iˆ(∞))
≡ −PJdQ − i
2
Q(V1ξ − V1ξ) + d(VP ϕQ) mod Iˆ(∞)
≡ −PJdQ +QJdP + d(VP ϕQ) mod Iˆ(∞)
≡ ϕ{P,Q} + d(VP ϕQ) mod Iˆ(∞).

This immediately implies the following extension of Lemma 24.1.
Corollary 24.4. Let P,Q ∈ J(∞). SupposeQ is a higher-order Jacobi field. Then {P,Q} = 0.
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Proof. It suffices to check the case P is classical. It is geometrically clear that a
classical symmetry VP leaves invariant ω, h2h¯2, z j. It follows that for all n ≥ 0
LVPϕn = 0 mod nothing.

Remark 24.5. A similar argument shows that the Lie bracket [VP,VQ] of the symmetry
vector fields vanish whenever Q is a higher-order Jacobi field.
Thus the Poisson bracket for Jacobi fields we introduced is almost trivial. It
reduces to the bracket on the classical Jacobi fields.
Corollary 24.6. The action of symmetry on the conservation laws is nontrivial only when
a classical symmetry acts on a classical conservation law.
The analysis in this section has the following geometric implication.
Theorem 24.7. Let xt : Σ ֒→ X(∞) be a smoothly varying 1-parameter family of smooth
CMC surfaces preserving the umbilic divisor U. Let xˆt : Σˆ ֒→ Xˆ(∞) be its double cover.
Suppose the variational vector field ∂xˆt∂t = Vt is the symmetry vector field associated to a
Jacobi field for each time t. Then for any higher-order conservation law [ϕ] ∈ C(∞) its
periods (residues)
(250)
∫
a
xˆ∗t[ϕ] for [a] ∈ H1(Σˆ \ Uˆ,Z)
are independent of t (here Uˆ is the fundamental divisor).
Proof. We compute using Cor. 24.6:
∂
∂t |t=0
∫
a
xˆ∗t[ϕ] =
∫
a
xˆ∗(LV0ϕ) = 0.

Thus for any smooth family of CMC surfaces with the fixed umbilic divisor for
which the infinitesimal deformations are all given by Jacobi fields, the periods of
higher-order conservation laws are invariant of the family. It follows that in the
umbilic-free case the sequence of linear Abel-Jacobimaps un on the Jacobian Jac(Σˆ)
from Eqs. (238), (243) remain invariant under smooth deformation by Jacobi fields.
Remark 24.8. LetM be the formal moduli space of integral surfaces of (Xˆ(∞), Iˆ(∞)). The
space of symmetry vector fields S can be considered as the tangent space
S = H0(TM).
From the analysis above the higher-order symmetry vector fields define a sequence of
commuting flows onM. The theorem shows that the residues/periods are invariant under
these flows.
25. Variation of periods
Recall that the Jacobi equation, and hence its solutions Jacobi fields, on a CMC
surface describes the conformal CMC deformation with the prescribed Hopf dif-
ferential.30
30This can be verified by a moving frame computation.
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Consider the case of a CMC torus. The Hopf differential is nowhere zero, and
the infinite sequence of canonical Jacobi fields a2 j+1’s are all smooth. A geometric
conclusion can be drawn from this that, since the kernel of an elliptic differential
operator on a compact manifold is finite dimensional, a CMC torus is necessarily
of linear finite-type. An alternative way to view this phenomenon would be that;
a CMC torus generally comes in a family and admits conformal CMC deformations with
the prescribed Hopf differential. This qualitative statement could be made rigorous
analytically in terms of the well developed spectral theory for harmonic tori, [30].
Consider the case of a CMC surface of genus ≥ 2. The canonical sequence
of Jacobi fields and conservation laws are singular at the umbilics. In order to
incorporate the singularities and obtain smooth objects, one is led to consider the
notion of Jacobi fields and conservation laws twisted by powers of canonical line
bundle, Sec. 21. In analogy with the torus case an alternative way to view this
phenomenon would be that; a CMC surface of genus ≥ 2 is generally rigid under
conformal CMC deformations with the prescribed Hopf differential.
It ismore likely in this case that apair ofRiemann surface (of genus≥ 2) equipped
with a holomorphic quadratic differential uniquely determines the compatible
conformal metric. From this we argue that for the deformation theory of high
genus CMC surfaces one should consider the deformation of underlying Riemann
surface equipped with a Hopf differential, and the corresponding variation of
Hodge-like structures (VHS) naturally emerges.
In this section we initiate the study of VHS for CMC surfaces by considering the
deformation of CMCsurfaces that corresponds to scaling theHopf differential. The
objective is to determine the Picard-Fuchs equation for the periods of conservation
laws, which is more or less computable in this case by local analysis.
25.1. ScalingHopf differential. Let Σ be a Riemann surface equipped with a pair
(ξ ◦ ξ, II) of a conformal Riemannian metric g = ξ ◦ ξ and a Hopf differential
II ∈ H0(Σ,K2) that satisfies the compatibility equation
Rg = γ
2 − |II|2g.
Consider a smooth conformal deformation of such pair on Σ given by
g(t) = ξ(t) ◦ ξ(t) = eu˜(t)ξ ◦ eu˜(t)ξ = e2u˜(t)ξ ◦ ξ,
II(t) = e−2tII = e−2th2ξ2,
which scales the Hopf differential by the constant real parameter e−2t, t ∈ R. Here
u˜(t) is a t-dependent real valued scalar functionwhich represents the corresponding
conformal change of metric. Note that
h2(t) = e
−2t−2u˜(t)h2.
The compatibility equation (Gauß equation) for each fixed t is given by
(251) u˜ξξ +
1
4
(γ2e2u˜ − e4t−2u˜h2h¯2) = 1
4
(γ2 − h2h¯2).
Set the initial condition
u˜(0) = 0,
and consider the expansion
u˜(t) = ut + O(t2)
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for a real valued scalar function u on Σ. For simplicity we shall adopt the notation
such as
˙˜u =
d
dt
u˜(t)|t=0 = u.
The upper dot ( ˙ ) would mean t-derivative at t = 0. Note that ( ˙ ) is a complex
linear operation.
Differentiating Eq. (251) one gets the deformed compatibility equation
(252) E(u) = uξξ +
1
2
(γ2 + h2h¯2)u = h2h¯2,
which is an inhomogeneous Jacobi equation. We wish to determine the corre-
sponding first order deformation of the higher-order derivatives h j’s, and ulti-
mately of the sequence of higher-order conservation laws [ϕ j], j = 0, 1, ... .
Example 25.1. Recall the integrable extension Z→ X(∞) for the spectral symmetry,
Sec. 12.1. From Eq. (122) the real valued scalar function
ivρ
satisfies E(ivρ) = h2h¯2, and it is an inhomogeneous Jacobi field.
Let us start with the following observations.
ξ˙ = uξ,
ρ˙ = i(uξξ − uξξ),
h˙2 = −(2u + 2)h2,
˙(h2h¯2)= −(4u + 4)h2h¯2,
˙
(h
1
2
2
ξ) = −h 12
2
ξ.
From this we get,
Lemma 25.2.
h˙ j = −( ju + 2)h j − δ j,(253)
z˙ j = ( j − 2)z j − h−
j
2
2
δ j,
= ( j − 2)z j − ǫ j.
where δ2 = 0 and for j ≥ 3,
δ j =
∑ j−1
k=2
Ckju j−khk,
C2
j
= 4, set C j
j
= 2 j, j ≥ 3,
Ckj = C
k−1
j−1 + C
k
j−1, k ≤ j − 1, j ≥ 4.
Here we denote the derivatives of u by (u is real)
uk = ∂
k
ξu, uk¯ = ∂
k
ξ
u = uk.
Proof. By definition
dh j(t) + i jh j(t)ρ(t) ≡ h j+1(t)ξ(t) mod ξ.
Since the t-derivative ( ˙ ) commutes with the exterior derivative d, one computes
∂ξh˙ j ≡ (h˙ j+1 + h j+1u + jh ju1)ξ mod ξ.
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(254)
a˙1 0
b˙2 b2 − uiγh− 12
2
c˙2 −c2 − uih 12
2
a˙3 a3 − 4w1
b˙4 3b4 + i8h
− 12
2
(
16w2 + u0(5z23 − 4z4)
)
c˙4 c4 + i8γh
1
2
2
(
16w2 − 16w1z3 + u0(−7z23 + 4z4)
)
a˙5 3a5 − 12γ
(
−8w3 + 12w2z3 + w1(−5z23 + 4z4)
)
Figure 3. Deformation of formal Killing coefficients
and we have the inductive formula for j ≥ 2,
h˙ j+1 = (h˙ j)ξ − uh j+1 − ju1h j.
This is equivalent to
δ j+1 = (δ j)ξ + 2 ju1h j.
The rest follows from this. 
Remark 25.3. Set
wk = h
− k2
2
uk, wk¯ = h¯
− k2
2
uk¯,
and assign the new weight with respect to the t-derivative
weight(zk) = weight(zk¯) = weight(wk) = weight(wk¯) = k − 2.
The lemma shows that the t-derivative operation ( ˙ ) preserves this weight on the variables
z j,w j, z j¯,w j¯.
The t-derivative formulae (253) can be extended to the formal Killing field
coefficients a2 j+1, b2 j+2, c2 j+2 by taking ( ˙ ) of the recursion formulae (160), (161)
from Sec. 13.3. This is a direct computation and we shall not present the details.
Let us instead content ourselves by recording the first few terms of the sequence
in the table. Note that each element of the sequence {a˙2n+1, b˙2n+2, c˙2n+2}∞n=0 is (up to
scaling) weighted homogeneous in the variables z j,w j.
25.2. Picard-Fuchs equation. Suppose Σ be a compact orientable surface of genus
g ≥ 2. The moduli space of complex structures on Σ has dimension (3g − 3)C, and
by Riemann-Roch dimCH0(Σ,K2) = 3g − 3 also. Since the compatibility equation
for the conformal metric is elliptic, and the fact that the canonical sequence of
Jacobi fields are singular at the umbilics, one suspects that the total moduli space
of admissible triples for CMC surfaces on Σ is finite dimensional. The deformation
in the previous section which scales the Hopf differential by a real parameter
can be considered as a particular subset of this total moduli and when combined
with the spectral symmetry, which scales the Hopf differential by unit complex
numbers, they form a C∗-family of deformations of the compatible triple data for
CMC surfaces.
Suppose more concretely that there exists a submersion
Σ˜→ B = C∗
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each of whose fiber is a copy of Σ equipped with a compatible triple parametrized
by the scaling factor C∗. Then from the previous analysis the higher-order conser-
vation lawsdefine on eachfiber an infinite sequence of elements [ϕ j] ∈ H1(Σˆ\Uˆ,C).
This is a somewhat familiar picture as in the theory of VHS on complex projective
varieties. Specifically the analogue of Picard-Fuchs equation would describe in
this case the variation under the C∗-family of the linear Abel-Jacobi map
un : H
(1,0)(Σˆ \ Uˆ)∗ → (H(1,0)n )∗.
Equivalently we have a map
B ≃ C∗ → H(1,0)(Σˆ \ Uˆ) ⊗ (H(1,0)n )∗.
On the other hand compared to VHS the space of higher-order conservation
laws is infinite dimensional, and they are locally computable.
In this section we examine the first order truncated Picard-Fuchs equation for
the higher-order conservation laws [ϕ j], j = 0, 1, ... , under the scaling deformation
of Hopf differential.
Recall ϕ j = c2 j+2ξ + b2 jξ. Applying ( ˙ ),
ϕ˙ j = c˙
2 j+2ξ + b˙2 jξ + uϕ j(255)
= (2 j − 1)ϕ j + ψ j.
We thus denote by ψ j the variation of ϕ j(t) at t = 0 modulo the weighted scaling
part (2 j− 1)ϕ j. By construction ψ j is homogeneous linear in the derivativeswk’s of
the inhomogeneous Jacobi field u.
By construction, again since ( ˙ ) operation commuteswith the exterior derivative
d, it is clear that
dψ j = 0
and ψ j is a (possibly trivial) conservation law. In fact this is true for any first order
deformation given by an inhomogeneous Jacobi field u.
Proposition 25.4. Let Σ be a CMC surface. Let u be a C-valued inhomogeneous Jacobi
field satisfying (252). Then the sequence of 1-forms ψ j in Eq. (255) representing the
variation of conservation laws are closed. Thus an inhomogeneous Jacobi field generates
an associated sequence of conservation laws ψ j, j = 0, 1, ... .
Proof. When u is real, this follows from the first order deformed structure equation
for the formal Killing coefficients a˙2 j+1, b˙2 j+2, c˙2 j+2. Suppose we augment u by an
imaginary Jacobi field. This does not affect the first order deformation of themetric
ξ(t)◦ξ(t).Note also that the coefficients ofψ j consists of h2, zk,wk anddo not involve
the conjugate variables h¯2, zk, w¯k. 
The space of inhomogeneous Jacobi fields is by definition an affine space over
the space of Jacobi fields. From the arguments at the beginning of Sec. 25, we find
that up to Jacobi fields there should exist essentially one smooth inhomogeneous
Jacobi field, namely the non-local function
ivρ mod v0
induced from the integrable extension Z→ X(∞). It is defined on a CMC surface Σ
up to monodromy by classical Jacobi fields.
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We proceed to analyze the first order deformation of [ϕ j(t)] corresponding to
the inhomogeneous Jacobi field31
u = ivρ + iδv0.
Note that iv0 is an imaginary (non-local) Jacobi field. We suspect that the character-
istic cohomology classes of ψ1, ψ2 can be determined similarly for the case u = ivρ
too. The imaginary Jacobi field iδv0 was added for the sake of computation. The
following analysis is carried out on Zˆ.
By a direct computation, the first few terms are (recall that wk = h
− k2
2
uk)
ψ0 = 0,
(256)
ψ1 = −2i
(
(−w2 + w1z3)
γ
ω +
γu0
(h2h¯2)
1
2
ω
)
,
ψ2 =
i
4
[ 1
γ2
(
−8w4 + 28w3z3 − 35w2z23 + 35w1z33 − 40w1z3z4 + 12w2z4 + 8w1z5
)
ω
+
1
(h2h¯2)
1
2
(
8w2 + 5u0z
2
3 − 4u0z4
)
ω
]
.
Onefinds that these 1-forms are closedmodulo the inhomogeneous Jacobi equation
(252) and its differential consequences.
We claim that the characteristic cohomology classes represented by ψ1, ψ2 are
computable as follows. Substituting u = ivρ + iδv0, note
ψ1 ≡ d(−4γh−
1
2
2
v0,1¯),
ψ2 ≡ d
(
4h
1
2
2
v0,1 − 8h−
1
2
2
v1,0 − 2v0z3 + v0,1¯h−
1
2
2
(
−2z4 + 5
2
z23
))
+ 6iϕ0 mod Jˆ .
Hence their characteristic cohomology classes on Zˆ are determined as
[ψ1] = 0,
[ψ2] = 6i[ϕ0] ∈ H1(Ω∗(Zˆ)/Jˆ ,d).
As a consequence of this initial analysis it is tempting to conjecture that the vari-
ational conservation laws [ψ j]’s are not new on Zˆ but they are linear combination
of the higher-order conservation laws.
Conjecture 25.5 (Griffiths transversality). For the first order deformation given by the
inhomogeneous Jacobi field u = ivρ + iδv0, let ψ j, j = 0, 1, ... , be the sequence of 1-forms
obtained from the variation of the higher-order conservation law ϕ j by Eq. (255). Then as
a characteristic cohomology class on Zˆ we have
(257) [ψ j] ∈ 〈[ϕ0], [ϕ1], ... [ϕ j−2]〉 ⊂ H1(Ω∗(Zˆ)/Jˆ ,d).
31Let us ignore the monodromy issue for the moment.
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For a general deformation of CMC surfaces, which is defined by a nonlinear
differential equation, it would be a difficult problem to determine the variation of
periods of the conservation laws. This conjecture points at the possibility of finding
the explicit formulae for the Picard-Fuchs equation for higher-order conservation
laws under the deformation by scaling Hopf differential.
The proposed equation (257) is reminiscent of the Griffiths transversality theo-
rem for VHS. Here the relevant filtration is
. . . ⊂ H(1,0)n−1 ⊂ H
(1,0)
n ⊂ H
(1,0)
n+1 ⊂ . . . ⊂ H
(1,0)
∞ ⊂ C(∞).
Eqs. (255), (257) show that the variation of H
(1,0)
n , up to scaling factor, is bounded
by H
(1,0)
n−2 ,
˙(
H
(1,0)
n
)
⊂ H(1,0)n−2 mod scaling terms,
and the order difference is bounded uniformly by 2 · 2 = 4 independent of n (recall
ϕn ∈ Ω1(Xˆ(2n+1))).
142 DANIEL FOX AND JOE S. WANG
References
1. Ben Andrews and Haizhong Li, Embedded constant mean curvature tori in the three-sphere,
arXiv:1204.5007 (2012).
2. Olivier Babelon, Denis Bernard, and Michel Talon, Introduction to Classical Integrable Systems, Cam-
bridge Monographs on Mathematical Physics, Cambridge University Press, 2007.
3. Jacob Bernstein and Thomas Mettler, Characterizing classical minimal surfaces via a new meromorphic
quadratic differential, arXiv:1301.1663 (2013).
4. George W. Bluman, Alexei F. Cheviakov, and Stephen Anco, Applications of Symmetry Methods to
Partial Differential Equations, Applied Mathematical Sciences, vol. 168, Springer, 2010.
5. Alexander I. Bobenko, All constant mean curvature tori in R3, S3, H3 in terms of theta-functions, Math.
Ann. 290 (1991), no. 2, 209–245.
6. S. Brendle, Embedded minimal tori in S3 and the Lawson conjecture, to appear in Acta Mathematica,
arXiv:1203.6597 (2012).
7. ,Minimal surfaces in S3: a survey of recent results, Bull. Math. Sciences 3 (2013), 133–171.
8. , A note on Weingarten surfaces in S3, arXiv:1305.2881 (2013).
9. Robert L. Bryant, Surfaces of mean curvature one in hyperbolic space, Astrisque 12 (1987), no. 154-155,
321–347.
10. , Bochner-Ka¨hler metrics, J. Amer. Math. Soc. 14 (2001), 623–715.
11. Robert L. Bryant, Shiing Shen Chern, Robert B. Gardner, Hubert L. Goldschmidt, and Phillip A.
Griffiths, Exterior Differential Systems,Mathematical Sciences Research Institute Publications, vol. 18,
Springer-Verlag, New York, 1991.
12. Robert L. Bryant and Phillip A. Griffiths, Characteristic cohomology of differential systems. I. General
theory, J. Amer. Math. Soc. 8 (1995), no. 3, 507–596.
13. Robert L. Bryant, Phillip A. Griffiths, and Daniel Grossman, Exterior Differential Systems and Euler-
Lagrange PartialDifferential Equations, ChicagoLectures inMathematics, University ofChicagoPress,
Chicago, IL, 2003.
14. Robert L. Bryant, Phillip A. Griffiths, and Lucas Hsu, Toward a geometry of differential equations, Ge-
ometry, topology, & physics, Conf. Proc. Lecture Notes Geom. Topology, IV, Int. Press, Cambridge,
MA, 1995, pp. 1–76.
15. F. E. Burstall, Harmonic maps and soliton theory, Mat. Contemp. 2 (1992), 1–18, Workshop on the
Geometry and Topology of Gauge Fields (Campinas, 1991).
16. F. E. Burstall, Dirk Ferus, Franz Pedit, and Ulrich Pinkall, Harmonic tori in symmetric spaces and
commuting Hamiltonian systems on loop algebras, Ann. of Math. (2) 138 (1993), no. 1, 173–212.
17. F. E. Burstall and F. Pedit, Dressing orbits of harmonic maps, Duke Math. J. 80 (1995), no. 2, 353–382.
18. S. S. Chern,Web geometry, Bull. Amer. Math. Soc. 6 (1982), no. 1, 1–8.
19. R. K. Dodd and R. K. Bullough, Polynomial conserved densities for the sine-Gordon equations, Proc. Roy.
Soc. London Ser. A 352 (1977), no. 1671, 481–503.
20. Irene Dorfman,Dirac Structures and Integrability of Nonlinear Evolution Equations, Nonlinear Science:
Theory and Applications, John Wiley & Sons Ltd., Chichester, 1993.
21. Nick Edelen and Bruce Solomon, Constant mean curvature, flux conservation, and symmetry,
arXiv:1302.3149 (2013).
22. Isabel Fernandez and Pablo Mira, Constant mean curvature surfaces in 3-dimensional Thurston geome-
tries, Proceedings of the ICM II (2010), 830–861.
23. Luis Fernandez, The dimension and structure of the space of harmonic 2-spheres in the m-sphere, Ann.
Math. 175 (2012), no. 3, 1093–1125.
24. Daniel Fox, Boundaries of graphs of harmonic functions, SIGMA Symmetry Integrability Geom. Meth-
ods Appl. 5 (2009), Paper 068, 8.
25. , Killing fields and conservation laws for rank-1 Toda field equations, arXiv:1208.2634v1 (2012).
26. Daniel Fox and Oliver Goertsches,Higher-order conservation laws for the nonlinear Poisson equation via
characteristic cohomology, Selecta Math. (N.S.) 17 (2011), 795–831.
27. Aaron Gerding, Spectral Methods for Higher Genus Constant Mean Curvature Surfaces, 2011, UMASS,
thesis.
28. Edouard Goursat, Lecons sur l’integration des Equations aux Derivees Partielles du Second Ordre a Deux
Variables Independantes, Tome 2, Hermann, 1896.
29. KarstenGroße-Brauckmann,Robert B. Kusner, and JohnM. Sullivan,Triunduloids: embedded constant
mean curvature surfaces with three ends and genus zero, J. Reine Angew. Math. 564 (2003), 35–61.
CONSERVATION LAWS FOR CMC SURFACES 143
30. Nigel J. Hitchin, Harmonic maps from a 2-torus to the 3-sphere, J. Differential Geom. 31 (1990), no. 3,
627–710.
31. Thomas A. Ivey and Joseph M. Landsberg, Cartan for Beginners: Differential Geometry via Mov-
ing Frames and Exterior Differential Systems, Graduate Studies in Mathematics, vol. 61, American
Mathematical Society, Providence, RI, 2003.
32. Nicolaos Kapouleas, Complete constant mean curvature surfaces in Euclidean three-space, Ann. of Math.
(2) 131 (1990), no. 2, 239–330.
33. P. Kersten, I. S. Krasil’shchik, and A. Verbovetsky, Nonlocal constructions in the geometry of PDE,
Proceedings of the fifth international conference on symmetry in nonlinear mathematical physics
50 (2004), no. 1, 412–423.
34. Nicholas J. Korevaar, Rob Kusner, William H. Meeks, III, and Bruce Solomon, Constant mean curva-
ture surfaces in hyperbolic space, Amer. J. Math. 114 (1992), no. 1, 1–43.
35. Nicholas J. Korevaar, Rob Kusner, and Bruce Solomon, The structure of complete embedded surfaces
with constant mean curvature, J. Differential Geom. 30 (1989), no. 2, 465–503.
36. I. S. Krasil’shchik, Lecture notes for the 1st summer school on geometry of differential equations, 2012,
available at gdeq.org.
37. I. S. Krasil′shchik and A. M. Vinogradov, Nonlocal trends in the geometry of differential equations:
symmetries, conservation laws, and Ba¨cklund transformations, Acta Appl. Math. 15 (1989), no. 1-2,
161–209, Symmetries of partial differential equations, Part I.
38. Rob Kusner, Bubbles, conservation laws, and balanced diagrams, Geometric analysis and computer
graphics (Berkeley, CA, 1988), Math. Sci. Res. Inst. Publ., vol. 17, Springer, New York, 1991, pp. 103–
108.
39. H. Blaine Lawson, Jr., Complete minimal surfaces in S3, Ann. of Math. (2) 92 (1970), 335–374.
40. , Lectures on Minimal Submanifolds, Publish or Perish, 1980.
41. Motohico Mulase, Algebraic theory of the KP equations, Perspectives in mathematical physics, Conf.
Proc. Lecture Notes Math. Phys. III (1994), 151–217.
42. Robert Osserman, A Survey of Minimal Surfaces, Dover Publications, 1986.
43. Oscar M. Perdomo, A dynamical interpretation of the profile curve of CMC twizzler surfaces, Pacific
Journal of Math. 258 (2012), no. 2, 459–485.
44. J. V. Pereira and Luc Pirio, An Invitation to Web Geomety, IMPAMathematical Publications, 2009.
45. Ulrich Pinkall and Ivan Sterling, On the classification of constant mean curvature tori, Ann. of Math.
(2) 130 (1989), no. 2, 407–451.
46. Gabriel Dos Reis, Geometry and numerics of CMC surfaces with radial metrics, INRIA, research report
(2003), no. 4763.
47. Brian Smyth, A generalization of a theorem of Delaunay on constant mean curvature surfaces, Statistical
thermodynamics and differential geometry of microstructured materials, IMA Vol. Math. Appl.,
vol. 51, 1993, pp. 123–130.
48. Smyth surfaces, http://www.math.uni-tuebingen.de/user/nick/gallery/Smyth.html.
49. Chuu-Lian Terng and KarenUhlenbeck, Ba¨cklund transformations and loop group actions, Comm. Pure
Appl. Math. 53 (2000), no. 1, 1–75.
50. Chuu-Lian Terng and Erxiao Wang, Curved flats, exterior differential systems, and conservation laws,
Complex, contact and symmetricmanifolds, Progr. Math., vol. 234, Birkha¨user Boston, Boston, MA,
2005, pp. 235–254.
51. M. Timmreck, U. Pinkall, and D. Ferus, Constant mean curvature planes with inner rotational symmetry
in Euclidan 3-space, Mathematische Zeitschrift 215 (1994), 561–568.
52. Toru Tsujishita, On variation bicomplexes associated to differential equations, Osaka J. Math. 19 (1982),
no. 2, 311–363.
53. A. M. Vinogradov, The C-spectral sequence, Lagrangian formalism, and conservation laws. I. The linear
theory, J. Math. Anal. Appl. 100 (1984), no. 1, 1–40.
54. , The C-spectral sequence, Lagrangian formalism, and conservation laws. II. The nonlinear theory, J.
Math. Anal. Appl. 100 (1984), no. 1, 41–129.
55. A. V. vZiber and Alexei B. vSabat, The Klein-Gordon equation with nontrivial group, Dokl. Akad. Nauk
SSSR 247 (1979), no. 5, 1103–1107.
56. Joe S. Wang,Degree 3 algebraic minimal surfaces in the 3-sphere, Acta Mathematica Scientia 32B (2012),
no. 6, 2065–2084.
57. Brian White, Lectures on minimal surface theory, arXiv:1308.3325 (2013), 2013 Summer program of
IAS and Park City Math. Institute.
144 DANIEL FOX AND JOE S. WANG
Philadelphia, PA and Seoul, South Korea
E-mail address: foxdanie@gmail.com, jswang12@gmail.com
