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Abstract
A pattern is a ﬁnite string of constant and variable symbols. The non-erasing language generated by a pattern is the set of all strings
of constant symbols that can be obtained by substituting non-empty strings for variables. In order to build the erasing language
generated by a pattern, it is also admissible to substitute the empty string.
The present paper deals with the problem of learning erasing pattern languages within Angluin’s model of learning with queries.
Moreover, the learnability of erasing pattern languages with queries is studied when additional information is available. The results
obtained are compared with previously known results in case non-erasing pattern languages have to be learned.
First, when regular pattern languages have to be learned, it is shown that the learnability results for the non-erasing case remain
valid, if the proper superclass of all erasing regular pattern languages is the object of learning. Second, in the general case, serious
differences have been observed. For instance, it turns out that arbitrary erasing pattern languages cannot be learned in settings in
which, in the non-erasing case, even polynomially many queries will sufﬁce.
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1. Introduction
A pattern is a ﬁnite string of constant and variable symbols (cf. [1]). The non-erasing language generated by a pattern
is the set of all strings of constant symbols that can be obtained by substituting non-empty strings for variables. In order
to build the erasing language1 generated by a pattern, it is also admissible to substitute the empty string.
Patterns and the languages deﬁned by them have found a lot of attention within the last two decades. In the formal
language theory community, formal properties of both erasing and non-erasing pattern languages have been analyzed
carefully (cf., e.g., [19,20,8]). In contrast, in the learning theory community, mainly the learnability of non-erasing
pattern languages has been studied (cf., e.g., [1,12,3,9,10]). The learning scenarios studied include Gold’s [6] model
of learning in the limit, Valiant’s [24] model of probably approximately correct learning, Angluin’s [3] model of
learning with queries, and the model of stochastic ﬁnite learning due to Zeugmann et al. [18,17]. Moreover, interesting
applications of pattern inference algorithms have been outlined. For example, learning algorithms for non-erasing
pattern languages have been applied in an intelligent text processing system (cf. [15]) and have been used to solve
problems in molecular biology (cf., e.g., [22]).
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However, there is not so much known concerning the learnability of erasing pattern languages (cf. [21,14]). A lot of
interesting and quite easy to formulate problems are still open. Themost challenging problem is the question of whether
or not the class of all erasing pattern languages is Gold-style learnable from only positive data. Until now answers
are only known for special cases. For instance, recently Reidenbach [16] provided an answer concerning the case that
the underlying alphabet consists of exactly two characters and showed that the class of all erasing pattern languages
(over an alphabet of size two) is not Gold-style learnable from only positive data. In contrast, the afﬁrmative answer to
the corresponding question for non-erasing pattern languages has already been given in the pioneering paper Angluin
[1]: the non-erasing pattern languages are learnable from positive data, no matter which size the underlying alphabet
actually has. Thus, one may expect that things become more complicated when erasing pattern languages constitute
the object of learning.
In the present paper, we study the learnability of erasing pattern languages in Angluin’s [3] model of learning
with queries (see also the recent survey paper by Angluin [4]). In contrast to Gold’s [6] model of learning in the limit,
Angluin’s [3]model dealswith ‘one-shot’ learning.Here, a learning algorithm (henceforth called query learner) receives
information about a target language by asking queries which will be answered truthfully by an oracle. After asking at
most ﬁnitely many queries, the learner is required to make up its mind and to output its one and only hypothesis. If this
hypothesis correctly describes the target language, learning took place.
Furthermore, we address the problem of learning erasing pattern languageswith additional information using queries,
a reﬁnement of Angluin’s [3] model which has its origins in Marron [11]. In this setting, the query learner initially
receives a string that belongs to the target language before starting the process of asking queries. As it turns out, this
extra information may allow for a considerable speed-up of learning.
Although there is a rich reservoir on results concerning the problem of learning non-erasing pattern languages with
queries (cf., e.g., [3,10,5,13]), to our knowledge, there is only one paper that addresses the erasing case. In Erlebach
et al. [5], the authors pointed out that erasing one-variable pattern languages can be learned using polynomially many
superset queries. In the present paper, we mainly deal with the problem to which extent, if at all, the known results for
the non-erasing case remain valid when erasing pattern languages have to be learned. We hope that this and similar
studies help to widen our understanding of the peculiarities of learning erasing pattern languages, in general. In the
long term, this may produce insights being of relevance in order to successfully attack the long standing open problem
of whether or not positive examples sufﬁce to learn erasing pattern languages in Gold’s [6] model.
In former studies (cf., e.g., [3,11]), mainly the following types of queries have been considered:
Membership queries: The input is a string w and the answer is ‘yes’ and ‘no’, respectively, depending on whether
or not w belongs to the target language L.
Equivalence queries: The input is a language L′. If L = L′, the answer is ‘yes’. Otherwise, together with the answer
‘no’ a counterexample from the symmetric difference of L and L′ is supplied.
Subset queries: The input is a language L′. If L′ ⊆ L, the answer is ‘yes’. Otherwise, together with the answer ‘no’
a counterexample from L′\L is supplied.
Superset queries: The input is a language L′. If L ⊆ L′, the answer is ‘yes’. Otherwise, together with the answer
‘no’ a counterexample from L\L′ is supplied. For equivalence, subset, and superset queries, also a restricted form
has been studied. In the corresponding case, the answer ‘no’ is no longer supplemented by a counterexample. As in the
original models (cf., e.g., [3,11]), our study underlies the seemingly natural assumption that the learner is constrained
to choose the input language L exclusively from the class of languages to be learned.2
The following table summarizes the results obtained and compares them to the corresponding results concerning the
learnability of non-erasing pattern languages with queries. The focus is on the learnability of arbitrary (erasing) pattern
languages and a proper subclass thereof, the so-called regular (erasing) pattern languages. (A pattern is said to be regular
provided that it does not contain any variable more than once; cf. [21].) The types of queries are identiﬁed according to
the following scheme: (1) membership queries, (2) equivalence queries, (3) subset queries, and (4) restricted superset
queries, (5) indicates the fact that additional information is available. The items in the table have to be interpreted as
follows. The item ‘NO’ indicates that queries of the speciﬁed type are insufﬁcient to learn the corresponding language
class. The item ‘YES’ indicates that the corresponding class is learnable using queries of this type. Furthermore, if the
2 Note that a relaxation of this assumption may result in completely different ﬁndings. For instance, the class of all constant-free one-variable
erasing pattern languages is not learnable using restricted superset queries (see Theorem 3). But one can easily show that this class becomes learnable,
if one is additionally allowed to use arbitrary erasing pattern languages as input for restricted superset queries.
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add-on ‘POLY’ appears, it is known that polynomially many queries will do, while, otherwise, it has been shown that
polynomially many queries do not sufﬁce. The table items that are superscripted with a † refer to results from Angluin
[3], while those superscripted with a ‡ refer to recent results from Matsumoto and Shinohara [13].
Type of queries Arbitrary patterns Regular patterns
Non-erasing Erasing Non-erasing Erasing
(1) YES† NO YES† YES
(4) YES+POLY† NO YES+POLY† YES+POLY
(1) + (5) YES† NO YES+POLY‡ YES+POLY
(1) + (2) + (3) YES† YES YES† YES
(1) + (2) + (3) + (5) YES YES YES+POLY‡ YES+POLY
2. Preliminaries
2.1. Patterns and their languages
In the following, knowledge of standard mathematical and recursion theoretic notations and concepts is assumed
(cf., e.g., [23]). Furthermore, we assume familiarity with basic language theoretic concepts (cf., e.g., [7]). Patterns and
pattern languages have been formally introduced in Angluin [1].
We assume a ﬁnite alphabet  such that card()2 and a countable, inﬁnite set of variables X . Let x, y, z, x1,
y1, z1 and the like range over variables. The elements from  are called constants. A word is any string—possibly
empty—formed by elements from . The empty string is denoted by . Let w, v ∈  and k1. As usual, w ◦ v and
the shorthand wv, respectively, denotes the concatenation of w and v. Moreover, we use the shorthand (w)k to denote
the string ww · · ·w︸ ︷︷ ︸
k-times
. If w is a constant, the brackets are usually cancelled.
A pattern is any non-empty string over  ∪ X . The set of all patterns is denoted by . Of course  depends on ,
but it will always be clear from the context, which alphabet is actually used. Let ,  and the like range over patterns.
Two patterns  and  are equal, written  = , if they are the same up to renaming of variables. For instance, xy = yz,
whereas xyx = xyy.
Moreover, let  be a pattern that contains k distinct variables. Then,  is in canonical form, if the variables occurring
in  are precisely x1, . . . , xk and, for every j with 1j < k, the leftmost occurrence of xj in  is left to the leftmost
occurrence of xj+1.
A pattern  is homeomorphically embedded in a pattern , if  can be obtained by deleting symbols from . Obviously,
it is decidable whether or not  is homeomorphically embedded in .
By vars() we denote the set of variables appearing in the pattern . Let || stand for the number of symbols in .
By ||x we denote how many times the symbol x appears in .
Let  be a pattern and let || = m. Then, for all j with 1jm, [j ] denotes the symbol at position j in the pattern
. For notational convenience, we set [0] = [m + 1] = . Moreover, for all j, z with 1jzm, we let [j : z]
denote the subpattern of  which starts at position j and ends at position z, i.e., [j : z] equals [j ] · · · [z], if j < z,
and [j ], otherwise.
Furthermore, if ||x = 1 for all x ∈ vars(), then the pattern  is said to be a regular pattern (cf. [21]). Hence, every
variable in a regular pattern  appears exactly once. The set of all regular patterns is denoted by r . If vars() is a
singleton, then  is said to be a one-variable pattern.
A substitution  is a mapping from X to ∗. For a pattern ,  is the word that results from replacing all variables
in  by their image under . For x1, . . . , xn ∈ X , w1, . . . , wn ∈ ∗, and  ∈ , let [x1 → w1, . . . , xn → wn] denote
the result of replacing, for i = 1, . . . , n, the variable xi by wi in .
Let  be any patternwhich contains at least one constant. Consequently, there are n ∈ N, v0, vn ∈ X ∗, v1, . . . , vn−1 ∈
X+, and w1, . . . , wn ∈ + such that  = v0w1v1 · · · vn−1wnvn. We set seqterm() = (w1, . . . , wn). For instance, if
 = abxayb, then seqterm() = (ab, a, b).
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For a pattern , the erasing pattern language L() generated by  is the set of all strings in ∗ that one obtains by
substituting strings from ∗ for variables in . We let  denote the word that one obtains if one substitutes the empty
string for all variables in . Obviously,  is the one and only shortest string in the language L().
A pattern is called proper, if it contains at least one variable. It is easy to see that L() is inﬁnite if and only if  is
proper. Therefore, the main object of our studies are proper patterns.
For ,  ∈ , by L()L() we denote the set of all words uv with u ∈ L() and v ∈ L(). This notation extends
to more than two patterns in the obvious way.
For a pattern , the non-erasing pattern language L() generated by  is the set of all strings in + that one obtains
by substituting strings from + for variables in . The only difference between erasing and non-erasing languages is
the additional option to substitute variables by the empty string. But this seemingly small detail makes a big difference.
In the erasing case, things are generally more complicated (cf., e.g., [19,20,8]).
Finally, note that, for regular erasing pattern languages, it sufﬁces to consider patterns that do not have consecutive
occurrences of variables. Such consecutive occurrences of variables can be replaced by a fresh variablewithout changing
the erasing language generated by the pattern. In the non-erasing case, the situation is obviously different.
2.2. Some helpful lemmata concerning regular erasing pattern languages
Next, we present a couple of technical lemmata that turn out to be quite helpful in proving the main results of
this paper.
The ﬁrst obvious lemma provides means to work locally within patterns. This will later enable the required query
learning algorithms to modify a hypothesis locally without having to worry about the context.
Lemma 1. Let  = 1 · · · n and  = 1 · · · n be regular patterns such that, for i = 1, . . . , n, L(i ) = L(i ).
Then, L() = L().
Proof. Immediate, since both patterns are regular. 
The following lemmata are of particular importancewhen dealingwith regular patterns in the theoretically interesting
case that the underlying alphabet consists of exactly two constants. The lemmata allow for the deﬁnition of certain
“equivalence classes” of syntactically different regular patterns.
Lemma 2. Let  = {a, b}. For j1, let j = x1abjx2, and let j = y1ay2bjy3. Then, L(j ) = L(j ).
Proof. Let j1 be given. Obviously, L(j ) ⊆ L(j ). It remains to show that L(j ) ⊆ L(j ).
Let  be any substitution. Obviously, y2 =  immediately implies that j ∈ L(j ). Otherwise, we distinguish
the following cases. In any of these cases, we explain how to select some ′ such that j′ = j is fulﬁlled.
Case 1: y2 = wa for some w ∈ ∗.
Hence, j = y1 ◦ awabj ◦ y3. Now, deﬁne ′ by setting x1′ = y1 ◦ aw and x2′ = y3.
Case 2: y2 ∈ {b}+.
Let y2 = bi for some i1. Hence, j = y1◦abibj ◦y3 = y1◦abjbi ◦y3. We deﬁne ′ by setting x1′ = y1
and x2′ = biy3.
Case 3: Otherwise.
Hence, there are an i1 and some w ∈ ∗ such that y2 = wabi , and therefore j = y1 ◦ awabibj ◦ y3 =
y1 ◦ awabjbi ◦ y3. Now, we combine the approach from the above cases and deﬁne ′ by setting x1′ = y1 ◦ aw
and x2′ = biy3. 
In the formulation of the next two lemmata, we use the following notion. Let  be a pattern of lengthm. The subpattern
[j : k] (1jkm) has a variable beside it, if either [j − 1] or [k + 1] is a variable.
Lemma 3. Let  = {a, b}. Let n1, v1, . . . , vn ∈ {a}+, w1, . . . , wn ∈ {b}+, where, for i = 1, . . . , n, |vi | = 1 or
|wi | = 1. Let  be a regular pattern of the form (i) x1v1y1w1 · · · xnvnynwnz or (ii) x1v1y1w1 · · · xnvnynwnxn+1az and
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let  be a pattern obtainable from  by deleting variables, except x1 and z, in a way such that each vi and each wi has
a variable beside it. Then, L() = L().
Proof. We only consider the case where  is of the form (i). The remaining case can be handled similarly. We prove
the lemma by induction on the number k of deleted variables. Suppose that  is of the form (i).
In the case when k = 0, everything is clear. Next, consider the case of k + 1.
Let  be ﬁxed. Hence, there is a pattern ′ such that (a) ′ can be obtained from  by deleting k variables and (b) 
can be obtained from′ by deleting one variable, say yi . (The casewhen somevariable xi has to be deleted can be handled
analogously.) By the properties of , one directly sees that our induction hypothesis guarantees that L() = L(′).
Again, by the properties of , we know that ′ can be written as ′ = ′1xiviyiwi′2. By assumption, we know
that |vi | = 1 or |wi | = 1. Suppose that |vi | = 1. (The other case is similar.) Hence, by Lemma 2, we know
that L(xiviyiwixi+1) = L(xiviwixi+1). Combining it with Lemma 1, we obtain L() = L(′), and thus
we are done. 
By applying exactly the same ideas as in the demonstration of Lemma 3 one can easily show the following lemma,
where, in contrast to Lemma 3, patterns starting and ending with constants are considered.
Lemma 4. Let  = {a, b}. Let n1, v1, . . . , vn ∈ {a}+, w1, . . . , wn ∈ {b}+, where, for i = 1, . . . , n, |vi | = 1 or
|wi | = 1. Moreover, let  be a regular pattern of the form (i) v1y1w1 · · · xnvnynwn or (ii) v1y1w1 · · · xnvn and let 
be a pattern obtainable from  by deleting variables in a way such that each vi and each wi has a variable beside it.
Then, L() = L().
2.3. Models of learning with queries
The learning model studied in the following is called learning with queries. Angluin [3] is the ﬁrst comprehensive
study of this learning model (see also the recent survey paper by Angluin [4]).
In this model, the learner has access to an oracle that truthfully answers queries of a speciﬁed kind. A query learner
M is an algorithmic device that, depending on the reply to the queries previously made, either computes a new query
or a hypothesis and halts. M learns a target language L using a certain type of queries provided that it eventually halts
and that its one and only hypothesis correctly describes L. Furthermore, M learns a target language class C using a
certain type of queries, if it learns every L ∈ C using queries of the speciﬁed type. As a rule, when learning a target
class C, M is not allowed to query languages not belonging to C (cf. [3]).
Moreover, we study learning with additional information using queries as introduced inMarron [11]. In this setting, a
query learner M receives, before starting to ask queries, one string that belongs to the target language. Then, similarly as
above,M learns a target language L with additional information using a certain type of queries provided that, no matter
which string w ∈ L is initially presented, it eventually halts and the hypothesis which it outputs correctly describes
L. Furthermore, M learns a target language class C with additional information using a certain type of queries, if it
learns every L ∈ C with additional information using queries of the speciﬁed type. As above, M is not allowed to query
languages not belonging to the target class.
As in Angluin [3], the complexity of a query learner is measured by the total number of queries to be asked in the
worst case. The relevant parameters are the length of the minimal description for the target language and the length of
the longest counterexample. For learning with additional information, the length of the initial example presented has
to be considered, too.
Since we deal with the learnability of (non-)erasing pattern languages, it seems to be appropriate to require that a
query learner M uses just patterns to formulate its queries. It will become clear from the context whether a query 
refers to the non-erasing language L() or the erasing language L(). Moreover, we generally assume that a query
learner outputs patterns as hypotheses.
The following lemmata provide a ﬁrm basis to derive lower bounds on the number of queries needed.
Lemma 5 (Angluin [3]). Assume that the target language class C contains at least n different elements L1, . . . , Ln,
and there exists a language L∩ /∈ C such that, for any pair of distinct indices i, j , Li ∩ Lj = L∩. Then any query
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learner that learns each of the languages Li using equivalence, membership, and subset queries must make n − 1
queries in the worst case.
Lemma 5 can easily be modiﬁed to handle the case when learning with additional information using queries is
considered.
Lemma 6. Assume that the target language class C contains at least n different elements L1, . . . , Ln, and there exists
a non-empty language L∩ /∈ C such that, for any pair of distinct indices i, j , Li ∩ Lj = L∩. Then any query learner
that learns each of the languages Li with additional information using equivalence, membership, and subset queries
must make n − 1 queries in the worst case.
Proof. The initial example, say w, is simply taken from the non-empty language L∩. This example gives no real
information, since w belongs to each of the languages L1, . . . , Ln. The rest of the proof can literally be done as in
Angluin [3]. 
3. Learning arbitrary erasing pattern languages
Proposition 1 summarizes some ﬁrst results that can easily be achieved.
Proposition 1. (a) The class of all erasing pattern languages is not learnable using membership queries.
(b) The class of all erasing pattern languages is learnable using restricted equivalence queries.
(c) The class of all erasing pattern languages is not polynomially learnable using membership, equivalence, and
subset queries.
Proof. Assertion (b) obviously holds, since there is an effective enumeration of the class of all erasing pattern languages.
Assertion (c) follows directly from Lemma 5. To see this, note that for all n ∈ N, there are ||n many distinct patterns
of the form xw, where w ∈ + with |w| = n. Moreover, since, for all w,w′ ∈ +, |w| = |w′| and w = w′ imply
L(xw) ∩ L(xw′) = ∅, we are immediately done.
It remains to verify Assertion (a). So, let  = ayy. Assume to the contrary that there is a query learner M that
learns all erasing pattern languages using membership queries. Let W = {w1, . . . , wn} be the set of strings that M
queries when learning . Let m = max({|wi ||wi ∈ W }) and let m = axmyy. It is easy to see that, for all w ∈ ∗
with |w|m, w ∈ L() iff w ∈ L(m). However, L(m) = L(), and thus M cannot learn L() and L(m),
a contradiction. 
In contrast to Assertion (a), the class of all non-erasing pattern languages is learnable using membership queries.
Moreover, there is the following nice correspondence between learning via membership queries and ﬁnite inference
from positive and negative data—a variant of Gold [6]-style language learning in which it is decidable whether or
not a learner’s actual hypothesis correctly describes the language to be learned. A language class is learnable using
membership queries if and only if it is ﬁnitely learnable from positive and negative data. Consequently, non-erasing
pattern languages are ﬁnitely learnable from positive and negative data, while erasing pattern languages cannot be
ﬁnitely learned.
As our next result shows, Assertion (c) remains valid if additional information is available. Note that, in contrast to
all other results presented above and below, Theorem 1 comprises the non-erasing case, too. Moreover, it sharpens one
of the fundamental results in Angluin [3].
Let n ∈ N, let n be the class of all patterns having length n, and let L(n) = {L() |  ∈ n} as well as
L(n) = {L() |  ∈ n}.
Theorem 1. The class of all erasing pattern languages in L(n) and of all non-erasing pattern languages in L(n),
respectively, is not polynomially learnable with additional information using membership, equivalence, and subset
queries, even in case when n is a priori known.
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Proof. First, we handle the erasing case. Afterwards, we discuss the problem of how to handle the non-erasing case.
For the sake of simplicity, assume that n is even. So, let n = 2m and letmx ⊆ n be the set of all patterns  that fulﬁll
Conditions (1) and (2), where
(1)  = xX1aX2a · · ·Xma, where x ∈ X and Xi ∈ {x}∗ for i = 1, . . . , m.
(2) ||x = m.
The main ingredient of the proof is the following claim.
Claim 1. For all ,  ∈ mx , if  = , then L() ∩ L() = {atm | t1}.
Let = xX1aX2a · · ·Xma and = xY1aY2a · · ·Yma inmx begiven,whereXi, Yi ∈ {x}∗ for i = 1, . . . , m. Clearly,
{atm|t1} ⊆ L()∩L() follows from Conditions (1) and (2). Therefore, it remains to verify that L()∩L() ⊆
{atm | t1}. So, let w ∈ L() and let w /∈ {atm | t1}. By Conditions (1) and (2), there has to be some  with
x /∈ {a}∗ such that  = w. Suppose to the contrary that w ∈ L(). Hence there is some ′ with x′ /∈ {a}∗ such
that w = ′.
By Conditions (1) and (2), we know that |x′| = |x|. Moreover, since  and  both start with x, we may conclude
that x′ = x. Now, choose the least index i such that Xi = Yi . Note that i exists, since  = . Moreover, note
that i = m, since || = || and i was chosen to be the least index with Xi = Yi . By the choice of i, we obtain
xX1aX2 · · ·Xi−1a = xY1aY2 · · ·Yi−1a′.
Finally, pick the ﬁrst position r in x that is different from a. Note that such a position exists, since x /∈ {a}∗. Let
b be the rth letter in x. Without loss of generality we assume that |Xi | < |Yi |. (Otherwise  is replaced by  and vice
versa.) Let |Xi | = k and |Yi | = . HenceXia = (x)ka and Yi = (x) = (x)k ◦x◦(x)−k−1. Since i = m,Xia
cannot form the end of . But then  and  must differ at position z + k|x| + r , where z = |xX1aX2 · · ·Xi−1a|.
Hence  = ′, a contradiction. This completes the proof of Claim 1.
By the latter claim, we may conclude that, for all ,  ∈ mx ,  =  implies L() = L(). To see this, note that,
for all  ∈ mx , L()\{a}+ = ∅. Moreover, one easily veriﬁes that {atm | t1} /∈ mx .
In order to apply Lemma 6, we have to estimate the number of patterns that belong to mx . But this can easily be
done. Let  ∈ mx . Then  = am, by deﬁnition of mx . Since  begins with x and ends with a, there are m possible










2m for almost all m. As noted by the claim above, each of these patterns produces a different
language. Hence, by Lemma 6, we may conclude that any query learner that identiﬁesmx with additional information
must make at least
(2m−1
m−1
)− 1 membership, equivalence or subset queries. Finally, since, by assumption, n = 2m, and
mx ⊆ n, this completes the veriﬁcation of the erasing case.
Finally, the non-erasing case can be handled in the same way. Since now |w| || for all w ∈ L(), Claim 1 rewrites
as follows:
Claim 2. For all ,  ∈ mx , if  = , then L() ∩ L() = {atm | t2}.
Claim 2 can be shown by applying the same idea as in the demonstration of Claim 1 above. We omit the details. 
By Lemma 6, Theorem 1 allows for the following corollary.
Corollary 2. The class of all erasing pattern languages is not polynomially learnable with additional information
using membership, equivalence, and subset queries.
In Angluin [3], it has been shown that even polynomially many restricted superset queries are enough to learn all
non-erasing pattern languages. On the other hand, the class of all non-erasing one-variable pattern languages is learnable
using restricted superset queries, but now polynomially many restricted superset queries do not sufﬁce (cf. [5]). This
difference results from the fact that, in the latter case, the query learner is constrained to query one-variable pattern
languages. Interestingly, when erasing one-variable pattern languages have to be learned, the situation changes further.
Theorem 3. The class of all one-variable erasing pattern languages is not learnable with additional information using
restricted superset queries.
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Proof. For all i1, we let i = xi . Assume to the contrary that there exists a query learner M that learns all one-
variable erasing pattern languages with additional information using restricted superset queries. Note thatM is supposed
to query one-variable erasing pattern languages.
First, provide the string  to the learner. Clearly,  belongs to all erasing pattern languages L(i ). The queries of the
learner will be answered as follows. If M queries x, the reply is ‘yes’. Otherwise, the reply is ‘no’.
Since M learns all one-variable erasing pattern languages, it must eventually output the hypothesis x. Otherwise, it
fails to learn L(x).
Now, consider the patterns queried by M for which the reply received was ‘no’. First note that, for all patterns 
that contain at least one constant, we have L(i )L() for all i1. Hence, those patterns can be dropped from
further considerations. Let 0, . . . , m be the patterns without constant symbols queried by M for which the reply was
‘no’. Since M is constrained to query one-variable patterns, for every km, there is an index jk2 such k = xjk .
Let p be any prime number such that p > jk for all km. Now, it is easy to see that, for all km, L(p)L(k).
Moreover, recall that L(p) ⊂ L(x). So, when learning L(p), M will receive exactly the same answers as in case
when L(x) is the object of learning. Finally, since M outputs x as its one and only hypothesis, it cannot learn L(p), a
contradiction. 
As we show next, also the whole class of all erasing pattern languages cannot be learned with additional information
using restricted superset queries. The main obstacle of the proof is that, in contrast to Theorem 3, a corresponding
query learner is allowed to query arbitrary patterns. Hence, some modiﬁcation of the underlying proof idea is in
order.
Theorem 4. The class of all erasing pattern languages is not learnable with additional information using restricted
superset queries.
Proof. Suppose that the underlying alphabet  contains the constant symbols a and b. Let pi be the ith prime number,
i.e., p1 = 2, p2 = 3, . . . For all i1, we deﬁne i = xp11 xp22 · · · xpii . We will show that a corresponding query learner
cannot simultaneously learn the language L(x) and all languages L(i ).
The following two claims provide some insight into the properties of the relevant languages L(i ).
Claim 1. For all i1, L(i ) ⊂ L(i+1).
Let i be ﬁxed. Obviously, L(i ) ⊆ L(i+1). First, if i is even, set w = ap1bp2ap3 · · · bpi api+1 . Clearly, w ∈
L(i+1)\L(i ). The case when i is odd can be handled analogously, and thus Claim 1 is shown.
Claim 2. Let  be a pattern with L() = L(x). Then, there are at most ﬁnitely many i1 such that L(i ) ⊆ L().
Assume that there exists a pattern  with L() = L(x) such that, for inﬁnitely many i1, L(i ) ⊆ L(). First,
since  ∈ L(i ) for all i ∈ N,  cannot contain a constant symbol. Next, L() = L(x) implies that each variable
in  occurs at least twice. Let n = ||. Consider the word w = ap1bp2ap3 · · · bp2nap2n+1 . We claim that w witnesses
L(2n+1)\L() = ∅. To see this, suppose to the contrary that there is a substitution  such that  = w. Let x be
any variable in . Since x occurs at least twice in ,  cannot assign to x a word of the form bjakbl or ajbkal , where
j, k, l1. (Note that, otherwise, the substring bakb or abka would appear at least twice in , contradicting  = w.)
Consequently,  assigns to x the empty word  or a word of the form aj , bj , ajbk or bjak , where again j, k1.
However, this directly implies that, in the word , there are at most 2n − 1 positions p such that [p] = [p + 1].
On the other hand, w has 2n positions of that kind. Hence, there is no  with  = w, and thus L(2n+1)L().
Moreover, by Claim 1, the latter implies that, for all m2n + 1, L(m)L(), too. This proves Claim 2.
Now, suppose that there is a query learner M that learns all erasing pattern languages with additional information
using restricted superset queries.
First, the learner receives the string  as additional information. Second, M’s queries will be answered as follows. If
M queries a pattern  with L() = L(x), the reply is ‘yes’. Otherwise the reply is ‘no’. (Note that it is a trivial task
to check whether or not L() = L(x), while, for arbitrary erasing pattern languages, it is still open whether or not
the equivalence problem is decidable (cf. [8]).)
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If M is supposed to learn L(x), M must output a hypothesis  with L() = L(x). Now, let 0, . . . , m be the
patterns queried by M that received the reply ‘no’. By Claim 2, for each km, there are only ﬁnitely many i with
L(i ) ⊆ L(k). Hence, there is at least one z1 such that L(z)L(k) for all km. Moreover, recall that
L(z) ⊂ L(x). Hence, M will hypothesize when L(z) is the object of learning. But L() = L(x), and therefore
M cannot learn L(z), a contradiction. 
4. Learning regular erasing pattern languages
As we have seen, in the general case it is much more complicated to learn erasing pattern languages instead of
non-erasing ones. Surprisingly, the observed differences vanish when regular erasing and regular non-erasing pattern
languages constitute the object of learning.
First, in contrast to the general case (cf. Proposition 1, Assertion (a)), membership queries sufﬁce to learn the class
of all regular erasing pattern languages.
Theorem 5. The class of all regular erasing pattern languages is learnable using membership queries.
Proof. Let  ∈ r . Let (wi)i∈N be an effective repetition free enumeration of all strings in ∗ such that, for all
j, k ∈ N, jk implies |wj | |wk|.
In a ﬁrst step, the required query learner M asks, for j = 0, 1, . . . , the membership query ‘wj ’ until the reply
received is ‘yes’. Clearly, this gives the uniquely determined string  ∈ L().
Let  = a1a2 · · · an and let S = {a1a2 · · · an, x1a1a2 · · · an, a1x1a2 · · · an, . . . , x1a1x2a2 · · · anxn+1}. Since we deal
with regular erasing pattern languages, we know that there is a regular pattern  ∈ S that meets L() = L(). Since
S is ﬁnite and membership is uniformly decidable for regular erasing pattern languages, given S, one can obviously
construct a query learner MS that learns all languages in CS = {L() |  ∈ S} using membership queries. The latter
rests on the fact, that for all L ∈ CS , one can construct ﬁnite sets PL ⊆ L and NL ⊆ ∗\L such that, for all L′ ∈ CS
with L′ = L, it is the case that either PLL or NL∗\L. Note that the corresponding sets can be used to show that
CS can be ﬁnitely learned from positive and negative data (cf. the corresponding remark after the demonstration of
Proposition 1).
In a second step, the required query learner M uses MS as a kind of subroutine and outputs the same hypothesis as
MS will do when learning any L ∈ CS . Clearly, M learns as required, and thus we are done. 
The next result, in particular, shows that membership queries do not help to learn regular erasing pattern languages
quickly.
Proposition 2. The class of all regular erasing pattern languages is not polynomially learnable using equivalence,
membership and subset queries.
Proof. The proposition follows via Lemma 5. To see this, note that all pattern languages used in the demonstration of
Proposition 1, Assertion (c) constitute regular erasing pattern languages. 
Aswewill see, polynomiallymanymembership queries sufﬁce to learn regular erasing pattern languages, if additional
information is available. Furthermore, superset queries are sufﬁcient in order to learn regular erasing pattern languages
efﬁciently. Hence, the corresponding results from Matsumoto and Shinohara [13] and Angluin [3] translate in our
setting of learning regular erasing pattern languages.
4.1. Learning regular erasing pattern languages with additional information using membership queries
In this subsection, we show that regular erasing pattern languages are polynomially learnable with membership
queries if and only if the learner receives in advance at least one string from the target language. To establish this
equivalence, by Proposition 2, it sufﬁces to show that knowing an arbitrary string in advance allows for a considerable
speed-up of learning. A corresponding query learner M can be deﬁned as follows. In a ﬁrst step, M starts a procedure
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Fig. 1. Procedure sshrink.
that, given any string w from the target pattern language L(), requires at most polynomially many membership
queries in order to determine the shortest string  in L(). In a concluding step, M runs a procedure that, given the
string , asks only polynomially many membership queries in order to determine a pattern that describes the same
erasing language as .
First, we deﬁne a procedure called sshrink (see Fig. 1) that can be used to determine the shortest string in a target
regular erasing pattern language L(). The input to the procedure sshrink is any string from L(). Moreover, sshrink
requires access to a membership oracle for L(). Note that sshrink is a modiﬁcation of the procedure shrink in
Matsumoto and Shinohara [13]. The term ‘sshrink’ is an abbreviation for ‘solid shrink’.
In the formal deﬁnition of the procedure sshrink, we made use of the following notations. Letw ∈ + with |w| = m.
For all j ∈ Nwith 1jm, w[j → ] is the string which one obtains, if one erases w[j ], i.e., the constant at position
j in w.
The next lemma summarizes the essential features of the procedure sshrink.
Lemma 7. Let  ∈ r and w ∈ L(). On input w, sshrink outputs the string . Moreover, sshrink asks O(|w|2)
membership queries.
Proof. The lemma follows immediately from the deﬁnition of the procedure sshrink (cf. Fig. 1) and the following
rather simple fact. For all w ∈ L() with w = , there is a word w′ ∈ L() that is obtained from w by deleting a
single constant. 
In order to prove the main result of this subsection, it remains to present a procedure that, given the shortest string
 in a target regular pattern language L(), asks at most polynomially many membership queries before outputting
a correct pattern for the target language. However, this part has its peculiarities which we want to point out next. As
we will see, a rather simple procedure will do, if the underlying alphabet  consists of at least three constants, while
much more effort is needed to deﬁne a procedure that is suited for the case when  contains exactly two constants. The
corresponding difﬁculties are mainly caused by the fact that the implication
L() = L() → seqterm() = seqterm()
does not hold in the latter case. To see this, consider the following example. Let  = {a, b},  = xaby, and  = xaybz.
It follows from Lemma 2 that L() = L(), but obviously seqterm() = (ab) = (a, b) = seqterm().
The remainder of this subsection splits into two parts. In the ﬁrst part (cf. Theorem 6), we discuss the case where
the alphabet size is greater or equal than three—an assumption that nicely ﬁts practical demands. In the second part,
we handle the case that the underlying alphabet consists of two constant symbols (cf. Theorem 7)—a case being of
interest from a theoretical point of view.
As mentioned above, the demonstration of Theorem 6 is mainly based on the following lemma.
Lemma 8 (Jiang et al. [8]). Let ||3. Moreover, let ,  ∈ . If L() = L(), then seqterm() = seqterm().
Theorem 6. Let ||3. The class of all regular erasing pattern languages (over ) is polynomially learnable with
additional information using membership queries.
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Proof. Let  ∈ r and w ∈ L() be given. Remember that sshrink uses O(|w|2) membership queries to determine
 = a1 · · · an. For all i, 1 in−1, there is a constant ci ∈  such that ci = ai and ci = ai+1. Now, Lemma 8 and the
regularity of  imply that the string a1a2 · · · aiciai+1 · · · an belongs toL() iff, in the target pattern , there is a variable
between ai and ai+1. Moreover, the reply on the query c1a1a2 · · · an−1an and a1a2 · · · an−1ancn−1, respectively, allows
one to determine whether or not  begins or ends with a variable. Consequently, n + 1 additional membership queries
sufﬁce to ﬁnd the positions at which variables appear in , and therefore one can easily construct a pattern that deﬁnes
the same erasing language as . 
The remainder of this subsection concerns the case when the underlying alphabet contains two constant symbols.
Theorem 7. Let || = 2. The class of all regular erasing pattern languages (over ) is polynomially learnable with
additional information using membership queries.
Proof. Let  ∈ r andw ∈ L() be given. Remember that, after at most O(|w|2)membership queries, sshrink outputs
the minimal string  ∈ L(). Subsequently, let  = a1a2 · · · an.
In what follows, we use the following abbreviations. Let w ∈ + and let  ∈ r with  = . Then, a1 · · · aiw
ai+1 · · · an is the word which one obtains, if one inserts w between the constants ai and ai+1 in . Moreover, |xi
denotes the regular pattern which one obtains, if one inserts the variable xi between the constants ai and ai+1 in .
In order to determine its hypothesis, the required query learnerM initially sets = .Afterwards,M asksmembership
queries in order to determine, where to locate the variables in .
First, M determines whether or not the target pattern starts (ends) with a variable. For that purpose, M queries the
string ba1 · · · an, where b = a1. If the answer is ‘yes’, M sets  = x0. If the answer is ‘no’,  remains unchanged.
Similarly, M next queries the string a1 · · · anb, where b = an and sets  = xn, if the answer is ‘yes’. Again, if the
answer is ‘no’,  remains unchanged. It is obvious that, in this part, a variable is inserted iff the target pattern  starts
(ends) with a variable.
Second, M considers all positions j in , 1jn − 1, such that aj = aj+1. Again, it can easily be determined
whether or not a variable occurs in the target pattern  between the aj ’s and aj+1’s. For that purpose, M proceeds as
follows. M ﬁxes the least j and queries the string a1 · · · ajbaj+1 · · · an, where aj = b. If the reply is ‘yes’,  = |xj .
If the answer is ‘no’,  remains unchanged. This process is repeated until no such j is left. By the next observation, a
variable xj is inserted in  iff, in the target pattern , there is a variable between the constants aj and aj+1.
Observation 1. Let , ′, ′′, , ′, ′′ ∈ r such that  =  = a1 · · · an,  = ′aixai+1′′,  = ′aiai+1′′,
ai = ai+1 = a, and w = a1 · · · aibai+1 · · · an, where b = ai . Then, w ∈ L()\L().
Clearly,w ∈ L(). Suppose to the contrary that there is a substitution  such that  = w. Note that  is constrained
to substitute one constant for one variable in , since, otherwise, || > |w|. First, if a variable to the left of ai is
replaced by a constant, then [i + 1] = ai . Since w[i + 1] = b and, by assumption, b = ai , this contradicts  = w.
Similarly, if a variable to the right of ai+1 is replaced by a constant, [i + 1] = ai+1. Again, since w[i + 1] = b and,
by assumption, b = ai+1,  = w, a contradiction, and thus Observation 1 is shown.
Third, M considers all positions 1jn − 1, such that aj = aj+1. Subsequently, the substring ajaj+1 is called a
changing block in . If no changing block exists, M just outputs . Obviously, L() = L(). Otherwise, M proceeds
as follows.
Now, M ﬁrst considers all positions 2jn − 2, such that aj−1 = aj = aj+1 = aj+2. Again, it can easily be
determined whether or not there is a variable in the target pattern  between aj and aj+1. For that purpose, M proceeds
as follows. Let aj = a and aj+1 = b. M determines the least such j and queries the string a1 · · · ajbaaj+1 · · · an. If the
reply is ‘yes’, set  = |xj . If the answer is ‘no’,  remains unchanged and the changing block ajaj+1 gets the label
‘processed’. This process is repeated until no such j is left. By Observation 2 below, a variable xj is inserted iff there
is a variable in the target pattern  between the constants aj and aj+1.
Observation 2. Let, ′, ′′, , ′, ′′ ∈ r such that =  = a1 · · · an, = ′ai−1aixai+1ai+2′′,  = ′ai−1aiai+1
ai+2′′, a = ai−1 = ai = ai+1 = ai+2 = b, and w = a1 · · · aibaai+1 · · · an. Then, w ∈ L()\L().
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Clearly, w ∈ L(). Suppose to the contrary that there is a substitution  such that  = w. Since || = n + 2,
either  assigns a string of length two to one variable or it assigns a constant to one variable as well as a constant to
a different variable. Recall that w[i + 1 : i + 2] = ba. First, if a variable to the left of ai−1 is replaced by a string of
length two, then [i + 1 : i + 2] = ai−1ai = aa. Second, if a variable to the right of ai+1 is replaced by a string of
length two, then [i + 1 : i + 2] = ai+1ai+2 = bb. Finally, if a variable to the left of ai−1 and a variable to the right
of ai+1 are replaced by a constant, then [i + 1 : i + 2] = aiai+1 = ab. Hence,  does not equal w, a contradiction,
and Observation 2 follows.
Now, if all changing blocks have the label ‘processed’, M simply outputs . Again, one directly sees that L() =
L(). Otherwise, M continues according to step (1).
(1) Each changing block aiai+1 in  that does not have the label ‘processed’ gets the label ‘open’. Goto (2).
(2) If there are i1 and ′ ∈ r such that  = aib′ and the corresponding changing block ab has the label ‘open’,
query the string aiab · · · an. If the answer is ‘yes’, then set  = |xi . If the answer is ‘no’,  remains unchanged
and the corresponding changing block ab gets the label ‘processed’. Goto (3).
(* Obviously, the variable xi is inserted iff there is a variable in the target pattern  between the constants ai
and ai+1. *)
(3) If there are i1 and ′ ∈ r such that  = ′bai and the corresponding changing block ba has the label ‘open’,
query the string a1 · · · baai . If the answer is ‘yes’, then set  = |xn−i−1. If the answer is ‘no’,  remains
unchanged and the corresponding changing block ba gets the label ‘processed’. Goto (4).
(* Obviously, the variable xn−i−1 is inserted iff there is a variable in the target pattern  between the constants
an−i−1 and an−i . *)
(4) If there are i, j1 such that (i)  contains the subword baib, (ii) the ﬁrst b equals aj , (iii) the changing block ba
has the label ‘processed’, and (iv) the changing block ab has the label ‘open’, goto (4′). Otherwise, goto (5).
(4′) Fix the least of these j’s and query the string a1 · · · baiab · · · an. If the answer is ‘yes’, then set  = |xj+i .
If the answer is ‘no’,  remains unchanged and the changing block ab gets the label ‘processed’. Moreover,
in both cases, if the substring ai had the label ‘has a variable beside it’, this label is removed. Goto (4).
(* ByObservation 3 below, xj+i is inserted iff there is a variable in the target pattern  between the constants
aj+i and aj+i+1. *)
(5) If there are i, j1 such that (i)  contains the subword baib, (ii) the ﬁrst b equals aj , (iii) the changing block ba
has the label ‘open’, and (iv) the changing block ab has the label ‘processed’, goto (5′). Otherwise, goto (6).
(5′) Fix the least of these j’s and query a1 · · · baaib · · · an. If the answer is ‘yes’, then set  = |xj . If the answer
is ‘no’,  remains unchanged and the changing block ba gets the label ‘processed’. Moreover, in both cases,
if the substring ai had the label ‘has a variable beside it’, this label is removed. Goto (4).
(* By Observation 4 below, xj is inserted iff there is a variable in the target pattern  between the constants
aj and aj+1. *)
(6) If there are i, j1 such that (i)  contains the subword baib, (ii) the ﬁrst b equals aj , (iii) ai does not have the
label ‘has a variable beside it’, and (iv) one of the changing blocks ba and ab has the label ‘open’, goto (6′).
Otherwise, return  and stop.
(6′) Fix the least of these j’s. If only one changing block has the label ‘open’, the substring ai gets the label ‘has
a variable beside it’. If both changing blocks have the label ‘open’, query the string a1 · · · baaib · · · an. If
the answer is ‘no’,  remains unchanged and both changing blocks get the label ‘processed’. If the answer is
‘yes’,  remains unchanged and the substring ai gets the label ‘has a variable beside it’. Goto (4).
(* If both changing blocks had the label ‘open’, we know that aj−1 = a and aj+i+2 = a. Otherwise,
the changing blocks had been attended in previous steps. Hence, by Observation 5, the changing blocks are
marked ‘processed’ iff there are no variables in the target pattern  between the constants aj and aj+1 as well
as aj+i and aj+i+1. *)
Together with Observations 1 and 2, the following observations justify that, in steps (3)–(5), a variable between two
constants ai and ai+1 has been inserted iff there is a variable in  between these constants. Observations 3 and 4 can
easily be shown by applying similar arguments as in the demonstration of Observations 1 and 2.
Observation 3. Let j1 and let , ′, ′′, , ′, ′′ ∈ r such that  =  = a1 · · · an,  = ′bajazxaz+1′′,
 = ′bajazaz+1′′, az = a, az+1 = b, and w = a1 · · · azaaz+1 · · · an. Then, w ∈ L()\L().
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Observation 4. Let j1 and let , ′, ′′, , ′, ′′ ∈ r such that  =  = a1 · · · an,  = ′azxaz+1ajb′′,
 = ′azaz+1ajb′′, az = b, az+1 = a, and w = a1 · · · azaaz+1 · · · an. Then, w ∈ L()\L().
Moreover, Observation 5 directly follows from Observations 3 and 4.
Observation 5. Let j1 and let , ′, ′′, , ′, ′′ ∈ r such that  =  = a1 · · · an,  = ′azxaz+1ajaz+j+1y
az+j+2′′,  = ′azaz+1ajaz+j+1az+j+2′′, az = az+j+2 = b, az+1 = az+j+1 = a, w = a1 · · · azaz+1ajaz+j+1
aaz+j+2 · · · an. Then, w ∈ L()\L().
Let  be the pattern returned by the above procedure. If there are no changing blocks that are still marked ‘open’, by
the above observations,  is equivalent to  and we are done.
Finally, suppose that there are still changing blocks in  that have the label ‘open’. By construction, this implies that
 contains at least two variables. This is easy to see: if  has no variables, then, according to steps (2)–(5), the label
‘open’ has been eliminated from the corresponding changing block, when processing all changing blocks in  from
the left to the right. If  has one variable, say y, then, again according to steps (2) and (4), the label ‘open’ has been
eliminated from all changing blocks to the left of y, while, according to steps (3) and (5), the label ‘open’ has been
deleted from all blocks to the right of y. Afterwards, no changing block has the label ‘open’, and therefore  has at
least two variables.
So, let y1, . . . , yk , k2, be the variables appearing in . Hence, there are strings w0, wk ∈ ∗ and w1, . . . , wk−1 ∈
+ such that the following holds:  = w0y1w1y2 · · ·wk−1ykwk .
First, consider the strings w0 and wk . As argued above, in accordance with steps (2) and (4), there is no changing
block in w0 that has the label ‘open’. Similarly, according to steps (3) and (5), there is no changing block in wk that has
the label ‘open’. Hence, by construction and the respective observations, the target pattern  starts with w0 and ends
with wk .
Second, consider all strings wi , 1 ik − 1, that do not comprise a changing block that admits the label ‘open’.
By construction and the respective observations, we know that wi appears at the corresponding position in the target
pattern .
Third, consider all strings wi , 1 ik − 1, that contain a changing block with the label ‘open’. Fix one of these i’s.
We claim that wi is of type wi = bj0aj1bj2aj3 · · · bjnajn+1 , where the following constraints are fulﬁlled:
(a) j00 and jn+10,
(b) for z = 1, . . . , n, jz1,
(c) if j0 > 1, then j1 = 1 and, if jn+1 > 1, then jn = 1,
(d) for z = 1, . . . , n − 1, either jz = 1 or jz+1 = 1,
(e) every changing block in wi has the label ‘open’,
(f) for z = 0, . . . , n + 1 with jz = 0, the building block ajz (bjz ) has the label ‘has a variable beside it’.
This claim can be veriﬁed as follows. We start with constraint (e), since this helps to considerably simplify the overall
veriﬁcation. So, suppose that there is a changing block in wi that does not have the label ‘open’. By construction, this
changing block has the label ‘processed’, and, since by assumption wi has a changing block with the label ‘open’, wi
contains at least one substring bajkb such that one of both changing blocks has the label ‘open’, while the other one
has the label ‘processed’. Now, according to steps (4) and (5), respectively, either the label ‘open’ will be replaced by
the label ‘processed’ or a new variable is inserted. But clearly, in both cases, the assumptions on the structure of the
result of the above procedure or the assumptions on wi are violated, and thus (e) follows. Concerning (a)–(d), notice
that, otherwise, a building block of the form aabb must occur in wi and this block has the label ‘processed’ before the
execution of step (1). Since by (e) all changing blocks in wi are marked ‘open’, this cannot happen, and therefore we
obtain (a)–(d). Next, consider (f). According to (6), (f) is also a direct consequence of (e), since the label ‘open’ of
the changing blocks of a substring of the form bajkb will not be changed iff the string ajk has already the label ‘has a
variable beside it’.
Finally, letwi be any string that contains a changing blockwith the label ‘open’. Recall thatwi = bj0aj1bj2aj3 · · · bjn
ajn+1 . Now, we deﬁne the pattern i as follows: bj0xi,0aj1xi,1bj2xi,2aj3xi,3 · · · bjnxi,najn+1 , where all inserted variables
are new ones. Let i be the corresponding subpattern in . By construction and the corresponding observations, wi
equals the string which one obtains, if one deletes all variables in i . Moreover, by Observation 5, one knows that each
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building block ajz (bjz ), 0zn + 1, in i has a variable beside it, since otherwise, according to step (6), it would
have the label ‘has a variable beside it’. Hence, one can apply Lemma 3, and therefore L(yiiyi+1) = L(yiiyi+1).
To sum up, by Lemma 1, the pattern ′ that results from replacing every string wi by the corresponding pattern
i gives a pattern equivalent to . Lastly, to see that M asks only polynomially many membership queries, recall that
polynomially many queries sufﬁces to determine  = a1 · · · an. Moreover, in order to determine whether or not a
variable has to be placed between two consecutive constants aj and aj+1, it is sufﬁcient to ask three membership
queries, since, in the worst case, ajaj+1 forms a changing block which has to be considered twice, namely in steps (6′)
and (4′) or in steps (6′) and (5′). 
4.2. Learning regular erasing pattern languages with restricted superset queries
In this subsection, it will be shown that polynomially many restricted superset queries sufﬁce to learn the class of
all regular erasing pattern languages.
Although superset queries are, in general, undecidable for erasing pattern languages (cf. [8]), they are decidable for
regular (erasing) pattern languages. Every regular (erasing) pattern language constitutes a regular language (cf. [21])
and, for any two regular languages L,L′, the question whether or not L ⊆ L′ is decidable (cf., e.g., [7]). Therefore, it
make sense to study the question of whether or not superset queries may help to learn regular erasing pattern languages
in detail.
As it turns out, a query learner M that learns all regular erasing pattern languages using restricted supersets queries
may follow the same principles as the query learner from Section 4.1. In a ﬁrst round, M determines the shortest string
in the target erasing pattern language L(). Based on this string, in a second and ﬁnal round, M infers a regular pattern
that describes the same language as . Consequently, the veriﬁcation of the main result of this subsection heavily relies
on the following lemma.
Lemma 9. Let ||2. For all  ∈ r , it is possible to ﬁnd  with polynomially many restricted superset queries.
Proof. We sketch the underlying idea, only. Let  = a1a2 · · · an.
Let  = {c1, . . . , cm}. In the ﬁrst step, one determines which of these constants occur in the target pattern and
how often the corresponding constants occur. For j = 1, . . . , m, one proceeds as follows: for nj = 1, 2, . . . , query
x0cj x1cj · · · cj xnj , until the reply is ‘no’ for the ﬁrst time. If the answer is ‘no’, one knows for sure that  contains the
constant cj exactly nj − 1 times.
Now, let (b1, . . . , bk) be the list of all constants that occur in , where every constants cj occurs as often in the list
(b1, . . . , bk) as it appears in . In a second step, one determines the exact positions of the constants in . So, set ′ = x0,
m′ = 0, and z = 1, and execute Instruction (A).
(A) For j = 0, . . . , m′, query ′z,j , where the substitution z,j is deﬁned such that, for all xi ∈ vars(′), xiz,j = xi ,
if i < j , xiz,j = xibzxi+1, if i = j , and xiz,j = xi+1, if i > j . If, for the ﬁrst time, the answer returned is ‘yes’,
ﬁx j and goto (B).
(B) Set ′ = ′z,j , m′ = m′ + 1, and z = z + 1. If z > k, then output ′. Otherwise, execute Instruction (A).
It is not hard to see, that at the very end, ′ = x0a1x1a2x2 · · · anxn, and therefore ′ = . To sum up, O(||||2)
restricted superset queries are sufﬁcient to determine . 
We are now ready to prove the main result of this subsection. For the sake of readability, similarly as in Section 4.1,
we handle the case that the underlying alphabet  contains exactly two constants separately. However, we ﬁrst discuss
the general and, from a practical point of view, more interesting case when  contains more than two constants.
Theorem 8. Let ||3. The class of all regular erasing pattern languages (over ) is polynomially learnable using
restricted superset queries.
Proof. Let  be the unknown pattern. Recall that it sufﬁces to consider the case that  does not contain variables at
consecutive positions. Moreover, by Lemma 9, we assume that  is already known. So, let  = a1a2 · · · an.
The required query learner works as follows.
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Initially, query a1x. If the answer is ‘yes’, set  = a1. Otherwise, set  = x1a1. Set j = 2, and execute
Instruction (A).
(A) For all i = j, . . . , n, query aj · · · aix, until the answer is ‘no’. If the answer is always ‘yes’, goto (C). Otherwise,
goto (B).
(B) Let k be the least index such that the answer received was ‘no’. Set  = aj · · · ak−1xjak as well as j = k + 1
and goto (A).
(C) Query aj · · · an. If the answer is ‘yes’, output  = aj · · · an. Otherwise, output  = aj · · · anxj .
Obviously, the whole process requires O(||) queries. Moreover, note that, by construction,  = .
It remains to show that L() = L().
In the remainder of this proof, we assume that  and  are in canonical form. Hence, either the patterns are variable-
free or there are r, r ′ ∈ N such that vars() = {x1, . . . , xr} and vars() = {x1, . . . , xr ′ }. We claim that  = . Suppose
the contrary and let p be the least position with [p] = [p].
Recall that  =  = a1 · · · an.
Case 1: p = 1.
Clearly, if  and  have a constant at position p, then [p] = [p] because of  = . First, suppose that [1] = x1
and [1] = a1. Hence, L(a1x)L() has been veriﬁed, and therefore [1] = x1, a contradiction. Second, suppose
that [1] = a1 and [1] = x1. But then, L(a1x) ⊇ L() has been veriﬁed, and thus [1] = a1, again a contradiction.
Case 2: p > 1.
By assumption, [1 : p − 1] = [1 : p − 1]. Clearly, if  and  have a constant at position p, then [p] = [p]
because of  = . Hence, it sufﬁces to distinguish the following subcases.
Subcase 2.1: [p] = xj for some jr .
First, suppose that [1 : p − 1] ∈ +. Now, we are directly done, since, for every  with xj = ap, we know that
w =  is a word in L()\L(), a contradiction. Second, suppose that [1 : p − 1] contains at least one variable.
By the choice of , we know that [p − 1] /∈ X . Now, select a substitution  that meets xj = c, where c ∈ ,
c = [p − 1], and c = [p]. Since ||3 such a constant must exist. Moreover, for all x ∈ X \{xj }, set (x) = .
Clearly,  ∈ L()\L().
Subcase 2.2: [p] = xj for some jr ′.
First, suppose that [1 : p] ∈ +. Since L(a1 · · · ap−1apx) ⊇ L(), we obtain [p] = ap, a contradiction,
and thus we are again directly done. Next, consider the case that [1 : p − 1] contains at least one variable. Let
az = [p]. Hence, by construction, L([1 : p − 1]x) ⊇ L() and L([1 : p − 1]azx)L(), where x is a
variable not occurring in [1 : p − 1]. Let w ∈ L(). Then, by deﬁnition, there is some substitution  such that
w = [1 : p − 1]az[p + 1 : m], where m = ||. Since [1 : p − 1] = [1 : p − 1], this directly implies
w ∈ L([1 : p − 1]azx), a contradiction.
Subcase 2.3: [p] = .
Hence, || > ||. Let || = m. Since  = , we know that [m + 1] = xr ′+1. Next, by the choice of , we get
[m] /∈ X , and therefore [m] = an. However, this contradicts L() ⊇ L().
Subcase 2.4: [p] = .
Hence, || > ||. Now, let || = m. First, suppose [m] = xr . Since  = , this yields [m + 1] = xr+1. Because
of [m] = [m],  must contain two consecutive variables which violates the construction of . Second, suppose
[m] = an. Again, since  = , we obtain [m + 1] = xr+1. But clearly, L() ⊇ L(). Since [1 : m] = , we
obtain, by construction,  = , a contradiction.
Clearly, there are no other cases to consider, and therefore  = . This proves the theorem. 
Theorem 9. Let || = 2. The class of all regular erasing pattern languages (over ) is polynomially learnable using
restricted superset queries.
Proof (Sketch). The rather lengthy proof is omitted, since similar ideas as in the demonstration of Theorem 7 will do.
Let us brieﬂy point to the underlying approach.
First, one determines the string  = a1 · · · an (cf. the demonstration of Lemma 9). In the proof of Theorem 7, one
starts with the candidate pattern  =  and uses membership queries in order to ﬁnd the positions at which variables
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have to occur. In contrast, now one starts with the candidate pattern  = x0a1x1 · · · anxn. Roughly speaking, since the
target pattern  can be obtained by deleting variables from , it sufﬁces to ﬁnd the superﬂuous variables in . In doing
so, the relevant query learner M ′ follows the same approach as the learner M used in the demonstration of Theorem 7.
Naturally, M ′ has to replace the membership queries posed by M by appropriate restricted superset queries. How this
can be done is best illustrated by means of the following simple example.
Let  = aabb and let x0ax1ax2bx3bx4 be the actual candidate pattern . To ﬁgure out whether  starts with a
variable, it sufﬁces to query the string baabb (cf. the demonstration of Theorem 7). Since  = aabb and  is a regular
pattern, baabb /∈ L() iff L() ⊆ L(ax1ax2bx3bx4). Hence, it is justiﬁed to replace the membership query baabb
by the restricted superset query ax1ax2bx3bx4. For further illustration, suppose that it is already known that (i) there are
no variables in the target pattern  between the two a’s and between the two b’s, (ii)  starts with a variable, and (iii) 
ends with a variable. Hence, x0aax2bbx4 is the actual candidate pattern . To ﬁgure out whether there is a variable in 
between aa and bb, it sufﬁces to query the string aababb (cf. the demonstration of Theorem 7). Note that, if  = aabb
and (i) to (iii) are fulﬁlled, aababb /∈ L() iff L() ⊆ L(x0aabbx4). Hence, the membership query aababb can be
replaced by the restricted superset query x0aabbx4. We omit further details. 
5. Conclusion
In the present paper, we studied the learnability of erasing pattern languages within Angluin’s [3] model of learning
with queries. We mainly focused our attention on the following problem: which of the known results for non-erasing
pattern languages also hold when erasing pattern languages have to be learned and which of them do not? As it turns
out, concerning regular pattern languages, there are no differences at all, while, in the general case, serious differences
have been observed.
The next surprising fact for us was the complexity of some proofs when using two letter alphabets compared to the
proofs for the same facts when using alphabets with three or more letters. The point is, that with only two letters it is
difﬁcult for the query learner to build words in which some letters can be used to ﬁnd the boundaries of the substituted
strings. Consider the pattern abxab, for example. If the alphabet has three letters, the word abcab contains everything
the learner needs to know. In the case that only two letters are available, it is much harder to ﬁnd the positions where
the variable x appears in the target pattern.
In our setting the proofs for the case of two letter alphabets become more complex, but the results remain the same.
When Gold-style language learning is concerned, the situation might change. It is known that the class of all erasing
pattern languages (over an alphabet of size two) is not Gold-style learnable from only positive data (see [16]), while it
is still open whether or not erasing pattern languages are learnable from only positive data for the general case of ﬁnite
alphabets.
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