Abstract
Introduction
In the last decade, many new natural evolutionary algorithms have been developed for optimization of pin-connected structures, such as genetic algorithms (GAs) [1] [2] [3] [4] [5] , particle swarm optimizer (PSO) [6, 7] , ant colony optimization (ACO) [8] [9] [10] and harmony search (HS) [11] [12] [13] , charged system search (CSS) [14] [15] [16] , and other metaheuristics [17] [18] [19] . These methods have attracted a great deal of attention, because of their high potential for modeling engineering problems in environments which have been resistant to solution by classic techniques. They do not require gradient information and possess better global search abilities than the conventional optimization algorithms [20] . Having in common processes of natural evolution, these algorithms share many similarities: each maintains a population of solutions which are evolved through random alterations and selection. The differences between these procedures lie in the representation technique utilized to encode the candidates, the type of alterations used to create new solutions, and the mechanism employed for selecting new patterns.
Compared to other population-based meta-heuristics, charged system search has a number of advantages that is distinguished from others. However, for improving exploitation (the fine search around a local optimum), it is hybridized with HS that utilized charged memory (CM) to speed up its convergence.
Recently simultaneous analysis and design of structures has been performed using genetic [21] [22] [23] and ant colony algorithm [24] . Here, the formulation is modified and optimization is performed using charged system search to enable the efficient solution of larger truss structures.
The present paper is organized as follows: In Section 2, we briefly introduce the CSS and HS. The new method, HS-CSS, is presented in Section 3. In Section 4, charged system search algorithm is employed for the analysis of truss and frame structures. In Section 5, a methodology is proposed for design of structures. Minimum weight design is formulated and performed using meta-heuristics optimization in Section 6. For all the above cases, the CSS and HS-CSS algorithm are found to be powerful tools. The efficiency of the HS-CSS is investigated in Section 7. Conclusions are derived in Section 8.
Introduction to CSS and HS
In order to make the paper self-explanatory, before proposing the HS-CSS algorithm for truss design optimization, the characteristics of the CSS and the HS are briefly presented in the following three sections:
The standard CSS
Recently an efficient optimization algorithm, known as the charged system search, has been proposed by Kaveh and Talatahari [14] . This algorithm is based on the laws from electrostatics and Newtonian mechanics.
The Coulomb and Gauss laws provide the magnitude of the electric field at a point inside and outside a charged insulating solid sphere, respectively, as follows [25] : where k e is a constant known as the Coulomb constant; r i j is the separation of the centre of sphere and the selected point; q i is the magnitude of the charge; and "a" is the radius of the charged sphere. Using the principle of superposition, the resulting electric force due to N charged spheres is equal to [14] : Also, according to the Newtonian mechanics, we have [25] :
where r old and r new are the initial and final positions of the particle, respectively; v is the velocity of the particle; and a is the acceleration of the particle. Combining the above equations and using the Newton's second law, the displacement of any object as a function of time is obtained as [25] :
Inspired by the above electrostatic and Newtonian mechanics laws, the pseudo-code of the CSS algorithm is presented as follows [14] :
Level 1: Initialization
Step 1. Initialize the parameters of the CSS algorithm. Initialize an array of charged particles (CPs) with random positions. The initial velocities of the CPs are taken as zero. Each CP has a charge of magnitude (q i ) defined by considering the quality of its solution as:
where f it best and f it worst are the best and the worst fitness of all the particles; f it(i) represents the fitness of agent i. The separation distance r i j between two charged particles is defined as:
where X i and X j are the positions of the ith and jth CPs, respectively; X best is the position of the best current CP; and ε is a small positive to avoid singularities.
Step 2. CP ranking. Evaluate the values of the fitness function for the CPs, compare with each other and sort them in increasing order.
Step 3. CM creation. Store the number of the first CPs equal to the size of the charged memory (CMS) and their related values of the fitness functions in the charged memory (CM).
Level 2: Search
Step 1. Attracting force determination. Determine the probability of moving each CP toward the others considering the following probability function:
and calculate the attracting force vector for each CP as follows:
where F j is the resultant force affecting the jth CP.
Step 2. Solution construction. Move each CP to the new position and find its velocity using the following equations:
where rand j1 and rand j2 are two random numbers uniformly distributed in the range (1,0); m j is the mass of the CPs, which is equal to q j in this paper. The mass concept may be useful for developing a multi-objective CSS. ∆t is the time step, and it is set to 1. k a is the acceleration coefficient; k v is the velocity coefficient to control the influence of the previous velocity. In this paper k v and k a are taken as:
where c 1 and c 2 are two constants to control the exploitation and exploration of the algorithm; iter is the iteration number and iter max is the maximum number of iterations.
Step 3. CP position correction. If each CP exits from the allowable search space, correct its position using the HS-based handling as described by Kaveh and Talatahari [14, 26] .
Step 4. CP ranking. Evaluate and compare the values of the fitness function for the new CPs; and sort them in an increasing order.
Step 5. CM updating. If some new CP vectors are better than the worst ones in the CM, in terms of their objective function values, include the better vectors in the CM and exclude the worst ones from the CM.
Level 3: Controlling the terminating criterion
Repeat the search level steps until a terminating criterion is satisfied.
The CSS algorithm is illustrated in Fig. 1 .
Harmony search algorithm
Harmony search (HS) algorithm is based on natural musical performance processes that occur when a musician searches for a better state of harmony, such as during jazz improvisation [27] . The engineers seek for a global solution as determined by an objective function, just like the musicians seek to find musically pleasing harmony as determined by an aesthetic [11] . Fig. 2 shows the optimization procedure of the HS algorithm, which consists of the following steps [11] :
Step 1: Initialize the algorithm parameters and optimization operators. The HS algorithm includes a number of optimization operators, such as the harmony memory (HM), the harmony memory size (HMS), the harmony memory considering rate (HMCR), and the pitch adjusting rate (PAR). In the HS algorithm, the HM stores the feasible vectors, which are all in the feasible space. The harmony memory size determines the number of vectors to be stored.
Step 2: Improvise a new harmony from the HM. A new harmony vector is generated from the HM, based on memory considerations, pitch adjustments, and randomization. The HMCR, varying between 0 and 1, sets the rate of choosing a value in the new vector from the historic values stored in the HM, and (1-HMCR) sets the rate of randomly choosing one value from the possible range of values. The pitch adjusting process is performed only after a value is chosen from the HM. The value (1-PAR) sets the rate of doing nothing. A PAR of 0.1 indicates that the algorithm will choose a neighboring value with 10% × HMCR probability.
Step 3: Update the HM. In
Step 3, if a new harmony vector is better than the worst harmony in the HM, judged in terms of the objective function value, the new harmony is included in the HM and the existing worst harmony is excluded from the HM.
Step 4: Repeat Steps 2 and 3 until the terminating criterion is satisfied. The computations are terminated when the terminating criterion is fulfilled. Otherwise, Steps 2 and 3 are repeated.
3 A heuristic harmonic charged system search optimization The framework of heuristic harmony search and charged system search optimization (HS-CSS) algorithm is illustrated in Fig. 3 . HS-CSS algorithm applies the CSS for global search, while HS works as a local search.
The application of this method is identical to standard CSS. However, after ranking the CPs in each iteration, the worst CP is excluded from the CPs and a new CP from the CM with corresponding objective function value and zero velocity is included. The following pseudo-code summarizes the HS-CSS algorithm:
Step 1. Initialize the CSS algorithm parameters; Initialize an array of Charged Particles with random positions and their associated velocities.
Step 2. CP ranking. Evaluate the values of the fitness function for the CPs, compare with each other and sort increasingly.
Step 3. CM creation. Store CMS number of the first CPs and their related values of the objective function in the CM.
Level 2: Search
Step 1. Attracting force determination. Determine the probability of moving each CP toward others, and calculate the attracting force vector for each CP.
Step 2. Solution construction. Move each CP to the new position and find the velocities.
Step 3. CP position correction. If each CP exits from the allowable search space, correct its position.
Step 4. CP ranking. Evaluate and compare the values of the objective function for the new CPs, and sort them increasingly.
Step 5. Exclude the worst CP from the CPs and include a new CP from the CM, with corresponding objective function value and zero velocity, and rank new CPs, again. At this stage, the Harmony Search is introduced to the algorithm.
Step 6. CM updating. If some new CP vectors are better than the worst ones in the CM, include the better vectors in the CM and exclude the worst ones from the CM.
Level 3: Terminating criterion controlling
Repeat search level steps until a terminating criterion is fulfilled.
4 Analysis by force method and charged system search Here, the main aim is to formulate the energy function of a structure and minimize the latter using the charged system search algorithm, while satisfying all stated compatibility conditions. The formulation is based on the minimum complementary work principle.
Suppose p = {p 1 p 2 . . . p n } t is the vector of nodal forces, 
where [F m ] is the unassembled flexibility matrix of the structure. Now {q} should be calculate such that U c becomes minimum.
Substituting {r} from Eq. (12) in Eq. (13) leads to
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where (16) In the classical method, the derivative of U c with respect to {q} is found and equated to zero, leading to
In the present approach, finding the inverse of [H] is not required. Instead, U c from Eq. (14) is minimized by metaheuristic algorithms. Previously, it has been stated that the first term of U c in Eq. (15) is constant and the second and third terms are identical. It can easily be shown that the third and fourth terms of U c are symmetric and therefore, the second and fourth terms can be omitted and the goal function can be obtained as:
Since Eq. (17) holds only in a specific point of search space, and in any other point one cannot omit the second and fourth terms, therefore we use a new goal function as
In order to introduce another goal function consider the lefthand side of the Eq. (17) that is a zero vector, and should be changed to a scalar. The best is to find its norm. If this norm is zero, all the entries should be zero. Therefore, the goal function can be written as
In Eqs. (19) and (20), {p}, [H] and its submatrices are constant; therefore the charged system search algorithms finds the results for {q} by minimizing the complementary energy function.
The general complementary energy function (Eq. (13)) can also be used as the goal function of minimization. In this case, there will be no need to calculate the [H] matrix and its submatrices. In order to minimize F u , charged system search algorithms are employed.
As the first example, consider a simple truss as shown in Fig. 4 . Here, F u should be formed in terms of three unknowns. Results are provided in Table 1 The number of charged particles for this example are selected as 20. The variation of F u versus the number of iterations is shown in Fig. 5 . As it can be seen, using the CSS after 40 iterations, convergence is achieved but in the HS-CSS this number is only 20. However, in both the CSS and HS-CSS, we have a good results in comparison to the former results.
5 Charged system search for design with different member stress ratios Consider the truss shown in Fig. 6 . We want to design this truss with the constraints shown in Table 2 . A basic structure similar to the one shown in Fig. 4(b) is selected, where redundants consist of two internal forces and one external reaction, denoted by q 1 , q 2 and q 3 . The complementary energy of the structure should be minimized for the analysis by the force method. If the cross sections A i (i = 1, · · · , m) are known, then the analysis can be performed using the charged system search as described in the previous section. Since the main aim is to design, one can obtain cross-sections A corresponding to the selected values of q (for each charged particle).
U
c can be calculated as
For a truss member F m = L/(EA) and for each selected charged particle q, one can obtain {r} from Eq. (21), and each {r} corresponds to a set of cross-sectional areas A, the entries of which appear in the denominator of [F m ]. Therefore, F m is a function of L, E, q and C (i.e. A is eliminated). U c will then be a function of q and C only. The pre-selected entries for C may be imposed at this stage (the case c i =1 for all members, needs to be investigated). The role of C in finding A in terms of q has thus been shown, and U c can easily be minimized by the charged system search. For simplicity in design, the cross-sections are selected as hollow squares with mean length as h, as shown in Fig. 7 . 
. ).
A standard CSS based on the above formulation is applied to the present example and results are presented in Table 3 . The results obtained from GA and CACO are also provided in this table for comparison.
For this example, 20 charged particles have been created. The convergence is achieved after 30 iterations.
It can be observed that the weight of the truss in Case 2 is reduced compared to Case 1 because of higher magnitudes of member stress ratios. The present method results in lower weight and smaller number of iterations compared to GA and CACO. Results show that all the pre-selected c i values are attained, and the convergence of the analysis/design process is guaranteed.
6 Optimal design using the CSS and HS-CSS Optimality criteria method (OCM) is one of the earliest optimization methods [28] . Fully stressed design (FSD) is a kind of OCM which leads to correct optimal for statically determinate structures under a single load condition. In the FSD all the members are supposed to be subjected to their maximal allowable stresses. To achieve such a design for an indeterminate structure with fixed geometry is not always possible. Even by changing the geometry, a FSD may not be achieved. Here, a CSS formulation of the FSD is presented without using direct analyses in the process of optimization. For this purpose, a truss type of structure is considered and the strain energy is written as
For constant E and γ, the minimum weight can be achieved only when the stresses in all the members are the same, and the corresponding term moves out of summation. One may ignore the constraint of the weight, and look for a structure which is fully stressed. The method of the previous section can be applied to perform this design.
As an example, consider the structure shown in Fig. 8 selected from Ref. [28] . Here we have a member size constraint that is provided in Table 4 . This constraint leads to a design for which not all the members are fully stressed.
As an example, consider the structure shown in Fig. 8 . The member size constraint provided in Table 4 , leads to a design for which not all the members are fully stressed.
In this example, the internal forces in members 7 and 9 are taken as redundant forces, forming the initial charged particles Tables 5, 6 , 7 contain the results of this example which are obtained using the present algorithms, ACO and GA for three cases.
In Case 3, we want to design a FS structure with the least possible weight, therefore the problem becomes more involved, since different cases may arise with the condition of FS, and one naturally wants the one with the smallest weight.
Choosing a function in the form of F u = W + αU c does not help, since the penalty functions are commonly selected as
for which ultimately f converges to A, and B approaches to zero. Therefore, α is often selected as a big number. The main difficulty arises when for α, the minimum value of f does not correspond to the minimum U c . In this case, W is minimum while the corresponding U c is not minimum, i.e. the analysis of the structure is not completed yet. Small α will not guarantee the U c to be minimal, and a big α will not lead to a minimum W.
Therefore, a new formulation is required. In a formulation, we alter the second term of Eq. (25) such that its minimum value becomes zero. Then one can use a formulation similar to the common penalty function.
In this method, one does not need U, and optimization can be performed employing only U c , where U c can be written in the form of Eq. (15) . For the analysis, q should be selected such that Eq. (20) becomes zero. In this case, we can write
Here, the input is {q}, and having {q} from Eq. (18), the magnitude of F can be calculated and its minimum for a large value of α will correspond to minimum W. If a structure contains other constraints, then these should be normalized and added to the above function with a penalty coefficient. Therefore, the final formulation of the problem for the two cases of discrete and continuous cross sections are as follows: 
Material property and constraint data
Elastic modulus is assumed to be constant. where S d and S c are the discrete and continuous cross sections, respectively. g m (A) corresponds to violations of constraints, which include stress constraints, displacement constraints and buckling constraints. Their magnitudes can be written in the form of the absolute value of existing value to permissible value minus one.
From Tables 5, 6 , 7, it is noticeable that if in a structure the maximum allowable stresses of all members are equal, then FSD leads in a minimum weight design. Otherwise, we have to add a penalty function (that contains the weight of the structure) to the goal function for the purpose of minimization using the CSS and HS-CSS algorithms.
Numerical Examples
In this section, four truss structures are optimized utilizing the CSS and the new algorithm. The final results are then compared to the solutions of other advanced heuristic methods to demonstrate the efficiency of this work. For the both CSS and HS-CSS algorithm, a population of 20 CPs is used for all the examples. The effect of the previous velocity and the resultant force affecting a CP can be decreased or increase based on the values of the k v and k a (Eq. (11)), where c i is set to 0.8. In order to investigate the effect of the initial solution on the final result and because of the stochastic nature of the algorithm, each example is independently solved several times. The initial population in each of these runs is generated in a random manner according to Rule 2. The algorithms are coded in Matlab.
Tab. 7. Results for the 10-bar planar truss (Cases 3 (weight minimization))

A ten-bar planar truss
Optimal design of 10-bar truss, as shown in Fig. 8 , is considered. Table 4 contains the necessary information. In this section, a displacement constraint is added (Table 8) .
In this example, two cases are considered, the first is for discrete and the second corresponds to continuous sections. In both of these A and q are design variables.
However, in the discrete case, we used a code for sections. In both cases the displacements and stresses are included. Using the formulation of the previous section and minimizing Eq. (27), we obtained the results for discrete sections as shown in Table 9 . Fig. 9 provides a comparison of the convergence rates of different results.
The best result is related to the CSS and HS-CSS, however, HS-CSS is converged at iteration 395 but the standard CSS at iteration 463. Furthermore, HS-CSS at iteration 96 is resulted in 5494.163, which is near to the previous results.
Also for the continuous case, Table 10 and Fig. 10 are provided.
As it can be seen, here the best result is related to the HS-CSS algorithm which has a tiny superiority in comparison to GA (Kaveh and Rahami [21] ). 
A 25-bar spatial truss
The topology of a 25-bar spatial truss structure is shown in Fig. 11 . In this example, designs are performed for a multiple loading case. The material density is 2767.990kg/m 3 (0.1 lb/in 3 ) and the modulus of elasticity is 68,950 MPa (10,000 ksi). The structural members of this truss are arranged into eight groups, where all members in a group share the same material and cross-sectional properties, which are as follow:
(1) A 1 , (2) A 2 -A 5 , (3) A 6 -A 9 , (4) A 10 -A 11 , (5) A 12 -A 13 , (6) A 14 -A 17 , (7) A 18 -A 21 , and (8) A 22 -A 25 . Table 11 contains the data for the design of this truss and the results for two cases. Tables 12 and 13 list the optimal values of the eight size variables obtained by this research, and compares them with other existing results.
In the discrete case, both CSS and HS-CSS converged to the same weight. However, in the HS-CSS, this convergence oc- curred after only 467 iterations, but in the case of CSS this happened in 915 iterations (Fig. 12) . Also in the continuous case, although CSS has a better result, however, convergence in the HS-CSS occurred much earlier (Fig. 13) . The values and directions of the two load cases applied to the 72-bar spatial truss are listed in Table 14 .
The results are summarized in Table 15 . Also in Fig. 15 , a comparison is performed between the convergence rates of the HS-CSS and CSS algorithms.
The HS-CSS algorithm can find the best design among the other existing studies. The best weight of the HS-CSS algorithm is 168.26 kg (370.96 lb), while it is 168.49 kg (371.47 lb) for the Standard CSS. The standard CSS algorithm gets the optimal solution after 14800 analyses, while it takes 13840 analyses for the HS-CSS. However, both CSS and HS-CSS have a good application in comparison to those of the previously reported methods in the literature. For example, new results are 2.1 percent lighter than those attained by the HBB-BC (the least weight 
Concluding remarks
In this article, a new heuristic algorithm is introduced by hybridizing CSS and HS algorithms (HS-CSS). Then, formulations are presented for the analysis, design and optimization of structures for use in the new algorithm. These methods employ basic ideas from energy and complementary energy and utilize the CSS and the presented algorithm and a comparative study is then performed. The CSS and HS-CSS perform analysis of structures without using classical methods which require the direct solution of the equations. Design is performed providing prescribed stress ratios for the members, and as a special case an efficient approach is suggested for fully stressed design. Formulation in terms of energy concepts permits the efficient application of the CSS and HS-CSS in optimization. The examples studied in this paper for analysis, design and optimization illustrate the capability and the accuracy of the present applications and also presented heuristic algorithm.
