The existing techniques for appraisa l of geop hysical in verse images are based on ca lculating the model reso lution and the model cova riance matrices. In some applications, however , it become s desirable to evaluate the upper bound s of the varia tions in the solution of the inverse problem . It is possible to use the Cauchy inequality for the regularized least-squares inversion to quant ify the ability of an experi ment to discriminate between two similar models in the pres ence of noise in the data . We present a new method for resolu tion analysis based on eva luating the spatia l distribution of the upper bounds of the model variations and introdu ce a new characteris tic of geophysica l inversi on, resolution density, as an inverse of these upper bound s. We derive an efficie nt nu merical technique to compute the resolution density based on the spectral Lanczos decomp osition method (SLDM) . The methodology was tested on 3D synthetic linear and nonl inear electromag netic (EM) data inversions, and also to interpret the helicopter-b orne EM data co llected by INCO Explora tion in the Voisey's Bay area of Canada.
INTROD UCTION
The results of geophysica l data interpretation are usually prese nt ed in the for m of a corres pond ing model of the eart h's formations in the area of inves tigation. We determin e this model by solving the in verse problem for geop hysical data, which are contaminated by noise and are acquired at a limited number of observation points. Be cause of the ill-posed nature of inverse geoph ysical problems, the solutions are ambiguous and unstable. There are always many solu tions that will fit the observed noisy data practically with the same data misfit. The varia tions of the inverse model para meters may be unreasonably large if we.do not use regulari zation (Tikhonov and Arse nin, 1977) . The re are still significant uncertainties, however, even with the application of regularization to the inverse -problem solution. The question arises , What are the maximum poss ible varia tions of the model parameters that would preserve the varia tion of the predicted data within the level of the noise in the observa tions? In other words , what is the practical resolution of the regularized inver sion?
Th is is one of the most important problems of exploration geo physics. This problem arises in the initia l stage of a geo physica l in vestiga tion when we design the geophysica l survey . The same prob lem appears at the final stage when we examine the results of the interpretation of the obse rved geophysica l data. Actually, the ques tion about sensitivity and resolution of the give n geop hysica l meth od is usually the first one asked by geo logists working with geop hys ical data.
The sensitivity of the geop hysica l method is determi ned as the ratio of the variation of the data to the varia tion of the model parame ters. The sensitivity can be fou nd by direct mode ling of the theoreti cal respo nse for the given model perturba tion, or by using a reciproc ity principle (Rodi, 1976; McG illivray and Oldenburg, 1990; McGillivray et aI., 1994; Sp ies and Habashy, 1995; Zhdanov, 2002) .
The word resolution was introd uced into geophysica l inversion by Backus and Gilbert in their classic 1967 and 1968 papers about analysis of the ge neral resolution powe r of the correspo nding geo physical method . In this paper, we are interested, instead, in the reso lution study of a specific, reg ularized inversion of given geo physica l data. In this sense, our approa ch prov ides the model appraisal of the regularized inversion. However, for this analys is, we use a mathe matical technique, which is quite different from the ones discussed in previous pub lications (see, for example, Ramirez et aI., 1995; Alumbaug h and New man, 2000 ) .
The existing techniques for appraisal of geo physica l inverse im ages are based primarily on calcu lating of the data and model resolu tion and covariance matrices (Tarantola, 1987; Menke, 1989; Alum baugh and New man, 2000 ) . Th ese matrices make possible the a pos teriori appraisa l of the quality of the geophysica l inversion by dis playing a distribu tion of the variances of the model parame ter m , which describes a standard deviation of the model parameters from the inv ersion resul t. In geo physical ap plicati ons, however, it may be useful to also estimate the upper bound s of the variatio ns in the solu tion of the invers e probl em for the give n erro rs in the obse rved data. These upper bounds of the model variations confin e the ac tual re so lution of the geophysica l inversion. In thi s paper, we introdu ce a new charac teristic of geo phys ical inver sion , resolution density, which is determin ed as the inverse of the upp er bound s of the model param e ter variations, and develop a method for solv ing this prob lem.
Th ere have been previous exa mples of inve rsio n procedures for generating the bounds on variables [see, for exam ple, Parker (1975 ) on the theory of idea l bodi es for gravi ty interp retation , Sab atier (l 977 a, 1977b, I977c) on linear inverse probl ems with cons traints, Oldenburg (1983) on funnel functions , and Stark et al. (1986) and Stark and Parker (19 87) on tau -p inver sions for sei smic data inter pretation]. Howeve r, the previou s publi cation s were foc use d mostly on co nstruc ting all kinds of ex treme solutio ns for a speci fic geo phys ical probl em , e.g., on findin g the smallest envelope containing all ve locity profiles co nsistent with the seism ic data (Stark et aI., 1986) or looking for an idea l bod y as one whose suprem um is the sma lles t of all suprema of all solutio ns of the grav ity inverse probl em (Parker, 1975) .
Here, we co nsider the' problem of eva luating the spatial distribu tion of the upper bound s of the mode ! parameter vari ation s for the given invers ion result . We introduce a nov el appro ach to solving this probl em using the Ca uchy inequality for the regul arized least squares invers ion , In the frame work of thi s approach, we develop a me thod of resoluti on analysis for both the linear and nonl inear in ver se probl ems. We also dev elop a numerical meth od of resoluti on den sity co mputation based on the spec tral Lanzcos decomp osition met hod (SLDM), whi ch pro vides an efficient way of solving thi s problem for different val ues of the regul arization param eter a (Zh danov, 2002) .
The meth od is illu strated by the resoluti on study of 3D electro mag netic (EM ) inversions of airborne and magnetotellu ric (MT) data. The case history includ es interpre tation of the hel icopter-borne EM data collec ted by INCO Explorat ion in the Voisey' s Bay area of Ca nada . We believe thi s new technique provid es a useful tool for the analys is of the robustness of geo physica l inve rsio n.
RESOLUTION OF GEOPHYSICAL INVERSION
A strict mathem atical definition of the resolu tion of a geo physical me thod was introduce d in Dmitriev et al. (1990 ) ; see also Zhd anov (2002, p. 3 1) . Acc ording to this definition, the mea sur e of the resolu tion R of the give n geophysical method is determined as the inverse of the norm of the inverse operator:
where A is a linear forw ard-modelin g operator for the give n geo physical probl em. T his definiti on co mes from the equality Ll max = I IA-I II£5 = !..
The sma ller the norm of the inverse opera tor, the larger the resolu tion R and the closer to eac h other are the model s that ca n be re solved. If the inverse operator A-I is not bound ed, i.e., its norm goes to infinity, the resoluti on goes to zero , R = 0, and the maximum pos sible va riations in the determination of m are infinitely large. T his situation appea rs in the case of ill-p osed probl ems (Zhdanov, 2002) . Note, however, that the aforeme ntioned definition prov ides a global estima te of the resolut ion in the sens e that we can estimate only a norm of the difference betwee n two models that must be re sol ved . At the sa me time , it would be ver y imp ort ant to be able to compute a lo cal estima te of the resolution (reso lutio n density), which wo uld de liver a distribut ion of the upper boun ds of the model parameter varia tion s in the reg ularize d solution of the inve rse prob lem for the give n level of the errors in the obse rved data.
Man y paper s analyze the effe ct of errors on the geophys ical in verse prob lem so lution (e.g., Sab atier , 1977a , b, c; Stark et al., 1986; Stark and Parker, 1987 ; Menke, 1989) . Generally spea king, there are two maj or point s of view in addressing thi s probl em :
1) The algebraic (deterministic) point of view [dating bac k to Lanczos (196 I), Marquardt (1963 , Backus and G ilbert (1967, 196 8) , Backus (1970a , b, c) , and Tikhonov and Arseni n (1977) ]. 2) T he stoc hastic (pro babilistic) poi nt of view [formul ated in the pione erin g papers of Foster (196 1), Franklin (1970) , Jackso n (1972 ), Tarantola and Valette (1982 ) , and Tarantola (1987 ) ].
Th e stochastic point of view is widely used in geo phys ical litera ture because it is closely asso ciated with the statistica l natur e of noise in geo physical data (see Sam bridge and Mosegaard, 2002) . We wo uld like to reca ll, however, Sabatier 's rem ark (I 977a , p. 125 ), "if one tru sts a ce rtain statistical interpretation of errors, and ergo dicity, the so lutio ns ca n be classed accor ding to one 's degree of co nfi dence." At the sa me time, it has been de mo nstrated in many pub lica tion s [e.g., the classic wor k by Sab atier (1977 a) that bot h point s of view result in similar co mputational algori thms ].
We analyze the solutio n of the geoph ysical inverse pro blem based on Tikh onov reg ulariza tion, which correspo nds to the alge braic (de term ini stic) point of view (Tikho nov and Arsenin, 1977) .
RESOLUTION DENSITY
Let us co nsider a linear matrix eq uation :
Here, m is the vector of the model para meters of order N m , d is the vector of the observed geophysical data of orde r N d , and the matri x A is the N, X Nm matri x of the linear forward -model ing operator.
In the framework ofTikhonov regularization theory, the regul ar ized solution of this inverse probl em can be based on the param etri c functional minimi zation :
verse probl em for the given level of errors in the obse rved data o.
where Lim " is the max imum possible error in the solution of the in + a( Wmm -Wmmapr)*(Wmm -Wmm apr )
Based on the last equations, one ca n say that two mod els, m. and m 2, ca n be resolv ed if the foll owin g co ndition is satisfied :
whe re W d and W m are some weight ing matrices of the data and mod el parameters; map, is some a priori model; * denotes the complex conjugate transpose matrix ; and a is a reg ulariza tion parameter. Th e detailed descript ion of the optim al weighting matrices selection is give n in Zhdanov (2002) .
A solution of the general least-squares problem of equation 4 is given by the following equation s (Tikhonov and Arsenin , 1977) :
Let us apply the variational operator 8 to both sides of equati on 5:
We shall call the matrix
a regulari zed inver se matrix . It is measured in the followin g units :
Th e spatial variations of the resoluti on of the geophysical inver sion can be found by individually analyzing the column s of matrix R a • Indeed, equation 6 in scalar notati on can be writt en as 
and e = 1 1 8dll/lldll is a norm of the relative errors in the data. Note that the term 2:,7 :IIR a ij I2represents a sum of the squares of the scalar comp onents located in the ith column of R u-We can introduc e a diag onal matrix R formed by the elements Tc; i = 1,2, .. ., N m • Accordin g to equa tion 9, this matrix is related to the regulari zed inverse matrix R, by the equation
Il 2 .
(I 0)
We will call the diagonal matr ix R a resoluti on den sity matrix. Note that the resolution den sity matrix is computed based on the regularize d inverse matrix R a . The last matrix , according to equation 7, is not a function of the data but of the operator of the forward prob lem, the data and model parameters weight s W~ and W~ used in the inversion, and the regularization parameter a. As a result , the resolu tion density depend s on the physics of the method used to collect data, source-receiver configuration, data compo nents, coverage , etc. Therefore, similar to data and model resolution and covariance ma trices (Menke , 1989) , this matrix is affected by the geophysical method s under con sideration and data acqui sition parameter s only. Now we can determine the upper bound s of the variations in the solution of the inverse problem for the given relative errors in the ob served data, equal to s :
N d
]112
Based on the last equ ation s, we can determine the resolution den sity of the inverse problem solution. Two models, m (l ) and m (21, in the vicinit y of the point m, can be resolved if the following cond ition is satisfied:
Thu s, the upper bounds of the variati ons in the solution of the inverse probl em are proportional to the relative errors in the data e. Note that the noise in the data affects the upper bound s of the model variations only; it doe s not affect the reso lution density matrix introduced above . At the same time, equation 12 provides an appraisal of the in verse problem solution by taking into account the errors (noise) in the data , the physics of the method used to colle ct the data, and the data acqui sition parameters. The value R; is also related to the weights of the data and model and the regularization parameter a used in the inversion algorithm. The value R: is the meas ure of the resolut ion density for the given inverse problem solution. It is measured in the followin g units:
umts of m
The larger the resolution den sity R i , the closer to each other are the models that can be resolved . The low-resolution density R; corre sponds to the area where even very different model s cannot be re solved. Note that both the maximum possible variations .1, m ax and the resolution density R i depend on the ce ll number i. Thus, they de scribe the spatial distribution of the variations in the inverse-prob lem solution and of the resolution. By knowing the distributi on of the resolution den sity in the area of inversion , we can identify the parts of the inverse model that are well resolvr d and the parts that are poorl y resolved. The refore, both the upper bound of the model varia tion s and the resolut ion density prov ide effec tive tools for a posterio ri appraisa l of the regul arized inver sion. It is important to notice that our model apprais al and resolution analysis method takes into ac count the error s,(noise) in the data, the physics of the method used to collect the data, the dara acquisition parameters, and the inversion al gorithm. Numerical calculation of the resolut ion density is a very challeng ing computational probl em . In Appendix A, we present an efficient algorithm for determining this param eter based on the SLDM (Lane zos, 1961 ; Dru skin and Knizhnerman, 1994 ; Golub and Van Loan , 1996 ; Druskin et al., 1999; Zhdanov, 2002) . The advantage of the SLDM method is that it allows us to com pute the resoluti on density for all possible values of the regulariz ation parameter a (Zhdanov, 2002) .
RESOL UTION OF THE NONLINEAR INVERSE PROBLEM
We presented a met hod for the resol ution analysis of the linear in verse probl em . A simi lar tech nique can be intro duce d for nonlinear inve rse-problem so lution as well. Cons ider a nonlinear matrix eq ua tion d = B (m), (14) where B is the no nlinea r forward operator. Let us ass ume that mois a solution of the nonlinear inver se prob lem obtaine d by some inver sion method. Let us perturb equa tion 14 in the vicinity of point m-, od= Foom , (15) where 8 m and 8 d are the perturbations of the model param eters and the data, respec tive ly, and F o is the Frechet derivative mat rix at mo· Our goa l is to find out how the errors in the observed data 8 d will be transform ed in the errors of the inver se-problem solution 8 m . To solve thi s probl em, we co nsider the reg ularized solutio n of equation IS, w hich ca n be ex pres sed in the for m (Zhdanov, 20 02) • 2
a regul arized inverse matrix of the non linear inverse probl em at a poi nt mo.
Si milar to the linear case , one ca n analyze, based on Ra(mo), the maximum pos sible errors in model parameter dis tribution for the give n level of errors in the observed data: (19) and 8 is a level of rel ative errors in the observed data:
T he value R o ;is the meas ure of the reso lutio n density for the give n nonl inear inverse-p robl em so lutio n mo. Inequ alit y 18 allows us to determ ine the maximum possibl e error s in the so lution of the no nlinea r invers e problem for the given errors in the observ ed data , using the equation simi lar to ex pre ssion II .
The numerical technique for findin g R o ; is simi lar to one devel oped for a linear inver se problem in Appendix A. The only differ ence is that we must sub stitut e the linear forward-mode ling operator by the Frechet derivati ve in the corre spo nding equatio ns of resolu tion ana lysis.
RESOLUTION STUDY OF THE LINEARIZED INVERSION OF A 3D SYNTHETIC HELICOPTER-BORNE EM SURVEY
In th is sec tio n, we illu strate the developed me thod of the resolu tion analysi s for the lineari zed airborne EM data inve rsion. Helicop ter-born e EM (HE M) surveys are wide ly use d in minera l ex plora tion. Th e main difficul ties in the modelin g and interpretation of HEM data are relat ed to the fact that for any new obse rvation point , one must so lve the forward probl em anew fo r the corre spon ding position of the movin g tran smitter. In this situa tion, eve n forwa rd modelin g of HEM data over inhomogeneo us struc tures requires an enormous numb er of co mputations. Tha t is why, until recentl y, the interpret ation of HEM data was re stricted to simple I D invers ion. Zhda nov an d Tartaras (2002) deve loped a new appro ach to the mod eli ng and inversion of multisource array EM data based on the so called localized qu asi-lin ear (LQL) approxima tio n. In the frame wo rk of this approach, forward model ing and inver sio n of mult i source data ca n be calc ulated at the same time fo r all diffe rent posi tion s of the tra nsmitters. Th e LQ L approximation also red uces the HEM data inver sio n to the solution of the linear inver se pro blem , which makes it possible to implement the linear reso lution analysis developed in the prev iou s sections of the pap er.
In the original paper by Zhdanov and Tartaras (2002 ) , the linear EM inverse probl em wa s so lved using the co njuga te gra dient (CG) meth od . Zhda nov and Chernyavskiy (2004) introduced a new tech nique for fast LQL inversion that employs the SLDM meth od (Drusk in and Knizhn erm an, 1994 ; Golub and Van Loa n, 1996 ; Dru ski n et aI., 1999; Zhda nov, 2002 ) . T his techni qu e help s to accel era te HEM data inver sio n and pro vides a stable image of the geo elec trical target. We use a similar techn ique for the reso lution analy sis as we ll (see Appendix A).
First, we co nsider a synthetic ex ample of the resolu tion ana lysis of the HEM data inversio n. We appl y the integ ral equatio n software SYSE M (Xiong, 1992 ) to simulate such a survey over a relatively co nductive (200 ohm-m) cu bic body located in a resistive (5000 ohm-rnjhalf-space . Figure I .
The moving transmitter-receiver syste m was a pair of vert ical magnetic dipoles' (sim ulating a horizon tal copl anar coi l pa ir) and a pair of hori zont al magnetic dipoles (simulating a vertical coax ial coil pair) with 8 m of horizontal sepa ration. T he yy (coaxial) and zz (coplanar) co mpo nents of the anomalous magnetic field were mea sured eve ry 15 m alo ng the lines (50 obse rvation points in each line). A 7.2-kHz freq ue ncy was used.
We adde d I % random noise to the anoma lous magnetic field and then inverted it using the SLDM meth od . Th e are a of inversion , ce n tered aro und the body, wa s 150 m X 150 m X 150 m and wa s divid ed into 12 X 12 X 12 ce lls. Figure 2 shows the vertica l cross sections (along the x-a xis) of the 3D model ob tained as a result of the regularized inve rsion with the minimum norm stabilizer (Zhdanov and Chem yavsk iy, 2004) . We should note that the inversion provides a corr ect pos itio n of the tar get but underestimates the true con ductivity of the body. Indeed, the recovered resistivity for the body is about 1000 ohm-m, while the true resistiv ity of the body is 200 ohrn-rn . This result comes without any surprise because it is well know n that the linearized smoo th in vers ion tend s to underestimate the true physical parameters of the target (see, for exa mple, Zhdanov , 2002, p. 46 -49) . To recover the correct conductivity, one should use the nonlin ear inversion with the foc usi ng stabi lizer, whic h will be ou tlined in the next numeri cal ex ample of the MT data inversion . This is, however, a very cha llenging problem in the case of HEM data collected with the mov ing tra ns mitt er-receiver pairs because any new position of the transmitt er re quires solving a different forward-mode ling probl em . The full 3D nonl inear inversion for the multitransmitt er airborne data is still im practical because of the huge computatio nal time requi red in this ca se. At the same time, a linearized approac h represents an effec tive solution of 3D inverse problem for the multitransmitter EM data, which can be widely used in practical interpreta tion of HEM data. We should also note that the limitations of the fas t-forward mapping ope rators in inverse-problem solutio n are addres sed in ma ny publi catio ns, including Zhdanov and Tartaras (2002) and Zhda nov and Chernyavskiy (2004) . The errors in these approximations affect the uncertainty analysis in the same way that they affect the inve rsion re sult itself. In this situation, it is especially importan t to eva luate how rob ust the linearize d inversion is with respect to the noi se in the data. The new method of model appraisal and resolution analysis provides the corresponding mathematical technique for solvi ng this probl em .
Using the general reso lutio n theory outlined above, we can find the reso lution density R f uand the upper bounds of the conductivity variatio ns, according to strates that our inversion algorithm does not amplify the noise in the data Based on this analysis , we can concl ude that the LQ L inversion outlined above is a very robust method . It provides a sta ble geo met ric image of the target while underestimating the true conduc tivity. We should note, however, that the detailed analysis of Figure 3 show s that this robust solution is obtaine d only in the upper and cen tral parts of the area of inversion. The estimat ed variations rapidly increase with the depth and to the sides of the inve rsion area , reac h ing almost 0.000 I S/m.The reso lutio n density decreases for the bot tom and edge parts of the inve rse model, correspond ingly, as shown in Figure 4 .
This simple numerical exa mple shows that, in the prac tical inver sio n ofgeop hysical data, it is not enoug h to plot ju st the inverse mod el obtained by inversion . In principle, the data acquisition and inver sion schemes, play rather important ro les in the way the noise propa gates into the inverse model. The newly developed meth od of model appraisal and resolution analysis makes it possible to locate the parts of invers e image that experie nce the minimal effect of the noise in the data and the areas with the stro nges t distortions. As a result , the interpreter can identify the parameters of the inverse mode l that can be treated with the mo st co nfidence, as well as less reliable features. Th is is the major practical significance of our method of inverse im age appraisal.
RESOLUTION STUDY OF THE NONLINEA R 3D MAGNETOTELLURIC INVERSION ALGO RITHM
In this section, we demonstrate the app lication of the deve loped metho d of the reso lutio n analysis to a nonlinear, 3D MT inverse problem.
The founda tio ns of the MT method wer e developed by Tikhonov (1950) and Cag niard (1953 ) . It is based on meas ureme nts of the nat ural EM field at the surface of the earth . The interpretation of MT data is based on the calculatio n of the transfer functio ns betwee n the hori zont al co mponents of the electric and magnetic field s, whic h form the so-called impeda nce tensor Z(Berdichevsky and Dm itriev,
z; -:
The compo nents of the impedance tensor are dete rmined fro m the hori zont al comp onent s of the electric and magnetic fields at eac h ob servation point. The corresponding technique for solving this prob lem is outlined in Zhd anov and Keller (1994) and Berd ichevsky and Dm itriev (2002 ) .These data are inverted for a co nductivity model of the earth.
Thus, the MT inversion requ ires forwar d modeling of EM field com pone nts, the corre spo nding impedances , and the ap parent resi s tivities and phases on eac h iteration step. This procedure is extre me ly time consu ming, resulting in enormous calculations to solve the inver se prob le m. To ove rcome this com putational diffic ulty, Zh danov and Golubev (2003) suggest using an ap proximate solution based on quasi-analytic ·(QA) approximation on the initial stage of the itera tive inversion. The detailed de scription of the basic princi pies of the QA approximation can be found in and Zhda nov (2002) . The approximate QA forward opera tors , intro duced in the cited papers, can be used to com pute the components of the impedance tensor Z.These opera tors sig nificantly speed up the com putations at eac h step of the inver sion.
In a genera l case, the corre spo nding equations of MT inver sion can be ex presse d by an ope rator equation including the data vector d and the vector of model parameters m as d = B(m).
( 2 1) where B is the nonlinear forward operator representing the gove rn ing equations of the MT impedance mode ling problem, m is the vec tor of the unknown cond uctivity distribution (model parameters), and d is the vector forme d by the observed values of the components of the MT impedance tensor at the observ ation points.
Inversion aims at esti mating the model paramete r vector m based on B and a known (observed) data vector d . This problem is usually ill posed, i.e., the solution can be nonuni que and unstable. The con ventional way of solving ill-posed inver se probl ems, according to regularizati on theory (Tik honov and Arsenin, 1977 ; Zhda nov, 2002 ) , is based on minimization of the Tikhonov parametric func tion al, similar to one shown in equa tion 4.
To ge nerate a focused image of the geoe lectrical mode l, Zhdanov and Hur san (20QO) and Mehanee and Zhdanov (2002) We solve the minimization problem for the corresponding Tikhonov parametric functio nal by the regularized conjugate gradi ent (RCG) method. The details of this algorithm are described in Zh danov and Tolstaya (2004) .
The app lication of the QA ap proximatio n to forward modelin g and Frec het derivative computations speeds up the calc ulation dra matically. However, to contro l the acc uracy of the inver sion, this ative errors in the observed data equal to 3%. Th e vertical sectio ns of meth od allows applicatio n of rigorous forwa rd modelin g in the final the upper bound s of the variations of conductivity distributi ons and steps of the inversion procedure. We use an integral equation for the reso lution den sity are show n in Figures 7 and 8 . One can see that wa rd-modeling code base d on the co ntractio n integral equation the reso lutio n is higher in the ce ntral parts of the sect ions, and the method , which im proves the co nverge nce rate of the iterative solvers (Hursan and Zhda nov, 2002 ) . Applicatio n of a few additional iterations with a rigorous forward-mode ling solver improves the resolution of the inverse method and help s to gen era te a more correct image of the target (Zhdanov and Tolstaya, 2004 ) .
We now present a nume rica l example of the MT data inversion and the reso lution analysis. Co nsider a homogene ous half-space with a resis tivity of 100 ohrn-rn, containing a conduct ive dik e. The resistivity of the inhomoge neity is 3 ohrn-rn. The top of the dike is at a depth of 200 m, and its bott om is at a depth of 600 m be neath the surface.Thi s model is excited by a plane EM wave source. Th e x-and y-co mponents of the anomalous magnetic and electric fields for four differ ent frequencies (I , 10, 100, and 1000 Hz) have been simulated at 225 receiver point s arr anged on a hom ogeneous grid, using inte gral equation forward-modelin g code INT EM 3D (Hursan and Zhd anov, 2002 ) . The coordinates of the receiver grid arex and y from -700 to 700 ev ery 100 m. Th e receiver sys tem is located at the surface of the earth. The EM field components were recalculated into MT impeda nces , using the standard eq uations (Berdichevsky and Dm itriev, 2002 ) . The area of inversion is covere d by a ho mogeneous mes h consisting of 16 X 25 X 8 cubic ce lls surro unding the anomalous structure to be inverted. Each cell has a dim ension of 100 m in the r -, yo, and z-directions. We select the focusing parameter as e = 0.016 . underestimates the true conductivity, whi le the foc usi ng inver sion reco nstructs an image that is very close to the true mode l and with prac tically the same resistivity. We have analyzed the reso lution ofour nonl inear-inversion meth the inversion result with the minimum-norm stabilizer (b), the inter od for the final model presented in Figure 5c and in Figure 6d . We media te result with the minimum -support stabilizer and QA forwa rd computed the maximum possibl e variations in the solution of non modeli ng (c), and the final sharp inver sion result (d) (after Zhda nov linear-inver se problems for a co nductive dike for a give n level of reland Tolstaya , 2004 ) .
AP PENDIX A AP PLICATION OF T HE SPECTRAL LANCZOS DE CO MPOSITION METHOD (SLDM) FOR R E SO L UTIO N DE NSIT Y CALCULATION
In thi s ap pe nd ix, we construct a numerical algorithm fo r re solu tion-density c alculation.
A cc ording to th e definition , the resolution densit y is obtained by addin g the sq ua res o f the column ele m ent s of th e regul a rized in verse matri x R . To find th e ith column of thi s matrix , w e can introduce a a ve ctor e, w ith un ity i n the ith po sit ion : The advantage of th e SLDM m ethod is th at we have to run the Lanczos algorithm only on ce fo r all different values of the regu lar ization parameter a . After th at we o n ly have to invert a tridiagonal matrix (TL + ail for a differ ent a, w h ic h is a much sim pler op era tion .
The selec tio n of th e optimal re gu larizati on paramet er a can be made using either Tikhono v 's m ethod o r th e L-curve method . The detail ed description of the se m e th od s can be found in Z hd a nov (2 00 2) .
