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Non-Fermi liquid behavior from dynamical effects of impurity scattering in correlated
Fermi liquids
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Jawaharlal Nehru Centre for Advanced Scientific Research,
Jakkur, Bangalore 560 064, India.
The interplay of disorder and interactions is a subject of perennial interest. In this work, we
have investigated the effect of disorder due to chemical substitution on the dynamics and transport
properties of correlated Fermi liquids. A low frequency analysis in the concentrated and dilute
limits shows that the dynamical local potentials arising through disorder averaging generate a linear
(in frequency) term in the scattering rate. Such non-Fermi liquid behavior (nFL) is investigated
in detail for Kondo hole substitution in heavy fermions within dynamical mean field theory. We
find closed form expressions for the dependence of the static and linear terms in the scattering rate
on substitutional disorder and model parameters. We argue that the low temperature resistivity
will acquire a linear in temperature term, and show that the Drude peak structure in the optical
conductivity will disappear beyond a certain disorder pc, that marks the crossover from lattice
coherent to single-impurity behavior. A full numerical solution of the dynamical mean field theory
equations reveals that the nFL term will show up significantly only in certain regimes, although it is
present for any non-zero disorder concentration in principle. We highlight the dramatic changes that
occur in the quasiparticle scattering rate in the proximity of pc. Remarkably, we find that the nFL
behavior due to dynamical effects of impurity scattering has features that are distinct from those
arising through Griffiths singularities or distribution of Kondo scales. Relevance of our findings to
experiments on alloyed correlated systems is pointed out.
PACS numbers: 71.27.+a Strongly correlated electron systems, 75.20.Hr Heavy-fermion, 72.80.Ng Disordered
Crystal alloy, Electrical conductivity, 71.23. -k Condensed matter disorder solids, 71.10.Hf Non-Fermi-liquid
ground state.
I. INTRODUCTION
There exist a number of metallic doped systems for
which the Fermi liquid (FL) theory is clearly violated
in transport and thermodynamic properties1,2. Most
theoretical scenarios for non-Fermi liquid (nFL) behav-
ior require the proximity of some kind of singularity in
the phase diagram, such as a quantum critical point
(QCP)3–5, Griffiths singularities (GS) close to magnetic
instabilities6 or van Hove singularities7. Other proposals
for nFL include distribution of Kondo scales 8 and mul-
tichannel Kondo effect 9. The nFL behavior in a wide
range of materials has been explained through these pro-
posals.
Nevertheless, there is an expanding set of correlated
systems for which the nFL behavior does not fit the ex-
isting scenarios1,2,10,11. For example, in a recent study of
the heavy fermion material Ce1−pLapB612, a resistivity
of the form ρ(T ) = ρ0 + AT
α was found for p & 0.4,
where the non-universal and fractional exponent α, was
found to be p-dependent. In the FL regime (p . 0.4), the
coefficient of the quadratic term of the resistivity appar-
ently diverges at the crossover from FL to nFL regime.
The optical scattering rate of several U-based materials
has been found to have a linear-in-frequency term13. A
consistent theoretical explanation for such unusual nFL
behavior has not yet been found.
The T = 0 scattering rate in clean Fermi liquids has
the form Γsc(ω)
ω→0−→ a2ω2, The static effects of scattering
by quenched substitutional disorder in Fermi-liquids con-
tribute a constant term a0 to Γsc(ω)
14,15. In this work,
we show that dynamical effects of impurity scattering
can give rise to the type of aforementioned unusual nFL
behavior. The Γsc(ω) is shown to acquire an additional
linear in frequency term, a1ω. We also demonstrate that
an excellent power-law description of Γsc(ω) is possible
over two decades in ω, that yields a doping dependent
exponent.
In heavy fermion systems such as CeCu6, the substi-
tution of Ce by La is of the Kondo hole (KH) type while
that of Cu with Au is referred to as ligand-field type15.
In this work, we will explicitly consider the KH type of
substitution where the orbital energy of the f -level of the
substituted non-magnetic atom is high enough that it de-
couples from the conduction band. Any type of random
substitution breaks translational invariance, and leads to
site and bond disorder. Random chemical substitution of
the type A1−pBp is usually incorporated through a prob-
ability distribution of the parameters in the Hamiltonian.
Although we have explicitly considered site disorder with
a binary distribution, our arguments will be shown to be
applicable to other types of disorder and distributions.
II. MODEL AND FORMALISM
The Hamiltonian for the periodic Anderson model
(PAM), which is appropriate for heavy fermion systems,
may be expressed in standard second-quantized notation
2as
HPAM = −
∑
〈ij〉σ
tij
(
c†iσcjσ + h.c
)
+
∑
i
Hii (1)
where tij represents nearest neighbour hopping and ciσ
is the conduction (c)-electron annihilation operator for
site i and spin σ. Within dynamical mean field the-
ory (DMFT)16,17, which is exact in the limit of infi-
nite dimensions D, the hopping tij must be rescaled
as tij ∝ t∗/
√
D. The site-diagonal part, given by
Hii = ǫc
∑
σ c
†
iσciσ+ǫf
∑
σ f
†
iσfiσ+V (
∑
σ f
†
iσciσ+h.c)+
Unfi↑nfi↓ represents the orbital energies, hybridization
between c and f electrons and the cost of double occu-
pancy of the f -orbital respectively.
The coherent potential approximation (CPA) is the
best single-site approach to study the interplay of disor-
der with interactions in strongly correlated systems15,18.
Even though the CPA ignores inter-site coherence and
coherent back scattering effects (and hence Anderson lo-
calization), the effects of configurational averaging are
well accounted. A dynamical CPA within DMFT can
be formulated that takes into account the dynamical ef-
fects of impurity scattering14,15. In this approach, the
arithmetically averaged local c-electron Green’s function
called GCPAc is given by
GCPAc (ω) =
1− p
ω+ − ǫc − Σc − S(ω) +
p
ω+ − ǫc − S(ω) (2)
where the c-self energy is Σc(ω) = V
2(ω+−ǫf−Σf (ω))−1
and Σf (ω) is the f -self-energy. The dopant concentra-
tion is denoted by p, and S(ω) is Feenberg self-energy19
that represents the hybridization with the host. In the
clean case (p = 0), the S(ω) is a functional of the lo-
cal c-Green’s function20. In the disordered case (p ∈
(0, 1]), the sum over all neighbouring sites in the Feen-
berg renormalized perturbation series19 can be reduced,
within DMFT, to a probabilistic averaging of the mag-
netic and Kondo hole Green’s functions. Thus S(ω) be-
comes a functional of the averaged (CPA) Green’s func-
tion, S(ω) = S[GCPAc ]. It is given by the condition that
the CPA restores translational invariance, hence GCPAc is
given by
GCPAc (ω) =
1
N
∑
k
1
ω+ − ǫc − ǫk − ΣCPAc
= H [γ(ω)] = 1
γ(ω)− S(ω) (3)
where γ = ω+ − ǫc −ΣCPAc and H[z] =
∫∞
−∞ dǫ ρ0(ǫ) (z −
ǫ)−1 is the Hilbert transform of z with respect to the
non-interacting density of states, ρ0(ǫ). For the semi-
elliptical density of states, ρ0(ǫ) =
√
1− ǫ2/t2∗/(2πt∗),
corresponding to the Bethe lattice, the Feenberg self-
energy is simply given by S(ω) = t2∗G
CPA
c (ω)/4. This
allows us to relate the CPA self-energy directly to the
Σf as shown below.
As expressed by Eq. (2), the CPA Green’s Function is
given by
GCPAc (ω) =
1
Γ− ΣCPAc
=
1− p
Γ− Σc +
p
Γ
, (4)
where Γ = ω+ − ǫc − S(ω). From Eq. (4), the CPA self-
energy can be extracted as
ΣCPAc =
ΓΣc(1 − p)
Γ− pΣc . (5)
The above can be inverted to get Γ in terms of p, Σc and
ΣCPAc as
Γ =
pΣcΣ
CPA
c
ΣCPAc − Σc(1− p)
(6)
For a Bethe lattice,
S(ω) =
t2∗
4
GCPA(ω) =
t2∗
4
1
Γ− ΣCPAc
,
and for t∗ = 2
S(ω) =
1
Γ− ΣCPAc
. (7)
Substituting S(ω) = ω+ − ǫc − Γ in Eq. (7), we get
ω+ − ǫc − Γ = 1
Γ− ΣCPAc
. (8)
In Eq. (8), if we substitute for Γ, using Eq. (6), we will
get an equation relating ΣCPAc to Σc. Alternatively if
we substitute for ΣCPAc , using Eq. (5), we will get an
equation for Γ in terms of Σc. In Eq. (8), substituting Γ
using (6), we get
ΣCPAc (Σc − ΣCPAc )
[
(ω+ − ǫc)(ΣCPAc − Σc(1− p))
−pΣcΣCPAc
]
− (ΣCPAc − Σc(1− p))2 = 0 (9)
This is a cubic equation for ΣCPAc . Given the local self-
energy Σc(ω), this equation may be used to obtain the
CPA self-energy for any p. We study this equation in
detail in the next section.
III. LOW FREQUENCY ANALYSIS
We have carried out a low frequency analysis of Eq. (9)
in the concentrated (p → 0) and dilute limits (p → 1).
Our basic premise is that the f -moments are completely
screened, and hence have a local FL form of the self-
energy, Σf (ω)
ω→0−→ Σf (0) + ω(1 − 1/Z) − iA′ω2. Using
this, the c-self-energy Σc(ω) = V
2[ω+ − ǫf − Σf (ω)]−1
can be Taylor expanded as
Σc(ω) =
V 2
ω − ǫf − Σf (ω)
ω→0−→ −V
2
ǫ∗f
(
1 +
ω
Zǫ∗f
+ i
A′
ǫ∗f
ω2
)
(10)
3where the renormalized f -level, ǫ∗f = ǫf +Σf (0) ∈ R ∀p.
The above may be used in Eq. (9) to find the low fre-
quency form for ΣCPAc (ω).
Before delving into the details of the calculations, we
summarize our main result. We find that
ΣCPAc (ω)
ω→0−→ S0 + S1ω + S2ω2 +O(ω3) (11)
where {Si} have finite imaginary parts that depend on
p. The above expression, which shows that the CPA self-
energy has a distinctly nFL form, embodied in the linear
in ω term in the imaginary part, is the central result of
our work. A finite linear term in the ImΣCPAc in addition
to the well-known residual (ω = 0) and quadratic terms
has broad consequences. First, since ΣCPAc = V
2[ω+ −
ǫf −ΣCPAf ]−1, the CPA self-energy of the f -electrons will
also have an nFL form, even though the local self-energy
has a standard FL form. It is easy to show using Eq. (2)
that 15
ImΣCPAf (ω) =
1
1− p ImΣf (ω)+
p
1− p Im
V 2
ω+ − ǫc − S(ω) .
(12)
The above relation implies that the nFL part in the
CPA self-energy arises through the contribution from the
imaginary part of the self-consistently determined dy-
namical hybridization or the local potential. Second, the
scattering rate, Γsc(ω) ∝ −ImΣCPAc will also have a lin-
ear non-Fermi liquid type term in addition to the static
potential scattering and the quadratic electron-electron
scattering terms. As an inevitable consequence, trans-
port quantities would display an nFL form. For exam-
ple, the resistivity would have the low temperature form
ρ(T ) = ρ(0) + ART + BRT
2, for a general particle-hole
asymmetric case, as shown later (section IV). Thermo-
dynamics quantities like the specific heat (C) will also be
affected. A linear term in the imaginary part of the self-
energy naturally leads to a ω lnω term in the real part.
From the expression of specific heat21, it is easy to see
that a lnT contribution would arise in C/T .
A straightforward generalization of Eq. (2) to the case
of ligand-field substitution may be carried out15. A low
frequency analysis similar to the one done above for KH
disorder shows that the linear term would arise even for
this case. Similarly, substitutional disorder in the Hub-
bard model22 will also yield similar results, since the dy-
namical CPA equations for the local Green’s function are
exactly the same as Eqs. (2) and (3) with the Σc being
replaced by the local self-energy of the interacting elec-
trons. The CPA self-energy will thus have contributions
from the FL self-energy and the dynamical local poten-
tials which will again lead to a linear (in frequency) term
in the scattering rate. Thus our findings have implica-
tion for transition metal oxides and other systems for
which the Hubbard model is appropriate. Here, we have
considered a binary distribution of site energies. A gen-
eralization to other discrete or continuous distributions
can be made simply by generalizing Eq. (2) to a general
distribution, P(ǫci), in the following way:
GCPAc (ω) =
∫ ∞
−∞
dǫci P(ǫci) 1
ω+ − ǫci − Σc − S(ω) .
(13)
The rest of the analysis proceeds in exactly the same
way as for the binary distribution, and hence this will
also yield similar nFL behavior. Next, we find closed-
form approximate expressions for the coefficients of the
scattering rate (Eq. (11)) in the dilute and concentrated
limits.
A. Analytical expressions for static and linear
terms in scattering rate
We expect to find analytic solutions for the CPA self-
energy, hence expanding ΣCPAc (ω) = S0+S1ω, and using
Eq. (10) in Eq. (9) with (ω+ − ǫc → −ǫc) for ω → 0, we
get
(S0 + S1ω) (Σc0(1 +Aω)− S0 − S1ω)
[
(−ǫc)
(S0 + S1ω − Σc0(1 +Aω)(1− p))− pΣc0 (1 +Aω)
(S0 + S1ω)
]
−
[
S0 + S1ω − Σc0(1 +Aω)
]2
= 0 . (14)
where A = 1/(Zǫ∗f). Substituting ω = 0 in the above
will yield an equation for the static contribution, namely
ΣCPAc (0). The coefficient of the linear in ω term may be
found by collecting the linear terms. This will be done
in the following subsections in the concentrated (p → 0)
and dilute (p→ 1) limits.
1. Concentrated limit p→ 0
After a lengthy and tedious, but straightforward cal-
culation, we find the explicit dependence of {Si} (Eq.
(11)) on p for a symmetric conduction band (ǫc = 0). In
the concentrated limit, p→ 0, the static part of ΣCPAc is
given by
Re(S0) =(1 − p)Σc0 + p(1− p)
2
2
Σ3c0
Im(S0) =− p(1− p)Σ2c0 ×
[
1− (1− p)
2
4
Σ2c0
]1/2
(15)
where Σc0 = −V 2/ǫ∗f . The Im(S0) leads to a finite
T = 0 residual resistivity. The coefficient of the linear
term, Im(S1) is given by
Im(S1) =
p
Zǫ∗f
Im
[
(δΣc0)
2(Σc0 − δΣc0)
(δΣc0)2 − 2(δΣc0 − Σc0)2
]
(16)
where δΣc0 = − (1−p)Σ
2
c0
2 [(1 − p)Σc0 + 2i] is an O(1)
number in the limit p → 0. Thus, the nFL contribution
4is seen to be proportional to p at low dopant concentra-
tions. It is also important to note that the quasiparticle
weight (QpW) Z does not appear in the static part (Eq.
(15)), but does appear in the dynamics, and arises purely
because of the linear term in the FL form of the local self-
energy, Σf (ω). Hence, the dynamical effects of potential
scattering are responsible for nFL behavior due to sub-
stitutional doping.
2. Dilute limit: p→ 1
In the dilute limit (p → 1), the hybridization is de-
termined through the non-interacting density of states,
ρ0(ǫ). Hence we get
ΣCPAc (ω) =
V 2(1− p)
ω+ − ǫf − Σf (ω)− p∆0(ω) (17)
where Im∆0(ω) = −πV 2ρ0(ω − ǫc). In the strong cou-
pling limit, and for low frequencies ω . ωL = ZV
2/t∗,
the ρ0(ω) may be taken to be a constant, yielding the
low frequency form of the CPA self-energy as:
ΣCPAc
ω→0−→ V
2(1− p)
ω
Z − ǫ˜∗f + ip∆¯0 + iA′ω2
(18)
where ǫ˜∗f = ǫf + Σf (0) + pRe∆(0), and ∆¯0 =
πV 2ρ0(−ǫc). From the above expression, it is easy to see
that in the dilute limit, all the three coefficients of Eq.
(11) (divided by the number of magnetic atoms (1 − p))
obtained through a Taylor expansion of Eq. (18) around
ω = 0 will remain non-zero. Thus for p → 1, if either
the effective f -level or the conduction band centre (ǫc)
are non-zero, a linear term can be obtained in the tem-
perature dependence of the resistivity, as discussed later
in section V.
B. General considerations for the quasiparticle
weight
Before we discuss transport, we will briefly consider
the behavior of the QpWs as derived through the CPA
quantities. This is important, because much of the low
frequency and low temperature physics in clean systems
can be gleaned through the renormalized non-interacting
limit, where in the bare parameters such as the hybridiza-
tion, V 2 or the bandwidth, t∗ are renormalized by the
QpW. As an example of the consequence of such renor-
malization, the integrated spectral weight contained in
the Drude peak of the optical conductivity is propor-
tional to Z24 in the clean system. In the disordered case,
since the response functions are determined by the CPA
self-energies, ΣCPAc/f , rather than the local self-energies, a
clear picture must be obtained of the ZCPAc/f defined as
1
ZCPAc/f
=
(
1−
∂ΣCPAc/f (ω)
∂ω
|ω→0
)
and (19)
1
ZCPAc/f R
= Re
(
1
ZCPAc/f
)
(20)
From Eqs. (11) and (16) above, it is clear that the QpWs
defined above through the CPA self-energy would in gen-
eral be complex. Furthermore, unlike the clean case,
where the QpW for the c-electrons is proportional to that
of the f-electrons, the ZCPAc and Z
CPA
f may behave en-
tirely differently, because of the finite imaginary parts of
either of these. This may be seen as follows. The CPA
self-energy of the c-electrons is related to that of the f -
electrons through
ΣCPAc =
V 2
ω+ − ǫf − ΣCPAf
ω→0−→ V
2
ω/ZCPAf − ǫ∗f
(21)
where ǫ∗f is a complex number. This implies the following
for the corresponding QpWs:
1
ZCPAc
= 1 +
V 2
(ǫ∗f )2
1
ZCPAf
(22)
which implies that the real part of the CPA c-electron
QpW is dependent on both, the real and imaginary, parts
of the ZCPAf .
IV. TRANSPORT: ANALYTICAL
CONSIDERATIONS
In this section, we will discuss the consequences of an
anomalous CPA self-energy (Eq. (11)) on transport quan-
tities, namely resistivity and optical conductivity.
A. Resistivity
For the disordered PAM on a hypercubic lattice, the
dc conductivity (within CPA) is given by20
σdc(T ) = σ0
∫∞
−∞ dω
(
−∂nF (ω)∂ω
)
τdc(ω) (23)
where τdc(ω) =
piDCPA
c
(ω)
γI (ω)
+ 2 (1− γ(ω))GCPAc (ω) ,(24)
and γ(ω) is defined below Eq. (2), γI = Imγ = −ImΣCPAc
and nF (ω) = (exp(−ω/T ) + 1)−1 is the Fermi-Dirac dis-
tribution function (with T being the temperature). The
local self-energy maintains a FL form in ω and T for all
p, so even though the ω dependence of ΣCPAc/f is anoma-
lous, the explicit T dependence of ΣCPAc/f will remain FL-
like for all p. As an important consequence, since the
τdc(ω;T ) depends on ImΣ
CPA
c/f (Eq. (24)), the frequency
dependence of the scattering rate will be anomalous, but
5the temperature dependence will remain FL-like (∼ T 2).
Such a τdc(ω;T ) when substituted in Eq. (23) will nev-
ertheless yield a linear in temperature term in the dc
conductivity as shown below.
We will revisit the clean case first, and then consider
the disordered case. For p = 0, the τdc(ω) of a clean FL
may be approximated at the lowest (ω, T ) by using the
FL expansion of the local self-energy as
τFLdc ≃ π
πDc(0)
aω2 + bT 2
(25)
which is just a symmetric Lorentzian centred at ω =
0, and a width ∼ T . For an even function τdc(ω), the
integral in Eq. (23) will yield a conductivity that is an
even function of temperature, because the derivative of
the Fermi function is an even function of ω/T . Thus the
resistivity will have the form ρdc(T ) = AT
2.
In the presence of disorder, if only the static contri-
bution to ΣCPAc is included, then the τdc(ω) remains a
symmetric Lorentzian, hence the conductivity will again
be an even function of T , thus the resistivity will acquire
the form ρdc(T ) = ρ0 +AT
2.
The nFL contribution embodied in the linear in T term
arises from the dynamical, linear in ω contribution to
the imaginary part of the CPA self-energy, as argued be-
low. We have shown that the ΣCPAc acquires an nFL
form for p 6= 0, where due to dynamical effects of impu-
rity scattering, a linear in ω term arises (Eq. (11)). Since
γI = Im(ω
+− ǫc−ΣCPAc (ω)), the τdc(ω) (equation (24))
is no longer an even function; in fact, it becomes a shifted
Lorentzian of the form
τnFLdc ≃ π
πDCPAc (0)
a0 + a1ω + a2ω2 + bT 2
. (26)
Now, for a strongly asymmetric τdc(ω) (about ω = 0), the
conductivity will pick up linear in T terms. As a simple
illustration, a square pulse form of τdc(ω) = θ(−ω)θ(ω +
|a|) yields σ(T ) = σ0(1/2+T/|a|), which is clearly a non-
Fermi liquid form. Thus, we have argued that an nFL
frequency dependence of the CPA self-energy will yield a
nFL temperature dependence of dc conductivity.
B. Optical Conductivity
In this section, we will explore the consequences of
Kondo hole substitution on the low frequency features
of the optical conductivity. The optical conductivity at
zero temperature within DMFT is given by20
σ(ω) =
σ0
ω
∫ 0
−∞
dω′
∫ ∞
−∞
dǫρ0(ǫ)D(ω
′, ǫ)D(ω + ω′, ǫ)
(27)
where
D(ω, ǫ) = − 1
π
Im
1
γ(ω)− ǫ =
γI/π
(γR − ǫ)2 + γI
γ(ω) = γR + iγI and γI > 0. Thus,
σ(ω) =
σ0
π2ω
∫ 0
−∞
dω′γI(ω′)γI(ω + ω′) ×∫ ∞
−∞
dǫρ0(ǫ)
[(a1 − ǫ)2 + b21] [(a2 − ǫ)2 + b22]
(28)
where a1 = γR(ω), b1 = γI(ω), a2 = γR(ω+ω
′) and b2 =
γI(ω + ω
′). Assuming a wide, flat band for simplicity,
ρ0(ǫ) =
1
2W θ(W − |ǫ|), we can carry out the integral over
ǫ exactly to find
σ(ω) =
σ0
2π2ωW
∫ 0
−ω
dω′
πQ
2
√
b1b2
(B +
1
B
) (29)
where A = a1−a2
2
√
b1 b2
and B2 = b1b2 . In the limit of ω → 0,
the integrand may be Taylor expanded about the zero
frequency limit using the Taylor expansion of the CPA
self-energies. This finally yields the following expression
for the zero temperature optical conductivity:
σ(ω) =
σ0
4πWγ¯I
1
(ω/2γ¯IZCPAcR )
2 + 1
(30)
where γ¯I = γI(0) is just the static part of the CPA
self-energy.
We see from the above equation that the low frequency
form of σ(ω, T = 0) is a Drude peak that has a Lorentzian
shape. In the clean limit (p = 0) and at zero temperature,
the imaginary part of ΣCPAc (0) vanishes, and Z
CPA
cR is a
finite positive number. Thus, we recover a Dirac delta
functional form of the Drude peak in the clean limit. For
finite p, the γ¯I becomes finite, and hence the Drude peak
broadens into a Lorentzian, with an integrated spectral
weight remaining proportional to ZCPAcR . As will be seen
later, the ZCPAcR crosses zero and becomes negative be-
yond a certain pc, thus marking the complete destruction
of the Drude peak, and hence a complete crossover to the
single-impurity regime. At the present level of approxi-
mation in Eq. (29), we do not find a explicit contribution
of the imaginary part of the QpW, i.e ZCPAcI , although
as shown in section III B, even the real part of the ZCPAc
depends on the real and imaginary parts of ZCPAf . How-
ever, we conjecture that a higher order Taylor expansion
in equations (29) will certainly lead to a manifestation of
the ZCPAcI and a deviation from the Lorentzian form.
V. RESULTS AND DISCUSSION
The previous section was entirely focused on getting
analytical insights into the manifestation of the anoma-
lous form of the CPA self-energy in transport quantities.
We were able to analyse the clean and dilute limits for the
CPA self-energy in section III, and find the low tempera-
ture and low frequency forms of the dc conductivity and
optical conductivity respectively. In order to explore the
nFL behavior quantitatively in the full range of dopant
6concentration and at all energy scales, we have carried
out detailed calculations for the Kondo hole disordered
PAM within DMFT. The local moment approach (LMA)
has been used to solve the effective impurity problem
arising within DMFT. Within the LMA, which is a di-
agrammatic perturbation theory based approach, the f -
self energy is ensured to have a FL form, since adiabatic
continuity to the noninteracting limit is imposed as a con-
straint. The reader is referred to our earlier work20 for
the detailed implementation of the LMA within DMFT
for the clean PAM23. The coherence peak in the resistiv-
ity of clean heavy fermions is found to be at T ∼ ωL20,
where ωL = ZV
2/t∗ is the low energy scale of the lo-
cal Fermi liquid24. We focus on the frequency region
ω ≪ ωL, since the nFL behavior is found experimentally
at temperatures much below the coherence peak1,2.
In the main panel of Fig. (1), we show (through fitting)
that the ImΣCPAc (ω) does indeed have the polynomial
form of Eq. (11) for p = 0.5. Additionally, we observe
that a power law of the form C +Dsgn(ω)|ω|α may also
be fit over two decades from |ω| ∼ O(10−3ωL) upto a cer-
tain upper cutoff ωc ∼ O(0.1ωL). This is shown in the
inset of figure 1 for both negative and positive frequen-
cies. Hence the low temperature resistivity, as obtained
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FIG. 1. (color online) In the main panel, the ImΣCPAc (ω) as
a function of scaled frequency ω′ = ω/ωL has been shown
with solid line for p = 0.5. The dashed line is a polyno-
mial fit (equation 11). In the inset, the dotted and solid lines
represent |δ(ImΣCPAc (ω))| = |Im(ΣCPAc (ω) − S0)| for ω > 0
and ω < 0 respectively. The dashed line is a power law fit
D(ω′)α, that yields a sub-linear α ≃ 0.92. The model param-
eters for this calculation are U = 5.30, V 2 = 0.6, ǫc = 0.5 and
ǫf ∼ −U/2; the occupancies are nf ≃ 0.98, nc ≃ 0.57 and
doping concentration is p = 0.5.
through the scattering rate, is susceptible to a power law
interpretation, with the exponent being a function of dis-
order (see below). We have verified that the quadratic
and power law fits are equally good for the entire range
of doping.
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FIG. 2. (color online)The main panel shows Im(−S0) (trian-
gles), Im(−S1) (squares) and Im(−S2) (circles) per magnetic
atom (equation 11). The inset shows the exponent α as a
function of p, obtained through a power law fitting of the
low frequency ImΣCPAc (ω) for cutoff equal to ∼ 0.1ωL (cir-
cles) and ∼ 0.2ωL (squares). The model parameters for these
results are the same as those for figure (1).
We now consider the dependence of the fitting param-
eters of the quadratic form of the CPA self-energy (Eq.
(11)) on p. The Im(−{Si}) (Eq. (11)) per magnetic atom,
as a function of p are shown in the main panel of Fig. (2).
The first two (i = 0, 1) vanish for p→ 0, but remain finite
for all other p including p → 1. To explain this, we re-
capitulate that the coefficients, S0 and S1 develop finite
imaginary parts due to disorder averaging in the CPA,
which represents the effects of potential scattering. For
any p 6= 0, Kondo holes will be in random positions, thus
impurity scattering will be present, and will lead to the
result seen in Fig. (2). The static part follows a Nord-
heim rule like behavior, while the linear and quadratic
coefficients show an apparent divergence before switch-
ing sign abruptly at p ∼ 1− nc ∼ 0.43. Although we see
that the linear term is non-zero over the entire range of
p ∈ (0, 1], it becomes significant only in the neighbour-
hood of p ∼ 1 − nc. We have also seen numerically (as
well as from Eqs. (16) and (18)) that for a system which
is close to the particle-hole symmetric limit, such nFL
behavior would be so weak that it would not show up.
The inset of Fig. (2) shows the power law exponent α
for two cutoff values, namely ωc ∼ 0.1ωL (circles) and
0.2ωL (squares). The power law fit depends sensitively
on the cutoff ωc, which is ambiguous. The exponent α
is seen to be p-dependent and close to 1 over a large
range of p. Many theoretical studies have pointed out
the crossover of collective to single-impurity behavior at
p ∼ 1 − nc25–27, and we see from Fig. (2) that indeed
dramatic changes could happen in the CPA quantities as
p is tuned through this crossover.
Although the CPA quantities display remarkable non-
monotonic behavior on varying p, the local quantities
are either monotonic with p or remain almost unchanged.
This is shown in the Fig. (3), where we compare the occu-
7pancy (top panel) and the f - and c-quasiparticle weights
(Zf : middle panel and Zc: bottom panel respectively)
computed through local Σc/f(ω) (squares) with the cor-
responding CPA quantities (circles) using the real part
of the CPA self-energies ΣCPAc/f (ω) . The local quasiparti-
cle weights show a weak dependence on increasing Kondo
hole concentration, while the CPA quantities shows non-
monotonic behavior. The dip in ZCPAfR at p ∼ 1−nc would
manifest as a peak in specific heat coefficient or the ef-
fective mass. The occupancy, calculated locally, remains
almost unchanged, while the nCPAtot , given by nf +nc− p,
decreases linearly as expected15. The c-electrons’ CPA
quasiparticle weight shows dramatic behavior as a func-
tion of p. At small p, the ZCPAcR is positive, as expected
from continuity to the clean limit. As p approaches
1 − nc, the ZCPAcR rapidly decreases and becomes nega-
tive at p & 1 − nc. The vanishing of the CPA QpW
will have serious consequences for the optical conductiv-
ity. From Eq. (30), it is clear that the integrated spectral
weight contained within the Drude peak will vanish.
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FIG. 3. (color online)Top panel: The total occupancy, ntot =
nf + nc as calculated from the local Green’s functions (filled
squares) and the CPA Green’s functions (filled circles) as a
function of p. Middle Panel: The quasiparticle weight com-
puted through the local f -self energy (squares) and the real
part of the CPA f -self-energy (circles) with increasing disor-
der value p. Bottom panel:The quasiparticle weight computed
through the local c-self energy (squares) and the real part of
the CPA c-self-energy (circles) with increasing disorder value
p. The model parameters are same as in Fig. (1). The green
dotted line marks the zero line for the y-axis.
This is borne out by the T = 0 optical conductivity
results shown in Fig. (4). With increasing p, the mid-
infrared peak (∼ 50ωL) narrows and shifts to lower fre-
quencies. As expected above, the low-frequency Drude
peak feature is gradually replaced, with increasing p, by
a flat featureless line shape beyond p & 1− nc.
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FIG. 4. (color online) The zero temperature optical conduc-
tivity as a function of scaled frequency ω′ = ω/ωL is shown
for various values of doping p. The model parameters for this
calculation are U = 5.30, V 2 = 0.6, ǫc = 0.7 and ǫf ∼ −U/2;
the occupancies are nf ≃ 0.97, nc ≃ 0.43.
The nFL behavior we find is within the framework of
CPA. It is important to know if such behavior is an ar-
tifact of CPA, or would it survive beyond CPA. To un-
derstand this in quantitative detail requires the use of
an approach more sophisticated than CPA. While such a
calculation is beyond the scope of this paper, we will
nonetheless argue qualitatively that the nFL behavior
that we find must manifest in experimental probes. The
essence of our findings is that disorder-averaging of local
Fermi-liquids induces a linear in ω term in the effective
self-energy. Currently, one of the best methods to incor-
porate local correlations and disorder is the statistical-
DMFT8. In this method, the local environment of each
site is distinct, and is found self-consistently. If there
are no unscreened spins, then this method yields all
sites to be local Fermi liquids. Nevertheless, since any
bulk experimental probe such as optical conductivity or
dc resistivity, would be determined by disorder-averaged
quantities, we conjecture that these quantities might ex-
hibit nFL properties. In this context, even local optical
probes such as infrared microscopy must be considered
macroscopic, since the spatial resolution of such probes
is ∼ 20nm28, which would represent a cluster of hun-
dreds of atoms. Only a strictly atomic level probe such
as scanning tunneling microscopy, would however be able
to distinguish between true nFL behavior arising due to
a breakdown of local Fermi liquid or a disorder-averaging
induced nFL behavior. A full statistical-DMFT calcula-
tion of the local Green’s functions and self-energy and
further calculation of response functions must be carried
out to verify our conjecture.
8VI. CONCLUSIONS
There have been many recent theoretical studies of
substitutional disorder in the Kondo lattice model or the
PAM15,25–27. It was shown by Kaul and Vojta 25 that
Griffiths singularities (GS) appear in a wide range of con-
centrations leading to nFL behavior. The GS induced
nFL has specific ‘universal’ signatures, albeit dependent
on a non-universal exponent λ6. The authors also ob-
serve unscreened spins, which would imply that certain
sites have a vanishing Kondo scale. Such a probability
distribution of Kondo scales, where P (TK = 0) is finite,
is also known to yield nFL behavior8. In a recent work,
a Lifshitz transition26 is predicted to occur as a function
of p, which could lead to nFL behavior in the vicinity of
the transition. The interaction of spin fluctuations with
disorder close to a quantum critical point is also known
to lead to power law behavior, with a disorder-dependent
exponent4. While inhomogeneities are natural and must
be expected in any disordered system, instabilities such
as a QCP and singularities such as GS are necessarily
non-generic, i.e they must occur only in specific regions
of the phase diagram.
While such singularities do give rise to specific nFL
behavior, our work shows that nFL behavior can be quite
generic and can arise simply as a consequence of disorder
averaging. Hence, attributing the deviations from FL
to a specific cause in disordered systems needs care. In
Ce1−pLapB6 for example, we suggest that a quadratic
polynomial fit must be carried out for all p instead of a
partial power law fit. We predict that the fit parameters
would follow the behavior shown in figure 2.
A distinct signature of the nFL behavior we find is that
it is a macroscopic effect, hence local probes such as scan-
ning tunneling microscopy should find local Fermi liq-
uid behavior while macroscopic response functions would
show nFL signatures. However, large area scans would
be necessary to rule out unscreened spins or Griffiths sin-
gularities.
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