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Préface 
Ce travail de bachelor traite de trois domaines principaux :  l’extraction de texte et d’images 





de  déterminer  de  manière  simple  les  connaissances  d’une  personne.  La  gestion  des 
connaissances vise à rendre ces informations d’expertises accessibles à tous les membres de 
l’institut,  afin  de  permettre  l’identification  d’un  expert  dans  un  certain  domaine.  De  cette 
manière,  les  collaborateurs  peuvent  identifier  rapidement  une  personne  possédant  une 
expertise donnée. 




L’automatisation  est  également  un  aspect  important  de  ce  travail.  Le  but  est  d’obtenir  un 
maximum  d’informations  avec  un  minimum  d’implication  humaine.  La  gestion  des 
connaissances,  par  exemple,  se  fait  donc  de  manière  automatique  et  ne  nécessite  pas 
d’annotations manuelles de la part des auteurs de documents. 





SO  et  auteur  du  travail  de  bachelor  qui  m’a  servi  de  base,  pour  avoir  toujours  répondu 
rapidement  à  mes  questions  techniques.  Finalement,  je  remercie  ma  mère  pour  ses 
encouragements et la relecture de ce rapport. 





4. Conclusions :  diverses  observations  et  réflexions  sur  le  travail  réalisé  (à  partir  de  la 
page 64) 
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Résumé 
Deux solutions ont été mises en œuvre dans  le  cadre de ce  travail de bachelor :  la  création 
d’un moteur de recheche pour  les documents de  l’institut de  recherche « Informatique de 











Une fois  les données extraites et  indexées,  il est possible d’effectuer des recherches dans  le 
contenu des documents. Pour  ce  faire, une page Web similaire à des moteurs de  recherche 
tels que Google ou Yahoo a été créée. Une galerie d’images accompagne chaque document. 
Les  expertises  des  auteurs  sont  ensuite  déterminées  sur  la  base  du  contenu  de  leurs 
documents. Une  liste de  termes  apparaissant dans de nombreux documents de  l’auteur  est 
établie  à  l’aide  d’un  autre  projet  de  la  fondation  Apache,  nommé  Mahout.  Les  expertises 
déterminées se sont révélées être très pertinentes à condition de disposer d’un catalogue de 
documents complet (~100 documents) et varié (divers projets, anciens et nouveaux fichiers). 




 Diverses  visualisations  permettant  d’afficher  les  liens  entre  auteurs  et  mots‐clés  de 
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1 Introduction 
Cette section donne un aperçu global du projet. Tout d'abord,  la problématique du 
projet  est  décrite,  suivie  d'une  liste  des  objectifs  à  remplir.  Elle  est  suivie  d’un 
résumé succinct du travail. Les motivations de quelques choix stratégiques effectués 
durant  le  travail  font  suite  au  résumé.  Une  section  concernant  les  étapes  déjà 
implémentées et celles qui sont à réaliser conclut cette introduction. 
1.1 Problématique 
Toutes  les  institutions  et  entreprises  produisent  des  documents  structurés  en 
grande quantité. Ces documents peuvent être utilisés pour gérer la connaissance des 
collaborateurs,  mais  ceci  n'est  actuellement  que  rarement  pratiqué.  Un  système 
exploitant  les  connaissances  contenues dans  cette masse de  documents  permettra 
d'identifier  des  experts  d'une  entreprise  de manière  automatique.  De  plus,  il  sera 




SO  Valais  à  Sierre  [1].  Le  travail  se  focalise  plus  particulièrement  sur  l’institut 











 Analyse  approfondie  des  documents  et  leurs  auteurs  afin  de  déterminer 
automatiquement  des  domaines  d'expertise  des  professeurs  et  assistants  de 
l'institut. 
 Analyse des similarités et différences entre les différents auteurs. 
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1.3 Motivations 
Cette  section  explique  certains  choix  stratégiques  faits  durant  ce  travail  et  les 
motivations qui ont mené à ces choix. 
1.3.1 Extraction automatique de la connaissance 
Il  existe  globalement deux approches pour  la  gestion de  la  connaissance dans une 
archive  de  documents  :  l'annotation  manuelle  par  les  auteurs  des  documents  ou 
l'extraction automatique. [2,3,4] 
Dans la première variante, chaque collaborateur doit documenter lui‐même tous ses 
fichiers,  en  y  affectant  des  mots‐clés  (ou  « tags »),  par  exemple.  Cette  méthode 
possède l'avantage d'une fiabilité élevée des informations mais repose sur la bonne 
volonté des collaborateurs à  investir du  temps pour créer cette valeur ajoutée. Un 
potentiel  problème  de  cette  approche  est  donc  la  pénurie  d'informations,  c'est‐à‐
dire  que  pas  ou  peu  de  documents  sont  annotés,  rendant  difficile  la  découverte 
d'expertises des différents collaborateurs. 
La  seconde  approche  est  celle  qui  a  été  choisie  pour  ce  projet.  L'extraction 
automatique  ne  nécessite  aucune  intervention  des  auteurs  car  elle  se  base  sur  le 
contenu  de  leurs  documents.  Une  analyse  statistique  permet  de  déterminer  quels 
sont les mots ou groupes de mots les plus intéressants. Contrairement à la première 
méthode,  une  abondance  d'informations  est  à  disposition  et  il  s'agit  d'identifier 
celles  qui  ont  une  réelle  valeur.  La  fiabilité  des  résultats  extraits  est  donc 
logiquement moindre par rapport à des  termes sélectionnés consciemment par un 
auteur. 
1.3.2 Affinement manuel de la connaissance 
Après  avoir  extrait  automatiquement  des  mots‐clés  pour  plusieurs  auteurs  et 







pas  dans  le  profil  de  l’auteur  lors  d’une  nouvelle  extraction  /  indexation  des 
documents. 
1.3.3 Extraction et affichage des images dans le moteur de recherche 
Une image vaut mille mots, comme disait Confucius. C'est pourquoi le choix a été fait 
d'afficher  directement  à  côté  de  chaque  résultat  d'une  recherche  les  3  premières 
images  contenues  dans  le  document.  De  cette  manière,  une  personne  pourra  en 
principe déceler plus rapidement de quel sujet traite le document. 
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1.4 Étapes 





1.4.1 Étapes déjà implémentées 
Une partie des étapes ayant déjà été réalisées, un court aperçu de ces dernières sera 
donné,  avec en  supplément  la description des modifications apportées au  système 
existant. 
1.4.1.1 Extraction (Texte & Images) 
Divers processus permettant l’extraction de texte et d’images ainsi que l’indexation 
de  documents  étaient  mis  en  place.  Ils  permettaient  d’agir  sur  un  fichier  chargé 
manuellement par l’utilisateur, un fichier disponible publiquement sur le Web ou un 
répertoire complet se situant sur le serveur de l’application. 
C’est  ce dernier processus qui  a  servi de base  à  la  création du nouveau processus 
permettant d’agir sur un dossier partagé dans un environnement réseau Microsoft 
Windows  (partage  utilisant  le  protocole  SMB1/CIFS2).  Pour  plus  de  détails,  voir 
section « Extraction à partir d’un dossier partagé Windows » en page 14. 
De plus, vu la durée relativement longue du processus complet (voir section 4.1.2.1 
p.  67),  la  visualisation de  la progression a  été modifiée :  au  lieu de  zones de  texte 
affichant  un  message  indiquant  quelle  étape  est  « en  cours »,  des  barres  de 
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Figure 3 ‐ Nouvelles barres de progression dynamiques 
En outre,  de  nouveaux  formats  de  fichiers  sont  supportés,  tels  que  les  documents 
Office  2007  (voir  section  « Différences  d’extraction  entre  Office  2003  et  Office 
2007 » en page 15), ou les documents HTML. 







plus,  cette  nouvelle  information  est  également  stockée  dans  l’index  du moteur  de 
recherche. 
M.  Eggel  avait  également  implémenté  un  processus  d’indexation  d’images,  qui  n’a 
pas été utilisé dans le cadre de ce travail. 






images contenues dans  les documents. D’une part,  les  trois premières  images d’un 
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d’une  fonction de  remplissage  automatique de  la  barre de  recherche  (voir  section 




1.4.2 Étapes à réaliser 
Sur  la  base  du  moteur  de  recherche  implémenté  par  Ivan  Eggel,  agrémenté  des 
nouvelles  fonctionnalités décrites au point 1.4.1.3 en page 3,  il  s'agit de construire 
une  application permettant  de  générer  et  de  visualiser  des  profils  spécifiques  aux 
domaines d'expertises de chaque auteur, et ce de manière automatisée. 
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1.4.2.1 Création de profils d'auteurs 
Afin de déterminer les domaines d’expertises d’un auteur, il faut établir une liste de 
mots‐clés pertinents en  se basant  sur  les documents qu’il  a  rédigés. De plus,  il  est 
intéressant  de  découvrir  si  l’auteur  a  des  connaissances  similaires  à  d’autres 
auteurs. Pour définir cette similarité, nous nous basons sur le nombre de mots‐clés 








Chaque  lien  contient  l’identifiant de  l’auteur  (3  lettres),  son nom complet  et 
une pondération du lien entre 1 et 10. 
1.4.2.2 Exploitation des profils et des liens 
Les profils d’auteurs sont utilisés de la manière suivante : chaque auteur possède sa 
propre page de profil comportant entre autres un « Tag Cloud » des mots‐clés qui lui 
sont  associés  (la  valeur de  la pondération est utilisée pour déterminer  la  taille du 
texte  affiché)  ainsi  qu’un  deuxième  nuage  de  tags  pour  les  liens  avec  d’autres 
auteurs. 
Un fichier global comportant tous les liens est également généré durant le processus. 
Ce dernier peut  être utilisé pour présenter de manière  visuelle  les  informations  à 
l’utilisateur  sous  différentes  formes :  Mind  Map,  Tag  Cloud  interactif  en  3 
dimensions, etc… 
1.4.2.3 Mise à jour des données 
Un processus  peut  être  lancé  périodiquement  afin  de mettre  à  jour  les  données  à 
tous les niveaux : index du moteur de recherches, documents et leurs images, profil 
des auteurs, etc… Le tout est automatisé et peut être personnalisé : l’utilisateur a la 
possibilité de  sélectionner  les  répertoires à  inclure dans  le processus d’extraction. 
De  plus,  les  auteurs  peuvent  créer  un  fichier  nommé  « _noindex.txt »  dans  les 
répertoires  contenant  des  informations  confidentielles  afin  de  les  exclure  du 
processus d’extraction et d’indexation. 
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2 Méthodes 
Cette  section  traite  des  différentes  technologies  et  outils  utilisés  durant  la 
réalisation de  ce projet. Une  courte description de  chaque  entrée est  fournie  ainsi 
qu'une explication des choix faits. 
2.1 Technologies utilisées 
Les  technologies utilisées durant  ce  projet  proviennent  essentiellement  du monde 
« open‐source » et plus particulièrement de la plateforme logicielle Java. 
2.1.1 Plateforme Java 
Bien  plus  qu’un  simple  langage  de  programmation,  Java  correspond  à  toute  une 
suite de logiciels et de spécifications développées par l’entreprise Sun Microsystems 
[5], acquise en 2009 par Oracle Corporation [6]. Cette suite technologique permet de 
déployer  des  applications  très  diverses  (sites  Web,  applications  d’entreprise, 
applications mobiles, etc…)  en faisant abstraction de la plateforme logicielle utilisée 
(Windows, UNIX, etc…) [5]. 
2.1.1.1 Langage de programmation Java 
Le langage Java est orienté objet, multi‐plateforme, performant et supporte très bien 
le  « multi‐threading ».  [7]  Java  a  plusieurs  autres  avantages  qui  le  rendent  très 
attractif pour la réalisation de ce travail: 
 Familiarité :  Java  est  actuellement  le  principal  langage  étudié  durant  la 
formation  à  la  HES‐SO.  Des  connaissances  avancées  et  une  expérience 
importante ont donc été acquises au cours des trois dernières années. 
 Popularité :  Java  est  un  langage  très  populaire,  ce  qui  a  pour  conséquence 
qu’il  est  extrêmement  simple  de  trouver  du  support  et  des  solutions  à  des 
problèmes sur Internet. 
 Librairies :  Java  est  très  orienté  sur  le  développement  de  librairies 
réutilisables.  Tous  les  outils  utilisés  dans  le  cadre  de  ce  travail  sont 
disponibles  en  Java  (et  dans  certains  cas  uniquement  dans  ce  langage).  Par 




la  même  technologie  plutôt  que  de  convertir  tout  le  code  existant  dans  un 
autre langage. 
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de  l’application  est  privilégiée.  La  couche  de  présentation  est  écrite  en  JSP5  par 
défaut,  mais  d’autres  langages  de  présentation  comme  XUL6  sont  également 




Il  existe de nombreuses  implémentations différentes de  ce  framework :  celle qui  a 
été utilisée dans le cadre de ce projet est nommée « Project Woodstock »7. Il s’agit du 
même framework utilisé dans le cadre du travail de M. Eggel. Il a été conservé pour 
des  raisons  de  simplicité  et  de  compatibilité  du  code,  malgré  qu’il  s’agisse  d’un 
projet abandonné en faveur d’un produit nommé ICEfaces8 à la fin de 2008. [10] 
Le problème d’une migration vers une solution plus actuelle est que les noms et le 
fonctionnement  des  composants  (boutons,  tableaux,  listes  déroulantes,  etc…) 





2.1.2 Ajax (Asynchronous Javascript And XML) 
Ajax  n’est  pas  un  langage  de  programmation,  mais  bien  une  combinaison  de 
techniques  de  développement  Web  utilisée  du  côté  client  (navigateur  de 
l’internaute)  visant  à  créer  des  applications  Web  interactives.  Grâce  à  Ajax,  les 
applications Web peuvent obtenir de manière asynchrone des données à partir d’un 
serveur  sans  interférer  avec  l’affichage  ou  le  comportement  de  la  page  dans  le 
navigateur  du  client.  La  communication  se  fait  à  travers  des  objets  de  type 
« XMLHttpRequest ».  Notons  qu’il  n’est  pas  nécessaire  d’utiliser  le  format  XML 
durant  la  communication  et  qu’il  est  également  possible  de  faire  des  appels 
synchrones. [11] 
Ajax  est  utilisé  dans  le  cadre  de  ce  travail  dans  le  but  de  rendre  plus  dynamique 
l’application :  suggestions  en  temps  réel  dans  la  barre  de  recherche,  galerie 
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2.2 Outils & Principales librairies utilisés 
Cette section comprend une liste non‐exhaustive des principales  librairies et outils 
utilisés  dans  le  cadre  de  ce  projet.  La  section  se  focalise  sur  les  librairies 






Apache  Tika,  anciennement  un  sous‐projet 
de Lucene, est une suite d'outils permettant 
de  détecter  et  d'extraire  des  métadonnées 
et  du  texte  structuré  de  divers  types  de 
documents à  l'aide de librairies existantes. [12] En effet, Tika utilise une multitude 
de librairies différentes pour chaque type de document : 
 PDFBox  : Un projet Apache également,  cette  librairie  s'occupe de  fichiers  au 
format PDF. [13] 
 POI  : Un autre projet Apache permettant d'extraire  le contenu de documents 
Office (97‐2007). [14] 
 TagSoup  :  Une  librairie  créée  par  John  Cowan  permettant  de  "nettoyer"  du 






plupart  des  librairies  d'extraction utilisées  (PDFBox,  POI,  etc…), mais  la  simplicité 







au  développement  de  logiciels  de 
recherche  open‐source.  Plusieurs 
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Ce qui nous intéresse plus particulièrement est l'implémentation originelle en Java, 











 ht://Dig11  : Une  librairie open‐source sous  licence GPL programmée en C++ 
permettant l'indexation et la recherche sur tout un réseau de serveurs Web (le 
logiciel émule le fonctionnement d'un navigateur Internet), la recherche dans 
des  documents  HTML  et  texte  brut.  Des  fonctionnalités  de  recherches 
approximatives  avancées  (préfixes,  suppression d'accents,  synonymes,  etc…) 
sont  également  fournies.  [18]  Les  quelques  points  négatifs  apparents  après 
une  courte  exploration  du  site  et  d'avis  d'internautes  sont  les  suivants  :  le 
projet  n'a  pas  été mis  à  jour  depuis  2004  [19],  alors  que  Lucene  est  encore 
développé  très  activement  (dernière  version  apparue  le  18  juin  2010)  [20]. 
D'autre part, ht://Dig étant implémenté en C++, il aurait été plus difficile de le 
faire interagir avec le reste de l'application, développé en Java. 
 Terrier12 & Solr13: Deux plateformes de  recherche  complètes programmées 
en  Java.  La  solution  Solr  se  base  sur  le  moteur  Lucene  et  y  ajoute  d'autres 
fonctionnalités  telles  que  l'intégration  de  Tika,  des  optimisations  de 
performance,  une  interface  d'administration,  etc…  [21]  De  son  côté,  Terrier 
fournit  également  une  plateforme  complète  y  compris  une  application  de 
recherche "Desktop", une interface Web de recherche et  le support de divers 
langages.  [22]  L'inconvénient  de  ces  deux  solutions  est  le  fait  qu'elles 
contiennent  un  bon  nombre  de  fonctionnalités  déjà  implémentées  dans  le 
travail d'Ivan Eggel (interface de recherche) et d'autres qui peuvent être très 
facilement  implémentées  à  la  main  avec  probablement  un  contrôle  du 
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but  de  fournir  des  librairies  d’apprentissage 
automatique  (machine  learning)  extensibles.  [23] 
Mahout  a  été  conçu  pour  fonctionner  sur  la  base  de 
Hadoop,  un  framework  Java  destiné  aux  applications 
distribuées  et  intensives  en  termes  de  traitement  de 
données. [24] 
Le point particulièrement  intéressant de cet outil est  la disponibilité d’algorithmes 
permettant  d’extraire  des  groupes  de  mots  (nommés  également  « n‐grams ») 
importants  d’un  texte.  Cette  extraction  peut  être  affinée  avec  de  nombreux 
paramètres tels que la longueur maximale du groupe de mots, la fréquence minimale 
d’apparition  par  document,  le  pourcentage maximal  de  documents  dans  lequel  le 
terme peut se retrouver, etc… 
De plus,  il est possible d’indiquer un analyseur Lucene personnalisé permettant de 




directement  sur  un  index  Lucene  et  permet  d’identifier  des  n‐grams 
importants  s’y  trouvant.  Malheureusement,  cette  classe  n’identifie  que  les 
bigrammes  (2  mots)  et  ne  propose  pas  de  fonctionnalités  de  tri  selon  la 
fréquence.  Globalement,  cette  classe  est  trop  incomplète  pour  être  utilisée 
concrètement dans le cadre de ce travail. 
 Kea16 :  il  s’agit  d’un  algorithme  d’extraction  de  phrases‐clés  à  partir  de 




il  faut  lui  fournir  de  nombreux  documents  annotés  manuellement  avec  des 
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 LingPipe17 : suite de librairies Java axées sur l’analyse linguistique de textes. 
Cette suite possède également une fonctionnalité d’extraction de phrases‐clés. 
Malheureusement,  les  licences  proposées  par  l’entreprise  créatrice  (alias‐i) 
sont assez restrictives : la seule licence gratuite inclut une clause requérant la 
disponibilité publique des données traitées18, ce qui ne peut être assuré dans 





La  librairie  jCIFS  (Java  Common  Internet  File  System)  permet  de  parcourir  des 
répertoires  partagés  dans  un  environnement  réseau  Microsoft  Windows  à  partir 
d'une application Java. 




jQuery  est  une  librairie  Javascript  qui  simplifie 
le  développement  d’applications  Web  riches. 
Elle  gère  l’exploration  de  documents  HTML,  la 
gestion  d’événements,  la  création  d’animations 
et les interactions Ajax. [26] 
Une grande force de jQuery est sa communauté très active qui met à disposition de 
nombreux  plugins  étendant  encore  les  possibilités  déjà  très  impressionnantes  du 
cœur de la librairie. 
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Cet environnement a été sélectionné d’une part parce qu’il simplifie énormément le 
déploiement d’applications Web sur des serveurs d’applications  locaux ou distants 
et  d’autre  part  parce  que  ce  logiciel  était  celui  utilisé  par  Ivan  Eggel  durant  la 
réalisation de son travail. De cette manière, il était possible d’ouvrir directement son 
projet et travailler dessus. 
De plus, de nombreux modules  supplémentaires  existent pour NetBeans,  facilitant 
encore la vie du développeur. Par exemple, le plugin « Visual JSF » fournit un éditeur 
graphique de pages Web (accélère la création de la base des pages). 
2.3 Données utilisées 















documents  et  les  informations  se  basent  donc  sur  les  documents  trouvés  sur  le 
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3 Résultats 
Cette  section  représente  la  partie  principale  de  ce  dossier.  Elle  contient  les 
explications  techniques  de  toutes  les  étapes  réalisées  durant  ce  travail  et  donne 
également un aperçu global de l’architecture de la solution développée. 
3.1 Données relatives à l’application 
Cette  section  contient  diverses  informations  de  configuration  et  d’accès  à 
l’application. 




3.1.2 Administration des tags des auteurs 
Nom d’utilisateur : author 
Mot de passe : auth0rPa55 
3.2 Modifications apportées à la solution existante 
Cette  section  passe  en  revue  les  quelques  différences  significatives  apportées  à  la 
solution  existante,  non  seulement  en  termes  d’interaction  avec  l’utilisateur,  mais 
également par rapport à des différences techniques importantes et des nouveautés 
particulières apparues depuis le travail de Bachelor d’Ivan Eggel en 2008. 
3.2.1 Extraction à partir d’un dossier partagé Windows 
À  l’aide  de  la  librairie  jCIFS,  il  est  très  simple  d’accéder  à  un  partage  réseau 
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Implementation)  développés  pour  les  versions  antérieures  de  Microsoft  Office 
(HWPF27 pour Word, HSSF28 pour Excel et HSLF29 pour Powerpoint). 
3.2.2.1 Texte 
Des  modules  alternatifs  compatibles  avec  le  nouveau  format  Open  XML  ont  été 
créés :  ils  se  nomment  XWPF30,  XSSF31  et  XSLF32  pour Word  2007,  Excel  2007  et 
PowerPoint  2007,  respectivement.  Ces  derniers  héritent  tous  de  la  classe 
POIOOXMLTextExtractor  contenue  dans  le  paquet  org.apache.poi  qui  fournit 








Des  tests ont  révélé qu’il  est  également possible de « dé‐zipper »  le  fichier à  l’aide 
d’un logiciel d’archivage tel que WinZip. 
La Figure 10 en page 16  indique  la structure des répertoires d’un document Word 
2007  décompressé.  Cette  dernière  est  composée  de  divers  répertoires  et  sous‐
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Figure 10 ‐ Structure des répertoires d'un document Word 2007 décompressé 
A  l’aide  de  la  librairie  OpenXML4J,  la  tâche  d’extraction  d’images  de  documents 
Open  XML  devient  donc  pratiquement  triviale34.  Pour  nos  besoins,  il  a  même  été 
possible  d’utiliser  une  méthode  plus  simple :  à  l’aide  des  classes  Java  utiles  à  la 
gestion de fichiers compressés (telles que ZipFile qui représente une archive 
ou  ZipEntry  pour  chaque  entrée  dans  celle‐ci),  il  a  été  possible  d’extraire  le 
contenu  d’un  fichier  OOXML  et  de  récupérer  tous  les  fichiers  contenus  dans  le 
dossier « media » décrit dans le paragraphe précédent. 
3.2.3 Extraction automatisée à l’aide de Tika 
Un grand avantage de Tika,  la nouvelle  librairie utile pour  l’extraction de  texte de 
documents  complexes,  est  sa  classe  « façade » nommée Tika  qui permet  avec une 
grande simplicité de détecter le type d'un fichier et d'en extraire le contenu. [30] 
L'Extrait de Code 1 montre comment extraire le contenu d'un fichier : 
Tika tika = new Tika(); 
tika.setMaxStringLength(-1); 
InputStream input = new FileInputStream(path); 
Metadata metadata = new Metadata(); 
metadata.set(Metadata.RESOURCE_NAME_KEY, file.getName()); 
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Les étapes sont très simples : 
 Créer un objet de type "Tika" 




 Créer  un  objet  de  type  "Metadata"  pour  stocker  les  métadonnées  du 
document 
 Définir les paramètres de l'objet de métadonnées (p.ex le nom du fichier) 
 Récupérer  le contenu du document à  l'aide de la méthode "parseToString" 
de la façade de Tika 
Il n'y a donc aucun besoin de se soucier du type de document fourni à Tika, qui va 
automatiquement détecter  le  type de  fichier et utiliser  la  librairie appropriée pour 
l'extraction. 





Heureusement,  Lucene  permet  de  tenir  compte  des  caractéristiques  linguistiques 
des documents, grâce à de nombreux analyseurs adaptés à différents  langages. Un 













précis  (adresse  e‐mail,  numéro  de  téléphone,  date,  etc…)  afin  de  pouvoir  les 
conserver dans leur forme d’origine. [31] 
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Afin de déterminer quel analyseur doit être utilisé pour chaque document à indexer, 
il faut disposer d’un moyen de reconnaissance de  la langue de ce document. Ceci est 
fait  à  l’aide de  l’API35 Google Translate  (et plus particulièrement une  librairie  Java 
simplifiant l’accès à cette API36) qui, mis à part la traduction, permet aussi d’obtenir 
le  langage  d’une  chaîne  de  caractères  transmise  au  service  à  l’aide  de  la méthode 
getLanguage. 




String documentFragment = doc.get("content").length() > 800 ? 
doc.get("content").substring(0, 799) : doc.get("content"); 
documentFragment = URLEncoder.encode(documentFragment, "utf-
8"); 
 
DetectResult result = Detect.execute(documentFragment); 
Language lang = result.getLanguage(); 
 




 Définir  l’adresse  d’origine  de  la  requête  (requis  par Google  pour  établir  des 
statistiques d’utilisation de leur service). 
 Obtenir  un  fragment  du  contenu du  document,  d’une  longueur maximale  de 
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3.2.5 Fonctionnalités supplémentaires du moteur de recherche 
Quelques nouvelles fonctionnalités ont été intégrées à la page de recherche afin de la 
rendre plus intéressante pour l’utilisateur et d’explorer les possibilités de Lucene. 
3.2.5.1 Auto-complétion du champ de recherche 
L’auto‐complétion est une  fonctionnalité permettant de  fournir des suggestions de 
recherches en temps réel à l’utilisateur. Cette technique permet souvent d’accélérer 
les  interactions  homme‐machine  [32]  et  elle  est  utilisée  de  nos  jours  par 
d’importants acteurs du Web tels que Google, Yahoo ou encore Facebook. 
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 logSearchQuery(String query) :  Cette  méthode  prend  la  requête  tapée 
par l’utilisateur en paramètre et l’insère dans la base de données. Si la requête 
est déjà présente, le nombre d’occurrences est incrémenté. 
 getSuggestions(String query) :  Le  contenu de  la  zone de  recherche est 
transmis à cette méthode qui retourne un ensemble de résultats (ResultSet). 
Un nombre maximal de 20 requêtes enregistrées commençant par  les  lettres 




3.2.5.2 Surlignage des termes recherchés 
Le surlignage (ou « highlighting ») permet de mettre en évidence chaque occurrence 
des  termes  recherchés  dans  les  résultats  trouvés.  Le  surlignage  est  une  bonne 
pratique,  car  il  permet  à  l’utilisateur  de  voir  réellement  où  dans  le  document  se 
trouvent  les  termes  saisis  dans  la  barre  de  recherche,  augmentant  l’utilisabilité 
d’une application. [33] 
Dans le cas d’un moteur de recherche affichant un extrait du contenu au‐dessous de 
chaque  résultat,  le  surlignage  n’est  pas  qu’une  question  de mise  en  forme.  Il  faut 













Highlighter h = new Highlighter( 
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Globalement, les étapes sont les suivantes : 
 Il faut tout d’abord déterminer quel analyseur utiliser. Comme indiqué dans la 
section  3.2.4  en  page  17,  un  analyseur  spécifique  est  utilisé  durant 
l’indexation. Cet analyseur possédant des propriétés spécifiques à la langue du 
document, il faut absolument utiliser le même dans la recherche de fragments 








le  nombre  de  caractères  maximal  à  analyser.  Cela  permet  d’éviter  des 
ralentissements  dus  à  des  documents  de  plusieurs  centaines  ou  milliers  de 
pages. 







3.2.5.3 Galeries d’images interactives 
Afficher  les  images  d’un  document  sous  forme  de  galerie  dynamique  possède  2 
avantages.  Premièrement,  l’expérience  est  assez  ludique  grâce  aux  animations  et 
transitions.  De  plus,  les  images  sont  mises  en  valeur  (occupation  maximale  de 
l’espace disponible). Deuxièmement,  l’utilisateur  reste  sur  la  page de  recherche  et 
n’a  donc  pas  besoin  de  faire  des  aller‐retours  entre  une  page  de  visualisation 
d’images et la page des résultats de recherche. 
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Pour  éviter  un  surnombre  de  requêtes  Ajax  pour  chaque  clic  sur  une  image,  un 
tableau  Javascript  de  toutes  les  images des documents  trouvés  est  généré du  côté 
serveur durant la construction de la page. C’est une des rares fois où la génération 














                            
jQuery("a[rel^='imagegroup']").click(function(){ 








 La  première  instruction  Javascript  gère  le  clic  sur  le  lien  « View  Image 
Gallery »  située  au  bas  de  chaque  résultat.  La  méthode  fancy  n’est  pas  un 
appel  direct  à  la  librairie  Fancybox,  car une petite  gestion du  lien  cliqué  est 
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3.3 Processus global 
Une  majeure  partie  de  ce  travail  a  consisté  en  la  réalisation  du  processus 





3.3.1 Identification des fichiers à traiter 
Avant  toute  extraction  ou  indexation,  la  première  étape  consiste  à  explorer  le 
partage  réseau Windows  indiqué  (voir  section  3.5.1  p.  44)  afin  de  constituer  une 
liste des fichiers à traiter. 








Théoriquement,  l’extraction  devrait  également  fonctionner  avec  des  documents 
Office  2010  puisqu’ils  utilisent  le même  format  de  fichier  qu’Office  2007, mais  la 
version  finale  de  ce  logiciel  n’étant  pas  encore  disponible  au  début  de  ce  travail, 
aucune garantie n’est  faite compte au bon  fonctionnement de  l’extraction avec ces 
documents. 
3.3.1.2 Protection de données confidentielles 
Les auteurs des documents doivent pouvoir garantir  la confidentialité des données 
qu’ils  ne  souhaitent  pas  voir  publiées  dans  le  cadre  de  l’application Web.  Pour  ce 
faire,  il  suffit  à  l’auteur  de  placer  un  fichier  nommé  « _noindex.txt »  dans  un 
répertoire.  Ce  répertoire  et  tous  ses  sous‐répertoires  seront  alors  exclus  du 
processus d’exploration. 
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3.3.1.3 Déroulement de l’identification 
Pour  constituer  la  liste  des  fichiers  à  traiter,  une  méthode  récursive 
getFilesFromDir  va  explorer  et  analyser  chaque  dossier  et  sous‐dossier  du 
partage. 
La méthode prend 3 paramètres : Un objet SmbFile pouvant représenter un fichier 
ou  un  répertoire,  un  niveau  de  profondeur  (permet  de  limiter  la  profondeur  de 






 Récupération  de  la  liste  des  fichiers  du  répertoire  courant  à  l’aide  de  la 
méthode listFiles. Un  filtre de noms de  fichier est  fourni à cette méthode 
afin de  limiter  les  fichiers retournés aux  types supportés  (ce  filtrage se base 
sur un tableau d’extensions de fichier acceptées). 





répertoire  a  été  sélectionné  pour  extraction  ou  non  par  l’utilisateur  (ce 
contrôle n’est effectué qu’au premier niveau de l’exploration). 











Par  contre,  les  fichiers  Office  97‐2003  et  PDF  sont  des  formats  propriétaires 
complexes qui n’ont pas de structure directement lisible et interprétable. 
Grâce  à  Tika,  cette  complexité  est  totalement  masquée  et  l’utilisateur  n’a  qu’une 
seule commande à utiliser pour tous les types de fichiers. 
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 Définition  du  nom  de  l’auteur  par  rapport  au  nom  du  répertoire  du  fichier 
(chaque  auteur  possède  son  répertoire  personnel  sur  le  partage  réseau).  La 
section  3.7  p.  63  fournit  une  explication  de  la  raison  pour  laquelle  le  nom 
d’auteur n’est pas récupéré dans les métadonnées du fichier. 
 Copie  du  texte  du  fichier  vers  un  répertoire  du  serveur  (ces  fichiers  texte 
seront utilisés durant l’extraction des connaissances). 
 Création d’un objet InformationToIndex  contenant  toutes  les  informations 
sur le fichier courant (chemin du fichier, contenu, auteur) et ajout de cet objet 
à une liste d’informations à indexer. 
3.3.3 Extraction des images 






Le  « design  pattern44 »  nommé  « Stratégie »  a  été  utilisé  dans  la  conception  du 
modèle de ces classes. De cette manière, l’ajout de nouvelles stratégies d’extraction 
pour d’autres types de fichiers est facilité. En effet, le but de ce pattern est de définir 
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La  classe  ImageExtractor  contient  les  méthodes  principales  d’extraction :  copie 
des  images  sur  le  serveur,  suppression  d’images  non  désirées  et  création  de 
miniatures.  De  plus,  elle  contient  une  référence  vers  un  objet  de  type 
ImageExtractionStrategy. Cette classe abstraite contient les éléments communs 
à  toutes  les  stratégies  d’extraction,  c’est‐à‐dire  une  liste  d’images  extraites  et  une 
méthode pour créer  le répertoire de destination des  images extraites. De plus, elle 
contient  la  méthode  abstraite  extractImagesToDestination  qui  doit  être 
implémentée par toutes les stratégies d’extraction concrètes. 
Chacune  des  stratégies  concrètes  (Word,  Excel,  PDF,  etc…)  va  donc  pouvoir 
déterminer une façon spécialisée d’obtenir les images du document en cours. 
3.3.3.1 Suppression des images non désirées 
Certaines règles métier ont été définies pour déterminer quelles images doivent être 
conservées.  Afin  d’éviter  d’implémenter  ces  règles  dans  chaque  stratégie 
d’extraction, un  filtrage est effectué au niveau de  l’objet ImageExtractor après  la 
copie des images pour supprimer celles qui ne correspondent pas à ces règles. 
Les règles définies dans l’application sont : 




rapport  entre  la  longueur  et  la  largeur  dépasse  une  certaine  valeur  (4  dans 









recherche,  et  ce pour 2  raisons. Premièrement,  une  image de grande  taille  réduite 
par une règle CSS ou directement dans la balise HTML sera déformée et ne sera pas 
nette. La Figure 15 en page 27 illustre ce problème. 
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Figure 15 ‐ Image non redimensionnée (gauche), redimensionnée (droite)45 





méthodes  pour  redimensionner  des  images  en  Java,  mais  celle  qui  fournit  les 




3.3.3.3 Stockage des images 
Les  images  tout  comme  les  miniatures  sont  stockées  dans  des  répertoires 
spécifiques  sur  le  serveur.  Afin  de  simplifier  l’enregistrement  et  le  nommage  des 
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Figure 16 ‐ Structure du partage réseau (gauche) & répertoire d'images (droite) 
Chaque  document  contenu  dans  le  répertoire  d’origine  se  transforme  donc  en 
répertoire  homonyme  dans  les  emplacements  d’images  et  de  miniatures.  Ces 
répertoires  contiennent  à  leur  tour  les  images  du  document  concerné  (ou  leur 
version miniaturisée). 
Cette  méthode  a  l’avantage  d’être  facile  à  implémenter.  Il  est  inutile  de  gérer  les 
doublons des noms de document (2 documents de même nom ne pourront  jamais 
être situés dans le même répertoire) et il n’est pas nécessaire de sauvegarder dans 
un  fichier  ou  une  base  de  données  la  liste  des  images  correspondant  à  chaque 
document. 
Le  seul  point  qui  mérite  une  attention  particulière  est  la  présence  de  caractères 
spéciaux dans les noms des fichiers ou des répertoires (lettres accentuées, espaces, 
ponctuation, etc…). 










explique  dans  les  grandes  lignes  ce  qu’est  l’indexation  et  comment  fonctionne 
Lucene. La Figure 17 p. 29 décrit les fonctionnalités de Lucene et leur étendue. Elle 
est inspirée d’une figure disponible dans le livre « Lucene in Action » [31]. 
L’aspect  le  plus  important  de  cette  figure  est  la  séparation  des  responsabilités : 
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Il  est donc du  ressort de  l’application de  récolter  les données à partir de diverses 
sources (bases de données, fichiers, pages web, etc…) ainsi que de gérer l’interaction 




3.3.4.1 Qu’est-ce que l’indexation ? 
La recherche de documents contenant un ou plusieurs termes donnés est un concept 
pointu.  Une  première  approche  naïve  serait  de  parcourir  de manière  séquentielle 
chaque document à la recherche du ou des termes. Les deux problèmes majeurs de 




documents  en  un  format  permettant  une  recherche  rapide,  ce  qui  élimine  le 
problème de  la  lecture séquentielle. Les documents transformés sont alors stockés 
dans une structure de données que l’on nomme « index ». 
Cet  index  fournit un accès aléatoire  rapide,  c’est‐à‐dire que  l’ordre des documents 
n’a pas d’impact et que la quantité de documents a un impact moins prononcé que 
dans la première approche. 
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Lucene  utilise  un  index  inversé,  c’est‐à‐dire  qu’au  lieu  de  stocker  pour  chaque 
document  la  liste  des  mots  qu’il  contient,  il  stocke  une  liste  des  mots  avec  pour 

















créer  un  nouvel  index  ou  d’ajouter  des  documents  à  un  index  existant.  L’écriture 
étant  la  seule  opération  possible  avec  cette  classe,  il  n’est  donc  pas  possible 
d’effectuer de lecture ou de recherche à l’aide de l’IndexWriter. [31] 
 Directory 
Une  instance  de  la  classe  abstraite  Directory  est  fournie  au  constructeur  de 
l’IndexWriter afin de lui indiquer où stocker l’index. Comme il a été précisé dans la 
section  3.3.4.1  p.  29,  la  plupart  des  applications  définissent  un  répertoire  sur  un 
disque dur pour le stockage.  
La sous‐classe de Directory nommée FSDirectory est prévue à cet effet. Il existe 
également  une deuxième  sous‐classe  de Directory  permettant  de  stocker  l’index 
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dans  la  mémoire  vive  (RAM48)  de  l’ordinateur  (RAMDirectory).  Cette  alternative 
fournit  des  avantages  en  termes  de  performances  (vitesse  d’indexation  et  de 
recherche),  mais  n’est  pas  prévue  au  stockage  permanent  des  données.  Si 
l’ordinateur s’éteint, l’index est tout simplement perdu. [31] 
La  performance n’étant  pas  l’aspect  le  plus  important  dans  ce  travail,  la  première 
solution (la plus utilisée) a été choisie. 
 Analyzer 
Le  concept de base de  l’analyseur  a  été  expliqué dans  la  section 3.2.4  en page 17, 
mais  quelques  spécificités  supplémentaires  méritent  d’être  détaillées.  Plusieurs 
implémentations  concrètes  de  la  classe  abstraite  Analyzer  sont  fournies  avec 
Lucene. Voici celles qui sont utilisées dans le cadre de ce travail : 
 StandardAnalyzer ‐ L’analyseur le plus complexe faisant partie du cœur de 
Lucene.  Il  transforme les  lettres en minuscules et élimine un bon nombre de 
« stop words » anglais. De plus, il est capable de reconnaître et préserver une 
multitude de données  telles que :  abréviations,  noms d’entreprises,  adresses 
e‐mail,  noms  d’hôtes,  nombres,  mots  avec  apostrophe,  numéros  de  série, 
adresses IP, etc… 
 FrenchAnalyzer ‐  Implémentation fournie par  la communauté adaptée à  la 
langue  française  (« stop  words »  français,  règles  de  stemming  particulières, 
etc…) 
 GermanAnalyzer ‐  Mêmes  caractéristiques  que  le  FrenchAnalyzer,  mais 
adapté à l’allemand. 
 IIGAnalyzer ‐  Analyseur  personnalisé  utilisé  pour  l’extraction  de 




Un  objet Document  est  une  collection  d’objets  de  type Field.  Un Document  peut 
représenter n’importe quelle source de données : e‐mail, page web, enregistrement 
d’une base de données, document Word, chapitre d’un livre, etc… La source importe 
peu,  car  Lucene  gère  uniquement  du  texte  (objets  Java  de  type  String).  C’est  le 
travail du développeur de transformer sa source de données en texte exploitable par 
Lucene. 
Les  champs  (Field)  du  document  représentent  le  contenu  du  document  ou  des 
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Spécifie  si  le  champ  est  stocké  dans  l’index.  Le  fait  de  stocker  un  champ  signifie 






Les  « term  vectors »,  ou  vecteurs  de  termes,  sont  des  informations  concernant  la 
fréquence  d’apparition  de  chaque  terme  dans  le  contenu  d’un  champ.  Ils  peuvent 
être stockés si besoin. 
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Analysé  Indexé  Stocké  Exemples d’utilisation 





       (     )51  Titre et contenu d’un document 
Tableau 1 ‐ Exemples de configurations d'un champ dans Lucene 
3.3.4.3 Implémentation de l’indexation 
Cette  section  explique  la  manière  dont  les  différentes  classes  Lucene  décrites 
précédemment sont utilisées dans le cadre de cette application. 
 Champs utilisés 









        fileaddress  Chemin complet du fichier 
        abstracttext  Extrait du document 
        language  Langage du document 
           filename  Nom du fichier 
        author  Auteur du document 
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 Les  champs  qui  peuvent  faire  l’objet  d’une  recherche  partielle  (auteur  du 
document).  L’utilisateur  peut  saisir  uniquement  le  prénom  ou  le  nom  de 
famille de l’auteur : le champ doit donc être analysé.  
 Le champ principal (contenu) qui fera l’objet de la majorité des recherches. Le 
contenu est  stocké en plus d’être  indexé afin de permettre  le  surlignage des 
termes recherchés (voir section 3.2.5.2 p. 20). De plus, les vecteurs de termes 
sont  conservés  pour  la  fonction  de  recherche  de  documents  similaires  (voir 
section 3.5.2.4 p. 49). 
 Stockage de l’index 
L’index est stocké dans un répertoire du serveur à l’aide de la classe FSDirectory. 




elle  est  disponible  au  niveau  du  contexte  de  l’application.  Cela  signifie  que  cette 
instance unique est accessible par toutes les autres classes de l’application. Qui plus 
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La gestion de  l’IndexWriter au  fil de  l’application consiste en quelques méthodes 






















donc  été  fixée  à  un  nombre  beaucoup  plus  élevé  afin  d’assurer  l’indexation 
complète des documents. 
 La  liste  des  informations  à  indexer  est  parcourue  et  chaque  information  est 
ajoutée à l’index (voir Extrait de Code 6 p. 35). 
 La méthode commit  permet  de  valider  tous  les  changements  effectués  dans 
l’index  (ajout  /  suppression  de  documents,  optimisations,  etc…)  afin  de  les 
rendre  visibles  aux  lecteurs  d’index  IndexReader  et  de  permettre  la 




Document doc = this.getDocument(); 
Analyzer analyzer = 
AnalyzerDetermination.determineAnalyzerToUse(doc); 
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3.3.5 Extraction de la connaissance 
Cette  étape  n’est  en  réalité  pas  directement  liée  à  la  fin  de  l’indexation  des 
documents  comme  pourrait  le  faire  croire  le  déroulement  du  processus  global  de 
l’application  Web,  car  l’extraction  va  se  baser  sur  le  texte  contenu  dans  les 
documents  extraits,  qui  a  été  sauvegardé  dans  un  répertoire  du  serveur  durant 
l’étape d’extraction (voir section 3.3.2 en page 24). 
Tout comme pour  l’indexation, une petite partie théorique présentant  les concepts 
et  les  outils  utilisés  dans  l’application  précède  l’explication  technique  de 
l’implémentation. 
3.3.5.1 Collocations & N-grammes 









qu’un  thé  est  généralement  plutôt  décrit  comme  étant  « fort »  plutôt  que 





différentes.  Par  contre,  la  combinaison  des  deux  termes,  « recherche 
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 N-grammes 












3.3.5.2 Algorithme LLR 
L’algorithme  LLR57  permet  d’identifier  des  collocations  dans  un  ensemble  de  n‐
grammes.  Il  s’agit de  l’algorithme  implémenté par  la  librairie Mahout. Un score de 
log‐likelihood  (ou  « vraisemblance  logarithmique »)  est  calculé  pour  chaque 
collocation,  indiquant  son  utilité  relativement  à  d’autres  combinaisons  trouvées 
dans  le  texte.  Les  collocations  obtenant  les  scores  les  plus  élevés  seront  donc 
normalement les plus intéressantes. [42] 
Le  calcul  du  score  se  base  sur  deux  événements,  A  et  B,  correspondant  aux  deux 
termes d’un bigramme. Un compte est ensuite fait du nombre d’occurrences où les 
deux  mots  apparaissent  côte  à  côte,  du  nombre  d’occurrences  où  chaque  terme 
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Nous constatons que cet algorithme n’est adapté qu’à des bigrammes. Actuellement, 









 Transformation  des  fichiers  textes  en  fichiers  de  séquence  utilisables  par 
Mahout 
 Extraction des collocations 
 Transformation  des  fichiers  de  collocations  en  un  format  lisible  par  un 
programme Java 
L’extraction  des  collocations  se  fait  de  manière  individuelle,  c'est‐à‐dire  que  le 
processus d’extraction sera répété pour chaque auteur. 
 Transformation des fichiers texte en fichiers de séquence 
Mahout ne peut pas travailler sur des fichiers texte directement. Il  faut d’abord les 
transformer  dans  un  format  spécial  compréhensible  par  Mahout :  les  fichiers  de 
séquence. 
La  classe SequenceFilesFromDirectory  fournit  la possibilité de  transformer  les 
fichiers textes contenus dans un répertoire en fichiers de séquence. [44] L’Extrait de 
Code 7 p. 38 montre l’instruction permettant de le faire. 
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 Extraction des collocations 




C’est  la  classe SparseVectorsFromSequenceFiles qui  fournit  cette  fonctionnalité. 
[42] L’Extrait de Code 8 en p. 39 explique son fonctionnement. 
//Create collocation files 
SparseVectorsFromSequenceFiles.main(new String[]{ 
   "-i", "...", 
   "-o", "...", 
   "--minDF", 2, 
   "--maxDFPercent", 60, 
   "--maxNGramSize", 3, 
   "--analyzerName", 
ch.hesso.tb.rogerschaer.indexing.IIGAnalyzer, 






 minDF  ‐  fréquence  d’apparition  minimale  d’un  n‐gramme  (par  document) : 
permet d’éliminer des termes apparaissant un nombre insuffisant de fois dans 
les documents 
 maxDFPercent  ‐  fréquence  d’apparition  maximale  d’un  n‐gramme en 









 Transformation des données de collocation en format texte 
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//Transform sequence file to text file 
SequenceFileDumper.main(new String[]{ 
"--seqFile", "...", 










3.3.5.4 Transformation des données de Mahout au format JSON58 
Le fichier texte récupéré à partir de l’étape précédente ne peut être utilisé tel quel. 





 Lecture & Filtrage des n-grammes 
Le fichier mahout est  lu  ligne par  ligne, puis  la  ligne est séparée en ces différentes 
composantes  (n‐gramme  et  score).  Le  n‐gramme  est  ensuite  soumis  à  plusieurs  
tests  de  filtrage  secondaires  permettant  de  réduire  le  nombre  de  résultats  non 
pertinents : 
 Le n‐gramme n’est pas un unigramme (contient un espace au minimum) 
 Le  n‐gramme  ne  doit  contenir  que  des  lettres  et  des  espaces :  les  valeurs 
numériques sont éliminées. 
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 Le  n‐gramme  ne  débute  ou  ne  se  termine  pas  par  un  mot  très  court  (2 
caractères ou moins). Ceci permet de filtrer certains n‐grammes débutant par 
un mot qui est potentiellement un « stop word », mais n’a pas été inclus dans 
la  liste  des  « stop  words »  de  l’analyseur.  Exemple :  le  n‐gramme  « de 
recherche ». 
 Le n‐gramme ne  fait  pas  partie  de  la  liste  de  termes  supprimés par  l’auteur 
(voir section 3.5.5 p. 53). 
Si le terme remplit toutes les conditions, il est ajouté à la liste des termes conservés. 
Une  fois  cette  liste  complète,  elle  est  triée  à  l’aide  d’un  objet  Comparator  Java 
personnalisé  nommé  CollocationScoreComparator.  Cette  classe  contient  une 
méthode compare permettant de définir un tri personnalisé (dans notre cas, le tri se 
rapporte au score du n‐gramme et doit être décroissant). 
 Génération des fichiers JSON 
JSON est un format de données standardisé très compact qui permet facilement de 
stocker des informations. La plupart des visualisations de données utilisées dans le 
cadre  de  ce  travail  nécessitent  une  source  de  données  au  format  JSON.  C’est 
pourquoi il a été sélectionné comme format pour toutes les données générées. 
Le  processus  de  conversion  est  plutôt  long,  mais  les  étapes  principales  sont  les 
suivantes : 




 Une  fois  toutes  les données des  auteurs disponibles,  la  liste des professeurs 
par  n‐gramme  est  examinée  afin  d’établir  les  connexions  entre  les  auteurs 
possédant  des  n‐grammes  communs.  Ces  connexions  sont  ensuite  insérées 
dans l’objet JSON de chaque auteur. 
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 Génération du fichier pour la visualisation MooWheel 
La visualisation MooWheel  (décrite dans  la  section 3.6.5  en page 61) nécessite un 
format  de  données  particulier.  C’est  pourquoi  toutes  les  informations  récoltées 
durant  l’étape précédente  (la  liste d’auteurs par mots‐clés,  la  liste des n‐grammes 
par auteur avec leur pondération ainsi que la liste des objets JSON des auteurs) sont 
réutilisées et reformatées afin de correspondre à la structure requise. 









                  ["hee",1],["rua",1],["muh",1],["boi",5], 
                  ["opensource",4] 




Notons  qu’une nouvelle  information  est  incluse  dans  ce  fichier.  Le  champ  « type » 
permet  de  différencier  les  éléments  de  type  « professor »  (correspond  à  l’auteur) 
des  éléments  de  type  « keyword »  (n‐grammes).  Cette  distinction  est  faite  pour 
permettre une distinction visuelle et comportementale de ces deux types d’éléments 
dans la visualisation. 
3.4 Architecture de l’application Web 
L’application  est  exécutée  sur  un  serveur  d’applications  Glassfish  et  utilise  de 
nombreuses  technologies  et  concepts  différents.  La  Figure  21  p.  43  dresse  un 
panorama des divers éléments auxquels accède l’application Web. 
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 Divers  fichiers  JSON  pour  les  visualisations  et  les  pages  de  présentation  de 
données (profils d’auteurs, par exemple). 
Les pages Web au format JSF sont structurées de la manière suivante : 





sont  une  source  de  données  pour  certains  éléments  visuels  des  pages  JSF 
(tableaux,  listes  déroulantes,  etc…).  Elles  gèrent  également  les  actions 
effectuées  par  l’utilisateur  sur  les  pages  (clics  sur  des  boutons  ou  des  liens 
tout particulièrement). 
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 Fonctions  JavaScript  et  appels  Ajax  pour  l’interactivité  côté  client.  Certains 
scripts  ajoutent  des  effets  spéciaux  visuels  à  la  page  (coins  arrondis, 




donc  utilisées  en  premier  lieu  en  conjonction  avec  des  requêtes  Ajax,  qui  ne  sont 
rien d’autre que des requêtes HTTP envoyées dynamiquement à partir du client. 
3.5 Pages Web de l’application 
Cette section passe en revue  les différentes pages de  l’application et présente  leur 
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3.5.1.2 Zone de sélection des sous-répertoires 
Dans  le  cas  où  le  chemin  indiqué  dans  la  zone  de  texte  est  valide,  le  Servlet  de 
contrôle  renvoie  une  liste  des  sous‐répertoires  contenus  dans  le  partage. 
L’utilisateur a ensuite le choix de définir quels répertoires inclure dans le processus 
global. 
3.5.1.3 Barres de progression dynamiques 
Une  fois  que  l’utilisateur  a  démarré  le  processus  en  cliquant  sur  le  bouton 
correspondant,  des  requêtes  Ajax  sont  envoyées  à  intervalles  réguliers  afin  de 
s’informer  sur  le  progrès  de  l’étape  en  cours.  C’est  encore  une  fois  à  l’aide  d’un 
Servlet  que  cette  information  est  récupérée.  Le  Servlet  reçoit  les  requêtes  et 
interroge la classe Java utilisée dans l’étape courante. 
En  effet,  toutes  les  classes  faisant  partie  du  processus  global  contiennent  une 
variable « progress » mise à jour durant l’exécution du processus. Le degré de détail 
du progrès  dépend de  l’étape.  Voici  un  résumé des  informations disponibles  pour 
chaque étape : 
 Identification  des  fichiers  à  traiter :  La  méthode  d’exploration  étant 
récursive, le nombre total de répertoires à explorer n’est pas connu d’avance. 




 Indexation :  Le  processus  d’indexation  dispose  de  la  liste  d’informations  à 
indexer renvoyée par l’étape d’extraction du texte. A l’aide de cette liste, il est 
possible de mesurer de manière précise le progrès de cette étape. 
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 Extraction  de  la  connaissance :  C’est  l’étape  la  plus  difficile  à  évaluer.  Le 
processus d’extraction en lui‐même est effectué par une classe externe et il n’a 





multitude  de  composants  visuels  riches  et  simples  à  utiliser  (onglets,  calendrier, 
fenêtres de dialogue, etc…), ainsi que des effets visuels. 
3.5.2 Recherche de documents 
La  recherche  de  documents  est  une  partie  importante  de  l’application.  Cette  page 
interagit  avec  de  nombreux  éléments  dont  l’index  Lucene  et  la  base  de  données 










page  est  liée  à  une  classe  nommée  TextSearchController  qui  gère  tous  ses 
éléments.  Ceci  est  un  peu  différent  du  reste  de  l’application,  où  une  classe  Java 
spécifique  est  créée  pour  chaque  page.  Dans  ce  cas,  la  classe 
TextSearchController est utilisée par plusieurs pages différentes qui nécessitent 
certaines des mêmes fonctionnalités. 
La  zone  de  recherche  a  déjà  été  détaillée  dans  la  section  3.2.5.1  en  page  19.  Le 
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3.5.2.2 Fonctionnement de la recherche 
Une  fois  une  requête  entrée  et  le  bouton  de  recherche  cliqué,  le  traitement  est 
délégué  au  contrôleur  TextSearchController.  Ce  dernier  utilise  un  objet 
IndexSearcher afin de récupérer les résultats de la recherche dans l’index Lucene. 




documents = performSearchWithParser( 
new QueryParser(Version.LUCENE_30,  
 field,  









La méthode performSearchWithParser  contient  le code détaillé de  la recherche. 
Elle est détaillée ci‐après (p. 48). Elle prend en paramètre un objet QueryParser et 
l’objet IndexSearcher qui accède à l’index Lucene.  
Le QueryParser  interprète  la  chaîne  de  caractères  saisie  par  l’utilisateur  pour  la 




 Recherche de documents dans plusieurs langues 
Un  document  ne  peut  dans  certains  cas  être  retrouvé  qu’à  l’aide  de  l’analyseur 
utilisé  durant  son  indexation.  Ceci  est  dû  en majeure  partie  au  « stemming »,  qui 
raccourcit les mots pour en conserver uniquement la racine. 
C’est pour cette raison que  la recherche est effectuée à  trois  reprises pour obtenir 
les documents dans  toutes  les  langues  (anglais,  français  et  allemand).  La méthode 
insertDocumentsIntoGlobalCollection  permet  de  gérer  les  doublons  dans  le 
cas ou le même document serait trouvé plusieurs fois avec les différents analyseurs. 
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 Méthode performSearchWithParser 
Cette  méthode  effectue  la  recherche  dans  l’index  et  récupère  les  résultats  (voir 
Extrait de Code 12 p. 48). 
searchQuery = parser.parse(getSearchString()); 
 




ScoreDoc[] hits = collector.topDocs().scoreDocs; 
 
for (int i = 0; i < hits.length; i++) { 







 À  l’aide  de  l’objet  QueryParser  passé  en  paramètre,  la  chaîne  de  recherche 
(récupérée par getSearchString()) est transformée en objet Query. 
 Un collecteur de  résultats TopScoreDocCollector  est  créé. Celui‐ci permet 
de  récupérer  les meilleurs  résultats  de  la  recherche  (par  tri  décroissant  du 
score attribué par l’IndexSearcher). Il est possible de lui indiquer un nombre 
maximal de résultats à récupérer. [46] 
 La  méthode  search  effectue  la  recherche  à  proprement  dire  (dans  l’index 
Lucene). 
 Un  tableau  des  meilleurs  résultats  est  récupéré  à  partir  du  collecteur  de 
résultats. 
 Chaque  entrée  de  ce  tableau  est  ajoutée  à  la  liste  des  documents  qui  seront 
affichés dans la page Web. 
3.5.2.3 Structure de la page (résultats) 
Une  fois  la  liste des  résultats à afficher établie,  il  est  temps de  les  afficher dans  la 
page Web. Le composant JSF <t:dataTable> est parfait dans ce genre de situations, 
puisqu’il  permet  de  lier  une  collection  de  données  dans  le  code  Java  à  un  tableau 
HTML dans  la page Web.  Il  suffit  ensuite de décrire  la  structure d’un  seul  résultat 
(nombre  de  colonnes,  contenu,  style,  etc…)  et  toutes  les  lignes  du  tableau  seront 
automatiquement générées. La Figure 25 p. 49 donne un aperçu des résultats d’une 
recherche. 
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Figure 25 ‐ Résultats de recherche 














3.5.2.4 Recherche de documents similaires 
Une fonctionnalité de recherche de documents similaires avait déjà été implémentée 
dans  le  travail  de  M.  Eggel.  Cette  dernière  effectuait  simplement  une  nouvelle 
recherche sur la base de l’extrait du document. 





3 - Résultats  50 
Travail de bachelor 2010 - HES-SO Valais  Roger Schaer 
URL similarURL = new URL(similarTextFilename); 
         
MoreLikeThis mlt = new MoreLikeThis(indexReader); 





Query query = mlt.like(similarURL); 
Extrait de Code 13 ‐ Recherche de documents similaires 
Voici une description des étapes : 
 Un  objet  URL  est  créé  sur  la  base  du  chemin  du  fichier  pour  lequel  des 
documents similaires doivent être trouvés. 
 Un objet MoreLikeThis  est  créé  (l’IndexReader  lui est passé en paramètre 
car il nécessite un accès en lecture sur l’index Lucene) 
 Les propriétés de l’objet sont définies. La première opération setFieldNames 
définit dans quels  champs du document  la  comparaison doit être  faite  (dans 
notre cas, la similarité est comparée au niveau du contenu du document). 









3.5.3 Recherche de mots-clés 
Le projet étant axé sur la recherche d’experts, cette page a été créée afin de faciliter 
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Des requêtes Ajax qui vont interroger un Servlet sont envoyées à chaque frappe de 
touche de l’utilisateur (à partir de 2 caractères pour des raisons de performance).  








3.5.4 Profil d’auteur 
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Figure 28 ‐ Page de liste d'auteurs 








La  page  utilise  le    même  contrôleur  TextSearchController  que  la  recherche 
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3.5.5 Profil d’auteur - mode administrateur 
Le profil d’auteur a également un mode administrateur permettant  la  suppression 
de  mots‐clés  non  désirés.  L’auteur  doit  tout  d’abord  se  connecter  avec  un  nom 




Une  fois  connecté,  le  profil  d’auteur  est  légèrement  différent :  des  liens  de 
suppression  s’affichent  à  côté  de  chaque  terme  (voir  Figure  31  p.  53).  Une  petite 





Les  mots‐clés  supprimés  sont  conservés  dans  une  liste  individuelle  pour  chaque 
auteur  et  ne  seront  plus  pris  en  compte  lors  d’indexations  suivantes.  Cette 
fonctionnalité est assez importante compte tenu du fait que les mots‐clés extraits de 
manière automatisée ne seront probablement jamais pertinents à 100%. 
3.5.6 Page de mot-clé 
Tout comme pour les auteurs, il peut être intéressant de découvrir des détails sur un 
mot‐clé donné. C’est pourquoi deux moyens sont fournis pour accéder à une page de 
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fichier  d’auteurs  par  mot‐clé  enregistré  durant  la  phase  d’extraction  de 
connaissances. 
3.6 Visualisation des données 
La  visualisation  des  données  est  un  aspect  important  de  la  gestion  des 
connaissances mais elle est difficile à mettre en place. La visualisation nécessite un 
mélange du domaine créatif (côté visuel) et du domaine scientifique (côté données), 





mots‐clés »),  qui  sont  très  populaires  depuis  l’apparition  du Web  2.0  et  des  sites 
collaboratifs. [50] 
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Plusieurs librairies ont été implémentées durant ce travail pour trouver des moyens 
de visualisation intéressants. Les composants testés incluent : 








3.6.1 Tag Cloud animé (Javascript) 
Ce Tag Cloud60 (le premier essai de création d’une visualisation) utilise Javascript et 
l’élément HTML5 <canvas>,  qui  permet  de  dessiner  des  formes  ou  du  texte  dans 
une zone et d’effectuer des  transformations graphiques  telles que des  translations 
ou des rotations. 
Au niveau des données, ce premier exemple est simplement une collection de mots‐
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Le Tag Cloud est organisé dans une sphère rotative donnant l’illusion d’être en trois 




en une certaine  surcharge visuelle et  rend difficile  la  recherche d’un  terme précis. 
Par  contre,  il  peut  être  intéressant  de  simplement  observer  la  sphère  qui  tourne 
pour tenter de repérer un terme intéressant. 
3.6.2 Tag Cloud animé (Flash) 
Après la réalisation du premier Tag Cloud, mon professeur responsable, M. Müller, 
m’a  indiqué  une deuxième  solution  semblable, mais  possédant  des  fonctionnalités 
plus  avancées.  Il  s’agit  de  WP‐Cumulus61  qui  était  initialement  un  plugin  pour 
Wordpress, un système de blogs très populaire. Le créateur du plugin, Roy Tanck, a 
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Il  devient  rapidement  apparent  que  cette  solution  est  supérieure  à  la  première. 
Chaque mot‐clé peut être personnalisé en termes de taille du texte et de couleur. De 
plus, une différenciation automatique de couleur est faite entre les termes de grande 
taille  (grande  importance)  et  les  termes  d’une  plus  petite  taille  (importance 
moindre).  L’animation  est  également  beaucoup plus  fluide,  ce  qui  provient  du  fait 
que Flash est  conçu spécialement pour  le développement d’animations  complexes, 
alors que Javascript et HTML ont d’autres objectifs. 
Au niveau des données, ce Tag Cloud recréé la structure du site de l’institut63 dans le 
but  éventuel  d’être  intégré  à  la  page  d’accueil  de  ce  site  afin  de  la  rendre  plus 






C’est  pourquoi d’autres  visualisations ont  été  recherchées,  permettant d’avoir  une 
vue d’ensemble de tout l’institut (auteurs et connaissances / mot‐clés). 
Un  MindMap  semble  être  idéal  pour  l’affichage  de  liens  entres  des  concepts.  Un 
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Comme il est indiqué dans la légende de la Figure 35, le MindMap possède plusieurs 






Au niveau des  données,  cette  visualisation utilise  la même  collection de mots‐clés 
que  le  Tag  Cloud  Javascript.  L’utilisateur  peut  double‐cliquer  sur  une  case  pour 
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3.6.4 Radius Graph 
Le  MindMap  a  été  sélectionné  pour  ses  fonctionnalités  dynamiques  telles  que  le 
drag&drop  (ou  cliquer‐déplacer)  des  éléments  ou  les  réactions  d’attraction  et  de 
répulsion entre les cases. 
Une visualisation plus sobre mais plus claire a été développée à l’aide de la librairie 
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L’utilisateur a la possibilité de cliquer sur les différents nœuds du graphique afin de 
recentrer  la  visualisation  dynamiquement  sur  l’élément  sélectionné  (comme 
démontré par la Figure 38 p. 60). Il a également la possibilité d’effectuer des zooms 




Les  données  représentées  sont  les  mêmes  que  pour  le  MindMap,  uniquement  la 
disposition  des  éléments  est  différente.  Cette  visualisation  ne  fournit  pas  de 
fonctionnalité  de  liens  hypertextes :  il  n’est  donc  pas  possible  de  rediriger 
l’utilisateur  vers  une  autre  page.  Le  RGraph  fournit  simplement  une  perspective 
intéressante sur une collection de données. 
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3.6.5 MooWheel 
Cette  visualisation,  découverte  en  dernier  lieu,  est  la  plus  complète.  Elle  permet 
d’afficher  des  éléments  et  de  les  interconnecter  à  l’aide  de  liens  pondérés.  La 






bleue  et  sombre).  De  plus,  une  modification  a  été  apportée  au  code  source  de  la 
librairie afin de distinguer les auteurs de documents (en orange) des mots‐clés (en 
blanc). 
Les  liens  sont  évidemment  trop nombreux  pour  distinguer  directement  toutes  les 
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Figure 40 ‐ MooWheel (élément sélectionné) 








Cette  visualisation  étant  la  plus  aboutie,  c’est  également  la  seule  qui  est  créée  à 
partir  de  données  générées  dynamiquement  durant  le  processus  d’extraction  de 
connaissances.  Les  données  sont  stockées  au  format  JSON  et  contiennent  tous  les 
éléments nécessaires  à  la  génération des nœuds et des  liens,  y  compris  le  type de 
nœud pour la différenciation de couleur. 
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3.7 Statistiques de la métadonnée « auteur » 
Tous  les  fichiers  stockés  sur  un  ordinateur  possèdent  en  principe  un  attribut 
« auteur » permettant de définir  le  créateur d’un document.  Cette métadonnée  est 
parfois complétée par le logiciel utilisé lors de la création du document et se base la 
plupart du temps sur le nom d’utilisateur connecté sur l’ordinateur. 
Le professeur  responsable, M. Müller,  se doutait dès  le départ du  travail que cette 
métadonnée ne pourra certainement pas être stockée dans l’index Lucene à cause de 
son taux de fiabilité présumé être très bas. 
 M.  Müller  souhaitait  donc  obtenir  des  statistiques  plus  précises  par  rapport  à  la 






avec  M.  Müller  (nom  complet  ou  nom  d’utilisateur).  Les  autres  valeurs  sont 
composées  de  chaînes  vides,  de  valeurs  inintelligibles  telles  que  « u6774 »  ou 
« xxx », de noms de personnes autres que M. Müller ainsi que de noms d’utilisateurs 
administratifs tels que « Service Informatique » ou « Administrateur ». 
Cette  statistique  très  révélatrice  explique  l’écrasement  de  la  métadonnée  par  la 
valeur  déterminée  à  l’aide  du  répertoire  dans  lequel  se  trouve  le  document 
(exemple :  le  répertoire  « muh »  correspond  à  M.  Henning  Müller,  tous  les 
documents s’y trouvant lui seront donc attribués). 
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 Le  pourcentage  de  termes  « utilisables »  parmi  les  50  mots‐clés  extraits 
(utilisable  signifiant  qu’il  s’agit  d’un  terme  intelligible,  contrairement  aux 
termes qui peuvent être considérés comme étant du « bruit »). 
4.1.1.1 Correspondance mots-clés fournis / mots-clés extraits 
Il est intéressant de comparer la liste de mots‐clés fournis par M. Müller à celle qui 
est  générée  par  le  processus  d’extraction  des  connaissances.  Le  Tableau  5  p.  65 
présente  les  mots‐clés  fournis  par  M.  Müller  à  gauche  et  les  correspondances 
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Les  résultats  sont  très  satisfaisants  en  considérant  que  parmi  sept  mots‐clés 
sélectionnés  initialement  par  M.  Müller  (les  termes  « software  engineering »  et 
« mobile  search »  ont  été  ajoutés  par  après  pour  compléter  la  liste),  tous  se 
retrouvent de près ou de loin dans les termes extraits de manière automatique. De 
plus,  quatre  de  ces  sept  mots  ont  une  correspondance  exacte,  où  uniquement  la 
langue diffère (ceci est dû au fait que la majorité des documents de M. Müller sont en 
anglais). 
Notons que  les  résultats ne sont de  loin pas aussi positifs pour  les autres auteurs, 
qui n’ont pas pu fournir un catalogue de documents aussi complet et diversifié que 
M. Müller (98 documents). 
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Il  est  donc  clair  que  pour  obtenir  des  termes  pertinents,  il  faut  disposer  de 
nombreux documents, qui représentent bien la diversité des expertises de l’auteur. 
Évidemment,  l’extraction  automatique  est  incapable de déduire des  expertises qui 
ne  sont  pas  mentionnées  dans  les  documents  fournis.  C’est  pourquoi  des  termes 
comme « Analyse et conception » risquent d’être difficiles à extraire, car il s’agit d’un 
terme  général  qui  ne  sera  probablement  pas  mentionné  littéralement  dans  les 
documents. 
4.1.1.2 Pourcentage de termes utilisables 
Parmi les termes extraits, certains n’ont tout simplement pas de réelle signification 
ou  ne  sont  pas  pertinents,  mais  peuvent  difficilement  être  filtrés  de  manière 
automatique. Voici quelques exemples : 
 Nom d’une personne : mis à part  le nom de  l’auteur,  il  est possible que  les 
noms  d’autres  personnes  apparaissent  souvent  dans  les  documents  d’un 
auteur. Il est rarement intéressant de conserver ces noms. 
 Nom  d’un  projet :  Les  projets  auxquels  participent  les  auteurs  peuvent 
apparaître dans la liste des termes extraits. La valeur de cette information est 
plus  subjective,  car  selon  l’auteur  ou  le  projet,  il  peut  être  intéressant  de  la 
conserver.  Généralement,  ces  noms  ne  sont  par  contre  que  rarement  des 
indicateurs d’expertises d’un auteur. 
 Termes  généraux :  Certains  termes  extraits  sont  très  généraux  et  ne 
fournissent  pas  de  valeur  ajoutée.  Des  termes  tels  que  « informatique  de 
gestion »  ne  sont  pas  des  indicateurs  d’expertises  pour  un  institut 
essentiellement axé sur l’informatique de gestion. 
 Termes  « hors  sujet » :  Certains  termes  apparaissent  dans  de  nombreux 
documents mais  n’indiquent  pas  une  expertise.  Le  terme  « advisory  board » 
(ou conseil d’administration) a par exemple été extrait pour M. Müller. 
 N‐grammes  problématiques :  L’inconvénient  d’extraire  des  n‐grammes 
d’une longueur supérieure à deux mots est  l’apparition de redondances. Si  le 
terme  « natural  language  processing »  est  extrait,  les  bigrammes  « natural 
language »  et  « language  processing »  le  seront  également.  Ce  genre  de 
redondance fait partie des termes indésirables. 
Les n‐grammes erronés tirés du milieu d’une phrase sont un autre problème 
que  présentent  les  longs  n‐grammes,  comme  par  exemple  « profiles 
individuals undertaking ». Sorti du contexte de la phrase, ce terme n’a aucune 
signification. 
Pour  les  deux mêmes  auteurs  cités  dans  la  section précédente,  voici  la  statistique 
des mots jugés indésirables parmi la liste des 50 premiers termes extraits : 
 Henning Müller : 14 mots sur 50 (28%) peuvent être jugés indésirables. Cela 
signifie  tout  de  même  que  36  termes  décrivent  de  manière  adéquate  une 
expertise de M. Müller. 




termes  indésirables :  avec  peu  de  documents,  les  chances  sont  meilleures  qu’un 
terme  non‐pertinent  obtienne  un  score  élevé  et  fasse  partie  de  la  liste  des  50 
résultats conservés. 
4 - Conclusions  67 





Les mesures ont  été  effectuées  sur  le  serveur de production de  la HES‐SO, qui  est 
une  machine  virtuelle70.  Les  performances  de  cet  ordinateur  ne  sont  donc  pas 
optimales. 
4.1.2.1 Exécution du processus global 






Les  étapes  d’extraction  des  images  et  de  la  connaissance  éclipsent  totalement  le 
reste  du  processus.  L’extraction  des  images  est  longue  pour  la  raison  suivante :  il 
faut considérer que pour chaque document  traité,  il existe une multitude d’images 
qui doivent  être  extraites,  placées dans un  répertoire,  redimensionnées et  copiées 
dans  leur  forme miniaturisée dans un autre  répertoire du  serveur. L’extraction de 
connaissances  est  longue  car de multiples  itérations  sont  faites  sur  les documents 
afin de trouver des collocations et de filtrer les résultats obtenus. 
4.1.2.2 Recherche 
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recherche  sur  Google.  Évidemment,  cela  ne  signifie  pas  que  l’application  est  aussi 
performante  que  Google,  qui  gère  des milliards  de  données,  mais  cela  permet  de 
confirmer que la durée d’une recherche se situe dans le même ordre de grandeur et 
n’est pas exponentiellement plus longue. 
4.2 Principaux obstacles rencontrés 
Il est inévitable de se heurter à des défis durant un travail de bachelor. La recherche 
de  solutions  a  été  une  partie  importante  de  ce  travail,  qui  traitait  de  concepts, 
d’outils  et  de  technologies  qui  m’étaient  inconnus.  Cette  section  présente  donc 
certains  des  problèmes  majeurs  ou  récurrents  rencontrés  durant  ce  travail.  Des 
problèmes  mineurs  sont  mentionnés  dans  les  rapports  hebdomadaires  qui  se 
trouvent sur le CD joint à ce rapport. 
4.2.1 Documentation de librairies incomplète 
Utiliser une librairie inconnue n’est jamais une tâche aisée. Il est donc capital qu’une 
documentation exhaustive soit fournie ou qu’un forum actif de la communauté soit 
disponible.  Malheureusement,  la  nature  des  librairies  utilisées  a  posé  quelques 
problèmes par rapport à la documentation. 
D’un côté,  la  librairie Mahout est un projet encore très  jeune, ce qui signifie que  la 
documentation  technique  (Javadoc)  est  très  lacunaire.  De  plus,  très  peu 
d’informations par rapport à son fonctionnement sont disponibles sur le site officiel 
du  projet  et  des  recherches  sur Google  ne  rapportent  quasiment  pas  de  résultats. 
L’implémentation  a  donc  été  faite  de  manière  empirique  et  de  nombreuses 
itérations ont été nécessaires avant d’arriver à une solution fonctionnelle. 
De l’autre côté, l’utilisation du projet « Woodstock » pour la création des pages Web 
a  également  été  difficile  par  moments.  Le  projet  ayant  été  abandonné,  très  peu 
d’informations  étaient  disponibles  et  la  plupart  des  résultats  de  recherche  étaient 
des instructions de migration vers la nouvelle solution « ICEfaces ». 
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Beaucoup  de  persévérance  et  de  nombreuses  recherches  Google  ont  finalement 
mené  aux  informations  recherchées  dans  la  plupart  des  cas,  mais  ces  difficultés 
m’ont  fait  réaliser  l’importance  d’utiliser  des  librairies  maintenues  à  jour  et  bien 
documentées, lorsqu’il est possible de le faire. 







au  chargement  des  données  par  Ajax  en  passant  par  l’affichage  du  texte  avec  des 
composants  JSF  et  l’extraction  des  connaissances  avec  Mahout,  des  paramétrages 
ont  dû  être  effectués  à  de  nombreux  niveaux  de  l’application  pour  assurer  la 
conservation de l’encodage de bout en bout. 
4.2.3 Prise en main de JSF 
La  reprise  du  projet  de  M.  Eggel  avait  des  avantages  certains  mais  également 
quelques désavantages. Les  technologies Web  Java  (JSP,  JSF,  Servlets, …) m’étaient 
totalement inconnues avant le début de ce travail. 
De nombreuses heures ont donc été dédiées à  la compréhension de  la philosophie 
de  JSF  ainsi  qu’à  l’étude  du  fonctionnement  des  différentes  librairies  de  balises 
utilisées (Woodstock, Tomahawk, JSTL, JSP, JSF Core, JSF HTML, etc…). 
Il  est  clair  que  la  technologie  JSF  peut  être  extrêmement  puissante  dans  certains 
cas : l’affichage des résultats dans la page de recherche ainsi que la pagination sont 
gérés de manière très élégante, par exemple. Par contre, il était parfois compliqué de 
réaliser  des  éléments  visuels  très  simples,  ce  qui  est  dû  en  partie  au  manque  de 
flexibilité de certains composants graphiques Woodstock. 
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4.3 Respect du cahier des charges 










Deuxièmement,  l’analyse  du  texte  permet  certainement  d’extraire  des 
connaissances  de  manière  plus  fiable.  En  effet,  de  nombreuses  images 
contenues dans les documents sont des graphiques dont  il aurait été difficile 
d’extraire la signification. 
 Analyse  des  similarités  entre  auteurs  au  niveau  des  images :  Cette 
fonctionnalité  dépendant  de  l’indexation  des  images,  elle  a  également  été 
abandonnée. 
De plus, des  fonctionnalités  initialement non prévues ont été ajoutées par  la suite. 
Par exemple, la page de recherche de mots‐clés a été implémentée très tard dans le 
développement  car  elle  a  été  identifiée  comme un  très bon moyen de  trouver des 
personnes possédant une expertise donnée, ce qui était un des objectifs principaux 
du travail. 
4.4 Respect du planning 







Les  phases  ont  été  respectées  d’assez  près,  mais  le  déroulement  était  un  peu 





fait  qu’il  était  initialement  prévu de mettre  à  jour  constamment  la  documentation 
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4.5 Améliorations futures possibles 
Ce  travail  ne  fait  certainement  qu’effleurer  les  possibilités  des  domaines  de  la 









Le  processus  d’extraction  d’images  ainsi  que  l’extraction  de  connaissances  sont 
relativement  longs et pourraient  certainement  être améliorés. Une  limite d’images 
récupérées  par  document  ou  la  détection  de  dimensions  d’images  non  désirables 
(p.ex : dimensions approximatives d’une  feuille A4 pour éliminer  les  lettres, pages 
de magazines, etc…) seraient des moyens d’accélérer l’extraction des images. 
L’utilisation  d’un  serveur  Hadoop,  prévue  normalement  par  la  librairie  Mahout, 
pourrait également améliorer la vitesse d’extraction des connaissances. 
4.5.3 Gestion des connaissances 
La librairie Mahout dispose de nombreux algorithmes pour filtrer une collection de 
données et les fonctions utilisées dans le cadre de ce projet récupèrent bien plus que 
la  liste  des  n‐grammes. Malheureusement,  il  n’a  pas  été  possible  dans  le  temps  à 
disposition d’analyser la structure et l’utilité de tous les fichiers générés. 
Une  amélioration  de  la  pertinence  des  résultats  extraits  serait  donc  certainement 
atteignable. 
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4.6 Conclusion personnelle 
Ce  travail  a  été  une  expérience  particulièrement  enrichissante.  Découvrir  les 
concepts du domaine de  la  gestion des  connaissances  tout  en  travaillant  avec une 
technologie inconnue était un défi motivant à relever. 
J’ai  apprécié  le  fait  que  l’organisation  administrative  du  travail  (gestion  de  projet, 
séances,  etc…)  pouvait  être  structurée  assez  librement  avec  le  professeur 
responsable. Dans notre cas,  le développement était  la priorité, ce qui a permis de 
limiter  la  masse  de  tâches  administratives  à  un  niveau  raisonnable  qui  m’a 
totalement convenu. 
Certaines étapes du projet ont nécessité beaucoup de patience et d’acharnement. La 
recherche  d’un  outil  d’extraction  de  collocations  a  par  exemple  été  longue  et 
exigeante. En effet,  le nombre d’outils est assez restreint et  il n’a pas été simple de 
les  identifier. De plus, une certaine frustration pouvait être ressentie après chaque 




extraits  pour  M.  Müller  m’a  surpris :  je  ne  m’attendais  pas  à  des  résultats  aussi 
pertinents. Les diverses visualisations ont également été intéressantes à découvrir, 
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6.4 Glossaire 
Terme  Signification 
Ajax  Technologie permettant de dynamiser des applications Web 
Collocation  Groupe de mots apparaissent souvent dans un document 
HTTP  Hypertext transfer protocol : Protocole de communication Web 
Indexation  Structuration de données en vue d’un accès rapide en recherche 
Java  Plateforme logicielle et langage de programmation 
JSF  JavaServer Faces : technologie Web Java 
Lucene  Librairie pour le développement de moteurs de recherche 
Mahout  Libaririe permettant l’extraction de collocation 
MindMap  Carte heuristique montrant des liens entre des concepts 
N‐gramme  Groupe de « n » éléments (mots, lettres, etc…) 
Servlet  Classe Java spécialisée traitant des requêtes HTTP 
Tag Cloud  Nuage de mots‐clés  pondérés 
Tika  Librairie d’extraction de texte de documents complexes 
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