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Abstract
In this paper, we determine the singular loci of the irreducible components of certain varities
of complexes. We also verify the conjecture of [3] for the associated Schubert varieties. c© 2000
Elsevier Science B.V. All rights reserved.
MSC: 20G15; 14M15
0. Introduction
Let V1; : : : ; Vh+1 be vector spaces over an arbitrary eld K with respective dimensions
n1; : : : ; nh+1. Let Z be the ane space of all h-tuples of linear maps (f1; : : : ; fh) :
V1
f1!V2 f2!   fh−1! Vh fh!Vh+1: If we endow each Vi with a basis, we get Vi = Kni and
Z = M (n2  n1)      M (nh+1  nh), where M (l  m) denotes the ane space of
matrices over K with l rows and m columns. Let V be the variety of complexes,
namely, the subvariety of Z consisting of f(A1; A2; : : : ; Ah) jAiAi−1 = 0; 2  i  hg. It
is shown in [5] (see also [2]) that each irreducible component of V is isomorphic to
the opposite cell in a Schubert variety in G=Q, where G = SL(n); n= n1 +   + nh+1,
and Q is a certain parabolic sub group. Let C be an irreducible component of V .
In this paper, we determine the singular locus of C (cf. Theorem 4.8), for the case
h = 2: Let X (w) (G=B) be the Schubert variety associated to C. We further show
(Theorem 5.13) that the conjecture of [3] holds for X (w). These w’s turn out to be
non-vexillary (cf. [4]), i.e., the corresponding permutations involve the pattern c; d; a; b,
where a<b<c<d:
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1. Quiver varieties
Let Vi; 1  i  h+1; Z be as in the Introduction. Let n=(n1; : : : ; nh+1). The group
Gn = GL(n1)     GL(nh+1) acts on Z by
(g1; g2; : : : ; gh+1)  (f1; f2; : : : ; fh) = (g2f1g−11 ; g3f2g−12 ; : : : ; gh+1fhg−1h ):
Now, let r = (rij)1ijh+1 be an array of non-negative integers with rii = ni; and
dene rij = 0 for any indices other than 1  i  j  h+ 1: Dene the sets
Z

(r) = f(f1; : : : ; fh) 2 Z j 8i< j; rank(fj−1   fi :Vi ! Vj) = rijg;
Z(r) = Z(r):
(These sets might be empty for a bad choice of r.)
Proposition 1.1 (see Lakshmibai and Magyar [2] for example). (1) The Gn-orbits of
Z are exactly the sets Z(r) for r=(rij) with rij− ri; j+1− ri−1; j+ ri−1; j+1  0; 81 
i< j  h+ 1:
(2) Z(r) = f(f1; : : : ; fh) 2 Z j 8i< j; rank(fj−1   fi :Vi ! Vj)  rijg:
2. The Schubert variety XQ(w)
Given n=(n1; : : : ; nh), for 1  i  h+1, let ai=n1+  +ni; a0=0; n=n1+  +nh+1.
For positive integers i  j, we shall frequently use the notations
[i; j] = fi; i + 1; : : : ; jg; [i] = fig; [0] = fg the empty set:
Consider GL(n), its subgroup B of upper-triangular matrices, and the parabolic subgroup
Q=f(aij) 2 GL(n) j aij=0 whenever j  ak < i for some kg. We have, Q=Pa1\  \Pah ,
where for 1  i  n − 1; Pi denotes the maximal parabolic sub group associated to
the simple root i, the simple roots being indexed as in [1].
2.1. The partially ordered set Ia1 ;:::;ah . Let
Ia1 ;:::;ah = f(i1; : : : ; ih) 2 Ia1 ;n      Iah;n j it  it+1 for all 1  t  h− 1g;
where for d<n; Id;n:=fi = (i1; : : : ; id) j 1  i1<   <id  ng. Then it is easily seen
that WQ, the set of minimal representatives of W=WQ (W being the symmetric group
Sn) may be identied with Ia1 ;:::;ak .
The partial order on the set of Schubert varieties in G=Q (given by inclusion) induces
a partial order  on Ia1 ;:::;ah , namely, for i = (i1; : : : ; ih); j = (j1; : : : ; jh) 2 Ia1 ;:::;ah ; i 
j , it  jt for all 1  t  h:
2.2. The opposite big cell in G=Q. Let Q =
Th
t=1 Pat be as above. Let R (resp. RQ)
denote the root system of G (resp. Q). Denote the O− the subgroup of G generated
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by fU j  2 R− nR−Q g (here, for a root ; U denotes the 1-dimensional unipotent
subgroup of G associated to ). Then O− consists of the elements of G of the form0
BBBBB@
I1 0 0    0 0
 I2 0    0 0
...
...
...
...
...
   : : : Ih 0
   : : :  Ia
1
CCCCCA ;
where It is the identity matrix of size at − at−1; 1  t  h; Ia is the identity matrix of
size a; where a = n − ah, and if xml 6= 0, with m 6= l, then m>at; l  at for some
t; 1  t  h. Further, the restriction of the canonical morphism f :G ! G=Q to O−
is an open immersion, and f(O−) = B−eid;Q. Thus B−eid;Q (the opposite big cell in
G=Q) gets identied with O−.
We shall index the Schubert varieties in G=Q by WQ. For  2 WQ, we shall denote
the associated Schubert variety by XQ(); we set YQ()=XQ()\O−, the opposite cell
in XQ(). Note that YQ() is a non-empty closed subvariety of O−.
2.3. The variety XQ(w). Given r = (rij)1ijh+1, dene w 2 WQ by
w(ai) = f1 : : : ai−1| {z }
ai−1
: : : : : : :ai| {z }
rii−ri; i+1
: : : : : : :ai+1| {z }
ri; i+1−ri; i+2
: : : : : : :ai+2| {z }
ri; i+2−ri; i+3
: : : : : : : : : n| {z }
ri;h+1
g
where we use the visual notation : : : : : : :a| {z }
b
=[a− b+ 1; a]:
2.4. The map f. Let z = (A1; A2; : : : ; Ah) 2 Z: Dene f :Z ! O− by
f(z) =
0
BBBBB@
I1 0 0 0   
A1 I2 0 0   
A2A1 A2 I3 0   
A3A2A1 A3A2 A3 I4   
...
...
...
...
...
1
CCCCCA (modQ):
Denote a generic element of Z =M (n2  n1)    M (nh+1  nh) by (A1; : : : ; Ah); so
that the coordinate ring of Z is the polynomial ring in the entries of all the matrices
Ai. For a matrix M 2 M (kl) and subsets  [k];  [l], where #=#, let detM;
denote the minor with row indices  and column indices . Let J(r)K[Z] be the
ideal generated by the determinantal conditions implied by the denition of Z(r):
J(r) =

det(Aj−1Aj−2   Ai)
 j> i;  [nj];  [ni]#= # = rij + 1

:
Theorem 2.5 (cf. Lakshmibai and Magyar [2]). (1) J(r) is a prime ideal and is the
vanishing ideal of Z(r)Z:
(2) The restriction fjZ(r) denes an isomorphism of Z(r) onto YQ(w):
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3. Variety of complexes
Let V be the variety of complexes, namely, the subvariety of Z consisting of
f(A1; A2; : : : ; Ah) jAiAi−1=0; 2  i  hg. We have V=
S
r Z(r), where rij=0; j 6= i; i+1.
Let us denote ki = rii+1; k = (k1; k2; : : : ; kh), and V (k) = Z(r): Let
An = fk = (k1; k2; : : : ; kh) j ki  minfni; ni+1g; 1  i  h; ki−1 + ki  ni; 2  i  hg:
Then V =
S
k2An V (k):
3.1. A partial order on f(k1; k2; : : : ; kh)g. The partial order on the set fV (k); k 2 Ang
of Gn-orbit closures in V given by inclusion induces a partial order  on An, namely,
for k = (k1; k2; : : : ; kh); k0 = (k 01; k
0
2; : : : ; k
0
h) in An; k  k0 , kt  k 0t ; 1  t  h:
Theorem 3.2. (1) V (k) = YQ(w):
(2) fV (k) jk is a maximal element of Ang gives the set of all irreducible compo-
nents of V .
Proof. Assertion (1) follows from Theorem 2.5. Assertion (2) follows from the fact
that Z(r0)Z(r), r0ij  rij; 1  i< j  h+ 1:
Remark 3.3. The results in Theorem 3.2 are also proved in [5].
Let Y denote the ane space (considered as a subvariety of O−) given by
Y =
8>>>>><
>>>>>:
0
BBBBB@
I1 0 0 0   
A1 I2 0 0   
0 A2 I3 0   
0 0 A3 I4   
...
...
...
...
...
1
CCCCCA
9>>>>>=
>>>>>;
:
For the rest of the paper we shall identify V with the subvariety of Y consisting of
f(A1; A2; : : : ; Ah) jAiAi−1 = 0; 2  i  hg.
Lemma 3.4 (cf. Lakshmibai and Magyar [2] and Musili and Seshadri [5]). Let k 2 An.
(1) dimV (k) =
P
1ih+1 (ni − ki)(ki−1 + ki); where k0 = kh+1 = 0:
(2) codimY V (k) =
Ph
i=1 ci +
Ph−1
i=1 kiki+1; where ci = (ni+1 − ki)(ni − ki):
4. Singular locus of V (k1; k2)
In this section, we take h = 2, and determine the singular locus of V (k). Given
n = (n1; n2; n3), we x (k1; k2) such that ki  minfni; ni+1g; i = 1; 2; k1 + k2  n2. For
r = (k1; k2); we shall denote O(k1; k2) = Z0(r); V (k1; k2) = Z(r) (=V (k)):
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Lemma 4.1. Let ci = (ni+1 − ki)(ni − ki); i = 1; 2: We have
(1) c1 + k1k2 − n1k2 = (n1 − k1)(n2 − k1 − k2):
(2) c2 + k1k2 − n3k1 = (n3 − k2)(n2 − k1 − k2):
Proof. The assertions follow from the denition of c1; c2.
4.2. The Jacobian matrix J. Let Xi=(x
(i)
kl ); i=1; 2 denote the matrix of variables of
size n2  n1 (resp. n3  n2). Let Mi = fall ki + 1 minors of Xig; i= 1; 2; frs = (r; s)th
entry in X2X1; 1  r  n3; 1  s  n1: Let J be the Jacobian matrix of V (V
considered as a subvariety of Y; Y being as in Section 3). We shall index the rows
of J by Mi ; i = 1; 2; frs; 1  r  n3; 1  s  n1, and the columns by fx(i)kl ; 1 
k  ni+1; 1  l  ni; i = 1; 2g. Let M 2 Mi ; i = 1; 2: The entry in the (M; x( j)kl )th
position in J is non-zero if and only if j = i and x(i)kl is an entry in M , in which
case it is equal to  the ki-minor of M obtained by deleting the row and column
through x(i)kl . Also, for a variable x
(1)
ij , the only relevant functions are fmj; 1  m  n3.
The (fmj; x
(1)
ij )th entry in J is x
(2)
mi . Similarly, for a variable x
(2)
ij , the only relevant
functions are fim; 1  m  n1: The (fim; x(2)ij )th entry in J is x(1)jm . From this it follows
that given j; 1  j  n1, the block in J with row indices given by frs; 1  r  n3
(for a xed s) and column indices given by the variables in the jth column of X1 is
the zero block if s 6= j, and for s= j, it is simply X2. Similarly, given j; 1  j  n3,
the block in J with row indices given by fsr; 1  r  n1 (for a xed s) and column
indices given by the variables in the jth row of X2 is the zero block if s 6= j, and for
s= j, it is simply tX1. Given x 2 V , let Jx denote J evaluated at x.
Lemma 4.3. Let x 2 O(t1; t2). Let J0 be the submatrix of Jx consisting of the rows
indexed by ffrs; 1  r  n3; 1  s  n1g: Then rank J0 = n1t2 + n3t1 − t1t2:
Proof. Let x = (R1; R2). We may take x to be the point of O(t1; t2) given as follows:
the right-hand bottom block of size t1 in R1 is Idt1 and the rest of the entries in R1 are
zero, while the left-hand top block of size t2 in R2 is Idt2 and the rest of the entries in
R2 are zero. Note that rankR1 = t1, rankR2 = t2; R2R1 =0 (since n2  t1 + t2). We shall
denote by M1 (resp. M2) right-hand bottom block of size t1 in R1 (resp. the left-hand
top block of size t2 in R2).
Let Bi = fji; 1  j  t2g; 1  i  n1, and Ci = fij; 1  j  n1g; t2 + 1  i  n3.
We shall index the rows of I0 as B1;B2; : : : ;Bn1 ; Ct2+1;Ct2+2; : : : ;Cn3 . Let J1 (resp.
J2) be the submatrix of I0 consisting of the rows of I0 indexed by B1;B2; : : : ;Bn1
(resp. Ct2+1;Ct2+2; : : : ;Cn3 ).
We have (cf. Section 4:2), given j; 1  j  n1, the block in J1 with row indices
given by Bk and column indices given by the variables in the jth column of R1 is the
zero block if k 6= j, and for k = j, it is simply the submatrix of R2 with row indices
given by 1; 2; : : : ; t2, and column indices given by 1; 2; : : : ; n2 (and this block has rank
t2); similarly the block in J2 with row indices ffrk ; t2 + 1  r  n3g (for a xed k)
and column indices given by the variables in the jth column of R1; 1  i  n1 is the
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zero block if k 6= j, and for k = j, it is simply the submatrix of R2 consisting of the
last (n3 − t2) rows of R2 and hence is the zero block by our choice of R2. Hence we
obtain
rankI0 = rank J1 + rank J2:
From the discussion above, it follows easily that rank J1 = n1t2, and rank J2 equals the
rank of the submatrix of J2 consisting of the columns indexed by x
(2)
ij ; 1  i  n3; 1 
j  n2. It is easily seen that rank J2 = (n3 − t2)t1. Hence rank J0 = n1t2 + (n3 − t2)t1 =
n1t2 + n3t1 − t1t2.
Proposition 4.4. Let x = (A1; A2) 2 V (k1; k2).
(1) Let rank A1 = k1; rank A2<k2. Then x is a smooth point of V (k1; k2), either
n3 = k2 or n2 = k1 + k2.
(2) Let rank A2 = k2; rank A1<k1. Then x is a smooth point of V (k1; k2), either
n1 = k1 or n2 = k1 + k2.
(3) Let rank A1 = k1 − 1; rank A2 = k2 − 1. Then x is a singular point of V (k1; k2).
Proof. Let x = (A1; A2), and as above, let Ix denote I evaluated at x.
(1) Let rank A2 = t2. Then x 2 O(k1; t2). We may take x to be the point of O(k1; t2)
given as follows: the right-hand bottom block of size k1 in A1 is Idk1 and the rest of
the entries in A1 are zero, while the left-hand top block of size t2 in A2 is Idt2 and the
rest of the entries in A2 are zero. Note that rank A1 = k1; rank A2 = t2, A2A1 = 0 (since
n2− k1  k2>t2). We shall denote by M1 (resp. M2) right-hand bottom block of size
k1 in A1 (resp. the left-hand top block of size t2 in A2). Let B1 denote the set of all
variables in A1 not appearing in any of the last k1 rows and last k1 columns of A1. Let
 2 B1, and let M be the (k1 + 1)-minor of A1 obtained from M1 by adding the row
and column of A1 through . Then the (M; )th entry in Ix is equal to 1; also for
 2 B1;  6= , the (M; )th entry in Ix is 0. Further, for  2 B1, the (M; )th entry
in Ix is zero, for all M 2M1 (by our choice of A1). Also, for any variable  in X2,
the (M;)th entry in Ix is zero, for all M 2M2 (since rank A2<k2). We shall index
the rows of Ix as M;  2 fx(1)1i ; x(1)2i ; : : : ; x(1)n2−k1ig; 1  i  n1 − k1, followed by the rest
of the elements of M1, followed by M2, followed by ffrs; 1  r  n3g; 1  s  n1.
Let J1 be the submatrix of Ix consisting of the columns of Ix indexed by the
variables which are the entries of the rst (n1−k1) columns of X1 and J2 the submatrix
of Ix consisting of the remaining columns of Ix. Then clearly rankIx = rank J1 +
rank J2 (by our choice of A1).
Computation of rank J1. We shall index the columns of J1 by starting with the
variables in the rst column of X1, followed by the variables in the second column; : : : ;
followed by the variables in the (n1−k1)th column of X1. Let J1i be the submatrix of J1
consisting the columns of J1 indexed by the variables in the ith column of X1, 1  i 
n1− k1. Then by our choice of A1; A2, the non-zero entries in J1i occur at the (M; )th
place,  2 fx(1)1i ; x(1)2i ; : : : ; x(1)n2−k1ig; (fji; x
(1)
ji )th place, 1  j  t2 (and these entries are
equal to 1; note that the (fji; x
(1)
ji )th is x
(22)
jj ). But now the fact that t2<n2−k1 implies
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that the rst (n2 − k1) columns of J1i are the only non-zero columns of J1i and these
are clearly linearly independent. Hence we obtain rank J1i = n2 − k1; 1  i  n1 − k1,
and hence rank J1 =
Pn1−k1
i=1 rank J1i = (n1 − k1) (n2 − k1) = c1.
Computation of rank J2. By our choice of A1, we have, rank J2 equals the rank of the
submatrix J3 of J2 consisting of the rows indexed by ffrs; 1  r  n3g, n1 − k1 + 1 
s  n1. Taking R1 of Lemma 4.3 as the submatrix of A1 consisting of the last k1
columns of A1 and R2 as A2, we have, rank J2 = k1t2 + n3k1 − k1t2 = n3k1 (note that in
Lemma 4.3, n1 = k1 since R1 has size n2  k1; and t1 = k1, since rank R1 = k1).
Hence we obtain
rankIx = c1 + n3k1:
If n3 =k2 or n2 =k1 +k2, then n3k1 =c2 +k1k2 (cf. Lemma 4.1(2)). Hence rankIx=
c1 + c2 + k1k2 = codimY V (k1; k2), and hence x is a smooth point of V (k1; k2).
Let n3>k2 and n2>k1 + k2. We have, rankIx = c1 + n3k1 = c1 + c2 + k1k2 −
(n3 − k2) (n2 − k1 − k2) (cf. Lemma 4.1(2)). This together with the hypothesis that
n3>k2; n2>k1 + k2 implies that rank Ix < c1 + c2 + k1k2(=codimY V (k1; k2) (cf.
Lemma 3.4(2))). Hence x is a singular point of V (k1; k2).
(2) The proof of (2) is similar. Let rank A1 = t1. Then x 2 O(t1; k2). We may take
x to be the point of O(t1; k2) given as follows: the right-hand bottom block of size
k2 in A2 is Idk2 and the rest of the entries in A2 are zero, while the left-hand top
block of size t1 in A1 is Idt1 and the rest of the entries in A1 are zero. Note that
rank A1 = t1; rank A2 = k2; A2A1 = 0 (since n2 − k2  k1>t1). We shall denote by M1
(resp. M2) left hand top block of size t1 in A1 (resp. the right hand bottom block of
size k2 in A2). Let B2 denotes the set of all variables in A2 not appearing in any of the
last k2 rows and last k2 columns of A2. Let  2 B2, and let M be the (k2 + 1)-minor
of A2 obtained from M2 by adding the row and column of A2 through . Then the
(M; )th entry in Ix is equal to 1; also for  2 B2;  6= , the (M; )th entry in Ix is
0. We shall index the rows of Ix as M;  2 fx(2)i1 ; x(2)i2 ; : : : ; x(2)i n2−k2g; 1  i  n3 − k2,
followed by the rest of the elements of M2, followed by M1, followed by ffrs; 1 
s  n1g; 1  r  n3.
Let J1 be the submatrix of Ix consisting of the columns of Ix indexed by the
variables which are the entries of the rst (n3−k2) rows of X2 and J2 the submatrix of
Ix consisting of the remaining columns of Ix. Then clearly rankIx=rank J1+rank J2
(by our choice of A2).
Computation of rank J1. We shall index the columns of J1 by starting with the
variables in the rst row of X2, followed by the variables in the second row; : : : ;
followed by the variables in the (n3 − k2)th row of X2. Let J1i be the submatrix of J1
consisting the columns of J1 indexed by the variables in the ith row of X2, 1  i 
n3− k2. Then by our choice of A1; A2, the non-zero entries in J1i occur at the (M; )th
place,  2 fx(2)i1 ; x(2)i2 ; : : : ; x(2)in2−k2g; (fij; x
(2)
ij )th place, 1  j  t1 (and these entries are
equal to 1; note that the (fij; x
(2)
ij )th entry is x
(1)
jj ). But now the fact that t1<n2 − k2
implies that the rst (n2− k2) columns of J1i are the only non-zero columns of J1i and
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these are clearly linearly independent. Hence we obtain rank J1i=n2−k2; 1  i  n3−k2,
and hence rank J1 =
Pn3−k2
i=1 rank J1i = (n2 − k2) (n3 − k2) = c2.
Computation of rank J2. By our choice of A2, we have, rank J2 equals the rank of the
submatrix J3 of J2 consisting of the rows indexed by ffrs; 1  s  n1g; n3 − k2 + 1 
r  n3. Taking R2 of Lemma 4.3 as the submatrix of A2 consisting of the last k2 rows
of A2 and R1 as A1, we have, rank J2=n1k2+k2t1−t1k2=n1k2 (note that in Lemma 4.3,
n3 = k2 since R2 has size k2  n2, and t2 = k2, since rank R2 = k2).
Hence we obtain
rankIx = c2 + n1k2:
If n1 =k1 or n2 =k1 +k2, then n1k2 =c1 +k1k2 (cf. Lemma 4.1(1)). Hence rankIx=
c1 + c2 + k1k2 = codimY V (k1; k2), and x is a smooth point of V (k1; k2).
If n1>k1 and n2>k1 + k2, then rankIx < codimY V (k1; k2) (in view of Lemma
4.1(1)).
Hence x is a singular point of V (k1; k2).
(3) Let rank A1 = k1− 1; rank A2 = k2− 1. Let us denote t1 = k1− 1, t2 = k2− 1. Then
x 2 O(t1; t2). We have, the block in Ix corresponding to the rows indexed by M1 and
columns indexed by the set of all variables of A1 is the zero block (since rank A1<k1),
and the block in Ix corresponding to the rows indexed by M2 and columns indexed
by the set of all variables of A2 is the zero block (since rank A2<k2). Hence we
obtain that rankIx equals the rank of the submatrix I0 in Ix (consisting of the rows
indexed by ffrs; 1  r  n3; 1  s<n1g). Now Lemma 4.3 (with R1 = A1; R2 = A2)
implies that rankIx = n1t2 + n3t1 − t1t2. This implies codimY V (k1; k2)− rkIx = c1 +
c2 + k1k2− (n1t2 + n3t1− t1t2) = c1 + c2 + k1k2− [c1 + k1k2− (n1− k1) (n2− k1− k2) +
c2 + k1k2 − (n3 − k2) (n2 − k1 − k2)] + n1 − n3 + (k1 − 1) (k2 − 1) (cf. Lemma 4.1)
=(n1 + n3 − k1 − k2) (n2 − k1 − k2 + 1) + 1> 0 (note that n1 + n3 − k1 − k2 = (n1 −
k1) + (n3 − k2)  0. From this it follows that x is a singular point of V (k1; k2).
Theorem 4.5. Let SingV (k1; k2) denote the singular locus of V (k1; k2). We have
SingV (k1; k2) =
8>><
>>:
V (k1 − 1; k2 − 1) if either k1 + k2 = n2 or k1 = n1; k2 = n3;
V (k1 − 1; k2); k1 + k2<n2; k1<n1; k2 = n3;
V (k1; k2 − 1); k1 + k2<n2; k2<n3; k1 = n1;
V (k1 − 1; k2) [ V (k1; k2 − 1); k1 + k2<n2; k1<n1; k2<n3:
Proof. Let x=(A1; A2) 2 V (k1; k2). If rk Ai=ki; i=1; 2 then x 2 Z(k1; k2) (=the Gn-orbit
through x), and hence x is a smooth point of V (k1; k2) (note that V (k1; k2)=Z0(k1; k2)).
Thus we obtain (using Proposition 4.4 (3))
V (k1 − 1; k2 − 1)SingV (k1; k2)V (k1 − 1; k2) [ V (k1; k2 − 1):
The result follows from this (in view of Proposition 4.4).
Lemma 4.6. V (k1; k2) being an irreducible component of V; we have; either k1+k2=n2
or k1 = n1; k2 = n3.
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Proof. Note that (k1; k2) is a maximal element of An (for the partial order on An
dened in Section 3:1). We divide the proof into the following two cases.
Case 1: n2  n1 + n3.
In this case, there is a unique maximal choice for k1; k2, namely k1 = n1; k2 = n3.
Case 2: n2<n1 + n3.
If n2  n1, then (k1; k2) = (n1 − i; n2 − n1 + i); i = 0; 1; : : : ; n1 are all the possible
maximal choices for (k1; k2), and for all such choices, we have, k1 + k2 = n2.
Similarly, if n2  n3, then (k1; k2) = (n2 − n3 + i; n3 − i); i = 0; 1; : : : ; n3 are all the
possible maximal choices for (k1; k2), and for all such choices, we have, k1+k2=n2. If
n2<n1; n2<n3, then (k1; k2) = (i; n2− i); i=0; 1; : : : ; n2 are all the possible maximal
choices for (k1; k2), and for all such choices, we have, k1 + k2 = n2.
Remark 4.7. From the proof of Lemma 4.6, we have, if n2  n1 + n3, then k1 =
n1; k2 = n3; if n2<n1 + n3, then k1 + k2 = n2.
Theorem 4.8. V (k1; k2) being an irreducible component of V; we have; SingV (k1; k2)=
V (k1 − 1; k2 − 1).
Proof. We have (cf. Lemma 4.6), either k1 + k2 = n2 or k1 = n1; k2 = n3 from which
the result follows (in view of Theorem 4.5).
5. One application
We preserve the notations of Sections 3, 4. Let V (k1; k2) be an irreducible compo-
nent of V , and let w 2 WQ be the element such that V (k1; k2) = YQ(w). In this section,
using Theorem 4.8 we deduce results on SingX (wmax); wmax being the maximal rep-
resentative in W of the coset wWQ (note that X (wmax) is the pull back of X (w) under
the canonical projection G=B! G=Q).
5.1. A conjecture on the irreducible components of a Schubert variety in SL(n)=B.
Let G = SL(n). We recall (cf. [3]) a conjecture on the irreducible components of the
singular locus of a Schubert variety.
For  2 W (=Sn), let P (resp. Q) be the maximal element of the set of parabolic
subgroups which leave BB(G) stable under multiplication on the left (resp. right).
Denition 5.2. Given parabolic subgroups P;Q, we say that BB is P-Q stable if
PP and QQ.
The set F.
Let = (a1 : : : an) 2 Sn. Let E be the set of all 1   such that either (1) or (2)
below holds.
(1) There exist i; j; k; m; 1  i< j<k <m  n, such that
(a) ak <am<ai <aj,
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(b) if 1 = (b1 : : : bn); then there exist i0; j0; k 0; m0; 1  i0<j0<k 0<m0  n such
that bi0 = ak ; bj0 = ai; bk0 = am; bm0 = aj,
(c) if  (resp. 1) is the element obtained from  (resp. 1) by replacing ai; aj; ak ; am,
respectively, by ak ; ai; am; aj (resp. bi0 ; bj0 ; bk0bm0 ; respectively, by bj0 ; bm0 ; bi0 ; bk0), then
1   and 1  .
(2) There exist i; j; k; m; 1  i< j<k <m  n, such that
(a) am<aj <ak <ai;
(b) if 1 =(b1 : : : bn), then there exist i0; j0; k 0; m0; 1  i0<j0<k 0<m0  n such that
bi0 = aj; bj0 = am; bk0 = ai; bm0 = ak ;
(c) if  (resp. 1) is the element obtained from  (resp. 1) by replacing ai; aj; ak ; am
respectively, by aj; am; ai; ak (resp. bi0 ; bj0 ; bk0 ; bm0 ; respectively, by bk0 ; bi0 ; bm0 ; bj0), then
1   and 1  .
Let F = f 2 E jBB is P-Q stableg.
Conjecture. Let X ()=BB (mod B) (G=B). The singular locus of X () is equal toS
 X (); where  runs over the maximal (under the Bruhat order) elements of F.
5.3. Let =(a1 : : : an) 2Sn. Let SingX () 6= ;. Let (a; b; c; d) be four distinct entries
in f1; : : : ; ng such that a<b<c<d. An occurrence in  of the form d; b; c; a, where
d = ai; b = aj; c = ak ; a = am; i< j<k <m; will be referred to as a Type I bad
pattern in . An occurrence in  of the form (c; d; a; b), where c = ai; d = aj; a =
ak ; b = am; i< j<k <m; will be referred to as a Type II bad pattern in . Recall
(cf. [3]) that SingX () 6= ; if and only if there is a bad pattern of Type I or II in .
5.4. Application to Schubert varieties. Let V (k1; k2) be an irreducible component of
V . Let a1 = n1; a2 = n1 + n2; a3 = n1 + n2 + n3(=n); G= SL(n), and Q=Pa1 \Pa2 . We
have (cf. Theorem 2.5) V (k1; k2) = YQ(w); V (k1−1; k2−1) = YQ(), where w;  2 WQ
are given by
w(a1) = (: : : a1|{z}
a1−k1
: : : a2|{z}
k1
); w(a2) = (1 : : : a1| {z }
a1
: : : a2|{z}
n2−k2
: : : a3|{z}
k2
);
 (a1) = ( : : : a1|{z}
a1−k1+1
: : : a2|{z}
k1−1
);  (a2) = (1 : : : a1| {z }
a1
: : : a2|{z}
n2−k2+1
: : : a3|{z}
k2−1
):
5.5. We have the following two cases (cf. proof of Lemma 4.6):
Case 1. n2  n1 + n3.
In this case, we have k1 = n1; k2 = n3 (cf. Remark 4.7). Hence
w(a1) = ([x; a2]); w(a2) = ([1; a1]; [x0; a2]; [y; a3]);
 (a1) = ([n1]; [x + 1; a2]);  (a2) = ([1; a1]; [x0 − 1; a2]; [y + 1; a3]);
where x=a2+1−k1(=n2+1); x0=a2+1−(n2−k2) (=n1+n3+1); y=a3+1−k2(=a2+1).
Case 2. n2<n1 + n3.
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In this case, we have, k1 + k2 = n2 (cf. Remark 4.7). Hence
w(a1) = ([p; a1]; [x; a2]); w(a2) = ([1; a1]; [x; a2]; [y; a3]);
 (a1) = ([p− 1; a1]; [x + 1; a2]);  (a2) = ([1; a1]; [x − 1; a2]; [y + 1; a3]);
where p= a1 + 1− (n1 − k1), x = a2 + 1− k1 (=n1 + k2 + 1), y = a3 + 1− k2.
Remark 5.6. Note that  is the unique maximal element  in WQ such that   w and
(ai)(ai− ki+1)  ai; i=1; 2 (here, (ai)(t) denotes the entry at the tth place in (ai)).
5.7. Let Q be as above. As above, we shall denote an element  in WQ as  =
((a1); (a2)). Let max denote the maximal representative in W of the coset WQ. Note
that X (max) is the inverse image of XQ() under the canonical projection G=B! G=Q;
also, max as a permutation is given by writing the entries in (a1) in descending order,
followed by the entries in (a2) n (a1) in descending order, followed by the entries in
f1; : : : ; ng n (a2) in descending order. In the sequel, we shall refer to these as the I, II,
III blocks respectively of max. Also, in the sequel, for an interval [a; b], [a; b]− shall
denote the entries of [a; b] written in descending order. Thus, in Case 1 of 5.5, we
have (with notations as in 5.5),
I block in wmax = [n2 + 1; a2]−, I block in 
max = ([n2 + 2; a2]−; [n1]),
II block in wmax = ([y; a3]−, [x
0; n2]−, [1; a1]−), II block in 
max = ([y + 1; a3]−,
[x0 − 1; n2 + 1]−, [1; a1 − 1]−),
III block in wmax = [a1 + 1; x0− 1]−, III block in  max = ([a2 + 1]; [a1 + 1; x0− 2]−):
In Case 2 of 5.5, we have (with notations as in 5.5),
I block in wmax = ([x; a2]−; [p; a1]−), I block in 
max = ([x + 1; a2]−; [p− 1; a1]−),
II block in wmax =([y; a3]−; [1; p−1]−), II block in  max =([y+1; a3]−, [x−1; x]−;
[1; p− 2]−),
III block in wmax=([a2+1; y−1]−, [a1+1; x−1]−), III block in  max=([a2+1; y]−,
[a1 + 1; x − 2]−).
For  2 W , we shall denote the associated Schubert variety by X ().
Theorem 5.8. SingX (wmax) = X ( max).
Proof. The result follows from Theorems 2.5, 4.8.
We now show that the Conjecture 6:2 holds for X :=X (wmax).
Proposition 5.9. A bad pattern in wmax has to be of Type II.
Proof. If possible, assume that there is a Type I bad pattern d; b; c; a in wmax, where
a<b<c<d. We have, d belongs to the I or II block in wmax.
(1) Let d belong to the I block in wmax. This implies that b 2 I or II block.
Let b belong to the I block in which case we have c does not belong to the I block.
In Case 1 of 5.5, we have, [b; d] I block in wmax, and this contradicts the facts that
b<c<d and c does not belong to the I block. Hence our assumption is wrong and
the result follows. In Case 2 of 5.5, we have, d  x, p  b  a1. Hence we obtain
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a  p, and hence a; c should belong to the II block in wmax. Thus in turn implies that
c 2 [y; a3], which is not possible since c<d, and d<y. The result follows from this.
Let now b belong to the II block in wmax in which case we have c; a should belong
to the III block. In Case 1 of 5.5, we have, [a; c] is contained in the III block which
is not possible, since a<b<c and b does not belong to the III block. In Case 2 of
5.5, we have, b 2 [1; p − 1], since b<d<y. But now, a  a1 + 1(>p − 1) (since
a belongs to the III block), which contradicts the fact that b>a.
(2) Let d belong to the II block in wmax. This implies that b belongs to the II block,
and c; a belong to the III block. In Case 1 of 5.5, we have, [a; c] III block, which
is not possible, since a<b<c and b does not belong to the III block. In Case 2 of
5.5, we have, b 2 [1; p − 1] necessarily (since b<c<y) in which case, we obtain
a>b (since a  a1 + 1>p− 1), which is not possible.
Proposition 5.10. There do exist Type II bad pattern in wmax. Further for any Type
II bad pattern c; d; a; b in wmax; where a<b<c<d; we have; c 2 [x; a2]; d 2
[y; a3]; a 2 [1; u]; b 2 [a1 + 1; v]; where x = or>n2 + 1 according as n1 = or>k1;
y = or>a2 + 1 according as n3 = or>k2; u = a1 (respectively; p − 1) in Case 1
(respectively; Case 2) of 5:5; v=(x0− 1) (respectively; x− 1) in Case 1 (respectively;
Case 2) of 5:5.
Proof. We have a Type II pattern in wmax, namely, c= x, d= y, a= u, b= v in wmax
(here, x; y; u; v are as in Proposition 5.10).
Let now c; d; a; b be a Type II pattern in wmax. We have c belongs to the I block,
d; a belong to the II block, and b belongs to the III block (necessarily). We distinguish
the following two cases:
Case 1. n2  n1 + n3.
In this case we have n1=k1, and clearly c 2 [n2+1; a2]. This implies d 2 [y; a3]; a 2
[1; a1]; b 2 [a1 + 1; x0 − 1].
Case 2. n2<n1 + n3.
Again clearly c 2 [x; a2]. This implies d 2 [y; a3]; a 2 [1; p− 1]; b 2 [a1 + 1; x− 1].
Corollary 5.11. With notations as in Proposition 5:10; we have; wmax is non-vexillary.
Proof. This follows (in view of Proposition 5.10) from the denition of a vexillary
permutation; recall (cf. [4]) that a permutation (a1; : : : ; an) is vexillary if it avoids the
pattern c; d; a; b, where a<b<c<d:
Lemma 5.12. (1) Qwmax = Pwmax = Q.
(2) B maxB is Q-Q is stable; i.e.; stable for multiplication on the left and right
by Q.
Proof. The assertions follow from the denition of wmax and  max.
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Theorem 5.13. Conjecture 6:2 holds for wmax.
Proof. We rst observe that  max 2 Fwmax ; for, corresponding to the Type II pattern
c=x, d=y, a=u, b=v in wmax (here, x; y; u; v are as in Proposition 5.10), we have the
bad pattern a; c; b; d in  max. Let us denote  max by . Let w1 (resp. ) be the element
of Sn obtained from  (resp., wmax) by replacing a; c; b; d (resp. c; d; a; b), respectively,
by c; d; a; b (resp. a; c; b; d). Then clearly   , and w1  w. Further, B maxB is Q-Q
stable (cf. Lemma 5.12). Thus  max 2 Fwmax :
Let now 1 2 Fwmax :
We have an occurrance in 1 of the form (a; c; b; d); a<b<c<d, corresponding
to the occurance (c; d; a; b) in wmax (cf. Proposition 5.9). The fact that 1 2 Fwmax in
particular implies that 1 2 WmaxQ , and this in turn implies that a belongs to the I block,
c; b belong to the II block, and d belongs to the III block in 1, i.e., a 2 (a1)1 ; b; c 2
(a2)1 . Let w1 be the element of Sn obtained from 1 by replacing a; c; b; d respectively
by c; d; a; b. We have w1  wmax (by denition of Fwmax ).
Let i (respectively, j) be such that w(a1)1 (i)  a1; w(a1)1 (i + 1)>a1; w(a1)1 (j) = c.
Note that i  a1 − k1 (since w1  wmax and w(a1)(a1 − k1)  a1); j  i + 1 (since
c  x (=a2 +1− k1)>n1 (=a1)). Now, (a1)1 is obtained from w(a1)1 by replacing c by
a, where note that a  a1 (cf. Proposition 5.10). From this we obtain (a1)1 (i + 1) =
w(a1)1 (i)  a1 and hence
(a1)1 (a1 − k1 + 1)  a1 (1)
(note that a1 − k1 + 1  i + 1). Let k (respectively, l) be such that w(a2)1 (k) 
a2; w
(a2)
1 (k + 1)>a2; w
(a2)
1 (l) = d. Note that k  a2 − k2 (since w1  wmax and
w(a2)(a2−k2)  a2); l  k+1 (since d  y>a2 (cf. Proposition 5.10)). Now, (a2)1 is
obtained from w(a2)1 by replacing d by b, where note that b  a2. From this we obtain
(a2)1 (k + 1) = w
(a2)
1 (k)  a2 and hence
(a2)1 (a2 − k2 + 1)  a2 (2)
(note that a2− k2 + 1  k +1). Now (1) and (2) together with Remark 5.6 imply that
2   max. The required result follows from this.
Example. Let n= (2; 3; 2). We have n= 7, Q = P2 \ P5. Further, V (1; 2); V (2; 1) are
the two irreducible components of V . Let w1; w2 be the elements of WQ such that
V (1; 2) = YQ(w1); V (2; 1) = YQ(w2). We have
w(2)1 = (25); w
(5)
1 = (12 5 67);
w(2)2 = (45); w
(5)
2 = (12 45 7):
Let 1; 2 be the elements of WQ such that V (0; 1)=YQ(1); V (1; 0)=YQ(2). We have
(2)1 = (12); 
(5)
1 = (12 45 7);
(2)2 = (25); 
(5)
2 = (12 345):
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Further, we have
wmax1 = (5276143); 
max
1 = (2175463);
wmax2 = (5472163); 
max
2 = (5243176):
Note that w1 (resp. w2) is non-vexillary with 5; 6; 1; 4 (resp. 4; 7; 2; 3) as a Type
II occurrance. Note also that the occurrance 1; 5; 4; 6 in 1 (resp. 2; 4; 3; 7 in 2)
corresponds to the occurrance 5; 6; 1; 4 in w1 (resp., 4; 7; 2; 3 in w1).
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