Phase-induced intensity noise in optical networks that employ directly modulated laser sources is observed to be bit-sequence dependent. This dependence is explained by optical frequency variations that are due to the heating history of the laser chip and is accurately modeled. This effect may permit suppression of phase-induced intensity noise in many types of fiber system with multipaths.
Phase-induced intensity noise (PIIN) is a multipath interference effect. Several geometries giving rise to PIIN have been reported, including deliberate delays in all-fiber bit-rate limiters, 1 reflections 2 and Rayleigh backscatter in multistage amplified fiber links, 3 and cross talk in wavelength-division multiplexed and optical time-division multiplexed cross connects. 4 In all cases, the power-dependent PIIN significantly degrades the system bit-error-ratio performance and additionally may lead to an error floor. Figure 1 shows a section of a recently proposed optical time-division multiplexed switching network realized through integrated-optical directional coupler switches and feed-forward fiber delay lines. 4 Because of imperfect isolation of the switches, the input pulse sequence arrives at the receiver through two different paths with a relative delay of t. Unless the interfering waves are orthogonally polarized, PIIN should be observed whenever both light signals are present, i.e., when the signal and its delayed version are 1's [bits marked by 3's in Fig. 2(a) ]. Fig. 2(a) ] from a directly modulated p-side-up buried heterostructure distributedfeedback (DFB) laser [biased at 20 mA above threshold and ac driven by a 40-mA ͑I 1 2 I 0 ͒ signal] at 622 Mbits͞s and with a relative delay ͑t͒ of 25.72 ns ͑16 bits). The 2.4 Gbit͞s commercial receiver was measured to have an analog bandwidth of 2.0 GHz (at 26 dB). As previously reported, 4 cross talk levels as low as 215 dB were sufficient to generate appreciable amounts of interferometric noise and bit-errorratio penalty. The full-bandwidth (2.0-GHz) noisecorrupted bit pattern is depicted in Fig. 2(b) and shows PIIN where expected [ Fig. 2(a) ]. However, when the receiver bandwidth is reduced to 615 MHz [ Fig. 2(c) ], only selected bits are subject to noise (arrows denote bits without the expected PIIN). It is our purpose in this Letter to explain this novel observation.
To study this phenomenon further, we used a special bit pattern, having an isolated sequence of alternating 1's and 0's [ Fig. 3(a) ] at 622 Mbits͞s with a relative delay of 16 bits, and a 2.4 Gbit͞s receiver, having an analog bandwidth of 2.0 GHz. To ensure dominance of the PIIN over thermal noise, we increased the cross talk level to 0 dB. The detected interfering signals appear in Fig. 3 , together with noise histograms at 3 bits. These results clearly indicate that the PIIN does not appear on the first interfering bits. Instead, its magnitude grows with time, and its probability density function evolves from a bellshaped distribution at the beginning of noise buildup [ Fig. 3(c) ] to the standard, 2,5 two-prong shape for fully developed PIIN [ Fig. 3(e) ]. Additional experiments with lower and higher receiver bandwidths (up to 10 GHz) proved that the magnitude of the PIIN at the first interfering bits increases with the receiver bandwidth up to a saturation value, which depends on the magnitude of the interfering waves and their states of polarization. Further experiments with other DFB lasers, with and without internal isolators, resulted in similar observations. It is assumed that the laser center frequency changes within the duration of a single bit. For example, in directly modulated lasers the drive current not only turns the laser on and off but can also heat the laser active region. Thus the junction temperature will change slightly during the modulating sequence, in accordance with the sequence structure and the thermal characteristics of the junction (heat capacitance and thermal time constant). But the center frequency of the laser output varies with the junction temperature by as much as 213 GHz͞ ± C. 6 Therefore, when a particular bit interferes with another bit of the delayed sequence, the (center) optical frequencies of these two bits may be quite different, because the bits were emitted at two different positions in the modulating pattern. In the simplest case, the electric fields of the signal the bandwidth of which clearly depends on the magnitude of jv S 2 v D j as well as on the statistics of w͑t͒ 2 w͑t 2 t͒. As long as this bandwidth lies within the receiver bandwidth, fully developed PIIN should be observed, with its two-prong probability distribution function. 5 If v S and v D are far apart, the spectrum of the PIIN exceeds that of the receiver, and only a fraction of the PIIN will be observed because of filtering of the receiver. In this case, a Gaussian distribution with a much smaller variance (depending on the ratio between the receiver bandwidth and jv S 2 v D j) is expected, because averaging of the noise occurs. 5 Interference begins at the 17th bit of the signal, which follows 8 heating bits, and the first bit of its delayed version, which is emitted from a cold junction [ Fig. 3(a) ]. The thermal time constant of the junction is assumed to be much longer than the bit period (1.61 ns). The laser temperature during the first bit of the delayed signal cannot reach that of the 17th signal bit with which it interferes; thus the optical frequencies of these two interfering bits are different, and, even with a 2-GHz receiver, only a limited amount of PIIN is to be observed. As time proceeds the temperature tends to saturate, and consequently the center frequencies of the last interfer- ing bits should be approximately equal, resulting in fully developed PIIN [ Fig. 3(b) ].
To study this history-dependent effect we modeled the lasing region by a thermal capacitance C T , shunted by a thermal resistance R T (to the local heat sink). The input to this circuit is an ac heat flux F ͑t͒, which is generated by the modulating current. Independently of the exact heating model ͓F ͑t͒ i͑t͒ ‫ء‬ ( junction voltage) or F ͑t͒ i 2 ͑t͒ ( junction electrical to resistance)], for binary modulating current F ͑t͒ is also binary with zero mean. Under modulation, the deviation Dv of the center optical frequency of the laser from its average value is proportional to the junction temperature deviation DT , which obeys a simple differential equation of the form
where t T R T C T is the thermal time constant. Therefore, for a given periodic modulating bit sequence and up to a multiplicative factor, DT is fully determined by t T . Figure 4 shows the solution of Eq. (1) Fig. 2(c) ] is excellent. Clearly, the exact temporal variations depend on the choice of t T . Experiments were performed for many different bit patterns, bit rates, and delays, and t T 22.5 ns was found to provide the best agreement with theory. The laser center frequency is known to depend on both the temperature and the injected current. 6 Of primary interest here are the variations of the laser frequency during the length of the bit. Currentdependent chirping effects cannot be responsible for the observed phenomena, because transient chirp, the large frequency deviations associated with the laser relaxation oscillations, 6 occurs only at transitions. Adiabatic chirp, the change of frequency with the injected current, 7 is a fast process, 8 and the induced frequency shift is constant during most of the bit length. The thermal model developed here can explain the observed phenomena, albeit with a time constant of 22.5 ns, which may seem too short with respect to the values reported for AlGaAs lasers in Ref. 7 (ഠ50-100 ns). To corroborate these findings further, measurements of the laser FM response showed the tuning speed to be much faster than that reported in Ref. 8 , suggesting a shorter t T . Direct dynamic measurements of the sequence-dependent output wavelength for the above laser, as well as for a number of other DFB's, clearly showed the exponential characteristics predicted by Eq. (1) and also indicated that the emitted optical frequency decreases with an increasing drive current, again in accordance with the thermal tuning model. 6, 7 As a result of this behavior significant interferometric noise suppression may be induced [ Fig. 2(c) ], resulting in better noise performance of the system. This performance may be further improved by appropriate choice of the laser thermal properties and the sequence coding.
In conclusion, the magnitude and the probability density function of phase-induced intensity noise in optical networks that employ directly modulated DFB transmitters are bit-sequence dependent. The observed phenomena have been explained by the assumption that the laser center frequency changes within the duration of a single bit. A thermal model, which relates the frequency variations to the heating history of the chip, provides an excellent fit with experiment. These observations of PIIN reduction may prove useful in attempts to suppress the phaseinduced intensity noise in fiber systems with multipaths.
