Abstract. Flash light of digital cameras is a very useful way to picture scenes with low quality illumination. Nevertheless, especially low-end cameras integrated flash lights are considered as not reliable for high quality images, due to known artifacts (sharp shadows, highlights, uneven lighting) generated in images. Moreover, a mathematical model of this kind of light seems difficult to create. In this paper we present a color correction space which, given some information about the geometry of the pictured scene, is able to provide a space-dependent correction of each pixel of the image. The correction space can be calculated once in a lifetime using a quite fast acquisition procedure; after 3D spatial calibration, obtained color correction function can be applied to every image where flash is the dominant illuminant. The correction space presents several advantages: it is independent from the kind of light used (provided that it is bound to the camera), it gives the possibly to correct only determinate artifacts (for example color deviation) introduced by flash light, and it has a wide range of possible applications, from image enhancement to material color estimation.
Introduction
The vast diffusion of digital cameras started a revolution in the way photography is used to measure the appearance of real-world objects. However, despite the significant improvements of this kind of devices, there are several issues, regarding the correctness of the acquired data, that need a careful evaluation. Particularly, the setup and calibration of the lighting environment is often one of the most limiting aspects for simplified appearance acquisition techniques.
All cameras are equipped with a flash: this tool can provide a practical, easy, cheap controlled lighting environment. Unfortunately, built-in flashes usually produce a variety of undesirable effects, like uneven lighting (overexposed in the near field and dark in the distance), highlights and distracting sharp shadows. Moreover, "white balance" setting for flash is not effective because it applies the same correction throughout the image. More interesting results could be obtained by knowing the geometry of the scene, and using a model of the behavior of flash light. However, a mathematical modeling of flash light spatial behavior can be hard to be obtained, because of the large variety of camera/flash models, and the irregular spatial light distribution produced by the flash reflectors and lenses.
For these reasons we propose Flash Lighting Space Sampling (FLiSS), a correction space where a correction matrix is associated to each point in the camera field of view. Once that basic information about the geometry of the scene is known, the proposed structure permits to correct each pixel according to the position of the corresponding point in space. This structure proves to be simple and effective, and it has several advantages, which will be presented and discussed during the analysis of results and the concluding remarks.
Related Work
The work proposed in this paper shares some aspects with various subjects, such as computational photography, image enhancement and lighting modeling and estimation. Some of the most interesting and related works will be presented.
Flash/No-Flash Digital Photography. The use of flash/no-flash pairs to enhance the appearance of photographs is a relatively recent research topic where several interesting works appeared. The continuous flash [17] was a seminal work, where flash and no-flash pairs were combined to create adjustable images. Two almost contemporaneous papers [9, 23] proposed techniques to enhance details and reduce noise in ambient images, by using flash/no-flash pairs. These works provide features for detail transfer, color and noise correction, shadows and highlights removal. While the systems are not completely automatic, very interesting results can be easily obtained. The goal of a more recent work [1] is to enhance flash photography by introducing a flash imaging model and a gradient projection scheme, to reduce the visual effects of noise. Flash/no-flash pairs are used by [21] to detect and remove ambient shadows.
Color constancy and white balance. White balance is a key issue in the context of the color constancy problem, that studies the constancy of perceived colors of surfaces under changes in the intensity and spectral composition of the illumination. Several works in this field rely on the assumption that a single illuminant is present: the enhancement of photos can be based on geometric models of color spaces [10] , statistical analysis of lights and colors [11] or natural images [12] , study of the edges of the image [25] .
Another group of papers deals with mixed lighting conditions. Methods can be semi-automatic [20] or automatic. Automatic methods usually work well under quite strong assumptions, like hard shadows and black-body radiators lights [19] or localized gray-world model [8] . A very recent work [18] proposes a white balance technique which renders visually pleasing images by recovering a set of dominant material colors using the technique proposed by [22] . One of the assumptions is that no more than two light types (specified by the user) illuminate the scene. Most of the cited works share some of the main hypotheses of our method. Nevertheless, the knowledge of some information about the geometry of the scene eliminates the need for other restricting assumptions (such as smooth illumination, gray-world theory, need of user interaction).
Illumination estimation and light models. The works in the field of illumination estimation have two principal aims: the estimation of the lighting of an environment [7, 24] or the measure of the characteristics of a luminary. Our work is more related to the second group.
One of the first attempts to model both the distant and the near behavior of a light source is the near-field photometry approach of Ashdown [2] . Near-field photometry regards the acquisition of a luminary by positioning a number of pinhole cameras (or moving a single camera) around it, and measuring the incident irradiance on a CCD sensor. The results are mapped onto an hemicube that represents the final model of the luminary acquired. Heidrich et al used a similar method [16] by moving the camera on a virtual plane and representing the light sources with a Lumigraph [14] . This representation was named canned light source. More recently, Goesele et al. [13] improved the near-field photometric approach using a correction filter to compensate the fact that a digital camera is not a real pinhole camera. Our approach recalls near-field photometry; the main difference is that we estimate the data to "correct" the effect of the light source on known colors, instead of building a model of the light source of interest.
Definition of FLiSS
The aim of our work is to build a spatial color correction function that associates a specific color correction procedure to each point in the camera frustum space. We call this particular data structure color correction space. Such an approach allows to override the limitations assumed in most of the color correction approaches [3, 4] , that is that the illumination is constant, or easily model-able, across the scene. Our main assumptions are: flash light can be considered the dominant illumination in the scene; the light interaction can be described using just sRGB space (we do not account full spectra data); surfaces are non-emitting. These hypotheses are common among existing techniques which deal with single illumination, and they cover most of the real cases. Typically, the color calibration of digital photographs consists in taking a snapshot of a pre-defined color reference target, such as a Macbeth ColorChecker TM or an AGFA IT8 TM , placed near the subject of interest, and estimating the parameters of a transformation that maps the colors of the reference target in the image into its real colors.
A quite simple to model the correction is a linear affine transformation c = Ac + B. Obviously, due to the nonlinear nature of image color formation, this kind of correction is a rough approximation and many other approaches could be used [3, 4] . Moreover, the correction is effective for the image parts that are close (and with a similar illumination) to the reference target. On the other hand, in practice, this simple and compact approach works reasonably well in most cases.
The linear transformation can be written as a 4 × 3 matrix:
In the following we refer to this matrix as the color correction matrix C and to its elements as the correction parameters. We explain how we estimate C in Section 4. Roughly speaking, the parameters of C have the following meaning: (c 11 , c 22 , c 33 ) are related to the change in contrast of the color; (c 12 , c 13 , c 21 , c 23 , c 31 , c 32 ) are related to the color deviation caused by the color of the flash light (if the flash is purely white light, these components tend to zero); (c 14 , c 24 , c 34 ) are related to the intensity offset. We use the term contrast in the sense that the multiplication for the coefficients expands the range of values of the channels.
Given the assumptions above, we can finally define FLiSS. Flash Lighting Space Sampling is a color correction space where a color correction matrix is associated to each point in a camera frustum. The correction space will be calculated starting from several sampled points in the camera space. The process of correcting an image will, for each pixel in the image, use the appropriate correction matrix according its corresponding position in the camera space. Due the continuous nature of the correction space, the correction will prove to be reliable even without a precise digital model of the scene, so that an approximate reconstruction such as the ones generated, for example, by stereo matching could be used as well.
Acquisition Procedure and Data Processing
The aim of our work was to try to build a procedure which could be used in a general case, without using prototypal or expensive devices. The computation of our color correction space is necessary only once (or very few times) in a camera lifetime. But even with this assumption, it was important to define some as simple and fast as possible acquisition procedures. Hence, we decided to sample the camera space view frustum by taking flash lighted photos of a small color target, calculating the correction matrix in those points and subsequently building the entire space by interpolation. We performed the acquisition with three different models of digital cameras, shown in Figure 1 (left). These models are representative of three categories of non-professional cameras: compact, digital SLR (single-lens reflex) and digital SLR with external flash.
As a color target we used a Mini Macbeth ColorChecker; its size (about 3.5 × 2.5 ) allows the assumption that the light variation across it is negligible. To sample the view frustum of the camera we sliced it with several planes of acquisition at different distances, moving the Mini Macbeth in different positions for each plane. We divided a distance range between 50 and 220 cm in 7 planes, with 25 positions for each plane, as shown in Figure 1 (right). The color target was placed on a tripod, and always faced towards the camera. For each position multiple snapshots were taken, in order to deal with the known variability of flash behavior, and keeping a fixed exposure time and aperture during the entire procedure.
The snapshots were acquired in sRGB RAW format to avoid any other internal processing by the digital camera, except for the Casio compact camera, with which we were forced to use JPEG images. The acquisition procedure of all the needed images for each model took a couple of hours. The processing of acquired data was subdivided in two main phases. In the first one we calibrated all the acquired images, using the color target reference. In the second phase we built the color correction space through parameters interpolation. Figure 2 shows a schematization of the entire data processing.
Color Calibration
The color calibration was done using the calibration model explained in Section 3. The parameters of the matrix C were estimated by solving a linear system with the c ij as unknowns. Our parameter estimation algorithm takes inspiration from the RANSAC approach.
Since four colors could be sufficient to write a system with 12 equations and 12 unknowns, several random combinations of colors are used to find the best solution in terms of quality. The quality of the color correction is evaluated Fig. 2 . Data processing. Left: The acquired color targets are calibrated generating a set of color correction matrices, and then interpolated on each plane. Right: Each correction parameter is interpolated to fill the whole camera space.
considering the CIELab distance [6] between the real colors and the corrected ones. Hence, after extracting the Mini Macbeth in a semi-automatic way and segmenting each color patch, several permutations of the colors are tried in order to find the best estimation in terms of quality. This robust approach produces better results from a perceptual point of view than a standard least square approach.
After calibration, each image is associated to: the 12 parameters of the matrix C, the position of the Mini Macbeth relative to the camera view and the distance at which the image has been taken. Since several shots of the same position of the target are taken, obtained values are the means of all the obtained estimations. Before this, the data are further processed with a statistical analysis [15] to remove the outliers from the acquired data.
Data Interpolation
Starting from a set of color correction matrices for several points in the space, we could try either to fit a mathematical function or to calculate the intermediate color correction matrix through interpolation. Here, we opt for interpolation, leaving the first approach as an interesting direction of future research. Given a point p in camera space, we calculate the corresponding color correction matrix as the linear interpolation in the squared distance between the camera center O and the point p in the following way:
where C(x) indicates the color correction matrix at the point x; p 1 and p 2 are the intersection points between the line starting from O and passing through p. These points lie on the acquisition plane immediately before and after p ( Figure  2right) ; d 1 , d and d 2 are the distances between the point O and p 1 , p and p 2 . Since C(p 1 ) and C(p 2 ) are not known in advance, they have to be estimated to evaluate (2) . In fact, only few positions on the acquisition plane are measured: hence another interpolation is required. For this planar interpolation we use radial basis method, with gaussians centered on each sample: standard deviation σ defines how much each sample influences the neighbors. In formulas:
where N is the total number of samples for the plane and P i are the positions of samples.
In conclusion, in order to calculate a color correction matrix for a point in the camera space, we first need to calculate two linear interpolations in the acquisition planes, then a linear squared interpolation for the final result.
Regarding the practical implementation, the pre-computed interpolation planes are stored as floating point textures plus, for each texture, some additional information (the distance from the camera center and a scale factor). With this representation, the correction algorithm can be entirely implemented on the GPU, and the pre-computation of the interpolation planes reduces the evaluation of C ij (p 1 ) and C ij (p 2 ) in (2) to two texture lookups.
Data Analysis
The analysis of the data obtained from the acquisition was performed before the validation of results. A first analysis was on the value ranges obtained for the single coefficients of the matrix. Table 1 shows the statistics relative to all the coefficients calculated for the Nikon camera. The single mean values of each group are very similar, and variance describes a general stability of data. Moreover, color deviation coefficients describe the flash as very near to a white light (with a slight deviation in green channel). Contrast and Intensity offset groups show quite low values in variance, but, as it could be expected, the needed modification of color values increases a lot with the distance. Further information about the properties of flash light can be inferred from the analysis of the azimuthal and normal sections of the correction space. In Figure 3 the planes associated to coefficient c 11 are shown: isolines help in understanding the shape of the light. The light wavefront is quite similar for all the models, but several differences arise as well. The most regular profile is the one associated to the external flash (Canon camera): this is probably the most reliable kind of illumination. Nevertheless, the isolines show that the shape of the light is not similar to a sphere, but it could be better approximated with series of lobes. Moreover, it can be noted that the maximum value of the coefficient is higher respect to the other two examples: this is because the external flash was set with the largest possible field of view, resulting in a very bright illumination for near points, with the need of more correction for the far ones. The Casio associated space is the less regular one, and this is probably due to the fact that the camera model was the least expensive one, and the images were processed and stored directly in JPEG format. Anyway, an interesting observation is that the correction space seems to be slightly shifted on the right, like the position of the flash with respect to the lens (Figure 1) . 
Results
In order to evaluate the results of the correction introduced by FLiSS, we created a setup where the color values in selected regions were known in advance: the scene was formed by a series of identical objects, set at different distances from the camera. The reference objects were simple structures (formed by bricks of different colors) of LEGO DUPLO c , whose size and color are known to be practically identical for all components. The reference RGB color value of each brick was calculated by calibration with the Mini Macbeth. Seven blocks of LEGO c bricks were put in a setting shown in Figure 4 (left), and the corresponding 3D model of this configuration was created. This scene has the advantage that, in every single photos, identical elements are present in different parts of the image and at different distances in space. Images were aligned to the 3D model using a registration tool: thus color correction was performed on each pixel which was framing a structure.
One possible criticism to our work could be: would a simple model, for example a point light, be enough to provide a good correction? For this reason, we modeled the flash as a point light and we corrected the same images using this model. We obtained an acceptable estimation of the intensity of the light, by modeling the light degradation with a quadratic law and taking into account the knowledge of the distance of each pixel in the scene, and its reference color: we used this light estimation to correct the color value. Results of corrections on one of the images are shown in Figure 4 (left): the original, the Fliss corrected, and the point light corrected images are shown. While in both cases the colors across the scene seem similar, obtained color values are clearly different between the two results. In order to check the accuracy of color correction we measured the perceptual distance between produced colors and the previously calculated reference colors. We chose the CIE76 Delta E measure, which is the Euclidean distance between the CIELAB values associated to two colors. If Delta E is smaller than one, colors are perceived as identical; for values smaller than eightten, the colors can be considered as very similar. Figure 4 shows the results of the calculation of these distance values. The top boxes display reference colors, then for each piece (each line is associated to the piece number indicated in Figure 4 left) the three columns represent the average color value for original, Fliss corrected and point light corrected image. The Delta E value for each color shows the distance with respect to the reference. It is quite clear that, although producing similar colors, the point light correction returns results which are different respect to the reference: only red color is accurately corrected. Slight improvements are introduced only for distant objects. In order to achieve better results, probably a different modeling for each channel would be necessary. On the contrary, Fliss correction proves to be very reliable, with an average Delta E value which is always smaller than ten. Only in the case of block number 1 the correction is less effective: this can be due to the fact that the object is out of focus, or the color in the original image may be saturated.
A second validation experiment was performed in order to show that the correction introduced by Fliss ca be reliable also with low quality geometric information of the scene. We reconstructed the geometry of a common scene starting from a few photos, using the Arc3D web service [26] . Figure 5 shows the starting image, together with the geometry obtained, and the corrected image (the correction was applied only where geometry data was present). While the obtained 3D model is only an approximated representation of the geometry in the image, the result of FLiSS use is satisfying: for example the color of the tablecloth after correction is the same throughout the scene.
Analysis of validation tests brings us to three main conclusions: first of all, Fliss is a very reliable way to correct images; moreover, simpler light models are not able to achieve comparable results. Finally, the approach is reliable regardless of the quality of the geometry associated to the image.
A Practical Application
To further show the potentiality of FLiSS, we tested its impact in the framework of a photographic mapping tool for 3D scanned models. The tool follows the approach described in [5] where the color assigned to each vertex of the 3D model is computed as weighted sum of the contributions of all the photos which project on that vertex. These weights are calculated by considering several metrics and their use guarantees the better quality data to prevail, obtaining a smooth transition between photos, without loss of detail. This mapping approach is fast, robust and easy to be implemented, but the artifacts produced by flash, like highlights, hard shadows and non uniform illumination cannot be automatically corrected. We selected a test set of objects (colored Nativity statues of different heights and materials), to assess the quality and the impact of the flash light correction. We generated the 3D models of the statues with a Minolta 3D scanner and the photos with the Nikon D40x and flash light as the principal illuminant. Images were aligned on the models, and each image of the set was corrected using FLiSS: an example of color correction on a single image is shown in Figure 6 .
With an accurate estimation of light position (obtained with a simple procedure involving a simple LEGO c calibration rig), it was also easy to detect the zones where shadows and highlights were present, and remove them by using the redundancy of data provided by the images of the set.
The effects of color correction on a final 3D Model can be seen in Figure  6 : the model on the right, obtained with color correction, appears much more "flat" with respect to the model produced without color correction and artifact removal (left). In conclusion, these images show one of the possible applications of our color correction space, where the effectiveness of results is strengthened by the fact that acquisition of color information was fast and easy.
Concluding Remarks and Future Work
We presented FLiSS, a novel structure to apply a spatial color correction on images taken using flash light. The method requires basic information of the geometry of the scene, and it's able to automatically correct the color values in the image. FLiSS needs to be estimated only once in a camera lifetime, and this calibration procedure is adequately fast and easy. FLiSS has several advantages: it is robust and flexible, and although its use best fits with the case of flash light, the structure can be used with any kind of light which is bound to the camera. Future work can include both improvements in the proposed structure and exploitation of its possible uses. Regarding the first issue, further effort could be put in trying to find even simpler acquisition procedures, or reduce the number of samples positions. Regarding possible future applications, FLiSS could be used in the context of image enhancement, by applying for example only part of the elements of the correction matrix to obtain visual pleasantness or enhanced readability. Moreover, by working on different flash-lighted images and extracting the local illumination data from the FLiSS, it should be possible to recover simple models of the optical properties of a surface. Finally, while the simple point light model for flash exhibits strong limitations, FLiSS data could be used to obtain a more complex model that could approximate in a very accurate way the behavior of the flash light.
