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A SIMPLICIAL CONSTRUCTION OF G-EQUIVARIANT FLOER
HOMOLOGY
KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
Abstract. For G a Lie group acting on a symplectic manifold (M,ω) preserving a pair of
Lagrangians L0, L1, under certain hypotheses not including equivariant transversality we
construct a G-equivariant Floer cohomology HFG(L0, L1).
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2 KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
1. Introduction
In the 1980s, Floer introduced a collection of semi-infinite dimensional Morse-like homolo-
gies [Flo88c, Flo88b, Flo88a]. These and later Floer-type invariants are often enriched by
various kinds of symmetries. For example, Seiberg-Witten Floer homology and cylindrical
contact homology are intrinsically S1-equivariant theories [KM07,Man03,BO17], and Fukaya
categories often carry actions of mapping class groups (e.g., [KS02, SS06]) and Lie algebras
(e.g., [Sei15c,EL15]).
In this paper, we will focus on Lagrangian intersection Floer cohomology in the presence
of extrinsic symmetries: an action of a Lie group G on a symplectic manifold M preserving
Lagrangians L0 and L1. Our goal is to construct an equivariant Floer cohomlogy, modeled
on Borel equivariant (singular) cohomology, and show that it enjoys good properties. The
naive approach is to consider G-equivariant almost complex structures and Hamiltonian
perturbations. The difficulty is that even for G a discrete group it is often impossible to
achieve transversality for moduli spaces of holomorphic curves via equivariant choices, and
for G a positive-dimensional Lie group, G-equivariant transversality seems to occur rarely
indeed.
One way to construct equivariant Floer (co)homology without equivariant transversality
is to consider the space of (non-equivariant) Lagrangians and build a kind of G-equivariant
local system over this space. There are at least two approaches to making this rigorous.
One is in terms of Floer theory on M coupled to Morse theory on EG; this approach is
sketched by Seidel-Smith [SS10, Sei15a] (who focus on the case G = Z/2). The other is to
use notions of homotopy coherence and a simplicial model for BG; in the case that G is
a finite group and we consider Floer complexes with coefficients in F2 this approach was
explained in our previous paper [HLS16]. The goal of this paper is to extend the homotopy
coherence approach to G an arbitrary compact Lie group (or, under additional hypotheses
on the action, any Lie group) and, under appropriate hypotheses, coefficients in Z (or any
other ring). Our main construction / theorem is:
Theorem 1.1. Suppose a Lie group G acts on a symplectic manifold (M,ω) by symplecto-
morphisms preserving Lagrangians L0 and L1, satisfying the following hypotheses:
(1) For any loop of paths in M from L0 to L1, both the symplectic area and the Maslov
index vanish. (See Point (J-1) in Hypothesis 3.1.)
(2) The manifold M is either compact or is convex at infinity, and in the latter case L0
and L1 are compact or conical at infinity. (See Point (J-2) in Hypothesis 3.1.)
(3) The group G is either compact or else every G-twisted loop of paths has Maslov index
0. (See Section 3.3.)
Then:
(1) There is an associated G-equivariant Floer cohomology group HFG(L0, L1) over the
ground ring R = F2.
(2) If the configuration spaces of Whitney disks in (M,L0, L1) admit a G-orientation
system (Definition 3.8) then there is an associated G-equivariant Floer cohomology
group HFG(L0, L1) over any ground ring R. In particular, this holds whenever L0
and L1 admit G-equivariant brane data (see Proposition 3.15).
(3) The equivariant Floer cohomology HFG(L0, L1) is a module over the group cohomology
H∗(BG;R) of G with coefficients in R.
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(4) If R = F is a field then there is a spectral sequence with E2-page H∗
(
BG; HF ∗(L0, L1;F)
)
converging to HFG(L0, L1;F). In particular, if G is connected the E2-page of this
spectral sequence is H∗(BG;F)⊗ HF ∗(L0, L1;F).
(5) In the case that G is a finite group and R = F2, HFG(L0, L1) is isomorphic to the
equivariant Floer cohomology as defined in our previous paper [HLS16].
This is a combination of Definition 3.45, Theorems 3.46 and 4.1, and Proposition 4.22.
Versions of equivariant Lagrangian intersection Floer homology have appeared elsewhere
in the literature. One of the earliest instances is Khovanov-Seidel’s use of Z/2-equivariant
almost complex structures to simplify computations of Floer homology with F2-coefficients
in certain cases [KS02, Lemma 5.14]. There, strong hypotheses on the group action guaran-
teed that one could achieve equivariant transversality. Seidel later constructed and exploited
an action of Z/2 on the Fukaya category, again under strong hypotheses on the group ac-
tion [Sei08, Sei15b]. The case of free actions were further exploited by Wu [Wu18]. These
constructions were extended to fairly general finite group actions by Cho-Hong [CH17],
for coefficient rings containing Q. The hypothesis on the coefficients is essential for their
construction, as they average the differential over a G’s worth of complex structures. Con-
sequently, their construction does not carry an interesting action by H∗(BG).
The constructions in this paper can be seen as a more homotopy-theoretic kind of aver-
aging over the group action, allowing us to work with coefficients in arbitrary rings (and, in
particular, F2). While we will not pursue the analogy with Cho-Hong’s work further, and in
particular will not attempt to construct an equivariant Fukaya category, we will make use of
some of their ideas when orienting moduli spaces in Section 3.4.
The paper is organized as follows. The language that we use to formulate the coherent
Floer data in the construction of HFG(L0, L1) is that of infinity (or (∞, 1)) categories. We
review the aspects of this subject that are needed for the construction in Section 2. (The
exposition is intended to be a convex combination of efficient and explicit, so while we omit
some details it does not assume any familiarity with higher categories or algebra.) Section 3
gives the construction of G-equivariant Floer cohomology, culminating in Section 3.7, which
gives both the definition of HFG(L0, L1) and a proof of its invariance. We also outline the
analogous construction in Morse theory, in Section 3.8. Section 4 gives further properties
and computations of these invariants: an identification of this construction in the discrete
case with our earlier construction [HLS16] (Section 4.1); the proof that the Morse-theory
analogue gives the usual Borel equivariant cohomology (Section 4.2); the spectral sequence
H∗(BG; HF (LH0 , L1;F)) ⇒ HFG(L0, L1;F) (Section 4.3); and a brief discussion of S1- and
O(2)-equivariant symplectic Khovanov homology (Section 4.4).
Acknowledgments. We thank Mohammed Abouzaid, Dan Dugger, Tyler Lawson, Tim
Perutz, and Dev Sinha for helpful conversations. In particular, this paper is partly inspired
by Abouzaid’s work on family Floer homology [Abo17]. We also thank the contributors to
nLab, the articles in which helped us parse the infinity-categorical literature. Finally, we
thank the referee for a careful reading and many helpful suggestions.
2. Background and conventions
We collect some background about infinity categories which we need later. Throughout
this section, we provide references to treatments with further details, but have not attempted
to cite the original sources for this material.
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Convention 2.1. Fix a commutative, unital base ring R. Unless otherwise mentioned, all
algebraic constructions in this paper will be over R. Usually R will be Z or some field F.
2.1. Simplicial sets. To fix notation, recall that a simplicial set S consists of a sequence
of sets Sn, n = 0, 1, 2, . . . , and maps
dj : Sn → Sn−1 sj : Sn → Sn+1
for 0 ≤ j ≤ n, satisfying the simplicial relations. (See, e.g., [GJ09, Section I.1].) The maps
dj are the face maps and the maps sj are the degeneracy maps ; the elements of Sn are
called n-simplices. Equivalently, a simplicial set is a functor from ∆op to Sets, where ∆
is the category with one object [n] = {0, . . . , n} for each non-negative integer n and with
Hom([m], [n]) the set of monotone functions α : [m] → [n]. The face map dj : Sn → Sn−1
comes from the monotone injective map [n − 1] → [n] that misses j, and the degeneracy
map sj : Sn → Sn+1 comes from the monotone surjective map [n+ 1]→ [n] under which the
preimage of {j} is {j, j + 1}.
For σ ∈ Sn and 0 ≤ i0 < · · · < ik ≤ n, let σi0,...,ik denote the element α∗(σ) ∈ Sk, where
α : [k]→ [n] is the map j 7→ ij.
2.2. Cubes. The standard n-cube is [0, 1]n. The boundary facets of [0, 1]n are
∂i,[0, 1]
n = {(x1, . . . , xn) ∈ [0, 1]n | xi = }
where i ∈ {1, . . . , n} and  ∈ {0, 1}. Projecting off the ith coordinate identifies ∂i,[0, 1]n with
the standard (n − 1)-cube. This identification is orientation-preserving if i +  is even and
orientation-reversing otherwise.
2.3. Infinity categories and functors. Let ∆n be the standard n-simplex. We often view
∆n as a simplicial set with k-simplices σ corresponding to length-(k+1) increasing sequences
in {0, 1, . . . , n}; the elements of the sequence are the vertices of the k-simplex σ. A simplex
in ∆n is non-degenerate if the corresponding sequence is strictly increasing.
For convenience later, given −1 ≤ i ≤ k, let ∆1k;i denote the k-simplex in ∆1 whose vertices
are
i+1︷ ︸︸ ︷
0, . . . , 0,
k−i︷ ︸︸ ︷
1, . . . , 1. (The simplex ∆1k;j is degenerate if k > 1.)
Let Λni denote the i
th horn of ∆n, that is, ∆n with the n-dimensional cell and the ith
(n − 1)-dimensional cell deleted. So, Λni is a simplicial set whose simplices correspond to
increasing sequences in {0, 1, . . . , ıˆ, . . . , n}.
Recall [Lur09, Definition 1.1.2.4] that a weak Kan complex or an infinity category (or
(∞, 1)-category, or quasicategory) is a simplicial set S which satisfies the weak Kan condition:
if 0 < i < n, and f0 : Λ
n
i → S is a map of simplicial sets then f0 can be extended to a map
f : ∆n → S. The elements of S0 are the objects of S, sometimes denoted Ob(S). The
elements of Sn (for n > 0) are the n-morphisms of S. The infinity category is a Kan complex
if it satisfies the horn-filling condition for i = 0, n as well.
Given any topological space X, the singular set X• of X, which has Xn the set of contin-
uous maps ∆n → X, is a simplicial set satisfying the Kan condition (because the topological
n-simplex retracts to any of its horns). So, we can view X• as an infinity category.
A functor of infinity categories is simply a map of simplicial sets [Lur09, Section 1.2.7].
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2.4. Semi-simplicial sets. We will occasionally use semi-simplicial sets, which have face
maps but no degeneracy maps. Equivalently, a semi-simplicial set is a functor from ∆opinj to
Sets, where ∆inj has objects the non-negative integers and Hom([m], [n]) the set of monotone
injections from [m] to [n].
If Sets∆
op
(respectively Sets∆
op
inj) denotes the category of simplicial sets (respectively semi-
simplicial sets) then the inclusion j : ∆opinj → ∆op induces a forgetful map j∗ : Sets∆
op →
Sets∆
op
inj . A semi-simplicial set X has a fat realization, ‖X‖ which is defined like the geometric
realization |X| except without quotienting by the relations involving the degeneracy maps
of X. A map of semi-simplicial sets induces a map of fat realizations. Further, if X is a
simplicial set then the quotient map ‖j∗X‖ → |X| is a weak equivalence [Seg74, Appendix
A], and is functorial with respect to maps of simplicial sets.
Lemma 2.2. Let S, T ∈ Sets∆op be simplicial sets. If f : j∗S → j∗T is a semi-simplicial
map that induces weak equivalence of fat realizations then S and T are weakly equivalent as
simplicial sets.
Proof. By hypothesis, ‖f‖ : ‖j∗S‖ → ‖j∗T‖ is a weak equivalence of CW complexes. So, we
have
|S| '←− ‖j∗S‖ '−→ ‖j∗T‖ '−→ |T |.
Since | · | induces an equivalence of homotopy categories [GJ09, Theorem 11.4], it follows
that S and T are weakly equivalent simplicial sets. 
The following lemma will be convenient in showing that two versions of the simplicial
nerve agree:
Lemma 2.3. Let S and T be simplicial sets. If there are maps α : j∗S → j∗T , β : j∗T → j∗S,
H : j∗(∆1 × T )→ j∗T , and K : j∗(∆1 × S)→ j∗S of semi-simplicial sets so that
H|{0}×T = IT H|{1}×T = α ◦ β
K|{0}×S = IS K|{1}×S = β ◦ α
then S and T are weakly equivalent as simplicial sets.
Proof. Using Lemma 2.2, it suffices to show that ‖α‖ is a homotopy equivalence. We have
‖α‖ ◦ ‖β‖ = ‖H‖ ◦ ‖j∗ι0‖ and I‖j∗T‖ = ‖H‖ ◦ ‖j∗ι1‖, where ιi : ∆0 → ∆1 are the endpoint
inclusions. Hence, to show that ‖α‖ ◦ ‖β‖ is homotopic to the identity it suffices to show
that ‖j∗ι0‖ and ‖j∗ι1‖ are homotopic. This follows from the diagram
‖j∗T‖
‖j∗(∆1 × T )‖
|T |
|∆1 × T | = [0, 1]× |T |
‖j∗ι0‖ ‖j∗ι1‖
'
|ι0| |ι1|
'
where the rectangular face involving ‖j∗ιi‖ and |ιi| commutes for i = 0, 1, and the right
bigon commutes up to homotopy, forcing the left bigon to commute up to homotopy as well,
since the horizontal arrows are homotopy equivalences.
A similar argument shows that ‖β‖ ◦ ‖α‖ is homotopic to I‖j∗S‖, proving the result. 
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2.5. The category of chain complexes. Another infinity category of importance to us is
Kom, the infinity category of bounded-below chain complexes of free R-modules. Following
Lurie [Lur, Construction 1.3.1.6], the n-simplices in Kom are pairs ({Cj}, {fJ}) where {Cj}
is a sequence of n + 1 bounded-below chain complexes C0, · · · , Cn and {fJ} is a collection
of maps fJ : Cj0 → Cjk , one for each increasing sequence J = (0 ≤ j0 < · · · < jk ≤ n) (with
k ≥ 1), of degree k − 1, satisfying
(2.4) ∂Cjk ◦ fj0,...,jk + (−1)kfj0,...,jk ◦ ∂Cj0 =
∑
0<`<k
(−1)k−`+1 (fJ\{j`} − fj`,...,jk ◦ fj0,...,j`) .
The structure maps of the simplicial set Kom are given as follows. For each monotone
function α : [m]→ [n] and n-simplex ({Cj}, {fJ}) of Kom there is a corresponding m-simplex
α∗({Cj}, {fJ}) = ({D`}, {gL}) where D` = Cα(`) and gL is:
• fα(L) if |α(L)| = |L|,
• ICj if L = {`1, `2} has two elements and α(`1) = α(`2) = j, and
• the zero map in all other cases.
In fact, the category of chain complexes is a stable infinity category [Lur, Proposition
1.3.2.10], i.e., Kom has a zero object, which is the zero complex; every morphism admits
a fiber and a cofiber; and fiber and cofiber sequences agree. The cofiber of a morphism f
is simply the mapping cone of f , and the (induced) shift operator is just the usual shift
operator on chain complexes.
Remark 2.5. Our convention for indexing the morphisms fj0,...,jk differs slightly from Lurie’s;
consequently, the sign in Formula (2.4) differs from Lurie’s, as well.
Example 2.6. A 3-simplex in Kom consists of four chain complexes C0, C1, C2, C3 with maps
C0
C1 C2
C3
f01
f12
f23f02 f13
f03
f012 f123
f013 f023
f0123
where the solid maps are degree-0 chain maps, the dashed maps are degree-1 chain homo-
topies, and the dotted map is a degree-2 homotopy of homotopies filling in the following
square of maps C0 → C3:
f03 f13◦f01
f23◦f02 f23◦f12◦f01
f023
f013
f23◦f012
f123◦f01f0123
Convention 2.7. Let C be an infinity category or, more generally, simplicial set and F :
C → Kom a functor (map of simplicial sets). For any n-simplex σ in C with vertices
σ0, . . . , σn, F (σ) is an n-simplex in Kom, consisting of chain complexes F (σ0), . . . , F (σn),
and maps F (σ)J between them, one for each sequence J = (0 ≤ j0 < · · · < jk ≤ n). We will
let F (σ) denote the degree (n− 1) map F (σ0)→ F (σn) associated to the maximal sequence
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(0 < 1 < · · · < n). The functor F is determined entirely by the chain complexes F (x),
x ∈ C0, and these maps F (σ) for non-degenerate n-simplices σ, n ≥ 1. (For degenerate
simplices except s0Ix, F must vanish.)
In this notation, the fact that F is a functor is equivalent to
(2.8) ∂Cn ◦ F (σ) + (−1)nF (σ) ◦ ∂C0 =
∑
0<`<n
(−1)n−`+1
(
F (d`σ)− F (σ`,...,n) ◦ F (σ0,...,`)
)
.
2.6. The homotopy coherent nerve. Cordier’s homotopy coherent nerve or simplicial
nerve is a procedure for turning categories where the morphisms form (fibrant) simplicial
sets, i.e., simplicially enriched categories, into simplicial sets (infinity categories). Briefly,
for each non-negative integer n let S[n] be the simplicially enriched category in which:
• The objects are 0, 1, . . . , n.
• HomS[n](i, j) is the order complex associated to the set of subsets of {i, i+ 1, . . . , j}
which include both i and j, ordered by inclusion. (So, HomS[n](i, j) is a simplicial
set, and is in fact combinatorially equivalent to the (j− i− 1)-dimensional cube; the
face x` = 0 (respectively x` = 1) of the cube corresponds to the subsets of [i, j] not
containing (respectively containing) the element i+ `.)
• Composition HomS[n](j, k)×HomS[n](i, j)→ HomS[n](i, k) is induced by the union of
sets.
(We have followed the notation in nLab; Lurie denotes S[n] by C[∆[0,n]] [Lur09, Definition
1.1.5.1].)
Vertices of HomS[n](i, j) correspond to subsets of the form V = {i < k1 < k2 < · · · <
k` < j}; we will denote the corresponding vertex by AV . Then a non-degenerate k-simplex
in HomS[n](i, j) corresponds to a sequence V0, . . . , Vk of such subsets where V` is a proper
subset of V`+1, 0 ≤ ` < k; we will represent the simplex as the sequence AV0 , . . . , AVk of its
vertices.
There are coface and codegeneracy functors δj : S[n] → S[n + 1], σj : S[n] → S[n − 1],
where δj is induced by the monotone injection {0, . . . , n} → {0, . . . , n+1} which skips j and
σj is induced by the monotone surjection {0, . . . , n} → {0, . . . , n − 1} which sends both j
and j + 1 to j (i.e., by the usual maps which dualize to dj and sj); these maps induce maps
of power sets and order complexes of power sets.
Given a simplicially enriched category C , the simplicial nerve N C of C is the simplicial
set with:
• n-simplices given by Fun(S[n],C ), the set of functors of simplicially enriched cate-
gories from S[n] to C .
• Face and degeneracy maps induced by the δj and σj.
If each of the Hom sets in C is a Kan complex then the simplicial nerve N C is an infinity
category (weak Kan complex) [Lur09, Proposition 1.1.5.10].
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Example 2.9. A 3-simplex of the simplicial nerve consists of four objects x0, x1, x2, x3 with
morphisms
x0
x1 x2
x3
ϕ01
ϕ12
ϕ23ϕ02 ϕ13
ϕ03
ϕ02,012 ϕ13,123
ϕ03,013 ϕ03,023
ϕ03,0123
ϕ03,023,0123ϕ03,013,0123
where the solid morphisms are 0-simplices in HomC (xi, xj), the dashed morphisms are 1-
simplices in HomC (xi, xj) whose faces are those 0-simplices or their compositions, and the
dotted morphisms are 2-simplices in HomC (xi, xj), whose faces are either the 1-simplices
or their compositions with 0-simplices (after treating the 0-simplices as 1-simplices by the
degeneracy maps). For instance, the three faces of ϕ03,023,0123 are ϕ03,0123, ϕ03,023, and s0(ϕ23)◦
ϕ02,012. The morphisms from x0 to x3 fit into the following triangulation of the square (with
0-simplices on vertices, 1-simplices on edges, and 2-simplices on triangles):
ϕ03 ϕ13 ◦ ϕ01
ϕ23 ◦ ϕ02 ϕ23 ◦ ϕ12 ◦ ϕ01
ϕ03,023
ϕ03,013
s0(ϕ23) ◦ ϕ02,012
ϕ13,123 ◦ s0(ϕ01)ϕ03,0123
ϕ03,023,0123
ϕ03,013,0123
The similarity with the definition of the infinity category of chain complexes is not a
coincidence [Lur, Section 1.3.1].
2.7. Classifying spaces and smooth nerves. The degeneracy maps in the simplicial
nerves are not smooth maps between cubes. A variant of the construction, which makes
sense for topological categories, does only involve smooth maps:
Definition 2.10. The smooth Cordier-Vogt category is the cosimplicial topological category
Ssm [•] defined as follows. For n ∈ N, let Ssm [n] be the topological category which has objects
{0, . . . , n}, and
HomSsm [n](a, b) = {1} ×
(
b−1∏
i=a+1
[0, 1]
)
× {1} = {(1, ta+1, ta+2, . . . , tb−1, 1) | ti ∈ [0, 1]},
with composition HomSsm [n](b, c)× HomSsm [n](a, b)→ HomSsm [n](a, c) given by
(1, tb+1, . . . , tc−1, 1), (1, ta+1, . . . , tb−1, 1) 7→ (1, ta+1, . . . , tb−1, 1, tb+1, . . . , tc−1, 1).
The co-face maps δi : Ssm [n− 1]→ Ssm [n], i = 0, . . . , n, are given by
δi(k) =
{
k k < i
k + 1 k ≥ i.
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and
δi|Hom(a,b)(1, ta+1, . . . , tb−1, 1)
=

(1, ta+1, . . . , tb−1, 1) ∈ Hom(a+ 1, b+ 1) i ≤ a
(1, ta+1, . . . , ti−1, 0, ti, . . . , tb−1, 1) ∈ Hom(a, b+ 1) a < i ≤ b
(1, ta+1, . . . , tb−1, 1) ∈ Hom(a, b) i > b.
The co-degeneracy maps σj : Ssm [n+ 1]→ Ssm [n], j = 0, . . . , n, are given by
σj(k) =
{
k k ≤ j
k − 1 k > j
and
σj|Hom(a,b)(1, ta+1, . . . , tb−1, 1)
=

(1, ta+1, . . . , tb−1, 1) ∈ Hom(a− 1, b− 1) j < a
(1, ta+1, . . . , tj−1, tj + tj+1 − tjtj+1, tj+2, . . . , tb−1, 1) ∈ Hom(a, b− 1) a ≤ j < b
(1, ta+1, . . . , tb−1, 1) ∈ Hom(a, b) j ≥ b.
In the second case, if j = a then we interpret ta = 1 so σ
a deletes ta+1, while if j = b− 1 we
interpret tb = 1 so σ
b deletes tb−1. Note that tj + tj+1 − tjtj+1 = 1− (1− tj)(1− tj+1).
Proposition 2.11. Definition 2.10 defines a cosimplicial topological category.
Proof. We must check that the maps δi and σj respect composition and the identity maps
and that the δi and σj satisfy the cosimplicial identities.
The first statement, that the δi and σj are functors, is clear.
For the cosimplicial identities, consider [0, 1]N = {(t0, t1, t2, . . . ) | ti ∈ [0, 1]}. There are
maps δ¯i : [0, 1]N → [0, 1]N and σ¯j : [0, 1]N → [0, 1]N, i, j ∈ N, defined by
δ¯i(t0, t1, . . . ) = (t0, t1, . . . , ti−1, 0, ti, ti+1, . . . )
σ¯j(t0, t1, . . . ) = (t0, t1, . . . , tj + tj+1 − tjtj+1, tj+2, . . . ).
We can view the map δi (respectively σj) on Hom(a, b) as the restriction of δ¯i (respectively
σ¯j) to {1}a× [0, 1]b−a−1×{1}× {1}× · · · . Thus, it suffices to check the simplicial identities
for the δ¯i and σ¯j. This check is routine, using the fact that the function f(x, y) = x+y−xy is
associative (i.e., f(f(x, y), z) = f(x, f(y, z))) and has unit 0 (i.e., f(0, x) = f(x, 0) = x). 
Definition 2.12. A smooth category consists of a topological category C together with a
choice, for each n and each pair of objects x, y ∈ Ob(C ), of a subset of the maps [0, 1]n →
HomC (x, y), which we will call the smooth n-cubes in HomC (x, y). These subsets are required
to satisfy the following properties:
• If f : [0, 1]n → HomC (x, y) is a smooth n-cube and δ¯i : [0, 1]n−1 → [0, 1]n (respec-
tively σ¯j : [0, 1]n+1 → [0, 1]n) is one of the extensions of the co-face (respectively co-
degeneracy) maps from the proof of Proposition 2.11 then f ◦ δ¯i (respectively f ◦ σ¯j)
is a smooth cube.
• If f : [0, 1]n → HomC (x, y) and g : [0, 1]n → HomC (y, z) are smooth n-cubes then the
pointwise composition g ◦ f is a smooth n-cube.
• The identity map of x, viewed as a 0-cube in HomC (x, x), is smooth.
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The fundamental example is the following:
Example 2.13. If G is a Lie group there is a smooth category BG with a single object o,
Hom(o, o) = G, and smooth n-cubes the set of smooth maps [0, 1]n → G.
Definition 2.14. Let C be a smooth category. A functor F : Ssm [n] → C is smooth if for
each 0 ≤ a ≤ b ≤ n, F |HomSsm [n](a,b) : [0, 1]b−a−1 → HomC (F (a), F (b)) is a smooth (b−a− 1)-
cube in C .
Lemma 2.15. If F : Ssm [n] → C is a smooth functor then for any i = 0, . . . , n, F ◦ δi :
Ssm [n− 1]→ C and F ◦ σi : Ssm [n+ 1]→ C are smooth functors.
Proof. This is immediate from the definitions. 
Definition 2.16. Given a smooth category C , let N smC , the smooth simplicial nerve of
C , be the simplicial set with n-simplices the set of smooth functors Ssm [n] → C and face
and degeneracy maps induced by the co-face and co-degeneracy maps of Ssm [•]. In the same
spirit as Convention 2.7, for any n-simplex σ in N smC , we will denote the top-dimensional
smooth cube σ|HomSsm [n](0,n) : [0, 1]n−1 → HomC (σ(0), σ(n)) by σ.
The fact that N smC is a well-defined simplicial set is immediate from Lemma 2.15.
Remark 2.17. In Cordier’s simplicial nerve [Cor82], the max{tj, tj+1} is used in place of the
map tj + tj+1 − tjtj+1, which means that the degeneracy maps in the simplicial nerve do
not respect smoothness. The map tj + tj+1 − tjtj+1 is closely related to Vogt’s definition of
homotopy coherent diagrams [Vog73] (which exchanges 0 and 1 and uses the map tjtj+1);
the relation between the two constructions was further studied by Cordier [Cor82].
Lemma 2.18. Let C• be the simplicially enriched category obtained by replacing each mor-
phism space in a smooth category C by its singular set. Then there is an inclusion map
ι : N smC → N C• of semi-simplicial sets. If for every x and y, every continuous map
[0, 1]n → HomC (x, y) is declared to be smooth, then ι is an isomorphism of semi-simplicial
sets.
Proof. This is immediate from the definitions. Indeed, in the second statement, if max{tj, tj+1}
were used in place of tj + tj+1− tjtj+1 in the definition of the smooth nerve, cf. Remark 2.17,
then ι would have been an isomorphism of simplicial sets. 
Now we will apply this construction of the smooth nerve to study classifying spaces. Let
G be a Lie group, and let G• denote the singular set of G, which is a simplicial group. The
following is a slightly unusual model for the classifying space of G:
Lemma 2.19. [Hin15, Proposition 2.6.2] Let BG• denote the simplicially enriched category
with a single object o and Hom(o, o) = G•. The composition in BG• is given by g ◦ h = hg.
Let N BG• be the simplicial nerve of BG• and |N BG•| the geometric realization of N BG•.
Then |N BG•| is weakly homotopy equivalent to the classifying space of G.
If G is a Lie group, we can also consider the smooth nerve N smBG of the category BG
from Example 2.13.
Example 2.20. Let σ be a 3-simplex in the smooth nerve N smBG, and let ι(σ) be the
corresponding 3-simplex in the simplicial nerve N BG•. Then the data for σ and ι(σ)
consist of
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• six elements of G, σ01 = g01, σ12 = g12, σ23 = g23, σ02 = g02, σ13 = g13, σ03 = g03,
• five paths in G, σ012 = g02,012, σ123 = g13,123, σ013 = g03,013, σ023 = g03,023, and g03,0123, and
• two singular 2-simplices in G, g03,023,0123, g03,013,0123, fitting into the square σ,
σ03 σ01σ13
σ02σ23 σ01σ12σ23
σ023
σ013
σ012σ23
σ01σ123σ =
g03 g01g13
g02g23 g01g12g23
g03,023
g03,013
g02,012g23
g01g13,123g03,0123
g03,023,0123
g03,013,0123
While the right picture is a special case of Example 2.9, notice how the left picture is similar
to Example 2.6.
Lemma 2.21. The smooth nerveN smBG is weakly equivalent to the ordinary nerveN BG•.
So, |N smBG| is a model for the classifying space of G.
Proof. Let ι : N smBG→ N BG• be the inclusion map from Lemma 2.18 (of semi-simplicial
sets). By Lemma 2.3, it suffices to construct semi-simplicial maps f : N BG• → N smBG
and H : N BG• ×∆1 → N BG• so that f ◦ ι = IN smBG and H restricts to IN BG• and ι ◦ f
on N BG• × {0} and N BG• × {1}, respectively. (To reduce notational clutter, we are
suppressing j∗.)
Fix, once and for all, a deformation retraction D : U × [0, 1]→ U of some open neighbor-
hood U of 1 ∈ G to 1. Given a topological space X, call maps p, q : X → G close if for each
x ∈ X, p(x)−1q(x) ∈ U . If p and q are close then there is a canonical homotopy from q to p
given by (x, t) 7→ p(x)D(p(x)−1q(x), t).
If σ is an n-simplex in N BG•, it specifies an (n − 1)-dimensional singular cube in G,
which we also denote σ. For σ an n-simplex in either N BG• or N smBG, the restriction of
σ to the boundary is given by
σ(t1, . . . , ti−1, 0, ti+1, . . . , tn−1) = (diσ)(t1, . . . , ti−1, ti+1, . . . , tn−1)
σ(t1, . . . , ti−1, 1, ti+1, . . . , tn−1) = σ0,...,i(t1, . . . , ti−1)σi,...,n(ti+1, . . . , tn).
(2.22)
We construct f inductively on the dimension of the simplices, ensuring the following:
• The smooth singular cube f(σ) is close to the singular cube σ.
• If σ = ι(σ′), then f(σ) = σ′.
Fix some n-simplex σ in N BG•. By induction, f has already been constructed on all lower
dimensional simplices, and hence, by Equation (2.22), the singular cube f(σ) has already
been constructed on ∂[0, 1]n−1 (and is close to σ|∂[0,1]n−1 , and equals σ|∂[0,1]n−1 if σ is in the
image of ι). Moreover, the restriction of f(σ) to each facet is a smooth singular (n − 2)-
dimensional cube in G, and hence [Lee13, Lemma 18.9], f(σ)|∂[0,1]n−1 is a smooth map from
this closed subset of Rn−1 to G. By definition, this gives a smooth extension of f(σ)|∂[0,1]n−1
to a neighborhood of ∂[0, 1]n−1. If σ is in the image of ι (and hence σ is smooth), choose this
extension to be σ; otherwise, fix any smooth extension. Next, approximate σ on the interior
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of [0, 1]n−1 by a smooth family; once again, if σ is smooth, choose the approximation to be
σ. Patch these two approximations together near the boundary to define f(σ).
We now construct H inductively on the dimension of the simplices. Consider any n-simplex
σ = (a, b), where a is an n-simplex in N BG• and b is a n-simplex in ∆1. The construction
of H will inductively satisfy the condition that the singular cubes H(σ) and a are close.
Since H has already been defined onN BG•×{0, 1} (and satisfies the closeness condition),
it only remains to define H on simplices that do not lie in N BG• × {0, 1}. Therefore, we
may assume b = ∆1n;i for some 0 ≤ i < n (using notation from Section 2.3). For the induction
base case, if n = 1, map (a, b) to a = ι ◦ f(a).
For the induction step, H has already been defined on every face of σ; therefore, by
Equation (2.22), H(σ) has already been constructed on ∂[0, 1]n−1. So we only need to
extend H(σ) to the interior. Inductively, H(σ)|∂[0,1]n−1 is close to a|∂[0,1]n−1 . So, define the
extension by setting it to be (a scaled version of) a in a slightly smaller sub-cube, and the
canonical homotopy from H(σ)|∂[0,1]n−1 to a|∂[0,1]n−1 on the remaining annular neighborhood
of the boundary. 
Example 2.23. Consider the 3-simplex σ = (a,∆13;0), where a is a 3-simplex in N BG•, with
data given by points g01, g12, g23, g02, g13, g03, paths g02,012, g13,123, g03,013, g03,023, g03,0123 and
singular triangles g03,013,0123, g03,023,0123 in G, as in Example 2.20. We need to define H(σ)
as a 3-simplex in N BG•. Say the data of H(σ) is given by points h01, h12, h23, h02, h13, h03,
paths h02,012, h13,123, h03,013, h03,023, h03,0123 and singular triangles h03,013,0123, h03,023,0123 in
G. Inductively, the following things are defined as follows:
(1) h01 = g01, h12 = g12, h23 = g23, h02 = g02, h13 = g13, h03 = g03.
(2) h02,012 = s0(g02) ∗ g02,012 ∗ s0(g01g12), h13,123 = ι ◦ f(g13,123), h03,013 = s0(g03) ∗ g03,013 ∗
s0(g01g13), h03,023 = s0(g03) ∗ g03,023 ∗ s0(g02g23). (Here ∗ denotes concatenation of
three paths, with the middle path being the longer one, and two end paths being
short constant ones.)
So we only need to define h03,0123, h03,013,0123, and h03,023,0123, that is, the interior of the
square H(σ). Define it as follows.
•
•
•
•
•
•
• •
• •
g03 g01g13
g02g23 g01g12g23
g
0
3
,0
2
3
g03,013
g02,012g23
g
0
1
(ι
◦f
(g
1
3
,1
2
3
))
g
0
3
g
0
2
g
2
3
g03 g01g13
g02g23 g01g12g23
g03 g01g13
g02g23 g01g12g23
g
0
3
,0
2
3
g03,013
g02,012g23
g
0
1
g
1
3
,1
2
3
g03,0123
g03,023,0123
g03,013,0123
Lemma 2.24. The smooth nerve N smBG is an infinity category, that is, satisfies the weak
Kan condition.
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Proof. This proof is similar to the proof of Lemma 2.21. By Equation (2.22), any map
Λni → N smBG assembles to give a map f : ∂[0, 1]n−1 \ ∂i,0[0, 1]n−1 → G. The map f
restricts on each facet to a smooth map, and therefore forms a smooth ∂[0, 1]n−1\∂i,0[0, 1]n−1-
family [Lee13, Lemma 18.9]. So, f extends to some smooth family g˜ on some -neighborhood
U . To fill the horn, we only need to extend g to the entire cube [0, 1]n−1 smoothly. This is
easy: choose a smooth map φ : [0, 1]n−1 → U which is the identity on ∂[0, 1]n−1 \ ∂i,0[0, 1]n−1
and define the extension of g to be g˜ ◦ φ. 
Next, suppose we have two maps F,G : N smBG→ S. A natural transformation from F
to G is a functor H : ∆1 ×N smBG → S which restricts to F on {0} ×N smBG and G on
{1} ×N smBG. As we see below, this has an interpretation in terms of smooth nerves as
well.
Let C be any smooth category (such as BG), and let I be the discrete category associated
to the ordered set 0 < 1, with objects {0, 1} and
Hom(0, 0) = Hom(0, 1) = Hom(1, 1) = pt Hom(1, 0) = ∅,
viewed as a topological category. Treat I × C as a smooth category by declaring a cube
f : [0, 1]n → HomI×C (x, y) to be smooth if and only if piC ◦f : [0, 1]n → HomC (piC (x), piC (y))
is smooth, where piC : I × C → C is projection to the second factor. It is clear that
N sm(I × C ) = ∆1 ×N smC , since n-simplices of either side consist of an n-simplex of ∆1
(which is a length-(n+ 1) nondecreasing sequence in {0, 1}) and a smooth functor Ssm [n]→
C . Therefore, the following is an equivalent definition of natural transformation.
Definition 2.25. Given functors F,G : N smBG → S, a (smooth) natural transformation
from F to G is a functor H : N sm(I × BG) → S whose restriction to {0} × N smBG
(respectively {1} ×N smBG) is F (respectively G).
In light of the above lemmas, in the rest of the paper we will adopt the following convention:
Convention 2.26. We will henceforth use N BG to denote the smooth nerve N smBG (not
N BG•), and often drop the word “smooth”.
2.8. Homotopy colimits. Let I∗ denote the simplicial chain complex of the 1-simplex ∆1,
i.e., I0 = R〈{0}, {1}〉, I1 = R〈{0, 1}〉, and ∂{0, 1} = {1} − {0}. The inclusions {0} ↪→ [0, 1]
and {1} ↪→ [0, 1] induce chain maps ι0, ι1 : R ↪→ I∗ and the projection [0, 1]→ {pt} induces
a chain map pi : I∗ → R. The multiplication map [0, 1]2 → [0, 1], (x, y) 7→ xy, induces the
“multiplication” m : I∗ ⊗ I∗ → I∗ given by
m({0} ⊗ {0}) = m({0} ⊗ {1}) = m({1}⊗{0}) = {0} m({1} ⊗ {1}) = {1}
m({0, 1} ⊗ {0}) = m({0} ⊗ {0, 1}) = 0 m({0, 1} ⊗ {1}) = m({1} ⊗ {0, 1}) = {0, 1}
m({0, 1} ⊗ {0, 1}) = 0.
The following is an adaptation of Vogt’s construction of homotopy colimits of diagrams in
topological categories [Vog73].
Definition 2.27. Given a map of simplicial sets F from a simplicial set C to Kom, the
homotopy colimit of F is the chain complex
(2.28) hocolimF =
⊕
n≥0
⊕
σ∈Cn
I⊗n∗ ⊗ F (σ0)/ ∼,
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where the equivalence relation ∼ is generated by
(s0σ; tn+1 ⊗ · · · ⊗ t1 ⊗ x) ∼ (σ; tn+1 ⊗ · · · ⊗ t2 ⊗ pi(t1)⊗ x)
(siσ; tn+1 ⊗ · · · ⊗ t1 ⊗ x) ∼ (σ; tn+1 ⊗ · · · ⊗m(ti+1, ti)⊗ · · · ⊗ t1 ⊗ x) if i ≥ 1
(σ; tn ⊗ · · · ⊗ t1 ⊗ x) ∼ (diσ; tn ⊗ · · · ⊗ t̂i ⊗ · · · ⊗ t1 ⊗ x) if ti = {1}
(σ; tn ⊗ · · · ⊗ t1 ⊗ x) ∼ (σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i)(x))
if t1 = · · · = ti−1 = {0, 1} and ti = {0}.
The differential is induced by the tensor product differential in Formula (2.28), namely:
∂(σ; tn ⊗ · · · ⊗ t1 ⊗ x) =
n∑
i=1
(−1)gr(ti+1)+···+gr(tn)(σ; tn ⊗ · · · ⊗ ∂(ti)⊗ · · · ⊗ t1 ⊗ x)
+ (−1)gr(t1)+···+gr(tn)(σ; tn ⊗ · · · ⊗ t1 ⊗ ∂(x)).
The homotopy colimit has a filtration F where Fm hocolimG corresponds to replacing the
first direct sum over n ≥ 0 in Equation (2.28) with the sum 0 ≤ n ≤ m. (The special case
F0 hocolimG is simply the direct sum over objects v in C of F (v).)
It is not hard to verify that the differential is consistent with the equivalence relation. For
instance, temporarily using the notation [a|b] to denote ∑bj=a gr(tj), we have
(σ; tn ⊗ · · · ⊗ ti+1 ⊗ {0} ⊗ {0, 1} ⊗ · · · ⊗ {0, 1} ⊗ x) (σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i)(x)
∑n
j=i+1(−1)[j+1|n](σi,...,n; tn ⊗ · · · ⊗ ∂(tj)⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i)(x))
+(−1)[i+1|n](σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ ∂ ◦ F (σ0,...,i)(x))
∑n
j=i+1(−1)[j+1|n](σi,...,n; tn ⊗ · · · ⊗ ∂(tj)⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i)(x))
+
∑i−1
j=1(−1)[i+1|n]+i−j+1(σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,jˆ,...,i)(x))
+
∑i−1
j=1(−1)[i+1|n]+i−j(σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σj,...,i) ◦ F (σ0,...,j)(x))
+(−1)[i+1|n]+i−1(σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i) ◦ ∂(x))
∑n
j=i+1(−1)[j+1|n](σ; tn ⊗ · · · ⊗ ∂(tj)⊗ · · · ⊗ ti+1 ⊗ {0} ⊗ {0, 1} ⊗ · · · ⊗ {0, 1} ⊗ x)
+
∑i−1
j=1(−1)[i+1|n]+i−j−1(σ; tn ⊗ · · · ⊗ ti+1 ⊗ {0} ⊗ {0, 1} ⊗ · · · ⊗ {1} ⊗ · · · ⊗ {0, 1} ⊗ x)
+
∑i−1
j=1(−1)[i+1|n]+i−j(σ; tn ⊗ · · · ⊗ ti+1 ⊗ {0} ⊗ {0, 1} ⊗ · · · ⊗ {0} ⊗ · · · ⊗ {0, 1} ⊗ x)
+(−1)[i+1|n]+i−1(σ; tn ⊗ · · · ⊗ ti+1 ⊗ {0} ⊗ {0, 1} ⊗ · · · ⊗ {0, 1} ⊗ ∂(x))
∂
∂
=
∼
∼
(by Equation (2.4))
For σ ∈ Cn and x ∈ F (σ0), write [σ] ⊗ x for (σ; {0, 1} ⊗ · · · ⊗ {0, 1} ⊗ x). Note that
hocolimF is generated by such [σ]⊗ x for non-degenerate σ and
(2.29) ∂([σ]⊗ x) = (−1)n[σ]⊗ (∂x) +
n∑
i=1
(−1)n−i([σ0,...,ˆi,...,n]⊗ x− [σi,...,n]⊗ F (σ0,...,i)(x)).
Let IR : C → Kom be the constant functor IR(x) = R (viewed as a chain complex con-
centrated in degree 0) for each x ∈ Ob(C ) = C0, IR(f) = I, the identity map, for each
1-morphism f ∈ C1, and IR(σ) = 0 for any n-morphism σ ∈ Cn, n > 1. Fix another functor
F : C → Kom. For any cochains α ∈ Cm(hocolimF ;R) and β ∈ Cn(hocolim IR;R), define
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their product β · α ∈ Cm+n(hocolimF ;R) as
(2.30) (β · α)([σ]⊗ x) =

α([σ0,...,k−n]⊗ x)β([σk−n,...,k]⊗ 1)
if σ is a k-simplex, k ≥ n,
and x ∈ F (σ0) of grading
(n+m− k),
0 otherwise.
Clearly, (β · α)([σ]⊗ x) = 0 if σ is degenerate, and for any other γ ∈ Cp(hocolim IR;R),
(γ · β) · α = γ · (β · α).
Moreover from Formula (2.29), it is clear that
δ(β · α) = δ(β) · α + (−1)nβ · δ(α),
since for any k-simplex σ and x ∈ F (σ0) of grading (n+m+ 1− k),
δ(β · α)([σ]⊗ x)
= (β · α)((−1)k[σ]⊗ (∂x) + k∑
i=1
(−1)k−i([σ0,...,ˆi,...,k]⊗ x− [σi,...,k]⊗ F (σ0,...,i)(x)))
= (−1)kα([σ0,...,k−n]⊗ ∂x)β([σk−n,...,k]⊗ 1)
+
k−n−1∑
i=1
(−1)k−iα([σ0,...,ˆi,...,k−n]⊗ x)β([σk−n,...,k]⊗ 1)
+
k∑
i=k−n
(−1)k−iα([σ0,...,k−n−1]⊗ x)β([σk−n−1,...,ˆi,...,k]⊗ 1)
−
k−n∑
i=1
(−1)k−iα([σi,...,k−n]⊗ F (σ0,...,i)(x))β([σk−n,...,k]⊗ 1)
while
(δ(β) · α + (−1)nβ · δ(α))([σ]⊗ x)
=α([σ0,...,k−n−1]⊗ x)δβ([σk−n−1,...,k]⊗ 1) + (−1)nδα([σ0,...,k−n]⊗ x)β([σk−n,...,k]⊗ 1)
=α([σ0,...,k−n−1]⊗ x)
k∑
i=k−n−1
(−1)k−i
[
β([σk−n−1,...,ˆi,...,k]⊗ 1)
+ (−1)kα([σ0,...,k−n]⊗ ∂x)β([σk−n,...,k]⊗ 1)
]
+
k−n∑
i=1
(−1)k−i(α([σ0,...,ˆi,...,k−n]⊗ x)− α([σi,...,k−n]⊗ F (σ0,...,i)(x)))β([σk−n,...,k]⊗ 1).
Therefore, H∗(hocolim IR) becomes a graded ring and H∗(hocolimF ) becomes a graded left
module over it.
Lemma 2.31. Consider the functor IR : C → Kom. Then hocolim IR is isomorphic to the
cellular chain complex of the geometric realization |C | of C and the induced isomorphism on
cohomology respects the ring structures.
16 KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
Proof. This is immediate from Equation (2.29). The homotopy colimit is freely generated
by [σ]⊗ 1 for non-degenerate n-simplices σ of C and 1 ∈ IR(σ0) = R, and the differential of
such a generator is
∂([σ]⊗ 1) =
n∑
i=1
(−1)n−i[σ0,...,ˆi,...,n]⊗ 1−
n∑
i=1
(−1)n−i[σi,...,n]⊗ IR(σ0,...,i)(1)
=
n∑
i=1
(−1)n−i[diσ]⊗ 1 + (−1)n[σ1,...,n]⊗ IR(σ0,1)(1)
= (−1)n
n∑
i=0
(−1)i[diσ]⊗ 1.
Therefore, the map [σ] ⊗ 1 7→ (−1)(n+12 )|σ| is an isomorphism between hocolim IR and the
cellular chain complex of |C |.
For the ring structures, let α ∈ Cm(|C |) and β ∈ Cn(|C |) be cocycles and let α and β be
the corresponding cocycles in C∗(hocolim IR). Then for any (m+ n)-simplex σ,
β · α([σ]⊗ 1) = (−1)(m+12 )+(n+12 )α(|σ0,...,m|)β(|σm,...,m+n|)
= (−1)(m+12 )+(n+12 )(α ∪ β)(|σ|)
∼ (−1)(m+n+12 )(β ∪ α)(|σ|)
= β ∪ α([σ]⊗ 1). 
Definition 2.32. For any functor F : C → Kom, define its hypercohomology H∗(F ) to be
the cohomology of hocolimF . Using the product from Equation (2.30) and the isomorphism
from Lemma 2.31, the hypercohomology H∗(F ) is a graded left module over H∗(|C |).
Next, suppose we have functors F0, F1 : C → Kom and a natural transformation G from
F0 to F1, that is, G is a functor ∆
1 × C → Kom satisfying G|{i}×C = Fi, i = 0, 1. To this,
we will associate a chain map fG : hocolimF0 → hocolimF1.
With notation as in Section 2.3, a non-degenerate n-simplex σ in C produces the following
non-degenerate simplices of ∆1 × C :
◦ ∆1n;n × σ; we denote this {0} × σ.
◦ ∆1n;−1 × σ; we denote this {1} × σ.
◦ ∆1n;i × σ for 0 ≤ i < n.
◦ ∆1n+1;i × siσ for 0 ≤ i ≤ n.
Therefore, by Convention 2.7, G consists of maps
• G(∆1n;i × σ) : F0(σ0)→ F1(σn), 0 ≤ i < n, of degree n− 1,
• G(∆1n+1;i × siσ) : F0(σ0)→ F1(σn), 0 ≤ i ≤ n, of degree n,
for each non-degenerate n-simplex σ of C . We will use the notation G(σ; i) for G(∆1n+1;i ×
siσ). These maps are required to satisfy certain compatibility conditions coming from Equa-
tion (2.4), one of which is the following:
∂ ◦G(σ; i) + (−1)n+1G(σ; i) ◦ ∂
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=
i−1∑
`=1
(−1)n−`G(σ0,...,ˆ`,...,n; i− 1) +
n∑
`=i+2
(−1)n−`G(σ
0,...,̂`−1,...,n; i)
+
min(i+1,n)∑
`=max(1,i)
(−1)n−`G(∆1n;`−1 × σ)−
i∑
`=1
(−1)n−`G(σ`,...,n; i− `) ◦ F0(σ0,...,`)
−
n∑
`=i+1
(−1)n−`F1(σ`−1,...,n) ◦G(σ0,...,`−1; i).
In particular, the maps of the form G(∆1n;i × σ) are determined by the maps of the form
G(σ; i). Consequently, the data for G is entirely encapsulated by these maps G, and one can
check that they are only required to satisfy the following equation:
n∑
i=0
(−1)n−i(∂ ◦G(σ; i) + (−1)n+1G(σ; i) ◦ ∂)
=
∑
1≤`≤n−1
0≤i≤n−1
(−1)i+`−1G(σ0,...,ˆ`,...,n; i) +
∑
1≤`≤n
0≤i≤n−`
(−1)i+1G(σ`,...,n; i) ◦ F0(σ0,...,`)
+
∑
0≤`≤n−1
0≤i≤`
(−1)i+`F1(σ`,...,n) ◦G(σ0,...,`; i).
(2.33)
Now construct the map fG : hocolimF0 → hocolimF1 by defining, for non-degenerate
n-simplices σ in C and x ∈ F0(σ0),
(2.34) fG([σ]⊗ x) =
n∑
m=0
(
[σm,...,n]⊗
( m∑
i=0
(−1)m−iG(σ0,...,m; i)(x)
))
.
Lemma 2.35. Given functors F0, F1 : C → Kom and a natural transformation G from F0
to F1, let fG : hocolim(F0) → hocolim(F1) be the map from Equation (2.34). Then fG is a
chain map and the induced map H∗(F1)→ H∗(F0) on hypercohomology respects the module
structure over H∗(|C |).
Proof. We represent a generator of the form [σ] ⊗ x, for x ∈ Fi(σ0), as living over the
barycenter of {i} × σ. Furthermore, we represent the map fG by solid straight arrows,
and the three terms in the differential from Equation (2.29) by curved, dashed, and dotted
arrows, respectively. For example, the case n = 2 is:
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0σ0
0σ1
0σ2
·
·
·
·
1σ0
1σ1
1σ2
·
·
·
·
To see fG is a chain map, fix a non-degenerate n-simplex σ in C and x ∈ F0(σ0), and
consider the terms of (∂ ◦ fG − fG ◦ ∂)([σ]⊗ x). The terms are of the following two types:
(1) [σm,...,ˆ`,...,n]⊗y, 0 ≤ m < ` ≤ n, y ∈ F1(σm). From both ∂(fG([σ]⊗x)) and fG(∂([σ]⊗x)),
we get the term
(−1)n−`[σm,...,ˆ`,...,n]⊗
( m∑
i=0
(−1)m−iG(σ0,...,m; i)(x)
)
(as compositions of solid straight–dashed arrows in either order) which therefore cancel.
(2) [σm,...,n]⊗ y, 0 ≤ m ≤ n, y ∈ F1(σm). From ∂(fG([σ]⊗ x)), we get the terms
(−1)n−m[σm,...,n]⊗
(
∂
( m∑
i=0
(−1)m−iG(σ0,...,m; i)(x)
)− m−1∑
`=0
F1(σ`,...,m)
(∑`
i=0
(−1)`−iG(σ0,...,`; i)(x)
))
(as compositions of solid straight–curved arrows and solid straight–dotted arrows, rep-
sectively) while from fG(∂([σ]⊗ x)) we get the terms
[σm,...,n]⊗
(
(−1)n
m∑
i=0
(−1)m−iG(σ0,...,m; i)(∂x) +
m−1∑
i=0
(−1)m−1−i
m−1∑
`=1
(−1)n−`G(σ0,...,ˆ`,...,m; i)(x)
−
m∑
`=1
m−∑`
i=0
(−1)m−`−i(−1)n−`G(σ`,...,m; i)
(
F0(σ0,...,`)(x)
))
(as compositions of curved–solid straight arrows, dashed–solid straight arrows, and dot-
ted–solid straight arrows, respectively). Therefore, we need to show:
m∑
i=0
(−1)m−i(∂ ◦G(σ0,...,m; i) + (−1)m+1G(σ0,...,m; i) ◦ ∂)
=
∑
1≤`≤m−1
0≤i≤m−1
(−1)i+`−1G(σ0,...,ˆ`,...,m; i) +
∑
1≤`≤m
0≤i≤m−`
(−1)i+1G(σ`,...,m; i) ◦ F0(σ0,...,`)
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+
∑
0≤`≤m−1
0≤i≤`
(−1)i+`F1(σ`,...,m) ◦G(σ0,...,`; i),
which is exactly Equation (2.33).
Finally, it is clear from Equations (2.30) and (2.34) that the dual of the map fG respects
products with cochains in C∗(hocolim IR) on the nose. 
Going one step further:
Lemma 2.36. Suppose we have functors F0, F1, F2 : C → Kom and natural transformations
G01 from F0 to F1, G12 from F1 to F2, and G02 from F0 to F2. Further suppose that there is
a functor H : ∆2 × C → Kom satisfying H|{i}×C = Fi, and H|di∆2×C = G0,...,ˆi,...,2, i = 0, 1, 2.
Then there is an induced chain homotopy connecting fG12 ◦ fG01 and fG02.
We leave the proof, which is a more elaborate version of the previous proof, to the reader.
Remark 2.37. If we were to identify the explicit description of hocolimF with Joyal’s more
abstract definition [Joy02, Definition 4.5], [Lur09, Definition 1.2.13.4] then Lemmas 2.35
and 2.36 would follow.
Remark 2.38. For C an infinity category, functors from C to Kom form a stable infinity
category [Lur, Proposition 1.1.3.1] (see also [Lur09, Proposition 1.2.7.3]). In particular, the
homotopy category hFun(C ,Kom) of Fun(C ,Kom) is an additive (in fact, triangulated)
category [Lur, Theorem 1.1.2.14 and Remark 1.1.2.15]. Using this, the hypercohomology of
a functor F can also be defined as Hn(F ) = HomhFun(C ,Kom)(F, IR[n]).
2.9. The fat homotopy colimits. In this section, we define a version of the homotopy
colimit that makes sense for maps of semi-simplicial sets. We also give a modified definition
of a natural transformation. These tools are used in Section 4.2.
Definition 2.39. Let C be a semi-simplicial set and F : C → Kom a map of semi-simplicial
sets. The fat homotopy colimit of F is the chain complex
(2.40) focolimF =
⊕
n≥0
⊕
σ∈Cn
I⊗n∗ ⊗ F (σ0)/ ∼,
where the equivalence relation ∼ is generated by
(σ; tn ⊗ · · · ⊗ t1 ⊗ x) ∼ (diσ; tn ⊗ · · · ⊗ t̂i ⊗ · · · ⊗ t1 ⊗ x) if ti = {1}
(σ; tn ⊗ · · · ⊗ t1 ⊗ x) ∼ (σi,...,n; tn ⊗ · · · ⊗ ti+1 ⊗ F (σ0,...,i)(x))
if t1 = · · · = ti−1 = {0, 1} and ti = {0}.
The differential is induced by the tensor product differential in Formula (2.40), namely:
∂(σ; tn ⊗ · · · ⊗ t1 ⊗ x) =
n∑
i=1
(−1)gr(ti+1)+···+gr(tn)(σ; tn ⊗ · · · ⊗ ∂(ti)⊗ · · · ⊗ t1 ⊗ x)
+ (−1)gr(t1)+···+gr(tn)(σ; tn ⊗ · · · ⊗ t1 ⊗ ∂(x)).
Lemma 2.41. Formula (2.30) makes H∗(focolimF ) into a module over H∗(‖C ‖).
Proof. The proof is exactly the same as for the ordinary homotopy colimit (see Section 2.8,
following Equation (2.30)). 
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Proposition 2.42. If C is a simplicial set and F : C → Kom is a map of simplicial sets
then there is a quasi-isomorphism
hocolimF ' focolimF.
Further, the induced map on cohomology intertwines the actions of H∗(|C |) and H∗(‖C ‖).
Proof. First, note that there is an obvious quotient map
Π: focolimF → hocolimF
which quotients by the additional relations in Definition 2.27 corresponding to the degeneracy
maps. The map Π clearly intertwines the actions of H∗(|C |) and H∗(‖C ‖).
Recall that there is a filtration F on hocolimF where Fm hocolimF comes from simplices
σ ∈ Cn for n ≤ m. There is a corresponding filtration F on focolimF , defined in the same
way. The quotient map Π respects these filtrations.
Consider the associated spectral sequences. The E1-page for hocolimF is
E1p,q =
⊕
σ∈Cp nondegenerate
Hq(F (σ0))
while the E1-page for focolimF is
E1p,q =
⊕
σ∈Cp
Hq(F (σ0)).
Generators for E1p,q have the form (σ, {0, 1}⊗p ⊗ x) with σ ∈ Cp a p-simplex and x ∈
Hq(F (σ0)); as before, we denote it [σ]⊗ x.
We claim that the degenerate simplices σ span an acyclic subcomplex of E1. It then
follows that the map Π∗ : E2p,q → E2p,q is an isomorphism. Thus, the original map Π is a
quasi-isomorphism, as desired.
To see that the degenerate simplices form a subcomplex, recall that for σ ∈ Cp and
x ∈ Hq(F (σ0)), the d1 differential is given by
d1p,q([σ]⊗ x) =
[
p∑
i=1
(−1)p−i[diσ]⊗ x
]
+ (−1)p[d0σ]⊗ F (σ01)∗(x)
=
p∑
i=0
(−1)p−i[diσ]⊗ xi,
where xi = x if i > 0 and x0 = F (σ01)∗(x). (Here, F (σ01)∗ is the map on homology induced
by the chain map F (σ01) : F (σ0)→ F (σ1).) If σ = sj(τ), j > 0, then each of the simplices in
this sum is degenerate except for djσ = τ and dj+1σ = τ ; these two terms cancel. If σ = s0(τ)
then F (σ01) is the identity map so again d0σ and d1σ cancel. Thus, the degenerate simplices
span a subcomplex.
All that remains is to prove that this subcomplex is acyclic. Associate two integers (J,K)
to each degenerate simplex as follows:
J(σ) = min{j | σ ∈ im(sj)} for all degenerate σ,
K(σ) = max{k | σ ∈ im(skj )} for all degenerate σ with J(σ) = j.
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Note that J defines a filtration on the subcomplex of degenerate simplices, since for σ = sjτ ,
the d1 differential takes the form
d1p,q([sjτ ]⊗ x) =
p∑
i=0
(−1)p−i[disjτ ]⊗ xi
=
j−1∑
i=0
(−1)p−i[sj−1diτ ]⊗ xi +
p∑
i=j+2
(−1)p−i[sjdi−1τ ]⊗ x.
The terms inside the first summation have smaller J , while the terms inside the second
summation have the same or smaller J .
Consider the associated graded complex in J-grading j. We claim that for all j, the
associated graded complex itself is acyclic, which implies that the original complex is acyclic,
as well. We use K, as follows. Fix σ with J(σ) = j and K(σ) = k, so σ = skj τ for some τ .
The differential in the associated graded complex is given by
d1p,q([s
k
j τ ]⊗ x) =
p∑
i=j+2
(−1)p−i[diskj τ ]⊗ x
=
j+k+1∑
i=j+2
(−1)p−i[sk−1j τ ]⊗ x+
p∑
i=j+k+2
(−1)p−i[skjdi−1−kτ ]⊗ x
(with the caveat that some of the terms inside the second summation sign might have smaller
J-grading, and hence do not actually appear). For the first term, the K-grading drops by
exactly one, while for the terms inside the second summation, the value of K remains same
or increases. Therefore, | · |−K is a filtration on this complex, where |σ| = p is the dimension
of the simplex.
Now consider the associated graded complex of this filtration. The differential is given by
d1p,q([s
k
j τ ]⊗ x) =
j+k+1∑
i=j+2
(−1)p−i[sk−1j τ ]⊗ x
=
{
(−1)p−j[sk−1j τ ]⊗ x if k is odd,
0 otherwise.
That is, the differential pairs the terms [skj τ ] ⊗ x and [sk−1j τ ] ⊗ x (k odd). (Note that
skj τ = s
k
j τ
′ if and only if sk−1j τ = s
k−1
j τ
′, by applying dj or sj to both sides.) Therefore, the
complex is acyclic. 
Definition 2.43. Let C be a semi-simplicial set and let F0, F1 : C → Kom be maps of
semi-simplicial sets. A summed natural transformation from F0 to F1 consists of a map
G(σ) : F0(σ0)→ F1(σn)
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for each n-simplex σ ∈ Cn, satisfying the structure equation
(−1)n∂ ◦G(σ)−G(σ) ◦ ∂ =
∑
1≤`≤n−1
(−1)`−1G(σ0,...,ˆ`,...,n)−
∑
1≤`≤n
G(σ`,...,n) ◦ F0(σ0,...,`)
+
∑
0≤`≤n−1
(−1)`F1(σ`,...,n) ◦G(σ0,...,`).
(2.44)
Given a natural transformation G as in Section 2.8,
∑n
i=0(−1)iG(σ; i) defines a summed
natural transformation (for non-degenerate n-simplices σ); compare Formula (2.33).
Proposition 2.45. A summed natural transformation G from F0 to F1 induces a chain map
focolimG : focolimF0 → focolimF1.
The induced map on cohomology respects the H∗(‖C ‖)-module structure. Further, if for each
0-simplex σ ∈ C the map G(σ) : F0(σ)→ F1(σ) is a quasi-isomorphism then focolimG is a
quasi-isomorphism.
Proof. The proof is similar to that of Lemma 2.35. As in Section 2.8, write (σ; {0, 1}⊗ · · ·⊗
{0, 1} ⊗ x) as [σ]⊗ x. For  ∈ {0, 1}, let
∂i,[σ] =
(
σ;
n−i︷ ︸︸ ︷
{0, 1} ⊗ · · · ⊗ {0, 1}⊗{} ⊗
i−1︷ ︸︸ ︷
{0, 1} ⊗ · · · ⊗ {0, 1})
so
∂([σ]⊗ x) = (−1)n[σ]⊗ (∂x) +
n∑
i=1
(−1)n−i[(∂i,1σ)⊗ x− (∂i,0σ)⊗ x].
We will write Γ for the map focolimG we are to construct. Let
Γ([σ]× x) =
n∑
m=0
(−1)m
(
[σm,...,n]⊗G(σ0,...,m)(x)
)
.
Then
∂F1(σn)Γ([σ]× x)
=
n∑
m=0
(−1)m
((
∂[σm,...,n]
)⊗G(σ0,...,m)(x) + (−1)n−m[σm,...,n]⊗ ∂(G(σ0,...,m)(x)))
=
n∑
m=0
( n−m∑
i=1
(
(−1)n−i∂i,1[σm,...,n] + (−1)n−i+1∂i,0[σm,...,n]
)⊗G(σ0,...,m)(x)
+ (−1)n+m[σm,...,n]⊗
[(
G(σ0,...,m)(∂x)
)
+
∑
1≤`≤m−1
(−1)`+1G(σ0,...,ˆ`,...,m)(x)
−
∑
1≤`≤m
G(σ`,...,m)(F0(σ0,...,`)(x)) +
∑
1≤`≤m−1
(−1)`F1(σ`,...,m)(G(σ0,...,`)(x))
])
=
n∑
m=0
( n−m∑
i=1
(−1)n−i[(dm+iσ)m,...,n−1]⊗G(σ0,...,m)(x)
+ (−1)n−i+1[σm+i,...,n]⊗ F1(σm,...,m+i)(G(σ0,...,m)(x))
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+ (−1)n+m[σm,...,n]⊗
[(
G(σ0,...,m)(∂x)
)
+
∑
1≤`≤m−1
(−1)`+1G(σ0,...,ˆ`,...,m)(x)
−
∑
1≤`≤m
G(σ`,...,m)(F0(σ0,...,`)(x)) +
∑
1≤`≤m−1
(−1)`F1(σ`,...,m)(G(σ0,...,`)(x))
])
=
n∑
m=0
( n−m∑
i=1
(−1)n−i[(dm+iσ)m,...,n−1]⊗G(σ0,...,m)(x)
+ (−1)n+m[σm,...,n]⊗
[(
G(σ0,...,m)(∂x)
)
+
∑
1≤`≤m−1
(−1)`+1G(σ0,...,ˆ`,...,m)(x)
−
∑
1≤`≤m
G(σ`,...,m)(F0(σ0,...,`)(x))
])
= Γ(∂([σ]× x)),
as desired.
The statement that the induced map on cohomology respects the module structure is left
to the reader.
Finally, the last statement follows from the spectral sequence used in the proof of Propo-
sition 2.42 and spectral sequence comparison. 
3. The construction
3.1. Hypotheses and statement of result. Fix a Lie group G acting on a symplectic
manifold (M,ω) on the left, preserving Lagrangians L0 and L1 setwise.
Hypothesis 3.1. We assume:
(J-1) For any loop of paths
v :
(
[0, 1]× S1, {1} × S1, {0} × S1)→ (M,L0, L1)
with v|[0,1]×{1} a constant path, the ω-area of v and the Maslov index of v both vanish.
(Compare [WW12, Theorem 1.0.1].)
(J-2) The manifold M is either compact or I-convex at infinity [Gro85] with respect to an
ω-compatible almost complex structure I defined outside some G-invariant compact
set and such that I is G-invariant. (See also [SS10].) Further, in the latter case,
the Lagrangians L0 and L1 are either compact or else M has finite type and L0 and
L1 are conical at infinity and disjoint outside the G-invariant compact set from the
definition of I (see, e.g., [KS02, Section 5] or [Hen17, Section 2.1] and the references
there).
(J-3) Every G-twisted loop of paths (Definition 3.6) has Maslov index 0.
That is, we make enough assumptions that the Lagrangian intersection Floer complexes
of a generic perturbation of L0 and L1 are defined with respect to a generic almost complex
structure without resorting to Novikov coefficients or virtual techniques. Hypothesis (J-3)
guarantees that we have Z gradings on our equivariant complexes defined below. If G is
compact then Hypothesis (J-3) is automatically satisfied; see Lemma 3.7.
In what follows, either:
• Fix a choice of coherent G-orientations for the moduli spaces, as discussed in Sec-
tion 3.4. Or
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• Take Floer complexes with coefficients in a field of characteristic 2.
3.2. Spaces of Hamiltonian perturbations and almost complex structures. By a
cylindrical almost complex structure onM we mean a smooth one-parameter family of smooth
almost complex structures J = J(t), t ∈ [0, 1] on M each of which is compatible with ω. In
the non-compact case, we require that each J(t) agree with the almost complex structure I
in the definition of convexity outside the G-invariant compact set. Similarly, by a cylindrical
Hamiltonian we mean a smooth function H : M → R, which in the non-compact case is
supported in the G-invariant compact set. Let Jcyl denote the space of pairs (J,H) of a
cylindrical almost complex structure and a cylindrical Hamiltonian (with the product of C∞
topologies). We call points (J,H) ∈ Jcyl cylindrical pairs.
The left action by G on M induces the following left action by G on Jcyl: for g ∈ G and
(J,H) ∈ Jcyl,
g(J,H) := (g∗ ◦ J ◦ g−1∗ , H ◦ g−1).
Given a cylindrical Hamiltonian H, let ΦH denote the time-one flow of H and let L
H
0 =
ΦH(L0) denote the image of L0 under ΦH .
For n ≥ 1, by an n-interval, 1-story marked line we mean a sequence p1 ≤ q1 ≤ p2 ≤ q2 ≤
· · · ≤ pn ≤ qn of points in R, modulo overall translation. Let MLn denote the space of 1-story
n-interval marked lines, topologized as R2n/R. The difference coordinates d1, . . . , d2n−1 on
a 1-story marked line (p1, . . . , qn) are d1 = q1 − p1, d2 = p2 − q1, . . . , d2n−1 = qn − pn. By
a (multistory) n-interval marked line L we mean a finite sequence of 1-story marked lines
L1, . . . ,Lk, where Li has ni intervals and n = n1 + · · ·+nk. We define difference coordinates
on L, lying in [0,∞], by setting d1 = d1(L1), d2 = d2(L1), . . . , d2n1 = ∞, d2n1+1 = d1(L2),
. . . . Giving [0,∞] the topology of a closed interval, these difference coordinates induce a
topology on MLn, the space of n-interval marked lines.
Define the marked lines with difference coordinates (d1, . . . , di−1, 0, di+1, . . . , d2n−1) in MLn
and (d1, . . . , di−1 + di+1, . . . , d2n−1) in MLn−1 to be equivalent, provided that at least one of
di−1 and di+1 is finite. By ML we mean the set of equivalence classes of marked lines, with
the quotient topology.
We say that gl(L) ∈ MLn is a gluing of L ∈ MLn if the difference coordinates for gl(L) are
obtained from the difference coordinates for L by replacing the∞s by positive real numbers.
We call these new positive real numbers gluing parameters.
Given a 1-story marked line L = (p1, q1, . . . , pn, qn) ∈ MLn, by a 1-story semicylindrical
pair of shape L we mean a smooth, one-parameter family of cylindrical pairs (J˜ , H˜) : R→ Jcyl
so that J˜ and H˜ are constant (translation-invariant) on each of the intervals (−∞, p1],
[qi, pi+1], i = 1, . . . , n− 1, and [qn,∞). By a 1-story semicylindrical pair we mean a 1-story
semicylindrical pair of some shape. Endow the set of 1-story semicylindrical pairs with the
quotient topology of the C∞-topology on pairs (J˜ , H˜) of a fiberwise almost complex structure
and a smooth function on the M -bundle [0, 1] × R ×M , by the action of R by translation.
If L consists of a single interval and that interval has length 0, then a semicylindrical pair
of shape L is a cylindrical pair.
More generally, given a marked line L = (L1, . . . ,Lk) ∈ ML, by a (multistory) semicylin-
drical pair of shape L we mean a sequence (J˜1, H˜1), . . . , (J˜k, H˜k) of 1-story semicylindrical
pairs of shapes L1, . . . ,Lk so that the value of (J˜ i, H˜ i) near +∞ agrees with the value of
(J˜ i+1, H˜ i+1) near −∞ for i = 1, . . . , k − 1. Given a semicylindrical pair (J˜ , H˜) of shape
L and a gluing gl(L) of L there is an induced semicylindrical pair gl(J˜ , H˜) of shape gl(L).
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Define a subbasis for the topology on space of semicylindrical pairs to consist of the sets VU
where U is an open set of 1-story semicylindrical pairs and
VU = {(J˜ , H˜) | ∃ gluing gl such that gl(J˜ , H˜) ∈ U}.
Let J denote the set of pairs (L, (J˜ , H˜)) where L is a marked line and (J˜ , H˜) is a semicylin-
drical pair of shape L. Give J the product of the topology on the space of semicylindrical
pairs and the topology on ML.
Given a semicylindrical pair (J˜ , H˜) =
(
(J˜1, H˜1), . . . , (J˜k, H˜k)
)
let (J˜ , H˜)−∞ = (J−∞, H−∞)
denote the value of (J˜1, H˜1) for t  0 ∈ R and let (J˜ , H˜)+∞ = (J+∞, H+∞) denote
the value of (J˜k, H˜k) for t  0 ∈ R, so (J˜ , H˜)−∞ and (J˜ , H˜)+∞ are cylindrical pairs.
There is a partially-defined composition ◦ on semicylindrical pairs: given semicylindri-
cal pairs (J˜ , H˜) =
(
(J˜1, H˜1), . . . , (J˜k, H˜k)
)
and (J˜ ′, H˜ ′) =
(
(J˜ ′1, H˜
′
1), . . . , (J˜
′
k′ , H˜
′
k′)
)
with
(J˜ , H˜)+∞ = (J˜ ′, H˜ ′)−∞ we can form a new semicylindrical pair (J˜ ′, H˜ ′) ◦ (J˜ , H˜) by concate-
nation of sequences,
(J˜ ′, H˜ ′) ◦ (J˜ , H˜) = ((J˜1, H˜1), . . . , (J˜k, H˜k), (J˜ ′1, H˜ ′1), . . . , (J˜ ′k′ , H˜ ′k′)).
Definition 3.2. A cylindrical pair (J,H) is generic if:
(G-1) LH0 is transverse to L1 and
(G-2) for any x, y ∈ LH0 ∩L1 and φ ∈ pi2(x, y) a homotopy class of Whitney disks connecting
x to y with Maslov index µ(φ) ≤ 1 the moduli space M(φ; J,H) of J-holomorphic
disks in the homotopy class φ is transversely cut out by the ∂¯ equation.
We call (J,H) very generic if (J,H) is generic and the second condition also holds for
homotopy classes φ with µ(φ) = 2.
(Below, we will show that one can always find very generic pairs. The weaker condition
of being generic is useful in some computations, such as in [HLS16, Section 5.2].)
Given a 1-story semicylindrical pair (J˜ , H˜) we have a family of Lagrangian submanifolds
LHt0 , parameterized by t ∈ R, agreeing with LH−∞0 for t  0 and LH+∞0 for t  0. Given
x ∈ LH−∞0 ∩ L1 and y ∈ LH+∞0 ∩ L1 we can consider the set of Whitney disks with dynamic
boundary on LHt0 and L1. We denote this set pi2(x, y). Given φ ∈ pi2(x, y) there is a moduli
space M(φ; J˜ , H˜) of J˜-holomorphic strips with dynamic Lagrangian boundary conditions
LHt0 and L1 in the homotopy class φ.
More generally, given a semicylindrical pair (J˜ , H˜) =
(
(J˜1, H˜1), . . . , (J˜k, H˜k)
)
and points
x1 ∈ LH−∞0 ∩L1, xk+1 ∈ LH+∞0 ∩L1 we can consider the set of homotopy classes of Whitney
disks pi2(x1, xk+1) with boundary specified by H˜. The easiest way to define this space is
to choose a gluing gl(J˜ , H˜) of (J˜ , H˜) so that gl(J˜ , H˜) is a 1-story semicylindrical pair,
and define pi2(x1, xk+1) to be the set of homotopy classes of Whitney disks in this gluing;
there are canonical bijections between these sets for different choices of gluings. Given a
sequence of points xi ∈ LH
−∞
i
0 ∩ L1, i = 1, . . . , k, xk+1 ∈ LH
+∞
k
0 ∩ L1, and homotopy classes
φi ∈ pi2(xi, xi+1), i = 1, . . . , k, (pre)gluing the homotopy classes φi gives a homotopy class
φ = φ1 ∗ · · · ∗ φk ∈ pi2(x1, xk+1).
Given φ ∈ pi2(x1, xk+1) there is a corresponding moduli space
M(φ; J˜ , H˜) =
∐
φ1∗···∗φk=φ
M(φ1; J˜1, H˜1)× · · · ×M(φk; J˜k, H˜k).
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The moduli spaces M(φ; J˜ , H˜) have compactifications by allowing disks at intermediate,
cylindrical levels between (J˜ i, H˜ i) and (J˜ i+1, H˜ i+1), as well as below (J˜1, H˜1) and above
(J˜k, H˜k). To make this precise, given a semicylindrical pair (J˜ , H˜) = ((J˜1, H˜1), . . . , (J˜k, H˜k))
we say that the semicylindrical pair
(J˜ ′, H˜ ′) = ((J˜1, H˜1), . . . , (J˜ i, H˜ i), (J,H), (J˜ i+1, H˜ i+1), . . . , (J˜k, H˜k))
is an elementary expansion of (J˜ , H˜) if (J,H) is a cylindrical pair (a pair with shape a 1-story
marked line with a single interval with length 0). We call (J˜ ′, H˜ ′) an expansion of (J˜ , H˜)
if (J˜ ′, H˜ ′) is obtained from (J˜ , H˜) by some sequence of elementary expansions. (In other
words, (J˜ ′, H˜ ′) is an expansion of (J˜ , H˜) if (J˜ , H˜) is obtained from (J˜ ′, H˜ ′) by forgetting
some R-invariant levels in (J˜ ′, H˜ ′).) Note that if (J˜ ′, H˜ ′) is an expansion of (J˜ , H˜) and
x ∈ LH−∞0 ∩L1, y ∈ LH+∞0 ∩L1 then there is an identification between the homotopy classes
of Whitney disks pi2(x, y) connecting x and y with respect to (J˜ , H˜) and (J˜
′, H˜ ′). Define
M(φ; J˜ , H˜) =
∐
(J˜ ′,H˜′) an expansion of (J˜ ,H˜)
M(φ; J˜ ′, H˜ ′).
(Here, we do not allow R-invariant (trivial) disks in the moduli spaces on the right, or
equivalently we consider only stable curves.) There is a natural topology on M(φ; J˜ , H˜)
which we leave to the reader to spell out. With this topology, the spaces M(φ; J˜ , H˜) are,
in fact, compact; see the references following Theorem 3.30. In particular, Hypothesis 3.1
implies that we do not need to consider sphere or disk bubbles in our moduli spaces.
3.3. Twisted homotopy classes. Fix, for the rest of this section, a generic cylindrical pair
(J,H).
Fix g ∈ G and x, y ∈ LH0 ∩ L1. We define a set pig2(x, y) of g-twisted homotopy classes of
Whitney disks as follows. Choose a semi-cylindrical Hamiltonian H˜ so that H˜−∞ = H and
H˜+∞ = gH. There is a corresponding 1-parameter family LH˜0 ⊂ R×M , where LH˜0 ∩({t}×M)
is LH˜t0 . Let pi
g
2(x, y) be the set of homotopy classes of sections
(3.3) ([0, 1]× R, {0} × R, {1} × R)→ ([0, 1]× R×M, {0} × R× L1, {1} × LH˜0 )
which are asymptotic to x (or rather, [0, 1]× x) at −∞ and gy at +∞. (Note that y ∈ LH0
implies gy ∈ LgH0 since gH = H ◦ g−1.)
We verify that the dependence of pig2(x, y) on the choice of H˜ is superficial. Provisionally,
denote pig2(x, y) defined using H˜ by pi
g
2(x, y; H˜). Given another semi-cylindrical K˜ with
K˜−∞ = H and K˜+∞ = gH consider the 1-parameter family of dynamic Hamiltonians
(1− s)H˜ + sK˜. Given φ ∈ pig2(x, y; H˜) as in Formula (3.3), applying the Hamiltonian flow of
(1− s)H˜ + sK˜ to φ(1, t) gives a section
([0, 1]× R, {0} × R, {1} × R)→ ([0, 1]× R×M, {0} × LH˜0 , {1} × LK˜0 ).
Concatenating φ with this new section gives a section
([0, 2]× R, {0} × R, {2} × R)→ ([0, 2]× R×M, {0} × R× L1, {2} × LK˜0 ),
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and rescaling [0, 2] to [0, 1] gives a section as in Formula (3.3) except with respect to K˜
instead of H˜. This gives us a map
ψH˜,K˜ : pi
g
2(x, y; H˜)→ pig2(x, y; K˜).
Lemma 3.4. The maps ψH˜,K˜ satisfy ψH˜,H˜ = I and ψH˜2,H˜3 ◦ψH˜1,H˜2 = ψH˜1,H˜3. So, the maps
ψH˜,K˜ induce canonical bijections pi
g
2(x, y; H˜)→ pig2(x, y; K˜).
Proof. This is left as an exercise to the reader. 
Thus, we are justified in dropping H˜ from the notation, and simply writing pig2(x, y).
Concatenation (in the R-direction) gives an operation
∗ : pig2(x, y)× pih2 (y, z)→ pigh2 (x, z).
Next, consider two points g0, g1 ∈ G and a path gt in G from g0 to g1. For y ∈ LH0 ∩L1 there
is a corresponding element φy ∈ pig
−1
0 g1
2 (y, y) defined as follows. View gt as a map R → G
with gt = g0 for t < 0 and gt = g1 for t > 1. Then there is a corresponding semi-cylindrical
Hamiltonian H˜ = g−10 gtH and we define φy(s, t) = g
−1
0 gty ∈ pig
−1
0 g1
2 (y, y).
Splicing with the φy defines a bijection
ξgt : pi
g0
2 (x, y)→ pig12 (x, y)
ξgt(φ) = φ ∗ φy.
Lemma 3.5. If gt and g
′
t are homotopic rel endpoints then ξgt = ξg′t.
Proof. Again, this is straightforward from the definitions, and is left as an exercise. 
Given a twisted homotopy class φ ∈ pig2(x, y) there is a corresponding Maslov index µ(φ).
Further, µ is additive in the sense that µ(φ1 ∗ φ2) = µ(φ1) + µ(φ2).
Definition 3.6. A G-twisted loop is a homotopy class φ ∈ pig2(x, x) for some x ∈ LH0 ∩ L1
and g ∈ G.
Lemma 3.7. If G is compact and Hypothesis 3.1 (J-1) is satisfied then any G-twisted loop
φ ∈ pig2(x, x) has Maslov index 0.
Proof. For any neighborhood U 3 1 in G, there is some n so that g−n ∈ U . For U a small
enough neighborhood, there is a (nearly constant) Maslov index 0 disk φ0 in pi
g−n
2 (x, x). Now,
given φ ∈ pig2(x, x) we have
µ(
n︷ ︸︸ ︷
φ ∗ φ ∗ · · · ∗ φ ∗φ0) = nµ(φ),
but the left side is an element of pi12(x, x) and so, by Hypothesis 3.1 (J-1), has Maslov index
0. 
3.4. Equivariant coherent orientations. We continue to fix a generic cylindrical pair
(J,H). In this section, we adapt the notions of coherent orientations [FH93,EES05,FOOO09,
Sei08] to the G-equivariant setting. (We explain what happens when one varies (J,H) or
considers a semi-cylindrical pair at the end of this section.) We start by reviewing the
non-equivariant situation.
Fix a generic, cylindrical pair (J,H). Given points x, y ∈ LH0 ∩L1, let B(J,H)(x, y) denote an
appropriate Sobolev space of maps as in Formula (3.3). (See also the proof of Theorem 3.31,
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below.) The ∂¯-operator is a section of a vector bundle E(J,H) over B(J,H). There is a virtual
vector bundle ind(D∂¯) over B(J,H)(x, y), the index bundle of the family of Fredholm maps
D∂¯. If ∂¯ is transverse to the 0-section then the restriction of ind(D∂¯) to the subspace
M(J,H)(x, y) of holomorphic disks is identified with the tangent space TM(J,H)(x, y). So,
orienting the determinant line bundle det(D∂¯) (which is an honest line bundle) orients the
moduli spaces M(J,H)(x, y), when they are transversely cut out.
Given u ∈ B(J,H)(x, y) and v ∈ B(J,H)(y, z) and a parameter R  0 large enough that
u([0, 1] × [R,∞)) and v([0, 1] × (−∞,−R]) are contained in a ball neighborhood of y we
can use bump functions to pre-glue u and v to get a curve (u\Rv) ∈ B(J,H)(x, z). We view
pre-gluing as a map
γ : B(J,H)(y, z)× B(J,H)(x, y)→ B(J,H)(x, z);
note the ordering of the factors, which we have chosen to be consistent with composition
in a category, and not with the concatenation operator ∗. Pre-gluing is covered by bundle
maps
TvB(J,H)(y, z)⊕ TuB(J,H)(x, y)→ Tu\RvB(J,H)(x, z)
E(J,H),v ⊕ E(J,H),u → E(J,H),u\Rv.
The two paths around the following diagram agree modulo terms of lower order:
TvB(J,H)(y, z)⊕ TuB(J,H)(x, y) pre-glue //
D∂¯

Tu\RvB(J,H)(x, z)
D∂¯

E(J,H),v ⊕ E(J,H),u pre-glue // E(J,H),u\Rv.
This gives an identification of the determinant lines of the Fredholm maps Du\Rv∂¯|(J,H) and
(Dv∂¯|(J,H))⊕ (Du∂¯|(J,H)).
By coherent orientations of the moduli spaces we mean trivializations of the determinant
line bundles
φx,y : det(D∂¯)|B(J,H)(x,y)
∼=−→ R× B(J,H)(x, y) = R
so that the diagram
det(D∂¯)B(y,z) ⊗ det(D∂¯)B(x,y) pre−glue //
φy,z⊗φx,y

γ∗ det(D∂¯)|B(x,z)
φx,z

R⊗ R ∼= // R
commutes up to positive scaling. (Here, the bottom horizontal arrow is the standard iso-
morphism 1 ⊗ 1 7→ 1.) A coherent orientation induces orientations of the moduli spaces of
holomorphic disks, and these orientations are coherent with respect to gluing. (See also the
proof of Theorem 3.32.)
The G-equivariant analogue of coherent orientations is as follows.
Given x, y ∈ LH0 ∩ L1 and g ∈ G we can consider the space Bg(x, y) of smooth Whitney
disks connecting x and gy, with respect to the Hamiltonian isotopy from LH0 to L
gH
0 coming
from the inverse of the Hamiltonian isotopy induced by H followed by the Hamiltonian
A SIMPLICIAL CONSTRUCTION OF G-EQUIVARIANT FLOER HOMOLOGY 29
Figure 1. Lagrangians in a punctured torus. The two regions support-
ing holomorphic bigons are labeled F and B, for front and back.
isotopy corresponding to gH, LH0 ∼ L0 ∼ LgH0 (cf. Section 3.3). The spaces Bg(x, y) fit
together into a fiber bundle
Bg(x, y) // BG(x, y)

G.
At each g ∈ G and each point u ∈ Bg(x, y) we have a linearized ∂¯ operator Du∂¯. The index
bundles of these operators fit together to give a virtual index bundle
ind(Du∂¯) = [ker(Du∂¯)− coker(Du∂¯)] // ind(D∂¯)

BG(x, y).
The determinant line bundle of this virtual index bundle is det(D∂¯) := det(ind(D∂¯)).
As in the non-equivariant case, pre-gluing \ gives a map γ : Bh(y, z)×Bg(x, y)→ Bgh(x, z),
(v, u) 7→ u\(gv), which is covered by an identification of bundles ψx,y,z : ind(∂¯)|Bh(y,z) ⊗
ind(∂¯)|Bg(x,y) → γ∗ ind(∂¯)|Bgh(x,z).
Definition 3.8. By a G-orientation system we mean a trivialization φx,y : det(D∂¯) ∼= R
over each BG(x, y) so that for each [g], [h] ∈ pi0(G) and x, y, z ∈ LH0 ∩ L1, the trivializations
det(D∂¯)|Bh(y,z) ⊗ det(D∂¯)|Bg(x,y)
φy,z⊗φx,y−−−−−→ R⊗ R ∼= R
and
det(D∂¯)|Bh(y,z) ⊗ det(D∂¯)|Bg(x,y)
ψx,y,z−−→ γ∗ det(D∂¯)|Bgh(x,z)
φx,z−−→ R
agree up to positive scaling.
Example 3.9. (Compare [Sei08, Example 13.5].) Consider the Lagrangians shown in Figure 1.
Here, the symplectic manifold (M,ω) is a punctured torus, with an action of an involution
τ induced by the elliptic involution of T 2, with the puncture as one of the fixed points. The
Lagrangians L0, L1 are homologically nontrivial circles which pass through two of the fixed
points, and so that L0 t L1 at exactly these fixed points. Call the points in L0 t L1 x and y,
labeled so that the moduli space of holomorphic disks from x to y has exactly two elements.
Call the two regions supporting these bigons F and B, for front and back.
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Each of the spaces B(x, x), B(x, y), B(y, x), and B(y, y) is homotopy equivalent to Z; the
homology classes in H2(M,L0 ∪ L1) corresponding to these elements are:
B(x, x) : {nF − nB | n ∈ Z} B(x, y) : {(n+ 1)F − nB | n ∈ Z}
B(y, x) : {(n− 1)F − nB | n ∈ Z} B(y, y) : {nF − nB | n ∈ Z}.
A choice of coherent orientation is uniquely determined by the trivialization over the com-
ponent of ind(D∂¯)|B(x,x) corresponding to F − B, say, and a trivialization of ind(D∂¯) over
the component of B(x, y) corresponding to F . As is well known, there are two different
Floer homologies that can result, coming from whether the holomorphic disks from x to y
are given the same or opposite signs.
For G = Z/2 = {e, τ}, since the Lagrangians already intersect transversely we may choose
the Hamiltonian H = 0. Choosing a G-orientation involves choosing compatible orientations
over Be(x, x), Bτ (x, x), Be(x, y), Bτ (x, y), and so on. Writing Bg(x, y, R) for the component
of the configuration space Bg(x, y) with homology class R, pre-gluing gives maps
Be(x, x,mF −mB)×Be(x, x, nF − nB)→ Be(x, x, (m+ n)F − (m+ n)B)
Bτ (x, x,mF −mB)×Be(x, x, nF − nB)→ Bτ (x, x, (m+ n)F − (m+ n)B)
Be(x, x,mF −mB)×Bτ (x, x, nF − nB)→ Bτ (x, x, (n−m)F − (n−m)B)
Bτ (x, x,mF −mB)×Bτ (x, x, nF − nB)→ Be(x, x, (n−m)F − (n−m)B)
and so on. So, to choose a G-orientation, it suffices to choose an orientation over Be(x, x, F−
B), over Bτ (x, x, 0), and over Be(x, y, F ).
There are conceivable obstructions to the existence of a G-orientation. For instance, the
concatenation map
Be(x, x, F −B)×Bτ (x, x, 0)×Be(x, x, F −B)×Bτ (x, x, 0)→ Be(x, x, 0)
induces an orientation over Be(x, x, 0), which is required to agree with the canonical orien-
tation. Since each of Be(x, x, F − B) and Bτ (x, x, 0) appears twice in each formula, either
these coherence conditions are satisfied for every choice of orientation over Be(x, x, F − B)
and Bτ (x, x, 0), or they are satisfied for no choice. In fact, it will follow from Example 3.23
that the compatibility holds for any choice.
Next we recall that brane data for the Lagrangians induce coherent orientations, and
then give a G-equivariant analogue. Following Seidel [Sei08], assume that twice the first
Chern class of (M,ω) vanishes, and fix a trivialization η2 of (ΛnCTM)
⊗2, the square of the
top exterior power of TM viewed as a complex bundle with respect to any almost complex
structure compatible with ω. There is an induced squared phase map α : GrLag(TM)→ S1
on the space of Lagrangian subspaces of TM , representing the Maslov class. For each point
p ∈ Li we can evaluate α on TpLi; we abuse notation and denote the result α(p). Brane data
for Li consists of a pin-structure Pi on TLi, i.e., a principal Pin(n) bundle Pi and bundle
map Pi → Fr(TLi) so that the diagram
Pi × Pin(n) //

Pi

Fr(TLi)×O(n) // Fr(TLi)
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commutes; and a grading of Li, i.e., a lift α
#
Li
: Li → R of the squared phase map α|Li :
Li → S1 [Sei08, Section (11j)]. (Here, we will always use Pin(n) for Pin+(n), as we have no
use for Pin−(n).) We will denote brane data (Pi, α
#
Li
) on Li by bri.
For the moment, suppose L0 t L1. Fix brane data bri on each Li. For x ∈ L0 ∩L1, Seidel
defines a 1-dimensional vector space o(x) with the property that
det(D∂¯|B(x,y)) ∼= (o(y)⊗ o(x)∗)× B(x, y),
as vector bundles [Sei08, Equation (12.2)].
The space o(x) is defined as follows. By a phased symplectic vector space we mean a
symplectic vector space (V, ω) together with an identification η2 : (ΛnCV )
⊗2 ∼=−→ C. Given a
Lagrangian subspace L of a phased symplectic vector space (V, ω, η2) there is a well defined
element
(3.10) α(L) =
η2
(
(v1 ∧ · · · ∧ vn)⊗2
)
|η2((v1 ∧ · · · ∧ vn)⊗2)| ∈ S1,
where v1, . . . , vn is a basis for L. By a graded Lagrangian subspace of a phased symplectic
vector space (V, ω, η2) we mean a pair (W,α#) where W is a Lagrangian subspace of V and
α# ∈ R satisfies e2piiα# = α(W ) (i.e., is a preimage of α(W )). Note that (TxLi, α#Li(TxLi))
is a graded Lagrangian subspace of (TxM,ω, η
2). Choose a one-parameter family (Wt, α
#
t ),
t ∈ [0, 1], of graded Lagrangian subspaces of (TxM,ω, η2) so that:
• (Wi, α#i ) = (TxLi, α#Li(TxLi)) for i = 0, 1,• viewed as a path in the Lagrangian Grassmannian, Wt is transverse to the Maslov
cycle Mas = {V ∈ GrLag(TxM) | V ∩ TxL1 6= {0}}, and
• at t = 1 the path Wi approaches TxL1 in the positive direction in the Lagrangian
Grassmanian.
Choose also a pin-structure P on the bundle ∪tWt over [0, 1] and isomorphisms P |Wi ∼= Pi
(where Pi is the pin-structure on TxLi). Then
o(x) =
⊗
t∈[0,1)
Wt∩TxL1 6={0}
(Wt ∩ TxL1)sign(Wt·Mas),
where sign(Wt · Mas) denotes the sign of the intersection of the path Wt and the Maslov
cycle at t. Given a different choice of path W ′t and pin-structure P
′, there is a canonical
isomorphisms between the vector spaces, oWt,P (x)
∼= oW ′t ,P ′(x) (forming a transitive system).
Remark 3.11. While the pin-structure is not used in the definition of o(x), it is involved in
determining these canonical isomorphisms. Seidel notes that, given Wt, there are essentially
two choices P , P ′ of pin-structure, and that the map⊗
t∈[0,1)
Wt∩TxL1 6={0}
(Wt∩TxL1)sign(Wt·Mas) = oWt,P (x)→ oWt,P ′(x) =
⊗
t∈[0,1)
Wt∩TxL1 6={0}
(Wt∩TxL1)sign(Wt·Mas)
is an orientation-reversing map from a vector space to itself [Sei08, Remark 11.19]. Nonethe-
less, the colimit
o(x) = lim−→
Wt,P
oWt,P (x)
is a single, well-defined, one-dimensional vector space.
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It is immediate from their definitions that gluing respects these identifications, in the sense
that the diagram
(3.12)
det(D∂¯|B(y,z))⊗ det(D∂¯|B(x,y))
ψx,y,z
//

γ∗ det(D∂¯|B(x,z))

o(z)⊗ o(y)∗ ⊗ o(y)⊗ o(x)∗ // o(z)⊗ o(x)∗
commutes. The bottom horizontal map is induced by the canonical identification of vector
spaces o(y)∗ ⊗ o(y) ∼= R [Sei08, Formula (12.4)]. Thus, if we choose a trivialization φx :
o(x)
∼=−→ R for each x ∈ L0 ∩ L1 there is an induced trivialization
φx,y : det(D∂¯|B(x,y))
∼=−→ R× B(x, y).
It is immediate from Formula (3.12) that these identifications φx,y give coherent orientations.
Sometimes it will be convenient to write obr0,br1(x) instead of o(x), to indicate the brane
data used to define the space o(x).
If LH0 is Hamiltonian isotopic to L0 then brane data br0 on L0 together with the map
L0 → LH0 induced by the Hamiltonian isotopy induces brane data on LH0 . In particular,
choosing brane data on the Li induces brane data on any pair of Lagrangians L
′
i which are
related to the Li by (chosen) Hamiltonian isotopies, and hence orientations of the moduli
spaces of holomorphic disks between such L′i.
To adapt brane data to the equivariant case, we will use an extension of Cho-Hong’s notion
of spin profiles for finite group actions [CH17, Section 5.1] to the case of compact Lie groups.
Assume that the Lagrangians Li are connected. Assume also that we are given pin-
structures Pi on Li which are weakly G-equivariant, in the sense that for any g ∈ G, the
induced pin-structure g · Pi := (g−1)∗Pi is isomorphic to Pi. In this case, for any g ∈ G the
set of isomorphisms Iso(g · Pi, Pi) of pin-structures from Pi to g∗Pi has two elements.
Recall that isomorphism classes of central extensions of G by Z/2 correspond to elements
of H2(BG;Z/2) (see, e.g., [Seg70]).
Definition 3.13. The pin profile associated to (Li, G, Pi) is the class in H
2(BG;Z/2) as-
sociated to the central extension
Z/2→ G˜i → G
defined as follows. The fiber of G˜i over g ∈ G is Iso(g · Pi, Pi). Given α ∈ Iso(g · Pi, Pi) and
β ∈ Iso(h · Pi, Pi) the product αβ is the induced isomorphism
(gh) · Pi = (h−1g−1)∗Pi = (g−1)∗(h−1)∗Pi (g
−1)∗β−→ (g−1)∗Pi α−→ Pi
or, more succinctly, α ◦ ((g−1)∗β).
If Li is spin and the spin-structure Qi satisfies g
∗Qi ∼= Qi for all g ∈ G then the spin
profile associated to (Li, G,Qi) is defined in the same way as the pin profile.
The pin profile associated to (Li, G, Pi) is local to Li, in the sense that it depends only on
the action of G on Li and the pin-structure Pi on TLi.
Lemma 3.14. If G is discrete then the spin profile of (Li, G,Qi) as in Definition 3.13 agrees
with the spin profile as defined by Cho-Hong [CH17, Proposition 5.6].
Proof. This is immediate from Cho-Hong’s reformulation of their definition [CH17, Proof of
Proposition 5.6]. 
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Turning to the gradings, we will need the following assumptions:
(Gr-1) The squared phase map η2 on M is G-invariant.
(Gr-2) The grading α#Li on Li is G-invariant, in the sense that α
#
Li
(gx) = α#Li(x) for all x ∈ Li
and g ∈ G.
Note that if the action of G on Li has at least one fixed point on each component of Li then
Hypothesis (Gr-2) is automatically satisfied.
Next, we relate brane data to G-orientations. Under Hypothesis (Gr-1), given g ∈ G and
brane data bri on Li there are induced brane data g ·bri on the Li given by the pin structure
g ·Pi = (g−1)∗Pi and grading (g ·α#Li)(x) = α#Li(g−1x). The brane data br0 also induces brane
data br0 on L
H
0 and on L
gH
0 for any g ∈ G. This brane data induced by br0 on LgH0 are not
typically the same as g of the brane data induced by br0 on L
H
0 .
Proposition 3.15. Fix a squared phase map η2 on (M,ω) satisfying Hypothesis (Gr-1). Let
bri be brane data on Li, i = 0, 1, so that:
(1) The gradings satisfy Hypothesis (Gr-2).
(2) The pin profiles associated to the pin-structures Pi on Li are the same, i.e., there is
an isomorphism ι of central extensions
(3.16) Z/2 //
=

G˜L0 //
ι∼=

G
=

Z/2 // G˜L1 // G.
Then (η2, br0, br1, ι) induce a G-orientation (in the sense of Definition 3.8).
Proof. We claim that the isomorphism (3.16) induces an isomorphism
(3.17) ogbr0,gbr1(x)
∼= obr0,br1(x),
well-defined up to positive scaling. Let g˜0, g˜
′
0 be the preimages of g in G˜L0 . The element g˜0
is an identification br0 ∼= gbr0, and hence gives an identification br0|TxL0 ∼= gbr0|TxL0 . (This
uses Hypothesis (Gr-2), which says that the gradings are already identified.) Similarly,
ι(g˜0) gives an identification br1|TxL1 ∼= gbr1|TxL1 . These two identifications then give the
identification (3.17), as the orientation spaces are defined purely in terms of the brane data.
The key point is that if we instead used g˜′0 and ι(g˜
′
0) we would get the same identification
of orientation spaces: replacing g˜0 by g˜
′
0 and replacing ι(g˜0) by ι(g˜
′
0) each changes the sign
of the identification (3.17). Further, continuity of ι implies that these identifications are
continuous in g.
Given group elements g, h ∈ G, Formula (3.17) gives a commutative diagram
(3.18)
obr0,br1(x)
∼=
h
//
∼=
gh
''
ohbr0,hbr1(x)
∼=g

oghbr0,ghbr1(x).
There is also an identification
(3.19) ogbr0,gbr1(gx)
∼= obr0,br1(x),
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coming from naturality of the orientation spaces. The obvious analogue of Diagram (3.18)
commutes, of course, as does the diagram
(3.20)
obr0,br1(x)
h
//
g

ohbr0,hbr1(x)
g

ogbr0,gbr1(gx)
ghg−1
// oghbr0,ghbr1(gx),
where the vertical arrows use the isomorphism (3.19) and the horizontal arrows use the
isomorphism (3.17).
Fix an orientation φx : obr0,br1(x)
∼=−→ R for each x ∈ LH0 ∩ L1. These choices give an
orientation of Bg(x, y) via the sequence of identifications
det(D∂¯|Bg(x,y)) ∼= (obr0,br1(gy)⊗ obr0,br1(x)∗)× Bg(x, y)
∼= (ogbr0,gbr1(gy)⊗ obr0,br1(x)∗)× Bg(x, y)
∼= (obr0,br1(y)⊗ obr0,br1(x)∗)× Bg(x, y)
∼= R⊗ R ∼= R,
where the isomorphisms use Seidel’s result [Sei08, Equation (12.2)] (with respect to a one-
parameter family of Hamiltonians connecting H and gH), Formula (3.17), Formula (3.19),
and the orientations φx and φy, respectively. These identifications are continuous in g, so
globalize to give an orientation of det(D∂¯|BG(x,y)).
Before verifying coherence of these orientations (Definition 3.8), note that given g, h ∈ G
and y, z ∈ LH0 ∩L1, instead of using the orientation defined above on det(D∂¯|Bh(y,z)) we could
introduce an action of g, via
(3.21)
obr0,br1(hz)⊗ obr0,br1(y)∗ ∼= ogbr0,gbr1(ghz)⊗ ogbr0,gbr1(gy)∗ ∼= obr0,br1(ghz)⊗ obr0,br1(gy)∗,
where the first isomorphism comes from the action of g on (M,L0, L1) as in Formula (3.19)
and the second uses Formula (3.17). However, commutativity of Diagrams (3.18) and (3.20)
implies that this gives the same orientation of det(D∂¯|Bh(y,z)).
To verify coherence, consider the diagram
(3.22)
det(D∂¯|Bh(y,z))⊗ det(D∂¯|Bg(x,y))
ψx,y,z
//

γ∗ det(D∂¯|Bgh(x,z))
obr0,br1(ghz)⊗ obr0,br1(gy)∗
⊗obr0,br1(gy)⊗ obr0,br1(x)∗
//

obr0,br1(ghz)⊗ obr0,br1(x)∗
oghbr0,ghbr1(ghz)⊗ ogbr0,gbr1(gy)∗
⊗ogbr0,gbr1(gy)⊗ obr0,br1(x)∗
//

oghbr0,ghbr1(ghz)⊗ obr0,br1(x)∗

obr0,br1(z)⊗ obr0,br1(y)∗ ⊗ obr0,br1(y)⊗ obr0,br1(x)∗ //
φz⊗φy⊗φy⊗φx

obr0,br1(z)⊗ obr0,br1(x)∗
φz⊗φx

R⊗ R⊗ R⊗ R // R⊗ R.
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It follows from the same argument as in the non-invariant case [Sei08, Formula (12.4)] that
the top square commutes up to positive scaling: this is simply gluing moduli spaces defined
with respect to a variety of Hamiltonian perturbations of L0. The vertical arrows in the
second square come from the identification (3.17). The vertical arrows in the third square
come from the identification (3.19), and the fourth square uses our chosen orientations φx.
The second, third, and fourth squares all obviously commute, as we are using the same
identifications on the two sides. Note that the left hand column is not the definition of the
orientation on det(D∂¯|Bh(y,z)), but rather is that orientation twisted by g in the sense of
Formula (3.21); but as discussed there this in fact gives the same orientation.
Thus, the orientations we have chosen give a G-orientation, as desired. 
Example 3.23. Continuing with Example 3.9, recall that Pin(1) = O(1) × O(1) (which is
the same as the Klein four group), and the map to O(1) is projection to the first factor, say.
Thus, specifying a Pin(1)-structure on a line bundle E is the same as specifying a second line
bundle E ′; thinking of this as lifting the map X → BO(1) to a map X → BO(1)× BO(1),
this new line bundle is the projection to the second factor (while the map line bundle E is
projection to the first factor). In particular, we can choose equivariant Pin-structures on
the Lagrangians Li.
To specify equivariant gradings, view T 2 as a quotient of the unit square in C. The tangent
bundle inherits a complex trivialization from C. Then for a curve γ in T 2 we can view γ′(t)
as lying in C. The square phase map α is α(γ(t)) = γ′(t)2/‖γ′(t)‖2 ∈ S1. If we view the
Lagrangians L0 as {1/2 + it | t ∈ [0, 1]}/ ∼ and L1 = {1/2 + sin(2pit)/100 + it | t ∈ [0, 1]}/ ∼
then αL0(t) is the constant function −1, which has an obvious lift to R, while αL1(t) is
non-constant but clearly null-homotopic, and hence lifts to R. Such lifts give gradings on
the Li. The action of Z/2 on T 2 is rotation around 1/2 + i/2, and the gradings are clearly
equivariant.
Thus, the Lagrangians L0 and L1 admit equivariant pin-structures and gradings, and in
fact any choice of pin-structures can be made equivariant.
Finally, we note that a coherent orientation with respect to (J,H) induces a coherent
orientation with respect to certain semi-cylindrical pairs. First, fix g and consider the space
J gG of semi-cylindrical pairs (J˜ , H˜) connecting (J,H) and g(J,H). This space is contractible,
since both the space of almost complex structures compatible with ω and the space of
Hamiltonian functions are contractible. The determinant line bundle det(D∂¯) extends to a
bundle over Bg(x, y)×J gG, and contractibility of J gG implies that a trivialization of det(D∂¯)
over Bg(x, y) induces a trivialization over Bg(x, y)× J gG. More generally, let JG =
⋃
g∈G J gG
(with topology inherited from the product topology on G × J ); see also Equation 3.24.
Then there is a fiber bundle JG ×G BG(x, y) → BG(x, y) with contractible fiber. So, a
trivialization of det(D∂¯) over BG(x, y) induces a trivialization over JG×G BG(x, y). Given a
G-orientation system, these trivializations clearly satisfy the condition of Definition 3.8 with
Bg(x, y) (respectively Bh(x, y)) replaced by Bg(x, y)× J gG (respectively Bh(x, y)× J gG).
3.5. Polytopes and moduli spaces. We continue to fix a generic cylindrical pair (J,H).
We will be interested in semi-cylindrical pairs whose asymptotics are related to (J,H) by
elements of G. Precisely, let
(3.24) JG = {(g, (J˜ , H˜)) ∈ G× J | (J˜ , H˜)−∞ = (J,H), (J˜ , H˜)+∞ = g(J,H)},
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which we endow with the subspace topology. There are projections piG : JG → G and
piJ : JG → J .
Let P n be an n-dimensional (compact) polytope. The main case of interest will be P n =
[0, 1]n. We will be interested in families σ = (gσ, (J˜ , H˜)σ) : P → JG which are smooth in the
following sense:
Definition 3.25. Call a continuous map σ = (gσ, (J˜ , H˜)σ) : P → JG smooth if it satisfies
the following conditions:
(1) The map gσ : P → G is smooth (i.e., extends to a smooth map on some open neigh-
borhood of P in RN).
(2) For each open face F of P (of any dimension), the number of non-cylindrical stories
of (J˜ , H˜)σ|F is constant.
(3) For each open face F of P (of any dimension) and each story (J˜ i, H˜ i) of (J˜ , H˜)σ|F ,
J˜ i is smooth when viewed as a fiberwise almost complex structure on the M-bundle
M × [0, 1]× R× F → [0, 1]× R× F
and Hi is a smooth function M × [0, 1]× R× F → R.
Given such a family σ : P → JG, choose a point v0 ∈ P and let g(σ) = gσ(v0) ∈ G. Given
x, y ∈ LH0 ∩ L1, by the σ-twisted homotopy classes from x to y we mean pig(σ)2 (x, y). Since P
is simply connected, the map ξgσ◦γt associated to any path γt in P from v0 to v ∈ P gives a
canonical bijection pi
gσ(v)
2 (x, y)
∼= pig(σ)2 (x, y).
Given a family σ = (gσ, (J˜ , H˜)σ) and a σ-twisted homotopy class φ, we can define
M(φ;σ) =
⋃
v∈int(P )
M(φ; J˜(v), H˜(v))
M(φ;σ) =
⋃
v∈P
M(φ; J˜(v), H˜(v)).
The spacesM(φ;σ) andM(φ;σ) have natural topologies which we again leave to the reader
to spell out.
Definition 3.26. Given a smooth family σ : P → JG (in the sense of Definition 3.25),
we say that M(φ;σ) is transversely cut out by the ∂¯-operator if the following condition is
satisfied for each open face F of P (of any dimension). Let (J˜ , H˜)|F = (J˜k, H˜k)◦· · ·◦(J˜1, H˜1)
be the decomposition of (J˜ , H˜)|F into stories. Then at each u = (u1, . . . , uk) ∈M(φ;σ|F (v))
(where v ∈ F ) we require that for each i, the linearized ∂¯-operator with respect to (J˜ i, H˜ i) at
ui is transverse to the 0-section and the map
M([u1]; J˜1, H˜1)× · · · ×M([uk]; J˜k, H˜k)→ F × · · · × F
is transverse to the (thin) diagonal ∆ = {(v, v, . . . , v) | v ∈ F} at v, where [ui] is the
homotopy class of ui.
Note that this transversality condition does not impose a restriction in the normal direction
to the facets.
Given a submanifold Y n ⊂ Xm and a map pi : Z → X from another manifold Zp with
p ≤ m − n, we say that pi is topologically transverse to Y if the following condition is
satisfied. If p < m − n, then we require pi(Z) ∩ Y = ∅. If p = m − n, we require for each
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point z ∈ pi−1(Y ) there is an open neighborhood U 3 z in Z, an open neighborhood V 3 pi(z)
and a homeomorphism ψ : V → Rm so that ψ(Y ∩V ) = Rn×{0} and ψ(pi(U)) = {0}×Rm−n.
This extends in an obvious way to the case of manifolds with boundary. In particular, if
Z is one-dimensional and Y = ∂X then pi is topologically transverse to Y if there is a
(topological) collar neighborhood Y × [0, ) of Y so that pi(U) = {pi(z)} × [0, ).
Definition 3.27. We say that a smooth map σ : P n → JG is generic if it satisfies the
following conditions:
(G˜-3) For any σ-twisted homotopy class φ with µ(φ) ≤ −n, the moduli space M(φ;σ) is
transversely cut out by the ∂¯ equation.
(G˜-4) For any σ-twisted homotopy class φ with µ(φ) ≤ −n and any face F of P n (of any
dimension), the projection M(φ;σ)→ P n is topologically transverse to F .
(G˜-5) The restriction of σ to any face of P n (of any dimension) satisfies Conditions (G˜-3)
and (G˜-4), with n replaced by the dimension of the face (i.e., is itself generic).
We say that σ is very generic if the above hold with µ(φ) ≤ −n replaced by µ(φ) ≤ −n+ 1.
The property of being (very) generic is preserved by a kind of composition:
Lemma 3.28. Let P1 and P2 be polyhedra and σi : Pi → JG a generic (respectively very
generic) map for i = 1, 2. Define a map τ : P1 × P2 → JG by
(3.29) τ(p1, p2) =
(
gσ1(p1)gσ2(p2), (gσ1(p1) · (J˜ , H˜)σ2(p2)) ◦ (J˜ , H˜)σ1(p1)
)
.
Then τ is generic (respectively very generic).
Proof. Since the restriction of τ to each face of P1 × P2 is defined by Formula (3.29), it
suffices to verify Conditions (G˜-3) and (G˜-4). We will focus on the (slightly harder) very
generic case. Let ni = dim(Pi). Given a homotopy class φ, the corresponding moduli space
is ⋃
ψ1∗ψ2=φ
M(ψ1;σ1)×M(ψ2;σ2).
Since the σi are generic, if µ(φ) ≤ −n1− n2 then this moduli space is empty unless µ(ψ1) =
−n1 and µ(ψ2) = −n2, in which case the moduli space is transversally cut out. Similarly, if
µ(φ) = −n1 − n2 + 1 then this moduli space is empty unless either
• µ(ψ1) = −n1 and µ(ψ2) = −n2 + 1 or
• µ(ψ1) = −n1 + 1 and µ(ψ2) = −n2,
and in both of those cases the moduli spaces are transversally cut out. Further, in each of
these cases the intersection of the moduli space with each face of the boundary is clearly
transverse. 
We recall some fundamental results about these moduli spaces of holomorphic curves:
Theorem 3.30. (Compactness) Given a convergent sequence (J˜ i, H˜ i) ∈ J and a sequence
{ui} of (J˜ i, H˜ i)-holomorphic disks with bounded area there is a subsequence of {ui} which
converges to a broken holomorphic disk. In particular, the moduli spaces M(φ;σ) are com-
pact.
This is a modest extension of Floer’s compactness theorem [Flo88b, Proposition 2.2], and
a special case of, e.g., Sullivan’s extension of Floer’s result [Sul02, Theorem 2.7]. Note in
particular that Hypothesis 3.1 rules out bubbling disks and spheres (by Item (J-1)) and curves
38 KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
escaping to infinity (Item (J-2)), and gives a uniform bound on the energy of holomorphic
disks in M(φ;σ) (again by Item (J-1)).
Theorem 3.31. (Transversality) If
gσ : P
n → G and σ∂ : ∂P → JG
are such that piG ◦ σ∂ = gσ|∂P and the restriction of σ∂ to each boundary facet is generic
(respectively very generic) then there is a generic (respectively very generic) extension σ :
P → JG of σ∂ so that gσ = piG ◦ σ.
That is, we can find a dashed arrow in the following diagram (very) generically, assuming
the top arrow is (very) generic:
∂P _

σ∂
// JG
piG

P gσ
//
σ
==
G.
Outline of proof. This is a simple adaptation of standard arguments (e.g., [FHS95] or [MS04,
Chapter 3]). For definiteness, we will focus on the (slightly harder) very generic case.
We are already given piG ◦ σ, so the goal is to extend piJ ◦ σ∂ from ∂P to P compatibly
with piG ◦ σ. In what follows, we will denote the extension of piJ ◦ σ∂ we are constructing by
(J˜ , H˜)σ.
Note that the assumption that σ∂ is very generic on the boundary implies that for each φ
with µ(φ) ≤ −n the space ⋃p∈∂PM(φ;σ∂) is empty, while for each φ with µ(φ) = −n+1 the
space
⋃
p∈∂PM(φ;σ∂) consists of finitely many points, none of which lie over the codimension
> 1 faces of P (the corners of P ). Further, Hypothesis 3.1 ensures that there are only finitely
many homotopy classes φ with µ(φ) ≤ −n+ 1 for which these moduli spaces are non-empty.
Given an open subset U ⊂ P and a map σJ : P → J it makes sense to say that (J˜ , H˜)σ
is very generic on U . Since the moduli spaces lying over the corners of P are empty, by
compactness given any extension of piJ ◦ σ∂ to a neighborhood of the corners of P there is
a smaller neighborhood on which this extension is very generic (because the corresponding
moduli spaces are empty). So, we may assume (J˜ , H˜)σ is given and very generic in a neigh-
borhood of the corners. Thus, instead of choosing a very generic extension of σ∂ from ∂P to
P it suffices to find a very generic extension from ∂Dn to Dn. (Upshot: no more corners.)
Our next reduction is to the case that the image of piJ ◦σ∂ is contained in the subspace of 1-
story semicylindrical pairs. Identify a closed neighborhood of ∂Dn with ∂Dn×[0, ]. It follows
from standard gluing arguments (compare Theorem 3.32) that given a semicylindrical pair
with length > 1 for any gluing gl(piJ ◦σ∂) of piJ ◦σ∂ with sufficiently large gluing parameters,
the moduli spaces of gl(σ∂)-holomorphic disks in the homotopy classes φ with µ(φ) ≤ −n+1
are also transversely cut out. In particular, we can extend piJ ◦σ∂ to ∂Dn× [0, ] as follows. If
the semi-cylindrical pairs in piJ ◦σ∂ have one story, define (J˜ , H˜)′σ,nbd(∂) : ∂Dn× [0, ]→ J to
be (J˜ , H˜)′σ,nbd(∂)(p, t) = piJ
(
σ∂(p)
)
. Otherwise, choose a homeomorphism χ : (0, ]→ [R,∞)
for some R  0 and let (J˜ , H˜)′σ,nbd(∂)(p, t) be the result of gluing piJ
(
σ∂(p)
)
with gluing
parameter χ(t). For R sufficiently large, for each fixed t (i.e., on each spherical shell) the
moduli space of holomorphic disks with respect to
⋃
p∈∂Dn(J˜ , H˜)
′
σ,nbd(∂)(p, t) is transversely
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cut out, and consists of a single point near each point in the moduli space with respect to
piJ ◦ σ∂. In particular, these moduli spaces are topologically transverse to the boundary.
The asymptotics of (J˜ , H˜)′σ,nbd(∂) at +∞ are the same as for σ∂ (i.e., are constant in the
[0, ]-direction), but gσ · (J,H) is not necessarily constant in the [0, ]-direction. Shrinking
, however, we can find another extension (J˜ , H˜)σ,nbd(∂) arbitrarily close to (J˜ , H˜)
′
σ,nbd(∂)
and asymptotic to
(
gσ · (J,H)
)|∂Dn×[0,] at +∞ (since gσ is smooth). For  small enough,
the moduli space with respect to (J˜ , H˜)σ,nbd(∂)|∂Dn×{t} is still transversely cut out (because
transversality is an open condition) and consists of a single point near each point of the
piJ ◦ σ∂ moduli space. In particular, these moduli spaces are still topologically transverse to
the boundary. So, this extension (J˜ , H˜)σ,nbd(∂) is very generic.
Let U = ∂Dn × [0, ) with such a small  and, by abuse of notation, write σ∂ for the
extension of σ∂ to U . Note that the image of piJ ◦ σ∂ is contained in the space of 1-story
semicylindrical pairs away from ∂Dn.
We next adapt standard transversality arguments to show that generic extensions of σ∂
to the rest of the disk are contractible. Choose a smaller neighborhood V of ∂Dn with V
contained in the original neighborhood. Given ` > 2 consider the following spaces:
• The space of maps Dn → J whose restriction to V agrees with piJ ◦ σ∂ and which
agree with (J,H) and gσ(J,H) at −∞ and +∞, respectively, so that the induced
fiberwise almost complex structure on Dn× [0, 1]×M , and the function Dn×R×M
induced by the Hamiltonian, are C`. (So, by J we really mean the C` semi-cylindrical
pairs, whereas usually we mean smooth semi-cylindrical pairs.) We will denote this
space MapC`((Dn, V ), (J , σ∂)). Note that MapC`((Dn, V ), (J , σ∂)) is nonempty and
contractible, since the space of C` almost complex structures on M is contractible.
• The bundle B(x, y) over MapC`((Dn, V ), (J , σ∂)) × Dn whose fiber over ((J˜ , H˜)σ, v)
is the space of maps
([0, 1]× R, {0} × R, {1} × R)→ (M,L1, LH˜(v)0 )
connecting the generators x and gσ(v) · y, in the weighted Sobolev space W 1,pδ , for an
appropriate weight δ ≈ 0; see, e.g., [Sei08, Section (8h)].
• The bundle E over B(x, y) whose fiber over u is the space of W 0,pδ sections of Λ0,1u∗TM
(i.e., (0, 1)-forms on [0, 1]× R valued in u∗TM with exponential decay).
The ∂¯ operator defines a section
∂¯ : B(x, y)→ E ,
by ∂¯(u, (J˜ , H˜), v) = ∂¯(J˜ ,H˜)(v)(u). A choice of Riemannian metric on M induces a linearization
D∂¯ : TB(x, y)→ E
of this section ∂¯. Further, ∂¯ is a C`−1 map (cf. [MS04, Section 3.2]). A standard ar-
gument (again, cf. [MS04, Section 3.2]) shows that the linearization D∂¯ is surjective, so
∂¯−1(0) is a C`−1 Banach manifold. The fact that maps (J˜ , H˜)σ as desired are co-meager
in MapC`((Dn, V ), (J , σ∂)) then follows from an infinite-dimensional version of Sard’s theo-
rem [Sma65, Theorem 1.3], applied to the projection
∂¯−1(0)→ MapC`((Dn, V ), (J , σ∂));
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here we need that ` > 2 to have enough regularity to apply the Sard-Smale theorem. Finally,
to bootstrap to a result about the space of smooth (rather than C`) almost complex structures
requires a small further argument (again, cf. [MS04, Section 3.2]). 
Theorem 3.32. (Gluing) Given a very generic family σ : P n−1 → JG and a homotopy class
φ ∈ pig(σ)2 (x, y) with µ(φ) = 2 − n, the compactified moduli space M(φ;σ) is a topological
1-manifold with boundary, the boundary of which is
(−1)nM(φ;σ|∂P )q
⋃
z∈LH0 ∩L1
⋃
ψ∈pi12(x,z), ψ′∈pig(σ)2 (z,y)
ψ∗ψ′=φ
µ(ψ)=1, µ(ψ′)=−n+1
(−1)nM(ψ′;σ)×M(ψ; J,H)
q
⋃
z∈LH0 ∩L1
⋃
ψ∈pig(σ)2 (x,z), ψ′∈pi12(z,y)
ψ∗ψ′=φ
µ(ψ)=−n+1, µ(ψ′)=1
M(ψ′; J,H)×M(ψ;σ).
(3.33)
(That is, the boundary consists of holomorphic curves over ∂P n−1 and breakings of curves at
either −∞ or +∞.) Further, if P = [0, 1]n−1 then the first term in Formula (3.33) is given
by
(3.34) (−1)nM(φ;σ|∂[0,1]n−1) =
n−1⋃
i=1
⋃
∈{0,1}
(−1)n+i+M(φ;σ|∂i,[0,1]n−1).
In Formulas (3.33) and (3.34), the signs denote the orientations of the moduli spaces, when
we are working in the oriented setting.
Note that the ordering of the factors in the second and third terms agrees with composition
order in a category (with objects intersection points and morphisms holomorphic disks), and
not with concatenation order (the operation ∗ above).
Aspects of proof. Again, this is a simple adaptation of standard arguments. Note that Con-
dition (G˜-4) easily implies the result (modulo signs) for curves lying over ∂P n−1, so the
interesting case is gluing a broken disk lying over an interior point of P n−1. The argument
in this case goes back to Floer [Flo88b, Proposition 4.1] (see also [Sul02, Theorem 4.5]), and
a nice explanation in a related context can be found in McDuff-Salamon [MS04, Chapter
10]. Note that in the last term we have used the action of G to identify the moduli spaces
of disks from gσ(v) · z to gσ(v) · y with respect to gσ(v) · (J,H) with the space of disks from
z to y with respect to (J,H), i.e., M(ψ′; J,H).
We will not say more about these gluing arguments, but will discuss the orientations.
Fix a G-orientation as in Section 3.4, for some cylindrical pair (J,H). Given any other
semicylindrical pair (J˜ , H˜) agreeing with (J,H) at −∞, as discussed at the end of Section 3.4
there is an induced trivialization of det(D∂¯|(J˜ ,H˜)). There is also an identification
(3.35) det(D∂¯) = det(D∂¯|(J˜ ,H˜))⊗ det(TP n−1).
So, via the orientation of the polyhedron P n−1 we obtain an orientation of det(D∂¯).
By construction, if σ is a family of semi-cylindrical pairs such thatM(φ;σ) is transversely
cut out then the tangent space TM(φ;σ) is identified with the index bundle of D∂¯, so
the coherent orientation induces an orientation of M(φ;σ). In the case that M(φ;σ) is
0-dimensional, this means that M(φ;σ) is a collection of signed points.
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In the cylindrical case, there is an additional complication. We quotient by the action
of R to get the unparameterized moduli space, so the orientation of the unparameterized
moduli space depends on both the coherent orientation system and the orientation of R.
If we let M˜ denote the parameterized moduli space then we define the orientation of the
unparameterized moduli space by declaring that
(3.36) M˜ = R×M
as oriented manifolds (where R has the standard orientation and the standard action by R).
Our goal is to compare the induced orientation of the boundary of M(φ;σ) with the
orientation of the moduli spaces appearing in Formula (3.33) coming from the coherent
orientations, and deduce the signs given in Formulas (3.33) and (3.34). To this end, note
that the sign in Formula (3.34) comes from the fact that the identification of ∂i,[0, 1]
n−1 with
[0, 1]n−2 is orientation-preserving or orientation-reversing depending on the parity of i + .
Note also that, before taking determinants, there is a formally (2−n)-dimensional bundle to
the left of T [0, 1]n−2 in Formula (3.35). Thus, the “outward normal first” convention gives
the sign of the first term. This also explains the sign in the first term of Formula (3.33),
from commuting the outward normal vector past the (2− n)-dimensional bundle.
For the second term in Formula (3.33), consider a curve
(u1, u2) ∈M(ψ′;σ)× M˜(ψ; J,H).
Gluing using a fixed, large gluing parameter R identifies a neighborhood of (u1, u2) inM(ψ∗
ψ′;σ) with [0, 1). Since the R-action on u2 translates upwards, it agrees with the inward-
pointing normal vector to the boundary of [0, 1), so switching to the usual, outward-normal
boundary orientation contributes a minus sign. Further, the isomorphism
det(D∂¯|(J˜ ,H˜))⊗det(TP n−1)⊗R⊗det(D∂¯|(J,H))→ R⊗det(D∂¯|(J˜ ,H˜))⊗det(D∂¯|(J,H))⊗det(TP n−1)
given by permuting the factors picks up a sign of (−1)3(n−1) = (−1)n−1. Thus, using the
standard, outward-normal first convention for orienting boundaries, the orientation of (u1, u2)
in M(ψ′;σ)×M(ψ; J,H) and in M(ψ ∗ ψ′;σ) differ by (−1)n−1+1 = (−1)n.
The argument for the third term is similar, except that now:
• The action of R is on the top story, so points outwards with respect to gluing.
• The tensor product of index bundles is already
R⊗ det(D∂¯|(J,H))⊗ det(D∂¯|(J˜ ,H˜))⊗ det(TP n−1),
so does not contribute an additional sign.
• The fact that we have a G-orientation, rather than just an orientation, is important,
as we are pre-gluing gσ · (u1) and u2.
Finally, when one of the semi-cylindrical pairs (J˜ , H˜)σ(v) has more than 1 story, it is
possible to degenerate a cylindrical story in the middle, i.e., a curve (u1, u, u2) where u is
cylindrical. These degenerations occur as the boundary of two moduli spaces, corresponding
to gluing u1 and u and to gluing u and u2, respectively. In the first case the R-action is
outward-pointing, while in the second case the R-action is inward-pointing. The rest of the
orientation discussion is the same for the two cases, so the two cases contribute with opposite
signs. 
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3.6. Constructing the diagram of complexes. By Sections 2.7 and 2.8, in order to
construct equivariant Floer homology, it suffices to construct an appropriate functor F :
N BG→ Kom and then take the hypercohomology. The functor will factor through another
category, N GJ .
Let GJ be the topological category with a single object (J,H) and Hom((J,H), (J,H)) =
JG/ ∼ where ∼ identifies semi-cylindrical pairs which differ by expansions (i.e., allows forget-
ting cylindrical stories). Make GJ into a smooth category using the definition of smoothness
from Definition 3.25; it is clear that this definition satisfies the conditions required for a
smooth category (Definition 2.12). Let N GJ be the smooth nerve of GJ .
We will actually be interested in a particular subcategory of N GJ .
Definition 3.37. Call σ ∈ NnGJ acme (respectively very acme) if for each 0 ≤ i < j ≤ n,
the map
σ|Hom(i,j) : [0, 1]j−i−1 → JG
is generic (respectively very generic).
Let N ac0 GJ = N AC0 GJ = N0GJ = {(J,H)} and for n > 0 let N acn GJ ⊂ NnGJ (respec-
tively N ACn GJ ) be the set of acme (respectively very acme) n-simplices in N GJ . We call
N acGJ the acme nerve and N ACGJ the very acme nerve of GJ .
Lemma 3.38. The acme (respectively very acme) simplicial nerve is a subcategory of N GJ ,
i.e., is a sub-simplicial set that satisfies the weak Kan condition.
Proof. The proofs of the two statements are essentially the same; we focus on the very acme
case. We must check thatN ACGJ is closed under face and degeneracy maps and under horn
filling. The fact that N ACGJ is closed under face maps is immediate from the definition.
For degeneracies, note that for each i < j, (skσ)|Hom(i,j) is either given by the restriction of σ
to one of the Hom-spaces (if k 6∈ [i, j − 1]), or is given by projecting [0, 1]j−i−1 → [0, 1]j−i−2
by a smooth map δ and applying the restriction of σ to one of its Hom-spaces. In the former
case, the map (skσ)|Hom(i,j) is very generic by assumption. In the latter case, note that every
point in the interior of [0, 1]j−i−2 is a regular value of δ. The index i−j+1 moduli spaces with
respect to (skσ)|Hom(i,j) are empty by dimension counting. There are finitely-many points
q1, . . . , q` in the interior of [0, 1]
j−i−2 for which the index i− j + 2 moduli space with respect
to σ|Hom(i,j)(qi) is non-empty. The index (i− j + 2)-dimensional moduli spaces with respect
to (skσ)|Hom(i,j) areM(σ|Hom(i,j−1)(qi))× δ−1(qi). In particular, it follows from the fact that
qi is a regular value of δ that these moduli spaces are transversally cut-out and it is clear
from the definition of δ that these moduli spaces are transverse to the boundary strata in
[0, 1]j−i−1.
For horn filling, suppose we are given a map f : Λni → N ACGJ for some 0 < i < n, which
we want to extend to an n-simplex σ ∈ N ACn GJ . Given 0 ≤ a < b ≤ n, if i 6∈ [a, b] then the
map f specifies σ|Hom(a,b). If a ≤ i ≤ b then f specifies σ|Hom(a,b) : [0, 1]b−a−1 → JG on the
boundary facets tj = 0 for j 6= i. Further, if we already know σ|Hom(c,d) for d− c < b−a then
the fact that σ must respect composition specifies σ|Hom(a,b) on the facets tj = 1. Further,
if these σ|Hom(c,d) are very generic then, by Lemma 3.28, so is the value of σ on the facets
tj = 1.
So, define the extension σ|Hom(a,b) inductively on b− a. At each stage, σ|Hom(a,b) is defined
except on the facet ti = 0 and the top-dimensional cell, and is very generic where defined.
Applying Theorem 3.31 first to ∂i,0[0, 1]
b−a−1 (i.e., the face with ti = 0) and then to [0, 1]b−a−1
itself gives the desired very acme extension of f . 
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Example 3.39. A 3-cell σ in the smooth nerve N GJ consists of:
(N-1) a 3-cell in N BG•, with data as in Example 2.20,
(N-2) six elements of J ,
(J,H)
g01(J,H)
,
(J,H)
g12(J,H)
,
(J,H)
g23(J,H)
,
(J,H)
g02(J,H)
,
(J,H)
g13(J,H)
,
(J,H)
g03(J,H)
,
(N-3) four smooth paths in J ,
(J,H)
g02,012(J,H)
,
(J,H)
g13,123(J,H)
,
(J,H)
g03,013(J,H)
,
(J,H)
g03,023(J,H)
,
(N-4) a square in J
(J,H)
g
σ
(J,H)
,
fitting into the following square:
(J,H)
g03(J,H)
(J,H)
g01(J,H)
(J,H)
g13(J,H)
g01
(J,H)
g02(J,H)
(J,H)
g23(J,H)
g02
(J,H)
g01(J,H)
(J,H)
g12(J,H)
(J,H)
g23(J,H)
g01
g01g12
(J,H)
g01(J,H)
(J,H)
g13,123(J,H)
g01
(J,H)
g02,012(J,H)
(J,H)
g23(J,H)
g02,012
(J,H)
g
σ
(J,H)
(J,H)
g03,023(J,H)
(J,H)
g03,013(J,H)
This 3-cell is (very) acme if all of the data (N-2)–(N-4) is (very) generic.
Projection (gσ, (J˜ , H˜)σ) 7→ gσ defines a functor pi : GJ → BG. Taking smooth nerves,
we get an infinity functor (simplicial set map) N pi : N GJ → N BG. This restricts to
simplicial set maps N pi : N acGJ → N BG and N pi : N ACGJ → N BG.
Lemma 3.40. There is a section S : N BG → N ACGJ of the projection N pi, i.e., a
simplicial set map S : N BG→ N ACGJ so that (N pi) ◦ S = IN BG.
Proof. The proof is by induction on the dimension of a simplex. There is a unique 0-simplex
of N BG and a unique 0-simplex (J,H) of N GJ , so a unique way to define S on the 0-
simplices. Now, assume S has been constructed for all simplices of dimension ≤ n − 1,
respecting the simplicial identities among simplices of those dimensions. Consider a non-
degenerate n-simplex σ of N BG, i.e., a functor σ : Ssm [n]→ BG of topological categories.
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By induction, since the functor must respect the face maps ∂0 and ∂n, we have already
defined S(σ) on HomSsm [n](i, j) except for i = 0 and j = n. Further, the fact that S(σ) must
respect composition in Ssm [n] means that S(σ)|Hom(0,n) = S(σ) : [0, 1]n−1 → JG is already
defined on ∂i,1[0, 1]
n−1 for each i, and the fact that S must respect face maps means that
S(σ) is already defined on ∂i,0[0, 1]n−1 for each i.
We claim that the restriction of S(σ) to each of these facets is very generic. The face
∂j,0S(σ) is S((djσ)), which is very generic by induction. The face ∂j,1S(σ) is slightly more
complicated. Let σ[0,j] : S
sm [j]→ BG be the restriction of σ to the full subcategory of Ssm [n]
spanned by {0, . . . , j}. Let σ[j,n] : Ssm [n− j]→ BG be the composition
Ssm [n− j]→ Ssm [n] σ−→ BG
where the first map is induced by {0, . . . , n − j} → {j, . . . , n}, i 7→ i + j. We have already
defined maps
S(σ[0,j]) : [0, 1]j−1 → JG and
S(σ[j,n]) : [0, 1]n−j−1 → JG.
The face ∂j,1S(σ) is given by the map [0, 1]n−2 = [0, 1]j−1 × [0, 1]n−j−1 → JG,
(p, q) 7→ (gσ[0,j](p)gσ[j,n](q), (gσ[0,j](p) · (J˜ , H˜)σ[j,n](q)) ◦ (J˜ , H˜)σ[0,j](p)).
This map is very generic by Lemma 3.28.
Thus, we have checked that S(σ) is very generic on the entire boundary of [0, 1]n−1. It
follows from Theorem 3.31 that S(σ) admits a very generic extension to the cube [0, 1]n−1.
Choose such an extension and proceed with the induction.
It is immediate from the construction that the resulting map S is a map of simplicial
sets. 
Given an n-simplex σ ∈ N acGJ , points x, y ∈ LH0 ∩ L1, and a homotopy class φ ∈
pi
g(σ)
2 (x, y) there is a moduli space of holomorphic disks
M(φ;σ) =
⋃
v∈int([0,1]n−1)
M(φ; J˜~σ(v), H˜~σ(v))
defined in Section 3.5. Given σ ∈ N acn GJ and x ∈ LH0 ∩ L1 define
(3.41) Floer(σ)(x) =
∑
y∈LH0 ∩L1
∑
φ∈pig(σ)2 (x,y)
µ(φ)=−n+1
#M(φ;σ)y.
Define Floer(J,H) = CF (LH0 , L1; J). If (J,H) is very generic then the usual proof of ∂
2 = 0
implies that Floer(J,H) is a chain complex. If (J,H) is merely generic then a short additional
argument still implies ∂2 = 0. Specifically, there is a very generic cylindrical pair (J ′, H ′)
arbitrarily close to (J,H). Since the 0-dimensional moduli spaces with respect to (J,H) are
transversally cut out, for (J ′, H ′) close enough to (J,H), the 0-dimensional moduli spaces
with respect to (J ′, H ′) are identified with those for (J,H). Thus, the differential with
respect to (J,H) and (J ′, H ′) are the same, and since the differential with respect to (J ′, H ′)
satisfies ∂2 = 0, so does the differential with respect to (J,H). (This argument recurs, in a
parametric version, in the proof of Lemma 3.43.)
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We digress briefly to discuss gradings. In order to apply the homotopical algebra from
Section 2 we need Z-gradings on our chain complexes. To this end, note that the Floer
complex CF (LH0 , L1) decomposes as a direct sum⊕
s∈pi0(P (L0,L1))
CF (LH0 , L1; s)
over homotopy classes s of paths from L0 to L1. The group G acts on P (L0, L1) and hence
on pi0(P (L0, L1)). For each G-orbit [s] ∈ pi0(P (L0, L1))/G for which there is an x ∈ LH0 ∩L1
so that the constant path x represents [s], choose a representative s ∈ P (L0, L1) and a base
generator xs ∈ LH0 ∩ L1 representing s. We declare that each of these base generators has
grading 0, gr(xs) = 0. Next, given any other generator y ∈ LH0 ∩ L1, choose a g ∈ G and
homotopy class ξy ∈ pig2(xs, y) and define gr(y) = −µ(ξy). By Hypothesis (J-3), gr(y) is
independent of the choices of g and ξy. (Note that in the case the Lagrangians L0 and L1 are
endowed with G-equivariant gradings in the sense of Section 3.4, up to an overall shift the
induced grading of the Floer complexes is a case of the grading defined in this paragraph.)
Lemma 3.42. Given an n-simplex σ ∈ N acn , the map Floer(σ) is homogeneous of degree
n− 1.
Proof. Suppose y occurs in F(σ)(x). Then there is a homotopy class φ ∈ pig(σ)2 (x, y) with
µ(φ) = −n+ 1. We have
ξx ∗ φ ∗ ξ−1y ∈ pigxg(σ)g
−1
y
2 (xs, xs),
so by Hypothesis (J-3)
− gr(x)− n+ 1 + gr(y) = µ(ξx) + µ(φ)− µ(ξy) = µ(ξx ∗ φ ∗ ξ−1y ) = 0,
so gr(y) = gr(x) + n− 1, as desired. 
Lemma 3.43. The map Floer : N acGJ → Kom is a map of simplicial sets.
Proof. We need to check that the maps Floer(σ) satisfy Formula (2.8). First, fix a very acme
simplex σ ∈ N ACn GJ . Let x, y ∈ LH0 ∩ L1 and φ ∈ pig(σ)2 (x, y) with µ(φ) = 2 − n. By
Formulas (3.33) and (3.34),
0 =
n−1∑
i=1
(−1)n+i#M(φ;σ|∂i,0[0,1]n−1) +
n−1∑
i=1
(−1)n+i+1#M(φ;σ|∂i,1[0,1]n−1)
+
∑
z∈LH0 ∩L1
∑
ψ∈pi12(x,z), ψ′∈pig(σ)2 (z,y)
ψ∗ψ′=φ
µ(ψ)=1, µ(ψ′)=−n+1
(−1)n(#M(ψ′;σ))(#M(ψ; J,H))
+
∑
z∈LH0 ∩L1
∑
ψ∈pig(σ)2 (x,z), ψ′∈pi12(z,y)
ψ∗ψ′=φ
µ(ψ)=−n+1, µ(ψ′)=1
(
#M(ψ′; J,H))(#M(ψ;σ)).
(3.44)
Summing over φ, this says
0 =
n−1∑
i=1
[
(−1)n+iFloer(diσ)(x) + (−1)n+i+1Floer(σi,...,n)
(
Floer(σ0,...,i)(x)
)]
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+ (−1)nFloer(σ)(∂x) + ∂(Floer(σ)(x))
which is exactly Formula (2.8).
Finally, given an acme simplex σ, we can perturb σ slightly to be very acme. (This
perturbation is done inductively, over the faces of σ.) Since the 0-dimensional moduli spaces
with respect to σ (and its faces) are transversally cut out, for a small enough perturbation
this does not change the count ofM(ψ;σ) for any ψ with µ(ψ) = −n+ 1 or, indeed, any of
the counts in Formula (3.44). Thus, the argument above, applied to the perturbed simplex,
shows that Formula (2.8) still holds. 
Let
F : N BG→ Kom
be the composition of Floer and the section S from Lemma 3.40,
F = Floer ◦ S.
3.7. Equivariant Floer cohomology.
Definition 3.45. The equivariant Floer cohomology of (M,L0, L1), denoted HFG(L0, L1),
is the hypercohomology of the diagram F : N BG→ Kom.
As discussed in Section 2.8, HFG(L0, L1) is a module over H
∗(|N BG|) = H∗(BG).
Theorem 3.46. Up to isomorphism over H∗(BG), HFG(L0, L1) is independent of the choices
in its construction. Further, if L′0 and L
′
1 are isotopic to L0 and L1 via compactly sup-
ported, G-equivariant Hamiltonian isotopies then HFG(L0, L1) ∼= HFG(L′0, L′1) as modules
over H∗(BG).
Proof. For the first statement, suppose that (J0, H0) and (J1, H1) are generic cylindrical
pairs. Let GJ i be the category GJ defined using (Ji, Hi) as the base cylindrical pair, and
suppose that Si : N BG→ N acGJ i is a section ofN pi for i = 0, 1. Consider a larger smooth
category GJ ′ with:
• Objects {(J0, H0), (J1, H1)}.
• For i = 0, 1, HomGJ ′((Ji, Hi), (Ji, Hi)) = HomGJ i((Ji, Hi), (Ji, Hi)) (so GJ i is a full
subcategory of GJ ′).
• The space HomGJ ′((J0, H0), (J1, H1)) consists of pairs (g, (J˜ , H˜)) where g ∈ G and
(J˜ , H˜) is a semi-cylindrical pair with (J˜ , H˜)−∞ = (J0, H0) and (J˜ , H˜)+∞ = g·(J1, H1).
• HomGJ ′((J1, H1), (J0, H0)) is empty.
• Composition is defined by multiplying maps to G and composing (stacking) semi-
cylindrical pairs.
• Smoothness is as in Definition 3.25.
Define the acme nerve N acGJ ′ of GJ ′ similarly to Definition 3.37.
Recall from Section 2.7 that to define a natural transformation from S0 to S1 it suffices
to define a map S01 : N (I ×BG)→ N acGJ ′ extending S0 and S1. An inductive argument
analogous to the proof of Lemma 3.40 shows that we can find such a natural transformation
S01. Applying Floer theory then gives a functor
Floer ◦ S01 : N (I ×BG) = ∆1 ×N (BG)→ Kom
extending the (Floer)i. By Lemma 2.35, there is an induced map of modules
(Floer ◦ S01)∗ : H∗(S1)→ H∗(S0).
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Exchanging the roles of S0 and S1 in the construction above gives a natural transformation
Floer ◦ S10 from Floer ◦ S1 to Floer ◦ S0. Construct two more sections, S010 and S101, over
N [(0→ 1→ 2)×BG], so that
S010|N [(0→1)×BG] = S01
S010|N [(1→2)×BG] = S10
S010|N [(0→2)×BG] = (piN (0→2),S0 ◦ piN BG)
where piN (0→2) : N [(0 → 2) × BG] → N (0 → 2) and piN BG : N [(0 → 2) × BG] → N BG
are the projections; and similarly for S101 (with 1 and 0 reversed). We get functors N ((0→
1 → 2) × BG) = ∆2 ×N BG → Kom. By dimension counting, Floer ◦ S010|N [(0→2)×BG] and
Floer ◦ S101|N [(0→2)×BG] induce the identity maps on the homotopy colimits. Therefore, we
conclude from Lemma 2.36 that the maps of homotopy colimits induced by Floer ◦ S01 and
Floer ◦ S10 are homotopy inverses to each other. It follows from Lemmas 2.35 and 2.36 that
H∗(S0) ∼= H∗(S1) as modules over H∗(BG), as desired.
The proof of invariance under G-equivariant Hamiltonian isotopies is similar, but with
GJ ′ replaced by a slightly different category. Write Lti for the G-equivariant Hamiltonian
isotopy from Li to L
′
i, where t ∈ R, and Lti = Li for t  0 while Lti = L′i for t  0. Fix
generic cylindrical pairs (J0, H0) for (L0, L1) and (J1, H1) for (L
′
0, L
′
1). Given g ∈ G, by
an interpolating Lagrangian isotopy from LH00 to g((L
′
0)
H1) = (L′0)
gH1 we mean a family of
compactly supported Hamiltonians Ht, t ∈ R, so that Ht = H0 for t 0 and Ht = gH1 for
t  0, and a family of Lagrangians Lt,Ht0 , t ∈ R, which are time-one flows of Lt0 under Ht,
Lt,Ht0 = (L
t
0)
Ht .
Now, let GJ ′ be the smooth category with:
• Two objects, (J0, H0) and (J1, H1) where (J0, H0) is a generic cylindrical pair for
(L0, L1) and (J1, H1) is a generic cylindrical pair for (L
′
0, L
′
1).
• For i = 0, 1, HomGJ ′((Ji, Hi), (Ji, Hi)) = HomGJ i((Ji, Hi), (Ji, Hi)). (Here, GJ 0 is the
category GJ as defined in Section 3.6 for (L0, L1, J0, H0), while GJ 1 is the category
GJ as defined in Section 3.6 for (L′0, L′1, J1, H1)).
• HomGJ ′((J1, H1), (J0, H0)) = ∅.
• HomGJ ′((J0, H0), (J1, H1)) is space of pairs (g, (J˜ , L˜)) where g ∈ G, J˜ is a (possibly
multi-story) cylindrical-at-infinity almost complex structure and L˜ = {Lt,Ht0 } is an
interpolating Lagrangian isotopy (for g), again perhaps with several stories. We
require that J˜ agrees at −∞ (of the bottom story) with J0 and at +∞ (of the top
story) with g · J1.
• Smoothness for cubes is as in Definition 3.25.
Again, the category GJ ′ has an acme nerve N acGJ ′. Similar arguments to the proof of
Lemma 3.40 produce a section N (I × BG) → N acGJ ′. Applying Floer theory with the
dynamic boundary conditions Lt,Ht0 and L
t
1 gives a functor Floer : N
acGJ ′ → Kom. The
composition
∆1 × (N BG) = N (I ×BG)→ N acGJ ′ → Kom
is a natural transformation between the equivariant diagrams before and after the Hamil-
tonian isotopy. The same argument as in the proof of independence of the perturbation data
then implies that the equivariant cohomologies before and after the Hamiltonian isotopy
agree. 
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3.8. An analogous construction in Morse theory. In this section, we explain how to
adapt the construction of HFG to the setting of Morse homology. In Section 4.2 we show
that the resulting equivariant Morse cohomology agrees with the usual Borel equivariant
cohomology.
Fix a compact, connected, smooth manifold M and a smooth action of a Lie group G on M .
To reduce confusion, either assume that M is orientable and G acts by orientation-preserving
diffeomorphisms M →M or else take coefficients in F2 below.
By a cylindrical Morse pair we mean a pair (〈·, ·〉, f) where 〈·, ·〉 is a Riemannian metric
on M and f is a Morse function on M . A cylindrical Morse pair is generic if (〈·, ·〉, f) is
Morse-Smale. A semi-cylindrical Morse pair is a triple (L, 〈˜·, ·〉, f˜) where L is a marked
line, 〈˜·, ·〉 is a family of Riemannian metrics parameterized by L, and f˜ is a smooth function
L×M → R so that 〈˜·, ·〉 and f˜ are constant outside the intervals [pi, qi] in L. The space of
semi-cylindrical Morse pairs has a topology similar to the topology on J , which we leave to
the reader to spell out.
There is a left action of G on the space of cylindrical Morse pairs, by (g · f)(x) = f(g−1x)
and (g〈·, ·〉)(v, w) = 〈g−1∗ v, g−1∗ w〉.
Fix a cylindrical Morse pair (〈·, ·〉, f). Consider the space JG of triples (g, 〈˜·, ·〉, f˜), where
g ∈ G and (〈˜·, ·〉, f˜) is a semi-cylindrical Morse pair connecting (〈·, ·〉, f) at −∞ and g ·
(〈·, ·〉, f) at +∞. There is a projection JG → G, and a composition map ◦ : JG×JG → JG,
(g′, 〈˜·, ·〉′, f˜ ′)◦(g, 〈˜·, ·〉, f˜) = (gg′, (g·〈˜·, ·〉′)∗(〈˜·, ·〉), (g·f˜ ′)∗f˜) (where ∗ denotes stacking). Given
x, y ∈ Crit(f), and (g, 〈˜·, ·〉, f˜) ∈ JG, where 〈˜·, ·〉 and f˜ are parameterized by some marked
line L, a flow line from x to y with respect to (g, 〈˜·, ·〉, f˜) is a smooth map γ = γ(t) : L→M
so that
(3.47) γ′(t) = −∇〈˜·,·〉(t)γ(t) f˜(t)
and so that limt→−∞ γ(t) = x and limt→+∞ γ(t) = gy. Let M(x, y; g, 〈˜·, ·〉, f˜) denote the
space of flow lines from x to y with respect to (g, 〈˜·, ·〉, f˜); we leave topologizing the space
M(x, y; g, 〈˜·, ·〉, f˜) to the reader. More generally, given a polyhedron P n and map σ =
(gσ, 〈˜·, ·〉σ, f˜σ) : P n → JG let
M(x, y;σ) =
⋃
v∈Pn
M(x, y; gσ(v), 〈˜·, ·〉σ(v), f˜σ(v)).
The expected dimension ofM(x, y;σ) is ind(x)− ind(y) +n. We call σ generic if the spaces
M(x, y;σ) are transversely cut out whenever ind(x)− ind(y) ≤ −n+ 1, and the restriction
of σ to every boundary face is also generic. (This is the analogue of “very generic” above,
but we will have no use for the analogue of the weaker “generic” notion.)
To orient the moduli spaces M(x, y;σ) choose an orientation of M and an orientation
of the descending disk Dd(x), for the flow of −∇〈·,·〉f , of each point x ∈ Crit(f). (This is
equivalent to choosing an orientation for the negative eigenspace of the Hessian Hessx(f).)
There is an induced orientation of the ascending disk Da(x) for each x ∈ Crit(f) by requiring
that Da(x)∩Dd(x) is x, positively. Via the action of g, there is then an induced orientation
of the ascending disk Da(gx) of the point gx ∈ Crit(g · f). For the moduli spaces of flow
lines with respect to the cylindrical pair (〈·, ·〉, f), we also have an identification
R×M(x, y; 〈·, ·〉, f) ∼= Da(y) ∩Dd(x),
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(cf. Equation (3.36)) so the orientations of Dd(x), Da(y), M , and R induce an orientation of
M(x, y; 〈·, ·〉, f).
Now, suppose that (〈˜·, ·〉, f˜) is a 1-story semi-cylindrical Morse pair. If we let Dd(x; 〈˜·, ·〉, f˜)
denote the space of solutions of Equation (3.47) asymptotic to x at −∞ then we can identify
Dd(x; 〈˜·, ·〉, f˜) with Dd(x) as follows. Choose T  0 small enough that f˜(t) = f for all t ≤ T .
Then γ ∈ Dd(x; 〈˜·, ·〉, f˜) if and only if γ is a solution to Equation (3.47) and γ(T ) ∈ Dd(x), so
the map γ 7→ γ(T ) identifies Dd(x; 〈˜·, ·〉, f˜) and Dd(x). In particular, Dd(x; 〈˜·, ·〉, f˜) inherits
an orientation from the orientation of Dd(x). Similarly, the space Da(gx; 〈˜·, ·〉, f˜) of solutions
of Equation (3.47) asymptotic to gx at +∞ inherits an orientation from Da(gx). Now, the
map γ 7→ γ(0) maps M(x, y; g, 〈˜·, ·〉, f˜), Dd(x; 〈˜·, ·〉, f˜), and Da(gy; 〈˜·, ·〉, f˜) into M , and
M(x, y; g, 〈˜·, ·〉, f˜) = Da(gy; 〈˜·, ·〉, f˜) ∩Dd(x; 〈˜·, ·〉, f˜).
Thus, the space M(x, y; g, 〈˜·, ·〉, f˜) inherits an orientation. If (〈˜·, ·〉, f˜) is a generic multi-
story semi-cylindrical Morse pair and gl(〈˜·, ·〉, f˜) is a gluing of (〈˜·, ·〉, f˜) with large gluing
parameters then there is an identification
M(x, y; g, 〈˜·, ·〉, f˜) ∼=M(x, y; g, gl(〈˜·, ·〉, f˜)),
so the orientation ofM(x, y; g, gl(〈˜·, ·〉, f˜)) induces an orientation ofM(x, y; g, 〈˜·, ·〉, f˜). Com-
bining these orientations with the orientation of the polyhedron P n gives an orientation of
M(x, y;σ) (cf. Equation (3.35)).
We claim that these orientations are coherent in the sense that Equation (3.33) and, in
the case P = [0, 1]n−1, Equation (3.34), hold with signs; we leave the proof to the reader.
There is a smooth category GJ with a single object (〈·, ·〉, f), Hom((〈·, ·〉, f), (〈·, ·〉, f)) =
JG, and composition given by concatenation. The definition of smoothness is analogous to
Definition 3.25 and is left to the reader. Projection induces a functor pi : GJ → BG.
Taking smooth nerves, we have a projection pi : N GJ → N BG. There is a subcategory of
N GJ of acme simplices, defined just as in the Floer case (Definition 3.37). Like Lemma 3.40,
there is a section S : N BG → N ACGJ . Further, Morse homology gives a functor FMorse :
N ACGJ → Kom, defined by FMorse(〈·, ·〉, f) = CMorse∗ (〈·, ·〉, f), the Morse complex of the
cylindrical pair (〈·, ·〉, f), and for σ ∈ N GJ a simplex of dimension n > 0, FMorse(σ) is
defined by Formula (3.41) but using the Morse moduli spaces in place of the Floer moduli
spaces.
The composition is a diagram FMorse ◦ S : N BG→ Kom. Taking hypercohomology gives
(3.48) H∗G(M) := H
∗(FMorse ◦ S).
4. Computations
4.1. The discrete case. Let G be a discrete group acting on (M,L0, L1) satisfying the
hypotheses in Section 3.1. In particular, if G is not finite then we require that every G-
twisted loop has Maslov index 0. In this section, we prove the following theorem.
Theorem 4.1. For R = F2, the G-equivariant Floer cohomology of (M,L0, L1) constructed
in Definition 3.45, agrees with the construction of G-equivariant Floer cohomology given in
our previous paper [HLS16].
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In our previous paper [HLS16] the construction of G-equivariant Floer cohomology was
carried out for finite G, but all of the arguments hold also for the general discrete case.
Furthemore, note that the construction of this paper lifts the construction of equivariant
cohomology given in our previous paper [HLS16], described there only over F2-coefficients,
to R-coefficients for an arbitrary ring R.
In the special case that there is aG-equivariant cylindrical pair (J,H) which is generic (that
is, in the presence of equivariant transversality), one may also consider the G-equivariant
cohomology of the chain complex CF (LH0 , L1) with the induced action of G by chain maps.
This equivariant cohomology is the module ExtR[G](CF (L
H
0 , L1), R), where R is the trivial
R[G] module. (This is the theory used in [SS10, Section 2b and 3].) In our previous paper, we
showed the the new construction of G-equivariant Lagrangian Floer cohomology given there
is identified with this simpler construction when a genericG-equivariant (J,H) exists [HLS16,
Section 4]. It follows that the same is true of the G-equivariant Floer cohomology constructed
in Definition 3.45:
Corollary 4.2. Suppose there exists a generic cylindrical pair (J,H) which is invariant
under the action of G, that is, such that g(J,H) = (J,H) for all g ∈ G. Then the G-
equivariant Floer cohomology constructed in Definition 3.45 agrees with the G-equivariant
cohomology ExtR[G](CF (L
H
0 , L1), R).
Proof. This follows from Theorem 4.1 and an adaptation of the proof of [HLS16, Proposition
4.5], originally proved over F2-coefficients, to R-coefficients. Including the signs proceeds
without incident. 
Turning to the proof of Theorem 4.1, we begin with a comparison of the spaces of almost
complex structures appearing in this paper and the previous paper [HLS16]. In the previ-
ous paper, the main construction was carried out for Lagrangians L0 and L1 intersecting
transversely, such that there was no need to include the data of a Hamiltonian function.
(In one section we did consider the case of non-transverse intersections [HLS16, Section
3.6].) We considered the topological category J with objects consisting of cylindrical almost
complex structures J . The spaces of morphisms J (Ja, Jb) consisted of multi-story semi-
cylindrical almost complex structures with limits J−∞ = Ja, J∞ = Jb, up to an equivalence
relation analogous to that in Section 3.2. In this paper we have used the space JG of ele-
ments (g, (J˜ , H˜)) with (J˜ , H˜)−∞ = (J,H) and (J˜ , H˜)∞ = g(J,H). Because G is discrete,
there is a continuous map η : JG →
∐
J,J ′∈Ob(J ) HomJ (J, J
′), sending (g, (J˜ , H˜)) ∈ JG to
J˜ ∈ HomJ (J, gJ).
With this in mind, we turn our attention to the functor S : N BG → N ACGJ from
Section 3. Recall that BG is the smooth category with one object o and Hom(o, o) = G,
with composition given by g ◦ h = hg. There is exactly one smooth map [0, 1]n → G for
each n and each element g ∈ G, the constant map. Ergo n-simplices of the smooth nerve
N BG correspond to ordered n-tuples (gn, . . . , g1) of elements of G. For example, a triple
(g3, g2, g1) corresponds to a square of maps as in the left-hand side of Example 2.20, with
cube maps as follows:
• σ01 = g1, σ12 = g2, σ23 = g3, σ02 = g1g2, σ13 = g2g3, σ03 = g1g2g3.
• σ012 is the constant path at g1g2, σ123 is the constant path at g2g3, σ023 = σ013 are
both the constant path at g1g2g3.
• σ is the constant map from [0, 1]2 to g1g2g3
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Consider the diagram S : N BG → N ACGJ described in Lemma 3.40. The functor
S associates to every element in G a point S(g) = (g, (J˜ , H˜)) with (J˜ , H˜)−∞ = (J,H)
and (J˜ , H˜)∞ = g(J,H). Because S respects the degeneracy maps in N BG and N ACGJ ,
S(e) = (e, (J˜ , H˜)) has J˜(v) = J and H˜(v) = H for all v ∈ R. Furthermore, to each
n-simplex in N BG, or equivalently each sequence of elements (gn, . . . , g1), S associates a
smooth (n− 1)-dimensional cube of semicylindrical pairs
S(gn, . . . , g1) : [0, 1]n−1 → JG.
For example, S associates to the triple (g3, g2, g1) a map from the square [0, 1]2 into JG;
this is a special case of Example 3.39.
Observe that in the case that L0 t L1, we may choose S so that S(o) = (J,H) has H ≡ 0
and for each simplex σ ∈ NnBG, S(σ) =
(
g~σ, (J˜ , H˜)~σ
)
: [0, 1]n−1 → JG has H˜ ≡ 0. Therefore
the same is true of the maps S(gn, . . . , g1) described above. Since all of our Hamiltonians
are trivial, to condense notation we will let
M(φ; J˜σ) =M(φ; J˜σ, H˜σ).
Next we express the information above in the language of our previous paper [HLS16].
Our construction in that paper used the notion of a homotopy coherent functor. We will
require a superficially slightly different (although equivalent) definition to the one appearing
there. As in Section 2, this is an adaptation of Vogt [Vog73].
Definition 4.3. Let C be a small category. A homotopy coherent C -diagram in J consists
of:
• For each object x of C , a cylindrical almost complex structure F (x).
• For each integer n ≥ 1 and each sequence x0 f1−→ · · · fn−→ xn of composable morphisms
a continuous map F (fn, . . . , f1) : [0, 1]
n−1 → J
such that for all (tn−1, . . . , t1) ∈ [0, 1]n−1,
F (fn, . . . , f1)(tn−1, . . . , t1)−∞ = F (x0) and F (fn, . . . , f1)(tn−1, . . . , t1)∞ = F (xn),
and such that
F (fn, . . . , f2, I)(tn−1, . . . , t1) = F (fn, . . . , f2)(tn−1, . . . , t2)
F (I, fn−1, . . . , f1)(tn−1, . . . , t1) = F (fn−1, . . . , f1)(tn−2, . . . , t1)
F (fn, . . . , fi+1,I, fi−1, . . . , f1)(tn−1, . . . , t1)
= F (fn, . . . , fi+1, fi−1, . . . , f1)(tn−1, . . . , ti · ti+1, . . . , t1)
F (fn, . . . , f1)(tn−1, . . . , ti+1, 1, ti−1, . . . , t1)
= F (fn, . . . , fi+1 ◦ fi, . . . , f1)(tn−1, . . . , ti+1, ti−1, . . . , t1)
F (fn, . . . , f1)(tn−1, . . . , ti+1, 0, ti−1, . . . , t1)
= [F (fn, . . . , fi+1)(tn−1, . . . , ti+1)] ◦ [F (fi, . . . , f1)(ti−1, . . . , t1)].
The ordering of the factors in [0, 1]n−1 above differs from the definition given in our previous
paper [HLS16, Definition 3.3]. This choice is for compatibility with the signs in Section 2.
Now let BG be the category with a single object o and Hom(o, o) = G, and let EG be
the category with an object for every element of G and a unique morphism between any two
objects. Let G act on EG on the left. (This is not quite standard, but necessary in order to
match the composition inBG.) There is an identification between n-simplices inN BG and
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sequences of n-composable morphisms in BG, since both correspond to n-tuples (gn, . . . , g1)
of elements in G. Sequences of n-composable morphisms in EG are of the form
g
g1−→ gg1 g2−→ gg1g2 → . . . gn−→ gg1 · · · gn.
Call this sequence (g; gn, . . . , g1). We can use S to give aG-equivariant homotopy coherent di-
agram F : EG→ J as follows. For every g ∈ G, let F (g) = gS(o) = gJ . For every sequence
of morphisms (g; gn, . . . , g1) in EG, let F (g; gn, . . . , g1) = g(η(S(gn, . . . , g1))) : [0, 1]n−1 → J .
Because S respects the simplicial relations in N BG, this gives a homotopy coherent dia-
gram.
We will also need the notion of a homotopy coherent diagram of chain complexes from a
small category C . Once again, this is a slight modification of the definition in the previous
paper in order to better align with the signs of Section 2.
Definition 4.4. Let C be a small category. Then a homotopy coherent C -diagram in chain
complexes consists of:
• For each object x of C , a chain complex T (x).
• For each n ≥ 1 and each sequence x0 f1−→ · · · fn−→ xn of composable morphisms a
chain map T (fn, . . . , f1) : I
⊗(n−1)
∗ ⊗ T (x0)→ T (xn)
such that
T (fn, . . . , f1)(tn−1 ⊗ · · · ⊗ t1)
=

T (fn, . . . , f2)(tn−1 ⊗ · · · ⊗ t2 ⊗ pi(t1)) f1 = I
T (fn, . . . , fi+1, fi, . . . , f1)(tn−1 ⊗ · · · ⊗m(ti ⊗ ti−1)⊗ · · · ⊗ t1) fi = I, 1 < i < n
T (fn−1, . . . , f1)(pi(tn−1)⊗ tn−2 ⊗ · · · ⊗ t1) fn = I
T (fn, . . . , fi+1 ◦ fi, . . . , f1)(tn−1 ⊗ · · · ⊗ ti+1 ⊗ ti−1 ⊗ · · · ⊗ t1) ti = {1}
[T (fn, . . . , fi+1)(tn−1 ⊗ · · · ⊗ ti+1)] ◦ [T (fi, . . . , f1)(ti−1 ⊗ · · · ⊗ t1)] ti = {0}.
Lemma 4.5. A homotopy coherent diagram of chain complexes is determined by the com-
plexes T (x) and the maps
Tfn,...,f1 = T (fn, . . . , f1)({0, 1} ⊗ · · · ⊗ {0, 1}) : T (x0)→ T (xn)
which satisfy compatibility conditions
(hc-1) TIx0 = IT (x0)
(hc-2) Tfn,...,f1 = 0 if n > 1 and any fi = I
(hc-3) ∂ ◦ Tfn,...,f1 + (−1)nTfn,...,f1 ◦ ∂ =
∑
0<i<n
(−1)n−i−1[Tfn,...,fi+1◦fi,...,f1 − Tfn,...,fi+1 ◦ Tfi,...,f1 ].
Proof. The only non-obvious part of this assertion is the signs in the last equation, which
we now verify. Observe that
∂ ◦ Tfn,...,f1(z) = ∂ ◦ T (fn, . . . , f1)({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ z)
= T (fn, . . . , f1) ◦ ∂({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ z)
= (−1)n−1T (f1, . . . , fn)({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ ∂z)
+
n−1∑
i=1
(−1)n−1+i[T (fn, . . . , f1)({0, 1} ⊗ · · · ⊗ {1} ⊗ · · · ⊗ {0, 1} ⊗ z)
− T (fn, . . . , f1)({0, 1} ⊗ · · · ⊗ {0} ⊗ · · · ⊗ {0, 1} ⊗ z)]
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= (−1)n−1Tfn,...,f1(∂z)
+
n−1∑
i=1
(−1)n−i+1[T (fn, . . . , fi+1 ◦ fi, . . . , f1)({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ z)
− T (fn, . . . , fi+1)({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ T (fi, . . . , f1)({0, 1} ⊗ · · · ⊗ {0, 1} ⊗ z))]
= (−1)n−1Tfn,...,f1 ◦ ∂(z) +
∑
0<i<n
(−1)n−i−1[Tfn,...,fi+1◦fi,...,f1 − Tfn,...,fi+1 ◦ Tfi,...,f1 ].
(In the third line, ti is the term that may be {1} or {0}, and all other tj are {0, 1}.) This
completes the proof. 
In our previous paper [HLS16, Section 3] we obtained a G-equivariant homotopy coherent
EG-diagram T ′ in chain complexes by letting T ′(g) = CF (L0, L1;F (g)) = CF (L0, L1; gJ)
and T ′(g; gn, . . . , g1) : T ′(g)→ T ′(gg1 · · · gn) be
(4.6) T ′(g; g1, . . . , gn)(x) =
∑
y∈L0∩L1
∑
φ∈pi2(x,y)
µ(φ)=1−n
#M(φ;F (g; gn, . . . , g1))y
on generators x ∈ L0 ∩ L1 and extending linearly. (The formulas here are slightly different
from our previous paper, as we are using a left action of G here and used a right action
in the prequel.) The moduli space in Formula (4.6) is the union of the moduli spaces of
F (g; gn, . . . , g1)(v)-holomorphic curves over points v in the (n−1)-cube. Equivalently, we can
define a homotopy coherentBG-diagram in chain complexes by setting T (o) = CF (L0, L1; J)
and
T (gn, . . . , g1)(x) =
∑
gy∈L0∩L1
∑
φ∈pi2(x,gy)
µ(φ)=1−n
#M(φ;F (gn, . . . , g1))y
on generators x ∈ L0 ∩ L1 and extending to a linear map. (Here g = gn · · · g1.)
Let us compare this to the data we get by applying the Floer functor to S. First, notice
that since the n-simplices in N BG correspond to sequences of n-composable morphisms
(gn, . . . , g1) in BG, the data of the functor Floer ◦ S : N BG → Kom is exactly the data
of a homotopy coherent BG-diagram in chain complexes. (Note that the ith degeneracy
map corresponds to dropping gi+1.) Condition (hc-3) corresponds to Equation (2.4) in the
definition of the infinity category of chain complexes.
Lemma 4.7. The homotopy coherent BG-diagram in chain complexes induced by Floer ◦ S :
N BG → Kom is exactly the homotopy coherent BG-diagram T defined using the maps
determined by the diagram of multi-story almost complex structures F .
Proof. This is immediate from the definitions. 
Before the proof of Theorem 4.1, we recall one final definition. Given a homotopy coherent
C -diagram of chain complexes, we recall that the homotopy colimit is the following.
Definition 4.8. Given a homotopy coherent C -diagram of chain complexes, the homotopy
colimit of T is defined by
(4.9) hocolimT =
⊕
n≥0
⊕
x0
f1−→··· fn−→xn
I⊗n∗ ⊗ T (x0)/ ∼,
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where the coproduct is over n-tuples of composable morphisms in C and the case n = 0
corresponds to the objects x0 ∈ Ob(C ). The equivalence relation ∼ is given by
(fn, . . . , f1; tn ⊗ · · · ⊗ t1;x)
∼

(fn, . . . , f2; tn ⊗ · · · ⊗ t2 ⊗ pi(t1);x) f1 = I
(fn, . . . , fi+1, fi−1, . . . , f1; tn ⊗ · · · ⊗m(ti, ti−1)⊗ · · · ⊗ t1;x) fi = I, i > 1
(fn, . . . , fi+1 ◦ fi, . . . , f1; tn ⊗ · · · ⊗ ti+1 ⊗ ti−1 ⊗ · · · ⊗ t1;x) ti = {1}, i < n
(fn−1, . . . , f1; tn−1 ⊗ · · · ⊗ t1;x) tn = {1}
(fn, . . . , fi+1; tn ⊗ · · · ⊗ ti+1;T (fi, . . . , f1)(ti−1 ⊗ · · · ⊗ t1 ⊗ x)) ti = {0}.
The differential is induced by the tensor product differential in Formula (4.9).
Proof of Theorem 4.1. The homotopy colimit of Floer ◦ S, in the sense of Definition 2.27, is
the complex
C∗ = hocolim(Floer ◦ S) =
⊕
n≥0
⊕
σ∈N BG
I⊗n∗ ⊗ Floer(S(σ))(x0)/ ∼
where ∼ is as in Definition 2.27. The cohomology of this complex is the equivariant cohomol-
ogy of (M,L0, L1) in the sense of this paper. Notice that this complex is also the homotopy
colimit of the homotopy coherentBG-diagram in the sense of Definition 4.8, since the equiv-
alence relations in the two definitions are identical in the case that G is discrete. However,
by Lemma 4.7 this homotopy coherent diagram is precisely the diagram T , so the complex
C∗ is also equal to
hocolim(T ) =
⊕
n≥0
⊕
x0
f1−→··· fn−→xn
I⊗n∗ ⊗ T (x0)/ ∼
where ∼ is as in Definition 4.8.
The G-equivariant cohomology of (M,L0, L1) in the sense of our previous paper is the
homology of the complex HomR[G](hocolimT
′, R). This is the same as the cohomology
of hocolimT , the homotopy colimit of the BG-diagram T . Since the cohomology of this
homotopy colimit is also the G-equivariant cohomology of (M,L0, L1) in the sense of this
present paper, the two definitions agree. 
4.2. The case of Morse theory. The goal of this section is to prove:
Proposition 4.10. For G a Lie group acting on a compact, smooth manifold M the G-
equivariant cohomology HG(M) as defined in Equation (3.48) agrees with the Borel equivari-
ant cohomology H∗(M ×G EG).
As in Section 3.8, we either assume that M is orientable and the action of G on M is
orientation-preserving or we work with coefficients in F2 throughout.
The proof of Proposition 4.10 is in two steps. First we replace the Morse complex in the
definition of HG(M) with the smooth cubical singular chain complex C
cube
∗ (M) (the analogue
of the usual smooth singular chain complex, but using smooth maps of cubes to M instead
of maps of simplices to M), obtaining a map of semi-simplicial sets Fcube : N BG → Kom.
Then we verify that there is a map
Ccube∗ (EG×GM)→ focolimFcube,
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where EG is the free contractible G space from the topological bar construction [Seg68,
Section 3]. This map is filtered by the dimension filtration on focolimFcube from Section 2.8
and a corresponding filtration on EG×GM . We verify that the map induces an isomorphism
on the E2-page of the associated spectral sequence, and hence is a quasi-isomorphism.
Turning to the details, we start by defining the map Fcube. Define Fcube of the 0-simplex
in N BG to be Ccube∗ (M). Recall that the smooth cubical chain group C
cube
k (M) is the free
abelian group generated by the smooth maps [0, 1]k → M modulo degenerate cubes, i.e.,
cubes which factor through one of the k canonical projections [0, 1]k → [0, 1]k−1 (cf. [Mas80]).
We now define the map on the higher-dimensional simplices. Given σ an n-dimensional
simplex in N BG, by Convention 2.7, it suffices to define Fcube(σ). Informally, via the G-
action on M , σ gives a family of maps M → M parameterized by [0, 1]n−1, and we define
Fcube(σ) to be the higher chain homotopy associated to (the inverse of) this family of maps,
so Fcube(σ) : C
cube
k (M) → Ccubek+n−1(M). More formally, we have a map σ : [0, 1]n−1 → G.
Given a k-cube (α : [0, 1]k →M) ∈ Ccubek (M) define Fcube(σ)(α) ∈ Ccubek+n−1(M) to be
Fcube(σ)(α)(x, y) = σ(x)
−1 · α(y)
where (x, y) ∈ [0, 1]n−1 × [0, 1]k = [0, 1]n−1+k. (The inverse is because of our convention for
composition; compare, for instance, Example 3.39.) Note that for degenerate simplices σ,
Fcube(σ) does not necessarily vanish, so Fcube does not respect the degeneracy maps. Extend
Fcube(σ) linearly to all of C
cube
k (M).
Lemma 4.11. The maps Fcube induce a map of semi-simplicial sets Fcube : N BG→ Kom.
Proof. The proof is straightforward and is left to the reader. 
Now, fix a Morse-Smale pair, and let FMorse be as in Section 3.8. Our next goal is to
define a summed natural transformation from FMorse ◦S to Fcube (Definition 2.43), i.e., for each
σ ∈ N BG a map η(σ) : CMorse∗ (M, 〈·, ·〉, f) → Ccube∗ (M) satisfying Equation (2.44), which
we repeat here for convenience:
(−1)n∂ ◦ η(σ)− η(σ) ◦ ∂ =
∑
1≤`≤n−1
(−1)`−1η(σ0,...,ˆ`,...,n)−
∑
1≤`≤n
η(σ`,...,n) ◦ FMorseS(σ0,...,`)
+
∑
0≤`≤n−1
(−1)`Fcube(σ`,...,n) ◦ η(σ0,...,`).
(4.12)
We explain two low-dimensional cases of η before giving the general case.
The first special case is when σ is the unique 0-simplex, which we denote o, of N BG.
We need to define a chain map η(o) : CMorse∗ (M, 〈·, ·〉, f) → Ccube∗ (M). Let N (x, y) denote
the moduli space of parameterized gradient flows from x to y, so M(x, y) = N (x, y)/R,
and N (x, y) has dimension ind(x)− ind(y). There is an evaluation map ev : N (x, y)→ M ,
ev(γ) = γ(0). The space N (x, y) has a compactification N (x, y) in terms of broken gradient
flows in which one of the flows is parameterized; as sets,
(4.13) ∂N (x, y) = N (x, y) \ N (x, y) =
∐
z 6=y
N (x, z)×M(z, y) q
∐
z 6=x
M(x, z)×N (z, y)
q
∐
z,w 6∈{x,y}
M(x, z)×N (z, w)×M(w, y).
56 KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
Further, N (x, z)×M(z, y) andM(x, z)×N (z, y) are subspaces of N (x, y), and every point
in ∂N (x, y) lies in at least one such subspace.
The orientations of the ascending disks and descending disks as in Section 3.8 induce
orientations of the spaces M(x, y) and N (x, y). Choose the orientations of the M(x, y) so
that the inclusion M(z, y) ×M(x, z) ↪→ ∂M(x, y) is orientation preserving. For x 6= y,
orient the space N (x, y) as (−1)ind(y)M(x, y) × R; if x = y, orient the point N (x, x) as
(−1)ind(x).
Choose a cubical fundamental chain (which we abbreviate as “cubulation”) [M(x, y)] of
M(x, y) so that the inclusion M(z, y) ×M(x, z) ↪→ ∂M(x, y) is a cubical map. (These
choices can be made inductively on ind(x), say.) Then choose a cubulation [N (x, y)] of each
N (x, y) so that the inclusions M(z, y) × N (x, z) ↪→ ∂N (x, y) and N (z, y) ×M(x, z) ↪→
∂N (x, y) are cubical maps. Define
η(o)(x) =
∑
ind(y)=0
ev#[N (x, y)]
for each x ∈ Crit(f).
Lemma 4.14. As cubical chains,
∂ ev#
[N (x, y)] = − ∑
ind(z)−ind(y)=1
(
#M(z, y)) ev#[N (x, z)]+ ∑
ind(x)−ind(z)=1
(
#M(x, z)) ev#[N (z, y)].
Proof sketch. First observe that taking orientations into account
∂N (x, y) =
⋃
z
(−1)ind(x)−ind(z)−1N (z, y)×M(x, z) ∪ (−1)ind(z)−ind(y)M(z, y)×N (x, z).
Next observe that on the stratum N (x, z) ×M(z, y) of N (x, y), the evaluation map ev
factors through the projection N (x, z)×M(z, y)→ N (x, z). So, if ind(z)− ind(y) > 1 then
every cube in ev#[M(z, y) × N (x, z)] is degenerate. Similarly, if ind(x) − ind(z) > 1 then
every cube in ev#[N (z, y)×M(x, z)] is degenerate. The remaining cubes in ∂N (x, y) lie in[
−
⋃
ind(z)−ind(y)=1
M(z, y)×N (x, z)
]∐[ ⋃
ind(x)−ind(z)=1
N (z, y)×M(x, z)
]
,
and so
∂ ev#
[N (x, y)] = − ∑
ind(z)−ind(y)=1
ev#
[M(y, z)×N (x, z)]+ ∑
ind(x)−ind(z)=1
ev#
[N (z, y)×M(x, z)]
= −
∑
ind(z)−ind(y)=1
(
#M(z, y)) ev#[N (x, z)]+ ∑
ind(x)−ind(z)=1
(
#M(x, z)) ev#[N (z, y)],
as desired. 
Lemma 4.15. If o is the 0-cell in N BG, then the map η(o), as defined above, is a chain
map.
Proof. Given a critical point x of index n,
∂η(o)(x) =
∑
ind(y)=0
∂ ev#[N (x, y)]
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= −
∑
ind(y)=0
ind(z)=1
(#M(z, y)) ev#[N (x, z)] +
∑
ind(y)=0
ind(z)=n−1
(#M(x, z)) ev#[N (z, y)]
= η(o)(∂(x)),
where the second equality uses Lemma 4.14 and the third uses the fact that for any critical
point z with index 1,
∑
ind(y)=0 #M(z, y) = 0. 
The second warm-up case is when σ is a non-degenerate 1-cell g of N BG (where g is a
non-identity element of G). Then η(g) should be a homotopy between η(o) ◦ FMorseS(g) and
Fcube(g) ◦ η(o). The semicylindrical Morse-Smale pair S(g) produces parameterized moduli
spaces N (x, y;S(g)) of pairs (γ, t) where γ is a gradient flow from x to gy with respect to the
semicylindrical pair S(g) and t ∈ R. There is an evaluation map ev : N (x, y;S(g)) → M ,
ev(γ, t) = γ(t). The boundary of N (x, y;S(g)) is a non-disjoint union⋃
z 6=y
N (x, z;S(g))×M(z, y) ∪
⋃
z
N (x, z)×M(z, y;S(g))
∪
⋃
z 6=x
M(x, z)×N (z, y;S(g)) ∪
⋃
z
M(x, z;S(g))×N (z, y).
Arguably, we should write the first term as
⋃
z 6=yN (x, z;S(g)) × g · M(z, y) and the last
term as
⋃
zM(x, z;S(g)) × g · N (z, y). In particular, in the last term, the evaluation map
sends γ ∈ N (z, y) to g · ev(γ).
Orient the moduli spaceM(x, y;S(g)) so that the inclusions −M(z, y;S(g))×M(x, z) ↪→
∂M(x, y;S(g)) and M(z, y) ×M(x, z;S(g)) ↪→ ∂M(x, y;S(g)) are orientation preserving
(cf. Equation (3.33)). Orient N (x, y;S(g)) as (−1)ind(y)M(x, y;S(g)) × R. Choose cubula-
tions of the N (x, z;S(g)) so that the above inclusions are cubical and define
η(g)(x) =
∑
ind(y)=0
g−1# ev#[N (x, y;S(g))].
(Here g−1# is the chain map induced by the action of g
−1 : M → M ; that is, for any cube
σ : [0, 1]k → N (x, y;S(g)) in the cubulation [N (x, y;S(g))], g−1# ev# σ is the cube g−1◦ev ◦σ.)
The space N (x, y;S(g)) has dimension ind(x)− ind(y) + 1, so η(g)(x) is a cubical chain of
dimension ind(x) + 1.
Lemma 4.16. The map η(g) is a homotopy between η(o) ◦ FMorseS(g) and Fcube(g) ◦ η(o).
Proof. As in the proof of Lemma 4.14, the boundary of ev#[N (x, y;S(g))] is
−
∑
ind(z)−ind(y)=1
(
#M(z, y)) ev#[N (x, z;S(g))]− ∑
ind(z)=ind(y)
(
#M(z, y;S(g))) ev#[N (x, z)]
−
∑
ind(x)−ind(z)=1
(
#M(x, z)) ev#[N (z, y;S(g))]+ ∑
ind(z)=ind(x)
(
#M(x, z;S(g)))g# ev#[N (z, y)].
(4.17)
Note that for z ∈ Crit(f) with ind(z) = 0,∑
ind(y)=0
#M(z, y;S(g)) = 1.
58 KRISTEN HENDRICKS, ROBERT LIPSHITZ, AND SUCHARIT SARKAR
Thus, for x ∈ Crit(f),
Fcube(g)(η(o)(x))− η(o)(FMorseS(g)(x))
= g−1#
∑
ind(y)=0
ev#[N (x, y)]−
∑
ind(y)=0
ind(z)=ind(x)
(
#M(x, z;S(g))) ev#[N (z, y)]
= g−1#
∑
ind(y)=0
ind(z)=0
(
#M(z, y;S(g))) ev#[N (x, z)]− ∑
ind(y)=0
ind(z)=ind(x)
(
#M(x, z;S(g))) ev#[N (z, y)]
= −g−1#
∑
ind(y)=0
ind(z)=1
(
#M(z, y)) ev#[N (x, z;S(g))]
− g−1#
∑
ind(y)=0
ind(x)−ind(z)=1
(
#M(x, z)) ev#[N (z, y;S(g))]− ∂(η(g)(x))
= −g−1#
∑
ind(y)=0
ind(z)=1
(
#M(z, y)) ev#[N (x, z;S(g))]− η(g)(∂x)− ∂(η(g)(x))
= −η(g)(∂(x))− ∂(η(g)(x)),
as desired. 
Finally, we explain the general case. For each n-simplex σ in N BG we have an n-simplex
S(σ) in N GJ , and in particular an (n − 1)-cube S(σ) in the space of Morse-Smale pairs.
Let
N (x, y;S(σ)) =
⋃
v∈[0,1]n−1
N (x, y;S(σ)(v))
denote the compactification of the corresponding parameterized moduli space. As in the
definition of Fcube, the n-simplex σ also specifies an (n− 1)-cube σ in G. We define
η(σ)(x) =
∑
ind(y)=0
σ−1# ev#
[N (x, y;S(σ)] ∈ Ccuben+ind(x)(M).
Here, σ−1# ev# means the map of chains induced by the composition
N (x, y;S(σ)(v)) ev−→M σ(v)−1·−→ M
for each v ∈ [0, 1]n−1. The precise chain depends on a choice of cubical fundamental chain
(informally, cubulation) of N (x, y;S(σ)). The boundary of N (x, y;S(σ)) is
N (x, y;S(σ)|∂[0,1]ind(x)−1) ∪
⋃
z
(N (x, z;S(σ))×M(z, y)) ∪⋃
z
(M(x, z)×N (z, y;S(σ)))
∪
⋃
z
(N (x, z)×M(z, y;S(σ))) ∪⋃
z
(M(x, z)×N (z, y;S(σ))).
We choose the cubulation inductively so that each of these boundary inclusions is a cubical
map.
Proposition 4.18. These definitions make η into a summed natural transformation.
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Proof. We need to check that these maps η satisfy Equation (4.12); this is similar to the
proof of Lemma 4.16. The boundary of η(σ)(x) (which is the first term in Equation (4.12))
has the following non-degenerate pieces:
(1) The chain ∑
ind(y)=0
ind(z)=ind(x)−1
(
#M(x, z)) ev#[N (z, y;S(σ))],
i.e., broken flows in which the first flow (from x) is cylindrical and unparameterized.
These correspond to the second term in Equation (4.12).
(2) The chain∑
ind(y)=0
ind(z)=0
(
#M(z, y;S(σ)))σ−1! ev#[N (x, z)] = ∑
ind(y)=0
σ−1! ev#
[N (x, y)],
i.e., broken flows in which the first flow is cylindrical and parameterized. Here, if
ev#
[N (x, z)] = ∑niαi ∈ Ccubek (M), so αi : [0, 1]k →M and k = ind(x), then
σ−1! ev#
[N (x, z)] = ∑ni[(s, t) 7→ σ(s)−1 · αi(t)] ∈ Ccubek+n−1(M).
(This operation σ! also appears in the definition of Fcube .) These correspond to the
` = 0 case of the fifth term of Equation (4.12).
(3) The chain ∑
ind(y)=0
ind(z)=ind(x)+n−1
(
#M(x, z;S(σ))) ev#[N (z, y)],
i.e., broken flows in which the first flow is semicylindrical and unparameterized. These
correspond to the ` = n case of the fourth term of Equation (4.12).
(4) The chain ∑
ind(y)=0
ind(z)=1
(
#M(z, y)) ev#[N (x, z;S(σ))],
i.e., broken flows in which the first flow is semicylindrical and parameterized. These
flows contribute 0, as in the proof of Lemma 4.15, because for any critical point z
with index 1,
∑
ind(y)=0 #M(z, y) = 0.
(5) The boundary of [0, 1]n corresponding to where the ith coordinate is 0. This corre-
sponds to the third term of Equation (4.12).
(6) The boundary of [0, 1]n corresponding to where the ith coordinate is 1. Over this
boundary, S(σ) is a 2-story Morse-Smale pair. This part of the boundary corresponds
to the rest of the fourth or fifth terms in Equation (4.12), depending on whether the
first story is unparameterized or parameterized, respectively.
Taking into account signs, which are left to the reader, this proves the result. 
Recall from Proposition 2.45 that a summed natural transformation η from FMorse ◦ S
to Fcube induces a chain map fη : focolim(FMorse ◦ S) → focolimFcube. Also, recall that by
Proposition 2.42, hocolim(FMorse ◦ S) ' focolim(FMorse ◦ S), as modules over H∗(BG).
Lemma 4.19. The map (fη)
∗ : H∗(focolimFcube)→ H∗(focolim(FMorse◦S)) is an isomorphism
and respects the H∗(BG)-module structure.
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Proof. That the map (fη)
∗ respects the module structure follows from Proposition 2.45. To
see that (fη)
∗ is an isomorphism, note that fη respects the filtration F by the dimension of
simplices (see Section 2.8, as well as the proof of Proposition 2.42). On the E1-page of the
associated spectral sequence, the induced map
(fη)∗ :
⊕
σ∈N BG
HMorse∗ (M)→
⊕
σ∈N BG
Hcube∗ (M)
is a sum of copies of the well-known isomorphism between Morse homology and cubical
singular homology, induced by sending a critical point to a cubulation of its descending
manifold. (See also the proof of Proposition 4.22.) Consequently, the map fη is itself a
quasi-isomorphism, as desired. 
It remains to compute H∗(focolimFcube).
Proposition 4.20. There is an isomorphism H∗(focolimFcube) ∼= H∗(M ×GEG) of modules
over H∗(BG).
Proof. The equivariant cohomology H∗(M ×G EG) can be computed as the cohomology of
the totalization EG×GM of the semi-simplicial space
(4.21) M ⇔ G×M ←−←−←− G×G×M
←−←−←−←− · · · .
There is a subcomplex C˜cube∗ (EG×GM) given by
∞⊕
k=0
⊕
m1+···+mk+p+k=∗
[∆k]⊗ Ccubem1 (G)⊗ Ccubem2 (G)⊗ · · · ⊗ Ccubemk (G)⊗ Ccubep (M).
The inclusion C˜cube∗ (EG×GM) ↪→ Ccube∗ (EG×GM) is a quasi-isomorphism, so it suffices to
define a quasi-isomorphism
K : C˜cube∗ (EG×GM) −→ focolimFcube =
⊕
n≥0
⊕
σ∈NnBG
[σ]⊗ Ccube∗ (M)/ ∼ .
First, the map K sends
[∆0]⊗ Ccubep (M) −→
( ⊕
σ∈N0BG•
Ccubep (M)
)
= [o]⊗ Ccubep (M)
by the identity map.
Next, given a smooth m-cube α : [0, 1]m → G in Ccubem (G) there is a corresponding (m+1)-
simplex L(α) ∈ Nm+1BG, defined as follows. Recall that an (m + 1)-simplex in N BG
is a smooth functor Ssm[m + 1] → BG. If j < m + 1 then send the morphism space
HomSsm[m+1](i, j) to the constant map to the identity e ofG. The space HomSsm[m+1](0,m+1)
is the cube [0, 1]m, so α defines a map HomSsm[m+1](0,m + 1) → G. There is an inclusion
HomSsm[m+1](i,m+ 1) ↪→ HomSsm[m+1](0,m+ 1) which sends the point (1, ti+1, · · · , tm, 1) to
(1, · · · , 1, ti+1, · · · , tm, 1), where the string of 1’s has length i. Composing with the map α
then gives a map HomSsm[m+1](i,m+ 1)→ G. This finishes the definition of L(α). Now, the
map K sends
[∆1]⊗ α⊗ Ccubep (M) ⊂ [∆1]⊗ Ccubem (G)⊗ Ccubep (M)
by the identity map to the summand of
⊕
σ∈Nm+1BG[σ] ⊗ Ccubep (M) corresponding to σ =
L(α).
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For other simplices in N BG we will use the following retraction. For any 0 ≤ i < j ≤
n let Ssm[i, j] be the full subcategory of Ssm[n] containing the objects i, i + 1, . . . , j. Of
course, the category Ssm[i, j] is identified canonically with Ssm[j − i]. Given a sequence
0 = i0 < i1 < i2 < · · · < ik = n there is a subcategory S˜sm[i0, . . . , ik] of Ssm[n] generated by
Ssm[i0, i1] ∪ Ssm[i1, i2] ∪ · · · ∪ Ssm[ik−1, ik]. For example, S˜sm[1, 2, . . . , n] is just the discrete
category 1 → 2 → · · · → n. There is a retraction HomSsm[n](i, j) → HomS˜[i0,...,ik](i, j)
defined by mapping (1, ti+1, · · · , tj−1, 1) to the element (1, t′i+1, · · · , t′j−1, 1) such that t′r = 1
if r ∈ {i0, . . . , ik} and t′r = tr otherwise. This defines a functor Ssm[n]→ S˜sm[i0, . . . , ik].
Returning to the general case of the definition of the map
K : [∆k]⊗ Ccubem1 (G)⊗ · · · ⊗ Ccubemk (G)⊗ Ccubep (M)→
⊕
σ∈NnBG
[σ]⊗ Ccubep (M),
with n = m1 + · · · + mk + k, fix cubes (αj : [0, 1]mj → G) ∈ Ccubemj (G). Applying the k = 1
case above to the maps α1, α2, . . . , defines functors
Ssm[0,m1 + 1] ∼= Ssm[m1 + 1]→ BG
Ssm[m1 + 1,m1 +m2 + 2] ∼= Ssm[m2 + 1]→ BG
....
These functors induce a functor S˜sm[0,m1 + 1,m1 +m2 + 2, . . . ,m1 + · · ·+mk + k]→ BG.
Composing with the retraction Ssm[n]→ S˜sm[0,m1 + 1,m1 +m2 + 2, . . . ,m1 + · · ·+mk + k]
gives a functor Ssm[n] → BG, i.e., an n-simplex L(α1, . . . , αk) in N BG. The chain map
K sends [∆k] ⊗ α1 ⊗ · · · ⊗ αk ⊗ Ccubep (M) to the summand of
⊕
σ∈NnBG[σ] ⊗ Ccubep (M)
corresponding to σ = L(α1, . . . , αk) by the identity map.
We leave verification that the induced map C˜cube∗ (EG×GM)→ focolimFcube is a chain map
to the reader. The fact that the induced map on homology is an isomorphism again follows
from a spectral sequence argument. Filter C˜cube∗ (EG×GM) by k+m1 +· · ·+mk and consider
the dimension filtration on focolimFcube. The map C˜
cube
∗ (EG×GM)→ focolimFcube respects
these filtrations. The map on the E1-page of the associated spectral sequence is the tensor
product of the quasi-isomorphism from Lemma 2.19 and the identity map on Hcube∗ (M) (cf.
Proposition 4.22) and, in particular, is a quasi-isomorphism. So, the map on the E2-page is
an isomorphism, and it follows from spectral sequence comparison that the map of the total
complexes is a quasi-isomorphism as well.
That the induced map on cohomology respects the module structure over H∗(BG) is left
to the reader. 
Proof of Proposition 4.10. By Proposition 2.42, H∗(hocolim(FMorse ◦S)) ∼= H∗(focolim(FMorse ◦
S)). By Lemma 4.19, H∗(focolim(FMorse ◦ S)) ∼= H∗(focolimFcube). By Proposition 4.20,
H∗(focolimFcube) ∼= H∗(M ×G EG). 
4.3. A spectral sequence. Let pi0(G) denote the quotient ofG by the connected component
containing the identity. (So, pi0(G) is a discrete group, with one element per connected
component of G.) There is an action of pi0(G) on HF (L
H
0 , L1) defined as follows. Given
[g] ∈ pi0(G) the action of [g] is the composition
HF (LH0 , L1)→ HF (LgH0 , L1)→ HF (LH0 , L1)
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where the first map is the action of g on M , which sends LH0 ∩L1 to LgH0 ∩L1, and the second
map is the continuation map associated to the Hamiltonian isotopy LgH0 ∼ L0 ∼ LH0 induced
by the inverse of gH and then H. That this defines an action of pi0(G) on HF (L
H
0 , L1)
follows from Lemma 3.43 (considering only 1- and 2-morphisms), and is also not hard to
prove directly. Since pi1(BG) = pi0(G), we can view the action of pi0(G) on HF (L
H
0 , L1) as a
local system over BG.
Proposition 4.22. Assume G is a compact Lie group, and that we are working with Floer
complexes with coefficients in a field F. Then there is a spectral sequence with E2-page given
by H∗(BG; HF (LH0 , L1;F)) converging to HFG(L0, L1;F). In particular, if G is connected
then there is a spectral sequence H∗(BG;F)⊗ HF ∗(L0, L1;F)⇒ HFG(L0, L1;F).
Proof of Proposition 4.22. Let F : N BG → Kom be the functor defined in Section 3.6.
The equivariant cohomology HFG(L0, L1;F) is the cohomology of hocolimF . Generators
of hocolimF are of the form [σ] ⊗ x where σ is a non-degenerate simplex in N BG and
x ∈ CF (LH0 , L1). Recall the (increasing) filtration on hocolimF defined by setting the
filtration of [σ] ⊗ x to be the dimension of σ. We claim that the E2-term of the associated
spectral sequence is H∗(BG; HF ∗(L0, L1;F)).
To see this, note that there is another functor, H, defined by
H(o) = HF (LH0 , L1;F)
for o the unique object of BG; H(σ) = F (σ)∗ : HF (LH0 , L1;F) → HF (LH0 , L1;F) for σ a 1-
simplex (1-morphism) in N BG (i.e., an element of G); and H(σ) = 0 for σ an n-morphism,
n > 1. A small extension of Lemma 2.31 shows that the hypercohomology of H is exactly
the cohomology of BG with coefficients in HF (L0, L1;F).
Now, the E1-page of the spectral sequence for H∗(hocolimF ;F) is Hom(hocolim(H),F),
and the d1-differential agrees with the differential on Hom(hocolim(H),F). It follows that
the E2-page of the spectral sequence is H∗(hocolim(H);F) ∼= H∗(BG; HF ∗(L0, L1;F)), as
desired. 
4.4. The Seidel-Smith example. In this section, we define O(2)-equivariant symplectic
Khovanov homology. Symplectic Khovanov homology was defined by Seidel-Smith [SS06].
We will work in Manolescu’s Hilbert scheme formulation [Man06]; see also our previous
paper [HLS16] for a brief review. Very briefly, consider a degree 2n polynomial p(z) with
simple roots and the affine algebraic surface S = {(u, v, z) ∈ C3 | u2 + v2 + p(z) = 0}.
There is an open subspace Yn of the Hilbert scheme Hilbn(S), and submanifolds L0, L1 ⊂ Yn
associated to a bridge diagram for a link K, so that the symplectic Khovanov homology
Khsymp(K) = HF (L0, L1). There is also an identification
L0 = ΣA1 × · · · × ΣAn ⊂ (S×n \∆)/(Sn) ⊂ Hilbn(S)
L0 = ΣB1 × · · · × ΣBn ⊂ (S×n \∆)/(Sn) ⊂ Hilbn(S)
where each ΣAi and ΣBi are 2-spheres in S and ∆ denotes the fat diagonal.
To produce a symplectic form we will use a well-known averaging procedure. For lack of
a reference, we note the following lemma:
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Lemma 4.23. Let G be a compact Lie group acting on a smooth manifold M and α ∈ Ωk(M).
Let dg denote Haar measure on G. Then the exterior derivative satisfies
d
(∫
g∈G
g∗αdg
)
=
∫
g∈G
g∗(dα)dg .
Proof. Define a k-form α˜ on G×M by α˜g,p(v1, . . . , vk) = α
(
g∗(pi∗(v1)), . . . , g∗(pi∗(vk))
)
. Then∫
g∈G
g∗αdg =
∫
G
dg ∧ α˜
where the right side denotes integration along the fibers. Observe that, if µ : G ×M → M
denotes the action, then dg ∧ α˜ = dg ∧ µ∗(α). Further, fiber integration commutes with
the exterior derivative (see, e.g., [BT82, Proposition 6.14.1] for the case of compact vertical
cohomology of vector bundles or [GHV72, Section VII.5] in general). Thus,
d
(∫
g∈G
g∗α dg
)
= d
(∫
G
dg ∧ µ∗(α)
)
=
∫
G
dg ∧ d(µ∗(α)) =
∫
G
dg ∧ µ∗(dα) =
∫
g∈G
g∗(dα)dg ,
as desired. 
Lemma 4.24. There is a symplectic form ω on Yn which is O(2)-invariant and which
agrees with the product symplectic form ω×nS outside an open neighborhood of the diagonal
∆. Further, ω is exact and there is an O(2)-invariant complex structure I compatible with
ω so that (Yn, I) is I-convex at infinity.
Proof. Abouzaid-Smith [AS16, Lemma 5.5] construct a Ka¨hler form ω′ on Yn which agrees
with the product symplectic form outside an open neighborhood of the diagonal and the
restriction of which to Yn is exact. (See also [Man06, Theorem 1.2] and [SS10, Section
4.2].) We modify their Ka¨hler form ω to be O(2)-invariant. Note that the complex structure
on Hilbn(S) is O(2)-invariant, by naturality of the Hilbert scheme construction. As in
Lemma 4.23, let dg denote Haar measure on O(2), and let
ω(v, w) =
∫
O(2)
ω(g∗v, g∗w)dg .
Using the facts that ω(v, Iv) > 0 for all v 6= 0 and g ∈ O(2) and that I is preserved by
the O(2)-action, it is easy to see that ω is a non-degenerate 2-form on Hilbn(S), and G-
invariance of dg implies G-invariance of ω. It follows from Lemma 4.23 that ω is closed.
In fact, applying Lemma 4.23 to the primitive for ω′, the averaged form ω is also exact.
Finally, taking I to be the restriction of the complex structure from Hilbn(S) (i.e., the
same complex structure we have been discussing), Manolescu [Man06] showed that (Yn, I) is
biholomorphic to Seidel-Smith’s [SS06] original Yn which in turn is an affine variety, hence
convex at infinity. 
There is an action of O(2) on the algebraic surface S which preserves the Lagrangians
(see, e.g., [HLS16, Section 7.1]). We considered the subgroups D2n of O(2) and defined a
D2n-equivariant symplectic Khovanov homology over F2. Our goal here is to extend this to
a definition of O(2)-equivariant symplectic Khovanov homology, over an arbitrary ring R.
The first Chern class c1(Yn) vanishes [SS06, p. 501] (see also [Man06, Section 6.2]),
so one can define a squared phase map; an explicit description of this map is given by
Manolescu [Man06, Section 6.2]. Since the Lagrangians are simply connected, they neces-
sarily admit gradings.
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Lemma 4.25. The squared phase map on the Lagrangians Li can be chosen to be O(2)-
equivariant.
Proof. We will be concrete; a more abstract argument is left to the reader. By Equa-
tion (3.10), it suffices to find a complex volume form η so that η2 is O(2)-equivariant. With
notation as in Manolescu’s paper [Man06, Section 6.2], note that
dvj ∧ dzj
2uj
= −duj ∧ dzj
2vj
=
duj ∧ dvj
p′(zj)
.
The complex volume form is given by
η =
n∏
j=1
dvj ∧ dzj
2uj
on the open set where zi 6= zj for all i 6= j. In particular, this formula holds on a dense,
open subset of Yn. Any element A of O(2) can be written as either(
a b
−b a
)
or
(
a b
b −a
)
depending on whether the matrix is in SO(2) or not. Making the change of variables
(ui, vi)
T = A(xi, yi)
T gives
η =
∏ (−bdxj + adyj) ∧ dzj
2(axj + byj)
=
∏(axj + byj
axj + byj
)(
dyj ∧ dzj
2xj
)
or
η =
∏ (bdxj − adyj) ∧ dzj
2(axj + byj)
=
∏(−axj − byj
axj + byj
)(
dyj ∧ dzj
2xj
)
depending on whether det(A) = 1 or −1. That is, either A∗η = η or A∗η = −η, respectively.
In either case, η2 is preserved by A. Since preserving η2 is a closed condition, the result
follows. 
Lemma 4.26. Let Pi be the unique pin-structure on Li. Then the pin profile associated to
(L0, O(2), P0) is the same as the pin profile associated to (L1, O(2), P1).
Proof. First, observe that each Lagrangian Li consists of a product of n two-spheres S
2.
The action of O(2) on each S2 = C ∪ {∞} factor is given by rotations about the origin
and reflections across lines through the origin, and the action on Li is the product of these
actions. This implies that the pin profiles associated to (L0, O(2), P0) and (L1, O(2), P1)
must be the same. 
Corollary 4.27. There is a O(2)-orientation for (Yn, L0, L1).
Proof. By Lemma 4.25 there is a O(2)-invariant square phase map, and since the O(2)-action
has a fixed point (in fact, 2|K| fixed points) Hypothesis (Gr-2) is automatically satisfied. By
Lemma 4.26 the pin profiles of the two Lagrangians are the same, so this follows from
Proposition 3.15. 
Lemma 4.28. The triple (Yn, L0, L1) satisfies Hypotheses (J-1) and (J-2).
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Proof. By Lemma 4.24, (Yn, ω) is exact and admits an O(2)-invariant, convex at infinity
complex structure I. For notational convenience, write ω = dλ. Each of the Lagrangians L0
and L1 is a product of 2-spheres, hence simply-connected, and therefore necessarily exact.
This addresses Hypothesis (J-2). Turning to Hypothesis (J-1), consider a loop of paths
v :
(
[0, 1]× S1, {1} × S1, {0} × S1)→ (Yn, L0, L1).
The ω-area of v is
∫
[0,1]×S1 v
∗ω =
∫
{1}×S1 v
∗λ−∫{0}×S1 v∗λ = 0, since λ|Li is exact for i = 0, 1.
For the second part of the hypothesis, consider the bundle v∗TYn, which is trivializable as a
complex vector bundle. Recall that the Maslov index of v is twice the relative Chern class of
the bundle (v∗TYn,
(
(v|∗{0}×S1TL0)⊗RC)q((v|∗{1}×S1TL1)⊗RC)
)
over
(
[0, 1]×S1, ({0}×S1)q
({1} × S1)). (Since Li is Lagrangian, the bundle v∗TLi ⊗R C comes with an isomorphism
to v∗TYn.) Since Li is simply-connected, we may choose a nulhomotopy of each v({i}× S1)
in Li and use those maps to extend v to a map v : (S
2,D2,D2) → (M,L0, L1). By excision,
we see that the relative Chern class of
(
(v∗TYn, ((v|∗{0}×S1TL0) ⊗R C) q ((v|∗{1}×S1TL1) ⊗R
C)
)
over
(
[0, 1] × S1, {0} × S1 q {1} × S1) is identified with the relative Chern class of(
v∗TYn, ((v|∗D2TL0) ⊗R C) q ((v|∗D2TL1) ⊗R C)
)
over (S2,D2 q D2). Furthermore, the long
exact sequence for the pair (S2,D2 qD2) implies that the Chern classes of a relative bundle
over (S2,D2 q D2) vanish if and only if the ordinary Chern classes of its restriction to S2
vanish. But indeed c1(Yn) vanishes, so c1(v∗TYn) = 0 as well. This implies that the Maslov
index of v is zero. 
Corollary 4.29. For any coefficient ring R, any subgroup G of O(2), and any bridge diagram
K for a link, there is a G-equivariant symplectic Khovanov homology KhGsymp(K;R) of K
with coefficients in R. Up to isomorphism over H∗(G;R), KhGsymp(K;R) is an invariant of
the bridge diagram for K.
In the interest of brevity, we will not attempt to prove:
Conjecture 4.30. For coefficient ring R and subgroup G of O(2), the G-equivariant sym-
plectic Khovanov homology KhGsymp(K;R) of K is a link invariant.
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