Abstract. We determine a class of driving functions for controlled LoewnerKufarev equations, which enables us to give a continuity estimate for the solution to such equations when embedded into the Segal-Wilson Grassmannian.
Introduction
In the previous paper [1] , the authors introduced the notion of a solution to the controlled Loewner-Kufarev equation (see [ n . In the current paper, we determine a class of driving functions for which we establish the continuity of the solution with respect to time, a curve embedded in the (Sato)-SegalWilson Grassmannian. For this reason, we introduce the following class of controlled Loewner-Kufarev equations. Henceforth, we will refer to equation (1.1) as the Loewner-Kufarev equation controlled by ω.
A natural question to be asked is, how a control function as driving function determines a control function for (1.1). We will give one of the answers in Corollary 2.3.
Let H = L 2 (S 1 , C) be the Hilbert space of all square-integrable complex-valued functions on the unit circle S 1 , and we denote by Gr := Gr(H) the Segal-Wilson Grassmannian (see [1, Definition 3.1] or [5, Section 2] ). Any bounded univalent function f : D 0 → C with f (0) = 0 and ∂f (D 0 ) being a Jordan curve, is embedded into Gr via [1, Sections 3.2 and 3.3] ), where Q n is the n-th Faber polynomial associated to f . Note that f extends to a continuous function on D 0 by Caratheodory's Extension Theorem for holomorphic functions.
Let H 1/2 = H 1/2 (S 1 ) be the Sobolev space on S 1 endowed with the inner product given by h, g
1/2 and we consider the orthogonal projection
rather than the orthogonal projection H → W f . Let ω be a control function and let {f t } 0 t T be a univalent solution to the LoewnerKufarev equation controlled by ω. Suppose that each f t extends to a holomorphic function on an open neighbourhood of D 0 . With this assumptions, our main result is the following
. Then there exists a constant c = c(T ) > 0 such that P ft − P fs op c ω(s, t) for every 0 s < t T , where • op is the operator norm.
Thus we obtained a continuity result with respect to the time-variable of the solution embedded into the Grassmannian in which the modulus of continuity is measured by the control function ω. A regretful thing is that the assumption of the existence of an analytic continuations of f t 's across S 1 is extrinsic and should be discussed in the future. The structure of the paper is as follows: In Section 2, we give several estimates for the Grunsky coefficients associated to solutions to a controlled Loewner-Kufarev equation. Proofs of several estimates which need results from [1] are relegated to Appendix A. Finally, we prove Theorem 1.3 in Section 3.
Auxiliary Extimates Along Controlled Loewner-Kufarev Equations
2.1. Controlling Loewner-Kufarev equation by its driving function. We shall begin with a prominent example of a control function as follows. As is well known, introducing control functions makes our calculations stable as follows. 
In fact, we shall prove this by induction on n. The case for n = 1 is clear by definition. Consider the case for n − 1. Putting ω s (t) := ω(s, t), we find that the total variation measure |dy n | on [s, +∞) is smaller than the Lebesgue-Stieltjes measure dω s associated with ω s on [s, +∞), in the sense of B |dy n | B dω s for any Borel set B ⊂ [s, +∞). Therefore we have
Since the control function is nonnegative and super-additive, it holds that
and hence we get the above inequality. Let n ∈ N and y 1 , · · · , y n : [0, +∞) → C, be continuous functions controlled by ω. Then (ii) we have
(iii) For each 0 s t T , we have
Proof. (i) It is enough to show the super-additivity. Put ω ′′ := ω 0 + ω. Let 0 s u t be arbitrary. Then
By the super-additivity and non-negativity of ω 0 , we have ω 0 (s, u) − ω 0 (s, t) 0 and
0. Therefore, by using the non-negativity and super-additivity for ω ′′ , we get
(ii) Since x 0 = 0, we have e nx 0 (t) = (e x 0 (t)−x 0 (0) ) n e nω 0 (0,t) . On the other hand, by Example 2.2 we have that
Hence the assertion is immediate.
(iii) Let 0 s t T be arbitrary. Then we have
Since it holds that |e nx 0 (s) −e nx 0 (t) | nω 0 (s, t)e nω 0 (0,t) , and by using (ii), the above quantity is bounded by
We shall remark here that the control functions form a convex cone, namely, (a) the sum of two control functions is a control function, (b) any control function multiplied by a positive real constant is again a control function. Therefore, the quantities in Proposition 2.2-(ii, iii) are estimated by using a single control function. Therefore, the following is immediate. (ii) for every n ∈ N, there exist continuous functions y
Then there exists a constant c > 0 such that (1.1) is a Loewner-Kufarev equation controlled by
The following is a consequence of [1, Theorem 2.8] and will be proved in Section A.1.
Corollary 2.4. Let ω be a control function and {f t } 0 t T be a solution to the LoewnerKufarev equation controlled by ω. If ω(0, T ) <
2.2. Some analytic aspects of Grunsky coefficients. Let S, S ′ ⊂ Z be countably infinite subsets, and A = (a i,j ) i∈S,j∈S ′ be an S × S ′ -matrix. For each sequence x = (x j ) j∈S ′ of complex numbers, we define a sequence T A x = ((T A x) i ) i∈S by (T A x) i := j∈S ′ a ij x j if it converges for all i ∈ S. We will still denote T A x by Ax when it is defined.
Let ℓ 2 (S) be the Hilbert space consisting of all sequences a = (a i ) i∈S such that i∈S |a i | 2 < +∞, with the Hermitian inner product a,
The associated norm will be denoted by • 2 .
For each s ∈ R, the space ℓ s 2 (S) := a = (a n ) n∈S :
is a Hilbert space under the Hermitian inner product given by a, b 2,s := n∈S max{1, |n|} 2s a n b n for a = (a i ) i∈S , b = (b i ) i∈S ∈ ℓ 
This can be rephrased with our notation as follows: 
(ii) Since the Grunsky matrix (b m,n ) m,n −1 is symmetric: b m,n = b n,m for all m, n −1, the assertion is proved similarly to (i).
(iii) The injectivity is clear since the adjoint operator of B is B * . Then the second assertion is also clear since 1 + BB * is self-adjoint.
Remark 2.1. The semi-infinite matrix defined by B 1 := ( √ mnb −m,−n ) m,n∈N is called the Grunsky operator, and then the Grunsky inequality (Theorem 2.5) shows that B 1 is a bounded operator on ℓ 2 (N) with operator norm 1. This operator, together with three additional Grunsky operators, are known to play a fundamental role in the study of the geometry of the universal Teichmüller space. For details, cf. the papers by TakhtajanTeo [6] or Krushkal [2] .
In the sequel, we fix a control function ω, and a solution {f t } 0 t T to a Loewner-Kufarev equation controlled by ω. We denote by b m,n (t) for m, n −1 the Grunsky coefficients associated with f t , and −1 extends to ℓ 2 (N) and the extension will be denoted by A t : ℓ 2 (N) → ℓ 2 (N). In particular, it is easy to see that A t 1, holds for the operator norm.
We shall exhibit the indices which parametrise our operators in order to help understanding the following: 
The following is a consequence from [1, Theorem 2.12] and will be proved in Section A.2.
Corollary 2.7. Let ω be a control function, and {f t } 0 t T be a solution to the LoewnerKufarev equation controlled by ω. Let b −m,−n (t), n, m ∈ N be the Grunsky coefficients associated to f t , for 0 t T . Then for any 0 s t T and n, m ∈ N with n + m 3, we have
and |b
Along the Loewner-Kufarev equation controlled by ω, we obtain the following
, then for 0 s < t T ,
where c :=
Proof. (i) By Corollary 2.7-(ii), we have
(ii) Since
It is clear that Λ : ℓ 1/2 2 (Z) → ℓ 2 (Z) and is a continuous linear isomorphism.
3. Proof of Theorem 1.3
Let ω be a control function such that ω(0, T ) < We then note that for each t ∈ [0, T ], it holds that Q n (t, f t (1/z))| S 1 ∈ H 1/2 , where Q n (t, w) is the n-th Faber polynomial associated to f t . Therefore we have
In particular, we have
We fix an inner product on H 1/2 by requiring for
forms a complete orthonormal system of H 1/2 . By this, the infinite matrix Λ defined in (2.1) determines a bounded linear isomorphism H 1/2 → H through the identification
2 (Z). Recall that for each univalent function f : D → C with f (0) = 0 and an analytic continuation across S 1 , the orthogonal projection
is denoted by P f . In order to prove Theorem 1.3, we need to calculate the projection operator P f . For this, we shall consider first the following change of basis.
Let w n (z) := Q n • f (z −1 ), for z ∈ S 1 and n ∈ N. Then we have
By putting
(so we have put B t = ((B t ) n,m ) n 1,m −1 where (B t ) n,m := n(−m) b m,−n (t) for n 1 and m −1), the equation (3.1) is written in a simpler form as:
where
Consider the change of basis
where we note that the matrix on the right-hand side is non-degenerate, with inverse 
We note that the identity 
and the fact that ( z + , 1, z − ) is a complete orthonormal system in H 1/2 implies that
From these, we find that for n 1,
from which, the following is immediate:
Denote by B t the associated matrix of Grunsky coefficients of f t .
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. By Proposition 3.2, we have
Estimate of I.
for some constants c 12 , c 13 > 0. Combining these together, we obtain
According to the identity 
