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Abstract
This thesis examines spatial modelling in a model-based geostatistical frame-
work using the Gaussian linear mixedmodel throughout. It aims to demonstrate anal-
yses of complex spatial data sets to provide practitioners with a practical framework
and guide to good practice for spatial analysis and to incorporate adequate modelling
theory to ground the methods demonstrated. The matrix algebra of the modelling
approach is presented in sufficient detail for practitioners who want to gain some ap-
preciation of mathematical and computational aspects of Gaussianmodel-based geo-
statistical prediction to do so. A multivariate model over two time points and three-
dimensional space is developed which is novel to the field of soil science.
The starting point for the investigation is univariate modelling of a continuous
response variable, namely, soil organic carbon, from measurements made on sam-
ples from a cropping field in which four soil classes had been identified. Measure-
ments were taken at the same sampling locations at two time points, namely, before
a sorghum crop was planted and again, approximately eight months later, after the
crop had been harvested. A clear modelling process is followed, beginning with ex-
ploratory data analysis, an important part of which is determining whether the spatial
process can be assumed to be second-order stationary. The other major focus of the
exploratory analysis is to investigate the degree to which directional correlation effects
are evident. In the next stage of the modelling process, models are constructed with
the components suggested from the exploratory data analysis and are compared using
likelihood ratio tests and some pragmatism to arrive at the most parsimonious model
for the response. Not all models of the response variable for each time and depth com-
bination accommodate a nugget effect, although it is desirable for scientific reasons
to include one where possible. The sampling design did not include enough closely
spaced sampling points to estimate a nugget effect successfully in all cases. A particu-
lar focus iswhether any anisotropypresent can be detected bymodelling,but preferred
models are all isotropic. Recognising that the spatial process at different times and
depths may be similar, a common correlation structure is tested and found to be sup-
ported for the response variable at each time and depth combination. Equations for
obtaining predictions and the variance of the prediction errors are derived and extend
well-known results to suit the requirements of the current model. Maps of predicted
values and variance of the error of predictions of soil organic carbon are produced and
these can be used as a practical landmanagement tool by landmanagers. The univari-
ate section concludes with a summary guide to good practice for spatial modelling as
exemplified by the univariatemodelling undertaken.
Following univariate modelling of soil organic carbon, bivariate models for this
response variable are investigated, the jointly distributed random variables being pre-
and post-harvest soil organic carbon at each soil depth. This takes advantage of the
expected correlation between each pair of variables to improve inference from these
fitted models. A similar modelling process is employed as previously and characteris-
tics of the preferred types of univariate models for these response variables are used
to guide bivariate model selection. Again, nugget effects cannot be incorporated into
all models. Separable correlation structures are used for computational efficiency. A
common bivariate correlation structure is investigated and, as in the univariate case,
found to be supported for bivariate models. Equations for obtaining predictions and
the variance of the prediction errors are extended to the bivariatemodel. Maps of both
predicted values and variance of the prediction errors are also produced. A compari-
son of the variance of the prediction errors for bivariate and univariatemodels reveals
only marginal differences between them. The reason for this is most likely that the
correlation between pre- and post-harvest response variables is not strong.
Bivariatemodelling of the soil organic carbon data is then extended to themulti-
variate level, where both time points and the three soil depths are incorporated in a
single model to pool maximum information about the spatial process. Sets of models
are constructed to investigate correlation between time points and among depths, in
all cases incorporating separable correlation structures. Correlation with depth pro-
duces better models, based on a comparison of likelihoods. Equations for predictions
and the variance of the prediction errors are extended to the multivariate case and a
generalmultivariate geostatisticalmodel developed. Maps of predicted values are pro-
duced and show close correspondence to observed values. The variance of the predic-
tion errors for the multivariate model is less than that for the univariate models for all
response variables, thus demonstrating the tangible improvement in predictive preci-
sion from themultivariatemodel.
The final modelling section of the thesis examines univariate Gaussian models
for spatially referenced data consisting of seed counts from small sampling plots.
These seed counts are modelled within a Gaussian framework using Box-Cox trans-
formations. Response variables with a seed bank density of fewer than 300 seeds in a
sample plot are rejected as being obviously unsuitable for Gaussianmodelling because
transformation cannot bring them into a form where the Gaussian assumption could
be evenmildly satisfied. The discrete nature of the data, small sample size and compu-
tational problems hamper model fitting. The responses with larger counts, for which
transformation might be expected to be more successful, lack spatial structure and
their fitted models are not satisfactory. Directional correlation effects are examined in
some detail and a diagnostic technique based on variogram envelopes, or confidence
bands, is used to refine the model selection process where directional correlation ef-
fects are perhapsmarginally evident.
Through the case studies presented, this thesis develops a model for good prac-
tice in spatial modelling, with adequate theoretical underpinning, especially directed
at soil science. It extends bivariate models, common in soil science, to a six-variable
model for soil organic carbon incorporating separable correlation structures. This
model is novel in the soil science field and provides a valuable extension to Gaus-
sian geostatisticalmodelling. The general geostatistical linearmixedmodel developed,
used in conjunction with ASReml-R software, is shown to be a powerful analytical tool
for spatial processes.
Summary
Optimal spatial prediction developed in the 1950s in the mining industry and in
later decades has been adopted in other fields to solve practical problems of estimat-
ing quantities in space. The approach to spatial prediction that developed in this way
is known as classical geostatistics, with kriging methodology and the central tool of
kriging, the variogram, at its core. Over time, some limitations of this approach have
been identified; particular weaknesses are its ad hocmodel-fitting procedures and the
lack of any overall model for data. Inmore recent times, model-based geostatistics has
developed, emphasising the need for a declared overall model. A particular strength
of this approach is applying well-developed statistical models, such as Gaussian linear
mixedmodels, to spatial prediction within a likelihood framework.
This thesis applies model-based geostatistics to a range of data types: Gaussian
data consisting of soil organic carbon measurements at three depths down soil cores
and at two times, sampled from a stratified random sampling design; and seed counts
of varying spatial seed density sampled specifically for spatial prediction. Model-
based geostatistical methods are applied to the soil carbon measurements using uni-
variate Gaussian linear mixed models to demonstrate to the soil science community
the utility of these methods and recommend their use. Such univariatemodels are ex-
tended to the bivariate and multivariate cases with the soil carbon data to emphasise
the value of capitalising on correlations among response variables in time and space
(in horizontal and vertical planes) to improve predictions. A general multivariate geo-
statistical model is developed through these analyses. This incorporates some exten-
sion of standard results for computing predictions and prediction error variance as
required by the forms of the model. Themultivariatemodel of soil organic carbon im-
plemented, over two time points and three-dimensional space with separable correla-
tion structures, is novel to the field of soil science and is a valuable extension to Gaus-
sian geostatistical modelling. Finally, univariate Gaussian modelling techniques are
applied to the transformed seed count data and a technique of gauging the goodness
of fit of these models based on variogram diagnostics is investigated with a particular
focus on the detection of anisotropy. The thesis incorporates sufficient detail in the
derivation of mathematical results for a practitioner to gain valuable understanding of
the computations underlying the modelling performed. A guide to good practice for
practitioners in spatial modelling, exemplified by the modelling process followed and
also given in summary form, complements the model-building itself.
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Chapter 1
Introduction
1.1 Spatial prediction
Statistics attempts to provide information about a phenomenon using samples
of data obtained from that phenomenon. The samples that are taken can often be as-
sumed to be independent and identically distributed;however, these assumptionsmay
fail when, for example, variances are heterogeneous, when the data are not indepen-
dent or when they do not apparently belong to the same distribution. Inmany circum-
stances, assuming data are independent is unlikely to be appropriate. Measurements
of a quantitymade on a plant over time, for example, (time series or longitudinal data)
is a case where dependence among data values could be expected. Similarly, measure-
ments made on a phenomenon, such as crop yield, over two-dimensional space are
also likely to be dependent on one another. Dependence, or correlation, among
measurements taken in one dimension (for example, time) or two or three dimensions
(for example, space) is an essential feature of the phenomenon being investigated and
a valuable part of any model that may be developed for that phenomenon. Models
which are flexible enough to incorporate the nature of temporal or spatial dependence
that may be present in data lead to better predictions of the relevant phenomenon.
Ideas underpinning models incorporating dependence in data developed in the
1930s and 1940s in various disciplines, such as physics (structure of turbulence in
space and time), plant and animal breeding (structure of the genetic history of an
organism) and statistics itself. Some advances were made in optimal spatial predic-
tion in the 1950s by Krige (1951), who was working to improve the efficiency of gold
mining in South Africa; his work led to the coining of the term “kriging” to describe
1
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optimal spatial prediction. In the 1960s,Matheron (1963) brought krigingwithinmain-
stream statistics by showing that it is a form of best linear unbiased prediction (BLUP)
in a spatial context; Matheron was also the first to use the word “geostatistics” for this
method of spatial prediction. In a similar way to developments in prediction tech-
niques in mining, applying statistical ideas of random variation and dependence in
data has led to the independent development of best linear unbiased prediction in
various fields for solving particular problems (Cressie, 1990).
Geostatistics is often concerned with using observations of a random variable
at known locations, typically in two-dimensional space, to predict the value of that
random variable at specific locations where there are no observations; another possi-
ble aim, for example,may be to predict the total ormean value of that random variable
over a specified area or areas where that random variable exceeds a given threshold
value. Observations of a process that varies spatially are likely to be correlated and this
correlation is central to the prediction process. It is intuitive that correlation weakens
with increasing distance between observations and it is the correlation structure of the
observations that is a central target of modelling the spatial process.
1.2 Random spatial processes
The random variable of interest at a given spatial location can be considered as
dependent on an underlying random (or stochastic) spatial process that is continu-
ous over the area of investigation but cannot be directly observed. The unobserv-
able spatial process can be termed the “signal” and the random variable of interest
the “response”. The distribution of the response at a given location then is depen-
dent on the stochastic spatial signal at that location (Diggle & Ribeiro Jr., 2007, p. 9).
Random variables at different locations will show some degree of continuity, or spatial
dependence, in their values. The set of random variables over the area of interest also
constitutes a randomor stochastic process (Webster &Oliver, 2001, p. 49) and by study-
ing this process we may gain an understanding of the underlying signal. A given set of
values of the response is called a “regionalised variable” by Matheron (1963, pp. 1248-
1249) to emphasise that it is spatially continuous over a defined space (Cressie, 1991,
p. 52).
The common approach to modelling the response is to decompose the spatial
process at different scales into components which Cressie (1991, pp. 25 & 113) broadly
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calls “large-scale” and “small-scale” variation. Large-scale variation can be modelled
by deterministic functions, such as polynomials in spatial coordinates with or without
other covariates; this can also be thought of as a systematic component of variation
(Webster & Oliver, 2001, p. 74) and is often called “trend”. Small-scale variation may
consist of a number of components: local spatial variation, comprising spatial correla-
tion at distances greater than the shortest distance between observations; micro-scale
variation, that is spatial variation at distances less than the shortest distance between
observations; andmeasurement error due to the physicalmeasurement process. There
is no clear dividing line between modelling variation with deterministic functions or
correlation structures; the approach may depend on the particular question to be
answered or pragmaticmodelling considerations (Cressie, 1991, p. 25).
The spatial dependence among the observed values of the response generated by
the signal is central to spatial modelling. Defining the response y at spatial locations
denoted by s and t , where {s, t } ∈R2, as y(s) and y(t ) and the covariance function by
C (·, ·), the (spatial) covariance between those observations can be defined as
C [y(s), y(t )]= E{[y(s)−µ(s)][y(t )−µ(t )]} , (1.1)
where µ(·) = E(·) gives the mean at a given location.1 As there is typically only one
observed value of the response at any location, the empirical or sample mean of the
response at a given location cannot be determined. Consequently, the spatial covari-
ance cannot be determined without some simplifying assumptions (Webster & Oliver,
2001, p. 51).
1.2.1 Stationarity
The assumptions that we need to make are that certain characteristics of the
random process are the same at all locations in the area of interest. The first assump-
tion relates to the mean; if it is not constant over the area of interest, then we may
incorporate a trend model for the expectation of the random process, in a way to be
dealt with later. The first assumption, then, is that the mean of the spatial stochastic
process is constant over the entire area of interest; that is, denoting the area of interest
as D ∈R2, then E[y(s)] = µ1, ∀s ∈ D, say. The second assumption is that the covari-
ance of any twomeasured values,C [y(s), y(t )], depends only on the separation vector,
1A guide to notation used in this thesis is in Appendix A.
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h = s − t , between them; hence, the covariance can be written
C [y(s), y(t )]= E{[y(s)−µ][y(t )−µ]}
=C (s − t )
=C (h).
When the above two conditions are met, the spatial process is said to exhibit “second-
order stationarity” or “weak stationarity” (Webster & Oliver, 2001, p. 52). The above
assumptions for the spatial process also lead to the variance, σ2s , which is the covari-
ance at a lag of 0, being the same at all locations in the area of interest. Spatial covari-
ance is symmetric (Diggle & Ribeiro Jr., 2007, p. 47), since for two locations separated
by the vector h, namely, y(s−h) and y(s) on the one hand, and y(s) and y(s+h) on the
other,
C [y(s −h), y(s)]=C [y(s), y(s −h)] and also
C [y(s −h), y(s)]=C [y(s), y(s +h)] , showing
C [y(s), y(s −h)]=C [y(s), y(s +h)] , and thus,
C (−h)=C (h) .
The spatial correlation,ρ(·), can also be used in this context and is related to the covari-
ance by
ρ(h)= C (h)
σ2s
. (1.2)
For a second-order stationary spatial process,C (0)=σ2s and so ρ(0)= 1.
1.2.2 Isotropy and anisotropy
The effect of a spatial process is partly determined by the physical, chemical or
biological systems in which that process operates. Soil moisture content, for example,
may be affected by, among other factors, soil texture, vegetation cover and land slope
and aspect. In a narrow gully, the soil moisture content would not be expected to vary
at the same rate up the gully slopes, at the foot of the slopes and along the gully floor.
An adequate model for soil moisture content would need to incorporate any change
in behaviour of the soil moisture content response variable with changing direction. A
directional effect could be incorporated into the large-scale variation or trend compo-
nent of the model but this would account for a simple trend only. Depending on the
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physical processes operating, a more useful and, most likely, necessary additionwould
be a directional effect in the small-scale variation or spatial correlation component.
While recognising that many spatial processes in two or more dimensions may
exhibit directional correlation effects, for some spatial processes or in some environ-
ments, the spatial correlation may vary in a similar manner in all directions. For such
processeswhere directional correlation effects are not evident, the correlation between
any two observations depends only on the length of the separation vector between
them (that is, the Euclidean distance between them) and the process is said to be
“isotropic”. For an isotropic spatial process,
ρ(s − t )= ρ(h)= ρ(d) ,
where d = ‖h‖, with ‖·‖ representing Euclidean distance. An isotropic correlation
model may be used where directional correlation effects are not evident or where they
are evident but their inclusion in themodel does not significantly improve it.
Where a spatial process does exhibit directional correlation effects, it is said to
be “anisotropic”. If the axes on which the two-dimensional study area for that spatial
process is referenced can be transformed so that the pattern of correlation becomes
the same in all directions, then the anisotropic correlation is said to be an instance
of “geometric anisotropy”. Such a transformation is achieved by re-scaling and rotat-
ing the original axes, as described below. The transformation results in the correla-
tion becoming isotropic in the transformed space; this is the simplest way in which
directional correlation effects can be incorporated into a model. However, there are
likely to be spatial processes and landscapes, withmuch topographic variation, for ex-
ample, where directional variation is very complex and where, as a result, geometric
anisotropy may give only a poor approximation to the anisotropic effects present.
Somemention of this is made in Webster & Oliver (2001, p. 59). More specifically, geo-
metric anisotropy is incorporated into a model by rotating the coordinate axes and
then re-scaling them by different amounts in different directions. The process can
be specified by an angle of rotation, or anisotropy angle, α (radians), and a ratio by
which the axes are stretched or shrunk relative to each other, the anisotropy ratio, δ.
As Haskard (2007, pp. 69-70) shows, the spatial displacement, h = [h1 h2]′ , is trans-
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formed into h∗ = [h∗1 h∗2 ]′ in this fashion by
h∗ =
[
h
∗
1
h
∗
2
]
=
pδ 0
0 1p
δ
[ cosα sinα
−sinα cosα
][
h1
h2
]
= ST h , say,
=
 pδ (h1cosα+h2 sinα)
− 1p
δ
(h1 sinα−h2 cosα)
 . (1.3)
The transformed coordinates define an isotropic space allowing an isotropic model
to be fitted (Diggle & Ribeiro Jr., 2007, p. 58). This is achieved as the anisotropic
correlation function operates in the new coordinate system as a function of Euclidean
distance, d , which is based on h∗, as given by (Haskard, 2007, pp. 69-70):
d =
√
h∗′h∗ =
√
h′T ′S2T h .
1.2.3 Correlation functions
When investigating the relationship among values of a response in space, it is
most common for the correlation between values of the response to decrease as the
distance between those values increases. A second characteristic of a spatial process,
and hence of the signal, is the smoothness of that process (Diggle & Ribeiro Jr., 2007,
p. 51). Before proceeding, the concept of smoothness needs elaborating.
The correlation structure ascribed to a stochastic process determines the signal
generated by that process and, hence, the nature of the two-dimensional curve
or three-dimensional surface which may be used to represent that signal. One
feature of this curve or surface which can be described is its smoothness and
this can be characterised mathematically through the properties of continuity and
differentiability. A stochastic spatial process, y (s), is mean-square continuous if
E
{[
y (x +h)− y (x)
]2 } → 0 as h → 0. In addition, the stochastic process is mean-
square differentiable if y ′(s) exists, such that
E
{[
y (x +h)− y (x)
h
− y ′(s)
]2}
→ 0
as h → 0 (Diggle & Ribeiro Jr., 2007, p. 49). The mean-square differentiability of y (s)
is related to the differentiability at s = 0 of the covariance function ascribed to y (s).
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This is the basis for using mean-square differentiability to quantify the smoothness
of stationary Gaussian processes in the context of judging whether they are suitable
models for natural phenomena (Diggle & Ribeiro Jr., 2007, p. 51).
Correlation functions used in modelling spatial processes would usefully allow
these two qualities to be incorporated. A number of examples of parametric correla-
tionmodels that have been used in geostatistics are shown in Figure 1.1 and equations
for these models are given in Table 1.1. In the equations, ρ(·) denotes a correlation
function, ‖h‖ = d is separationdistance or lag andφ has differentmeanings depending
on the function but is always assumed to be positive (Haskard, 2007). These examples
Separation distance
Sp
at
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Powered exponential
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Whittle
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0.4
0.6
0.8
1.0
Spherical
Figure 1.1: Examples of correlation functions used in geostatistics. For all four func-
tions, correlation decays to 0.05 at a separation distance of 20 units. Parameter
values for functions are (see Table 1.1 for explanation): exponential, φ= 6.68; pow-
ered exponential, φ= 4.63, k = 0.75; Whittle, φ= 5.00; spherical, φ= 24.7.
shown in Figure 1.1 display some important features of spatial correlationmodels. The
exponential, powered exponential and Gaussian functions approach zero asymptoti-
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Table 1.1: Examples of correlation functions used in geostatistics.
Exponential ρ(d )= e−d/φ
Powered exponential ρ(d )= e −
(
d/φ
)k
To ensure a valid correlation model, k is restricted to 0< k ≤ 2; k = 1 and k = 2
give the exponential and Gaussian (not shown) correlation function, respectively.
Whittle’s elementary correlation ρ(d )=
(
d
φ
)
K1
(
d
φ
)
φ> 0, K1(·) is theModified Bessel function of the third kind of order 1
(Abramowitz & Stegun, 1972)
Matérn ρM(d ;φ,ν)=
[
2ν−1Γ(ν)
]−1 (d
φ
)ν
Kν
(
d
φ
)
φ> 0,ν> 0, Kν(·) is theModified Bessel function of the third kind of order ν
(Abramowitz & Stegun, 1972)
Spherical ρ(d )=
1− 32
(
d
φ
)
+ 1
2
(
d
φ
)3
if 0≤ d <φ,
0 d ≥φ
cally, while the spherical function reaches zero at a finite separation distance. Whittle’s
elementary correlation function has quite different behaviour near the origin com-
pared to the others. The implications of these features of correlation functions for
spatial modelling will be discussed later.
While the exponential and spherical correlation models, for example, have been
widely used in geostatisticalmodelling,more recently, theMatérn correlation function
has been recommended because of its great flexibility inmodelling correlation (Hand-
cock & Stein, 1993; Stein, 1999; Minasny &McBratney, 2005; Diggle & Ribeiro Jr., 2007).
As also shown in Table 1.1, the isotropicMatérn correlation function, ρM(d ;φ,ν), is
ρM(d ;φ,ν)=
[
2ν−1Γ(ν)
]−1 (d
φ
)ν
Kν
(
d
φ
)
, (1.4)
where d is Euclidean distance, φ> 0 is a range (or scale) parameter, ν> 0 is a smooth-
ness parameter, Γ(·) is the gamma function and Kν (·) is a modified Bessel function of
the third kind of order ν (Abramowitz & Stegun, 1972, p. 374; Press et al., 2002, p. 241).
The Matérn parameter ν characterises the smoothness of a process and the scale
parameter, φ, the decay in the correlation of that process with increasing distance for
a given value of ν.
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Figure 1.2: Matérn correlation function: (a) with smoothness parameter, ν, con-
stant; (b) with range (or scale) parameter, φ, constant.
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The Matérn correlation function includes as special cases some of the functions
mentioned above: ν = 1
2
gives the exponential correlation function and ν = 1 gives
Whittle’s elementary correlation function. Plots of theMatérn correlation function are
shown in Figure 1.2. The plots show the correlation functions obtained, firstly, with a
fixed value of the smoothness parameter, ν = 1, and varying values of the scale para-
meter, φ, and secondly, with a fixed value of the scale parameter, φ= 5, and a number
of values of the smoothness parameter, ν. As the scale parameter,φ, increases with the
smoothness parameter, ν, held constant, the correlation at a given separation distance
increases; that is, for a given value of ν, the larger the value of φ, the more slowly the
correlation decays over distance, as can be seen from Figure 1.2a. This latter pointmay
also be stated as increasing φ for a constant ν results in a rescaling of the distance axis
(Haskard, 2007, p. 45). Similarly, as the smoothness parameter, ν, increases while the
scale parameter, φ, is held constant, the greater the correlation at a given separation
distance; that is, for a given value of φ, the larger the value of ν, the more slowly the
correlation decays over distance again, as is evident from Figure 1.2b.
The correlation functions given in Table 1.1 and shown in Figure 1.1 can be com-
pared more easily by means of Figure 1.3a in which they are shown superimposed.
Each function in that figure shows a different pattern of decay in correlation but they
all reach the same correlation of 0.05 at a separation distance of 20 units. This demon-
strates that the correlation structure of a particular process may be modelled by the
most appropriate function from among a variety of available functions. The Matérn
correlation functions shown in Figure 1.3b also decay to a correlation of 0.05 at a sep-
aration distance of 20 units. The Matérn function alone provides a variety of correla-
tion structures fromwhich the best-fittingmay be used for a particular spatial process,
demonstrating its appeal as a very flexible class of correlation functions. While there
are theoretically an infinite number of Matérn correlation functions that decay to the
same correlation value at a given separation distance, it is usual to choose from only
a small number of these by restricting the value of ν; the reasons for this will be ex-
plained later in this thesis. As mentioned earlier, the Matérn function includes as spe-
cial cases some other correlation functions and this can be seen from Figure 1.3. In
Figure 1.3a, the exponential andWhittle elementary correlation functions are identical
to theMatérn functions in Figure 1.3b with ν= 0.5 and 1.0, respectively.
The Gaussian correlation function, a member of the powered exponential family
as described in Table 1.1, is also obtained as a limiting case of the Matérn correlation
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Figure 1.3: Correlation functions where correlation decays to 0.05 at a separation
distance of 20 units: (a) functions from Figure 1.1 superimposed together with the
Gaussian correlation function; (b)Matérn correlation functionswith different com-
binations of smoothness, ν, and scale, φ, parameters all giving a correlation of 0.05
at a separation distance of 20 units.
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function as ν → ∞ . It approaches the origin with zero gradient, which is a correla-
tion feature not commonly found in spatial processes in the earth sciences (Chilès &
Delfiner, 1999, p. 85). It can produce unsatisfactory correlation structures and so is not
recommended for use in the earth sciences; for technical details of its unsatisfactory
nature, see Chilès & Delfiner (1999, p. 85), Webster & Oliver (2001, p. 119) and Diggle &
Ribeiro Jr. (2007, p. 54). The spherical family, in contrast to the other three types men-
tioned in Table 1.1, has a finite range, that is, ρ(d) = 0 for d sufficiently large, and its
propertiesmay lead to problems in estimating parameters in likelihood-basedmodels
(Warnes & Ripley, 1987; Mardia & Watkins, 1989, p. 294; Stein, 1999, p. 52). Despite
this, it is very widely used in geostatistics as it has a clearly definable point at which
correlation reaches zero and it often apparentlymodels well the variability in response
variables encountered in soil science (Chilès & Delfiner, 1999, p. 82; Webster & Oliver,
2001, p. 115).
1.2.3.1 Isotropic and anisotropic correlation functions
If the correlation between two points in space depends only on the length of the
separation vector between them, the process is isotropic. Correlation contours rela-
tive to any reference point are then circular, centred on that reference point. However,
if directional correlation effects are present, the process is anisotropic. To generalise
correlation functions to the anisotropic case, a metric based on the transformation
applied to the coordinates of the original space is incorporated. This metric is known
as theMinkowski metric and takes the form,
d
∗(h;δ,α,λ)=
(
δ|h∗1 |λ+ 1δ |h∗2 |λ
) 1
λ , (1.5)
where λ is usually a positive integer. Spatial displacement, h = [h1 h2]′, is trans-
formed into h∗ = [h∗1 h∗2 ]′, as defined in Equation 1.3 and it is through h∗ that the
anisotropy angle, α, is introduced into the Minkowski metric and ultimately into the
model. Isotropic distance results when the anisotropy ratio δ = 1, in which case the
value of the anisotropy angle α is irrelevant. With λ= 2 and δ= 1, Euclidean distance
is obtained. The Minkowski metric does not give unique distance for distinct para-
meter values; if δ is inverted and pi
2
added to α, the same distance results. Uniqueness
can be achieved by constraining δ such that δ> 0 and α such that 0≤α< pi
2
, but other
combinations of constraints also achieve uniqueness (Haskard et al., 2007, p. 151). The
constraints on δ and α just stated are used in this thesis. However, in models that are
difficult to fit, it may not be possible to enforce such constraints and software may
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produce equivalent estimates for computational reasons; for example, an estimate of
α̂= 4.000 may be returned, where the equivalent value subject to the above constraint
is 4.000−pi= 0.858. Where this occurs in model-fitting in the thesis, it is noted. Exam-
ples of isotropic and anisotropic correlation contours are shown in Figure 1.4. They are
calculated from theMatérn correlation function given in Equation 1.4 with scale para-
meter φ= 40, smoothness parameter ν= 1
2
and with the distance parameter, d , being
the Minkowski metric of Equation 1.5. The value of ν = 1
2
gives exponential correla-
tion, as mentioned previously. With a Euclidean distance metric (i.e. λ = 2 in Equa-
tion 1.5), isotropic correlation contours are circular and anisotropic elliptical, as the
figure shows.
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Figure 1.4: Examples of isotropic and anisotropic correlation contours using
Matérn correlation function with scale parameter φ = 40 and smoothness para-
meter ν= 12 (exponential correlation).
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1.2.3.2 Positive definiteness
For any geostatistical model, the spatial covariance and correlation matrix must
be positive definite. By definition, for a random vector x and matrix A, if x ′Ax > 0 ∀x
other than x = 0, then A = A′ is a positive definite matrix (Searle, 1982, p. 77). Follow-
ing from this, the spatial covariance and correlation matrix of the random vector, x ,
must be positive definite so that the variance of any linear combination, c ′x , of x , is
positive; that is, var(c ′x) = c ′var(x)c > 0 (Webster & Oliver, 2001, p. 57). As a result of
this condition, not all families of correlation functions are suitable for spatial correla-
tionmodels; however, there are types of correlation functions which are known to pro-
duce positive definite correlationmatrices and it is from these types that geostatistical
correlationmodels are constructed (Webster & Oliver, 2001, p. 107; Diggle & Ribeiro Jr.,
2007, p. 51).
1.2.3.3 Separability
Martin (1979) introduced the concept of separability applied to the correla-
tion structure of two-dimensional spatial processes. His work showed that a two-
dimensional correlation structure could be expressed as the direct product or Kro-
necker product (see Appendix A) of one-dimensional correlation structures. As an
example, take a spatial layout of experimental units consisting of plots arranged in
c columns and r rows, where there are two columns and three rows. Let V be the
variance-covariance matrix of random errors for a given linear model of the response
variablemeasured on the plots in the spatial layout. The correlation between columns
i and j can be designated as ρc
i j
; these correlations comprise the elements of the
matrix of correlations between columns, which may be written as Rc =
{
ρc
i j
}
; simi-
larly, correlation between rows k and l can be denoted by ρr
kl
and the matrix of such
correlations by Rr =
{
ρr
kl
}
. Assuming a separable model for the correlation structure
over the row and column layout, the residual variance-covariance matrix, V , where
rows are ordered within columns, can be written as
V =σ2Rc⊗R r =σ2
[
1 ρc12
ρc21 1
]
⊗

1 ρr12 ρ
r
13
ρr21 1 ρ
r
23
ρr31 ρ
r
32 1
 , (1.6)
where the parameter, σ2, is a scale parameter which is necessary so V is a variance-
covariance matrix (see Appendix A for a definition of the direct product operator, “⊗”).
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Noting the correlation between the two columns may be written as ρc = ρc12 = ρc21, V
can be written
V =σ2

1 ρr12 ρ
r
13 ρ
c ρcρr12 ρ
cρr13
ρr21 1 ρ
r
23 ρ
cρr21 ρ
c ρcρr23
ρr31 ρ
r
32 1 ρ
cρr31 ρ
cρr32 ρ
c
ρc ρcρr12 ρ
cρr13 1 ρ
r
12 ρ
r
13
ρcρr21 ρ
c ρcρr23 ρ
r
21 1 ρ
r
23
ρcρr31 ρ
cρr32 ρ
c ρr31 ρ
r
32 1

(1.7a)
=σ2
[
R11 R12
R12 R22
]
. (1.7b)
(Other simplifications can also bemade as, ρr12 = ρr21, ρr13 = ρr31 and ρr23 = ρr32, but for
illustrative purposes here these are not incorporated.) The matrix, V , has the form of
a partitioned correlation matrix scaled by σ2. The submatrices, R
st
, s, t = 1,2 , are the
appropriate 3×3 submatrices of the 6×6 partitioned correlation matrix. Writing the
variance-covariance matrix in the form of Equation 1.7a simply shows its mathemat-
ical structure but offers no practical insight into the physical basis of the correlation
pattern between various pairs of columns and rows of experimental units. Some de-
scription of individual elements of the matrix may be useful, though, to appreciate its
structure. Denote the element in the i th row and j th column of the 6×6 correlation
matrix on the right-hand side of Equation 1.7a by r
i j
. Noting that the experimental
plots are ordered rows within columns in that matrix, the rows of the matrix refer, in
order, to the experimental plots in column 1 row 1, column 1 row 2, column 1 row 3,
column 2 row 1, column 2 row 2 and column 2 row 3, respectively; the columns of the
matrix refer to the experimental plots in the same order. The element, r21 = r12 = ρr12,
for example, refers to the correlation between the plots in column 1 row 1 and column
1 row 2 and the element, r15 = r51 = ρcρr12 to the correlation between plots in column
1 row 1 and column 2 row 2.
Separable correlationmodels are widely used in the analysis of field trials, as de-
scribed, for example, by Cullis & Gleeson (1991), Gilmour et al. (1997) and Smith et al.
(2007). Cressie & Huang (1999) would consider one very convenient consequence of
the use of separable correlation models to be the noticeable computational advan-
tages that have been found when they are used to model correlation structure in large
field trials (Gilmour et al. 1997, p. 272, for example) due to the simplicity of correla-
1.2. Random spatial processes 16
tion models for equally-spaced observations in one dimension. For soil science data,
where typically data are not collected over a regular grid, there are still appreciable
computational advantages gained by splitting the correlation structure into separate
one-dimensional correlation structures; this is, albeit, somewhat more complex, since
there will not be equal spacing of observations within each dimension.
Separable models, however, “are often chosen for convenience rather than for
their ability to fit the data well” (Cressie & Huang, 1999, p. 1331). The point that sepa-
rable models may not be intended to explicitly model underlying physical processes
is implied by Gilmour et al. (1997), who propose no underlying physical processes
for their separable models, and is stated plainly by Gneiting et al. (2007, p. 152). By
considering the physical processes involved, it may be possible to derive an appropri-
ate correlation structure, be it separable or non-separable, based on these assump-
tions. However, contrary to the reservations of Cressie & Huang (1999) that separable
models may not fit data well, Smith et al. (2007, p. 263) found that separable correla-
tion models fitted data from multi-environment field trials substantially better than
commonly used alternativemodels.
The assumption of separability is likely to be valid when the response variables
in the model have very similar residual variances on the spatial components of the
model. This can be inferred from Equation 1.6, where a single scale (variance) para-
meter applies to both columns and rows. A contrary situation is described by Smith
et al. (2007, p. 264), where two sugarcane traits are combined in a single analysis. As the
particular two traits are reported to have quite different spatial characteristics, Smith
et al. (2007, p. 264) state that the assumption of separability would not be appropriate
for a spatial model across these traits. In the earth sciences, the separability assump-
tion may be appropriate when the spatial characteristics of response variables in a
combined analysis are similar, as may be the case with the concentration of nitrate
and bromide ions in soil, for example. In a case, also in the earth sciences, where the
response variableswere the percentage of soil organic carbon and the concentration of
bromide ions in soil, for example, the separability assumptionmay not be tenable be-
cause of the different physical processes governing the distributionof the two response
variables in the soil.
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1.2.4 Variogram
To properly model spatial correlation (or covariance), the nature of the spatial
correlation in a given spatial data set needs to be investigated. A useful tool for this
aspect of exploratory data analysis is the variogram, which has been heavily used in
geostatistics. The variogram of a random spatial process,U (s), is defined as the func-
tion
V (s, t )= 1
2
var[U (s)−U (t )] (1.8)
for all s, t ∈R2. Strictly, the variogram is defined as 2V (s, t ) and the quantity V (s, t ) as
the semi-variogram (Matheron, 1963, p. 1250; Cressie, 1991, p. 58) but V (s, t ) is com-
monly referred to as the variogram and that usage will be followed here. If the random
spatial process is second-order stationary, and consequently E[U (s)] = µ, ∀s ∈ R2,
then
V (s, t )=V (h)= 1
2
var[U (s)−U (t )]
= 1
2
E
{
[U (s)−U (t )]2
}
= 1
2
{
E[U (s)]2+E[U (t )]2−2E[U (s)U (t )]
}
= 1
2
{
var[U (s)]+µ2+var[U (t )]+µ2−2cov[U (s),U (t )]−2µ2
}
= 1
2
[
2σ2s −2ρ(h)σ2s
]
=σ2s [1−ρ(h)] (1.9)
Using Equation 1.2, Equation 1.9 for the variogramcan be expressed in terms of covari-
ance:
V (s, t )=V (h)=σ2s −C (h) . (1.10)
If the random spatial process is isotropic, then
V (s, t )=V (d)=σ2s [1−ρ(d)] , (1.11)
where d = ‖h‖, or in terms of covariance, again using Equation 1.2,
V (s, t )=V (d)=σ2s −C (d) . (1.12)
The variogram,V (h), is based on both the direction and length of the vector, h, and so,
specifies the spatial variation of the random process at a certain separation distance
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in a given direction; it is a directional variogram. On the other hand, the variogram,
V (d), takes into account only the length of the vector, h, and specifies the spatial vari-
ation at given separation distances regardless of direction; this type of variogram is an
omnidirectional variogram.
A commonly used method of obtaining estimates of spatial variation from
the variogram will now be described. Given a spatially referenced data set, y =
[y(s1) · · · y(sn)]′, where s i ∈ R2, the empirical omnidirectional variogram is given
by the set of points
(
d
i j
,v
i j
)
, j < i , where d
i j
=
∥∥s
i
− s
j
∥∥ and v
i j
= 1
2
[
y
(
s
i
)
− y
(
s
j
)]2
,
where the v
i j
are known as semi-variances. An example of an omnidirectional empir-
ical variogram is shown in Figure 1.5a and is based on a spatially referenced data set
described later in this thesis. This type of plot is known as a variogram cloud (Chilès &
Delfiner, 1999, pp. 34-35; Webster & Oliver, 2001, pp. 65-66; Diggle & Ribeiro Jr., 2007,
p. 102). As Figure 1.5a shows, the high degree of scatter in this form of the empirical
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Figure 1.5: Examples of omnidirectional variogram cloud (left) and sample vario-
gram (right).
variogram makes it difficult to obtain an estimate of the variation at any given sepa-
ration distance. A solution to this problem is to average the variogram ordinates. For
sampling on a regular grid, the number of unique d
i j
may be relatively small and a
variogram can be constructed by averaging the semi-variances for each value of d
i j
,
by a process to be described shortly. When an irregular sampling design is used, as
for the data used to produce Figure 1.5, semi-variances within specified intervals of
d
i j
are averaged in a fashion described below. An example of the variogram resulting
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from this averaging process is shown in Figure 1.5b and is variously termed the em-
pirical, experimental or sample variogram (Chilès & Delfiner, 1999, pp. 35-37; Webster
& Oliver, 2001, p. 67; Diggle & Ribeiro Jr., 2007, pp. 33-34, 102-103). The same termi-
nology applies to both the omnidirectional variogram, shown here, and the directional
variogram. A further feature clearly visible on the variogram cloud in Figure 1.5a is
the relatively small number of semi-variance values at large separation distances; this
is clearly seen from the point at the largest separation distance in the sample vario-
gram in Figure 1.5b. It is common practice to ignore the variogram ordinates at large
separation distances because of the inherent imprecision in estimating semi-variance
from such few data pairs (Diggle & Ribeiro Jr., 2007, p. 103). The maximum separation
distance for calculating sample variograms must be less than the maximum separa-
tion distance between data values; a value of half the maximum separation distance
in the data is often used. Diggle & Ribeiro Jr. (2007, pp. 103-104) point out that any
decision about themaximum separation distance used for constructing a variogram is
arbitrary and caution against using the variogram directly to estimate spatial covari-
ance parameters. The omnidirectional sample variogram can be defined as the set of
points (d
k
, v¯
k
), where the d
k
, k = 1, . . . ,p, are the upper boundaries of chosen intervals
and
v¯
k
= 1
n
k
∑
d
i j
∈S
k
v
i j
,
where S
k
is the set of points for which d is closer to d
k
than to any other d
k′ and nk
is the number of points in S
k
(Cullis et al., 2005, p. 45). The sample variogram is an
estimate of the theoretical variogram obtained by a method of moments procedure
(Vecchia, 1988).
To investigate directional correlation effects (i.e. anisotropy), variograms for
specified directions need to be produced. Both directional variogram clouds and
sample variograms can be constructed and, again, the latter type of variogram is more
useful for estimating variation in the given directions. The directional sample vario-
gram can be defined in a similar way to the omnidirectional form. It is convenient
to specify data locations here using polar coordinates, (d , t ), where, for any location,
s = (h1,h2), we define t = tan−1(h1
/
h2). The directional sample variogram consists of
the set of points, (d
k
, tm , v¯km), with dk as above, tm , m = 1, . . . ,q, denoting specified
angles and
v¯
km
= 1
n
km
∑
d
i j
∈S
k
t
i j
∈Tm
v
i j
, (1.13)
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where S
k
is as above, Tm is the set of values of t closer to tm than to any other tm′ and
n
km
is the number of points such that d
i j
∈ S
k
and t
i j
∈ Tm (Cullis et al., 2005, p. 45).
The effect of this is shown in Figure 1.6. For the region inside the solid line shown,
d
k
= 1.5 and tm = 0deg; the intervals are 1< di j ≤ 2 and −22.5≤ ti j ≤ 22.5, where ti j is
in degrees.
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Figure 1.6: Typical sector of data defined by a given separation distance interval
and angular tolerance for a directional sample variogram.
1.2.4.1 Measurement error and the nugget effect
As mentioned on page 3, small-scale variation may be decomposed into three
components: local spatial variation, micro-scale variation and measurement error.
Spatial correlation normally increases with decreasing separation distance. When two
observations are made at the same sampling location, that is, the separation vector,
h = 0, then ρ(0) = 1 (and C (0) = σ2s ) and so V (0) = 0, from Equations 1.9 and 1.10.
However if either or both micro-scale and measurement error are evident, the vario-
gram approaches some positive value at a separation distance of zero. This positive
value is known as the nugget effect. The term owes its origins to the early work on
spatial prediction in the mining industry where existence of nuggets in ore bodies cre-
ates discontinuities in the ore grade. The nugget effect represents a discontinuity in
the variogram at a separation distance of zero. It includes spatial variation at a scale
shorter than the smallest distance between sampling locations together withmeasure-
ment error; to separate these two components, replicate measurements are needed at
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a number of sampling locations so that the nugget variance and the variance of the
experimental error can be separated.
A schematic figure of a typical variogram with a nugget effect is shown in
Figure 1.7. The variogram is based on the same correlation structure as the isotropic
correlation model in Figure 1.4. The nugget variance has been arbitrarily set at 2
(units2) and the structural variance of the random spatial process at 8 (units2). The
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Figure 1.7: Schematic figure of a typical variogramwith a nugget effect based on an
isotropic correlation model in Figure 1.4.
equation for the variogram of a random spatial process, Equation 1.9, can be extended
to include a nugget effect and becomes
V (s, t )=V (h)=σ2m+σ2s [1−ρ(h)] , (1.14)
where σ2m is the nugget variance and σ
2
s , the difference between the sill and nugget
semi-variances, is the spatial or structural variance. Equations 1.10, 1.11 and 1.12
can be similarly extended. Some structural features of the variogram are labelled in
Figure 1.7. The nugget is, as mentioned, the semi-variance at a separation distance
of zero, noting the discontinuity mentioned earlier. The sill is the semi-variance value
forming the upper bound of the variogram and here is 10 (units2). As the variogram
shown in the figure is based on an exponential correlation function, this variogram
approaches the sill asymptotically. Other correlation functions produce variograms
which reach the sill at a finite distance (for example, the spherical correlation function
- see Figure 1.1). The separation distance at which the variogram reaches the sill is the
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range. For a variogram which approaches the sill asymptotically, or conversely, for a
correlation function which approaches zero asymptotically as the separation distance
increases, the range is undefined. In such a case, the practical range is defined as the
separation distance, h0, at which ρ(h0) = 0.05 (Diggle & Ribeiro Jr., 2007, p. 101). This
corresponds to the variogram value (in the omnidirectional case or for a specified di-
rection) ofV (h0)=σ2m+0.95σ2s . The variogram shown in Figure 1.7 has been produced
from an exponential correlation function of the form shown in Table 1.1 with φ = 40
(or, equivalently, from a Matérn correlation function with φ = 40 and ν = 1
2
). For this
variogram, the practical range is 120 (distance units) and the sill 9.6 (units2).
1.3 Classical geostatistics
The approach to spatial prediction that grew out of the methods developed in
the field of mining are based on fitting a model of spatial covariance directly to the
sample variogram. The parameter estimates obtained from this variogram were then
used in subsequent spatial predictions. This body of methodology is known as classi-
cal geostatistics. Models are usually fitted to the variogram in this approach by ordi-
nary or weighted least squares with a visual check of the fit, although some workers fit
curves by eye without using any formal criterion of model fit (Webster & Oliver, 2001,
p. 127; Diggle et al., 2003, p. 58). Since the mid-1990s, a growing body of work inves-
tigating the implications of such curve-fitting methods to estimate spatial covariance
parameters has developed. In constructing sample variograms, the width of the sepa-
ration distance intervals used for averaging semi-variances and themaximum separa-
tiondistance are set by the user and can substantially affect the shape of the variogram.
The narrower the lag classes become, the noisier the variogram appears; conversely,
the wider the lag classes, the smoother the variogram but the more information that
is lost about spatial structure. This is an unsatisfactory aspect of the procedure (Lark,
2000, p. 718).
The desire for a direct correspondence between the sample and theoretical vario-
gramsmay not produce optimal variance parameter estimates. Sample variogramsob-
tained from simulations based on a true covariance model may not appear consistent
(Diggle et al., 2003, p. 58). In addition, the apparent smoothness of a sample variogram
may be misleading because of correlations between the variogram ordinates caused
by the contribution of each data value to multiple ordinates (Diggle et al., 2003, p. 58).
Stein (1999, p. 212) also emphasises this latter concern and notes that it has been well
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known since the mid-1980s. A further problem is that the method-of-moments esti-
mator for spatial covariance parameters derived from a variogram obtained from raw
data values depends on both the trendmodel for and the random variation in the data;
this introduces bias into the estimates (Cressie, 1991, pp. 166-171; Webster & Oliver,
2001, p. 74; Lark et al., 2006, pp. 788-789;Diggle & Ribeiro Jr., 2007, pp. 105-106). Reme-
dies for dealing with this bias have been proposed by researchers working from a clas-
sical geostatistics perspective. One approach, known as regression kriging and com-
monly used in soil science, has been developed by Odeh et al. (1995). In this method,
the initial step is to model the trend with a function of spatial or other appropriate
covariates using an ordinary least squares method. Following this, residuals are calcu-
lated at each sampling location and a spatial covariancemodel is fitted via a variogram
with amethod-of-moments estimator. However, thismethod still results in biased esti-
mates of the parameters of the spatial covariance model (Lark et al., 2006, p. 789). A
refinement of this method has been suggested by Hengl et al. (2004, p. 79), who rec-
ommend iterating the above process until the spatial covariance parameter estimates
converge. Lark et al. (2006, p. 789) state that this may reduce the bias in those para-
meter estimates but does not remove it and further argue that a sounder approach is
to use residualmaximumlikelihoodmethods as recommendedby Kitanidis (1993) and
described below.
Growing out of the above reservations with the approach to parameter estima-
tion of classical geostatistics, there has been a move towards bringing geostatistics
within the framework of general statistical practice. Classical geostatistics does not
postulate an overall model for data. In a well-known work, Journel & Huijbregts (1978,
p. 50) state that assuming an approximate normal distribution for errors in geosta-
tistical estimation is a pragmatic device. Webster & Oliver (2001, p. 179) justify log-
transforming data to reduce the leverage of large observed values and then term the
modelling procedure lognormal kriging. However, in neither case is an explicit Gaus-
sian model assumption made for the modelling approach. These two examples illus-
trate the implicit nature of distributionalassumptions in classical geostatistics practice
(Diggle et al., 1998, p. 300). The approach of assuming an explicit model for data, in-
cluding distributional assumptions, was proposed by Diggle et al. (1998, p. 300). Their
approach, which they have termed model-based geostatistics, entails a move to es-
timating parameters using methods based on maximum likelihood (ML) or residual
maximum likelihood (REML); such methods have been applied to parameter estima-
tion for random spatial processes by a number of workers since the mid-1980s (Diggle
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et al., 1998, 2003). Some early applications of REML are Kitanidis (1987) in hydrology,
Zimmerman (1989) in a general spatial context and Laslett & McBratney (1990) in soil
science.
1.4 Linearmodels and linearmixedmodels
1.4.1 Linearmodels
The adoption of a model-based approach to geostatistics leads to the realm of
linear mixed models, which will now be briefly described, beginning with the linear
model. The followingmodel descriptions draw heavily on Searle (1971, p. 79).
A linear model relates the expected value of a response variable to a linear com-
bination of explanatory variables. The data may be from an observational study or a
designed experiment. Suppose, in an observational study, the data vector, y (n×1), with
superscripts denoting dimension, consists of the percentage of soil organic carbon
measured in each of n independent, random samples of topsoil. The explanatory vari-
ablesmay be, for each sample, elevation, clay content of the soil, soil moisture content
or other continuous variables (or covariates). The linearmodel for a single observation,
y
i
, i = 1, . . . ,n, can be defined as the familiarmultiple regressionmodel containing a−1
explanatory variables
y
i
= τ0+τ1xi1+τ2xi2+ . . .+τa−1xi ,a−1+ei , (1.15)
where x
i j
, j = 1, . . . ,a−1, are values of the explanatory variables for observation i ; τ0 is
the common intercept for all observations and τ
j
, j = 1, . . . ,a−1, are coefficients of the
explanatory variables; e
i
∼N(0,σ2) is a random error termwith all e
i
independent and
identically distributed. Defining the following vectors andmatrix with the dimensions
of each shown as a superscript,
y (n×1) =

y1
y2
...
yn
 , τ(a×1) =

τ0
τ1
τ2
...
τ
a−1
 , e
(n×1) =

e1
e2
...
en
 and
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X (n×a) =

1 x11 x12 . . . x1,a−1
1 x21 x22 . . . x2,a−1
...
...
...
. . .
...
1 x
n1 xn2 . . . xn,a−1
 ,
this model can be expressed in matrix terms as
y = Xτ+e . (1.16)
Note that the first column of X (n×a) consists of ones, owing to the common intercept,
τ0, and the remaining columns consist of covariate values, xi j , j = 1, . . . ,a−1, for each
sample denoted by i = 1, . . . ,n. The vector, τ(a×1) = [τ0 · · · τa−1]′ is the vector of the in-
tercept and the coefficients of the explanatory variables and e(n×1) are independent
and identically distributed random errors, with e ∼ N(0,σ2In); it is assumed n ≥ a
to ensure identifiability. This model can also be applied to any data with categorical
rather than continuous explanatory variables, in which case the columns of the de-
signmatrix, X , consist of zeros and ones assigning levels of the categorical explanatory
variables to experimental units andτ consists of fixed effects of the levels of the factors.
Including categorical explanatory variables in the model may result in the the matrix,
X , being not of full rank and require particular approaches for solving themodel equa-
tion (Searle, 1971). A simple example of the use of categorical explanatory variables
is a designed experiment where the response variable is the same as above but top-
soil samples are taken from a number of land use classes and it is the effects, τ, of
the different land use classes on the response which are of interest. The model may
incorporate both continuous and categorical explanatory variables. Details of the pa-
rameterisation of linear models can be found in Searle (1971). The model is linear as
it is linear in the parameters, τ; the right-hand side of Equation 1.16 is the linear pre-
dictor. The linear model has a single random term. The objective is to estimate the
unknown parameters, τ and σ2 (McCulloch et al., 2008, pp. 73-75).
1.4.2 Linearmixedmodels
A linear mixed model also connects the expected value of a response variable to
a linear predictor and, as is also the case with the linear model, is a Gaussian model.
However, this type of model has more than one random term. Modifying the example
above, the aim may be to study the relationship between the response variable, soil
organic carbon, and the explanatory variable, clay content, in topsoil; however, the
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topsoil samples may be taken from b different land use classes, where the different
land use classes are known but of no specific interest to the investigator. Land use
class here is a random effect and, as a second random term, leads to a linear mixed
model for the data. Themodel can be expressed as
y = Xτ+Z u +e , (1.17)
where y , X , τ and e are as defined in Equation 1.16; Z (n×b) is an incidence matrix allo-
cating land use class to observations andu(b×1) is a vector of randomeffects of land use
class, with u ∼N(0,σ2uI b ). While this is not the most general form of the linear mixed
model, as, for example, the randomeffects,u or e or both, could also be correlated (that
is, separately correlated but mutually independent), the form of themodel given is ad-
equate for the purposes of this thesis. From Equation 1.17, var(y) = σ2uZ Z ′+σ2In =
σ2
(
γuZ Z
′+ In
)
, where γu = σ2u
/
σ2. Defining κ as the vector of variance parameters
for the model, then κ =
[
γu σ
2
]′
. For convenience, let var(y) = σ2H , where the form
of H in this context is clear; in other contexts, the specific form of H will be defined as
it arises.
An important additional feature of the linear mixedmodel, as mentioned above,
is that random effects may be correlated. Where samples are taken at known geo-
graphic locations, each observed value, y
i
, i = 1, . . . ,n, is then referenced by its spatial
location, s
i
, and observations may be denoted by y(s
i
) to emphasise this, although
this notation will not be used here. Spatial correlation can be incorporated into the
model through the residual error term, e, for example (provided sampling locations
are unique - see Section 1.5.1). With e modelling spatially correlated error, e is dis-
tributed as e ∼ N
(
0,σ2R(θ)
)
, where R(θ) is a correlation matrix and is a function of
correlation parameters, θ. The matrix, H , then takes the form, H = γuZ Z ′+R(θ). In
this case, the vector of variance parameters for the model is κ=
[
γu σ
2 θ′
]′
.
The aim of modelling a response with a linear mixed model is often to obtain
estimates of the fixed effects; that is, coefficients of continuous explanatory variables
or differences between levels of categorical explanatory variables (factors). There may
also be interest in predictions of random effects, such as breeding value in an animal
genetics context, where predicted random effects can indicate relative genetic value.
An overall prediction of the response for given values of the fixed effects in the presence
of random effects is another common aim and is the focus here.
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1.4.3 Estimation and prediction in linearmixedmodels
To obtain the desired predictions for the model specified by Equation 1.17, the
parameters in the two components of the model, the fixed and random components,
must be estimated. The task is to obtain estimates of effects in the presence of the un-
known variance parameters in the random component. Once the parameter estimates
for the parameters in the fixed component of the model and those for the parameters
in the random component of themodel are obtained, estimates of fixed effects, known
as empirical best linear unbiased estimates (E-BLUEs), and predictions of random
effects, known as empirical best linear unbiased predictions (E-BLUPs) can be calcu-
lated. These BLUEs and BLUPs are empirical as they are derived from estimated values
of the unknown variance parameters in the model (Lark et al., 2006, p. 788).
1.4.3.1 Estimation of variance parameters
The variance parameters in the model are usually estimated using maximum
likelihood (ML) or residual (restricted) maximum likelihood (REML). This approach
has the advantages of the likelihood framework, which is one of the foundations of fre-
quentist statistical methods. Using REML has the added benefit of achieving a smaller
bias in estimates of variance parameters than ML, by taking account of the number
of degrees of freedom of the fixed effects in the model (Welham et al., 2004; Lark et al.,
2006;McCulloch et al., 2008). The combinationof BLUPwith REML is considered to be
best practice in linear mixedmodel prediction (Welham et al., 2004; Lark et al., 2006).
The estimation of variance parameters using REML is implemented by partition-
ing the likelihood for the model in Equation 1.17 into two parts with a linear transfor-
mation, L′y , with the partitioned matrix L(n×n) =
[
L(n×a)1 L
(n×(n−a))
2
]
. The submatri-
ces, L1 and L2 , are chosen so that L
′ (a×n)
1 X
(n×a) = I a and L ′ ((n−a)×n)2 X (n×a) = 0. To
base the following development on a more general form of the linear mixed model
than that given specifically for Equation 1.17, we assume that the residual errors are
correlated and distributed as e ∼N
(
0, σ2R(θ)
)
, where the correlationmatrix, R(θ), is a
function of correlation parameters, θ; the vector of variance parameters for the model
is, thus,κ=
[
γu σ
2 θ′
]′
. Applying the linear transformation, L′y , gives
L′y =
[
L′1
L′2
]
y =
[
y1
y2
]
, say ,
and, as a result of the choice of L1 and L2, results in the following joint distribution of
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y1 and y2 [
y1
y2
]
∼N
([
τ
0
]
, σ2
[
L′1HL1 L
′
1H L2
L′2HL1 L
′
2H L2
])
.
The likelihood of L′y can then be constructed as the product of the themarginal likeli-
hood of y2 and conditional likelihood of y1 given y2. The respective corresponding log
likelihoods, `(·), are:
`(κ; y2)=−
1
2
[
(n−a) log σ2+ log
∣∣L′2H L2∣∣+ y ′L2
(
L′2HL2
)−1
L′2y
σ2
]
(1.18a)
and
`(τ,κ; y1 | y2)= −
1
2
[
a log σ2− log
∣∣X ′H−1X ∣∣]
− 1
2
[(
y1−τ− y∗2
)′ (
X ′H−1X
)(
y1−τ− y∗2
)
σ2
]
,
(1.18b)
whereκ, defined above, is the vector of variance parameters for themodel,a is the rank
of X and y∗2 = L′1HL2
(
L′2H L2
)−1
y2 . The variance matrix, H , as defined on page 25, is
positive definite and, hence, the inverse, H−1, exists (Henderson & Searle, 1981, equa-
tion 17). With H positive definite and the matrix, L2, satisfying the properties given,
Verbyla (1990, p. 228) has shown that the inverse matrix,
(
L′2H L2
)−1
, exists. Using
properties of L and results obtained by partitioning the total likelihood, as described
in Verbyla (1990), the residual log likelihood in Equation 1.18a can be written
`(κ; y2)=−
1
2
[
(n−a) log σ2+ log
∣∣H ∣∣+ log∣∣X ′H−1X ∣∣+ y ′P y
σ2
]
, (1.19)
where P is a generalised projectionmatrix defined as (Cullis et al., 2004, p. 58)
P = H−1−H−1X
(
X ′H−1X
)−1
X ′H−1. (1.20)
Note that with the variance matrix, H , defined as positive definite, the inverse matrix,(
X ′H−1X
)−1
, exists (Searle, 1982, p. 357). Two aspects of the REML estimation proce-
dure are evident from this log likelihood. The REML estimates take into account the
number of degrees of freedom of the fixed effects (viz. a ), which is increasingly im-
portant as the number of fixed effects becomes larger relative to the sample size, n.
REML estimates of variance components are also independent of, and so invariant to,
the fixed effects in the model (but not the form of the fixed effects model) (McCulloch
et al., 2008, pp. 178-179). The residual log likelihood (Equation 1.19) contains no in-
formation about τ and is used to estimate the variance parameters in themodel, while
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the likelihood of y1 conditional on y2 (Equation 1.18b) is used to estimate τ. To esti-
mate the variance parameters, κ, in the model, the following set of equations, known
as the REML score equations (Cullis et al., 2004, p. 60), is solved,
∂
∂κ
t
`(κ; y2)= 0 , (1.21)
for t = 1, . . . ,nv , where nv is the number of variance parameters in κ. While closed
form REML estimators are available for some relatively simple linear mixed models
(McGilchrist, 1994), solving the REML score equations usually requires an iterative nu-
merical procedure for which various algorithms are available (Cullis et al., 2004, Ch. 6).
1.4.3.2 Estimation of fixed effects
Estimates of fixed effects parameters are obtained using a technique similar to
that immediately above. Solving
∂
∂τ
j
`(τ,κ; y1 | y2)= 0 , (1.22)
for j = 0, . . . ,a−1, gives the well-known generalised least squares solution for τ̂,
τ̂= (X ′V −1X )−1X ′V −1y , (1.23)
where X is assumed to be of full column rank and V = var(y) (Cullis et al., 2004, p. 60).
With thematrix,V , positive definite, its inverse,V −1, exists (Searle, 1982, p. 357). When
Equation 1.21 is solved for the variance parameters, κ, the estimates obtained are
“plugged into” the variance-covariance matrix, V , of y , to enable the fixed effect para-
meters, τ̂, to be calculated from Equation 1.23.
1.4.3.3 Prediction of random effects
An expression for u˜ can be derived by exploiting the property of a linear predic-
tor having the minimum mean squared error among all linear unbiased predictors.
The derivation begins by forming the linear combination of fixed and random effects,
c ′1τ+c ′2u , where c1 and c2 are vectors of length a and b, respectively. In broad out-
line, the derivation then proceeds by constructing an expression for themean squared
error of an unbiased linear predictor, t ′y , say, of that linear combination and then ap-
propriately minimising that expression to obtain the form of t ′y satisfying the mini-
mum mean squared error property. The resulting form of t ′y gives the following ex-
pression for u˜ (and, incidentally, also gives the generalised least squares expression for
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τ̂ in Equation 1.23 above)
u˜ =G Z ′P y . (1.24)
Details of this derivation are given in Cullis et al. (2004, pp. 65-67).
1.4.3.4 Mixedmodel equations
The above results for τ̂ and u˜ can also be obtained by deriving the joint distribu-
tion of y and u and maximising this joint distribution function (in practice, the loga-
rithm of this distribution function) with respect to τ and u. The maximisation is per-
formed by equating the appropriate partial derivatives to zero to obtain the solutions,
τ̂ and u˜. The equations to be solved here are known as the mixed model equations
(Henderson, 1950, 1973) and are introduced now as they will be used to develop later
results. For the linear mixed model in Equation 1.17, the mixed model equations can
be written as [
X ′R−1X X ′R−1Z
Z ′R−1X Z ′R−1Z +G−1
][
τ̂
u˜
]
=
[
X ′R−1y
Z ′R−1y
]
. (1.25)
In this equation, the matrices, R and G , are positive definite (Robinson, 1991, p. 15)
and, so, the inverse of each exists. With W = [X Z ] and β=
[
τ
u
]
, this set of equations
can be written
Cβ˜=W ′R−1y , (1.26)
whereC will be referred to as the coefficient matrix of themixedmodel equations. The
above equation gives the solution for β˜ as
β˜=C−1W ′R−1y , (1.27)
which yields τ̂ and u˜ given in Equations 1.23 and 1.24, respectively (Cullis et al., 2004,
pp. 68-69). Note that the matrix, X , in Equation 1.25 is of full rank and, under that
condition, Henderson (1975) (cited by Robinson (1991, p. 16)) showed that the inverse,
C−1, in Equation 1.27 exists.
1.4.3.5 Prediction of the response variable
A prediction of y is typically associated with particular values of the explanatory
variables and can be defined as a linear combination of the BLUE of fixed effects and
the BLUP of random effects in the model (Welham et al., 2004, p. 331). The resulting
prediction of y is the BLUP of y and can be written as
y˜ = X pτ̂+Z pu˜p , (1.28)
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where y˜ is the E-BLUP of y , X p is the matrix of known values of explanatory vari-
ables for the predictions, Z p is the incidence matrix of random effects and u˜p are the
E-BLUPs of the random effects for the predictions. Predictions are calculated at the
marginal value of the residual error, e, namely zero (Welham et al., 2004, p. 343).
This predictor is “best” in the sense that it has minimummean squared error of
prediction among linear unbiased predictors. It is unbiased as the expected value of
the predictor is equal to the expected value of the random variable it predicts (Searle
et al., 1992, pp. 261-269). One consequence of this technique is that it can lead to
underestimated mean squared errors of prediction because of the variability between
the estimates of the parameters that are used and their true values, which are unknown
(Welham et al., 2004).
Linear mixed models are widely applicable and their use is growing. One of the
largest andmost successful areas of application of linearmixedmodels, since Hender-
son published his method in 1949, is animal breeding (Henderson, 1984). For exam-
ple, a model may incorporate fixed effects such as herd management technique, year
of birth and sex of animal; random effects include the genetic merit of the animals the
prediction of which is the main aim of the modelling (Mrode, 2005). Another area of
application is for longitudinal data. A set of treatments may be randomised among
a number of experimental units and measurements of the response variable taken at
successive times on each unit, producing correlated randomerrors (Diggle et al., 2002).
In addition, spatial analysis, the focus here, has seen increasing emphasis placed on
the linear mixedmodel, where it plays a major role in model-based geostatistics.
1.5 Geostatistical linearmixedmodel
1.5.1 Model specification
A univariate geostatistical linear mixed model may take the same basic form as
that in Equation 1.17 and, with slightly amended notation, can be written
y = Xτ+Z um+es . (1.29)
The spatial data here, with superscripts denoting dimensions, is denoted by
y (n×1), which is a spatially referenced variable being a realisation of an unobserv-
able stochastic process. Observations are made at n distinct sampling locations,
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s =
(
s ′1 · · · s′n
)′
, s
i
∈R2, i = 1, . . . ,n ; for convenience we write y rather than y(s). The
model matrix for the fixed effects, τ(a×1), is X (n×a); τ often consists of the coefficients
of a polynomial in the spatial coordinates. There are two components of random
effects in this basic model. The vector u(n×1)m consists of random effects assumed
to be independent measurement errors (the “nugget”) with incidence matrix typi-
cally Z = In ; measurement errors are assumed to be independent and identically dis-
tributed, have variance matrix, G =σ2mIn , and so um ∼N(0,σ2mIn) . The residual error
term, es, models spatially correlated random errors and has variance matrix, σ
2
sRs ,
where Rs is a correlationmatrix; thus, es ∼N(0,σ2sRs) . Random effects, um and es, are
assumed to be mutually independent. The distributional specification of y is given by
y ∼N
(
Xτ, σ2s (γIn +Rs)
)
, (1.30)
where γ=σ2m
/
σ2s . The parameterisation using the variance ratio, γ, is to ensure iden-
tifiability of the variance model (Cullis et al., 2004, pp. 52-53).
While the basic form of Equation 1.29 is the same as that of Equation 1.17, the
difference is that the roles of u and e are reversed. The residual error term in Equa-
tion 1.29models spatial correlation rather than independent random errors. This form
of the model can be used where there are no replicated observations (that is, where
observations are made at unique locations). The mixed model equations for this form
of the model are appropriately modified in relation to those in Equation 1.25. If there
are replicated observations, the form of the model must be used where the residual
error term, e , models independent, random errors (Haskard et al., 2007, p. 150).
1.5.2 Prediction of new observations
The aim of creating a model for a spatial random variable is often to predict the
value of that variable at an unsampled location. The value to be predicted at any such
location is
yp = x ′pτ+0um+esp , (1.31)
where the subscript “p” denotes prediction. We do not wish to include the nugget
effect, um, in our prediction, as it is assumed to be due to measurement error; in
otherwords, the predicted value ismarginal on themeasurement error in the observed
values. At a location which is not a sampling location, the E-BLUP of um is zero. At a
sampling location, on the other hand, the observed value of the response variable, yo,
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with the subscript “o” indicating observed, is yo = yp+ump, where ump is themeasure-
ment error; that is, the predicted value at a sampling location is not necessarily equal
to the observed value (Lark et al., 2006, p. 792).
The predicted value of y at a particular unsampled location, sp, in the area of
interest can be denoted by y˜p and is given by (Cullis et al., 2005, p. 42)
y˜p = x ′pτ̂+r ′poR−1s e˜s , (1.32)
where τ̂ is the E-BLUE of τ; e˜s are the E-BLUPs of the spatially correlated residual
errors at the sampling locations; denoting the spatially correlated error at sp by esp,
the correlations between the spatial error at the prediction location, sp, and the spatial
errors at the sampling locations, s, are r ′po = cor(esp, es ). The E-BLUPs of yp at N
unsampled target points, namely, y˜p =
[
y˜p1
y˜p2
· · · y˜pN
]′
, can be expressed as
y˜p = X pτ̂+RpoR−1s e˜s , (1.33)
where X p is the model matrix of fixed effects at the prediction locations; Rpo is the
matrix of correlations between spatial errors at unsampled prediction locations and
sampling points and is constructed from r po in the following way. The first row of Rpo
consists of the correlations between the first prediction location and each sampling
point,
[
r11 r12 . . . r1n
]
. The ij th element of the matrix is the correlation, r
i j
, between
the spatial error at the i th prediction location and that at the j th sampling point. The
matrix is of dimensionsN rows and n columns:
r11 r12 . . . r1n
r21 r22 . . . r2n
...
...
. . .
...
r
N1 rN2 . . . rNn
 .
To compute the E-BLUPs of y , the procedure outlined previously is followed.
A convenient equation for computing these E-BLUPs, y˜p, can be derived, following
Cullis et al. (2005). The BLUP of yp given in Equation 1.33 can be written as
y˜p =Wpβ˜+RpoR−1s e˜s , (1.34)
where Wp = [X p 0 ] and β˜ = [τ̂′ u˜′m]′. To obtain an equation that is straightforward
to use for computation of predicted values, we express e˜s in an alternative form, which
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incorporates the generalised projectionmatrix,P , from Equation 1.20 expressed in the
equivalent form (Cullis et al., 2004, pp. 70-71)
P = R−1s −R−1s W C−1W ′R−1s . (1.35)
The E-BLUPs of the residual errors are given by (Cullis et al., 2004, p. 73)
e˜s = RsP y . (1.36)
Substituting for P from Equation 1.35 and using the general result for β˜ in Equa-
tion 1.27 gives
e˜s = Rs
(
R−1s −R−1s W C−1W ′R−1s
)
y
= y −W β˜ , (1.37)
where y is the data vector and W = [X In]. Combining Equation 1.34 with the alter-
native form of es in Equation 1.37 produces
y˜p =Wpβ˜+RpoR−1s
(
y −W β˜
)
=
(
Wp−RpoR−1s W
)
β˜+RpoR−1s y , (1.38)
whereWp = [X p 0], W = [X In] and Rpo and Rs are either both correlationmatrices
or both variance-covariance matrices (Gilmour et al., 2004, p. 582). The form of this
equation is straightforward to use computationally. It will be called the R form of the
prediction equation to distinguish it from an alternative form to be called the H form,
which will be developed later.
While the form of Equation 1.38may be convenient to code for computing, it re-
quires the correlation or covariance matrix, Rs, to be inverted. In a univariate model
with a data set of size n , thismatrix is of dimensionn×n. This computational problem
is a shared problem, whether the parameter estimation technique is REML, maximum
likelihood or Bayesian (for the Bayesian case, see Diggle & Ribeiro Jr., 2007, p. 163, for
example). This difficulty is magnified in large spatial data sets where observations are
irregularly spaced and the matrix, Rs, as a result, has little regular structure. The par-
ticular computational problem here is that many elements in the spatial correlation
matrix are likely to be non-zero and inverting such amatrix involves a heavy computa-
tional load (Haskard et al., 2007, p. 158). Matrices with a large number of zeros, known
as “sparse” matrices, are computationally easier to invert. Methods to improve com-
putational efficiency by overcoming a lack of sparsity in matrices are an area of active
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research and include techniques which effectively increase the number of zeros in the
target matrix. The aim of increasing the effective number of zeros is to require only
the calculations not involving the zero values to be carried out, thus reducing the com-
putational burden (Tewarson, 1973, p. 3). Computational considerations for different
patterns of sparsity in matrices are outlined in Press et al. (2002, s. 7.4).
1.5.3 Variance of the prediction error
The variance of the prediction error, using Equation 1.31 rewritten for yp and
Equation 1.38, is
var(y˜p− yp)= var
[
(Wp−RpoR−1s W )β˜+RpoR−1s y − (Wpβ+esp)
]
.
As y =Wβ+es, where y is the data vector, β is the vector of true values of τ and u and
es is the vector of residuals, the variance of the prediction errors can be written as
var(y˜p− yp)= var
[
(Wp−RpoR−1s W )β˜+RpoR−1s (Wβ+es)−Wpβ−esp
]
= var
[
(Wp−RpoR−1s W )β˜− (Wp−RpoR−1s W )β+RpoR−1s es−esp
]
= var
[
(Wp−RpoR−1s W )(β˜−β)+RpoR−1s es−esp
]
.
This expression can be put into a convenient form for computation by using the fol-
lowing relationships:
• firstly, var(β˜−β) = σ2sC−1, where C is the appropriate coefficient matrix for
the mixed model equations, as illustrated in Equation 1.26 (Cullis et al., 2004,
pp. 98-99);
• secondly, using a result for the variance of the (sum or) difference of two vectors
given in Appendix A,
var
(
RpoR
−1
s es−esp
)
= var
(
RpoR
−1
s es
)
+var(esp)
−cov
(
RpoR
−1
s es,esp
)
−cov
(
esp,RpoR
−1
s es
)
=σ2sRpoR−1s Rs
(
RpoR
−1
s
)′+σ2sRpp
−σ2sRpoR−1s Rop−σ2sRpo
(
RpoR
−1
s
)′
=σ2s
(
Rpp−RpoR−1s R ′po
)
,
(1.39)
where Rpp is the matrix of correlations among the residual errors at the predic-
tion locations and Rop = R ′po;
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• thirdly, the terms, (β˜ − β) and
(
RpoR
−1
s es − esp
)
are independent and so,
cov
(
β˜−β, RpoR−1s es−esp
)
= 0.
Using the three relationships above, the equation for computing the variance of the
prediction errors can now be written in a form convenient for computation as
var(y˜p− yp)= var
[
(Wp−RpoR−1s W )(β˜−β)
]
+var
(
RpoR
−1
s es−esp
)
=σ2s
[
(Wp−RpoR−1s W )C−1(Wp−RpoR−1s W )′
+Rpp−RpoR−1s R ′po
]
,
(1.40)
where the various component matrices are as described above. This equation is of the
same form as that given by Gilmour et al. (2004, p. 583). As previously mentioned, the
particular form of the coefficient matrix,C , will be specified in context. The individual
variances of the prediction errors are given by the vector of diagonal elements of the
matrix given byEquation 1.40. Aswas the case for the predictions themselves, this form
of the equation for the variances of the prediction errors will be termed the R form to
distinguish it from an alternative and equivalent form, the H form, to be introduced
later.
Stating expressions such as Equation 1.38 for computing predicted values and
Equation 1.40 for prediction error variance is useful for practitioners as it shows ex-
plicitly how to compute predicted values and estimates of their uncertainty. This is
not always clear when using software packages with built-in routines for obtaining
these quantities. Providing those expressions and their derivation here give practi-
tioners who want to gain a better understanding of how predictions from linear mixed
models are obtained some opportunity to do so. Understanding the expressions and
their derivation clearly requires some familiarity with linear algebra and it is for practi-
tioners motivated to gain such an understanding that the preceding (and later) devel-
opment is aimed. Appreciating how a model and its predictions are related can only
deepen understanding of the connections among a physical system under study, data
sampled from that system, statistical models of aspects of that system and predictions
of the behaviour of the system obtained from themodel, together with estimates of the
prediction error. In the animal science context, an animal breeder, who is interested
in breeding values of individual animals, can deepen their understanding of breed-
ing values by applying themselves to the linear algebra of linear mixedmodels and the
correlation structures of animal pedigrees. Researchers in the earth sciences can bene-
fit in the same way from thematerial developed here.
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1.5.4 Geostatistical linear mixed model with two random terms:
further results
The mixed model equations for the model with two random terms in Equa-
tion 1.29 can be expressed as (Cullis et al., 2005, p. 42)[
X ′R−1s X X
′R−1s
R−1s X R
−1
s +γ−1m In
][
τ̂
u˜m
]
=
[
X ′R−1s y
R−1s y
]
(1.41)
and in expanded form as
X ′R−1s X τ̂+X ′R−1s u˜m = X ′R−1s y (1.42a)
R−1s X τ̂+
(
R−1s +γ−1m In
)
u˜m = R−1s y . (1.42b)
Absorbing Equation 1.42a into Equation 1.42b, u˜m can be expressed in terms of τ̂ as(
R−1s +γ−1m In
)
u˜m = R−1s
(
y −X τ̂
)
u˜m =
(
R−1s +γ−1m In
)−1
R−1s
(
y −X τ̂
)
. (1.43)
From Equation 1.37, with W = [X In], β˜=
[
τ̂′ u˜′m
]′
and substituting the expression
for u˜m in Equation 1.43,
e˜s = y −W β˜
= y −X τ̂−u˜m
=
[
In −
(
R−1s +γ−1m In
)−1
R−1s
](
y −X τ̂
)
= Rs
[
R−1s −R−1s
(
R−1s +γ−1m In
)−1
R−1s
](
y −X τ̂
)
= Rs
(
Rs+γmIn
)−1 (
y −X τ̂
)
. (1.44)
The second last line above uses the following matrix identity, where S and T are sym-
metricmatrices (Henderson & Searle, 1981),(
S +U TU ′
)−1 = S−1−S−1U (T −1+U ′S−1U )−1U ′S−1 , (1.45)
which gives, on substituting S = Rs,U = In and T = γmIn ,(
Rs+γmIn
)−1 = R−1s −R−1s (R−1s +γ−1m In)−1R−1s . (1.46)
1.5.4.1 Prediction of the response variable
The R form of the equation for calculating the E-BLUPs of yp for themodel speci-
fied by Equation 1.29 has been given in Equation 1.38. The equivalent H form will now
be derived from the results above.
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A general form for the E-BLUP of yp is given in Equation 1.34 and, with
Wp = [X p 0] and β˜ = [τ̂′ u˜′m]′ and using the result in Equation 1.44 above, can be
written
y˜p =Wpβ˜+RpoR−1s e˜s
= [X p 0][τ̂′ u˜′m]′+RpoR−1s Rs
(
Rs+γmIn
)−1
(y −X τ̂)
= (X p−RpoH−1X )τ̂+RpoH−1y , (1.47)
where H = Rs+γmIn . Equation 1.47 is the H form of the prediction equation for y˜p.
1.5.4.2 Variance of the prediction error
The starting point for the H form of the result for the variance of the prediction
error for the model in Equation 1.29 is
var(y˜p− yp)= var
[
(X p−RpoH−1X )τ̂+RpoH−1y − (X pτ+esp)
]
, (1.48)
using Equations 1.31 and 1.47. To obtain the required result, it is convenient to de-
fine the full spatial residual, e∗s , acknowledging that um includes micro-scale spatial
variation, as
e∗s = um+es , (1.49)
and so, y = X τ+ e∗s . Using this result and following the development on page 35, the
above equation for var(y˜p− yp) can be written
var(y˜p− yp)= var
[
(X p−RpoH−1X )τ̂+RpoH−1(Xτ+e∗s )− (X pτ+esp)
]
= var
[
(X p−RpoH−1X )τ̂− (X p−RpoH−1X )τ+RpoH−1e∗s −esp
]
= var
[
(X p−RpoH−1X )(τ̂−τ)+RpoH−1e∗s −esp
]
. (1.50)
This expression can be put into a computationally convenient form by noting:
• firstly, denoting the coefficient matrix of the mixed model equations (Equa-
tions 1.41) byC , the inverse ofC can be partitioned
C−1 =
[
C 11 C 12
C 21 C 22
]
, (1.51)
with details given by Cullis et al. (2004, p. 69); further (Cullis et al., 2004, pp. 69,
98-99),
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var(β˜−β)= var
[
τ̂−τ
u˜m−um
]
=σ2sC−1
and hence, var(τ̂−τ)=σ2sC 11
=σ2s
(
X ′H−1X
)−1
; (1.52)
incidentally, var(τ̂−τ)= var(τ̂), as τ is a constant;
• secondly, similarly to the result in Equations 1.39,
var
(
RpoH
−1e∗s −esp
)
= var
[
RpoH
−1(um+es)
]
+var(esp)
−cov
[
RpoH
−1(um+es), esp
]
−cov
[
esp, RpoH
−1(um+es)
]
=σ2sRpoH−1H
(
RpoH
−1)′+σ2sRpp−σ2sRpoH−1Rop−σ2sRpo(RpoH−1)′
=σ2s
(
Rpp−RpoH−1R ′po
)
,
(1.53)
noting cov (um, esp)= 0, cov (es, esp)=σ2sR ′op and Rop = R ′po;
• thirdly, the terms (τ̂ − τ) and
(
RpoH
−1e∗s − esp
)
are independent and so
cov
(
τ̂−τ,RpoH−1e∗s −esp
)
= 0.
Using the three results above, Equation 1.50 can be rewritten to give the H form of the
equation for computing the variance of the errors of prediction,
var(y˜p− yp)=σ2s
[
(X p−RpoH−1X )
(
X ′H−1X
)−1
(X p−RpoH−1X )′+Rpp−RpoH−1R ′po
]
.
(1.54)
This result is equivalent to the R form given in Equation 1.40. The individual variances
of the prediction errors are given by the vector of diagonal elements of thematrix given
by Equation 1.54.
1.5.4.3 Equivalent forms of results for predicted values and variance of the predic-
tion error
Two equivalent forms of result have been derived for the prediction of new
observations and for the variance of the error of prediction. These forms have been
termed the R form and theH form, based on their componentmatrices. As these forms
are used for computation, the structure of any componentmatrices that need to be in-
verted is a consideration. It is computationally easier to invert Rs than H = γmIn +Rs.
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Correlationmatrices are often computationally easy to invert as, in some cases, an ana-
lytic form exists for the inverse. This is so, for example, for the n×n correlationmatrix
for an exponential correlation structure, where ρ(d)= e−d/φ , d = 0,1,2, . . . ,n , with d the
interval (in space or time) between observations (Healy, 2000, pp. 41-42). While H is
symmetric and algorithms exist for computing the inverse of symmetric matrices, it
may not be as computationally easy to invert as a correlation matrix. In developing
computer code, it is more efficient to calculate once and store for later use computa-
tionally intensive objects rather than to repeatedly compute them each time they are
needed.
1.6 Structure of the thesis
This thesis examines Gaussian spatial models in a model-based geostatistical
framework based on the above model specification. The thesis is written around case
studieswhich are particularly relevant for soil scientists. The software used for all anal-
yses is ASReml-R (Butler et al., 2009), an R software (R Development Core Team, 2010)
package which fits the linear mixed model using REML. The capacity of ASReml-R for
modelling spatial correlation is extensively exploited, allowing for the overheads of the
S language, which restrict the size of data sets for which modelling is feasible because
of memory limitations (Butler et al., 2009, p. 1).
The starting point for the investigation is univariate modelling of a continuous
response variable, namely, soil organic carbon, frommeasurements made on samples
from a cropping field in which four soil classes had been identified. The sampling stra-
tegy incorporated a stratified random sampling design based on the area occupied by
each soil class in the field together with supplementary sampling to improve spatial
coverage. Soil cores were taken at a number of sampling locations before a crop of
sorghum was planted. Another set of soil cores was sampled at the same locations
(within the accuracy of the GPS used) after the crop had been harvested, some six
months later. The percentage by weight of soil organic carbon was measured at each
of three depths down each core. This produced a set of measurements of soil organic
carbon for each soil class at two time points and, within each time point, at three soil
depths. The overall aim of the study is to model soil organic carbon over time and
depth. A clearmodelling process is followed,beginningwith exploratory data analysis,
an important part of which is determiningwhether the spatial process can be assumed
to be second-order stationary. The othermajor focus of exploratory analysis is to inves-
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tigate the degree to which directional correlation effects are evident. In the next stage
of themodelling process,models are constructedwith the components suggested from
the exploratory data analysis and are compared using likelihood ratio tests and some
pragmatism to arrive at the most parsimonious model for the response. Equations for
obtaining predictions and the variance of the prediction errors are derived. These re-
sults extend already well-known results by including a third random term, namely, for
random soil class effects. Given the preferred model, maps of the predicted values of
soil organic carbon for each of the six time-depth combinations and the associated
variance of the prediction errors (or mean squared errors of prediction) are then pro-
duced. The maps are both the end product of the modelling process and a tool that
can be used to inform the agriculturalmanagement practices for the cropping field. In
addition, a guide to best practice in geostatistical modelling is developed on the basis
of the modelling process undertaken.
Following univariate modelling of soil organic carbon, bivariate models for this
response variable are investigated, the jointly distributed random variables being pre-
and post-harvest observations at each soil depth. This takes advantage of the expected
correlation over time between each pair of variables to improve inference from these
fitted models. A similar modelling process is employed as previously and character-
istics of the preferred types of univariate models for these data sets are used to guide
bivariate model selection. Equations for obtaining predictions and the variance of the
prediction errors are extended to the bivariatemodel; maps of both are also produced.
Bivariate modelling of the soil organic carbon data is then taken to its natural
extension at the multivariate level, where both time points and the three soil depths
are incorporated in a single model to exploit the advantages of correlations among
response variables and to maximise the amount of information about the spatial pro-
cess in the model. Modelling here is also guided by the results of the bivariate model-
ling process. Equations for predictions and the variance of the prediction errors are
extended to the multivariate case and maps of both quantities produced. The vari-
ance of the prediction errors for all models is compared to gauge the extent to which
multivariate (includingbivariate)models are superior to univariatemodels. Themulti-
variatemodel of soil carbon developed, over the two time and three space dimensions,
is novel to soil science and provides a valuable foundation for future extension.
The finalmodelling section of the thesis examines univariatemodels for spatially
sampled data consisting of small counts; such data do not follow a Gaussian distribu-
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tion but rather a discrete distribution, such as a Poisson or negative binomial distri-
bution with possibly an additional distribution component to accommodate the large
number of zero values in the data. These data sets are modelled within a Gaussian
framework using Box-Cox transformationswith the process for determining appropri-
ate transformations being investigated from a practical modelling perspective, as in
the previous section. Directional correlation effects are examined in some detail and
a diagnostic technique based on the variogram is used to refine the model selection
process where directional correlation effects are perhapsmarginally evident.
Lastly, issues arising from this modelling and pointing to further research are
outlined. The usefulness of multivariate models is discussed in relation to the diffi-
culty of fitting them and the limitations of software. Possible extensions to the model-
ling undertaken are suggested. The detailed derivation of results provides the prac-
titioner interested in deepening their understanding of the computational aspects of
their modelling with some tools to do so. The overall model-based approach to spatial
modelling used here is recommended to researchers using Gaussian spatial models
as a demonstration of best practice in the field, as advocated by various practitioners
(Stein, 1999; Lark et al., 2006; Diggle & Ribeiro Jr., 2007). The guide to best practice de-
veloped in the thesis provides a clear and detailed framework for researchers to follow
in using a model-based framework in geostatistical modelling.
Chapter 2
Univariate models for continuous data
2.1 Soil organic carbon
In this period of debate on global warming, one of the central questions is how
to manage carbon and, in particular, how to reduce carbon emissions into the Earth’s
atmosphere. The largest terrestrial reservoir of organic carbon is the soil and, conse-
quently, the interaction between the soil carbon pool, land use, vegetation commu-
nities and the atmosphere is of great interest. The amount of organic matter in soil is
determinedby the balance between that contributedby plant and animal residues and
that removed throughdecomposition by soil organisms. Knowledge of the distribution
in soil of organic carbon is important for sustainable landmanagement, particularly in
the context of agriculture. The amount of organic carbon in soil generally decreases
with depth. A crude indication of this distribution is that half the organic carbon in
the depth range 0 to 100 cm lies in the top 30 cm of the soil (Batjes, 1996, p. 158). The
relative amounts of organic carbon in topsoil and subsoil are influenced by land use,
landmanagement practices, climate, soil type and natural events such as fire and flood
(Charman & Roper, 2000, p. 266; Hiederer, 2009, p. 6).
Soil organicmatter is present in a number of different forms andmay be broadly
classified into three physical categories (White, 1997). Debris from plants and animals
that has most recently been added to the soil and that can be separated from soil par-
ticles by mechanical means can be termed “macro organic matter”. Such debris that
has undergone some degree of biochemical change and that can bemechanically sep-
arated also by disrupting soil aggregates comprises the “light fraction” of soil organic
matter. Organic matter that has been biochemically altered to such an extent that it
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adheres to soil mineral particles, particularly clay, and that requires strong chemical
treatment to separate it comprises the “humified fraction”. The constituents of soil
organic matter are composed of elements such as nitrogen, phosphorus and sulphur
aswell as carbon. The relationship between soil organicmatter and soil organic carbon
is that a givenmass of soil organic carbon corresponds to approximately 1.72 times that
mass of soil organic matter (Young & Young, 2001).
There are two main techniques for measuring soil organic carbon: wet oxidation
and combustion (Rayment & Higginson, 1992). The wet oxidation method recovers
approximately 80 per cent of organic carbon depending on soil type and the depth at
which the soil sample was taken. Themethod can bemodified to capture total organic
carbon. Both variations require a correction for saline soils. Some combustion proce-
dures require a soil pre-treatment for carbonates. Soil organic carbon measurements
may give only an approximation to the true amount of organic carbon present, de-
pending on themeasurementmethod used (Batjes, 1996).
2.1.1 Study aims and site
The original study from which the current data set is taken was undertaken by
Shatar (2002) for a PhD thesis. The data set used here was part of a larger data set
originally collected for that study and is unpublished.
The aims of Shatar’s project were to study the spatial variability of a number of
soil properties in agricultural fields and the effect of those properties on crop yield.
The change in certain soil properties over time was also to be investigated. The in-
sights gainedwere to be applied to themanagement of crops on a site-specific basis to
improve the efficiency of production.
The investigation here will pursue those aims through studying soil organic
carbon levels measured in a cropping field before the planting and after the harvest
of a sorghum crop.
The study site from which Shatar collected the original data is a field on a farm
20 kilometres east of Moree in northernNew SouthWales. The field was used for grow-
ing durum wheat in rotation with sorghum or chickpeas. A common pattern for such
a rotation in this agronomic region is a winter wheat crop, then a long fallow until
spring of the following year, a summer crop of sorghum then another (twelve month)
2.1. Soil organic carbon 45
long fallow until autumn of the next year when wheat is again planted; an opportunity
crop of chickpea is often grown as a break crop in one of the summers (Wolfe &Cregan,
2003, p. 309). In this particular field, a sorghum crop was sown and harvested in the
year of data collection; the previous year, the field had been left in fallow and in the
three years prior to that, wheat had been grown.
Shatar used a systematic design for sampling, where strata were constructed
using a k-means clustering technique from a number of variables characterising soil
properties. Four strata (from now on called “soil classes”) were constructed and 100
sampling locations were allocated across the four soil classes based on the fraction
of the total area of the field occupied by the given soil class. Within each soil class,
sampling locations were randomly allocated. An extra twenty-six sampling points
were then added to the largest unsampled areas to improve spatial coverage. The de-
sign did not specifically include any points close enough together to allow short-range
variation to be well estimated. The full set of 126 sampling locations together with
the areas characterising the four soil classes is shown in Figure 2.1a. The number
of sampling locations and selected soil properties for each soil class are shown in
Table 2.1. Samples were taken before sorghum was sown in the field and again ap-
proximately eightmonths later after the crop had been harvested. Measurementswere
made at each of three depth ranges down the soil profile at each sampling point; those
depth ranges were 0 to 15 cm, 15 to 30 cm and 30 to 90 cm. Variables measured were
soil organic carbon (reported as the percentage of organic carbon in increments of 0.1
per cent) and a number of other soil chemical characteristics. The laboratory method
used for measuring soil organic carbon was the wet oxidation method developed by
Walkley and Black (Rayment & Higginson, 1992); the measurements of organic carbon
reported are uncorrected for total organic carbon.
A very general picture of the soil classes is provided by the brief descriptive statis-
tics of some characteristics given in Table 2.1. As shown in Figure 2.1a, soil class 1,
mainly a Red Chromosol, occupies a wedge-shaped area beginning on the western
edge of the field and tapering towards the east and accounts for approximately one
fifth of the area of the field. The area occupied by this soil can also be seen on the aerial
photograph of the field shown in Figure 2.1b. The relatively small areas of soil class 2,
where themain soil type is specified as an eroded Vertosol, are mainly on the northern
edge of the field in eroded areas and again can be seen on the photograph. Soil classes
3 and 4, consisting mainly of a Grey and Brown Vertosol respectively, occupy the rest
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(a) Sampling locations and soil class areas. Each colour de-
notes a different soil class; sampling locations are shown with
a different symbol for each soil class.
(b) Aerial photograph of field with approximate
border of study area shown.
Figure 2.1: West Creek Study area.
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Table 2.1: Mean values of properties of topsoil (0-30 cm) and subsoil (30-90 cm)
for each of the four soil classes with the number of data points per class. Yield is a
three-year average of wheat yields.
Depth
Soil Sampling Yield Predominant 0-30 cm 30-90 cm
class locations (kg/ha) soil type Clay Silt Sand Clay Silt Sand
(% wt) (% wt) (% wt) (% wt) (% wt) (% wt)
1 23 4300 Red Chromosol 25 14 61 44 11 45
2 8 3440 Eroded Vertosol 32 16 52 36 14 50
3 53 5260 Grey Vertosol 45 15 40 52 14 34
4 42 4720 Brown Vertosol 40 17 43 48 15 37
of the field, covering approximately 75 per cent of the total area. Soil classes 3 and
4 (Vertosols) have the highest clay content both in the topsoil and subsoil; consistent
with this, they also seem to produce on average higher wheat yields than the other two
soil classes. Levels of soil organic carbon are generally expected to be higher in soils
with higher clay content. This expectation is supported here by the darker colour in
the photograph of the area occupied by those soil classes compared with the colour of
the areas of soil classes 1 and 2. The broad correspondence between the photograph
and the diagram of constructed soil classes gives some support to the validity of those
soil classes. Further comments about properties of the different soil classes are made
below after the data set has been checked.
In this chapter, models will be developed for each of the response variables,
namely, soil organic carbon for the six combinations of time (pre- and post-harvest)
and soil layer (layers 1, 2 and 3). These univariate models will provide an initial indi-
cation of some characteristics of the types of model that may be appropriate for later
bivariate modelling of pre- and post-harvest soil organic carbon for each soil layer.
The bivariatemodels, in turn, will help inform the final stage of modelling soil organic
carbon with a joint model across the six combinations of time and soil layer.
2.2 Univariate geostatisticalmodel
2.2.1 Model specification
The geostatistical linear mixed model fitted here is an extension of the basic
geostatistical linear mixed model specified by Equation 1.29 on page 31, and may be
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written
y = Xτ+Z cuc+um+es . (2.1)
The spatial data here is denoted by y (n×1), with superscripts denoting dimensions.
Observations are made at n distinct sampling locations, s =
(
s ′1 · · · s ′n
)′
, s
i
∈ R2,
i = 1, . . . ,n ; for convenience we write y rather than y(s). The model matrix for the
fixed effects, τ(a×1), is X (n×a); τ is often the coefficients of a polynomial in the spatial
coordinates. There are a number of components of random effects. Soil class effects,
u(b×1)c , are considered random effects, for reasons explained below, and are assumed
independent and identically distributed, have incidence matrix, Z (n×b)c , and variance
matrix, Gc = σ2cIb , so that uc ∼N(0,σ2cIb) . Measurement errors, u
(n×1)
m , often known
as nugget effects in geostatistics, have incidencematrix, Z m = In , which is omitted, are
also assumed independent and identically distributed, have variance matrix, σ2mIn ,
and so um ∼ N(0,σ2mIn) . The spatially correlated random errors, es, have variance
matrix, σ2sRs , and thus, es ∼N(0,σ2sRs) . Random effects, uc , um and es are assumed
to be pairwise independent.
As described in Section 2.1.1, sampling intensity was partly based on the area
occupied by each of the four soil classes identified in the study area. Consequently, in
the above model specification, a term for soil class is included to respect the sampling
design. Whether soil class is included in themodel as a fixed or random effect needs to
be determined. To decide this question, the criterion used is whether the levels of soil
class could be considered to be a random sample from a population of values which
have a distribution; if this criterion is satisfied, the effects are considered random
effects and, if not, they are considered fixed constants and, so, fixed effects (McCul-
loch et al., 2008, pp. 17-18). Viewing the four soil types identified in the field as distinct
classes and, therefore, not arising from a probability distribution, it may appear justi-
fied to include soil class in the model as a fixed effect. As Figure 2.1 shows, there are,
however, no clear boundaries separating different regions of one soil class from other
regions of the same class. From this point of view, the soil classes are not replicated and
there is no randomisation of soil classes across the study area, randomisation clearly
being impossible in such an observational study. These considerations argue against
including soil class in the model as a fixed term. The soil classes here were created by
a k-means clustering technique, as described earlier, and this suggests that the classes
produced were not part of a preconceived soil classification system. Some pedomet-
ric soil analysis was carried out to identify the predominant soil type present in each
soil class, as described earlier and reported in Table 2.1. However, this pedometric
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analysis is indicative only and simply supports some consistency in the results of the
k-means clustering technique. It has been recognised in the field of soil science for sev-
eral decades that naturally occurring bodies of soil are not separated by sharp bound-
aries but rather characterised by amore or less gradual change in properties across the
landscape (Webster, 1968, pp. 356-357; Odgers et al., 2011, p. 38). While there have
been four broad soil classes identified in the study area, there is no quantitative de-
scription of how close to or distant from one another those soil classes are. From this
perspective, each particular soil property of those soils could be considered to have
a probability distribution in space. In addition, the particular property studied here,
namely, soil organic carbon, is affected by a number of factors of natural and human
origin, as mentioned above. As a result, the levels of soil organic carbon across a par-
ticular landscape can realistically be considered not to be at fixed levels determined by
categorical soil classes, for example, but rather characterised by gradation. The cri-
terion of McCulloch et al. (2008) for deciding whether a particular model term should
be fixed or random suggests that soil class here be included in the model as a random
term.
The model specified in Equation 2.1 allows the mean of each (random) soil class
to be predicted. Considering the data in relation to each soil class as a random selec-
tion of measurements on a theoretical population for each soil class, themean of each
soil class is then the mean of each soil class given the observed data; that is, the mean
is the conditional mean of the soil class random effects given the observed (realised)
data values, E
(
uc
∣∣y) (McCulloch et al., 2008, p. 169).
The random term, um, includes both micro-scale variation and measurement
error, which are noted on page 3. Without replicate observations at a number of loca-
tions, it is not possible to estimate measurement error separately from micro-scale
variation. If there are replicate observations, the form of the model given in Equa-
tion 1.29 cannot be used; measurement error must then be modelled through the
residual error term, e, and spatial correlation through a random effects term, u. More
detail is provided in Cullis et al. (2005, p. 33) and Haskard et al. (2007, pp. 149-150).
2.2.2 Geostatistical linearmixedmodel with three random terms
The difference between the geostatistical linear mixed model given in Equa-
tion 1.29 and that in Equation 2.1 is that the former model has two random terms and
the latter has three. An equation for the E-BLUPs of y for the former model is given by
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Equation 1.38. The randomeffects for soil class in themodel in Equation 2.1 need to be
incorporated into the predicted values of y . This section extends the results derived in
Sections 1.5.1 and 1.5.4 for a geostatistical linear mixedmodel with two random terms
to a model with three random terms. Some results for e˜s and u˜m will be derived from
the mixed model equations where there are three random terms and these results will
be used in developing results for predicting new observations and determining the
variance of the prediction errors.
Assuming  ucum
es

∼N
00
0
 ,
Gc 0 00 σ2mIn 0
0 0 σ2sRs
 , (2.2)
the mixedmodel equations for
 τuc
um
 are
X
′R−1s X X
′R−1s Z c X
′R−1s
Z ′cR
−1
s X Z
′
cR
−1
s Z c+G−1c Z ′cR−1s
R−1s X R
−1
s Z c R
−1
s +γ−1m In

 τ̂u˜c
u˜m
=
X
′R−1s y
Z ′cR
−1
s y
R−1s y
 . (2.3)
This equation can be written as
Cβ˜=W ′R−1s y , (2.4)
where
W =
[
X Z c In
]
(2.5)
and C is thematrix of coefficients in Equation 2.3 and here is
C =
X
′
Z ′c
In
R−1s [X Z c In]+
0 0 00 G−1c 0
0 0 γ−1m In

=W ′R−1s W +D , (2.6)
with D the block diagonal matrix shown. The solution, β˜, to the mixed model equa-
tions in Equation 2.4 is
β˜=
 τ̂u˜c
u˜m
 . (2.7)
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To simplify the solution of these mixed model equations, we define the following ma-
trices with dimensions shown as superscripts
W (n×(a+b))∗ =
[
X (n×a) Z (n×b)c
]
, G ((a+b)×(a+b))∗ =
[
0(a×a) 0(a×b)
0(b×a) G−1c
]
and β∗ =
[
τ
uc
]
, (2.8)
where G−1c is of dimension b×b. The mixed model equations (Equations 2.3) can be
rearranged as follows,
[
X ′
Z ′c
]
R−1s
[
X Z c
]
+
[
0 0
0 G−1c
] [
X ′
Z ′c
]
R−1s
R−1s
[
X Z c
]
R−1s +γ−1m In


[
τ̂
u˜c
]
u˜m
=

[
X ′
Z ′c
]
R−1s y
R−1s y
 or
[
W ′∗R
−1
s W∗+G∗ W ′∗R−1s
R−1s W∗ R
−1
s +γ−1m In
][
β˜∗
u˜m
]
=
[
W ′∗R
−1
s y
R−1s y
]
, (2.9)
where γm =σ2m
/
σ2s . From Equation 2.9,(
W ′∗R
−1
s W∗+G∗
)
β˜∗+W ′∗R−1s u˜m =W ′∗R−1s y (2.10a)
R−1s W∗β˜∗+
(
R−1s +γ−1m In
)
u˜m = R−1s y . (2.10b)
Absorbing the equation for β˜∗ from Equation 2.10a into Equation 2.10b gives
R−1s W∗
(
W ′∗R
−1
s W∗+G∗
)−1 (
W ′∗R
−1
s y −W ′∗R−1s u˜m
)
+
(
R−1s +γ−1m In
)
u˜m = R−1s y ,
which yields
[
R−1s −R−1s W∗
(
W ′∗R
−1
s W∗+G∗
)−1
W ′∗R
−1
s +γ−1m In
]
u˜m
=
[
R−1s −R−1s W∗
(
W ′∗R
−1
s W∗+G∗
)−1
W ′∗R
−1
s
]
y . (2.11)
This gives (
S∗+γ−1m In
)
u˜m = S∗y , (2.12)
where S∗ = R−1s −R−1s W∗
(
W ′∗R
−1
s W∗+G∗
)−1
W ′∗R
−1
s ; this expression cannot be sim-
plified as G∗ is singular (Henderson & Searle, 1981, p. 57). The inverse matrix,(
W ′∗R
−1
s W∗+G∗
)−1
, exists as, from the definitions of W ∗ and G∗ above,
W ′∗R
−1
s W∗+G∗ =
[
X ′R−1s X X
′R−1s Z c
Z ′cR
−1
s X Z
′
cR
−1
s Z c+G−1c
]
, (2.13)
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which is of the same form as the matrix, C , in Equation 1.26. Continuing from Equa-
tion 2.12, therefore,
u˜m =
(
S∗+γ−1m In
)−1
S∗y . (2.14)
An alternative equation for u˜m can be obtained from Equation 2.10b and is
u˜m =
(
R−1s +γ−1m In
)−1
R−1s
(
y −W∗β˜∗
)
. (2.15)
For the model here with three random terms, the general result for the E-BLUP of the
spatial residual vector, e˜s, given by Equation 1.37, namely,
e˜s = y −W β˜ ,
has W as given in Equation 2.5 and β˜ = [τ̂′ u˜′c u˜′m]′ . The derivations and results in
this section to this point are due to Cullis (2010). The above expression for e˜s can be
expressed in an alternative form,
e˜s = y −X τ̂−Z cu˜c−u˜m
= y −W∗β˜∗−u˜m , and using Equation 2.15
= y −W∗β˜∗−
(
R−1s +γ−1m In
)−1
R−1s
(
y −W∗β˜∗
)
=
[
In−
(
R−1s +γ−1m In
)−1
R−1s
](
y −W∗β˜∗
)
= Rs
[
R−1s −R−1s
(
R−1s +γ−1m In
)−1
R−1s
](
y −W∗β˜∗
)
= Rs
(
Rs+γmIn
)−1 (
y −W∗β˜∗
)
, using Equation 1.46. (2.16)
2.2.2.1 Prediction of the response variable
Similarly to Equation 1.31, the predicted values of the response, yp, at a set of N
unsampled locations are given by the model
yp = X pτ+Z cpuc+0um+esp , (2.17)
where X p is the model matrix of fixed effects at the prediction locations and Z cp is the
incidence matrix of soil class types. We do not wish to include um in our prediction,
hence, the term 0um. The BLUP of yp, denoted by y˜p, is given by an equation identical
in form to Equation 1.34 but with model and incidence matrices appropriate to the
current model,
y˜p = X pτ̂+Z cpu˜c+RpoR−1s e˜s
=Wpβ˜+RpoR−1s e˜s , (2.18)
2.2. Univariate geostatistical model 53
where Wp = [X p Z cp 0] and β˜ = [τ̂′ u˜′c u˜′m]′. Given Equation 1.37, namely,
e˜s = y −W β˜, with W = [X Z c In], Equation 2.18 can be written
y˜p =Wpβ˜+RpoR−1s (y −W β˜)
= (Wp−RpoR−1s W )β˜+RpoR−1s y , (2.19)
where Rpo and Rs are either both correlation matrices or both variance-covariance
matrices. Equation 2.19 is convenient for computation and is called here the R form of
the prediction equation.
An alternative form of the prediction equation, the H form, will now be devel-
oped. The E-BLUPs of the spatially correlated errors, e˜s, can be written in a different
but equivalent form to that in Equation 1.37 as shown in Equation 2.16. Substituting
this latter form for e˜s into Equation 2.18 gives
y˜p =Wp β˜+RpoR−1s e˜s
=W∗p β˜∗+RpoR−1s e˜s
=W∗p β˜∗+RpoR−1s
[
Rs
(
γmIn+Rs
)−1 (
y −W∗β˜∗
)]
=
(
W∗p−RpoH−1W∗
)
β˜∗+RpoH−1y , (2.20)
where W∗p = [X p Z cp], W∗ = [X Z c], β˜∗ = [τ̂′ u˜′c]′ and H = γmIn +Rs , with
Rs and Rpo both correlation matrices. If Rs is a variance-covariance matrix, then
H =σ2mIn+Rs, whereσ2m is the nugget variance, andRpo is then a variance-covariance
matrix.
2.2.2.2 Variance of the prediction error
The result for the variance of the prediction errors given in Equation 1.40 is a
general result (Gilmour et al., 2004, p. 583) and applies to the current model with ap-
propriately definedmodel and incidence matrices,
var(y˜p− yp)=σ2s
[
(Wp−RpoR−1s W )C−1(Wp−RpoR−1s W )′+Rpp−RpoR−1s R ′po
]
, (2.21)
where C is the coefficient matrix of the mixed model equations and is given by
C =W ′R−1s W +D , as in Equation 2.6.
It is useful to express the above result with the correlation matrices, R
(·) appro-
priately scaled into variance-covariancematrices for comparisonwith themultivariate
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form of this result to be developed later. Multiplying the equation through by σ−2s σ
2
s ,
var(y˜p− yp)= (Wp−σ2sRpoσ−2s R−1s W )σ2sC−1(Wp−σ2sRpoσ−2s R−1s W )′
+σ2sRpp−σ2sRpoσ−2s R−1s σ2sR ′po
= (Wp−RVpoR−1VsW )σ2sC−1(Wp−RVpoR−1VsW )′+RVpp−RVpoR−1VsR ′Vpo ,
(2.22)
where R
Vpo
, R
Vpp
and R
Vs
are variance-covariance matrices and from Equation 2.6,
since σ2sC
−1 =
(
σ−2s C
)−1
,
σ−2s C =W ′σ−2s R−1s W +σ−2s
0 0 00 G−1c 0
0 0 γ−1m In

=W ′R−1VsW +
0 0 00 σ−2s G−1c 0
0 0 σ−2m In
 . (2.23)
As with the result for the E-BLUPs of the response variable, y˜p, the result for the
variance of the prediction errors can be expressed as an R form and an H form. Equa-
tion 2.21 is the R form. The alternative and equivalent H form will now be developed.
The expression for var(y˜p− yp) can be re-worked as follows,
var(y˜p− yp)= var
[
X pτ̂+Z cpu˜c+RpoR−1s e˜s− (X pτ+Z cpuc+0um+esp)
]
= var
(
W∗pβ˜∗+RpoR−1s e˜s−W∗pβ∗−esp
)
.
Using the definition in Equation 1.49 that e∗s = um + es, the data vector, y , can be
expressed as y = W∗β∗+ e∗s . With this result and the alternative expression for e˜s in
Equation 2.16, var(y˜p− yp) can be written
var(y˜p− yp)= var
[
W∗pβ˜∗+RpoR−1s RsH−1
(
y −W∗β˜∗
)
−W∗pβ∗−esp
]
= var
[
(W∗p−RpoH−1W∗)(β˜∗−β∗)+RpoH−1e∗s −esp
]
. (2.24)
A result that is straightforward for computation can be obtained by following the
same steps as in previous sections. Firstly, C−1 needs to be examined to extract the
appropriate sub-matrix relating to var(y˜p− yp). Recalling that the inverse of thematrix
of coefficients of the mixed model equations in Equations 2.9 can be partitioned as
2.2. Univariate geostatistical model 55
shown in Equation 1.51, var(β˜∗−β∗) can be obtained by analogy with Equation 1.52
from
var(β˜−β)= var
[
β˜∗−β∗
u˜m−um
]
=σ2sC−1
and so, var(β˜∗−β∗)=σ2sC 11 .
To find the form of C 11 to use in calculating the variance of the prediction errors for
this model, the following result for the inverse of a partitioned matrix is useful. For a
matrix, A, that can be partitioned as shown, the inverse of A is also as shown, pro-
vided all submatrix inverses exist (Harville, 1997, p. 99). For A =
[
A11 A12
A21 A22
]
, with
B = A11− A12A−122 A21,
A−1 =
[
B−1 −B−1A12A−122
−A−122 A21B−1 A−122 + A−122 A21B−1A12A−122
]
. (2.25)
Using the result in Equation 1.45 to express
(
R−1s +γ−1m In
)−1
, with S = R−1s , U = In and
T = γ−1m In , gives (
R−1s +γ−1m In
)−1 = Rs−Rs (Rs+γmIn)−1Rs . (2.26)
Applying Equation 2.25 to the matrix of coefficients in Equation 2.9 and using Equa-
tion 2.26 to obtainC 11 gives
C 11 =
[
W ′∗R
−1
s W∗+G∗−W ′∗R−1s
(
R−1s +γ−1m In
)−1
R−1s W∗
]−1
=
{
W ′∗R
−1
s W∗+G∗−W ′∗R−1s
[
Rs−Rs
(
Rs+γmIn
)−1
Rs
]
R−1s W∗
}−1
=
[
W ′∗R
−1
s W∗+G∗−W ′∗R−1s W∗+W ′∗
(
Rs+γmIn
)−1
W ∗
]−1
=
(
W ′∗H
−1W ∗+G∗
)−1
, (2.27)
where H = Rs+γmIn and G∗ =
[
0 0
0 G−1c
]
, as in Equation 2.8. The inversematrix in the
last line of the preceding equation exists, as thematrix,W ′∗H
−1W ∗+G∗, is of the same
form as that in Equation 2.13. Secondly, var
(
RpoH
−1e∗s − esp
)
is given by the result in
Equation 1.53, namely,
var
(
RpoH
−1e∗s −esp
)
=σ2s
(
Rpp−RpoH−1R ′po
)
.
Finally, the terms ( β˜∗ − β∗) and
(
RpoH
−1e∗s − esp
)
are independent and so
cov
(
β˜∗−β∗, RpoH−1e∗s −esp
)
= 0. Consequently, Equation 2.24 can be written as
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follows to give the H form of the variance of the errors of prediction for the model in
Equation 2.1,
var(y˜p− yp)
= var
[
(W∗p−RpoH−1W∗)(β˜∗−β∗)+RpoH−1e∗s −esp
]
=σ2s
[
(W∗p−RpoH−1W∗)
(
W ′∗H
−1W ∗+G∗
)−1
(W∗p−RpoH−1W∗)′
+Rpp−RpoH−1R ′po
]
.
(2.28)
The individual variances of the prediction errors are given by the vector of diagonal
elements of the matrix given by Equation 2.28.
2.3 Prediction and the nugget effect
The nugget effect has played varied roles in geostatistical prediction depending
on the approach followed. In traditional or classical geostatistics, predictions are often
constrained to interpolate the data, that is, to return the observed value at sampling
locations (Lark et al., 2006, p. 792; Diggle & Ribeiro Jr., 2007, p. 139). Webster andOliver
(2001, p. 152), writing from the standpoint of classical geostatistics, state that in the
case of ordinary kriging, that is, where the mean of the response variable is unknown,
the predictor is an exact interpolator. In themodel-based geostatistical approach used
here, predictions at unsampled locations are marginal on the measurement error, or
nugget, as noted on page 32; that is, the estimated BLUP of the nugget at unsam-
pled locations is the marginal value of the nugget (viz. zero) as is clear from Equa-
tion 2.18. It should also be noted that the prediction as defined by Equation 2.18 does
not include the nugget term in the prediction, as is evident from the definition of the
matrix,Wp, on page 52. This is due to the initial assumption stated on page 32 that the
nugget effect is attributed to measurement error. A consequence of this assumption
is that the variance of the prediction error does not include a separate component for
measurement error. Without replicated observations at a number of sampling loca-
tions, micro-scale spatial variation, which operates at distances shorter than the min-
imum distance between sampling locations, cannot be distinguished from measure-
ment error. If replicated observations are available, these two sources of variation can
be differentiated, both terms can be included in the prediction and the variance of
the prediction error will then include separate components for each of these sources
of variation. This distinction is made clear by Lark et al. (2006, p. 792). Including the
nugget effect in the prediction or otherwise is analogous, in the case of linear regres-
sion, to predicting the value of a future observation of a response variable as against
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predicting the mean value of that response variable, for a given value of the predictor
variables. This can be seen by considering the linear model, y = Xτ+e , where y is the
vector of observed values of the response variable, X is an incidence matrix of fixed
effects, τ is a vector of coefficients and e ∼N(0,σ2In) are random errors. At a given set
of values of the predictor variables, x ′0, being a row of X , the true value of the response
variable is y0, say, andwe predict the estimated expected value (that is, themean value)
of y0, E(y0), as
E (y0)= x ′0τ̂0. Searle (1971, p. 91) shows var[E (y0)]= x ′0(X ′X )−1x0σ2. In
comparison, if we predict a future observation of the response variable, y˜0, at x0, the
predicted value is the same but var(y0− y˜0)= [x ′0(X ′X )−1x0+1]σ2 (Searle, 1971, p. 91).
This latter expression gives the variance of the deviations of a future observation from
the predicted value and includes a component due to the random error of individual
observations. This is analogous to including the nugget effect in predictions from a
geostatistical model.
While predictions are usually made at unsampled locations, the effect of the ab-
sence or presence of a nugget effect on predictionsmade at sampled locationswill now
be briefly examined. Using Equation 2.20, for predictions to bemade at sampling loca-
tions, W∗p =W∗ and Rpo = Roo = Rs and the predicted values, y˜dp, are thus given by
y˜dp =
(
W∗p−RpoH−1W∗
)
β˜∗+RpoH−1y
=
[
W∗−Roo
(
γmIn +Roo
)−1
W∗
]
β˜∗+Roo
(
γmIn +Roo
)−1
y , (2.29)
noting that y are the observed values. When there is a fitted nugget effect, γm 6= 0 and
clearly y˜
dp
6= y . On the other hand, when there is no fitted nugget effect, γm = 0 and
the above equation becomes
y˜dp =
[
W∗−RooR−1ooW∗
]
β˜∗+RooR−1oo y
= y . (2.30)
When there is no fitted nugget effect, the predicted value at a sampling location returns
the observed value; that is, the data do not allow for fitted measurement error and so
in a sense are “perfect” data.
Some geostatistical software packages based on the classical approach men-
tioned above form predictions that are exact interpolations of the data even when a
nugget effect is fitted. This can be verified with the gstat (Pebesma, 2004) package (run
in R software (R Development Core Team, 2010)), for example, where a model is fitted
to a sample variogram using a weighted least squares procedure.
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2.3.1 Diagnostic techniques: parametric bootstrap with variogram
envelopes
The behaviour of the sample and fitted variograms from a given spatial model
can be compared using a variogram envelope technique described by Stefanova et al.
(2009). This technique is a useful diagnostic technique to assess models of a spatial
response variable in relation to spatial correlation effects. It provides a basis on which
to then state any qualifications thatmay be appropriate in relation to howwell amodel
captures spatial correlation effects which may be evident. This variogram envelope
technique can also be applied to directional correlation effects using directional vario-
grams rather than simply anomnidirectional variogram. Variogramenvelopes are used
later in this thesis as amodel diagnostic and are implemented in themanner described
below. Further details on implementation are provided in the specific instances where
they are used.
The variogram envelope technique is based on the parametric bootstrap, which
takes as its starting point a parametric fittedmodel for a given set of data on a response
variable. Let the data vector be y and assume it is generated from a probability density
function, f (y |ψ), depending on the parameters,ψ. The fitted model yields estimates
of those parameters, namely, ψ̂. To examine properties of the fitted model, simulated
data sets can be obtained from the empirical density function, f (y |ψ̂), obtained by
substitutingψ= ψ̂ into the fittedmodel. Statistics relating to the properties of interest
can then be calculated from the simulated data sets and examined (Rice, 1995, p. 285;
Davison & Hinkley, 1997, p. 15).
The steps in implementing the parametric bootstrap simulationwill now be out-
lined. Assume the form of the model in question is that given by the geostatistical
linear mixedmodel in Equation 1.29,
y = Xτ+Z um+es .
The spatial data here, with superscripts denoting dimensions, are y (n×1). Observations
are made at n distinct sampling locations, s =
(
s′1 · · · s′n
)′
, s
i
∈ R2 with s
i
= (sx
i
, sy
i
)
for i = 1, . . . ,n. The model matrix for the fixed effects, τ(a×1), is X (n×a); τ often con-
sists of the coefficients of a polynomial in the spatial coordinates. There are two com-
ponents of random effects in this basic model. The vector u(n×1)m consists of random
nugget effects with incidence matrix typically Z = In ; nugget effects are assumed to
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be independent and identically distributed, have variance matrix, G = σ2mIn , and so
um ∼N(0,σ2mIn) . The residual error term, es, models spatially correlated errors and
has variance matrix, σ2sRs , where Rs is a correlation matrix; thus, es ∼ N(0,σ2sRs) .
Random effects, um and es, are assumed to be mutually independent.
The above spatial model, with appropriate choices of structures for fixed and
random terms, is fitted to the observations of the response variable, y , in which the
spatial correlation is modelled by a Matérn correlation function. The parameter esti-
mates obtained from such amodel are those for fixed effects, τ̂, a variance component
for nugget effects, σ̂2m, a spatial variance component, σ̂
2
s , and the parameters, θ, say,
of the Matérn correlation function, θ̂ =
[
φ̂ ν̂ δ̂ α̂
]′
. The Matérn metric parameter,
λ, takes the value λ = 2 for Euclidean distance, the smoothness parameter, ν, is usu-
ally fixed at an appropriate value and, for isotropicmodels, the parameters δ andα are
fixed at δ = 1 and α = 0. The Matérn correlation function parameters are defined in
Section 1.2.3. The spatial correlationmatrix, Rs, for the fitted model is then a function
of theMatérn correlation parameter estimates, Rs(θ̂).
Randomnugget effects and spatially correlated errors now need to be simulated.
To obtain simulated nugget effects,e§m, a sample of sizen is simulated from thenormal
distribution,N(0, σ̂2m), and assigned to the sampling locations, s i , i = 1, . . . ,n. Spatially
correlated errors must be simulated from the normal distribution, N
(
0, σ̂2sRs(θ̂)
)
, and
this procedure requires a short explanation. A set of n independent standard normal
random variables, e0 ∼ N(0, In), is generated and is used, in turn, to generate a set of
n spatially correlated random errors, e§s , where var
(
e§s
)
= σ̂2sRs(θ̂). As the correlation
matrix,Rs(θ̂), by definition, is a symmetric positive definitematrix, a matrix, T , can be
found, such that T ′T = Rs(θ̂), where T is an upper triangular matrix, that is, a matrix
with all elements below the diagonal equal to zero. The technique for computing T
is known as decomposition and in the case here, where Rs(θ̂) is a symmetric positive
definite matrix, is called the square root or Cholesky decomposition (Harville, 1997,
pp. 229-232; Healy, 2000, pp. 85-86). Having computed T , we have
var
(
T ′e0
)
= T ′T = Rs(θ̂).
Consequently, we obtain the simulated set of n correlated spatial errors, e§s , by
e§s =
√
σ̂2s T
′e0. Note that the square root matrix, T , can be obtained in R software (R
Development Core Team, 2010) with the function, chol(), which specifically returns
the matrix, T . Finally, one set of data, y§, known as a bootstrap sample, simulated by
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the parametric bootstrap from the fittedmodel, is obtained from
y§ = X τ̂+e§m+e§s .
This process of generating the random vectors, y§ , is repeated until the required
number of simulated sets of data is obtained.
Each of these simulated data sets is modelled using the same structure as
the original model from which they were simulated. Residuals from each of these
simulation-based fitted models are then used to calculate an omnidirectional sample
variogram or directional sample variograms. Sample variograms from all simulation-
based fitted models are combined and, for each variogram lag, statistics of interest,
such as themean andmedian (measures of centrality) and 2.5 and 97.5 per cent quan-
tiles (forming an envelope), are obtained for the simulated variograms. The respective
quantiles may be directly calculated from the simulated data. With 1,000 sets of sim-
ulated data, for example, the 2.5 per cent quantile may be approximated by the 25th
largest observation and the 97.5 per cent quantile by the 975th largest. This commonly
usedmethod of choosing the quantiles of interest is known as the bootstrap percentile
method (Rice, 1995, p. 272). Finally, the component variograms, namely the 2.5 and
97.5 per cent quantile variograms, the mean variogram and themedian variogram are
plotted together to form the variogram envelope plot. The sample and, if appropri-
ate, theoretical variograms for the original fitted model can be overlaid on this plot for
visual comparison and assessment.
2.4 Exploratory data analysis
As described earlier, the response variable to be modelled is soil organic carbon
measured pre- and post-harvest and in three soil layers down a soil profile. Sampling
locations are the same at both times, within the accuracy of the GPS equipment used.
The nature of the aims of the study, the study site and the data set, with some descrip-
tive statistics, have been provided in Section 2.1.1. Given the aims of the study and
nature of the data, the geostatistical linearmixedmodel developed in Section 1.5.1 has
been extended in Sections 2.2.2 and 2.3 in an appropriate way to cater for the model
required for the current study. With the necessary introduction to the data and appro-
priate theoretical foundation for the required model outlined, the modelling process
will now proceed.
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2.4.1 Data checking
Data sets need to be checked for unusual values and cleaned if necessary. If any
apparently unusual values are found, they should be examined to determine if they
are the result of error in data entry, malfunction of equipment or simply anomalous.
Any data values which are found to be unusual may be considered potential outliers,
pending further examination. To initially check the data, plots were constructed of soil
organic carbon values at the three sampling depths in each soil class zone at each of
pre- and post-harvest times. The plots are shown in Figure 2.2; line plots are shown
in Figure 2.2a and boxplots in Figure 2.2b. In each panel of Figure 2.2a, the raw data
values for each distinct sampling location are connected by lines so that, typically, the
three data values for each sampling location are identified by a bent line; note that soil
profiles at some sampling locations have only two data values. The data values within
each soil class and time grouping (i.e. within each panel) should be reasonably consis-
tent and so potential outliers should be evident. An initial inspection of the plots may
show some data values that could be potential outliers; whether these values may be
classed as outliers can be determined by a method described below. Other less obvi-
ous values that may be categorised as outliers can be identified by the same method,
as will be shown. On an initial inspection of the plots, it appears that two pre-harvest
data values in soil class 1 at a depth of 60 cm (Figure 2.2a, top left panel) and one post-
harvest data value in soil class 4 at a depth of 7.5 cm (Figure 2.2a, bottom right panel)
may be inconsistent with the other values in each of the respective panels. To confirm
whether these, as well as perhaps any other less obvious, values should be treated as
outliers, themodel given by Equation 2.31a on page 65 was fitted to the response vari-
able for each of the six time by depth combinations - this particular model consists of
an intercept, a random term for soil class and independent and identically distributed
random errors. The residuals from themodel given by Equation 2.31a and fitted to the
response variable for each of the time-depth combinations are shown in Figure 2.3; the
residuals here are defined from Equation 2.31a as e˜0 = y − τ̂01− Z cu˜c. It was not pos-
sible to verify whether these data values had been recorded incorrectly or were due to
equipment error, as the data had been gathered some ten years previously. As a result
of this, these suspect data values were examined solely on the basis of statistical char-
acteristics of the particular data set to which they belonged. The criterion used was
that any residual in any of the six time-depth combinations which was larger in ab-
solute value than three times the standard deviation of the residuals in that particular
time-depth combination was considered an outlier.
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(a) Line plots down the soil profile with possible outliers marked by
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(b) Boxplots down the soil profile with possible outliers marked by “*”.
Figure 2.2: Soil organic carbon data values at each of pre- (top row in each panel)
and post-harvest (bottom row in each panel) times for each of the four soil classes.
Note “*” is a marker not a data point. See text for details.
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Figure 2.3: Residuals against fitted values for intercept model with random effects
for soil class and independent errors for each time-depth combination, as specified
in Equation 2.31a. Note “ * ” is a marker not a data point. See text for details.
This threshold of three standard deviations from themean can be justified prag-
matically. Assuming we are dealing with a normally distributed random variable,W ,
with a mean of zero and standard deviation of one (that is, W ∼ N (0,1)), the proba-
bility of that random variable having a value greater than three standard deviations
from the mean is P (|W | > 3)= 0.0027. Consequently, in a sample of 126 normally dis-
tributed data values, the number of data values expected to lie further than three stan-
dard deviations from the mean is 0.0027× 126 = 0.34. This suggests that in the soil
organic carbon data sets considered here residuals further than three standard devia-
tions from their mean can justifiably be considered outliers. Given the small number
of such values expected (viz. 0.34 out of 126), this is a conservative approach. A slightly
different approach is to calculate the approximate expected minimum order statis-
tic for a normally distributed sample. For a sample of size n, W1,W2, . . . ,Wn , from
W ∼ N (0,1) and writing the i th order statistic of this sample asW
(i )
, it can be shown
thatP (W <W
(k)
)= k
n+1 (Rice, 1995, p. 323). This shows that the probability ofW falling
between any two consecutive order statistics is P (W
(k)
<W <W
(k+1))= 1n+1 , 1≤ k ≤ n,
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and thus that the approximate expected order statistics are evenly spaced. For a sample
of 126 data values fromW , the approximate expected minimum order statistic,W ∗(1),
can be found from P (W <W ∗
(1)
) = 1
127
, givingW ∗
(1)
= −2.415. This result is consistent
with that of the former approach. Conservatively, categorising residuals lying further
than three standard deviations from their mean as outliers is justified. The residual
plots shown in Figure 2.2 are helpful in identifying possible errant data points. The ap-
proaches suggested above provide a techniquewhich removes some of the subjectivity
from judging whether data values should be considered outliers and excluded from
further analysis.
There were five data values in total categorised as outliers by the above method;
these five points were the three flagged initially as potential outliers, together with one
additional value in soil class 1 at pre-harvest and one value in soil class 3 at post-
harvest. The five residuals categorised as outliers by the above criterion are marked
in Figure 2.3 with a “*” beside the data point. While these residual plots do not show
all the starred residuals as extremeoutliers, the above procedure has identified themas
sufficiently extreme to warrant their description as outliers. It should be emphasised
that plots, in general, are aids to interpretation and best combinedwith other interpre-
tative methods so that a well-founded decision can be made to the question at hand.
The data values corresponding to the starred residuals are also marked with a “*” in
Figures 2.2a and 2.2b. These outliers have been removed from the data prior to further
analysis.
In the set of 126 sampling locations in the data set, any sampling locationswhere
there ismissing data for a particular time-depth combination have been excluded from
the analysis. The reason for this is that including locations where there is missing data
in the analysis results in failure of the R code that has been written for forming predic-
tions.
2.4.2 Descriptive statistics
Descriptive statistics for soil organic carbon percentage with the outlying values
noted above excluded are shown in Table 2.2. As mentioned on page 47, the higher the
clay content of soil, the larger the level of organic carbon usually present. This holds
in a general way for the soil classes here, as shown by the clay and soil organic carbon
values in Tables 2.1 and 2.2 respectively. The boxplots in Figure 2.2b also show that the
level of soil organic carbon decreases with soil depth.
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Table 2.2: Descriptive statistics for soil organic carbon (%) for each soil layer (1, 2
and 3) at each sampling time (pre- and post-harvest) within each soil class (1, 2, 3
and 4) with identified outliers removed. The statistics provided for each group are
the number of observations, “n”, the mean and the standard deviation, “s.d.”.
Layer 1 Layer 2 Layer 3
Soil class Statistic
Pre Post Pre Post Pre Post
1 n 18 23 19 23 21 23
mean 0.878 0.843 0.689 0.470 0.405 0.291
s.d. 0.229 0.204 0.200 0.224 0.132 0.135
2 n 6 8 7 8 8 8
mean 0.967 0.875 0.843 0.525 0.512 0.375
s.d. 0.266 0.225 0.223 0.191 0.113 0.139
3 n 45 53 51 52 52 53
mean 1.050 0.949 0.935 0.687 0.667 0.551
s.d. 0.141 0.232 0.171 0.197 0.167 0.197
4 n 39 41 42 42 42 42
mean 0.997 1.140 0.750 0.769 0.507 0.560
s.d. 0.180 0.163 0.184 0.151 0.155 0.140
2.4.3 Exploratory models
Particular variants of the univariate geostatistical linear mixed model, Equa-
tion 2.1, are used in this exploratory phase. These models are referred to below and
their equations are given here for convenience:
y = τ01+Z cuc+e0 , (2.31a)
y = τ01+es , (2.31b)
y = τ01+Z cuc+es , (2.31c)
y = τ01+Z cuc+um+es . (2.31d)
In these equations, y is a subset of the spatially referenced data at a common time
and soil depth for all soil classes, τ0 is a constant (i.e. the intercept), Z c the incidence
matrix for soil classes, uc ∼ N(0,σ2cI 4) a vector of order four of random effects for the
four soil classes, e0 ∼N(0,σ2In) a vector of independent residual errors, es ∼N(0,σ2sRs)
a vector of spatially correlated residual errors andum ∼N(0,σ2mIn) a vector of indepen-
dent random errors constituting the nugget effects (accounting formeasurement error
andmicro-scale spatial variation);uc and e0 aremutually independent anduc, um and
es are pairwise independent.
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2.4.4 Global trend and stationarity
After outliers were excluded, the observed values for each of the six time-depth
combinations were plotted against each of the spatial coordinates, X (Easting) and Y
(Northing). The resulting plots are shown in Figure 2.4. A loess smoother is included on
each plot as a visual aid in detecting global, systematic variation, often called trend, in
the response variable with respect to the X and Y spatial coordinates. The plots show
that there is a slight increase with X (Easting) in soil organic carbon at pre-harvest
in layer 3 and at both pre- and post-harvest in layers 2 and 3. The response variable
shows a slight pre-harvest decrease in layer 2 with increasing Y (Northing) and a slight
increase post-harvest in layers 1 and 2. In all cases where a trend is suggested, that
trend is approximately linear.
Stationarity in the mean and, hence, the presence of trend in a spatial process
can be investigated using sample variograms. A spatial process is second-order sta-
tionary, as defined in Section 1.2.1, if the mean is constant and the covariance of any
two measured values depends only on the separation vector between them. For a
second-order stationary spatial process, the variogram,V (h), is given by Equation 1.9,
V (h)=σ2s [1−ρ(h)], where h is the separation vector between the two observations,σ2s
is the variance of the spatial process and ρ(·) denotes correlation. Denoting the length
of the vector, h, by ‖h‖, as the length of the vector, ‖h‖, increases, the correlation
between pairs of observations, ρ(‖h‖), typically decreases and for some finite separa-
tion distance, ‖h0‖, say, would be expected to be effectively zero. For a second-order
stationary spatial process, the variogram at this separation is V (‖h0‖) = σ2s . Thus, the
plot of a sample variogramof a second-order stationary process should reach a plateau
in the direction specified by h at a lag ‖h‖ = ‖h0‖. The value, V (‖h0‖), is known as the
sill, as shown in Figure 1.7. If the sample variogramdoes not appear to reach a plateau,
then the correlation has not reached zero over the extent of spatial separation between
observations used to construct the variogram. Consequently, the spatial process is not
second-order stationary over that extent of spatial separation and, hence, the mean
is not constant. In this way, a sample variogram can be used to detect the presence
of a directional trend. This argument applies to any direction defined for h, although
a directional sample variogram is typically constructed over a specified range of di-
rections, as shown in Figure 1.6. A similar argument applies to the omnidirectional
variogram, where only separation distance, ‖h‖, is considered.
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(a) Soil organic carbon data values plotted against X coordi-
nate.
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(b) Soil organic carbon data values plotted against Y coordi-
nate.
Figure 2.4: Pre- and post-harvest soil organic carbon for layers 1, 2 and 3 (from
top to bottom within each subfigure), with outliers removed from the data, plotted
against spatial coordinates, X (top panel) and Y (bottom panel). A loess smoother
is included as a visual aid.
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To investigate stationarity, sample variograms of intercept-only models of all
response variables, based on data with the outliers referred to above removed, were
constructed and are given in Figure 2.5. Themodel fitted here was that given by Equa-
tion 2.31a in which the random errors are specified as uncorrelated; that is, the vario-
grams were constructed from residuals after the overall mean and random soil class
effects were removed. The variograms for layer 1 in Figure 2.5 show some increase
at small separation distances and then quickly reach a plateau. This indicates some
slight spatial correlation in the response variable at both time points in that layer. The
variograms for layers 2 and 3, however, show little evidence of spatial correlation. A
reason for this may be that the distribution of soil organic carbon in topsoil is affected
by agricultural processes, such as planting and cultivation, which may cause accumu-
lation of organic carbon across the field, while organic carbon in subsoil is not affected
in this way. These variograms suggest that a model of this type, namely a fixed term
consisting of an intercept and random soil class effects, is adequate for the non-spatial
component of the model to be fitted to the response variables and confirms station-
arity of the response variables.
Combined plots of an omnidirectional sample variogram together with associ-
ated directional sample variograms, such as those in Figure 2.5, can also be used to
provide evidence of isotropy or anisotropy in the response variable. If the omnidirec-
tional variogram passes through themiddle of the directional variograms, an isotropic
model is supported; however, an omnidirectional variogram not passing reasonably
closely through the middle of the directional variograms suggests an anisotropic
model may be appropriate. The sample variograms here do not show evidence of ob-
vious anisotropy for either response variable in any soil layer.
2.5 Modelling approach
In modelling a spatial variable, the fixed effects component of the model, or the
trend component, is investigated first. When any trend is satisfactorily accounted for,
so that the spatial process becomes stationary, the correlation structure can be ex-
amined. It is known that, in linear mixed models incorporating a Matérn correlation
function, REML estimation of both ν and φ together can be difficult (Haskard et al.,
2007, p. 154). This problem may be alleviated to some extent by re-parameterising
the Matérn correlation function, as described, for example, by Stein (1999, pp. 49-50).
As mentioned in Section 1.2.3, the Matérn parameter ν characterises the smoothness
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Figure 2.5: Directional variograms of residuals from intercept-only models of soil
organic carbon, specified by Equation 2.31a, of pre-harvest (left) and post-harvest
(right) soil organic carbon for layers 1, 2 and 3 (top to bottom).
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of a process and the scale parameter, φ, the decay in the correlation of that process
with increasing distance for a given value of ν. The structural interdependence in
the model between the two parameters themselves leads to a strong correlation in
the parameter estimates and accounts for the difficulty in simultaneous estimation of
both. Figure 2.6 shows a number of Matérn correlation functions which all have the
same practical range, defined in Section 1.2.4.1 as the distance at which correlation
declines to 0.05; for the correlation functions shown in the figure, the practical range
is 100 distance units. The figure demonstrates that potentially infinitely many Matérn
correlation functions may model a given spatial process. For this reason, the smooth-
ness parameter is usually fixed in model fitting, as explained further below.
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Figure 2.6: Matérn correlation functions with different combinations of smooth-
ness and scale parameters giving the same practical range (i.e. where correlation is
0.05) of 100 distance units.
In addition, with data sets ofmoderate size obtained from non-optimal sampling
designs, it is often a problem to achieve convergence in models where ν and φ, as well
as a nugget effect, are estimated (Cullis et al., 2005, p. 48). In particular, it is difficult
to simultaneously fit a nugget effect and estimate ν because each of these parameters
may characterise features of the smoothness of the spatial process. A given spatial pro-
cess may potentially be modelled with a certain value of ν and a certain nugget or, al-
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ternatively, by a relatively larger value ofν,modelling the processmore smoothly,and a
relatively larger nugget, accounting for the resulting increased noise in the data; these
two models may not be able to be distinguished and, hence, result in lack of model
convergence due to aliasing of these parameters (Haskard, 2007, p. 154). The vario-
grams shown in Figure 2.5 show relatively weak spatial correlation in all responses and
so this problem of aliasing may well arise in model fitting here. This difficulty may
be minimised by optimally designed sampling schemes with sufficient closely spaced
locations or replicated locations to allow some differentiation between a nugget effect
and smoothness of the spatial process (Haskard, 2007, p. 154). An alternative, and sat-
isfactory, approach, particularly where the sampling design is sub-optimal, is to use a
small range of values for ν, such as 0.5, 1.0, 1.5 and 2.0, and then fix the value of ν at
an appropriate value suggested by the data (Diggle & Ribeiro Jr., 2007, p. 56; Haskard
et al., 2007, p. 154). While this potential range of values of ν may appear small, the
above discussion and Figures 1.2 and 2.6 show that the correlation structure of a very
great range of spatial processes may be modelled by that small set of values in com-
bination with estimated values of the scale parameter, φ. The figures show that the
smoother the spatial process, the larger the value of νmay be. For processes where the
correlation decays rather quickly, smaller values of ν (from within that small set) may
be appropriate.
The order of steps in modelling adopted here is based on common practice in
geostatistical modelling. It is well known in multiple regression modelling, for exam-
ple, that different models may emerge as the preferred model depending on whether
forward selection of variables or backward elimination is used and this is accepted as
a consequence of modelling complex systems (Draper & Smith, 1998). In geostatis-
tical modelling, an issue of prime importance is characterising the behaviour of the
spatial process at small separation distances, as this largely determines the nature of
the correlation matrix of the data (Lark et al., 2006, p. 795; Diggle & Ribeiro Jr., 2007,
p. 101; Haskard, 2007, p. 48). Using the Matérn correlation function, this is achieved
through the smoothness parameter, ν. Determining the preferred value of ν, as above,
before attempting to fit a nugget effect has been found to aid model convergence, es-
pecially where the sampling design is not optimal (Cullis et al., 2005, p. 48). Haskard
(2007, p. 111) found, again with sub-optimal sampling designs, that establishing the
preferred value of ν before fitting a nugget was necessary to achieve convergence. This
consideration applies also when examining the assumption of isotropy, that is, testing
for directional effects. Correlation structure in different directions is examined before
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attempting to fit a nugget effect (Cullis et al., 2005, p. 47). While these approaches have
been developed on the basis of practicalities of model fitting, it is possible that differ-
ent models may result from a different order of steps. As with multiple regression, this
is acknowledged as a consequence of attempting to model complex systems.
In geostatistical linearmixedmodels, the spatial covariancematrixmust be posi-
tive definite, as noted in Section 1.2.3.2. An issue arises with suchmodels when testing
whether a variance component is significantly different from zero. The null hypothesis
sets the true value of such a parameter on the boundary of the parameter space. This
affects the behaviour of the likelihood ratio test for this hypothesis in such away that -2
times the logarithm of the likelihood ratio (designated as D = −2logΛ, where Λ is the
likelihood ratio) cannot be regarded as a χ2 random variable with 1 degree of freedom,
as it would be in a standard likelihood ratio test, which is a two-sided test (Self & Liang,
1987, p. 608). In the case here, with the true value of a parameter on the boundary of
the parameter space,D is distributedwith a point density at d = 0 and aχ21 distribution
for d > 0, where d is the actual value of D, giving the overall density of 1
2
(
χ20+χ21
)
. The
approximate P value for testing whether a single variance component is zero is that
given by a one-sided test (viz. 1
2
Pr
(
χ21 ≥ d
)
) (Butler et al., 2009, p. 17; Stefanova et al.,
2009, p. 398). In certain other types of linear mixed model than geostatistical models,
there is no constraint on the covariance matrix to be positive definite and with such
models this issue in relation to testing a variance component on the boundary of the
parameter space does not apply (Stram& Lee, 1994, p. 1176). It is usual practice in geo-
statistical linear mixed models to constrain variance components to be non-negative
and so this testing issuewill apply to thosemodels. The bias in the significance level for
the test increases as the number of variance components being simultaneously tested
increases. When only one variance component is tested, however, the bias is likely to
be small (Stram & Lee, 1994, p. 1176). This area of hypothesis testing is one of active
research. Crainiceanu & Ruppert (2004) and Visscher (2006), for example, have shown
that the asymptotic distribution described above is not correct for all hypothesis tests
involving one variance component in this context. Implications of this type of work
have not yet, however, been incorporated into geostatistical linear mixedmodelling in
any substantial way, just as Visscher (2006) points out the results have not yet had an
impact in the human and animal genetics fields.
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2.6 Modelling results and discussion
A fixed term model consisting of a first-order polynomial in the spatial coordi-
nates was examined initially for each response variable; such a model takes the form,
referring to Equation 1.15, y(s
i
)= τ0+τ1xi1+τ2xi2, where y(s i ) is the response variable
at spatial location, s
i
= (x
i1
,x
i2
) and τ0 , τ1 and τ2 are constants. This fixed-termmodel
was combined with a random effects term for soil class and independent random
errors. Soil class effects are modelled as random effects for reasons given on page 48.
This overall model is a reduced form of the model given in Equation 2.1, taking the
form here
y = Xτ+Z cuc+es , (2.32)
where τ′ =
[
τ0 τ1 τ2
]′
, τ
i
, i = 0,1,2, being the intercept and fixed effects for the X and
Y directions respectively, u′c =
[
u1 u2 u3 u4
]′
the vector of random effects for soil
classes 1 to 4 respectively and es ∼ N(0,σ2s In). The coefficients of the fixed terms are
given in Table 2.3. The P values for the coefficients generally support a hypothesis of
no linear trend in the data. This is consistent with the scatter plots shown in Figure 2.4;
this also supports the suggestionof a stationary spatial process provided by the sample
variograms from an intercept-only model shown in Figure 2.5. The spatial process
underlying the distribution of soil organic carbon here appears to be essentially sta-
tionary. The single coefficient which could almost be considered significant at a 5 per
cent significance level is that for the Y coordinate for pre-harvest organic carbon in
layer 3. This might be considered an example of a multiple testing phenomenon. With
twelve individual tests for the fixed term coefficients,each at a five per cent significance
Table 2.3: Estimated coefficients of the fixed termparameters for first-ordermodels
in spatial coordinates of pre- and post-harvest soil organic carbon given by Equa-
tion 2.32. P values are those for the conditional Wald statistic for each estimate.
Intercept x coef y coef
Estimate P Estimate P
Layer 1
Pre 1.01 −4.71×10−6 0.948 −5.80×10−5 0.436
Post 1.03 −1.14×10−4 0.157 −3.34×10−5 0.682
Layer 2
Pre 8.09×10−1 −7.24×10−5 0.312 5.19×10−5 0.477
Post 5.60×10−1 −3.83×10−6 0.958 1.02×10−4 0.175
Layer 3
Pre 4.17×10−1 8.24×10−5 0.167 1.19×10−4 0.052
Post 4.03×10−1 −8.99×10−6 0.889 8.49×10−5 0.200
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level, the Bonferroni threshold significance level for a single test is 0.05× 1
12
= 0.0042.
The P value here of 0.052 is greater than this, and so, the coefficient in question can be
considered to be notionally not significantly different from zero and so no procedure
to calculate adjusted P values to allow for the “family-wise” error rate, such as a Bon-
ferroni correction, need be carried out. Hence, an intercept-only fixed termmodel will
be used for all response variables, giving the form of the univariate model equation to
be used as
y = τ01+Z cuc+um+es , (2.33)
where τ0 is a constant, 1 is a vector of ones of length n×1 and the other model terms
are defined as in Equation 2.1. The nugget effects, um, will be fitted to the model for a
given response variable where possible.
In relation to the correlation structure, isotropic and anisotropic models both
with and without a nugget effect were initially fitted to all response variables; all
models included a random effects term for soil class. The forms of the models are
given by Equations 2.31c and 2.31d. TheMatérn variance parameters for range,φ, and
smoothness, ν, were both estimated, as were those for nugget effect variance, σ2m, and
spatial variance, σ2s . These parameter estimates are shown in Table 2.4. In addition,
ASReml-R code for these four types of model is given in Appendix A.
As seen from Table 2.4, which shows results of models where both φ and ν were
estimated, many models could not be successfully fitted. This confirms the earlier re-
mark that estimating both parameters in such a model can be difficult. In attempting
to fit a particularmodel, an initial value of ν= 0.5was chosen and a range of values ofφ
was used. For each pair of initial parameter estimates, each iteration of the model fit-
ting algorithmwas examined and, if convergence was not achieved, the pattern in log
likelihood values and associated values of ν and φ (and, for anisotropic models, δ and
α also) was used to guide further choices of initial values. For some non-convergent
models, the iterations of the model fitting algorithm showed that increasing values of
ν were associated with decreasing values of φ with little change in the log likelihood.
Figure 2.6 shows that, for a spatially correlated process with a given practical range
modelled by the Matérn family of correlation functions, increasing values of ν are as-
sociated with decreasing values of φ for correlation functions with the same practi-
cal range. The behaviour of ν and φ in the model fitting process for isotropic non-
convergentmodels suggests that the log likelihood surface had the formof a ridge, with
respect to ν andφ, with no distinct globalmaximumvalue; for anisotropicmodels, the
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Table 2.4: Variance parameter estimates for intercept-only models of soil organic
carbon with a random term for soil class where the Matérn variance para-
meters, φ and ν, are both estimated. The models are those given by Equa-
tions 2.31c and 2.31d. Under model type, “I” and “A” denote isotropic and
anisotropic models respectively and a subsequent “0” or “m” denotes the absence
or presence of a fitted nugget effect; “F” denotes a parameter fixed at the value
specified; “B” indicates that the parameter was estimated on the boundary of the
parameter space (i.e. effectively zero); “nc” denotes non-convergent models.
Layer Model φ̂ ν̂ δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m logL
& Time type
Layer 1
Pre I0 42.0 0.660 1F 0F 0.0342 B 0F 133.153
Im 37.0 0.903 1F 0F 0.0309 B 0.0032 133.153
A0 45.4 0.688 0.400 0.094 0.0344 B 0F 135.422
Am 45.4 0.690 0.400 0.094 0.0343 B B 135.421
Post I0 24.7 0.680 1F 0F 0.0435 0.0152 0F 130.552
Im 24.7 0.680 1F 0F 0.0435 0.0152 B 130.552
A0 0F nc
Am nc
Layer 2
Pre I0 1F 0F 0F nc
Im 1F 0F nc
A0 0F nc
Am nc
Post I0 1F 0F 0F nc
Im 1F 0F nc
A0 0F nc
Am nc
Layer 3
Pre I0 55.9 0.151 1F 0F 0.0240 0.0115 0F 162.135
Im 1F 0F nc
A0 0F nc
Am nc
Post I0 1F 0F 0F nc
Im 1F 0F nc
A0 0F nc
Am nc
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same comment applies with respect to ν, φ, δ and α. As mentioned previously, the
structural interdependence of the parameters, ν andφ, in themodel leads to the ridge-
shaped likelihood surface and results in strong correlation between estimates of the
two parameters. This effect has been identified by a number of researchers (for exam-
ple, Warnes & Ripley, 1987; Stein, 1999, p. 173; Diggle & Ribeiro Jr., 2007, p. 114). A con-
tributing factor to models not converging may also be shortcomings in the ASReml-R
software algorithm.
After fitting this series of models, the more practical, alternative approach of
fixing ν over a small range of values, as described in Section 2.5, was used. As previ-
ously mentioned, this approach results in the value of ν for the model with the largest
log likelihood being chosen from the predetermined range of values as the optimal
estimate. The values of ν in that discrete range are compared on the basis of log likeli-
hoods formodels inwhich the other parameters are estimated so that the log likelihood
for each model is maximised. In this approach, the parameter, ν, is the parameter of
interest, while other model parameters are considered “nuisance” parameters which
permit the model to capture variability in the data (Pawitan, 2001, p. 61). Within the
likelihood framework, the approach described above, of replacing each nuisance para-
meter by itsmaximum likelihood estimate at each given value of ν is known as a profile
likelihood approach (that is, profiling the likelihood of ν) (Pawitan, 2001, p. 61; Diggle
& Ribeiro Jr., 2007, p. 114). Isotropic models with an intercept for the fixed term and
additional terms as followswere fitted: spatially correlated randomerrors alone (Equa-
tion 2.31b); the latter together with random effects for soil class (Equation 2.31c); and
lastly, the previous model together with a nugget effect (Equation 2.31d). This series
of models produces the variance parameter estimates shown in Table 2.5. Inspecting
values ofν and the corresponding estimates ofφ given in the table shows that,as values
of ν increase, the corresponding estimates of φ decrease. This clearly exemplifies the
relationship between the two parameters shown in Figure 2.6 and demonstrates that
these two parameters in the Matérn correlation function are structurally interdepen-
dent. Examples of ASReml-R code for these three types of model are provided in Ap-
pendix A.
Apart from themodel for the pre-harvest layer 1 response variable, the inclusion
of a random term for soil class dramatically improved the fit of themodel, with the log
likelihood increasing by approximately 10 units, as can be seen by comparing “s” and
“sc” models in Table 2.5. Adding this term to the model influences the way in which
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Table 2.5: Variance parameter estimates for isotropic intercept-only models where
the Matérn ν parameter is fixed over a small range of values. The sequence of
models for each value of ν is given by Equations 2.31b, 2.31c and 2.31d. Under
model type and in subscripts, “s” denotes a model with correlated residual errors,
“c” a model with independent random effects for soil class and “m” a model with a
fitted nugget term. “F” denotes parameter fixed at value specified. The probability
value, P0c, is for the assumption of no soil class effect and the value, P0m, for the
assumption of no nugget effect. “-” indicates P value not applicable; “no” indicates
P value not obtainable.
Layer ν Model φ̂ σ̂2s σ̂
2
c σ̂
2
m logL P0c P0m
& Time type
Layer 1
Pre 0.5F s 52.4 0.0342 0F 0F 133.084 - -
sc 52.4 0.0342 B 0F 133.084 no -
scm 52.4 0.0342 B B 133.084 - no
1.0F s 30.5 0.0341 0F 0F 133.026 - -
sc 30.5 0.0341 B 0F 133.026 no -
scm 35.4 0.0301 B 0.0040 133.152 - 0.308
1.5F s 22.7 0.0341 0F 0F 132.730 - -
sc 22.7 0.0341 B 0F 132.730 no -
scm 29.3 0.0277 B 0.0064 133.141 - 0.182
2.0F s 18.6 0.0341 0F 0F 132.478 - -
sc 18.2 0.0337 0.0003 0F 132.487 0.447 -
scm 25.5 0.0266 B 0.0074 133.128 - 0.129
Post 0.5F s 39.3 0.0553 0F 0F 121.443 - -
sc 30.2 0.0434 0.0152 0F 130.528 < 0.001 -
scm 30.2 0.0434 0.0152 B 130.528 - no
1.0F s 24.2 0.0558 0F 0F 121.259 - -
sc 19.1 0.0435 0.0153 0F 130.518 < 0.001 -
scm 20.0 0.0412 0.0152 0.0022 130.523 - 0.460
1.5F s 18.2 0.0560 0F 0F 120.871 - -
sc 14.5 0.0436 0.0155 0F 130.431 < 0.001 -
scm 16.9 0.0369 0.0152 0.0065 130.480 - 0.377
2.0F s 14.9 0.0561 0F 0F 120.552 - -
sc 12.1 0.0436 0.0157 0F 130.358 < 0.001 -
scm 14.8 0.0348 0.0152 0.0085 130.452 - 0.332
continued on next page
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Table 2.5: Variance parameter estimates for isotropic intercept-only models where
theMatérn ν parameter is fixed over a small range of values (continued from previ-
ous page).
Layer ν Model φ̂ σ̂2s σ̂
2
c σ̂
2
m logL P0c P0m
& Time type
Layer 2
Pre 0.5F s 24.9 0.0436 0F 0F 125.059 - -
sc 8.2 0.0334 0.0110 0F 135.971 < 0.001 -
scm 8.2 0.0334 0.0110 B 135.971 - no
1.0F s 9.0 0.0428 0F 0F 124.803 - -
sc 6.2 0.0334 0.0110 0F 136.006 < 0.001 -
scm 6.3 0.0334 0.0110 B 136.006 - no
1.5F s 6.9 0.0428 0F 0F 124.794 - -
sc 5.3 0.0334 0.0110 0F 136.027 < 0.001 -
scm 5.3 0.0334 0.0110 B 136.027 - no
2.0F s 5.8 0.0428 0F 0F 124.794 - -
sc 4.7 0.0334 0.0110 0F 136.041 < 0.001 -
scm 4.7 0.0334 0.0110 B 136.041 - no
Post 0.5F s 42.6 0.0488 0F 0F 130.302 - -
sc 16.6 0.0358 0.0176 0F 139.054 < 0.001 -
scm 71.4 0.0069 0.0167 0.0289 139.630 - 0.142
1.0F s 22.7 0.0488 0F 0F 128.575 - -
sc 9.1 0.0357 0.0179 0F 138.944 < 0.001 -
scm nc - no
1.5F s 15.8 0.0486 0F 0F 127.770 - -
sc 0F nc no -
scm 48.3 0.0047 0.0166 0.0309 139.683 < 0.001*
2.0F s 12.4 0.0485 0F 0F 127.377 - -
sc 0F nc no -
scm nc - no
continued on next page
* This tests whether both the variance components for soil class and nugget are zero.
variances are modelled. The effect of this may be visualised by appropriate diagnostic
plots for models with and without a random term for soil class. The data for the pre-
harvest response in layer 3 has been chosen to illustrate this effect. Two models have
been fitted to this data set: one with the intercept as the fixed term and spatially corre-
lated residual errors, as specified by Equation 2.31b, and the other with the additional
random term for soil class, as in Equation 2.31c. The Matérn smoothness parameter,
ν, was fixed at ν = 1
2
in both cases. The parameter estimates from each model were
then used to simulate 1000 data sets for each model using the parametric bootstrap
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Table 2.5: Variance parameter estimates for isotropic intercept-only models where
theMatérn ν parameter is fixed over a small range of values (continued from previ-
ous page).
Layer ν Model φ̂ σ̂2s σ̂
2
c σ̂
2
m logL P0c P0m
& Time type
Layer 3
Pre 0.5F s 38.3 0.0344 0F 0F 147.615 - -
sc 19.2 0.0239 0.0115 0F 161.541 < 0.001 -
scm 43.6 0.0116 0.0114 0.0124 162.199 - 0.126
1.0F s 17.7 0.0340 0F 0F 145.629 - -
sc 9.6 0.0238 0.0116 0F 161.240 < 0.001 -
scm 34.1 0.0093 0.0113 0.0148 162.247 - 0.078
1.5F s 11.1 0.0337 0F 0F 144.982 - -
sc 7.0 0.0238 0.0116 0F 161.152 < 0.001 -
scm 28.9 0.0085 0.0113 0.0156 162.271 - 0.067
2.0F s 8.4 0.0335 0F 0F 144.743 - -
sc 5.8 0.0238 0.0116 0F 161.111 < 0.001 -
scm 25.5 0.0081 0.0113 0.0160 162.283 - 0.063
Post 0.5F s 51.6 0.0395 0F 0F 148.009 - -
sc 25.7 0.0281 0.0156 0F 156.955 < 0.001 -
scm 25.7 0.0281 0.0156 B 156.955 - no
1.0F s 28.9 0.0396 0F 0F 146.955 - -
sc 16.8 0.0282 0.0158 0F 157.070 < 0.001 -
scm 16.8 0.0282 0.0158 B 157.070 - no
1.5F s 21.1 0.0396 0F 0F 146.285 - -
sc 13.2 0.0282 0.0159 0F 157.136 < 0.001 -
scm 13.2 0.0282 0.0159 B 157.136 - no
2.0F s 17.1 0.0395 0F 0F 145.859 - -
sc 11.1 0.0283 0.0159 0F 157.177 < 0.001 -
scm 11.1 0.0283 0.0159 B 157.177 - no
technique described in Section 2.3.1. Variograms of the residuals were calculated for
the set of simulations for each model. The residuals for the models specified by Equa-
tions 2.31b and 2.31c are defined as e˜s = y − τ̂01 and e˜s = y − τ̂01−Z cu˜c, respectively.
Plots were produced for each model showing the sample and theoretical variograms,
together with the mean and median (measures of centrality) and 2.5 and 97.5 per cent
quantiles (forming an envelope or coverage interval) for the simulatedvariograms. The
set of variograms from the simulated data provide a diagnostic plot in the form of a
variogram envelope against which to compare the behaviour of the sample and fitted
variograms, as described by Stefanova et al. (2009). These plots are shown in Figure 2.7
and provide a visual display of how the soil class term accounts for a substantial part of
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the variation in the data, here increasing the log likelihood by 13.93 units from 147.615
to 161.541. In both variograms, the sample variogram fits well within the envelope and
closely corresponds with the mean, median and theoretical variograms. Adding the
random term for soil class has three clear effects: it reduces the spatial residual vari-
ance, narrows the percentile bands comprising the envelope and reduces the distance
at which spatial correlation drops to zero. The first and second effects are a clear result
of soil class having sharp boundaries. Without soil classes, correlation would have to
be modelled by a longer term trend and would result in noisier sample variograms,
while including soil classes allows the spatial correlation term to model shorter range
correlation. The third effect is related to the other two in that the reduced variation
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(a) No random term for soil class.
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(b) Random term for soil class included.
Figure 2.7: Variogram envelopes showing the effect of a random term for soil class -
absent left (model as in Equation 2.31b), present right (model as in Equation 2.31c).
Sample (heavy solid line), theoretical (light solid line), 2.5% and 97.5% quantiles
(dotted lines), median (dot-dash line) and mean (dashed line) variograms.
to be spatially modelled results in a shorter range of spatial correlation. These effects
are related to a comment made by Cressie (1991, p. 25) and noted in Section 1.2 that
there is no clear distinction between modelling variation with deterministic functions
or correlation functions. Adding covariates to a spatial model of a given response po-
tentially results in a reduction in the variation to be explained by the spatial correlation
component of the model. Such covariates may include a first or higher order polyno-
mial function in the spatial coordinates (Diggle & Ribeiro Jr., 2007, pp. 34 & 115) or
terms akin to blocks, such as soil class in the models here (Diggle & Ribeiro Jr., 2007,
p. 128). Terms such as these need to be combined with spatial correlation terms by the
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modeller to produce the best model for the required purpose.
For models within each of the six groups (that is, for each response variable),
the profile likelihood approach described earlier can be used to compare the log like-
lihood of each model to determine which estimated value of ν is preferred (Diggle &
Ribeiro Jr., 2007, p. 120). For thosemodels with spatially correlated residual errors and
a random effect for soil class (i.e. “sc” models), a ν value of 0.5 almost always pro-
duced models with the largest log likelihood; the exceptions to this were the response
variables for pre-harvest layer 2 and post-harvest layer 3. Consequently, those models
with ν = 0.5 can be taken to be the candidate models against which others are to be
compared. A model with a log likelihood which differs from the log likelihood of the
relevant candidate model by less than 1.92 is considered not significantly better. The
comparison value of 1.92 for the difference in log likelihoods is the 5 per cent crit-
ical value for a likelihood ratio test based on the χ2 distribution with one degree of
freedom. Here, for example, the “sc” model for post-harvest soil organic carbon in
layer 1 with ν= 0.5 has a log likelihood of 130.528. The log likelihoods for the other
models of the same response with ν= 1.0,1.5 and 2.0 are 130.518, 130.431 and 130.358,
respectively. None of these three log likelihoods differs from 130.528 bymore than 1.92
and so those respective models are not considered superior to that with ν= 0.5. While
there is not a strong basis for choosing any value of ν here above any other, the choice
of ν= 0.5 is justified, as explained, and is reasonably consistent with the data. As pre-
viouslymentioned on page 10, a Matérn correlation function with ν= 0.5 is equivalent
to an exponential correlationmodel. The sample variograms shown in Figure 2.5 show
relatively weak spatial correlation in the data for all six time-depth combinations. The
stronger the spatial correlation in a spatial process, the smoother is that spatial pro-
cess and the larger the appropriate value of theMatérn smoothness parameter, ν. The
distance at which spatial correlation decays to 0.05, namely, the practical range, is a
characteristic of a given spatial process. The less smooth a spatial process with a given
practical range, the smaller the value of theMatérn correlation parameter, ν, as shown
by Figure 2.6. This confirms that the choice of ν= 0.5 is appropriate for models of the
response variable here.
Accepting the preferred general type of model as that with a random term for
soil class and with a ν value of 0.5, isotropic and anisotropic models both with and
without a nugget effect were fitted to each response variable. The variance parameter
estimates obtained are shown in Table 2.6. In the fitting process for these models, as
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Table 2.6: Variance parameter estimates (± standard error) for constant-only fixed termmodels
of soil organic carbon specified by Equations 2.31c and 2.31d. Under model type and in sub-
scripts, “s” denotes spatially correlated residual errors, “c” random effects for soil class and “m”
a fitted nugget effect. All models have parameter ν fixed at the optimal value of 0.5; “F” denotes
parameter fixed at value specified; “B” indicates that the parameter was estimated on the bound-
ary of the parameter space (i.e. effectively zero); “nc” denotes non-convergent. Isotropic models
are those where δ and α are fixed. Preferred models based on likelihood ratio tests are denoted
by “‡” and those to be used for further analysis by “*”. See text for discussion of preferredmodels.
Layer Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m logL Pref.
& Time & type model
Layer 1
Pre 1 sc 52.4±14.4 0.5F 1F 0F 0.0342±0.0055 B 0F 133.084 ‡ *
Pre 2 scm 52.4±14.4 0.5F 1F 0F 0.0342±0.0055 B B 133.084
Pre 3 sc 60.3±15.8 0.5F 0.348±0.155 0.079±0.161 0.0346±0.0058 B 0F 135.376
Pre 4 scm 60.3±15.8 0.5F 0.348±0.155 0.079±0.161 0.0346±0.0058 B B 135.376
Post 5 sc 30.2±9.6 0.5F 1F 0F 0.0434±0.0059 0.0152±0.0141 0F 130.528 ‡ *
Post 6 scm 30.2±9.6 0.5F 1F 0F 0.0434±0.0059 0.0152±0.0141 B 130.528
Post 7 sc 33.9±11.0 0.5F 0.382±0.243 0.842±0.300 0.0433±0.0061 0.0156±0.0144 0F 131.761
Post 8 scm 33.9±11.0 0.5F 0.382±0.243 0.842±0.300 0.0433±0.0061 0.0155±0.0144 B 131.761
Layer 2
Pre 9 sc 8.2±11.4 0.5F 1F 0F 0.0334±0.0044 0.0110±0.0102 0F 135.971 ‡ *
Pre 10 scm 8.2±11.4 0.5F 1F 0F 0.0334±0.0044 0.0110±0.0102 B 135.971
Pre 11 sc 25.2±10.0 0.5F 0.098±0.095 1.419±0.088 0.0333±0.0046 0.0120±0.0110 0F 138.031
Pre 12 scm 45.9±41.3 0.5F 0.003±0.003 1.637±0.004 0.0265±0.0163 0.0133±0.0120 0.0066±0.0157 139.345
continued on next page
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Table 2.6: Variance parameter estimates (± standard error) for constant-only fixed termmodels
of soil organic carbon specified by Equations 2.31c and 2.31d (continued from previous page).
Layer Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m logL Pref.
& Time & type model
Layer 2
Post 13 sc 16.6±9.4 0.5F 1F 0F 0.0358±0.0047 0.0176±0.0158 0F 139.054 ‡
Post 14 scm 71.4±115.5 0.5F 1F 0F 0.0069±0.0115 0.0167±0.0151 0.0289±0.0118 139.630 *
Post 15 sc 27.1±8.7 0.5F 0.189±0.157 0.998±0.132 0.0364±0.0049 0.0190±0.0170 0F 140.380
Post 16 scm 37.5±23.1 0.5F 0.231±0.194 0.993±0.199 0.0248±0.0171 0.0185±0.0167 0.0112±0.0164 140.795
Layer 3
Pre 17 sc 19.1±8.3 0.5F 1F 0F 0.0239±0.0031 0.0115±0.0103 0F 161.541 ‡
Pre 18 scm 43.6±36.6 0.5F 1F 0F 0.0116±0.0101 0.0114±0.0102 0.0124±0.0100 162.199 *
Pre 19 sc 32.3±10.1 0.5F 0.245±0.148 0.833±0.160 0.0242±0.0034 0.0118±0.0106 0F 163.623
Pre 20 scm 32.3±10.1 0.5F 0.245±0.148 0.833±0.160 0.0242±0.0034 0.0118±0.0106 B 163.623
Post 21 sc 25.7±9.3 0.5F 1F 0F 0.0281±0.0037 0.0156±0.0139 0F 156.955 ‡ *
Post 22 scm 25.7±9.3 0.5F 1F 0F 0.0281±0.0037 0.0156±0.0139 B 156.955
Post 23 sc 32.6±9.6 0.5F 0.036±0.024 0.565±0.023 0.0286±0.0039 0.0160±0.0142 0F 158.444
Post 24 scm 44.4±29.4 0.5F 0.031±0.025 0.556±0.026 0.0198±0.0110 0.0156±0.0139 0.0082±0.0104 158.928
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for the models where both ν and φ were simultaneously estimated, it was evident that
the likelihood surface had the form of a ridge for a number of models here.
Continuing the modelling process, the assumption of isotropy was tested for
each response variable using a likelihood ratio test. Isotropic and anisotropic models
without a nugget effect were compared for this purpose and the results of this model
comparison,with associated P values, are shown in Table 2.7. In all cases, therewas in-
sufficient evidence to reject an isotropic model. Certain parameter estimates reported
in Table 2.6 may appear inconsistent with the acceptance of an isotropic model. The
anisotropy ratio, δ, for models 11, 12, 23 and 24, for example, is substantially different
from one, which is the value for an isotropic model, for all four models; the respective
estimates are 0.098± 0.095, 0.003± 0.003, 0.036± 0.024 and 0.031± 0.025. These are
Wald-based intervals, which are only correct for an estimate of a given parameter, θ,
say, (Pawitan, 2001, pp. 42 & 47) if the Wald statistic, zw, has a standard normal distri-
bution, that is,
zw =
θ̂−θ
se(θ̂)
∼ N(0,1) . (2.34)
As δ is constrainedhere to be positive, this assumptionmay not be credible. Gen-
erally, the likelihood ratio test is preferred to theWald test, as the former test givesmore
accurate results, particularlywhen sample sizes are not large (Pawitan, 2001, p. 47;Mc-
Culloch et al., 2008, p. 150). The apparent anomaly here is due to the failure of theWald
test and the acceptance of isotropicmodels is justifiedby themore robust nature of the
likelihood ratio test. Finally, the presence of a nugget effect was investigated, with the
Table 2.7: P values for model comparisons in Table 2.6. The probability value, Piso,
is for testing the assumption of isotropy and the value, P0m, for testing the assump-
tion of no nugget effect. “-” indicates that a nugget effect could not be fitted. Inte-
gers refer to model numbers in Table 2.6.
Layer Iso. v. P
iso
Nugget P0m
& Time Aniso
Layer 1
Pre 1 v. 3 0.101 1 v. 2 -
Post 5 v. 7 0.291 5 v. 6 -
Layer 2
Pre 9 v. 11 0.204 9 v. 10 -
Post 13 v. 15 0.266 13 v. 14 0.142
Layer 3
Pre 17 v. 19 0.125 17 v. 18 0.126
Post 21 v. 23 0.226 21 v. 22 -
2.6. Modelling results and discussion 85
model comparisons, also based on likelihood ratio tests, also shown in Table 2.7. A
nugget could only be fitted to the isotropic model for two response variables, namely,
those for the post-harvest response in layer 2 and the pre-harvest response in layer
3. In neither case did the inclusion of a nugget effect produce a significantly better
model. The sample variograms in Figure 2.5 show some spatial correlation for the
response variable at both time points in layer 1 but little spatial correlation in layers
2 and 3. All the variograms do suggest that a nugget effect is present. The presence of
a nugget effect together with little apparent spatial correlation, that is, a process where
there is uncorrelated variation, suggests a spatial process close to “white noise”; the
variogram resulting from such a process is essentially flat (that is, horizontal) and is
sometimes termed a “pure nugget” variogram (Webster & Oliver, 2001, pp. 58 & 117).
Where data sampled from a random spatial process produce such a flat variogram, it is
likely that the sampling interval is too large to detect spatial correlation in the response
variable (Webster & Oliver, 2001, p. 121). As noted in Section 1.2.3, a Matérn correla-
tion function with ν = 0.5 is equivalent to the exponential correlation function given
by ρ(d) = e−d/φ, where d is separation distance and φ is the Matérn scale parameter,
as given in Table 1.1. The effective range, that is, the distance at which ρ = 0.05, is
d = − log(0.05)φ, giving d ≈ 3φ. For the isotropic “sc” models in Table 2.6, the values
of φ are 52.4 and 30.2 for the layer 1 pre- and post-harvest response variables, respec-
tively; for layers 2 and 3, the values of φ are 25.7 or less. This gives approximate effec-
tive ranges of 157 metres and 90 metres for the layer 1 pre- and post-harvest response
variables, respectively, and less than 77 metres for the response variables in layers 2
and 3. The mean distance between sampling locations for this data set is approxi-
mately 80 metres, which is only a crude indicative measure, as sample separation dis-
tances clearly range above and below this value. Using the spatstat package (Baddeley
& Turner, 2005) for R software (R Development Core Team, 2010), themean distance of
each sampling location to the sampling location nearest to it is 53metres and themin-
imum distance between samples is 10 metres. Consequently, there are a substantial
number of sampling locations among which spatial correlation is clearly present and
can be modelled. The sample variograms are consistent with these values. For layer 1,
the sample variograms in Figure 2.5 show some evidence of spatial correlation and the
response variables here have effective ranges greater than the average sampling inter-
val. For layers 2 and 3, where the sample variograms show little spatial correlation, the
effective ranges are less than the average sampling interval and, thus, there appears to
be little spatial correlation in the data.
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In a soil science context, however, it can be argued that it is beneficial to include
a nugget effect in a model of a soil property. Gilmour et al. (1997, p. 287) have sug-
gested that it is good practice, for both statistical and biological reasons, to include
a nugget effect in any spatial model of variation in field experiments. This argument
could reasonably be extended to include variation in physical, as well as biological,
contexts. This would acknowledge the fact that measurements always contain error
and would also guard against producing predicted values with unrealistically small
standard errors of prediction. The inclusion of a nugget, thus, produces predictions
that have a conservative prediction standard error associated with them. There may
be insufficient data in these data sets at sufficiently small sample separation distances
to properly estimate a nugget effect in all cases; this is suggested by the few successfully
fitted nugget effects. There is, thus, insufficient information in the data in all cases to
either support the null hypothesis of no nugget effect or, conversely, to cast doubt on it.
For these reasons, the preferredmodel for each response variable here will incorporate
a nugget effect, where possible, regardless of whether the nugget effect is significantly
different from zero or not. This is analogous to the practice of including an intercept
in a regression model unless there are specific reasons not to.
2.6.1 Common correlation structure
A further possible simplification to the models for the response variables is to
investigate a common value of the Matérn range parameter, φ. It is reasonable to in-
vestigate this possibility as there are similarities in the operation of the natural pro-
cesses giving rise to the distributionof soil organic carbon over time andwithin the soil
profile, allowing for various constraints, such as moisture and oxygen levels. The esti-
mated values of φ in Table 2.6 vary a reasonable amount over the six time-depth com-
binations for a given model type. For example, for the “scm” models of the response
variable for pre- and post-harvest times ordered within each soil layer, the respective
values of φ̂with their standard errors are: 52.4±14.4, 30.2±9.6, 8.2±11.4, 71.4±115.5,
43.6±36.6 and 25.7±9.3. The standard errors also vary considerably, with the degree of
imprecision in the estimates leading to overlap between estimates. This suggests that a
common estimate of φ across the six time-depth combinations could be investigated.
A common or pooled estimate of the parameter φ can be computed and tested
using a procedure developed by Cochran (1954) and based on a statistic known as
Cochran’sQ statistic. This procedure is commonly used in meta-analysis, where esti-
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mates of a given parameter, θ, are combined to give a common estimate, θ̂, across
experiments. Cochran (1954, p. 101) initially stated his method could be applied to es-
timating means, medians or regression coefficients. Later researchers have extended
this method to other types of parameter. DerSimonian & Laird (1986, p. 182) applied
the method to meta-analysis in clinical trials for estimating the log odds ratio and this
application has since been widely used (see, for example, Higgins & Thompson (2002),
Kavvoura & Ioannidis (2008) and Trikalinos et al. (2008)). This demonstrates that the
methodmay be applied to a wider range of parameters than the initial examples given
by Cochran (1954). Kavvoura & Ioannidis (2008, p. 5) note that Cochran’s Q statistic
cannot detect heterogeneity in a parameter being estimated across studies when the
number of studies is small.
Where Cochran’s Q statistic is used in a situation where the variances of the
observations relating to each parameter estimate are not believed to be equal, a
weighted average of the parameter estimates is computed to give a common estimate
according to the formula (Cochran, 1954, p. 114),
θ̂ =
k∑
i=1
w
i
θ̂
i
k∑
i=1
w
i
, (2.35)
where θ̂
i
, i = 1, . . . ,k, are the estimates of the parameter for each of the k experiments,
each estimate having standard error, s
i
, andw
i
= 1
/
s
2
i
are theweights assigned to each
parameter estimate (that is, the weighting method is an inverse variance method). To
test whether the individual estimates are significantly different from the common esti-
mate, the following statistic is used
Q
k−1 =
k∑
i=1
w
i
(θ̂
i
− θ̂)2 (2.36)
and assumed to follow a χ2 distributionwith k−1 degrees of freedom (Cochran, 1954,
p. 114). Applying this procedure to the estimates of φ for the chosen models (marked
in Table 2.6 with a “*”) produces a common parameter estimate of φ̂ = 27.4 with
Q5 = 6.306 (P = 0.278), indicating that there is insufficient evidence to reject the hypo-
thesis of homogeneity of individual parameter estimates. As the number of sepa-
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rate estimates of the target parameter here is small (viz. six), the cautionary note of
Kavvoura & Ioannidis (2008, p. 5) may apply; that is, heterogeneity amongst the sepa-
rate parameter estimatesmay not be detected. However, the use here of the CochranQ
statistic to obtain a common estimate of φ is not intended to provide a highly precise
estimate but rather is an attempt to capture a general feature of the physical process
which may be embodied in the separate estimates. Based on the P value returned
(P = 0.278), the common estimate of φ̂= 27.4 was adopted and reduced models of the
chosen type fitted to all response variables with φ fixed at that value; that is, isotropic
models of the form of Equation 2.31d, y = τ01+Z cuc+um+es, were fitted, where the
nugget, um, was fitted if possible. Variance and fixed effects parameter estimates for
this series of models are given in Table 2.8.
Two general points can be made about the preferred type of model fitted with
estimated and fixed values ofφ. For preferredmodels whereφwas estimated, Table 2.6
Table 2.8: Variance and fixed effect parameter estimates (± standard error) for pre-
ferredmodel types with common estimate of φ.
(a) Variance parameter estimates of chosen univariate models
Model φ ν δ α σ̂2s σ̂
2
c σ̂
2
m logL
Layer 1
Pre 27.4F 0.5F 1F 0F 0.0308±0.0043 0.0021±0.0030 0F 131.090
Post 27.4F 0.5F 1F 0F 0.0428±0.0055 0.0154±0.0142 0F 130.483
Layer 2
Pre 27.4F 0.5F 1F 0F 0.0055±0.0171 0.0110±0.0102 0.0280±0.0172 135.904
Post 27.4F 0.5F 1F 0F 0.0159±0.0184 0.0174±0.0156 0.0197±0.0177 139.291
Layer 3
Pre 27.4F 0.5F 1F 0F 0.0148±0.0101 0.0114±0.0102 0.0090±0.0095 161.979
Post 27.4F 0.5F 1F 0F 0.0283±0.0036 0.0155±0.0138 0F 156.940
(b) Fixed effect parameter estimates (±
standard error) of chosen univariate
models
Estimate and Standard error
Pre-harvest Post-harvest
Layer 1 0.985±0.032 0.965±0.067
Layer 2 0.805±0.057 0.620±0.070
Layer 3 0.523±0.057 0.452±0.066
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shows a nugget could be fitted only to response variables for pre-harvest in layer 3 and
post-harvest in layer 2. On the other hand, where the value of φ was fixed, a nugget
could be fitted to the two response variables just mentioned as well as pre-harvest in
layer 2, as Table 2.8a shows. As expected, the log likelihoods of the preferred models
with the estimated values ofφ are larger than the correspondingmodels with the value
fixed, although the differences are rather small; the difference is somewhat larger for
pre-harvest soil organic carbon in layer 1.
The sameMatérn correlationmodel has been fitted to all six variables here giving
a common correlation structure. This correlation model is isotropic (with parameters
δ= 1 and α= 0) and with range parameter φ= 27.4 and smoothness parameter ν= 1
2
.
The value of ν makes this Matérn correlation structure equivalent to an exponen-
tial correlation model; that is, from Equation 1.4, ρ
M
(d ;φ, 1
2
) = e−d/φ . The correlation
structure can be visualised through the plots given in Figure 2.8, for example. As the
model is isotropic, correlation contours are circular, as shown in Figure 2.8a. Correla-
tion between soil organic carbon values drops to less than 0.1 at a separation distance
of approximately 60metres in any direction, as is also clear from Figure 2.8b. From the
equation above, the practical range (that is, the distance at which correlation falls to
0.05) is −27.4× log(0.05) metres, which gives a distance of 82 metres, as indicated on
Figure 2.8b. Response values separated bymore than this distance in any direction are
modelled as being effectively independent.
The relative importance of soil class, spatial correlation and the nugget effect
varies over the six time-depth combinations for the response variable, as the variance
components for these terms given in Table 2.8a show. The variance component for
soil class is relatively constant for the six time-depth combinations, except for layer 1
at pre-harvest, where it is smaller than for other time-depth combinations. Soil class,
then, has a reasonably uniform effect on variability in the response variable, apart
from layer 1 at pre-harvest. No nugget effect could be fitted at either time point in
layer 1 or at post-harvest in layer 3. In each of these three cases, spatial variabil-
ity is greater than soil class effects, particularly so in layer 1 at pre-harvest. Spatial
structure is evident in the sample variograms shown in Figure 2.5 at both time points
in layer 1 and this is consistentwith the features just described of the preferredmodels.
In layer 3 at post-harvest, spatial structure is less evident in the sample variogram.
Where a nugget effect could be fitted, namely, in layer 2 at both time points and at pre-
harvest in layer 3, the relative importance of the three variance components differs. In
2.6. Modelling results and discussion 90
Distance (m)
D
is
ta
nc
e 
(m
)
 0.1 
 0.2 
 0.3 
 0.4 
 0.5 
 0.6 
 0.7 
−80 −60 −40 −20 0 20 40 60 80
−
80
−
60
−
40
−
20
0
20
40
60
80
(a) Correlation contours for the commonMatérn model
0 20 40 60 80 100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Distance (m)
Co
rre
la
tio
n,
 r
r = 0.05
Practical
range
(b) Correlation decay function for the commonMatérn model
Figure 2.8: Correlation relationships for the common fitted Matérn correlation
model for the univariate responses
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layer 2 at pre-harvest, the nugget effect dominates both the spatial and soil class vari-
ances; this is quite consistent with the almost flat sample variogram seen in Figure 2.5.
The three variance components are approximately equal for the layer 2 post-harvest
response variable. This is supported by the corresponding sample variogram, where
some spatial correlation structure is evident. In layer 3 at pre-harvest, the spatial vari-
ance is slightly larger than the fitted nugget and soil class effects; the sample variogram
shows some evidence of a nugget and spatial structure and so is consistent with these
model features. Overall, the spatialmodel shows that there ismild spatial correlation in
the response variable at the various time-depth combinations and that this correlation
extends to a maximum distance of approximately 80 metres from any sampling loca-
tion in any horizontal direction before decaying effectively to zero. Pairs of sampling
points separated by less than 80 metres are spatially correlated to the extent indicated
by the preferred model for the particular time-depth combination.
2.6.2 Model diagnostics
Plots of residuals against each of eastings (X ) and northings (Y ) for the models
chosen are shown in Figure 2.9. The residual here is taken as the full spatial residual as
given in Equation 1.49, e∗s = um+ es; that is, for the models here, the residual is cal-
culated as y − τ̂01−Z cu˜c, and will be labelled as e˜∗s if nugget effects are fitted or as e˜s if
no nugget effects are fitted. The estimates, τ̂0 and u˜c, will differ depending onwhether
nugget effects are fitted or not. None of these plots shows any substantial non-random
pattern and so they suggest that the fixed term component of the fitted models is sat-
isfactory. To check for constant variance across soil classes for each response vari-
able, squared residuals conditional on soil class have been plotted and are shown in
Figure 2.10 (Cook & Weisberg, 1983, p. 6). It is sensible to condition residuals on soil
class because of the different size of the fitted effect for each soil class. As the sign of
a residual is unimportant in diagnosing heteroscedasticity, squaring the residuals ef-
fectively doubles the density of points on the plot by confining them to the positive
vertical axis only. The effect is the same for the boxplots shown in Figure 2.10. This is
particularlyhelpful where the number of data values is not large, as is the case for some
soil classes here. Squared residuals also give more weight to larger deviations between
observed and fitted values. Such a plot can aid primarily in detecting heteroscedas-
ticity but also in identifying the presence of outliers for each response variable. While
useful, plots of this type can be relatively noisy and this needs to be allowed for in in-
terpreting them. For each response variable considered separately, the box plots for the
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Figure 2.9: Residuals from the chosen models with a common value for the scale
parameter, φ, for soil organic carbon in Table 2.8 plotted against eastings (top
panel) and northings (bottom panel). In each panel, pre- (left) and post-harvest
(right) times are shown with soil layers 1, 2 and 3 (top to bottom).
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soil classes show some apparent difference in variance but not to an extent that would
be cause for concern. There are also some outliers evident in the plots but, allowing
for the effect of squaring the residuals, the outliers would not be considered extreme.
Overall, the plots appear to be satisfactory and support the chosenmodel.
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Figure 2.10: Box plots of squared residuals conditioned on soil class from the
chosen models with a common value for the scale parameter, φ, for soil organic
carbon in Table 2.8. Pre- (left) and post-harvest (right) times are shown with soil
layers 1, 2 and 3 (top to bottom).
Plots of sample variograms with superimposed fitted, or theoretical, variograms
from the fitted models are shown in Figure 2.11; variograms for the preferred model
type with estimated φ from Table 2.6 are in Figure 2.11a and those for models with
common φ from Table 2.8 are in Figure 2.11b. The sample variogram for a given
response is calculated from residuals from a model of the same form as the pre-
ferred model for that response except for the residual error component, which has an
independent and identically distributed variance structure; that is, the models from
which the residuals for sample variograms are obtained have random errors speci-
fied as es ∼N(0,σ2s In). Theoretical variograms are obtained from the full fitted model
for the given response; here, those models are the models identified in Table 2.6 by
“*” and all the models in Table 2.8. Comparing the two types of variogram shown in
these plots is a useful diagnostic strategy for assessing the suitability of the chosen
spatial correlationmodel for a response variable. As described above, the sample vario-
grams for the response variable shown in Figure 2.11 are calculated frommodelswhich
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Table 2.8
Figure 2.11: Sample variograms (solid line) and theoretical variograms (dashed
line) from the univariate preferred models for soil organic carbon with estimated
φ (top panel) and fixedφ (bottom panel) for each time point (“pre” and “post”) and
soil layer (“1”, “2” and “3”).
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have removed the fixed effects (here, intercept or overall mean) and random soil class
effects from the data, leaving residuals which incorporate the spatial correlation to
be modelled by the spatial correlation structure of the chosen model. The theoretical
variogram of the chosenmodel should then correspond reasonably well to the sample
variogram just described if the chosen spatial correlationmodel is adequate.
Examining the variograms shown in Figure 2.11 to determine if the chosen spatial
correlation model is adequate, we find sample and theoretical variograms for both
groups of model overall do show reasonably good correspondence. This indicates
support for the spatial correlation structure in preferred model type. Some particu-
lar comments can bemade about the nugget effect and the behaviour of variograms at
short separation distances. The plots display some apparently inconsistent behaviour
in relation to the nugget. The sample variogram for pre-harvest soil organic carbon in
layer 2 shown in Figure 2.11b is essentially flat, suggesting very little spatial variation
is present for that response. Almost all the variation is due to measurement error (and
micro-scale spatial variation, which cannot here be separately estimated); where there
is almost no spatial variation, a flat variogram, such as this, results. The model-fitting
algorithm for that response variable would not converge with a nugget term when φ
was estimated but did converge when φwas fixed at the common value. This confirms
the comment made earlier that there are not enough data points here at sufficiently
small separation distances to successfully estimate a nugget effect. The same effect
may be evident in the models for the post-harvest response in layer 3. As mentioned
earlier, the log likelihoods for the two sets of models, that is, those where φ was esti-
mated and those where it was fixed at a common value, were little different for corre-
sponding response variables except for the pre-harvest response in layer 1, where the
fit of the model with estimated φ was better, though not significantly so based on a
likelihood ratio test. This slightly better fit can be seen in the closer correspondence
between the sample and fitted variograms at short separation distances.
2.6.3 Predictions and variance of errors of prediction
The BLUPs of the random effects of the four soil classes for each time point in
each soil layer obtained from the preferred univariatemodels are shown in Figure 2.12;
the bars show the standard error of each predicted value. Some general comments can
be made about the level of soil organic carbon in the different soil classes, selective
properties of which are given in Table 2.1. The level of soil organic carbon in soil class
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Figure 2.12: BLUPs of the random effects with standard error bars of the four soil
classes (1 to 4 from top to bottom) at each time point (“Pre”, “Post”) in each soil
layer (“L1”, “L2”, “L3”) obtained from the preferred univariate models.
1 is uniformly lower than that in the other soil classes. Soil class 1 consists predomi-
nantly of a Red Chromosol and has the lowest clay content of the four soil classes. As
clay content is a general indicator of soil organic carbon content, the low soil organic
carbon level is not unexpected. The other three soil classes have somewhat larger soil
organic carbon effects and they also have higher clay contents relative to soil class 1.
In addition, the variations within each soil class over time and with depth show some
interesting patterns. The random effects for soil class 1 are relatively constant over
time and depth and so the level of soil organic carbon in that soil class changes little.
In soil classes 2, 3 and 4, in contrast, there are clear patterns of change. Soil classes 2
and 3 have a higher level of soil organic carbon in each layer at pre-harvest than post-
harvest. Soil class 4 shows the reverse trend, with higher levels at post-harvest in each
layer than pre-harvest. The reasons for these patterns may be evident to a specialist
soil scientist.
Predictions of soil organic carbon (percentage by weight) and associated vari-
ances of prediction errors from the predictionmodels chosen, as specified in Table 2.8,
are shown in Figures 2.13 and 2.14, respectively. The plots show that soil organic
carbon decreases with depth, a trend which the raw data clearly display. One other
general feature of the predictionplots is the area of lowpredicted values on thewestern
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Figure 2.13: Maps of predicted values of pre- (left) and post-harvest (right) soil
organic carbon (in units kg.kg−1× 100) by soil layer (layers 1 to 3, top to bottom)
frommodels specified in Table 2.8. Note common scale for all layers.
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Figure 2.14: Maps of the prediction error variance (mean squared error of
prediction) of pre- (left) and post-harvest (right) soil organic carbon (in units(
kg.kg−1×100
)2
) by soil layer (layers 1 to 3, top to bottom) from models specified
in Table 2.8. Note common scale for all layers.
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side of the field between Y values of approximately 200 metres and 600 metres. This
area corresponds to soil class 1, identified as a Red Chromosol and the lowest yielding
of the three larger soil classes (Table 2.1). While the patterns of predictions shown in
Figure 2.13 and the distribution of the soil classes in the field, shown in Figure 2.1a, do
not have other obvious similarities, the predictions are all based onmodels incorporat-
ing information on soil classes through a random effects term and portray the spatial
variation of soil organic carbon across the field for each response variable. The distri-
bution of soil organic carbon in layer 1 appears slightly more patchy than in the two
lower soil layers. Such a pattern can possibly be explained by the presence of greatest
soil disturbance in the top layer (0 to 15 cm) because of agricultural activities. In the
second (15 to 30 cm) and third layers (30 to 90 cm), however, the degree of soil dis-
turbance is likely to be less, leading to less apparent patchiness. In the third layer, the
amount of organic carbon per unit of soil volume is less than in the upper two layers
and it is likely to originate fromdeep root penetrationof the soil. Another reason for the
apparent patchiness in the plots relates to themodelled variation in the responses. The
prediction plot for the pre-harvest response in layer 2 is relatively smooth and quite
closely resembles the originalmap of soil classes in the field, shown in Figure 2.1a. The
variogram plots in Figure 2.11b show that there is very little spatial correlation appar-
ent in the data for that response; the variation is almost entirely noise, ormeasurement
error, together with short-range spatial variation at distances shorter than the mini-
mum sampling interval. As a result, the predictions differ little from the mean (Diggle
& Ribeiro Jr., 2007, pp. 163-164); this is evident for this response variable in the minor
differentiation within each soil class of predicted values with spatial position.
The broad patterns of prediction error variances shown in Figure 2.14 can be re-
lated to the spatial variation in the response variable and the structure of the general
model prediction equation used here and given in Equation 2.17. Equation 2.21 shows
that the variance of the error of prediction is directly proportional to the spatial vari-
ance component, σ2s . The general model prediction equation, Equation 2.17, does not
include a nugget effect in the predicted value. It follows that the patterns in the pre-
diction error variances shown in Figure 2.14 are primarily due to the spatial variation
of the response variables. If the spatial variance components, σ2s , given in Table 2.8a
for the six fitted models are ranked in size, the ranking can be seen to correspond to
the overall size of the variance of the prediction errors for the respective response vari-
ables plotted in Figure 2.14. For example, the post-harvest layer 1 response variable
has the largest spatial variance component, σ2s = 0.0428, and the corresponding plot
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in Figure 2.14 shows it has the largest prediction error variances. The response vari-
able at pre-harvest in layer 2 has the smallest spatial variance component,σ2s = 0.0055,
and thematching plot shows it has the smallest prediction error variances. The spatial
variances and prediction error variances for the remaining response variables can be
similarly ranked.
A further feature of the plots in Figure 2.14 is related to the presence or absence
of a nugget effect in the fitted model for a response variable. As noted in Section 2.3,
a model with no fitted nugget effect returns a predicted value at a sampling location
equal to the the observed value at that sampling location. The variance of the error
of prediction at a sampling location in such a case is, thus, effectively zero. A map of
the variances of the errors of prediction for a model without a fitted nugget effect will
show a “pincushion” effect. The maps of the prediction error variances for the three
models without fitted nugget effects, namely, models of the response for both times
in layer 1 and post-harvest time in layer 3, clearly exhibit this pincushion effect. On
the other hand, the models for the remaining three response variables, namely, those
for both time points in layer 2 and that for pre-harvest time in layer 3 include fitted
nugget effects. Figure 2.14 shows that the variance of the error of prediction is much
smoother for these latter three models. With a fitted nugget effect, the predictor does
not interpolate the data and so the pincushion effect may be absent, as in the plots
for responses at pre-harvest time in layers 2 and 3. The plot for the pre-harvest layer
2 response shows little change in variance of the prediction error across the field. This
is a result of the variance of that response having a large nugget variance to spatial
variance ratio (sometimes termed a noise to signal ratio (Diggle & Ribeiro Jr., 2007,
p. 146)), taking a value of 5.1. Because of the weak spatial correlation of that response
variable, evident in the sample variogram plot in Figure 2.5, the variance of the pre-
diction error is dominated by the random measurement error, σ2m, of the model. The
overall patterns in prediction error variance show then that it is directly related to the
spatial variation in the response variable. Variance of prediction error increases with
increasing distance from sampling locations in the neighbourhood and decreases to
zero at sampling locations only where there is no nugget effect fitted in the model.
2.6.4 Modelling cycle: summary
The modelling approach taken in this chapter consists of a generally accepted
series of steps for developing, checking and obtaining predictions from a Gaussian
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geostatistical model. At this point, it is useful to summarise the steps in the approach,
based on the univariate modelling conducted here. The overall process carried out
here is aimed at developing a model that is as useful as possible, given the limitations
of the data, and one that is as parsimonious as the data will allow. There is much lit-
erature on model building at various levels of sophistication. A useful and practical
overview of the main issues is provided by Chatfield (1995). For techniques applicable
to model-based geostatistics, Diggle & Ribeiro Jr. (2007) is invaluable.
Exploratory data analysis
The initial step inmodelling is exploring the data. Data sets need to be checked for any
anomalous values, which thenmust be investigated to determine whether they are er-
roneous or valid but unusual. To begin this process, various plots, such as histograms,
box plots and quantile-quantile (Q-Q) plots, are useful. A simple model, for example,
one with an intercept and independent random errors, may then be fitted to enable
residuals to be examined. These procedures may help to identify any anomalous data
values. Corrections to erroneous valuesmay bemade, if possible, but themore difficult
question is how to treat data values which appear to be highly unusual. One technique
has been employed here to this end, namely, testing whether a value lies far enough,
according to a given criterion, in the tails of the distribution to be considered an outlier.
The criterion employed of whether it lies further than three standard deviations from
the mean of the data set to which it belongs removes some subjectivity from the ulti-
mate decision on its fate. Global trend in the response variable can also be examined
by plots of the data against each of the spatial coordinates.
Test for stationarity
Following exploratory data analysis, stationarity in the mean needs to be examined
as the assumption of stationarity in the mean must be satisfied to satisfactorily fit a
Gaussian geostatistical linear mixed model of the type described here. The standard
technique for testing stationarity is fitting low-order polynomials in the spatial coordi-
nates as fixed term models and examining the resulting variograms of residuals. The
variogram is the standard tool for testing stationarity. Based on the variograms, an ap-
propriate fixed termmodel can be chosen to achieve stationarity; this can be compared
with any global trend previously identified in the exploratory analysis. Both omnidirec-
tional and directional variograms should be examined to check for directional effects
in the response variable.
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Investigate correlation structure
Having satisfied the assumption of stationarity in the mean, the correlation structure
in the response variable is next investigated, preferably using the versatile Matérn
correlation function. Modelling begins with simple correlationmodels and progresses
to increasingly more complex ones, building on the information gained in the model-
ling process. Models which are nested may be compared using likelihood ratio tests.
A small range of fixed values of the Matérn smoothness parameter, ν, may be initially
chosen to fit isotropic models. An attempt may be made to fit a model in which both
theMatérn parameters, ν and φ, are estimated, using correlation parameter estimates
from earlier models to set appropriate initial values. If this is unsuccessful, an appro-
priate value of the parameter, ν, can be chosen by the profile likelihood process de-
scribed earlier. Anisotropic models should subsequently be examined, as isotropy is a
special case of anisotropy. Initial values for the Matérn anisotropy parameters, δ and
α, can be obtained from the directional variograms previously constructed. The vario-
gram envelope technique described here is useful for verifying the appropriateness of
given correlation models. Finally, in this modelling phase, a nugget effect can be in-
vestigated and fitted, if possible. A nugget effect should be retained even if it does not
produce a significantly better model, for reasons explained in the text.
Model selection
Asmentioned above,models which are nestedmay be compared using likelihood ratio
tests. One of the main benefits of a model-based geostatistics approach is that it is
firmly grounded in mainstream statistical practice, where there is the opportunity to
use likelihoodmethods.
Test for commonmodel features (with multiple response variables)
With a number of response variables for the same spatial process, as is the case here,
common model features for all responses can be examined to arrive at the most par-
simonious overall modelling outcome. A common Matérn scale (or range) parameter
estimate was investigated here, for example, for the correlation structure in horizontal
space. Meta-analysis techniques, such as Cochran’sQ test, are useful for this purpose.
Check the preferredmodel with appropriate diagnostic techniques
Having decided on a preferredmodel for the response variable, it is important to check
that the model is appropriate. Plots of residuals against spatial coordinates, plots of
squared residuals and variogram envelopes can identify whether the model fails to
capture certain characteristics of the spatial process underlying the response variable.
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Themodel sample and theoretical variograms should also be compared.
Interpret the modelling outcomes appropriately
An interpretation of the preferred model is one of the final elements in the model-
ling process. A link between the preferred model obtained and the spatial process
modelled should be made. Concrete interpretation of model parameter estimates is
useful here, such as specifying the estimated practical range of the spatial process. For
spatialmodels, graphical techniques to displaymodel results are particularly valuable.
The two-dimensional maps and the plot of soil class random effects by time and soil
layer in Figure 2.12 included here are a clear example. Discussing prediction error is
also an important aspect of reportingmodelling results.
Consider potentially more effective models
While the preferred model may be one outcome of a particular phase of modelling, its
limitations need to be outlined in any model interpretation. Potentially better models
should also be suggested to guide additionalmodellingwork thatmay be feasible or to
suggest further research directions. In the context here, multivariatemodels are a clear
possibility.
2.7 Beyond univariatemodels
Themodelling performedhere has treated the six response variables as indepen-
dent random variables when they are clearly not. The models have failed to capitalise
on the relationships among the variables owing to their correlation in time and space.
These correlations can be incorporated into multivariate models. For such multi-
variate models to be useful, there must be spatial cross-correlation between response
variables (Webster & Oliver, 2001, p. 189). The extra information gained from correla-
tions among the response variables can be used to improve predictions of any one of
them (Webster & Oliver, 2001, p. 193). The particular improvement in a multivariate
model is to reduce the variance of the error of prediction (Cressie, 1991, p. 140).
Particular aspects of the univariate data and modelling that might suggest the
value of a multivariatemodel include the single response variable (that is, soil organic
carbon alone), sampling design and the common correlation structure fitted in thepre-
ferred model. The response variable is soil organic carbon at both time points and all
three soil depths. The pattern of any spatial correlation is likely to be clearer for such
a single response variable than, for example, two different response variables that are
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believed to be spatially correlated. An example of the latter situationmight be the pre-
diction of the concentration in soil of nitrate and bromide ions, which are believed to
have some affinity for each other, in a multivariatemodel. Sampling locations at each
of the two time points are identical. This is an advantage as it allows correlation in the
response variable between the pre- and post-harvest time points to be more precisely
estimated. The common correlation structure fitted in the univariate models suggests
that there are features of the spatial process for all six time-depth combinations that
are common. This augurs well for a useful multivariatemodel.
The first extension of the univariate models will be to bivariate models. This is
the simplest case of cokriging, a term for multivariate spatial prediction arising from
classical geostatistics. Before attempting to fit a bivariate model, correlations between
the response variable at the two time points and over the three soil layers will be in-
vestigated as an initial indicator of the possible worth of a bivariate, and ultimately a
multivariate, model. As bivariate and multivariate models for this response variable
are developed, a general model structure will be built, allowing more of the informa-
tion on temporal and spatial correlation in the response variable to be incorporated
and consequentlymore precise predictions to be obtained frommodelling. The degree
to which this is achieved can be then gauged from the final preferredmodels obtained.
Chapter 3
Bivariatemodels for continuous data
3.1 Introduction
There are various reasons why a number of response variables measured over
the same spatial area may be jointly modelled. It may be that the spatial distribution
of each is of equal interest. Alternatively, one variable may be difficult or expensive
to measure and another, which is easier or cheaper to measure, is known to be corre-
lated with the first. In this case, the second variable may be more intensively sampled
and used to aid in the prediction of the first, less intensively sampled variable, thus
reducing the cost or effort of sampling. Another situation is that an investigator may
be equally interested in a number of related variables, among which the correlation
may be considered from two perspectives. Firstly, the variables may be correlated to
varying degrees in the sense of the Pearson product-moment correlation. Additionally,
the variables may each or jointly be correlated spatially. In such a case, a joint model
may be the most informative (Webster & Oliver, 2001, p. 193; Diggle & Ribeiro Jr., 2007,
pp. 69-70). In all these cases, the correlation between the measured values of the vari-
ables at any location can be used to improve the precision of the predictions of the
response variable or variables. The general term for this technique in classical geo-
statistics is cokriging, while, in a model-based geostatistics context, such models be-
long to the general class of multivariatemodels, from which, in the present context of
Gaussian linear mixedmodels, predicted values can be obtained by BLUP (McCulloch
et al., 2008, pp. 310-311).
There has been considerable research into multivariate spatial modelling be-
cause of the benefits mentioned above. A number of approaches have been taken,
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some of which are briefly described by Diggle & Ribeiro Jr. (2007, pp. 72-74). An early
application of cokriging in soil science is described by McBratney & Webster (1983).
Values of a response variable generated by a stochastic process are likely to be related
spatially to other values of the same variable nearby; such a variable has been termed
a regionalised variable, as described on page 2. Similarly, the values of one variable
may be spatially related to values of another variable nearby and, in this case, the re-
lated variables are sometimes termed coregionalised variables (Journel & Huijbregts,
1978, p. 40; Webster & Oliver, 2001, pp. 49 & 193). This terminology has been applied
to a type of multivariate model known as a linear model of coregionalisation (Journel
& Huijbregts, 1978, p. 171). This type of model is mentioned by Diggle & Ribeiro Jr.
(2007, p. 74) as one of a number of devices for modelling bivariate, or more gener-
ally, multivariate, spatial processes. Covariance matrices for spatial processes must be
positive definite, as discussed in Section 1.2.3.2. The linear model of coregionalisa-
tion is a construct to ensure that this is so for multivariate spatial processes (Journel
& Huijbregts, 1978, pp. 171-172) and has been described as the “prevalent” method
of achieving this (Gneiting et al., 2010, p. 1168). An early contribution to the devel-
opment of the bivariate linear model of coregionalisation from a classical geostatis-
tics perspective, where variance parameters were estimated directly from the sample
variograms by least squares, is by Goulard & Voltz (1992) and more recent studies also
using a least squares criterion are by Lark & Papritz (2003) and Pelletier et al. (2004).
The same type of model has also been fitted using REML by Marchant & Lark (2007)
and maximum likelihood by Gneiting et al. (2010). Using REML to estimate variance
parameters avoids the problems of inflated bias in those parameter estimates inherent
in curve fittingmethods based on least squares criteria.
3.2 Bivariate geostatisticalmodel
Within the linear mixed model and BLUP frameworks, multivariate data can
be modelled by constructing a multivariate linear mixed model incorporating multi-
variate BLUP (Mrode, 2005, p. 83). In the animal science field, where linear mixed
models have a long history, the first application of BLUP in a multivariate context was
by Henderson and Quaas in 1979 (cited in Mrode (2005)). Building on the univari-
ate geostatistical linear mixed model of the previous chapter, a bivariate geostatistical
linear mixedmodel will now be developed.
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3.2.1 Model specification
The data vector for the two response variables, y1 and y2, can be written, where
the “vec” operator stacks columns of a matrix under one another to form a vector,
y = vec
[
Y (n×2)
]
; Y = [y1 y2] . (3.1)
As in the univariate case, the data vectors, y
j
, j = 1, 2, are spatially referenced by
s =
(
s ′1 · · · s′n
)′
, s
i
∈ R2, i = 1, . . . ,n . We assume here the n sampling locations are
unique, although in the general case this is not necessary. If we were to assume the
y
j
, j = 1, 2 are independent, each y
j
may be separately modelled by a univariate geo-
statistical model of the form of Equation 2.1,
y
j
= X
j
τ
j
+Z cjucj +umj +esj ,
where themodel components are defined as for the univariatemodel on page 48, with
the definitions repeated here for clarity. With superscripts denoting dimensions, for
j = 1, 2, X (n×a)
j
is the model matrix for the fixed effects, τ(a×1)
j
, which often consists
of the coefficients of a polynomial in the spatial coordinates. There are a number
of components of random effects. Soil class effects, u(b×1)
c j
, are considered random
effects for reasons explained below and are assumed independent and identically
distributed with incidence matrix, Z (n×b)
c j
, and variance matrix, G
c j
=σ2
c j
I
b
, so that
u
c j
∼N(0, σ2
c j
I
b
) . Measurement errors, u(n×1)
m j
, often known as nugget effects in
geostatistics, have incidence matrix, Z
m j
= In , which is omitted, are also assumed
independent and identically distributed with variance matrix, G
m j
= σ2
m j
In , and so
u
m j
∼N(0, σ2
m j
In) . The spatially correlated random errors, es j , have variance matrix,
σ2
s j
R
s j
, and thus, e
s j
∼ N(0, σ2
s j
R
s j
) . For each j = 1, 2, random effects, u
c j
, u
m j
and
e
s j
are assumed to be pairwise independent. FollowingMrode (2005, p. 84), a bivariate
model for y takes the form[
y1
y2
]
=
[
X 1 0
0 X 2
][
τ1
τ2
]
+
[
Z c1 0
0 Z c2
][
uc1
uc2
]
+
[
um1
um2
]
+
[
es1
es2
]
.
This bivariatemodel for y = [y ′1 y ′2] ′ can be writtenmore succinctly in the same form
as the univariatemodel,
y = Xτ+Z cuc+um+es , (3.2)
with the following specifications:
the model matrix for fixed effects, X =
2⊕
j=1
X
j
(see Appendix A for a definition of the
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direct sum operator, “
⊕
”);
the vector of fixed effects, τ= [τ′1 τ′2]′;
the incidence matrix for random soil class effects, Z c =
2⊕
j=1
Z
c j
;
the vector of random effects for soil class, uc = [u′c1 u′c2]′;
the vector of randommeasurement errors or nugget effects, um = [u′m1 u′m2]′;
and the vector of spatially correlated errors, es = [e ′s1 e ′s2]′.
In relation to the distributional specifications, we make the assumptions, similar to
those for the univariatemodel in Equation 2.2, that
var
 ucum
es
=
Gc 0 00 Gm 0
0 0 Rs
 , (3.3)
noting that the submatrices of the matrix on the right hand side of the above equation
are all variance matrices (Cullis, 2010). The variance matrices, Gc and Gm, may
be assumed separable but can take simpler forms. If soil class random effects are
modelled as independent over time, with b soil classes Gc takes the form,
G (2b×2b)c =
[
σ2c1Ib 0
0 σ2c2Ib
]
=
2⊕
j=1
σ2cj Ib . (3.4)
An alternative expression for this form of Gc which may be more convenient for
computer coding is
Gc =
[
σ2c1 0
0 σ2c2
]
⊗ I
b
.
If, on the other hand, soil class random effects are modelled as correlated over time,
Gc takes the form,
Gc =
[
σ2c1Ib σc12Ib
σc12Ib σ
2
c2Ib
]
=
[
σ2c1 σc12
σc12 σ
2
c2
]
⊗ I
b
, (3.5)
whereσc12 is the covariance of soil class random effects between pre- and post-harvest
times. Given the nature of soil processes, it is conceivable that soil class random
effects may be correlated but it is a matter of inference whether any such correlation is
significantly different from zero. If nugget effects are assumed to be independent over
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time,Gm takes the form
Gm =
[
σ2m1In 0
0 σ2m2In
]
=
2⊕
j=1
σ2mj In . (3.6)
As the nugget effect includes measurement error and spatial variation over distances
less than the minimum sampling interval, it is also conceivable that nugget effects
could be correlated over time. Since the sampling locations are the same at both
time points, the short-range spatial processes at each respective sampling location
at the two time points may well be related. In addition, measurement error may be
influenced by factors connected with the two time points, such as effects due to the
two seasons in whichmeasurements were taken. To allow for correlated nugget effects
over time,Gm may also take the form,
Gm =
[
σ2m1In σm12In
σm12In σ
2
m2In
]
=
[
σ2m1 σm12
σm12 σ
2
m2
]
⊗ In , (3.7)
where σm12 is the covariance of nugget effects between pre- and post-harvest times.
The variance-covariance matrix, Rs, in Equation 3.3 is assumed separable, so that
R (2n×2n)s = R (2×2)2 ⊗R (n×n)1 ,
where R
j
, j = 1, 2 are chosen so that the model for Rs is identifiable. For example, if
R2 is an unstructured variance-covariancematrix, thenR1must be a correlationmatrix
(Cullis, 2010). This is made clear in the following small example. Define matrices, R1,
a correlationmatrix, and R2, a variance-covariance matrix, as follows
R1 =
 1 ρ1,12 ρ1,13ρ1,21 1 ρ1,23
ρ1,31 ρ1,32 1
 , R2 =
[
σ22 σ2,12
σ2,21 σ
2
2
]
,
where the part of the subscript on the elements before the comma (viz. “1” or “2”, as in
ρ
1,(·) and σ2,(·) ) or the sole subscript (in the case of σ
2
(·)) indicates the matrix to which
the element belongs. Thematrix R2 can be written
R2 =σ22
[
1 ρ2,12
ρ2,21 1
]
,
where σ22 is a scale parameter, and Rs = R2⊗R1 is then
Rs =σ22
[
1 ρ2,12
ρ2,21 1
]
⊗
 1 ρ1,12 ρ1,13ρ1,21 1 ρ1,23
ρ1,31 ρ1,32 1
 .
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The single scale parameter, σ22, can be uniquely estimated and the variance model
given by Rs is identifiable. Defining R1 alternatively as a variance-covariance matrix,
and rewriting it incorporating a scale parameter gives
R1 =

σ21 σ1,12 σ1,13
σ1,21 σ
2
1 σ1,23
σ1,31 σ1,32 σ
2
1
=σ21
 1 ρ1,12 ρ1,13ρ1,21 1 ρ1,23
ρ1,31 ρ1,32 1
 .
The matrix, Rs, with R2 also defined as a variance-covariance matrix, as above, then
becomes
Rs =σ21σ22
[
1 ρ2,12
ρ2,21 1
]
⊗
 1 ρ1,12 ρ1,13ρ1,21 1 ρ1,23
ρ1,31 ρ1,32 1
 .
The variancemodel given byRs here is defined in terms of two scale parameters. For an
arbitrary value of one scale parameter, there is a corresponding estimate of the other;
neither can be estimated uniquely and the variance model is, thus, not identifiable.
Depending on the algorithm used for fitting the model, one method for overcoming
the unidentifiability of this form of Rs is to fix one of the scale parameters at a value of
one; the other scale parameter can then be uniquely estimated.
3.2.1.1 Separability: overall implications
The assumption that Rs is separable imposes certain constraints on the correla-
tion structures of which it is composed. Separability requires that each of the com-
ponent correlation processes is assumed to operate independently of any other com-
ponent. If soil class and time are combined in a separable correlation structure, for
example, it is assumed that correlation between soil classes operates independently of
correlation between time points. This may not be completely justifiable if the nature
of the physical soil processes is considered. It is conceivable that correlation between
soil classes could change over time,here, because of the changed conditions in the field
due to the intervening harvest. The benefit gained from using a separable correlation
model, however, is computational efficiency; a separable model may allow a reason-
able correlationmodel to be fitted,while amodel that ismore justifiable in terms of soil
science may not be computationally feasible (Gilmour et al., 1997; Cressie & Huang,
1999).
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3.2.2 Prediction of the response variable
To obtain predictions, y˜p, from the bivariatemodel, the general prediction equa-
tion for new observations given by Equation 1.38 (Gilmour et al., 2004, p. 582) can be
used, namely,
y˜p = (Wp−RpoR−1s W )β˜+RpoR−1s y , (3.8)
where, for the prediction of N new observations,
W (2N×2(a+b+n))p =
[
X (2(N×a))p Z
(2(N×b))
cp 0
(2(N×n))]
=
[
2⊕
j=1
X pj
2⊕
j=1
Z cp j 0
]
,
W (2n×2(a+b+n)) =
[
X (2(n×a)) Z (2(n×b)) I (2(n×n))2n
]
=
[
2⊕
j=1
X
j
2⊕
j=1
Z cj
2⊕
j=1
In
]
,
β˜
(2(a+b+n)×1) =

τ̂ (2a×1)
u˜ (2b×1)c
u˜ (2n×1)m
 . (3.9)
Note in W ,
2⊕
j=1
In can be written I 2⊗ In . Equation 3.8 is the R form of the prediction
equation, as is clear from the univariate case. The matrix Rpo is a submatrix of the
matrix R∗, which will first be defined for the univariate model and, in the univariate
case, is a correlationmatrix. Using the subscript “o” to denote observed values and “p”
predicted values, R∗ can be defined as
R∗ = cor
[
yo
yp
]
=
[
R (n×n)oo R
(n×N)
op
R (N×n)po R
(N×N)
pp
]
.
Note that R (N×n)po =
(
R (n×N)op
)′
. These submatrices have the following internal structure.
The first column of the submatrix Roo contains the correlations between the first
observed value and each other observed value in the order y1 to yn ; the second
column contains the correlations between the second observed value and the other
observations in the order of observations. Similarly, the first column of the sub-
matrix Rpo contains the correlations between the each of the predicted values of the
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response, in a given arbitrary order, and the first observed value, and so on. In the
bivariate case, noting from the above model specifications in Equation 3.3 that R∗ is a
variance-covariance matrix, a similar pattern holds, with R∗ taking the form,
R∗ = var
[
yo
yp
]
= var

y1o
y2o
y1p
y2p
=

R (n×n)1o,1o R
(n×n)
1o,2o R
(n×N)
1o,1p R
(n×N)
1o,2p
R (n×n)2o,1o R
(n×n)
2o,2o R
(n×N)
2o,1p R
(n×N)
2o,2p
R (N×n)1p,1o R
(N×n)
1p,2o R
(N×N)
1p,1p R
(N×N)
1p,2p
R (N×n)2p,1o R
(N×n)
2p,2o R
(N×N)
2p,1p R
(N×N)
2p,2p

=
R (2(n×n))oo R (2(n×N))op
R (2(N×n))po R
(2(N×N))
pp
 .
The forms of Rpo and Rs , which has the structure of Roo, in Equation 3.8 are clear from
the above.
The alternative and equivalent H form of the prediction equation similarly takes
the same form as for the univariatemodel in Equation 2.20, namely,
y˜p =
(
W∗p−RpoH−1W∗
)
β˜∗+RpoH−1y , (3.10)
where, for the prediction of N new observations,
W (2N×2(a+b))∗p =
[
X (2(N×a))p Z
(2(N×b))
cp
]
=
[
2⊕
j=1
X pj
2⊕
j=1
Z cp j
]
,
W (2n×2(a+b))∗ =
[
X (2(n×a)) Z (2(n×b))
]
=
[
2⊕
j=1
X
j
2⊕
j=1
Z cj
]
,
β˜
(2(a+b)×1)
∗ =
[
τ̂ (2a×1)
u˜ (2b×1)c
]
, H (2(n×n)) =
2⊕
j=1
σ2mj In +Rs . (3.11)
3.2.3 Variance of the prediction error
In the same fashion as for the prediction equation of the bivariate model, the
results for the variance of the error of prediction can be transferred from the univariate
model, as they are in a general form. The parameterisation of the variance-covariance
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matrix of the bivariate model is in terms of variance components rather than variance
ratios and so the R form for the variance of the error of prediction for this model has a
form equivalent to Equation 2.21 (Gilmour et al., 2004, p. 583),
var(y˜p− yp)= (Wp−RpoR−1s W )C−1(Wp−RpoR−1s W )′+Rpp−RpoR−1s R ′po , (3.12)
where C is the coefficient matrix of the mixed model equations and is given by
C =W ′R−1s W +D and the other components of Equation 3.12 are given in Equa-
tions 3.9. The form of D for the univariate case is given in Equation 2.6. In the present
bivariate case, D takes the form (Cullis, 2010)
D (2(a+b+n)×2(a+b+n)) =

0 0 0
0 G−1c 0
0 0
2⊕
j=1
σ−2
mj
In
 , (3.13)
where the dimensions of the diagonal submatrices are 2a×2a , 2b×2b and 2n×2n ,
respectively. (Note the inverse variance component in the bottom right submatrix.)
The H form of the result for variance of the error of prediction again takes a form
equivalent to Equation 2.28 and is given by
var(y˜p− yp)
= (W∗p−RpoH−1W∗)
(
W ′∗H
−1W ∗+G∗
)−1
(W∗p−RpoH−1W∗)′
+Rpp−RpoH−1R ′po ,
(3.14)
where the components of the equation are defined in Equations 3.11 and the form of
G∗ is defined as follows. In the univariate case,G∗ takes the form given in Equation 2.8,
G ((a+b)×(a+b))∗ =
[
0(a×a) 0(a×b)
0(b×a) G−1c
]
. (3.15)
Further,we recall that the variancematrix for soil class randomeffects in the univariate
case isG (b×b)c =σ2cIb and we define, following Equation 2.8,
G ((a+b)×(a+b))∗j =
[
0(a×a) 0(a×b)
0(b×a) G−1
cj
]
, j = 1,2 .
The specific form of G∗ in Equation 3.14 for the bivariate case is then
G (2(a+b)×2(a+b))∗ =
2⊕
j=1
G ((a+b)×(a+b))∗j . (3.16)
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3.3 Modelling approach
The physical processes being modelled are fundamentally the same in the uni-
variate and bivariate cases and so, wewould expect some aspects of themodels in each
case to be similar. Bivariate models have been fitted to the response variable data, soil
organic carbonmeasurements, at pre- and post-harvest times for each of the three soil
layers. Information from the univariate modelling has been used here to inform the
bivariate modelling approach. As a Matérn smoothness parameter value of ν = 1
2
was
chosen as the preferred value of that parameter for univariate models, the same value
has been used in the bivariate modelling; that value of ν seems appropriate for the
spatial processes here, as explained earlier. Anisotropy did not appear to be evident
to any appreciable degree in the univariate models and so has not been incorporated
into the bivariate models. A basic feature of the bivariate models is the possibility of
correlation between various components of the model. Modelling should investigate
correlation between values of the response variable at the two time points, as well as
between soil class random effects over time and between nugget effects over time.
As in the univariate case, in the set of 126 sampling locations in the data set,
any sampling locations where there is missing data for either one or both time points
for a particular soil layer have been excluded from the analysis. The reason for this is
that including locations in the analysis where there is missing data results in failure of
the R code that has been written for forming predictions. While this results in loss of
information compared to the univariate case, it is unfortunately necessary.
To investigate the strength of the correlations between different response vari-
ables, correlation coefficients for soil organic carbon at pre- and post-harvest times
within each layer are given in Table 3.1a; the correlations between soil organic carbon
at each time between the different layers are shown in Table 3.1b. Scatter plots, which
are not shown, demonstrate that all pairwise relationships for which correlations have
been calculated appear linear. Along with the correlation coefficients, probability
values are shown for the test of the null hypothesis that the correlation coefficient is
equal to zero. The correlations between soil organic carbon levels in a given layer
between the two time points, while all significantly different from zero, are relatively
weak. The correlations between the response at a given time between any two layers
are again all significantly different from zero and are moderate. It is also useful to
look at correlations between adjacent soil layers at each time point. The correlations
3.3. Modelling approach 115
Table 3.1: Correlation coefficient, r , for pre- and post-harvest soil organic carbon
in each soil layer. The probability value for the test of the null hypothesis that the
correlation coefficient is equal to zero, P0, is also shown.
(a) Correlation, rpre.post , between
pre- and post-harvest times for
each soil layer.
Layer rpre.post P0
1 0.264 0.006
2 0.241 0.009
3 0.394 < 0.001
(b) Correlation, r
layer
, between different soil layers for each
time.
Time & Layer r
layer
P0
Pre
Layer 1 2 1 2
2 0.418 < 0.001
3 0.364 0.592 < 0.001 < 0.001
Post
Layer 1 2 1 2
2 0.574 < 0.001
3 0.496 0.818 < 0.001 < 0.001
between layers 1 and 2 are not as strong as those between layers 2 and 3. This can be
explained by the greater disturbance to soil closer to the soil surface. These correlation
relationships, while not strong, show that there is likely to be some benefit from jointly
modelling the response variables. The correlation between soil layers at a given time
point will not be exploited in the bivariatemodels here, but will play a part in the later
multivariate modelling. The bivariate models to be developed here capitalise on the
correlation in the response variable between the two time points in a given soil layer.
By increasing the amount of information in amodel for a response variable, more pre-
cise predictions of that response variable can potentially be obtained, thus improving
the value of the model.
For selected models in the following, samples of code for the package used here,
ASReml-R (Butler et al., 2009), are given in Appendix A.
Before beginning the bivariate modelling process, the equivalence between uni-
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variate models of two responses and a bivariate model of the same responses, where
the two responses are treated as independent random variables in the bivariatemodel,
will be briefly examined. The response variable for layer 1 at pre- and post-harvest
timeswill be used for this purpose. Both the univariate and bivariatemodels include an
intercept-onlyfixed termmodel component. They include soil class as a random effect
and spatially correlated random errors which are modelled by an isotropic Matérn
correlation function of the spatial coordinates with smoothness parameter, ν = 1
2
. In
the bivariate model, soil class is independent over time as are the spatially correlated
errors.
From this point on, selected models will be specified here with their variance
structure, which will be written both in matrix form and in a form related to its
ASReml-R coding, to enhance clarity. For details of this coding notation, see Ap-
pendix A. The univariate models in this example are denoted preliminary models 1
and 2 for pre- and post-harvest times, respectively, and can be written as follows:
Preliminary models 1 and 2
y
j
= τ0, j1+Z cucj +esj , j = 1, 2 (3.17)
uc j ∼N(0,σ2cj I 4), esj ∼N(0,σ2sjRsj )
Variance structure: Class + mtrn(x, y).
The terms in these models are defined in the same way as in the model given by
Equation 2.33. The variance structure given above specifies soil class, Class, as
an independent and identically distributed random effect and spatially correlated
residual errors modelled by a Matérn correlation function of the spatial coordinates,
mtrn(x, y). The bivariate model, termed preliminary model 3, can be written as
follows:
Preliminary model 3
y =
(
I 2⊗1
)
τ+Z cuc+es (3.18)
uc ∼N(0,Gc), es ∼N(0,Rs)
Gc =
2⊕
j=1
σ2cj I 4 =
[
σ2c1I 4 0
0 σ2c2I 4
]
, Rs =
2⊕
j=1
σ2sjRsj =
[
σ2s1Rs1 0
0 σ2s2Rs2
]
Variance structure: at(Time):Class + at(Time):mtrn(x, y)
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In the above model equation, y =
[
y ′1 y
′
2
]′
, 1 is a vector of ones of length n × 1,
τ=
[
τ0,1 τ0,2
]′
, with τ
0, j
, j = 1, 2 being the intercepts for response variables 1 and
2, respectively, and other model terms are defined as in Section 3.2.1. The variance
structure here fits the soil class random effects as independent and identically dis-
tributedwith soil class being independent over time, specified by at(Time):Class.
The spatially correlated errors are modelled at the two time points by separate Matérn
correlation functions of the spatial coordinates with ν = 0.5 and with correlation ma-
trices, Rs1 and Rs2, respectively, giving the variance term, at(Time):mtrn(x, y).
Table 3.2: Variance parameter estimates from univariate models and equivalent
bivariate model for soil organic carbon at two times (pre- and post-harvest). “B”
indicates the parameter was estimated at the boundary of the parameter space.
Model types are described in the text.
Layer Model & No. φ̂ ν σ̂2s σ̂
2
c σ̂
2
m logL
1 Univariate
Pre 1 54.2 0.5F 0.0330 B 0F 134.271
Post 2 36.2 0.5F 0.0442 0.0139 0F 110.988
Bivariate - independent responses
Pre 54.2 0.5F 0.0330 B 0F
Post
3
36.2 0.5F 0.0442 0.0139 0F
245.259
The parameter estimates and log likelihood values given in Table 3.2 show that
fitting a bivariate model to pre- and post-harvest soil organic carbon in a given layer
and treating the two responses as independent is equivalent to fitting individual
models of the same type to each response. The parameter estimates for model 3 are
identical to those for models 1 and 2 as model 3 is the combination of models 1 and
2 modelled in a bivariate fashion; the sum of the log likelihoods for models 1 and 2
equals the log likelihood for model 3. As the two responses are modelled as being un-
correlated in the bivariatemodel, no information is flowing between them inmodel 3.
3.3.1 Structure of bivariate fittedmodels
A series of models of increasing complexity was fitted to the bivariate responses,
pre- and post-harvest soil organic carbon. As mentioned above, the results of the uni-
variate modelling were used to guide the fitting of bivariate models. All fitted models
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have the same basic structure, as given by Equation 3.2,
y =
(
I 2⊗1
)
τ+Z cuc+um+es , (3.19)
uc ∼N(0,Gc) , um ∼N(0,Gm) , es ∼N(0,Rs) ,
where y = [y ′1 y ′2 ] ′ is the response variable, with subscripts 1 and 2 denoting pre- and
post-harvest timepoints, respectively, 1 is a vector of ones of length n, τ=
[
τ0,1 τ0,2
]′
,
with τ
0, j
, j = 1, 2 being the intercepts for response variables 1 and 2, respectively,
Gm =
2⊕
j=1
σ2
mj
In and other terms are defined as for Equation 3.2.
As a nugget effect is investigated later in the modelling process, some fitted
models did not include a fitted nugget effect (that is, um = 0 or, equivalently, the in-
cidencematrix of the nugget effect, Zm = 0), while in other cases an attempt wasmade
to fit a model including a nugget effect (that is, Zm = I 2n = I2 ⊗ In ). The structures
of the bivariate models fitted are described below and summarised in Table 3.3. As
no linear spatial trend was found in the univariate modelling, an intercept-only fixed
term model of the same type as that in the univariate model given by Equation 2.33
is included in all the bivariate models. This is justified as the effects of a spatial trend
in a response variable may be modified by modelling but no trend can be added if
none is evident. The bivariate modelling is based on jointly modelling the response
variable at the two time points, as this is the most obvious bivariate structure in the
data set. All models investigated include a covariance term for the responses at the
Table 3.3: Bivariate variance model types fitted. For soil class, “common” is a sin-
gle set of random effects for both times; “independent” denotes a separate set of
random effects for each time point independent of each other. For time, “unstruc-
tured” is a variance-covariance structure in which the responses at the two time
points are correlated. All spatial correlation structures are isotropicMatérn correla-
tion structures, denoted by “iso”.
Soil 2D space
Model
class
Time
(x, y)
Nugget
a common unstructured iso none
b independent unstructured iso none
c independent unstructured iso common
d independent unstructured iso independent
e unstructured unstructured iso none
f unstructured unstructured iso common
g unstructured unstructured iso independent
h unstructured unstructured iso unstructured
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two time points. As the available data allow a joint model to be fitted and the correla-
tions shown in Table 3.1a suggest at least a mild correlation among response variables,
it seems reasonable to include this covariance term in all models. Further justifica-
tion for including this term is given below. The benefit gained from a joint model can
be gauged from a comparison of the variance of the errors of prediction of the joint
and univariate preferred models. The following notation is used in addition to that de-
scribed for Equation 3.2: σ2
(·)j , j = 1, 2 is the variance component at time j for space in
R
2 (with subscript “s”), soil class (with subscript “c”) or the nugget effect, incorporating
measurement error, (with subscript “m”); and σ(·)12 is the covariance component over
time for the same constituents of the variance structure.
Bivariate model (a)
Response variables correlated in time, common random effect for soil class, common
spatial correlation, no nugget effect
Variance structure:
Class + us(Time):mtrn(x, y)
um = 0
Gc =σ2c
[
I4 0
0 I 4
]
, Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.20)
Bivariate model (b)
Response variables correlated in time, mutually independent random effects for soil
class, common spatial correlation, no nugget effect
Variance structure:
at(Time):Class + us(Time):mtrn(x, y)
um = 0
Gc =
[
σ2c1I4 0
0 σ2c2I 4
]
, Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.21)
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Bivariate model (c)
Response variables correlated in time, mutually independent random effects for soil
class, common spatial correlation, common nugget effect
at(Time):Class + units + us(Time):mtrn(x, y)
Gc =
[
σ2c1I4 0
0 σ2c2I 4
]
, Gm =σ2m
[
In 0
0 In
]
, Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.22)
Bivariate model (d)
Response variables correlated in time, mutually independent random effects for soil
class, common spatial correlation, mutually independent nugget effects
Variance structure:
at(Time):Class + at(Time):units + us(Time):mtrn(x, y)
Gc =
[
σ2c1I 4 0
0 σ2c2I 4
]
, Gm =
[
σ2m1In 0
0 σ2m2In
]
, Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat
(3.23)
Bivariate model (e)
Response variables correlated in time, correlated random effects for soil class in time,
common spatial correlation, no nugget
Variance structure:
us(Time):Class + us(Time):mtrn(x, y)
um = 0
Gc =
[
σ2c1I 4 σc12I 4
σc12I4 σ
2
c2I 4
]
=
[
σ2c1 σc12
σc12 σ
2
c2
]
⊗ I 4 , Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.24)
Bivariate model (f)
Response variables correlated in time, correlated random effects for soil class in time,
common spatial correlation, common nugget effect
Variance structure:
us(Time):Class + units + us(Time):mtrn(x, y)
Gc =
[
σ2c1I 4 σc12I 4
σc12I 4 σ
2
c2I 4
]
=
[
σ2c1 σc12
σc12 σ
2
c2
]
⊗ I 4 , Gm =σ2m
[
In 0
0 In
]
,
Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.25)
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Bivariate model (g)
Response variables correlated in time, correlated random effects for soil class in time,
common spatial correlation, mutually independent nugget effects
Variance structure:
us(Time):Class + at(Time):units + us(Time):mtrn(x, y)
Gc =
[
σ2c1I 4 σc12I 4
σc12I4 σ
2
c2I 4
]
=
[
σ2c1 σc12
σc12 σ
2
c2
]
⊗ I 4 , Gm =
[
σ2m1In 0
0 σ2m2In
]
,
Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.26)
Bivariate model (h)
Response variables correlated in time, correlated random effects for soil class in time,
common spatial correlation, correlated nugget effects in time
Variance structure:
us(Time):Class + us(Time):units + us(Time):mtrn(x, y)
Gc =
[
σ2c1I 4 σc12I 4
σc12I 4 σ
2
c2I 4
]
=
[
σ2c1 σc12
σc12 σ
2
c2
]
⊗ I 4 ,
Gm =
[
σ2m1In σm12In
σm12In σ
2
m2In
]
=
[
σ2m1 σm12
σm12 σ
2
m2
]
⊗ In , Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat (3.27)
Before examining the results of the modelling, it is useful to clarify the overall
nesting structure of the above set of models, that is, to clarify which models are nested
within which other models. This will make the following discussion of model com-
parison and selection clearer. The model nesting structure is shown schematically in
Figure 3.1. Model “a” above is not nested in any largermodel. It has one variance para-
 c f 
b e 
 d g h 
 
Figure 3.1: Nesting structure of bivariate models for soil organic carbon. Letters
refer to model types listed in Table 3.3 and described above. An arrow, →, means
“is nested in”. Note that model “a” is not nested in any larger model.
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meter for common soil class random effects across time, σ2c , which is included in no
othermodel. Model “b” has a separate variance parameter for random soil class effects
at each time point, namely, σ2c1 and σ
2
c2 . These two parameters do not include the sin-
gle variance parameter for soil class inmodel “a”. Model “b”, which has no fitted nugget
effects, is nested withinmodel “c” as the latter model has one extra parameter,σ2m , for
common nugget effects across time. Model “b” is also nested within model “d” as the
lattermodel has two extra parameters for randomnugget effects at the two timepoints,
σ2m1 and σ
2
m2 . However, model “c” is not nested within model “d” as the two variance
components for randomnugget effects inmodel “d” do not include the single variance
component for nugget effects across the two time points in model “c”. Other nesting
patterns among themodels can be similarly explained.
3.4 Modelling results and discussion
Results of fitting the bivariate soil organic carbonmodels are shown in Table 3.4,
where variance parameter estimates for the different models are given. Preferred
models are chosen here, as in the univariate case, on the basis of statistical inference.
However, there must be pragmatic choices made in the modelling process about the
desired complexity of models to be considered. Statistical inference and pragmatism
are clearly intertwined in the model building andmodel evaluation process. Themost
parsimoniousmodels which include a nugget effect, even if the nugget effect does not
produce a significantly better model, have been chosen as preferred models.
As shown in Figure 3.1, the models in the sequence of models that have been
fitted are not all nested models and so not all model comparisons can be made with a
likelihood ratio test, which is appropriatewhen comparing twomodels one of which is
nested in the other (Davison, 2003, pp. 126 & 139). Where model fitting is carried out
bymaximising a log likelihood, non-nestedmodels may be compared using a number
ofmodel selection criteria, two of which commonly used being the Akaike Information
Criterion (AIC) and the Bayesian Information Criterion (BIC). While these two criteria
are derived fromdifferentmodel selection perspectives, there is no clear reason to pre-
fer one to the other for choosing betweenmodels (Hastie et al., 2009, pp. 234-235). The
AIC, which will be used here to compare non-nestedmodels, is given by
AIC=−2`R+2k ,
where `R is the REML log likelihood and k the number of variance parameters in the
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Table 3.4: Variance parameter estimates (± standard error) for bivariate models of soil organic carbon at pre- and post-harvest times for each
soil layer. Rows labelled “Pre” and “Post” contain variance component estimates for the pre- and post-harvest response, respectively. The
row label “Pre.Post” identifies covariance component estimates; where σ2m = 0F, the relevant model has no fitted nugget effect. Other entries
in the “Pre.Post” rows relate to the model as a whole. For a description of the different model types, “a” to “h”, see text. Preferred model is
indicated by “*”.
Layer Model φ̂ ν σ̂2s σ̂
2
c σ̂
2
m logL Param. AIC Pref.
model
1 Pre 0.0317±0.0046
Pre.Post 1a 44.0±9.3 0.5F 0.0048±0.0040 0.0030±0.0036 0F 241.191 5 -472.38
Post 0.0505±0.0076
Pre 0.0304±0.0044 0.0009±0.0021
Pre.Post 1b 39.4±9.1 0.5F 0.0070±0.0038 0F 246.592 6 -481.18
Post 0.0450±0.0067 0.0129±0.0126
Pre 0.0245±0.0102 0.0010±0.0022
Pre.Post 1c 46.3±17.9 0.5F 0.0082±0.0039 0.0061±0.0091 246.777 7 -479.55 *
Post 0.0387±0.0111 0.0127±0.0124
Pre 0.0279±0.0100 0.0001±0.0014 0.0044±0.0085
Pre.Post 1d 58.8±26.7 0.5F 0.0099±0.0041 247.590 8 -479.18
Post 0.0173±0.0136 0.0135±0.0129 0.0259±0.0125
Pre 0.0302±0.0043 0.0012±0.0024
Pre.Post 1e 38.9±9.0 0.5F 0.0069±0.0037 0.0014±0.0040 0F 246.666 7 -479.33
Post 0.0448±0.0066 0.0136±0.0132
Pre 0.0243±0.0103 0.0013±0.0025
Pre.Post 1f 45.73±17.8 0.5F 0.0081±0.0039 0.0014±0.0041 0.0061±0.0093 246.845 8 -477.69
Post 0.0386±0.0112 0.0134±0.0130
Pre 0.0276±0.0101 0.0004±0.0018 0.0044±0.0086
Pre.Post 1g 57.5±26.3 0.5F 0.0097±0.0040 0.0006±0.0034 247.602 9 -477.20
Post 0.0178±0.0138 0.0139±0.0133 0.0253±0.0128
Pre
Pre.Post 1h 0.5F nc
Post
continued on next page
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Table 3.4: Variance parameter estimates (± standard error) for bivariate models (continued from
previous page). “B” indicates the parameter was estimated on the boundary of the parameter
space.
Layer Model φ̂ ν σ̂2s σ̂
2
c σ̂
2
m logL Param. AIC Pref.
model
2 Pre 0.0374±0.0051
Pre.Post 2a 10.5±7.9 0.5F 0.0037±0.0035 0.0109±0.0097 0F 260.176 5 -510.35
Post 0.0371±0.0051
Pre 0.0336±0.0045 0.0111±0.0103
Pre.Post 2b 5.3±14.8 0.5F 0.0077±0.0032 0F 272.589 6 -533.18 *
Post 0.0329±0.0044 0.0200±0.0177
Pre
Pre.Post 2c 0.5F nc
Post
Pre
Pre.Post 2d 0.5F nc
Post
Pre 0.0336±0.0044 0.0113±0.0105
Pre.Post 2e 5.4±14.4 0.5F 0.0077±0.0032 0.0061±0.0104 0F 272.807 7 -531.61
Post 0.0329±0.0044 0.0203±0.0180
Pre 0.0279±0.0044 0.0113±0.0105
Pre.Post 2f 5.6±16.5 0.5F 0.0077±0.0032 0.0061±0.0104 B 272.807 -
Post 0.0271±0.0044 0.0203±0.0180
Pre
Pre.Post 2g 0.5F nc
Post
Pre
Pre.Post 2h 0.5F nc
Post
continued on next page
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Table 3.4: Variance parameter estimates (± standard error) for bivariate models (continued from
previous page).
Layer Model φ̂ ν σ̂2s σ̂
2
c σ̂
2
m logL Param. AIC Pref.
model
3 Pre 0.0251±0.0033
Pre.Post 3a 21.8±6.1 0.5F 0.0054±0.0026 0.0119±0.0103 0F 312.577 5 -615.15
Post 0.0301±0.0040
Pre 0.0241±0.0032 0.0112±0.0100
Pre.Post 3b 20.6±6.2 0.5F 0.0067±0.0025 0F 317.080 6 -622.16
Post 0.0283±0.0037 0.0159±0.0142
Pre 0.0126±0.0076 0.0108±0.0097
Pre.Post 3c 38.5±19.7 0.5F 0.0073±0.0026 0.0114±0.0072 318.161 7 -622.32 *
Post 0.0172±0.0080 0.0147±0.0133
Pre 0.0130±0.0081 0.0108±0.0097 0.0111±0.0077
Pre.Post 3d 39.0±20.9 0.5F 0.0072±0.0026 318.167 8 -620.33
Post 0.0161±0.0119 0.0148±0.0133 0.0125±0.0112
Pre 0.0240±0.0031 0.0118±0.0105
Pre.Post 3e 19.9±6.2 0.5F 0.0067±0.0025 0.0105±0.0107 0F 318.152 7 -622.30
Post 0.0282±0.0037 0.0164±0.0145
Pre 0.0125±0.0077 0.0115±0.0103
Pre.Post 3f 37.4±19.7 0.5F 0.0072±0.0026 0.0099±0.0103 0.0115±0.0074 319.177 8 -622.35
Post 0.0171±0.0081 0.0153±0.0138
Pre 0.0127±0.0083 0.0115±0.0103 0.0113±0.0079
Pre.Post 3g 37.8±20.6 0.5F 0.0072±0.0026 0.0099±0.0103 319.179 9 -620.36
Post 0.0164±0.0123 0.0154±0.0138 0.0122±0.0117
Pre
Pre.Post 3h nc
Post
N.B. P value for models 3b v. 3g is 0.276.
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model. Comparing models in this way penalises the log likelihood for the number of
variance parameters in the model. In a comparison of two non-nested models, the
model with the smaller AIC is taken as the preferred model. The AIC is not a statistic
for a formal hypothesis test; in any model comparison, it gives only an indication of a
preferred model.
Some bivariatemodels were not able to be fitted because the model-fitting algo-
rithm did not converge, as was also the case with a number of univariate models. To
attempt to successfully fit the bivariatemodels, initial values for parameterswere taken
from similar univariate or bivariatemodels for the appropriate response variable. As in
the univariate modelling, each iteration of the model fitting algorithm was examined,
if necessary, to guide further choices of initial values for parameters.
Models with a common random effect term for soil class (model type “a”) were
first compared to those with separate random effect terms (model type “b”). While the
log likelihood for model type “b” is larger than that for type “a” for each soil layer, the
models are not nested. Comparing the models using the AIC shows that the AIC for
model type “b” is smaller than that for type “a” by 8.80, 22.83 and 7.01 AIC units for
layers 1, 2 and 3, respectively. As model type “b” is clearly preferred, no furthermodels
with a common set of soil class effects for both times have been investigated.
There is little difference between model type “b” and the remaining types of
model (“b” to “h”), as shown by their log likelihoods and AIC values. At this point, it
is appropriate to further justify the inclusion of correlation across time of the response
variable within the spatial term. Approximate Wald tests, based on the Wald statis-
tic given in Equation 2.34, show that this correlation term across time is significantly
different from zero, at the 5 per cent significance level, in models 1c to 1g, both inclu-
sive, 2b, 2e, 2f, and models 3a to 3f, both inclusive. Likelihood ratio tests, comparing
the given model type with and without this correlation term, have not been exhaus-
tively performed; however, such tests have been carried out for model types “a” to “c”
for each soil layer to obtain indicative results. These tests show that the correlation
termacross time is significantly different from zero (again at the 5 per cent significance
level) in these models: 1c (P = 0.049), 2b (P = 0.012), 3a (P = 0.030), 3b (P = 0.004) and
3c (P = 0.003). These indicative results justify the inclusion in the bivariate models of
correlation across time of the response variables in the spatial term.
The next level of model complexity is the adding of correlated random effect for
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soil class (type “e”) to a model with a separate soil class parameter for each response
variable (type “b”). These two model types are nested and comparing them involves
testing a covariance parameter estimatewhich is not constrained to be positive; hence,
this test can be done with a standard likelihood ratio test. While, by inspecting log
likelihoods,model type “e” is clearly not significantly better than type “b”, the P values
for these comparisons are 0.786, 0.641 and 0.300, for layers 1, 2 and 3, respectively.
Model type “e” with the added covariance termdoes not significantly improve the fit of
model for any soil layer and will not be adopted.
This path leads to the candidates for the preferred model being model types “b”,
“c” or “d”. As with the univariate modelling, it is desirable to choose the same type of
model as the preferred model for all three soil layers. A model including a nugget is
preferable and so model type “b” would no longer be considered except that neither
type “c” or “d” converged for layer 2. A nugget effect could not be successfully fitted
in any of the models for layer 2. This leaves the only choice as the preferred model for
layer 2 as model type “b”. The desirability of a nugget effect outweighs the wish for the
same type of model for all layers; that is, this aspect of model quality takes precedence
over a preference for an identical model for all response variables. For layers 1 and
3, the choice between a model with separate nuggets at each time point (model type
“d”) compared with a common nugget effect (model type “c”) can be made using the
AIC. The AICs for the model with a common fitted nugget effect are smaller in both
cases than those for the model with separate nugget effects; the differences are 0.37
AIC units for layer 1 and 1.99 AIC units for layer 3. The justification for considering
commonnugget effects for each soil layer over both timepoints (that is,model “c”)may
be questioned. Nugget effects include both short-range spatial variation andmeasure-
ment error. The short-range spatial variation in each soil layer is likely to be reasonably
constant over time as is also the measurement error, allowing for the disturbance due
to the harvesting process and seasonal differences in time of sampling. This is more
so for layers 2 and 3, for which physical disturbance was less than for layer 1, where
variances for fitted separate nugget effects did show some dissimilarity as seen from
Table 3.4. Given that the AICs for each layer do not support separate nugget effects for
each time point, the desirability of including nugget effects in the models is satisfied
by common nugget effects over time. Consequently, the preferred model for layers 1
and 3 is model type “c”. Model type “d” would be judged as unnecessarily complex for
the small improvement in predictive power it may provide.
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3.4.1 Common correlation structure
As with the univariate models, the homogeneity of the estimates of the Matérn
scale or range parameter, φ, for the three chosen models in Table 3.4 (identified by
“*”) was tested using Cochran’s Q statistic. There was insufficient evidence to reject
a common estimate of φ in favour of separate estimates (Q2 = 3.650, P = 0.161). The
common estimate, φ̂= 26.0, has been used to fit the preferred type of bivariate model
to pre- and post-harvest soil organic carbon for each soil layer. Variance parameter
estimates for these models are shown in Table 3.5. It should be noted that the three
models used to obtain the common estimate ofφ did not have identical structures; the
model for layer 2 had no fitted nugget effect. The models were considered sufficiently
similar, however, to perform the test. The common estimate of φ̂
bivariate
= 26.0 for
the bivariatemodels is very similar to that obtained for the univariatemodels, namely,
φ̂univariate = 27.4 . This close correspondence in the two estimates suggests we can be
confident they are reasonable.
When the value of φ is fixed at the common estimate, fitting the preferred model
type (viz. type “c”) to soil organic carbon in layer 1 results in a nugget estimated at the
boundary. Consequently, model type “d” with separate nugget effects for each time
point was fitted and this led to a nugget effect for the pre-harvest response estimated
at the boundary and a non-zero estimate for the post-harvest response (see Table 3.5).
For layer 2, no nugget could be fitted either for the two time points in common or
for the time points separately; hence, the fitted model for layer 2 contains no nugget
effect. The data for layer 3 allowed a common nugget effect to be fitted for both time
points. As a result of this model fitting process and the practice of including a nugget
effect where possible, the preferred model type for layer 1 is type “d”, for layer 2 type
“b” and layer 3 type “c”. These are marked in Table 3.5 where all variance parameter
estimate are given. Parameter estimates for the fixed term components of the models
are given in Table 3.6. The fixed termmodel consists of an intercept only, as specified in
the equation for the fitted model, Equation 3.19. The fixed term parameter estimates
simply show a decreasing mean value of soil organic carbon with depth and, within
each layer, also over time.
The preferred bivariate models have a very similar correlation structure to the
preferred univariate models. As the bivariate correlation models are also isotropic,
correlation contours are circular. The Matérn correlation structure here with smooth-
3
.4
.
M
o
d
e
llin
g
r
e
s
u
lts
a
n
d
d
is
c
u
s
s
io
n
1
2
9
Table 3.5: Variance parameter estimates (± standard error) for bivariate models with a common
estimate of φ. Model types (e.g. “1c” etc.) correspond to those in Table 3.4. For an explanation
of the row labels, “Pre”, “Pre.Post” and “Post”, see Table 3.4. “B” indicates the parameter was
estimated on the boundary of the parameter space. The preferred model for each soil layer is
shown by “‡”.
Layer Model φ ν δ α σ̂2s σ̂
2
c σ̂
2
m logL Pref.
model
1 Pre 0.0294±0.0041 0.0022±0.0030
Pre.Post 1b 26.0F 0.5F 1F 0F 0.0081±0.0036 0F 245.332
Post 0.0427±0.0060 0.0142±0.0135
Pre 0.0294±0.0041 0.0022±0.0030 B
Pre.Post 1d 26.0F 0.5F 1F 0F 0.0083±0.0036 245.365 ‡
Post 0.0371±0.0226 0.0143±0.0135 0.0054±0.0209
2 Pre 0.0358±0.0047 0.0108±0.0102
Pre.Post 2b 26.0F 0.5F 1F 0F 0.0073±0.0034 0F 268.491 ‡
Post 0.0352±0.0047 0.0182±0.0164
3 Pre 0.0153±0.0081 0.0110±0.0098
Pre.Post 3c 26.0F 0.5F 1F 0F 0.0070±0.0025 0.0084±0.0074 317.796 ‡
Post 0.0198±0.0084 0.0157±0.0140
Pre 0.0145±0.0099 0.0110±0.0098 0.0093±0.0093
Pre.Post 3d 26.0F 0.5F 1F 0F 0.0070±0.0025 317.816
Post 0.0228±0.0149 0.0155±0.0139 0.0055±0.0138
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Table 3.6: Fixed effect parameter estimates (± standard error) of chosen bivariate
models indicated in Table 3.5. The fixed term model consists of an intercept only,
as specified in the fitted model equation, Equation 3.19.
Estimate and Standard error
Pre-harvest Post-harvest
Layer 1 0.981±0.031 0.968±0.066
Layer 2 0.810±0.057 0.619±0.072
Layer 3 0.525±0.056 0.450±0.066
ness parameter, ν = 1
2
, is equivalent to an exponential correlation model, as in the
univariate case. With a common scale parameter, φ = 26.0, the practical range of
the bivariate correlation structure (that is, the separation distance at which correla-
tion decays to 0.05) is −26.0× log(0.05) metres, giving a distance of 78 metres. This
is very similar to the practical range for the univariate models of 82 metres (with a
common scale parameter, φ = 27.4). The inclusion of separate uncorrelated soil class
effects across time for each layer in the bivariate models is similar to the univariate
models. The respective variance component estimates for soil class effects for the pre-
ferred univariate and bivariate models are very similar, as comparing the estimates in
Tables 2.8a and 3.5 shows. The degree of correlation across time between the response
variables, denoted by rPre.Post, within the spatial variance term can be calculated as
rPre.Post =
σ̂
s,Pre.Post√
σ̂2s,Pre σ̂2s,Post
. (3.28)
The calculated values for the bivariate models using the preferred model parameter
estimates in Table 3.5 are 0.251, 0.206 and 0.402, for layers 1, 2 and 3, respectively.
These correlations are quite close to those for the raw data for each soil layer across
time shown in Table 3.1a, as should be expected. The variance component estimates
for spatial variance, σ̂2s , and nugget effects, σ̂
2
m, generally concur, although nugget
effects have been fitted differently in the univariate and bivariatemodels. The univari-
ate models for layer 1 have no fitted nugget effects, as seen from Table 2.8a, while the
bivariate model has separate nugget effects for each time point, with the pre-harvest
variance component estimated at the boundary, as shown in Table 3.5. The univariate
pre-harvest spatial variance component is 0.0308 and the bivariate is 0.0294, showing
reasonable similarity. For post-harvest time, the univariate spatial variance compo-
nent is 0.0428 and, in the bivariate model, it is 0.0371, with a fitted nugget variance
component of 0.0054; the sum of the bivariate variance components approximates
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the univariate spatial variance component. For layer 2, the univariate models have
fitted nugget effects, while the bivariate model does not. The sum of the univariate
spatial and nugget variance components for each time point approximates the spatial
variance component in the bivariate model for the respective time point. In layer 3,
the pre-harvest univariatemodel includes fitted nugget effects, while the post-harvest
model does not. The bivariate model has a common nugget variance component.
Again, the sum of the univariate pre-harvest variance components approximates the
sum of the bivariate pre-harvest spatial variance component and the common nugget
variance component. Similarly, the univariate post-harvest spatial variance compo-
nent approximates the sumof the correspondingbivariate spatial and commonnugget
variance components. This comparison of the univariate and bivariate fitted variance
structures shows that they are quite consistent.
3.4.1.1 Separability: implications in fitted bivariatemodels
The overall implications of separability for the bivariate models here have been
discussed on page 110. The implications in relation to the actual bivariate models
fitted will be briefly discussed now. In the bivariate models investigated, the term for
spatially correlated errors has been structured as a separable correlationmodel, as de-
tailed in Section 3.3.1. All models have the a residual error correlation structure of the
same broad type, namely,
Rs =
[
σ2s1 σs12
σs12 σ
2
s2
]
⊗Rmat , (3.29)
the individual components of which are described in Section 3.3.1. This structure al-
lows the spatial variance for each soil layer to be heterogeneous over the two time
points through σ2
s (·) . The estimates for these variance components, given in Table 3.5
for the preferred models, show that there is some variability over time for each layer,
thus justifying this part of the model. The inclusion of a term for the correlation in the
response variable over time, σs12 , for each layer been previously discussed and shown
to be supported by the data.
The particular restriction imposed here by the assumption of separability is the
identical spatial correlation structure, Rmat, that is assumed for the response vari-
able at both time points for a given layer. As described earlier on pages 16 and 110,
the assumption of separability is likely only to be valid when the response variables
modelled can sensibly be assumed to have similar spatial distribution characteristics.
3.4. Modelling results and discussion 132
In the current context, the spatial distributionof soil organic carbon at two time points
several months apart at the same spatial locations could reasonably be assumed to
satisfy this requirement, allowing for any disturbance that may have been caused by
the intervening harvest. In a modelling process with some similarities to the bivariate
modelling here, Smith et al. (2007, p. 257) reached the same conclusion in relation to
the assumed similar spatial processes operating over time in a short series of two or
three sugarcane harvests at the same spatial locations and also employed separable
correlation structures. The alternative to separable correlation structures is a range of
models which, as mentioned, are more computationally intensive and in some cases
not computationally feasible. Such non-separablemodels for spatial data are the sub-
ject of current research (Smith et al., 2007, p. 257).
3.4.2 Model diagnostics
Plots of residuals against eastings (X) and northings (Y) are shown in Figure 3.2.
As described on page 91, the residual here is defined as e∗s = um+es, where a nugget
is fitted. The plots of residuals against eastings and northings show no non-random
pattern and so reveal no directional trend that is unaccounted for in the models. Plots
of squared residuals conditioned on soil class are shown in Figure 3.3. As in the uni-
variate case, the plots are relatively noisy but show no gross effects that would suggest
problems with the fittedmodels.
Sample and theoretical variograms for the preferred models with a common
value of the scale parameter,φ, given in Table 3.5 are plotted in Figure 3.4. The sample
and theoretical variograms correspond reasonably well for all response variables. The
nugget effects are not particularly well captured by the fitted variograms, particularly
for the response variables in layer 2 and the pre-harvest response in layer 3. As pointed
out previously, however, there are insufficient data points closely spaced enough to en-
able a nugget effect to be well estimated. Overall, the theoretical variograms support
the fittedmodels adequately.
3.4.3 Predictions and variance of errors of prediction
The BLUPs of the random effects of the four soil classes for each time point in
each soil layer obtained from the preferred bivariate models are shown in Figure 3.5;
the bars show the standard error of each predicted value. The plot shows very
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Figure 3.2: Residuals from the chosen bivariate models with a common value for
the scale parameter, φ, for soil organic carbon in Table 3.5 plotted against east-
ings (top panel) and northings (bottom panel). In each panel, pre- (left) and post-
harvest (right) times are shown with soil layers 1, 2 and 3 (top to bottom).
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Figure 3.3: Box plots of squared residuals conditioned on soil class from the pre-
ferred bivariate models for soil organic carbon with a common value for the scale
parameter, φ, in Table 3.5. Pre- (left) and post-harvest (right) times are shown with
soil layers 1, 2 and 3 (top to bottom).
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Figure 3.4: Sample variograms (solid line) and theoretical variograms (dashed line)
from the bivariate fitted models with common φ specified in Table 3.5 for soil
organic carbon. Pre- (left) and post-harvest (right) times are shown with soil layers
1, 2 and 3 (top to bottom).
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similar characteristics to the BLUPs obtained from the univariate modelling shown in
Figure 2.12 and the comments on those results apply here also.
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Figure 3.5: BLUPs of the random effects with standard error bars of the four soil
classes (1 to 4 from top to bottom) at each time point (“Pre”, “Post”) in each soil
layer (“L1”, “L2”, “L3”) obtained from the preferred bivariate models.
Predictions of soil organic carbon (percentage by weight) and variances of the
errors of prediction from the chosen models, as specified in Table 3.5, are shown in
Figures 3.6 and 3.7, respectively. The maps of predicted values from these bivariate
models are very similar to the maps from the univariate models in Figure 2.13, as ex-
pected. The greater degree of patchiness in the plots for layer 2 is partly the effect of
cross-correlation between the response variables and the absence of a fitted nugget
effect and, hence, the greater modelled spatial correlation in the bivariate model.
The plots for the variance of the error of prediction can be interpreted in a similar
way to those for the univariate models. Noting again that the variance of the error of
prediction is directly proportional to the spatial variance component,σ2s , the response
variable with the largest spatial variance component, namely, that for post-harvest
time in layer 1, where σ2s = 0.0371, also has the largest prediction error variance, as
shown in Figure 3.7. The response variable with the smallest spatial variance compo-
nent is that for pre-harvest time in layer 3 with σ2s = 0.0153 and this response variable
also has the smallest prediction error variance. As in the univariate case, the ranking of
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Figure 3.6: Predictions of pre- (left) and post-harvest (right) soil organic carbon (in
units kg.kg−1×100) by soil layer (layers 1 to 3, top to bottom) from bivariatemodels
with a common value of the parameter,φ, detailed in Table 3.5.
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Figure 3.7: Prediction error variance (mean squared error of prediction) of pre-
(left) and post-harvest (right) soil organic carbon (in units
(
kg.kg−1×100
)2
) by soil
layer (layers 1 to 3, top to bottom) from bivariate models with a common value of
the parameter,φ, detailed in Table 3.5.
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prediction error variances from largest to smallest for the response variables, as seen
in Figure 3.7, corresponds to the ranking of the bivariate model spatial variance com-
ponents given in Table 3.5.
The prediction error variance here is influenced by the presence or absence of
fitted nugget effects, as in the univariate case. The preferredmodel for layer 2 includes
no fitted nugget effects and shows the most pronounced pincushion effect, described
on page 100, where the prediction error variance is zero at sampling locations, as the
predicted value of the response variable equals the observed value. In layer 1, no
nugget effects are fitted to the pre-harvest response variable and a clear, though less
pronounced, pincushion effect is evident. For the response variable at post-harvest
time in layer 1, nugget effects are fitted and there is some pincushion effect, with the
nugget slightly smoothing the prediction error variance surface (Diggle & Ribeiro Jr.,
2007, p. 146). The response variable at the two time points in layer 3 has common
nugget effects and a noticeably smoothed prediction error variance surface also.
The variance of the errors of prediction for the univariate and bivariate models
can be compared by mapping the ratio of these variances for the univariate models to
those for the bivariate models. The resulting map is shown in Figure 3.8. The overall
pattern in this map can be explained by considering the ratio of the spatial variance
components for the respective time by depth combinations. These ratios are shown in
Table 3.7.
Table 3.7: Ratio of spatial variance components for the response variable for each
time by depth combination in the preferred univariate models to those in the pre-
ferred bivariate models. Parameter estimates are given in Tables 2.8a and 3.5 (that
is, ratios are univariate σ̂2s to bivariate σ̂
2
s ).
Pre-harvest Post-harvest
Layer 1 1.05 1.15
Layer 2 0.15 0.45
Layer 3 0.97 1.43
The largest ratio of univariate to bivariate prediction error variance from
Table 3.5 is for the post-harvest response variable in layer 3, with a value of 1.43.
Figure 3.8 clearly shows that this response variable has the largest overall univariate
to bivariate prediction error variance ratio. Similarly, the smallest ratio from the table
is 0.15, corresponding to the pre-harvest response variable in layer 2, and this is also
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Figure 3.8: Ratios of variances of the prediction error for univariate and bivariate
models (values shown are the ratio of the univariate to the bivariate PEV). Note the
last interval is wide (from 1.4 to 4.6). Sampling points are shown by “+”.
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supported by Figure 3.8. When the remaining univariate to bivariate ratios are com-
pared to the correspondingmaps, they are all consistent.
These plots show broadly that, for layer 1, the univariate prediction error vari-
ances for both the pre- and post-harvest responses are marginally larger than those
for the bivariate case. In layer 2, the univariate prediction error variances are notice-
ably smaller for both responses; the univariatemodels give even better precisionwhen
predictions are not in the vicinity of observation points. For layer 3, the univariate pre-
diction error variances are marginally smaller for the pre-harvest response and larger
for the post-harvest response. Inclusion of fitted nugget effects in a model reduces the
size of the estimated spatial variance component. Univariate models for layer 2 in-
clude fitted nugget effects and this reduces the spatial variance components for the re-
sponses at each time point. The bivariatemodel for layer 2 has no fitted nugget effects.
Reducing the size of the spatial variance component results in an overall decrease in
the prediction error variance. For the post-harvest layer 1 response variable, for exam-
ple, the univariate model includes no nugget effects while the bivariate model does.
The spatial variance of the bivariate model consequently decreases and the variance
of the prediction error is lower for that model compared to the univariate model for
that response variable. When the univariate and bivariate model for a response vari-
able either both include or both do not include nugget effects, there is a marginal dif-
ference in their respective prediction error variance, as the models for the response
variables in layers 1 and 3 at pre-harvest time demonstrate. It is advantageous to fit
nugget effects in a model, if possible, so that the spatial variance and, hence, the vari-
ance of the prediction error can be reduced. Perhaps because the correlation between
the pre- and post-harvest response variables here is not strong, there is not a clear im-
provement in the prediction error variance in the bivariate relative to the univariate
models.
3.4.4 Modelling cycle: summary
The modelling process performed here follows the general modelling cycle de-
scribed in Section 2.6.4. In the bivariate modelling here, some model comparisons
involved models which were not nested and so were not amenable to likelihood ratio
tests. To compare non-nested models, an alternative likelihood-based criterion was
introduced in the form of the AIC statistic. In a bivariate context, there are some ad-
ditional aspects of interpretation possible, such as describing the correlation between
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the response variables over time and comparing the prediction error of the bivariate
and univariatemodels. The general cycle for geostatisticalmodelling described in Sec-
tion 2.6.4 can, however, clearly be seen to apply also in a context beyond univariate
modelling.
3.5 Extending bivariatemodelling
The bivariate modelling performed here has shown the possibilities that may
be exploited for jointly modelling correlated response variables. The current data set
allows for more complex multivariate models to be investigated because of the po-
tential correlations of soil organic carbon over both time and soil depth in this data.
As mentioned previously, the essential benefit of multivariate, as opposed to univari-
ate, modelling is increasing the information available fromwhich tomake predictions.
The improvement offered by a multivariatemodel is primarily in the reduced variance
of prediction error. If this improvement can be achieved, the multivariate model is
clearly of more predictive value than a univariate (or bivariate) model. The types of
multivariate model possible and the degree to which the potential benefits from such
models are realised will be investigated in the next chapter.
Chapter 4
Multivariatemodels for continuous data
4.1 Introduction
The bivariate models in the previous chapter may be extended to multivariate
models when there are more than two response variables. Multivariate models may
be constructed in a number of ways to ensure that the covariance matrix is positive
definite, as mentioned previously. There has been some interest in space-timemodels
in the environmental sciences because of the need to forecast stream flow or moni-
tor global warming, for example. Kyriakidis & Journel (1999) have reviewed the types
of this model used in geostatistics. None of the model types they mention are devel-
oped in a Gaussian linear mixedmodel framework but some do incorporate separable
correlation models as have been used here. Welty & Stein (2004) have developed a
model for phytoplankton in a lake in three dimensions incorporating tensor products,
constructing their covariance model from the specific features of the spatial process
modelled. This type of approach perhaps illustrates a suggestionbyDiggle & Ribeiro Jr.
(2007, p. 74) that multivariate spatial models might be better constructed by incorpo-
rating specific structures that have a natural interpretation in the process being stud-
ied. Acknowledging that recommendation, modelling here will be undertaken using
the separable covariance structures that are within the capabilities of ASReml-R soft-
ware (Butler et al., 2009) and that have been successfully used in an agricultural field
trials context (Cullis & Gleeson, 1991; Gilmour et al., 1997).
The soil organic carbon data set allows for correlation to be modelled in the
response variable over two times (pre- and post-harvest) and three soil depths (0 to
15 cm, 15 to 30 cm and 30 to 60 cm). Models which incorporate correlation among
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these six dimensionswill now be investigated using a number of different types of sep-
arable correlation structure in a Gaussianmultivariate linearmixedmodel. Themodel
of soil organic carbon implemented, over the two time points and three-dimensional
space with separable correlation structures, is novel to the field of soil science and is
a valuable extension to Gaussian geostatistical modelling. Predictions from this type
of model will be obtained by BLUP using REML, as previously. The predictive perfor-
mance of themultivariatemodel will be compared to that of the bivariatemodels using
the criterion of the variance of the error of prediction.
4.2 Multivariate geostatisticalmodel
The multivariate geostatistical model is a direct extension of the bivariatemodel
given in Equation 3.2 and can be specified as follows. The data vector is given by
y = vec
[
Y (n×q)
]
; Y = [y1 · · · yq ] , (4.1)
in which there are q response variables and n measurements on each. Similarly to
previous models, the data vectors, y
j
, j = 1, . . . ,q , are spatially indexed by locations
s =
(
s ′1 · · · s′n
)′
, s
i
∈R2, i = 1, . . . ,n . We assume here the n sampling locations are
unique, although in the general case this is not necessary. The multivariate model is
given by
y = Xτ+Z cuc+um+es , (4.2)
with the following specifications:
the model matrix for fixed effects, X =
q⊕
j=1
X
j
;
the vector of fixed effects, τ= [τ′1 · · · τ′q ]′;
the incidence matrix for random soil class effects, Z c =
q⊕
j=1
Z
c j
;
the vector of random effects for soil class, uc = [u′c1 · · · u′cq ]′;
the vector of randommeasurement errors or nugget effects, um = [u′m1 · · · u′mq ]′;
and the vector of spatially correlated errors, es = [e ′s1 · · · e ′sq ]′.
Notation used below is defined in a similarway as for the bivariatemodel unless other-
wise noted. In relation to the distributional specifications, we assume, similarly to the
bivariatemodel in Equation 3.3, that
var
 ucum
es
=
Gc 0 00 Gm 0
0 0 Rs
 , (4.3)
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noting that the submatrices of the matrix on the right hand side of the above equation
are all variance matrices (Cullis, 2010).
The variancematrix,Gc, may be assumed separable but, where soil class random
effects are modelled as independent, can take the simpler form,
G
(bq×bq)
c =
q⊕
j=1
σ2cj I b =

σ2c1 · · · 0
...
. . .
...
0 · · · σ2cq
⊗ I b ; (4.4)
the formwritten as a Kronecker product is perhapsmore convenient for computer cod-
ing. On the other hand, soil class random effects may be modelled as correlated. This
correlation can be incorporated into the model in a number of different ways, which
result in variance models for these random effects of varying complexity. Separable
correlationmodels are simpler in structure than non-separablemodels and will be the
only type of model considered here. To ensure clarity of explanation and to reduce the
complexity of notation, correlation models will be described now in terms of the six
response variables in the data set consisting of observations made at two time points,
namely, pre- and post-harvest, and three soil depths, designated as layers 1, 2 and 3.
A separable correlation structure for soil class random effects can be employed
where response variables consisting of observations at pre-harvest time have a sepa-
rate set of soil class random effects from responses for observations at post-harvest
time; additionally, correlation between the random effects of the same soil class
over time is incorporated, while random effects of different soil classes over time are
independent. In this case, Gc takes the form analogous to that in the bivariate case
described on page 108, namely,
Gc =
[
σ2c t1
I
b
σc t12
I
b
σc t12
I
b
σ2c t2
I
b
]
=
[
σ2c t1
σc t12
σc t12
σ2c t2
]
⊗ I
b
, (4.5)
where σ2c
(·)
is the variance of soil class random effects at pre- and post-harvest times
denoted by the subscripts, t1 and t2, respectively, and σc t12
is the covariance of soil
class random effects between pre- and post-harvest times. Given the nature of soil
processes, it is conceivable that soil class random effects may be correlated but it is a
matter of inference whether any such correlation is significantly different from zero. In
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the multivariate case, it is also possible to model soil class random effects with refer-
ence to soil layer (or depth). These random effects can be modelled so that there are
distinctmutually independent sets of random effects for each soil layer, with these sets
being common to both time points. In this case, the variance matrix,Gc, is
Gc =

σ2c
d1
0 0
0 σ2c
d2
0
0 0 σ2c
d3
⊗ Ib , (4.6)
where σ2c
(·)
is the variance of soil class random effects in soil layers (at soil depths) 1, 2
and 3 denoted by the subscripts, d1, d2 and d3, respectively. Alternatively, correla-
tion between the sets of random effects for each soil layer (and common to each time
point) can be incorporated in a way analogous to that for modelling them with refer-
ence to time. If correlation of this type is included, the variance matrix, Gc, takes a
form analogous to that in Equation 4.5, namely,
Gc =

σ2c
d1
σc
d12
σc
d13
σc
d12
σ2c
d2
σc
d23
σc
d13
σc
d23
σ2c
d3
⊗ Ib , (4.7)
where the covariances between given pairs of soil layers are clear from the subscripts.
The arguments based on soil processes justifying these correlation structures are the
same as those given for the case of modelling soil random effects with reference to
time.
If nugget effects are assumed to be independent over time,Gm takes the form,
Gm =
[
σ2m t1
In 0
0 σ2m t2
In
]
=
[
σ2m t1
0
0 σ2m t2
]
⊗ In . (4.8)
As the nugget effect includes measurement error and spatial variation over distances
less than the minimum sampling interval, it is also conceivable that nugget effects
could be correlated over time. Since the sampling locations are the same at both time
points, the short-range spatial processes at each respective sampling location at the
two time points may well be related. In addition, measurement error may be influ-
enced by factors connected with the two time points, such as effects due to the two
seasons when measurements were taken. To allow for correlated nugget effects over
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time, Gm may also take the following form, as also in the bivariate case described on
page 108,
Gm =
[
σ2m t1
In σm t12
In
σm t12
In σ
2
m t2
In
]
=
[
σ2m t1
σm t12
σm t12
σ2m t2
]
⊗ In , (4.9)
where parameters are defined above and σm t12
is the covariance of nugget effects
between pre- and post-harvest times. As with random soil class effects, nugget effects
could bemodelled in relation to depth, with distinct independent sets of nugget effects
beingmodelled for each depth. Alternatively, and in the samemanner also as soil class
effects, nugget effects could be modelled as correlated among depths. For both these
types of model, the variance matrices take forms which parallel those for soil class
effects.
As previously, the matrix, Rs, is assumed separable, so that
R
(nq×nq)
s = R (q×q)2 ⊗R (n×n)1 ,
where R
j
, j = 1,2 are either correlation or covariance matrices and are chosen so
that the model for Rs is identifiable. For example, if R2 is an unstructured variance-
covariance matrix, then R1 may need to be parameterised as a correlation matrix
(Cullis, 2010), depending on the model-fitting algorithm. An example clarifying this
issue is given on page 109. The implications of assuming a separable form for Rs in the
multivariate context will be discussed below.
The equivalence between univariate models of the responses for each of the six
time-depth combinations and a multivariate model of the same responses, where the
six responses are treated as independent random variables in the multivariate model,
can be demonstrated. This comparison was done in the bivariate case and it is useful
to repeat here for the multivariate case. Both the univariate and multivariate models
include an intercept-only fixed term model component. They include soil class as a
randomeffect and independent errors. In themultivariatemodel, soil class is indepen-
dent over time and soil layer as are the independent random errors. No nugget effects
have been fitted. It is not possible to include correlated randomerrors or nugget effects
in these models. The reason is that too many parameters then have to be estimated
in the multivariate model. Separate estimates of φ (the Matérn correlation function
scale parameter), σ2s and σ
2
c, at least, for each time-depth combination would need to
be estimated, giving 18 separate parameters. The model-fitting algorithm for such a
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multivariatemodel does not converge, even with appropriately specified initial values
of parameters to be estimated. The structure of the univariatemodels is given by
y
j
= τ0, j1+Z cucj +esj , j = 1, . . . ,6 (4.10)
uc j ∼N(0,σ2cj I 4), esj ∼N(0,σ2sj In)
Variance structure: Class + id(x, y).
Terms in the model not defined above are defined as in Equation 2.33. The variance
structure consists of random soil class effects, Class, with independent spatially
referenced random errors, id(x, y), as explained. The multivariate model can be
written as
y =
(
I 6⊗1
)
τ+Z cuc+es (4.11)
uc ∼N(0,Gc), es ∼N(0,σ2sj In)
Gc =
6⊕
j=1
σ2cj I 4 =

σ2c1I 4 0 · · · 0
0 σ2c2I 4 · · · 0
...
...
. . .
...
0 0 · · · σ2c6I 4
 ,
Rs =
6⊕
j=1
σ2sj In =

σ2s1In 0 · · · 0
0 σ2s2In · · · 0
...
...
. . .
...
0 0 · · · σ2s6In
 ,
Variance structure: at(Time):diag(Layer):Class
+ at(Time):diag(Layer):id(x, y).
In the above model equation, y =
[
y ′1 · · · y ′6
]′
, 1 is a vector of ones of length n × 1,
τ=
[
τ0,1 · · · τ0,6
]′
, with τ
0, j
, j = 1, . . . ,6 being the intercepts for response variables
1 to 6, respectively, and other model terms not defined here are defined as in Equa-
tion 4.2. The variance structure here fits the soil class random effects as indepen-
dent and identically distributed with soil class being independent over time and
soil layer, at(Time):diag(Layer):Class. The independent random errors are
modelled in the six time-depth combinations as independent, giving the variance
term, at(Time):diag(Layer):id(x, y).
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Table 4.1: Variance parameter estimates from univariate models and equivalent
multivariate model for soil organic carbon at the six time-depth combinations.
Model types are described in the text.
Layer Time σ̂2s σ̂
2
c logL
Univariate
1 Pre 0.0299 0.0042 124.958
Post 0.0385 0.0184 110.459
2 Pre 0.0309 0.0164 121.702
Post 0.0339 0.0198 116.724
3 Pre 0.0219 0.0148 139.073
Post 0.0277 0.0192 126.936
Total 739.852
Multivariate - independent responses
1 Pre 0.0299 0.0042
Post 0.0385 0.0184
2 Pre 0.0309 0.0164
Post 0.0339 0.0198
739.851
3 Pre 0.0219 0.0148
Post 0.0277 0.0192
The parameter estimates and log likelihood values given in Table 4.1 show that
the above set of univariate models are equivalent to the multivariate model con-
structed from an identical analogous univariate model. The parameter estimates are
identical for the univariate models and the multivariate model; allowing for rounding
error, the sum of the log likelihoods of the univariate models is equal to the log likeli-
hood for the multivariatemodel.
4.2.1 Separability: overall implications
Similar implications apply to the assumption of separability of correlation
models in the multivariate case as in the bivariate case, described in Section 3.2.1.1.
Modelling the response variables for all six time-depth combinations in a multivariate
fashion requires some simplification of the correlation structure because, as has al-
ready been pointed out, the algorithm for a multivariate model with separate spatial
correlation structures for each time-depth combination does not converge, even with
appropriate choice of initial values for model parameters. In a multivariate model,
a separable correlation structure for time, depth and horizontal displacement needs
to be developed. These three correlation processes are then assumed to operate in-
dependently of one another. As earlier emphasised, a separable correlation structure
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does not attempt to postulate a correlation model for the physical processes involved
in its components. This is certainly the case here. The separability assumption is a
very strong assumption as it applies to processes over both space and time, as Smith
et al. (2007, p. 257) state in relation to theirmodelling of sugarcane yield over space and
time. However, in relation to both soil organic carbon here and the sugarcane yields of
Smith et al. (2007), the sequence of measurements was over a short time frame and
this may justify a common temporal correlation structure as reasonable and make the
assumption of separability tenable. The ability tomodel the horizontal spatial correla-
tion in the bivariate models with a Matérn correlation structure with a common scale
parameter, φ, suggests that a common horizontal spatial correlation model may also
be possible in a multivariate model. This would also support the assumption of sep-
arability in the multivariate model. The purpose of adopting a separable correlation
model, to again emphasise the rationale, is to enable a multivariatemodel to be fitted
by trying to ensure themodel is computationally feasible. If there can be at least some
physical justification for separable correlation structures, as just argued, the case for
adopting a separable correlationmodel is strengthened.
4.2.2 Prediction of the response variable
Predictions of new observations for themultivariatemodel can be obtained from
the general prediction result, Equation 2.19 (Gilmour et al., 2004, p. 582), namely,
y˜p = (Wp−RpoR−1s W )β˜+RpoR−1s y . (4.12)
This form is the R form of the result. Similarly to the bivariate case in Equation 3.8,
componentmatrices of the above equation take the forms, for the prediction ofN new
observations,
W
(Nq×q(a+b+n))
p =
[
q⊕
j=1
X pj
q⊕
j=1
Z cp j 0
]
,
W (nq×q(a+b+n)) =
[
q⊕
j=1
X
j
q⊕
j=1
Z cj
q⊕
j=1
In
]
,
β˜
(q(a+b+n)×1) =

τ̂ (aq×1)
u˜
(bq×1)
c
u˜
(nq×1)
m
 . (4.13)
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Note in W ,
q⊕
j=1
In can be written I q ⊗ In . The overall variance-covariance matrix of
observed and predicted values, R∗, submatrices of which are used in results for pre-
dictions and variance of the errors of predictions, takes the form
R∗ = var
[
yo
yp
]
= var

y1o
...
yqo
y1p
...
yqp

=

R (n×n)1o,1o · · · R (n×n)1o,qo R (n×N)1o,1p · · · R (n×N)1o,qp
...
. . .
...
...
. . .
...
R (n×n)
qo,1o · · · R (
n×n)
qo,qo R
(n×N)
qo,1p · · · R (
n×N)
qo,qp
R (N×n)1p,1o · · · R (N×n)1p,qo R (N×N)1p,1p · · · R (N×N)1p,qp
...
. . .
...
...
. . .
...
R (N×n)
qp,1o · · · R (
N×n)
qp,qo R
(N×N)
qp,1p · · · R (
N×N)
qp,qp

=
R (q(n×n))oo R (q(n×N))op
R
(q(N×n))
po R
(q(N×N))
pp
 .
The alternative and equivalent H form of the prediction equation similarly takes
the same form as for the bivariatemodel in Equation 3.10, namely,
y˜p =
(
W∗p−RpoH−1W∗
)
β˜∗+RpoH−1y , (4.14)
where, for the prediction of N new observations,
W
(Nq×q(a+b))
∗p =
[
q⊕
j=1
X pj
q⊕
j=1
Z cp j
]
,
W
(nq×q(a+b))
∗ =
[
q⊕
j=1
X
j
q⊕
j=1
Z cj
]
,
β˜
(q(a+b)×1)
∗ =
[
τ̂ (aq×1)
u˜
(bq×1)
c
]
,
H (q(n×n)) =
q⊕
j=1
σ2mj In+Rs . (4.15)
4.2.3 Variance of the prediction error
The result for the variance of the errors of prediction for the multivariate model
again takes the same form as that for the bivariate case in Equation 3.12. The R form of
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this result is
var(y˜p− yp)= (Wp−RpoR−1s W )C−1(Wp−RpoR−1s W )′+Rpp−RpoR−1s R ′po , (4.16)
where C =W ′R−1s W +D is the coefficient matrix of the mixed model equations and
the other components of Equation 4.16 are given in Equations 4.13. In addition, the
structure of D is (Cullis, 2010)
D (q(a+b+n)×q(a+b+n)) =

0 0 0
0 G−1c 0
0 0
q⊕
j=1
σ−2
mj
In
 , (4.17)
where the diagonal submatrices have dimensions aq × aq , bq × bq and nq × nq ,
respectively. (The inverse variance component in the bottom right submatrix should
also be noted.)
TheH formof the result for variance of the error of prediction takes a formequiv-
alent to Equation 3.14 and is given by
var(y˜p− yp)
= (W∗p−RpoH−1W∗)
(
W ′∗H
−1W ∗+G∗
)−1
(W∗p−RpoH−1W∗)′
+Rpp−RpoH−1R ′po ,
(4.18)
with the component matrices defined in Equations 4.15; additionally, G∗ takes the
same form as previously in Equation 2.8,
G∗ =
[
0 0
0 G−1c
]
. (4.19)
The structure of G∗ can be clarified by recalling that the variance matrix for soil
class random effects in the univariate case is G (b×b)c =σ2cIb and defining, following
Equation 2.8,
G ((a+b)×(a+b))∗j =
[
0(a×a) 0(a×b)
0(b×a) G−1
cj
]
, j = 1, . . . ,q .
In the multivariate case, G∗ in Equation 4.19 then takes the form
G
(q(a+b)×q(a+b))
∗ =
q⊕
j=1
G ((a+b)×(a+b))∗j . (4.20)
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4.3 Modelling approach
4.3.1 Structure of themultivariate fittedmodels
Multivariate modelling was approached using the insights gained both into the
physical system and appropriatemodel types from the bivariatemodelling in the same
way as univariate modelling informed the bivariate modelling process. In the bivari-
ate modelling, the correlation between response variables for each layer at the two
time points, namely, pre- and post-harvest times, was exploited to improve themodel-
ling relative to the univariate models in terms of the variance of the error of predic-
tion. In the multivariate case, correlations among response variables can be modelled
over time and depth. Given the nature of soil processes and the prevalence of soil pro-
cesses which operate vertically, incorporating this additional aspect of the dependence
among the response variables into the model increases the amount of information
available on which to build and improve the model. Again, any improvement may be
evident through reduced variance of the error of prediction.
The data used for the multivariate modelling consists of complete sets of
observations of each of the response variables at any given sampling location. If data
on any response variable at a sampling location was missing, that location was ex-
cluded from the data used. The reason for this is that including locations in the analysis
where there is missing data results in failure of the R code that has been written for
forming predictions. While this results in loss of information compared to the univari-
ate and bivariate cases, it is unfortunately necessary. Out of the 126 sampling loca-
tions, data at 104 locations was used for the multivariate modelling, giving 624 data
values over the two time points and three depths out of a total of 751 data values after
excluding outliers. It may have been feasible to replace the missing value at sampling
locations where five out of the six values were available using appropriate imputation
methods. This would have made eleven of the twenty-two excluded sampling loca-
tions available for the multivariate analyses. Methods available for imputing missing
data are described by Little & Rubin (2002). The mechanism according to which soil
organic carbon data values appear to be missing is “missing at random” or “missing
completely at random”, in the terminology of Little & Rubin (2002); the exact mech-
anism would need to be determined. In either case, imputation methods to predict
the missing data values from available data with regression-based techniques may be
suitable. A stochastic component may be included in the imputed value to avoid un-
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derestimating variability in the imputed value. Such imputation methods are an area
of ongoing research, as Little & Rubin (2002) explain. A final note on the data used
for analysis is that, when depth is incorporated as a continuous variable in correlation
structures, depth values have been scaled to units of metres.
All multivariate models fitted have an intercept-only fixed term component, as
the univariate and bivariatemodelling suggests this is appropriate. In themodel spec-
ification given by Equation 4.2 then, the fixed term component, Xτ, has the form(
I 6⊗1
)
τ, where 1 is a vector of ones of length n (here n = 104), τ=
[
τ0,1 · · · τ0,6
]′
,
with τ
0, j
, j = 1, . . . , 6, being the intercepts for the six response variables, respectively.
Random effects for soil class are modelled for each time point as either indepen-
dent or correlated. Modelling random effects for soil class as independent or corre-
lated over depth was also considered but not pursued. The reason for this, is that, in
exploratory modelling, models in which random soil class effects were modelled as
independent over depth had log likelihoods at least several units smaller than those
where soil class randomeffects weremodelled as independent over time. In the spatial
correlation structure for univariate and bivariate models, a Matérn smoothness para-
meter value of ν= 1
2
was chosen as the preferred value of that parameter and the same
value has been used in the multivariate modelling; that value of ν seems appropriate
for the spatial processes here, as explained earlier. Given the difficulty of incorporat-
ing separate nugget effects in bivariate models, the simpler approach of including a
single common nugget effect across both times and all depths has been followed here.
The general difficulty in estimating nugget effects in this data set has been noted pre-
viously and is due to lack of support in the data. A sequence of models of increasingly
complex correlation structures has been fitted to the residual errors. While these can
be divided into two broad groups, in all cases, a Matérn correlation model in hori-
zontal two-dimensional space is also incorporated. In one group, a general variance-
covariance structure (that is, an unstructured model) for the two time points is incor-
porated, while in the other group, an unstructured model has been applied to depth.
Where an unstructured variance-covariance model is incorporated for time, depth is
modelled with a number of different correlation models, namely, independent, uni-
formand exponentialmodels. Conversely, where an unstructuredvariance-covariance
model is incorporated for depth, time is modelled with independent and correlated
models. Because of the complexity of the system being modelled, anisotropy has also
been investigated for all models. While no obvious anisotropy has been evident, as
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Table 4.2: Multivariate variance model types fitted. For each of the two general
model types, the structure of all variants fitted to the data is summarised. Variance
or correlation structures are designated as “independent”, “correlated” (for the two
time points), “unstructured”, “uniform” or “exponential”; Matérn two-dimensional
spatial correlation structures are either isotropic (“iso”) or anisotropic (“aniso”).
See the text for an explanation of the model structures in the subheadings.
Soil 2D space
Model
class
Time Depth
(x, y)
var(Class) + rho(Depth)⊗us(Time)⊗mtrn(x, y)
Aiso independent unstructured independent iso
Aiso.cov unstructured unstructured independent iso
Aaniso independent unstructured independent aniso
Aaniso.cov unstructured unstructured independent aniso
Biso independent unstructured uniform iso
Biso.cov unstructured unstructured uniform iso
Baniso independent unstructured uniform aniso
Baniso.cov unstructured unstructured uniform aniso
Ciso independent unstructured exponential iso
Ciso.cov unstructured unstructured exponential iso
Caniso independent unstructured exponential aniso
Caniso.cov unstructured unstructured exponential aniso
var(Class) + rho(Time)⊗us(Depth)⊗mtrn(x, y)
Diso independent independent unstructured iso
Diso.cov unstructured independent unstructured iso
Daniso independent independent unstructured aniso
Daniso.cov unstructured independent unstructured aniso
Eiso independent correlated unstructured iso
Eiso.cov unstructured correlated unstructured iso
Eaniso independent correlated unstructured aniso
Eaniso.cov unstructured correlated unstructured aniso
noted in Section 2.4.4, and no anisotropic model has been significantly better than an
isotropic model in the previous modelling, few physical processes could be expected
to be consistently spatially isotropic. As it has been recommended as good practice to
“fit the anisotropic model even if anisotropy is not suspected, as the isotropic model
is a special case” (Haskard et al., 2007, p. 154), anisotropy, consequently, has been in-
vestigated here. The types of multivariatemodel fitted are summarised in Table 4.2. In
that table, the two general model structures are given as subheadings:
1. var(Class) + rho(Depth):us(Time):mtrn(x, y);
2. var(Class) + rho(Time):us(Depth):mtrn(x, y).
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In these broad model types, “rho(·)” denotes a correlation model of a given form,
“us(·)” an unstructured (or general) variance-covariance model and “mtrn(·)” a
Matérn correlation model of a given form in horizontal two-dimensional space. The
term, “var(·),” denotes a variance-covariance model for soil class random effects of
either “at(Time):Class”, whichmodels a separate set of soil class effects at each time
point with the sets mutually independent and each set common to the three depths at
the respective time points, or “us(Time):Class”, modelling soil class effects as just
described but with the addition of correlation between the two sets of effects over
time. These forms are described in more detail below. Three variants of general model
structure (1) have been fitted (Models A, B and C) and two variants of general model
structure (2) (Models D and E). We assume that the correlated residual errors can be
modelled with structures that are separable; this is indicated by “ : ” in the model
structure. Separable structuresmay be combined through a Kronecker product, as de-
scribed on page 146.
The two broad types of correlated residual error model described above give the
forms below for the variance-covariance matrix, R
V
, for correlated residual errors (the
subscript “V” denoting that thematrix is a variance-covariancematrix),whereR
d
is the
correlation matrix for depth, R t is the correlation matrix for time, V d is the variance-
covariance matrix for depth, V t is the variance-covariance matrix for time and Rh is
the Matérn spatial correlation matrix for two-dimensional distance in the horizontal
plane (superscripts show the sizes of the matrices):
R (624×624)
V
= R (3×3)
d
⊗V (2×2)t ⊗R (104×104)h (4.21a)
R (624×624)
V
= R (2×2)t ⊗V (3×3)d ⊗R
(104×104)
h
(4.21b)
The choice of variance-covariance or correlation matrices in each product is made to
ensure R
V
is identifiable, as noted on page 146. In the following, the notation R
V
will
not be used; the usual notation here of Rs will be used. More detailed descriptions of
the structures for the fitted models A to E are given below. In the notation used for
the model descriptions, the subscript “t” denotes time, subscripts “1” and “2” on “t”
denote variance components at pre- and post-harvest times, respectively, and the sub-
script “12” a covariance component. The subscript “d” denotes soil layer or depth,
subscripts “1”, “2” and “3” on “d” denote the respective soil layers and double sub-
scripts (for example, “12”) denote appropriate correlation or covariance relationships.
Note that the symbol, I , always denotes the identitymatrix and the attached subscript
is always its dimension. Some models incorporate soil layer as a factor (denoted by
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“Layer”) and others soil depth (in units of metres) as a continuous variable (denoted
by “Depth”). There are some features shared by all models. Firstly, all models include
a common nugget and so
Gm =σ2mI 624 .
Secondly,models have random soil class effects which are either independent or corre-
lated in time. The appropriate variance-covariancematrices are given by Equations 4.4
and 4.5, respectively, and these are reproduced here:
• for independent soil class effects, Gc,id =
2⊕
j=1
σ2c
t j
I 4 =
[
σ2c t1
0
0 σ2c t2
]
⊗ I 4 ;
• for correlated soil class effects, Gc,cov =
[
σ2c t1
σc t12
σc t12
σ2c t2
]
⊗ I 4 .
In addition, the Matérn spatial correlation function, ρM(φ,ν;δ,α,λ), takes the form
ρ
M
(φ,ν;δ= 1,α= 0,λ= 2) for isotropic models based on Euclidean distance and the
form ρM(φ,ν;δ,α,λ= 2) for anisotropic models, where the parameters of the function
are defined in Section 1.2.3. In the model descriptions, Rmat, which is of dimension
104×104, denotes the appropriate fitted correlation structure.
Multivariate model (A)
Response variables correlated in time and independent over soil layers; common
horizontal spatial correlation, common nugget effect, random effects for soil class
independent (A(an)iso) or correlated (A(an)iso.cov) in time.
Variance structure:
A(an)iso at(Time):Class + units + id(Layer):us(Time):mtrn(x, y)
A(an)iso.cov us(Time):Class + units + id(Layer):us(Time):mtrn(x, y)
Rs = I 3⊗
σ2t1 σt12
σ
t12
σ2
t2
⊗Rmat . (4.22)
Multivariate model (B)
Response variables correlated in time and uniformly correlated over soil layers;
common horizontal spatial correlation, common nugget effect, random effects for soil
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class independent (B(an)iso) or correlated (B(an)iso.cov) in time.
Variance structure:
B(an)iso at(Time):Class + units + cor(Layer):us(Time):mtrn(x, y)
B(an)iso.cov us(Time):Class + units + cor(Layer):us(Time):mtrn(x, y)
Rs =

1 ρ
d
ρ
d
ρ
d
1 ρ
d
ρ
d
ρ
d
1
⊗
σ2t1 σt12
σ
t12
σ2
t2
⊗Rmat , (4.23)
where ρ
d
is the correlation coefficient between any two soil layers.
Multivariate model (C)
Response variables correlated in time and exponentially correlated in depth (that
is, spatial correlation decays exponentially with depth); common horizontal spatial
correlation, common nugget effect, random effects for soil class independent
(C(an)iso) or correlated (C(an)iso.cov) in time.
Variance structure:
C(an)iso at(Time):Class + units + exp(Depth):us(Time):mtrn(x, y)
C(an)iso.cov us(Time):Class + units + exp(Depth):us(Time):mtrn(x, y)
Rs =

1 ρ
d12
ρ
d13
ρ
d12
1 ρ
d23
ρ
d13
ρ
d23
1
⊗
σ2t1 σt12
σ
t12
σ2
t2
⊗Rmat , (4.24)
where ρ
d
is the correlation parameter; if v (metre) denotes the difference in depth be-
low the soil surface of any two given soil layers, then the correlation in the response
variable between those two layers is given by ρ
|v |
d
.
Multivariate model (D)
Response variables correlated over soil layers and independent in time; common
horizontal spatial correlation, common nugget effect, random effects for soil class
independent (D(an)iso) or correlated (D(an)iso.cov) in time.
Variance structure:
D(an)iso at(Time):Class + units + id(Time):us(Layer):mtrn(x, y)
D(an)iso.cov us(Time):Class + units + id(Time):us(Layer):mtrn(x, y)
4.3. Modelling approach 158
Rs = I2⊗

σ2
d1
σ
d12
σ
d13
σ
d12
σ2
d2
σ
d23
σ
d13
σ
d23
σ2
d3
⊗Rmat , (4.25)
Multivariate model (E)
Response variables correlated over soil layers and correlated in time; common hor-
izontal spatial correlation, common nugget effect, random effects for soil class
independent (E(an)iso) or correlated (E(an)iso.cov) in time.
Variance structure:
E(an)iso at(Time):Class + units + cor(Time):us(Layer):mtrn(x, y)
E(an)iso.cov us(Time):Class + units + cor(Time):us(Layer):mtrn(x, y)
Rs =
[
1 ρt
ρt 1
]
⊗

σ2
d1
σ
d12
σ
d13
σ
d12
σ2
d2
σ
d23
σ
d13
σ
d23
σ2
d3
⊗Rmat , (4.26)
where ρt is the correlation coefficient between times. This spatial variance structure
expands to
Rs =

σ2
d1
σ
d12
σ
d13
ρtσ
2
d1
ρtσd12
ρtσd13
σ
d12
σ2
d2
σ
d23
ρtσd12
ρtσ
2
d2
ρtσd23
σ
d13
σ
d23
σ2
d3
ρtσd13
ρtσd23
ρtσ
2
d3
ρtσ
2
d1
ρtσd12
ρtσd13
σ2
d1
σ
d12
σ
d13
ρtσd12
ρtσ
2
d2
ρtσd23
σ
d12
σ2
d2
σ
d23
ρtσd13
ρtσd23
ρtσ
2
d3
σ
d13
σ
d23
σ2
d3

⊗Rmat . (4.27)
It is useful to comment on this matrix, as an example of the types of variance-
covariance matrix encountered here, to clarify both its structure and the computa-
tional implementation of the concept of separability (Martin, 1979). The practical
assumptions behind separability and the constraints imposed by separable models
have been discussed earlier in Section 4.2.1. Examining the arithmetic structure of this
matrix gives no practical insight into the physical nature of the correlation structure it
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represents; however, it does increase the familiarity of the modeller with the numer-
ical patterns encountered in correlation matrices in models that may be commonly
used. This familiarity improves the modeller’s overall understanding of the workings
ofmodels used so that themodels become increasingly less like “black boxes”. Improv-
ing a modeller’s understanding, at any level, of the models used can only be of benefit
to the modeller; possibilities, such as investigating the structure of this matrix, should
be exploited at every opportunity to this end.
The matrix shown in Equation 4.27 is based on the data order of soil layers (1, 2
and 3) ordered within time points (pre- and post-harvest). (The data must be ordered
in this way, that is, according to the structure of the variance model for the residual
errors, for analysis by ASReml-R software.) The dimensions of the matrix produced by
the Kronecker product are 624× 624 but the overall structure can be appreciated by
considering, firstly, the leading 6×6matrix, which we denote by A, with the element in
row i and column j given by a
i j
. It is useful to describe some elements of matrix A :
• a11 = σ2d1 is the variance of the response variable in the subset of the data
sampled at pre-harvest in layer 1;
• a12 =σd12 is the covariance between the pre-harvest responses in layers 1 and 2;
• a13 =σd13 is the covariance between the pre-harvest responses in layers 1 and 3;
• a23 =σd23 is the covariance between the pre-harvest responses in layers 2 and 3;
• a14 = ρtσ2d1 is the covariance between the pre-harvest response variable in layer
1 and the post-harvest response in layer 1 - it takes the form of the variance of
the layer 1 response scaled by the correlation between the responses over time;
• a15 = ρtσd12 is the covariance between the pre-harvest response variable in layer
1 and the post-harvest response in layer 2;
• a16 = ρtσd13 is the covariance between the pre-harvest response variable in layer
1 and the post-harvest response in layer 3.
To examine the elements of Rs in more detail, we first define cs
kl
, k, l = 1, . . . ,624, to
be the element in row k and column l of Rs and also define rpq , p,q = 1, . . . ,104,
to be the element in row p and column q of Rmat . We then write the matrix Rmat ,
which models spatial correlation in the horizontal plane, Rmat = [r 1 r 2 · · · rn] , where
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rq , q = 1, . . . ,104 is column q of Rmat . The first row of Rs can be then be written,
noting that Rmat is a symmetricmatrix,[
cs11
cs12
cs13
· · · cs1,624
]
=
[
σ2
d1
r ′1 σd12
r ′1 σd13
r ′1 ρtσ
2
d1
r ′1 ρtσd12
r ′1 ρtσd13
r ′1
]
=
[
σ2
d1
[r11 r12 · · · r1,104] σd12r
′
1 σd13
r ′1 ρtσ
2
d1
[r11 r12 · · · r1,104] ρtσd12r
′
1 ρtσd13
r ′1
]
.
(4.28)
As Rmat is a correlation matrix, rpp = 1, ∀p also. Each element of this partitioned first
row ofRs is a row vector of length 104 and, hence, each of these elements is a subvector
of that first row of Rs. A description of some elements of this row is interesting:
• the first element of the first subvector, cs11
= σ2
d1
r11 = σ2d1 , is the variance of the
pre-harvest response in layer 1 at the first sampling location;
• the second element of the first subvector, cs12
= σ2
d1
r12 , is the spatial covariance
between the pre-harvest response in layer 1 at the first and second sampling
locations;
• the first element of the second subvector, cs1,105
=σ
d12
r11 =σd12 , is the covariance
between the pre-harvest response in layer 1 at the first sampling location and the
pre-harvest response in layer 2 at the first sampling location;
• The first element in the fourth subvector, cs1,313
= ρtσ2d1r11 = ρtσ
2
d1
, is the covari-
ance between the pre-harvest response in layer 1 at the first sampling location
and the post-harvest response in layer 1 at the first sampling location;
• The second element in the fourth subvector, cs1,314
= ρtσ2d1r12 , is the covariance
between the pre-harvest response in layer 1 at the first sampling location and the
post-harvest response in layer 1 at the second sampling location; from above,
cs1,314
= ρtcs12 , demonstrating the scaling involved owing to correlation between
the pre- and post-harvest responses.
The assumption of separability here results in the variance-covariance terms for the
residual errors being constructed as the product of component correlation (or covari-
ance) structures. In this way, the correlation in a spatial process may be decom-
posed into, or from the reverse perspective, constructed from simpler processes. The
assumption of separability has been used in the analysis of agricultural field trials
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where the response variable was yield measured on a plot basis but it may not be ap-
propriate for all types of random error structure (Gilmour et al., 1997). One reason
to recommend the assumption is that it offers computational savings (Gilmour et al.,
1997, p. 272).
4.4 Modelling results and discussion
As in the univariate and bivariate modelling process, some models were not
able to be fitted because the model-fitting algorithm did not converge. To attempt
to successfully fit the multivariate models, previous modelling was used to determine
reasonable initial values for parameters to be estimated. As also in previous model-
ling, each iteration of the model fitting algorithmwas examined, if necessary, to guide
further choices of initial values for parameters.
The results of fitting the series of models described above and outlined in
Table 4.2 are given in Table 4.3, where estimates of the variance parameters for the
models are shown. Models with random soil class effects correlated over time (that
is, those identified with the suffix “cov” above) were fitted but parameter estimates for
them have not been reported as these models were scarcely different, based on log
likelihoods, from themodels with random soil class effects independent over time; the
difference in log likelihoods for these pairs of models ranged from 0.78 to 1.27. For
comparisons of themodels fitted, see Table 4.4 (this table does include comparisons of
models with random soil class effects correlated over time so that explicit comparisons
can be made for all models).
As not all the fitted models are nested, likelihood ratio tests cannot be used for
comparing all models. Models which are not nested will be compared using the AIC
statistic. Comparing the AICs given in Table 4.4 for the two groups of models shows
that models A, B and C provide overall a better model of the response variables than
modelsD and E; the largest AIC amongmodel typesD andE is −1620.44 and this is still
smaller than the smallest among model types A, B and C, namely, −1609.47. The pre-
ferred model for our system of responses will thus be chosen frommodel types D and
E. Each group ofmodels incorporates a different type of separable correlation structure
over space and time and each of these separable correlation structures is an approxi-
mation to the true correlation structure of the distributionof organic carbon in the soil
as realised in this data set. From the results of the multivariate modelling, the sepa-
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Table 4.3: Variance parameter estimates (± standard error) for multivariate models of soil
organic carbon at pre- and post-harvest times over the three soil layers. For a description of
the different model types, see text and Table 4.2.
Model Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m ρ̂d
type terms
Aiso Pre 0.0099±0.0050 0.0101±0.0087
Pre.Post 39.9±15.0 0.5F 1F 0F 0.0094±0.0019 0.0183±0.0049 0F
Post 0.0158±0.0056 0.0169±0.0144
Biso Pre 0.0221±0.0041 0.0093±0.0085
Pre.Post 28.7±8.1 0.5F 1F 0F 0.0099±0.0024 0.0080±0.0032 0.6170±0.1035
Post 0.0257±0.0041 0.0163±0.0144 Unif.
Ciso Pre 0.0156±0.0031 0.0091±0.0083
Pre.Post 35.0±10.4 0.5F 1F 0F 0.0098±0.0025 0.0129±0.0017 0.4616±0.1465
Post 0.0231±0.0038 0.0156±0.0140 Exp.
Aaniso Pre 0.0106±0.0053 0.0100±0.0086
Pre.Post 39.8±14.4 0.5F 0.5524±0.3492 0.8627±0.5176 0.0094±0.0019 0.0176±0.0051 0F
Post 0.0166±0.0058 0.0171±0.0146
Baniso Pre 0.0241±0.0048 0.0095±0.0086
Pre.Post 24.7±7.0 0.5F 0.4272±0.2527 1.2075±0.3022 0.0094±0.0023 0.0061±0.0041 0.5642±0.1117
Post 0.0266±0.0046 0.0175±0.0153 Unif.
Cansio Pre 0.0155±0.0031 0.0090±0.0082
Pre.Post 36.1±10.1 0.5F 0.4132±0.2446 0.9272±0.2940 0.0098±0.0025 0.0130±0.0017 0.4742±0.1477
Post 0.0228±0.0038 0.0162±0.0145 Exp.
continued on next page
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Table 4.3: Variance parameter estimates (± standard error) for multivariate models of soil
organic carbon at pre- and post-harvest times over the three soil layers summarised in Table 4.2
(continued from previous page).
Model Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m ρ̂t
type terms
Diso Pre 0.0094±0.0086
Post 0.0167±0.0146
Depth 1 0.0274±0.0052
Depths 1, 2 0.0148±0.0027
Depth 2 0.0262±0.0052
Depths 1, 3
28.9±8.1 0.5F 1F 0F
0.0095±0.0023 0.0078±0.0039 0F
Depths 2, 3 0.0196±0.0027
Depth 3 0.0184±0.0045
Eiso Pre 0.0092±0.0084
Post 0.0167±0.0147
Depth 1 0.0267±0.0042
Depths 1, 2 0.0156±0.0029
Depth 2 0.0251±0.0040
Depths 1, 3
28.9±8.0 0.5F 1F 0F
0.0099±0.0025 0.0088±0.0020 0.4299±0.0900
Depths 2, 3 0.0197±0.0028
Depth 3 0.0178±0.0032
continued on next page
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Table 4.3: Variance parameter estimates (± standard error) for multivariate models of soil
organic carbon at pre- and post-harvest times over the three soil layers summarised in Table 4.2
(continued from previous page).
Model Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
c σ̂
2
m ρ̂t
type terms
Dansio Pre 0.0093±0.0085
Post 0.0175±0.0152
Depth 1 0.0292±0.0061
Depths 1, 2 0.0144±0.0027
Depth 2 0.0285±0.0062
Depths 1, 3
26.1±7.6 0.5F 0.4872±0.2557 1.1019±0.3504
0.0092±0.0022 0.0055±0.0052 0F
Depths 2, 3 0.0193±0.0026
Depth 3 0.0205±0.0056
Eaniso Pre 0.0091±0.0084
Post 0.0175±0.0153
Depth 1 0.0266±0.0042
Depths 1, 2 0.0154±0.0029
Depth 2 0.0250±0.0040
Depths 1, 3
28.0±7.6 0.5F 0.4732±0.2879 4.2963±0.3707∗
0.0097±0.0024 0.0087±0.0020 0.4285±0.0902
Depths 2, 3 0.0196±0.0028
Depth 3 0.0178±0.0032
* For computational reasons, the estimate α̂= 4.2963 could not be constrained to the interval 0≤α< pi2 . This estimate is equivalent to 4.2963−pi = 1.1547.
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Table 4.4: Statistics for comparison of the multivariate models fitted. The number
of variance parameters in themodel is indicated under “No. param.”; the log resid-
ual likelihood is given under “logL”. For a description of the different model types,
see text.
No. Pref.
Model
param.
logL AIC
model
var(class) + rho(depth)⊗us(time)⊗mtrn(x, y)
Aiso 7 759.919 -1505.84
Aiso.cov 8 760.345 -1504.69
Aaniso 9 760.479 -1502.96
Aaniso.cov 10 760.896 -1501.79
Biso 8 812.737 -1609.47
Biso.cov 9 813.139 -1608.28
Baniso 10 813.718 -1607.44
Baniso.cov 11 814.106 -1606.21
Ciso 8 810.862 -1605.72
Ciso.cov 9 811.258 -1604.52
Caniso 10 811.726 -1603.45
Caniso.cov 11 812.089 -1602.18
var(class) + rho(time)⊗us(depth)⊗mtrn(x, y)
Diso 10 821.753 -1623.51
Diso.cov 11 822.366 -1622.73
Daniso 12 822.633 -1621.27
Daniso.cov 13 823.218 -1620.44
Eiso 11 832.759 -1643.52 *
Eiso.cov 12 833.309 -1642.62
Eaniso 13 833.543 -1641.09
Eaniso.cov 14 834.060 -1640.12
rable structure in model types D and E is a better approximation than that in model
types A, B and C to the spatial and temporal dependence in the data. The difference
in log likelihood for comparable pairs of model types D and E with and without corre-
lated random effects for soil class (for example, Diso compared with Diso.cov) is less
than 0.62 in all four cases. The extramodel parameter for covariance between random
effects for soil class clearly does not significantly improve themodel and so themodels
to be further investigated will be limited to Diso, Daniso, Eiso and Eaniso. Investi-
gating the assumption of isotropy for nested pairs of these models gives the following
results from a likelihood ratio test, where χ2ν denotes a χ
2 random variable with ν de-
grees of freedom: for the full model Daniso compared with the reduced model Diso,
P (χ22 > 1.760) = 0.415; for the full model Eaniso compared with the reduced model
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Eiso, P (χ22 > 1.568) = 0.457. In both cases there is insufficient evidence to reject the
assumption of isotropy. The choice betweenmodels Diso and Eiso ismade using a like-
lihood ratio test, as model Eiso has one extra parameter for correlation in time and so
the models are nested. The likelihood ratio test gives the result P (χ21 > 22.01)¿ 0.001,
leading to the choice of the preferredmodel as Eiso, which ismarked by “*” in Table 4.4.
The preferred model also has the lowest AIC.
The estimates of the fixed effect parameters for the preferred multivariatemodel
are given in Table 4.5; these estimates are for the intercept, as the multivariatemodels
all have an intercept-only fixed term component. These parameter estimates show
an overall trend of decreasing soil organic carbon with depth and over time and are
comparable to the estimates for the preferred univariate models given in Table 2.8b
and bivariatemodels given in Table 3.6.
Table 4.5: Fixed effect parameter estimates (± standard error) of chosen multi-
variate model indicated in Table 4.4.
Estimate and Standard error
Pre-harvest Post-harvest
Layer 1 0.967±0.053 0.940±0.069
Layer 2 0.785±0.053 0.622±0.069
Layer 3 0.532±0.052 0.457±0.068
The preferred multivariate model has an isotropic spatial correlation structure,
as do the preferred univariate and bivariate models. Consequently, the correlation
contours in the horizontal plane are again circular. In common with earlier model-
ling, the Matérn horizontal spatial correlation structure has a smoothness parameter
of ν = 1
2
, making it equivalent to an exponential correlation structure. The estimated
value of the Matérn scale parameter is φ̂ = 28.9, giving the horizontal correlation
structure a practical range of −28.9× log(0.05) = 87 metres. This compares well with
the common fitted value φ = 27.4 and a practical range of 82 metres for the pre-
ferred univariate spatial correlation model and the common fitted value φ = 26.0 and
a practical range of 78 metres in the bivariate case. In the multivariate model, the es-
timated common correlation over time between the three pre-harvest and the three
post-harvest response variables is 0.430± 0.090. By comparison, in the preferred bi-
variate models, the correlation over time is estimated at 0.251, 0.206 and 0.402 for the
response variables in layers 1, 2 and 3, respectively. The estimated correlation over
time for the multivariate model is reasonably consistent with the bivariate case. The
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common correlation over time between depths for the multivariatemodel can be cal-
culated from the estimated variance parameters given in Table 4.3, similarly to the cal-
culation of the correlation over time for the bivariate models given by Equation 3.28.
These calculated correlation coefficients are given in Table 4.6, along with those calcu-
lated from the raw data and reproduced from Table 3.1b. The correlation coefficients
from the multivariate model preserve the same general pattern in those from the raw
data, with correlation between layers 2 and 3 being strongest, followed by correlation
between layers 1 and 2 and then between layers 1 and 3.
Table 4.6: Comparison of correlation between pairs of depths calculated from raw
data at each time point and estimated from preferredmultivariatemodel over both
time points.
Raw data
Layers
Pre Post
Multivariate
1 & 2 0.418 0.574 0.603
1 & 3 0.364 0.496 0.454
2 & 3 0.592 0.818 0.932
The preferred multivariatemodel also has random effects for soil class common
to all three depths fitted for each time point. Themultivariate estimate for pre-harvest
time, σ̂2c = 0.0092, is between the smallest and largest of the pre-harvest estimates for
the three layers in the preferred univariate models and the multivariate post-harvest
estimate, σ̂2c = 0.0167, is also between the smallest and largest corresponding univari-
ate estimates. The same pattern is found when comparing the multivariate and bi-
variate estimates, as the corresponding univariate and bivariate estimates are all very
similar.
In relation to spatial variation, the response variables are modelled as corre-
lated with depth, with the correlation common across time points, as noted above.
Estimates of the spatial variance components and measurement error (nugget) vari-
ance components for the preferred univariate, bivariate and multivariate models are
shown in Table 4.7. Comparisonsof these spatial variance components,σ2s , and nugget
effects, σ2m, (the latter of which includes spatial variation at distances less than the
smallest sampling interval) canmost easily bemade by considering the sum of the two
components. The reason for this is that the multivariate model has a single common
nugget variance component and common spatial variance components across time
for each depth. The univariate and bivariate models, on the other hand, have sepa-
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Table 4.7: Comparison of spatial variance component estimates for univariate, bi-
variate andmultivariatemodels. “0F” denotes an effective nugget variance compo-
nent of zero, either because the variance component was estimated at the bound-
ary or no nugget was fitted in the model. Estimates reproduced from Tables 2.8a,
3.5 and 4.3.
Univariate Bivariate Multivariate
Layer Time
σ̂2s σ̂
2
m σ̂
2
s σ̂
2
m σ̂
2
s σ̂
2
m
1 Pre 0.0308 0F 0.0294 0F
Post 0.0428 0F 0.0371 0.0054
0.0267
2 Pre 0.0055 0.0280 0.0358
Post 0.0159 0.0197 0.0352
0F 0.0251 0.0088
3 Pre 0.0148 0.0090 0.0153
Post 0.0283 0F 0.0198
0.0084 0.0178
rate estimates of spatial variance for each time point and nugget effects where they
could be fitted. For the univariate and bivariate models in layer 1 at pre-harvest, the
sums of the two variance components, σ2s +σ2m, are 0.0308 and 0.0294, respectively,
while at post-harvest, the sums are 0.0428 and 0.0425, respectively. The multivariate
variance components add to 0.0355, which lies between the pair of pre-harvest sums
and the pair of post-harvest sums. The same relationship applies to layer 3, where
the sum for the multivariate model is 0.0266. For layer 2, the univariate and bivari-
ate sums at pre-harvest are 0.0335 and 0.0358 and for post-harvest 0.0356 and 0.0352,
while the multivariate components add to 0.0339. These comparisons demonstrate
that the spatial variance and nugget variance components for the multivariate model
correspond quite closely to those of the univariate and bivariatemodels.
The above comparison of parameter estimates for the multivariate model with
those of the univariate and bivariate models shows that the multivariate model para-
meter estimates for both fixed effects and variance components are quite consistent
with those obtained from previous models. This generally supports the validity of the
separable variance model used in the multivariatemodelling.
4.4.1 Model diagnostics
Plots of residuals against Eastings (X) and Northings (Y) are shown in Figure 4.1.
As described on page 91, the residual, e∗s , here is the full spatial residual and includes
the nugget effect; it is defined as e∗s = um+es. The plots of residuals against Eastings
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(a) Residuals by Easting.
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(b) Residuals by Northing.
Figure 4.1: Residuals from the chosen multivariate model for soil organic carbon
indicated in Table 4.3 plotted against eastings (top panel) and northings (bottom
panel). In each panel, pre- (left) and post-harvest (right) times are shown with soil
layers 1, 2 and 3 (top to bottom).
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and Northings show no obvious non-random pattern and so confirm that no direc-
tional trend is unaccounted for in the models. Plots of squared residuals conditioned
on soil class for each response variable in the model are shown in Figure 4.2. As in
the univariate and bivariate cases, the plots are relatively noisy but do not show any
obvious effects that would suggest problems with the fitted model.
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Figure 4.2: Box plots of squared residuals conditioned on soil class from the chosen
multivariate model for soil organic carbon indicated in Table 4.3. Pre- (left) and
post-harvest (right) times are shown with soil layers 1, 2 and 3 (top to bottom).
Sample variograms with superimposed theoretical variograms for each of the
response variables in the fittedmodel are shown in Figure 4.3. Compared with the cor-
respondingplots for the univariate (Figure 2.11b) and bivariate (Figure 3.4)models, the
theoretical variograms for themultivariatemodel do notmatch the sample variograms
quite as well. The correspondence between sample and theoretical variograms ismore
important at shorter separation distances and at such distances the variogram plots
for univariate, bivariate and multivariate models are reasonably consistent. At larger
separation distances, the correspondence in the multivariate variograms is noticeably
worse for response variables in layers 1 and 3, where the sills of the appropriate pairs of
sample and theoretical variograms do not closely correspond. From the sample vario-
grams for the univariate and bivariate analyses, the sill for the response variables at
pre-harvest time in layers 1 and 3 is less than that at post-harvest time. The sample
variograms for these response variables in Figure 4.3 for themultivariate analysis show
the same relationships. This is due to the constraints imposed by the separable form
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Figure 4.3: Sample variograms (solid line) with superimposed theoretical vario-
grams (dashed line) for the preferred multivariate model for soil organic carbon.
Pre- (left) and post-harvest (right) times are shown with soil layers 1, 2 and 3 (top
to bottom).
of the spatial correlation model, resulting in the same spatial variance being fitted at
both time points.
As mentioned previously in Section 4.3.1, multivariate modelling has inherent
benefits relative to univariate modelling. In the present context, the opportunity to
incorporate both spatial and temporal dependence into the multivariate model po-
tentially offers the possibility of developing a model with as low a variance of the error
of prediction as possible, given the quality of the data. These benefits gained from
correlation among response variables in a multivariate model, however, are balanced
with the limitations imposed by common model elements; this may be more critical
where correlation among response variables is not strong. Perhaps one additional spe-
cific beneficial feature of the multivariate model compared with the univariate and
bivariate models is that a nugget has been successfully fitted across all response vari-
ables. Despite the slight mismatch in variogram sills described above, the theoretical
and sample variograms shown in Figure 4.3 are reasonably consistent and provide
some confidence that the separable spatial correlation structure incorporated in the
preferred model is adequate.
4.4. Modelling results and discussion 172
4.4.2 Predictions and variance of the prediction error
The BLUPs of the random effects for the four soil classes at each time point in
each soil layer from the preferred multivariate model are shown in Figure 4.4, with
the standard error of prediction shown on each value by a bar. In contrast to the uni-
variate and bivariate models, a separate variance component at each time point has
been modelled across all layers in the multivariate model; the estimates of the two
variance components are shown in Table 4.3. The same general pattern is evident in
these BLUPs as in those for the univariate (see page 95) and bivariate (see page 132)
models. The level of soil organic carbon in soil class 1 is relatively constant from pre-
to post-harvest time, while in soil classes 2 and 3, it decreases over that period and, in
soil class 4, it increases.
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Figure 4.4: BLUPs of the random effects with standard error bars of the four soil
classes (1 to 4 from top to bottom) at each time point (“Pre”, “Post”) obtained from
the preferredmultivariate model for soil organic carbon.
Predictions of the percentage by weight of soil organic carbon and the variances
of the errors of prediction from the preferred multivariate model are mapped in Fig-
ures 4.5 and 4.6, respectively. These maps are similar to those from the bivariate
modelling, showing that reasonably consistent modelling results have been obtained
from the univariate, bivariate andmultivariatemodels.
The variances of the error of prediction shown in Figure 4.6 are broadly related to
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Figure 4.5: Predictions of pre- (left) and post-harvest (right) soil organic carbon (in
units kg.kg−1 × 100) by soil layer (layers 1 to 3, top to bottom) from multivariate
models.
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the spatial variance for each response variable, as described in relation to the univari-
ate and bivariate models. Common spatial variances across time are fitted in the pre-
ferred multivariate model. The estimated spatial variance components for layers 1, 2
and 3 given in Table 4.3 are 0.0267, 0.0251 and 0.0178, respectively. These estimates are
reflected in the plots, with layers 1 and 2 having a very similar overall prediction error
variance with that for layer 3 being smaller overall. These estimates are also very simi-
lar to those obtained from the bivariate modelling as given in Table 3.5 and portrayed
in Figure 3.7. A further feature of the multivariate prediction error variance evident
in Figure 4.6 is some slight smoothing as a result of the presence of a common fitted
nugget effect.
The ratio of the variance of the error of prediction for the preferred bivariate
models to that for the preferredmultivariatemodel gives the plots shown in Figure 4.7.
Overall, the plots show that the precision of predictions from themultivariatemodel is
greater than that from the bivariate models for five of the six response variables. This
pattern can be explained by the ratios of the bivariate model to multivariate model
spatial variance components for the respective response variables. From the para-
meter estimates in Tables 3.5 and 4.3, this ratio is greater than one for all response
variables except that for layer 3 at pre-harvest.
4.4.3 Modelling cycle: summary
The modelling cycle described in Section 2.6.4 has been followed in the multi-
variate modelling process, as previously in the bivariate and univariate cases. Its gen-
eral applicability in spatial modelling is apparent and it clearly serves as a valuable
guide for good practice in spatial modelling. Particular aspects of model-buildingmay
vary in certain details, depending on the type and complexity ofmodelling undertaken,
and guidance on good practice may then be sought in specialised literature. The prin-
ciples and steps described in the cycle described here still form the fundamental basis
of any spatial modelling process.
4.5 Multivariatemodelling: discussion
The results above demonstrate the advantages gained by modelling the soil
organic carbon response variable over the six dimensional space-time structure in
a single multivariate model. Some of these advantages have been outlined in Sec-
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Figure 4.7: Ratios of variances of the prediction error for bivariate andmultivariate
models (values shown are the ratio of the bivariate to the multivariate PEV). Note
all the intervals are equally spaced. Sampling points are shown by “+”.
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tion 4.3.1 but are worth emphasising. Bivariate modelling increased the information
incorporated into themodel by exploiting the correlation of the response variables over
time. In the multivariate model, the additional dimension of depth has been incor-
porated, increasing further the available information in the data on which to build a
model. Improvements inmodels, from univariate to bivariate and then tomultivariate
models, can be seen in progressively reduced prediction error variances. Overall, the
multivariatemodel has the smallest prediction error variances, as shown through Fig-
ures 3.8 and 4.7, and this demonstrates the benefits of modelling the soil organic
carbon response variable in a single model over the six space-time dimensions. While
the correlations among the responses are generally mild, as is evident from Table 3.1,
the precision of the predictions from the multivariate model is greater than that from
the bivariate model. There are thus compelling reasons, as is well-known, to jointly
model dependent response variables in this way. This type of multivariate space-time
model with separable correlation structures is novel in the field of soil science and is
a valuable extension to Gaussian geostatistical modelling. It may serve as a prototype
for further development of such multivariate spatial linear mixed models, which may
incorporate an increasing range of covariance structures as computational restrictions
diminish.
Chapter 5
Univariate models for discrete data
5.1 Agricultural weeds: management issues
Weeds are a major problem in agricultural systems worldwide, causing reduc-
tions in crop yields as well as contributing to substantial costs in tillage, herbicide use
and crop contamination. Based on figures for the 1998-1999 year, weeds resulted in a
loss of approximately AUD1.2 billion in annual winter crops in Australia, accounting
for more than 17 per cent of the total value of grain and oilseed production in Australia
for that year (Jones et al., 2005, p. 262); presumably, the cost over the last 12 years has
only increased. The main three economically damaging weeds were annual ryegrass,
wild oats andwild radish (Jones et al., 2005, p. 261), the latter being ranked as the worst
cruciferous weed in Australian agriculture (Cheam & Lee, 2006, p. 11).
Over the last two decades, there has been growing pressure to reduce herbi-
cide use because of increasing weed resistance to herbicides, concern about pesticide
residues in food, pesticide contamination of surface and groundwater and increasing
agricultural weed management costs. This has resulted in attempts at site-specific
management of weeds, which is part of a broad approach to managing agricultural
systems sometimes referred to as precision agriculture (Robert, 1999). To successfully
implement a site-specific weed management control programme, detailed informa-
tion about the spatial location of weeds in a field is needed so that, for example, patch
spraying can be efficiently and cost effectively undertaken (Christensen et al., 1998;
Rew et al., 2001, p. 245). The expansion of plant populations, beginningwith individual
plants, the formation of patches and then the merging of those patches, demonstrates
the fundamental importance of spatial patterns in plant ecology and strongly suggests
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the existence of spatial dependence in plant distribution (Cousens et al., 2008, p. 113).
Investigations into modelling the spatial distribution of weeds in agricultural
fields has been undertaken, incorporating explicitly spatial model features, using krig-
ing methods within the field of geostatistics. One of the difficulties encountered is
that weed abundance data display noticeable peaks, with a large number of observed
zero values and a small number of large values. This characteristic makes the data
less smooth than data sampled from a spatial process characterised by a continuous
response variable, for which type of data kriging methods were developed. The ques-
tion of the suitability of krigingmethods for modelling weed abundance data has con-
sequently been raised (Rew&Cousens, 2001, p. 14; Rew et al., 2001;Wiles, 2005, p. 231).
There are many examples of physical processes where the random variation is
not well described by a Gaussian distribution, such as streamflow, wildlife presence
or absence and plant density where the plants numbers are small. Where a Gaussian
distribution is not appropriate for the random variation in a response variable, it has
been common practice to transform the response variable to attempt to model it with
a Gaussian model, thus extending the usefulness of the Gaussian model (see, for ex-
ample, Diggle & Ribeiro Jr. (2007, pp. 30, 60-63) and Guillot et al. (2009, p. 529-531)).
One reason for employing a transformation has been to stabilise variance. The devel-
opment of model-based geostatistics has seen specific attention directed at the nature
of the spatial process being modelled and this, together with the development of gen-
eralised linear models, has greatly reduced the need for variance-stabilising transfor-
mations (Diggle & Ribeiro Jr., 2007, p. 61). In the model-based framework, a spatial
process from which count data are derived may be modelled by a Poisson log-linear
model or a negative binomial model, both of which are more appropriate for response
variables where data are discrete (see, for example, Gotway & Stroup (1997), Chris-
tensen & Waagepetersen (2002), Zhang (2002), Diggle & Ribeiro Jr. (2007, pp. 82-83),
Eidsvik et al. (2009) and Guillot et al. (2009, pp. 531-532)). Nevertheless, the approach
employing transformations to achieve approximate normality in order to use a Gaus-
sian model will be demonstrated here to investigate some issues in model selection.
5.2 Study aims and site
The original experiment from which the data set to be studied here is derived
was conducted by R. W.Medd, formerly of the Orange Agricultural Institute in the New
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South Wales Department of Industry and Investment, to investigate aspects of weed
ecology in the context of broadacre agriculture. The data, to be described in detail
shortly, consist of spatially referenced counts of weed seeds. They form a small part
of that larger study, were collected in 2000 and are unpublished. Details of the larger
study are unavailable apart from the field plan and other information given below.
The study area was a paddock used predominantly for growing wheat on a farm
in the CentralWest of New SouthWales. The larger studywas conducted on three repli-
cates each of 18 rectangular plots,with basic layout shown in Figure 5.1; each plotmea-
sured 20 metres (east-west) by 10 metres (north-south) and plots were subjected to a
number of different treatments. Details of the treatments are unavailable, but are also
not necessary for the purposes of the analysis to be done here. A pilot sampling pro-
grammewas carried out to determine the approximate seed bank size in each of the 54
plots of two weed species, a grass, wild oats (principally Avena fatua L. and A. ludovi-
ciana Durieu), and a perennial herb, wild radish (Raphanus raphanistrum). On the
basis of this pilot study, seven plots were purposely chosen to provide a range of wild
oats and wild radish seed bank densities; the chosen plots are marked in Figure 5.1.
Each of these seven plots was then intensively sampled for seeds of both weed species.
Soil cores 7.5 centimetres in diameter and 10 centimetres deep were sampled from an
area 18 metres (east-west) by 6 metres (north-south) on a regular grid of 100 points at
centre-to-centre separations of 0.75 metre in the east-west direction and 2 metres in
the north-south direction. The regular grid of 100 sampling points consisted of four
rows each of 25 points orientated east-west, as shown in Figure 5.2. In addition, 10 of
the 100 grid points were randomly sampled in each plot and four cores taken in north,
south, east and west directions at a centre-to-centre distance of 0.175 metre from the
central core. Figure 5.2 indicates a typical sampling pattern. The number of viable
seeds of each weed species in each soil core was counted. Those 140 seed counts of
each of the two weed species per plot constitute the data set to be studied here. The
spatial sampling pattern was designed to provide both a good spatial coverage of the
area under study and a reasonable number of closely spaced observations to enable
short-range spatial variation (that is, a nugget effect) to be well estimated.
The aim of the present study of this data set is to model the weed seed counts
using a Gaussian geostatistical linear mixed model and, in particular, to investigate
the model selection process and issues arising from it. Maps of the predicted seed
bank densities of the sample plots will also be produced. As prediction error vari-
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Figure 5.2: Typical sampling design for one of the plots for soil cores to obtain weed
seed bank densities.
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Table 5.1: Summary statistics for wild oats and wild radish seed numbers in each
sample plot.
Sample plot 1 2 3 4 8 12 17
Wild oats
Total seeds 858 1040 91 27 131 328 1496
Min. seeds 0 0 0 0 0 0 0
Max. seeds 42 25 9 4 5 13 32
Median 4 7 0 0 0 2 10
Interquartile range 6.00 6.00 1.00 0 2.00 3.25 8.25
Mean 6.13 7.43 0.65 0.19 0.94 2.34 10.69
Variance 44.90 18.89 1.44 0.36 1.63 7.13 32.65
Skewness coefficient 2.08 0.80 3.30 3.53 1.45 1.39 0.77
Wild radish
Total seeds 304 27 206 533 296 55 0
Min. seeds 0 0 0 0 0 0 0
Max. seeds 26 3 16 47 20 8 0
Median 0 0 0 0 0 0 0
Interquartile range 2.00 0 1.00 4.00 2.00 0 0
Mean 2.17 0.19 1.47 3.81 2.11 0.39 0
Variance 18.86 0.30 10.38 59.98 15.77 1.49 0
Skewness coefficient 3.02 3.22 2.61 3.27 2.45 4.06 -
ance cannot be conveniently computed on the natural scale for transformed response
variables, this quantity will not be computed for the predictions. Producing predicted
value maps was part of the aim of R. W. Medd’s original study, which also incorporated
the development of sampling designs for such spatial count data.
5.3 Exploratory data analysis
Descriptive statistics for the seed counts of each species obtained from the soil
cores are shown in Table 5.1. The range of seed bank densities over the seven sample
plots is clear from these statistics. Wild oats seeds are generally more numerous than
those of wild radish. The data are clearly positively skewed, with the mean seed count
greater than the median for both species in all sample plots, a characteristic also con-
firmedby the skewness coefficient, which is zero where data are symmetric about their
mean and positive when the data are positively skewed (Rice, 1995, p. 143). Boxplots
and histograms of the data for each species are shown in Figures 5.3 and 5.4, respec-
tively. One distinctive feature of the data is the large number of zero values. This is
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(b) Boxplots of wild radish seed counts.
Figure 5.3: Boxplots of wild oats and wild radish seed counts in each sample plot.
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(a) Histograms of wild oats seed counts.
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(b) Histograms of wild radish seed counts.
Figure 5.4: Histograms of wild oats andwild radish seed counts in each sample plot.
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shown by the several sample plots which have a median seed count value of zero,
namely, wild oats plots 3, 4 and 8 and all the wild radish plots, with plot 17 having a
total seed count of zero, as given in Table 5.1. The large number of zero values is also
evident graphically in Figure 5.4. Normal quantile-quantile (Q-Q) plots for the seed
counts are shown in Figure 5.5. The Q-Q plots for wild oats in Figure 5.5a confirm
that these response variables are non-normal, with only the response in plots 2 and
17 mildly approaching a normal distribution. The wild radish seed counts shown in
Figure 5.5b are clearly strongly non-normal for all responses. Overall, the above char-
acteristics of these data sets,which consist of relatively small counts,show that the data
are clearly non-normal, implying that direct application of a Gaussianmodel would be
quite inappropriate. Another feature of the data is that the variance of the counts in-
creases with the mean in each plot for each species, as shown in Figure 5.6. As the
variance is consistently larger than the mean, sometimes substantially so, the data are
also not likely to belong to a Poisson distribution. It is not necessary to characterise
the particular distribution of the counts in each sample plot but only to determine
general features such as those above to begin to develop an approach tomodelling the
response variables.
As the spatial characteristics of this data set are central to the ultimatemodelling
approach, the presence of any global trends or directional effects needs to be inves-
tigated. To examine global trend, the data can be plotted against spatial coordinates
(viz. eastings (referred to as X) and northings (referred to as Y)). These plots are given
in Figure 5.7. Wild oats seed counts show no clear or consistent trend in either the X or
Y directions. There are suggestions of a trend in isolated sample plots, but no consis-
tent pattern emerges. The samemay be said for the wild radish counts, although there
is a slight decreasing trend with Y in some sample plots.
A further insight into directional effects in the data can be obtained from plots
of the density of seed counts at sampling points. Two types of such plots are shown.
In Figures 5.8 and 5.9, seed bank density is shown as a large pixel at each of the 100
sampling points on the regular grid shown in Figure 5.2. The clustering of seed counts,
reflecting the clumps of weed plants in each plot, is evident in these figures. Another
feature evident is the relatively small number of non-zero counts in some plots. The
response variable in plots with an inflated number of zero counts will be difficult to
model spatially. These pixel-style plots also show the relatively sparse data available in
each plot. Contour plots for the seed density in each plot are shown for wild oats and
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(a) Q-Q plots of wild oats seed counts.
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(b) Q-Q plots of wild radish seed counts.
Figure 5.5: Q-Q plots of wild oats (top panel) and wild radish (bottom panel) seed
counts for each sampling plot.
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Figure 5.6: Variance and mean of seed counts by species with 1:1 line to clearly
show the variance consistently exceeds themean for each plot of each species.
wild radish in Figures 5.10 and 5.11. These plots were produced by a linear interpo-
lation of the data at the 100 sampling locations on a regular grid in each plot. These
contour plots depict the same trends as the scatter plots of seed counts against spatial
coordinates in Figure 5.7. The same slight decreasing trend with the X coordinate in
wild oats seed count in sample plot 3 can be seen in both sets of plots. Similarly, the
decrease with the Y coordinate in the wild radish seed count in sample plot 1 can be
seen. The contour plots, however, give more information than this. They clearly show
how the seed counts are spatially dependent. They reveal hot spots of seeds in the
sample plots indicating infestations of the particular weed species. One feature char-
acteristic of all wild oats sample plots is a quite noticeable trend in the north-south
direction. Such a trend is less pronounced for the wild radish plots but is evident in
plots 1, 3 and perhaps 8. This directional trend may be caused by any of a number
of possible factors known to disperse plant seeds. Some relevant vectors of seed dis-
persal include wind, water and tillage machinery (Cousens et al., 2008, ch. 4). The
influence of management practices on spatial processes in agricultural fields has been
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(b) Wild oats count by Y
Figure 5.7: Scatter plots of wild oats and wild radish seed counts in each sample
plot against sampling coordinates
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(c) Wild radish count by X
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(d) Wild radish count by Y
Figure 5.7: Scatter plots of wild oats and wild radish seed counts in each sample
plot against sampling coordinates (continued from previous page)
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Figure 5.8: Plots of wild oats seed counts in each sample plot. Legend shows in-
tervals for 12.5 % quantiles, which are 0, 0, 1, 2, 3, 6, 11 and 42 for wild oats seed
distribution across all plots. Legend classes include lower value in each interval;
that is, for cut points, t1 and t2 , and data, y , t1 ≤ y < t2 .
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Figure 5.9: Plots of wild radish seed counts in each sample plot. Legend shows
intervals for 12.5 % quantiles, which are 0, 0, 0, 0, 0, 1, 3, and 46 for wild radish seed
distribution across all plots. Legend classes include lower value in each interval;
that is, for cut points, t1 and t2 , and data, y , t1 ≤ y < t2 .
demonstrated previously (Rew & Cousens, 2001, p. 8); tillagemachinery and soil culti-
vation are considered the main vectors of weed seed dispersal in current agroecosys-
tems (Bischoff, 2005, pp. 377-378). The rate of change of the seed density also appears
to change with direction and this will be discussed below. As shown in Figure 5.10, the
seed density for wild oats in sample plot 1 is relatively uniform with changing X coor-
dinate but increases quite uniformly with increasing Y coordinate. A similar type of
pattern is evident for the wild radish seed density in sample plot 4, where the density
is constant with increasing Y coordinate but decreases with increasing X coordinate,
as can be seen in Figure 5.11. Finally, the wild oats seed density in sample plot 12,
seen in Figure 5.10, shows some decrease diagonally from the north-west corner to the
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Figure 5.10: Contour plots of wild oats seed density in each sample plot. Legend
shows intervals for 12.5 % quantiles, which are 0, 0, 1, 2, 3, 6, 11 and 42 for wild
oats seed distribution across all plots. Legend classes include lower value in each
interval; that is, for cut points, t1 and t2 , and data, y , t1 ≤ y < t2 .
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Figure 5.11: Contour plots of wild radish seed density in each sample plot. Legend
shows intervals for 12.5 % quantiles, which are 0, 0, 0, 0, 0, 1, 3, and 46 for wild
radish seed distribution across all plots. Legend classes include lower value in each
interval; that is, for cut points, t1 and t2 , and data, y , t1 ≤ y < t2 .
south-east corner of the plot. These global directional effects can bemodelled through
a low-order polynomial in the spatial coordinates. Short-range spatial processes are
better modelled through correlation structures.
Anisotropic effects, or spatial effects which are dependent on direction, may also
bemodelled through correlation structures,asmentioned previously in this thesis. The
contour plots of data for both response variables show evidence of anisotropy. In the
contour plots, the X axis of increasing X values is the direction of 0 degrees. Moving
along a line running in an approximately 135 degree to -45 degree direction, the spatial
continuity of the count response variable is at its greatest in almost all the plots. At ap-
proximately 90 degrees to that line, the spatial continuity is substantially less. Whether
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there is sufficient information in the data about the spatial process so that a model
has enough power to detect anisotropy will become clear in the modelling and model
selection process.
There is little point in examining variograms of the raw data as we do not intend
tomodel the raw data. Because the zero-inflated and highly skewed nature of the seed
count response variables do not make a Gaussian modelling approach directly feasi-
ble, transformations of the data will be investigated to determine their suitability for a
Gaussianmodel.
5.4 Modelling approach
The general type of model to be employed here is the Gaussian geostatistical
linear mixedmodel of the form given in Equation 1.29,
y = Xτ+um+es . (5.1)
The specification of the components of the model is the same as that given previously
on page 31 but is repeated here for clarity, with superscripts denoting dimensions.
The spatial data is denoted by y (n×1). The model matrix for the fixed effects, τ(a×1),
is X (n×a); τ often consists of the coefficients of a polynomial in the spatial coordinates.
There are two components of random effects in this basic model. The vector u(n×1)m
consists of random effects assumed to be independent measurement errors together
with spatial variation at distances less than the smallest sampling interval (collectively
known as nugget effects) and has incidence matrix, Z = In , as there are no replicated
observations in these data sets; the nugget effects are assumed to be independent and
identically distributed, have variance matrix, G =σ2mIn , and so um ∼N(0,σ2mIn) . The
residual error term, es, models spatially correlated random errors and has variance
matrix, σ2sRs , where Rs is a correlation matrix; thus, es ∼N(0,σ2sRs) . Random effects,
um and es, are assumed to be mutually independent. The distributional specification
of y is given by
y ∼N
(
Xτ, σ2s (γIn +Rs)
)
, (5.2)
where γ = σ2m
/
σ2s . The characteristics of the data described in the previous section
suggest that a Gaussian linear mixed model may be used to model the seed count re-
sponses only after an appropriate transformation of the data.
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5.4.1 Data transformation
Aflexible set of transformations is provided by theBox-Cox family of power trans-
formations (Box & Cox, 1964). As the name implies, these transformations are based
on exponentiating the data values by a constant, often in the range -2 to 2, which is
estimated by a method to be described below; in this approach, a power of zero cor-
responds to a logarithmic transformation and a power of 1 to no transformation. In
addition, a second parameter, termedby Atkinson (1985, p. 184) a shift parameter,may
also be incorporated and is added to data values before exponentiation. Formally, but
firstly taking the simpler case where there is no shift parameter, we define a random
variable, Y , and sample data, y
i
, i = 1, . . . ,n . The Box-Cox power transformation for Y
is given by (Box & Cox, 1964, p. 214)
Y
∗(λ)=

Y
λ−1
λ
, λ 6= 0
log(Y ) , λ= 0 .
(5.3)
Computations to obtain estimates of the parameter, λ , are simpler if a normalised
form of Y ∗(λ) is used instead (Atkinson, 1985, p. 86). The relationship between Y ∗(λ)
and the normalised form, Z∗(λ) , is given by
Z
∗(λ)= Y
∗(λ)
J
1/n
, (5.4)
where J is the Jacobian for the transformation from Y to Y ∗ (Atkinson, 1985, p. 86).
It is straightforward to show that J =
[
g (Y )
]n(λ−1)
, where g (·) is the geometric mean
function. Atkinson (1985, p. 86) and Cook & Weisberg (1982, p. 62) explain that the
Jacobian is incorporated to account for the change of scale created by transforming Y
with different values of λ and to thus allow comparisons of residual sums of squares of
models for different values of λ . The normalised form of the transformed response is
obtained from the result
Z
∗(λ)=

Y
λ−1
λ
[
g (Y )
]λ−1 , λ 6= 0
[
g (Y )
]
log(Y ) , λ= 0 .
(5.5)
In some cases, as here, for example, where there are many zero values in the data, a
shift parameter,α , extends the transformation, giving (Box & Cox, 1964, p. 214),
Y
∗(λ)=

(Y +α)λ−1
λ
, λ 6= 0
log(Y +α) , λ= 0 .
(5.6)
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The corresponding normalised form of the transformed response is given by (Atkin-
son, 1985, p. 186)
Z
∗(λ,α)=

(Y +α)λ−1
λ
[
g (Y +α)
]λ−1 , λ 6= 0
[
log(Y +α)
]
g (Y +α) , λ= 0 ,
(5.7)
with parameters, θ= [λ α]′ .
The procedure for choosing the optimal set of parameters, θ , for transforming a
particular response variable is based on calculating the residual sum of squares from
an intercept-only model of the response variable for a range of values of the para-
meters, θ . The particular set of parameter estimateswhichminimises the residual sum
of squares of the model, or equivalently the profile log likelihood of the observations,
is then the optimal set of parameter estimates. The profile log likelihood will be used
here. This optimal set of parameter estimates can be denoted by θ̂mle =
[
λ̂
mle
α̂
mle
]′
.
For the transformation given in Equation 5.3, the profile log likelihood to bemaximised
is
logL(λ)=−n
2
log
[
R(λ)
n
]
, (5.8)
where
R(λ)=
[
z∗(λ)
]′[
I −X
(
X ′X
)−1
X ′
]
z∗(λ) (5.9)
is the residual sum of squares of a model of the normalised transformed values of the
response, z∗(λ) =
[
z
∗
1(λ) · · · z∗n(λ)
]′
(this is a familiar result for the residual sum of
squares of a linear model); and X is the model matrix for fixed effects where, for the
intercept-only model used here, X = 1n and 1n is a vector of ones of length n (Atkin-
son, 1985, p. 87). For the transformation incorporating the parameters θ = [λ α]′ in
Equation 5.7, the residual sum of squares can be defined analogously to that given in
Equation 5.9 as
R(λ,α)=
[
z∗(λ,α)
]′[
I −X
(
X ′X
)−1
X ′
]
z∗(λ,α) , (5.10)
giving the profile log likelihood to be maximised as
logL(λ)=−n
2
log
{[
z∗(λ,α)
]′[
I −X
(
X ′X
)−1
X ′
]
z∗(λ,α)
n
}
. (5.11)
It should be emphasised that the transformation procedure outlined above is
an approximate method. The procedure attempts to bring observations of a non-
Gaussian process into such a form that they satisfy to an acceptable degree the
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assumptions of a Gaussian linearmodel, specifically, the assumptions of homoscedas-
ticity and a Gaussian error distribution.
5.4.2 Transformations and variance of the error of prediction: delta
method
Transforming the response variable does not alter the procedure for obtaining
predicted values, which are available from the results in Section 1.5.2. Estimates of the
variance of the error of prediction on the transformed scale, however, are not available
from the standard results in Section 1.5.3 (Webster & Oliver, 2001, p. 180). Onemethod
of obtaining approximate estimates of the variance of the error of prediction from a
model where the response variable has been transformed is the delta method (Rice,
1995, p. 149). Suppose Y
j
, j = 1, 2 are random variables of interest and Z
j
, j = 1, 2 are
other random variables related to Y
j
, j = 1, 2 as Y
j
= g (Z
j
), so that Z
j
= g−1(Y
j
) for a
function g (·). The variables Y
j
will be considered to be on the natural scale and Z
j
on
a transformed scale; Y
j
, then, is transformed to Z
j
with the function, g−1(·), and Z
j
is
backtransformed to Y
j
with the function, g (·). The delta method is based on a Taylor
series approximation. Assuming themean of Z
j
, µ
Z
j
, is known, the Taylor series of the
function g (·) about µ
Z
j
is given by (Stewart, 1995, p. 654)
Y
j
= g (Z
j
)=
∞∑
n=0
g
(n)
(
µ
Z
j
)
n!
(
Z
j
−µ
Z
j
)n
≈ g
(
µ
Z
j
)
+ g′
(
µ
Z
j
)(
Z
j
−µ
Z
j
)
. (5.12)
The approximation is to the first order. From the above, an expression for var
(
Y1−Y2
)
is
var
(
Y1−Y2
)
≈ var
[
g
(
µ
Z1
)
+ g′
(
µ
Z1
)(
Z1−µZ1
)
− g
(
µ
Z2
)
− g′
(
µ
Z2
)(
Z2−µZ2
)]
= var
[
g
′(µ
Z1
)
Z1− g′
(
µ
Z2
)
Z2
]
. (5.13)
Now, if Y is a random variable indexed by spatial locations, s
i
∈R2, i = 1, . . . ,n , then
for the function g (·) define Y (s)= g [Z (s)] so that again Z (s)= g−1[Y (s)]. The quantity
for which we need an approximation is the variance of the error of prediction of Y at a
given location, s0, say, and thismay be written as var
[
Y˜ (s0)−Y (s0)
]
, where Y˜ (s0) is the
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predicted value of Y at s0 and Y (s0) is the value to be predicted. From Equation 5.13,
var
[
Y˜ (s0)−Y (s0)
]
≈ var
[
g
′(µ
Z˜
)
Z˜ (s0)− g′
(
µ
Z
)
Z (s0)
]
= var
{
g
′(µ
Z˜
)[
Z˜ (s0)−Z (s0)
]}
, assuming g′
(
µ
Z˜
)
≈ g′
(
µ
Z
)
=
[
g
′(µ
Z˜
)]2
var
[
Z˜ (s0)−Z (s0)
]
. (5.14)
The variance of the error of prediction on the transformed scale, var
[
Z˜ (s0)− Z (s0)
]
,
is available on that scale from standard computational results and, hence, the
approximation for the variance of the error of prediction on the natural scale,
var
[
Y˜ (s0)−Y (s0)
]
, can be computed.
5.4.3 Results of data transformation
Contour plots of the profile log likelihood for each response, for an appropriately
chosen set of values of the parameters, θ= [λ α]′ , are shown in Figures 5.12 and 5.13.
The optimal parameter estimates togetherwith an approximate 95 % confidence inter-
val for λ̂ are given in Table 5.2.
For all response variables, the optimal estimate of the shift parameter, α, is on
or near the boundary of the parameter space set for α . The smallest value of α al-
lowed was 0.001. For three responses, namely, wild oats in plot 4 and wild radish in
plots 2 and 12, the profile log likelihood was unbounded at α = 0.001 for all values of
λ . The profile likelihood is unstable at the boundary of values of α . The three plots
mentioned incidentally returned the smallest three seed counts, as seen in Table 5.1.
For these three responses, the optimal value of α is 0.01, while for all other responses,
it is 0.001, as shown in Table 5.2. This indicates that, broadly, the optimal value for the
shift parameter is a very small positive constant. As the size of the constant increases,
the profile log likelihood decreases substantially. As the responses all contain small
counts with a large proportion of zeros, adding only a very small constant preserves
the essential nature of the data, while a larger constant would materially change the
characteristics of those data sets.
The optimal estimates of the power parameter, λ , vary considerably. The two
plots with the largest counts, wild oats plots 2 and 17, share a value of λ̂
mle
= 0.58,
which is close to the theoretical value of 1
2
for an optimal variance-stabilising transfor-
mation of a random variable following a Poisson distribution. The histograms, shown
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Table 5.2: Optimal parameter estimates for Box-Cox transformation parameters,
λ and α, for wild oats and wild radish response data with seed counts for each.
The 95 % confidence intervals shown are approximate. A “y” in the column, Re-
tain, indicates a response variable to be included in further analyses; see text for
explanation.
Plot Count logL λ̂
mle
95 % C.I. for λ̂
mle
α̂
mle
Retain
Wild oats
1 858 −167.369 0.34 (0.28, 0.41) 0.001 y
2 1040 −187.031 0.58 (0.48, 0.70) 0.001 y
3 91 441.886 −0.25 (-0.33, -0.17) 0.001 n
4 27 652.257 −1.77 (-2.07, -1.49) 0.01 n
8 131 292.379 −0.06 (-0.13, 0.02) 0.001 n
12 328 59.865 0.19 (0.13, 0.26) 0.001 y
17 1496 −232.482 0.58 (0.45, 0.73) 0.001 y
Wild radish
1 304 272.432 −0.09 (-0.16, -0.03) 0.001 y
2 27 611.243 −1.54 (-1.81, -1.30) 0.01 n
3 206 461.169 −0.31 (-0.39, -0.23) 0.001 n
4 533 234.351 −0.09 (-0.15, -0.03) 0.001 y
8 296 287.568 −0.11 (-0.18, -0.05) 0.001 n
12 55 537.785 −1.17 (-1.38, -0.98) 0.01 n
in Figure 5.4, of the response variables in those two plots do not show the same degree
of inflation by zeros as those for other responses and have a shape resembling that of a
Poisson randomvariable. The other response variables show generally decreasing esti-
mates of λ with decreasing mean seed count, as can be seen in Figure 5.14 (note that
the optimal estimates of α are not the same for each response variable). This suggests
the need for stronger transformations as the mean count decreases.
For a number of reasons, it seems justified in excluding some of the response
variables from further analysis. The descriptive statistics and plots given earlier char-
acterising the data for each response variable show a large proportion of zeros in all
responses except those for wild oats in plots 1 and 17 and a considerable degree of
skewness in all responses. It is highly unlikely that response variables for which sample
data are highly zero-inflated and strongly skewedwould be sensiblymodelled byGaus-
sian linear mixed models, particularly as the data consist of small counts. This is the
case even if transformationswere to be applied. The instability of the profile likelihood
surface near the boundary ofα values also suggests this, in that the optimal estimate of
the shift parameter is always on the boundary, even for response variables with rather
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(d) Wild oats, plot 4
Figure 5.12: Profile log likelihood values for Box-Cox parameters λ and α for wild
oats data (continued on next page).
larger means. The criterion to be used for choosing data sets for further analysis with
Gaussian linearmixedmodels is that response variableswith a total count ofmore than
300 seeds will be retained. On this basis, the data sets to be retained are indicated in
Table 5.2 and also on Figure 5.14.
A case may bemade for holding to the approximate nature of the Box-Cox trans-
formation method and treating the optimal transformation parameter estimates in
Table 5.2 as a guide only. On that basis, it may be decided to use a square root trans-
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Figure 5.12: Profile log likelihood values for Box-Cox parameters λ and α for wild
oats data (continued from previous page).
formation for the wild oats seed counts and a logarithmic transformation for those of
wild radish, both with the addition of perhaps 1
2
. As a principal aim here is to obtain
predictions of the spatial distributionof the response variables, that path has not been
followed and the optimal transformation parameter estimates have been used, as sug-
gested by Diggle & Ribeiro Jr. (2007, p. 118) . The models resulting from each course of
action would differ little in their predictive outcomes.
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Figure 5.13: Profile log likelihood values for Box-Cox parameters λ and α for wild
radish data (continued on next page).
5.4.4 Model exploration
5.4.4.1 Global trend and stationarity
Having decided on a group of response variables to model, the first aspect of
the model to consider is stationarity in the mean of the response. This goes hand in
hand with examining whether the process underlying each response variable shows
evidence of any global trend. Where a response appears to be non-stationary, polyno-
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Figure 5.13: Profile log likelihood values for Box-Cox parameters λ and α for wild
radish data (continued from previous page).
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Figure 5.14: Estimates of Box-Cox parameter, λ, by mean count for each response
variable. “i” indicates relevant response variable has been included for further
analysis; “e” denotes response variables excluded from further analysis. See text
for details.
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mial surfaces of low order in the spatial coordinates can be included in the model to
address this. Stationarity in the mean needs to be achieved before spatial correlation
can be successfully modelled.
To examine stationarity, sample variograms for each response variable de-
rived from residuals from polynomial surface models in the spatial coordinates with
independent random errors were examined. Three sets of variograms were produced:
one from an intercept-only model, one from a first-order model in the spatial coor-
dinates and one from a second-order model in those coordinates. The forms of these
polynomials are nowgiven for purposes of clarity,where the axes of theCartesian plane
are denoted by Sx and Sy , with sx ∈R, sy ∈R . This notation will be used particularly
in equations. Where directions in space are referred to, including axes on plots, the
alternative X and Y notationmay be used, as previously in this thesis. Themeaning of
notationwill always be clear from the context. The trend component of ourmodel con-
sists of the component, Xτ , in Equation 1.29. Themodelmatrix, X , contains observed
values of the polynomial variables and τ consists of coefficients of those variables. An
intercept-only trendmodel, a first-order trendmodel and a second-order trendmodel,
respectively, can be written as
f0(sx , sy )= τ0 , (5.15a)
f1(sx , sy )= τ0+τ1sx +τ2sy , (5.15b)
f2(sx , sy )= τ0+τ1sx +τ2sy +τ3sx sy +τ4s2x +τ5s2y . (5.15c)
In terms of thematrix components of ourmodel, Xτ, in an intercept-only trendmodel
as in Equation 5.15a, has the form, 1τ0 , where 1 is a vector of ones of length n , given
that there are n observed values, and τ= τ0 , a scalar. For a first-order trend model, of
the formof Equation 5.15b,X contains three columns andn rows, with the first column
consisting of ones and columns 2 and 3 of observed values of Sx and Sy , respectively,
and correspondingly, τ = [τ0 τ1 τ2]′ . In the second-order trend model of Equa-
tion 5.15c, X consists of six columns with the first containing ones and the remain-
ing columns the observed values of Sx and Sy and then the calculated values SxSy , S
2
x
and S2y , respectively. For this model, τ = [τ0 τ1 τ2 τ3 τ4 τ5]′ . The three sets of
sample variograms examined were produced from the following models, all of which
are forms of the general model in Equation 1.29 and which incorporate an intercept-
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only, a first-order and a second-order trend component, respectively
y = X 0τ+es , (5.16a)
y = X 1τ+es , (5.16b)
y = X 2τ+es , (5.16c)
where X 0 , X 1 and X 2 take their forms from the trend models in Equa-
tions 5.15a, 5.15b and 5.15c, respectively, and τ in each model is appropriate for the
givenmodelmatrix, X . In all threemodels, random errors are assumed to be indepen-
dent and, thus, es ∼N(0,σ2s In) .
Both omnidirectional and directional variograms have been included in the
sample variogram plots. Sample variograms for the intercept-only model, which are
not shown, were unbounded in at least some directions for all response variables ex-
cept for wild oats in plot 17. Variograms from a first-order polynomial model in Sx and
Sy , given in Figure 5.15, appear generally bounded and suggest no real evidence of
non-stationarity. Consequently, a first-order polynomial model in the spatial coordi-
nateswill be included for all response variables to satisfy the assumption of stationarity
in the mean.
The structure of the variograms shown in Figure 5.15 and the information they
contain about the spatial variance of the response variables in different directions is
useful to discuss. The sampling intensity in different directions in the sample plots is
not the same. This is evident from Figure 5.2, which shows a typical sampling design
for this experiment. The average sampling intensity on the 100-point regular grid in
the east-west direction is 1.4 samples per metre and in the north-south direction 0.7
samples per metre. In addition, themaximumdistance over which the structure of the
spatial process can be investigated is different in those two directions, being 18metres
and 6metres, respectively. A consequence of this is that there is less information about
the spatial process in the directional variograms for the north-south direction (that is,
90 degrees) than in those for the east-west direction (0 degrees). The reason for this is
that the number of pairs of observations at different variogram lags will be somewhat
less for the 90 degree direction than for the 0 degree direction. This is evident from the
sample variograms as the lags for different directions differ. It is customary to estimate
the semi-variance up to a maximum lag of approximately half the maximum separa-
tion distance between data pairs in a given direction. Figure 5.15 shows the maximum
lag for directions other than 90 degrees is approximately 9 metres; for the 90 degree
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(a) Wild oats, sample plot 1
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(b) Wild oats, sample plot 2
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(c) Wild oats, sample plot 12
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(d) Wild oats, sample plot 17
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(e) Wild radish, sample plot 1
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(f) Wild radish, sample plot 4
Figure 5.15: Omnidirectional and directional variograms of residuals from models
of Box-Cox transformed seed counts incorporating a first-order polynomial trend
model in X and Y specified by Equation 5.16b.
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direction, it is approximately 6 metres, which allows for the angular tolerance incorpo-
rated in directional variograms shown in Figure 1.6. This maximum lag is adequate as
the first-order polynomial in the spatial coordinates has generally accounted for non-
stationarity, as mentioned above. The directional variograms for 45 and 135 degrees
are also clearly influenced by a difference in sampling intensity compared with those
for 0 and 90 degrees. The omnidirectional variogram is, thus, composed of different
amounts of information contributed from different directions.
The situation described here will occur with any sample variograms where
sampling intensity changes with direction. The many spikes in the sample variograms
are partly caused by different, and insufficient, numbers of data pairs at the relevant
lag. This shows there is not sufficient data to obtain more precise estimates of the
spatial variation at those lags and results in poor estimates of the overall pattern of
spatial variation. It should be noted, however, that the less smooth a spatial process
is, the less smooth sample variograms derived from it will appear. The seed count
response variables are discrete in nature, a characteristic not altered by transforma-
tion, and thismay contribute to the lack of smoothness in the spatial process and, ulti-
mately, in the sample variograms calculated from it. The most important estimates of
spatial variation, however, are those at short separation distances, as emphasised pre-
viously. The sampling scheme for this experiment was designed to accurately estimate
this short-range spatial variation by including the 40 closely spaced sampling points
in each sample plot, as described in Section 5.2. Consequently, the spatial variation
at short lags, perhaps up to one metre, will be accurately estimated, allowing for the
discrete nature of the data.
The sample variograms in Figure 5.15 show that the nugget variance is relatively
well estimated for the wild oats response variables but not as precisely for the wild
radish responses. This suggests the spatial process underlying the distribution of wild
radish seeds is less smooth than that for wild oats seeds, a feature perhaps consistent
with the larger proportion of zero values in the wild radish data. The sample vario-
grams for the wild oats response variables in Figure 5.15 seem to display two broad
patterns. Those for the wild oats response variables in sample plots 2 and 17 are ba-
sically flat in most directions shown, including the omnidirectional variogram. For
the response variable in plot 2, however, the sample variogram for 135 degrees is rel-
atively large at some lags, allowing for the considerable unevenness evident, and ap-
pears possibly unbounded. This is consistent with the pattern in Figure 5.10, where
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there is visible spatial dependence in the data in that approximate direction. In other
directions for the response in sample plot 2 and in all directions for the response in
sample plot 17 there is little spatial structure, a characteristic consistent with the high
seed density over the entire sample plots evident in Figures 5.8 and 5.10. The sample
variograms for the wild oats responses in plots 1 and 12, on the other hand, showmore
spatial structure. The sample variogram for wild oats in sample plot 1 reaches a sill
at approximately 2 metres in all directions. This suggests that the spatial correlation
between observations decays to zero within approximately 2 metres in all directions.
The sample variogram shows that the spatial variation at 45 degrees and at 90 degrees
appears greater than in other directions, allowing for the lack of smoothness in the
calculated variogram. This is consistent with the plots of the raw data shown in Fig-
ures 5.8 and 5.10. The higher variation evident in the response in the 90 degree direc-
tion is perhaps explained by the visibly sharp change in seed density in that direction
evident in Figure 5.10. For the wild oats response in sample plot 12, the sample vario-
gram reaches a sill at approximately 2.5metres in all four directions, including the om-
nidirectional variogram, suggesting spatial correlation is negligible in all directions at
separation distances greater than this. The plots of the raw data in Figures 5.8 and
5.10 suggest reasonable spatial variationmight be expected in the 90 degree direction,
but the sample variogram for that direction is very uneven and difficult to interpret.
The sample variograms for wild radish exhibit less spatial structure than those for wild
oats. For wild radish in sample plot 1, all sample variograms appear to reach a sill at
approximately 2 metres, apart from that for 90 degrees which appears to be entirely
nugget. This indicates spatial correlation decays to zero here at separation distances
beyond 2metres apart from the 90 degree direction. The 90 degree sample variogram is
slightly larger than those for other directions at short lags but is flat, suggesting greater
variation but no spatial correlation. This is consistent with Figure 5.11, which shows a
reasonably sharp change in seed density in the 90 degree direction, a feature similar to
that for the wild oats response in sample plot 1. For the wild radish response in sample
plot 4, the sample omnidirectional variogram and those for the directions 0 and 45
degrees reach a sill at approximately 3 metres, while those for 90 and 135 degrees are
virtually flat. The lack of spatial structure at 90 degrees is clear from Figure 5.11, as is
the noticeable spatial dependence at 0 degrees. There is very little difference in the size
of the semi-variances here.
Transformed data values for the response variables plotted against spatial coor-
dinates are shown in Figure 5.16. One feature of the data in some sample plots shown
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Figure 5.16: Trend in X (top panel) and Y (bottom panel) directions for Box-Cox
transformed data values.
clearly in Figure 5.16 is the substantial number of zero values, seen in each panel as
the smallest transformed value. There is evidence of a mild linear trend in the trans-
formed non-zero data values for some response variables. This is more evident in the
Y direction than the X direction and is noticeable particularly for wild oats in plots 1
and 12 and wild radish in plot 1. These trends are consistent with the spatial patterns
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shown in the contour plots of the raw data in Figures 5.10 and 5.11. While linear trends
in both directions are not equally strong for all transformed data values, the first-order
polynomial model in the spatial coordinates is included for all response variables for
model consistency. This linear trendmodel is not particularly appropriate for the zero
values in the data, but it is necessary to achieve stationarity in the response variables
indicated.
5.5 Modelling results and discussion
5.5.1 Correlation structure andmodel selection
The correlation structure of the spatial processes is modelled with a Matérn
correlation function based on Euclidean distance, as with previous models of soil
organic carbon. This is appropriate as the sampling points do not lie on a strictly regu-
lar grid. The hypothesis that the spatial process giving rise to the distribution of seeds
is isotropic will be examined in the modelling process. The sample variograms shown
in Figure 5.15 display some evidence of anisotropy. The omnidirectional variogram for
each of the sampling plots does not pass through the centre of the group of directional
variograms in most of the six plots. This is reasonably clear in wild oats plots 1 and 2
and both wild radish plots. This suggests that an anisotropic, rather than an isotropic,
model may be the final preferred model for some of the response variables.
To begin the investigation of isotropic correlation structures, models with a fixed
term component consisting of a first-order polynomial trend in the spatial coordinates
and spatially correlated random errors modelled with a Matérn correlation function
were fitted to each response variable. Themodels have the form of Equation 1.29,
y = Xτ+um+es , (5.17)
where y and um are defined as previously, X and τ take their form from the first-
order trend model of Equation 5.15b, the random errors, es ∼N(0,σ2sRs), are spatially
correlated and, for the models without a fitted nugget effect, um = 0 . In this initial
investigation, both the Matérn correlation parameters, φ and ν , were estimated. This
latter model did not converge for any response variable. The process was repeated
with a nugget effect, um , incorporated into the models as a random effect and again
nomodel converged. This difficulty in estimating both Matérn correlation parameters
is well-known (Haskard et al., 2007, p. 154). Following this, models with a small range
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Table 5.3: Log likelihood values for models of Box-Cox transformed response vari-
ables with a range ofMatérn shape parameter,ν, values. Models which did not con-
verge are denoted by “nc” and those with nugget effects estimated at the boundary
by “(B)”.
Species and logL logL Species and logL logL
plot no.
ν
(no nugget) (nugget) plot no.
ν
(no nugget) (nugget)
Wild oats 1 0.5 −150.676 −148.453 Wild oats 17 0.5 −178.719 nc
1 −150.818 −148.341 1 −178.647 −178.647(B)
1.5 −150.834 −148.288 1.5 −178.630 −178.630(B)
2 −150.836 −148.255 2 −178.628 −178.622
2.5 −150.835 −148.231 2.5 −178.630 −178.615
3 −150.833 −148.214 3 −178.634 −178.610
Wild oats 2 0.5 −172.363 nc Wild radish 1 0.5 −282.841 nc
1 −172.236 nc 1 −283.296 −276.301
1.5 −172.154 nc 1.5 −283.465 −276.236
2 −172.097 nc 2 −283.561 −276.204
2.5 −172.054 nc 2.5 −283.624 −276.186
3 −172.021 nc 3 −283.670 −276.174
Wild oats 12 0.5 −184.197 −175.981 Wild radish 4 0.5 −273.643 nc
1 −186.024 −176.114 1 −273.826 −268.207
1.5 −186.330 −176.211 1.5 −273.908 −268.144
2 −186.472 −176.279 2 −273.959 −268.108
2.5 −186.560 −176.327 2.5 −273.996 −268.085
3 −186.623 −176.363 3 −274.023 −268.071
of fixed values of ν, ν=
(
1
2
, 1, 11
2
, 2, 21
2
, 3
)
, were fitted to the data to determine the in-
dicative preferred value of ν . The results of this model-fitting sequence are shown in
Table 5.3.
The log likelihood values given in Table 5.3 clearly suggest that a model for the
wild oats transformed seed counts (to be referred to as the response variable) with a
nugget effect is generally a better fit for the response variables than one without, with
the following qualifications. Firstly, it was not possible to fit a nugget to the model for
the response variable in plot 2. Secondly, a nugget could not be fitted to the response
variable in plot 17 for all chosen fixed values of the Matérn smoothness parameter, ν;
when a nugget was successfully fitted to the model for this response variable, it made
a negligible improvement to the fit of the model. While it is desirable to include a
nugget in the model, the nature of the transformed count data make this difficult. The
transformed count data here are still discrete in nature and, just as the counts them-
selves, have no upper bound. A discrete random variable has the property that any
bounded interval may contain only a finite number of possible values of the random
variable (James et al., 1976, p. 319); this property clearly applies to the transformed
5.5. Modelling results and discussion 212
data. Discrete random variables, which must be non-Gaussian, have an implicit resid-
ual variance. If discrete response variables were modelledwith a non-Gaussianmodel,
this implicit residual variance, or sampling variation, would be incorporated into the
model through an appropriate distributional assumption, such as Poisson or negative
binomial variation. In this Gaussian spatial modelling context, sampling variation is
accommodated by a specific termmodelling independent randomerrors andhere that
is a nugget effect, which then should be included to allow for discrete response changes
at amicro-spatial level. It is for this reason that a nugget effect will be included inGaus-
sian models here, where possible. The decision then about the preferred fixed value of
ν to use in further modelling will be based on the log likelihoods for the models con-
taining nugget effects, except for that for the wild oats response variable in plot 2. For
each of the five sets of models with nugget effects, except for the models for the wild
oats response variable in plot 12, the log likelihoods increase slightly as the value of ν
increases. For the wild oats response variable in plot 12, the reverse is the case. For
the wild oats response variable in plot 2, the log likelihood values also increase with
increasing ν .
As log likelihoods slowly increased with increasing values of ν, it was useful
to check the model log likelihoods at values of ν > 3 also. Models were fitted with
ν= 5 and 8 and log likelihoods, which are not reported, were found to continue slowly
increasing, except for the wild oats response variable in plot 12 which maintained its
decreasing trend. As the Matérn correlation function, in the limit as ν→∞ , is equiv-
alent to the Gaussian correlation function, the equation for which is a form of that
for the powered exponential correlation function in Table 1.1, the increasing trend in
log likelihoods here suggests that a Gaussian correlation model may be the most ap-
propriate. The Gaussian correlation function in this seed distribution context has a
clear relevance given the spatial distribution of randomly dispersed plant propagules,
as Cousens &Mortimer (1995) have described, and this connection will now be briefly
outlined.
Assume that a plant population begins with a single individual at the origin and
that reproduction results in exponential growth. Over a given interval of time, differ-
ent numbers of seeds will have dispersed over different distances. Assuming disper-
sal along a transect through the origin is studied, a frequency distribution of dispersal
distance, d , say, can be constructed, where, theoretically,−∞< d <∞. Equivalently, a
frequency distributionof seed density (in a given unit area) at given distances from the
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origin along the transect can be constructed (Cousens & Mortimer, 1995, pp. 56-58).
Allowing this dispersal process to reach the limit, where both the time and distance
interval approach zero, and assuming there is no preferred direction of dispersal along
the transect (that is, direction of dispersal is random) and there is no constraint on
available space along the transect, the frequency distribution of seed density has a
normal distribution (Renshaw, 1991, pp. 264-266). At successive time points, this pro-
cess results in a series of seed density distribution curves that have the form of a
normal probability density function. As the seed population is increasing exponen-
tially over time, each seed density distribution curve has a larger mode and variance
compared to that at the previous time point (Cousens & Mortimer, 1995, pp. 226-227).
This model of seed dispersal can be represented by the equation
Gx,t = e−(
x/a)
2
, (5.18)
where G
x,t is the proportion of seeds which have dispersed a distance x, which may
be along a transect, over time t and a2 is the variance or the mean squared displace-
ment of seeds from the origin (Renshaw, 1991, pp. 264-266; Cousens &Mortimer, 1995,
p. 226). This model is the same form as the Gaussian correlation function in Table 1.1.
The parameter, φ, in the Gaussian correlation function is a scale parameter and the
correspondence with the parameter, a, which is also related to scale, in the above seed
dispersal model is clear. It is relevant to recall the cautionary note given on page 10
about theGaussian correlation function. This function approaches the originwith zero
gradient, which is a correlation feature not commonly found in spatial processes in the
earth sciences; as a result, it can lead to unsatisfactory correlation structures. Recog-
nising the potential problems of using a Gaussian correlation structure but pursuing
the apparent possibilities offered by the normal seed dispersalmodel outlined,models
with a first-order polynomial trend in the spatial coordinates and spatially correlated
errors modelled with an isotropic Gaussian correlation function were fitted to the six
response variables. None of the model-fitting algorithms converged. While it is possi-
ble that the correlation process may be approaching a Gaussian correlation structure,
computational problems prevent such a model being fitted and evaluated.
Reconsidering the results in Table 5.3, it appears that, despite the increases (or,
for the response in plot 12, the decrease) in log likelihood with increasing ν for each
of the models containing a nugget effect, the differences in log likelihood are small,
indicating that the log likelihood surfaces are all quite flat. The same is the case for the
wild oats models in plot 2. As the range of the log likelihoods for each of the six sets of
5.5. Modelling results and discussion 214
models of interest is less than 1.92 (that is, half the value of a χ2 random variable with
1 degree of freedom at a significance level of 0.05), there is no particular value of ν to
be preferred over another. Consequently, it seems reasonable to use a value near the
middle of the range of values of ν investigated and so a value of ν = 2 will be used for
furthermodels.
With the preferred value of ν= 2, models of the individual response variables can
now be investigated. A set of models of increasing complexity has been fitted to each
response variable. This set of models begins with one containing no nugget effect, for
comparison purposes. The structure of the set of five model types fitted to each of
the response variables is given below. In the model descriptions, the Matérn class of
correlation functions and geometric anisotropy are integrated and expressed in a form
similar to that given by Haskard (2007, p. 71),
ρ(h;φ,ν,δ,α,λ)= ρM[d∗(h;δ,α,λ);φ,ν ] , (5.19)
where ρ
M
(·) is the Matérn correlation function introduced in Equation 1.4, the met-
ric, d∗(·) , is defined in Equation 1.5 and φ and ν are the parameters of the Matérn
correlation function. In this metric, Euclidean distance is specified by λ= 2 and this is
used in all models here. This extended correlation function, ρM(·) , can conveniently
be written in specific forms for isotropy, ρ
M
I
(·) , and geometric anisotropy, ρ
M
A
(·) , as
ρM
I
[d∗(h;δ= 1,α= 0, λ= 2);φ,ν ] and (5.20a)
ρM
A
[d∗(h;δ,α, λ= 2);φ,ν ] , (5.20b)
respectively. A description of this series of models with accompanying equations fol-
lows. Model components are defined with Equation 1.29. The fixed term component
of all models consists of a first-order trendmodel, as given in Equation 5.15b.
The series of fittedmodels can be expressed as follows:
Id0 Independent, identically distributed random errors, no nugget.
I0 Isotropic model, spatially correlated random errors, no nugget.
Im Isotropic model, spatially correlated random errors, with nugget.
A0 Anisotropicmodel, spatially correlated random errors, no nugget.
Am Anisotropicmodel, spatially correlated random errors, with nugget.
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Id0 y = Xτ+es , es ∼N
(
0,σ2s In
)
; (5.21a)
I0 y = Xτ+es , es ∼N
(
0,σ2sRs
[
ρM
I
(·)
])
; (5.21b)
Im y = Xτ+um+es , um ∼N
(
0,σ2mIn
)
, es ∼N
(
0,σ2sRs
[
ρM
I
(·)
])
; (5.21c)
A0 y = Xτ+es , es ∼N
(
0,σ2sRs
[
ρM
A
(·)
])
; (5.21d)
Am y = Xτ+um+es , um ∼N
(
0,σ2mIn
)
, es ∼N
(
0,σ2sRs
[
ρM
A
(·)
])
. (5.21e)
The results of fitting this series of models to each response variable are given in
Table 5.4. Note that models are not strictly nested in the order listed; in particular,
model Im is not nested in model A0. Model Id0 has been included as a baseline model
against which to comparemore complexmodels. One general feature of themodelling
is that models of the responses for wild oats in plots 2 and 17 showed little improve-
ment over one with independent random errors as increasingly complex correlation
structures were fitted. The likelihood surfaces for the models for those two response
variables are quite flat. In addition, the sample variograms for those two responses
shown in Figure 5.15 demonstrate that there is little spatial dependence present. This
may be due to the very high density of the seed bank over the whole plot as shown by
the plots in Figure 5.10. While theremay be spatial patterns in the distributionof seeds
in these two sample plots, the current models do not capture spatial dependence. The
high seed bank density may have masked the visible spatial patterns in those plots.
While this large seed bank may be the long-term consequence of the operation of the
seed dispersal process described in model form earlier on page 212, there are many
other seed dispersal processes that could be responsible. These processes are not the
subject of this thesis but descriptions of some, along with models, may be found in
Cousens et al. (2008), for example. The log likelihoods of the isotropic and anisotropic
models, respectively, of all the response variables increase with increasing complexity
of the correlation structure. This is expected in model fitting, where the log likelihood
of the full model must be greater than or equal to that of any reduced model. Specif-
ically, logL(Im) > logL(I0) and logL(Am) > logL(A0) . This is also the case for models
without a nugget effect for all response variables; that is, logL(A0) > logL(I0). When
considering models with a nugget effect, however, the pattern is not consistent. For
models of all the wild oats response variables, logL(Am) > logL(Im), but for the same
models for the two wild radish responses, the reverse is true. As the likelihood of a
model inwhich a smallermodel is nestedmust be at least as large as that of the smaller
model, the behaviour of the log likelihood values here indicates computational prob-
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Table 5.4: Variance parameter estimates (± standard error) and REML log likelihoods for a series
of models specified in Equations 5.21 and fitted to each of the six chosen count transformed
response variables. For an explanation of model types, see text. The suffix “F” indicates a para-
meter value fixed at the preceding value; “nc” denotes non-convergent models; “B” indicates a
parameter estimate on the boundary of the parameter space. For a discussion of the preferred
models, see text.
Pref.
Response Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
m logL model
Wild oats 1 Id0 - - - - 2.983±0.3604 - −153.133
I0 0.060±0.0142 2F 1F 0F 2.969±0.3671 - −150.836
Im 0.694±0.5133 2F 1F 0F 0.746±0.3975 2.319±0.3720 −148.254 *
A0 0.070±0.0166 2F 2.195±1.3299 0.980±0.2429 3.013±0.3815 - −150.434
Am 0.307±0.1830 2F 13.80±18.181 1.521±0.0856 0.761±0.3860 2.232±0.3564 −146.724
Wild oats 2 Id0 - - - - 3.960±0.4784 - −172.642
I0 0.053±0.0201 2F 1F 0F 4.003±0.4984 - −172.097 *
Im - - - - - - nc
A0 0.054±0.0207 2F 0.691±0.5911 0.278±1.0939 4.008±0.4997 - −171.978
Am 0.301±0.4511 2F 0.007±0.0220 0.025±0.0189 0.512±0.4697 3.518±0.5613 −171.595
Wild oats 12 Id0 - - - - 5.045±0.6096 - −189.341
I0 0.067±0.0138 2F 1F 0F 5.067±0.6321 - −186.472
Im 0.801±0.2811 2F 1F 0F 2.398±0.9729 3.066±0.4930 −176.279 *
A0 0.070±0.0143 2F 0.672±0.3659 0.249±0.8986 5.093±0.6385 - −186.081
Am 0.884±0.3043 2F 2.903±1.3223 0.482±0.1596 2.911±1.1451 2.766±0.4939 −174.118
continued on next page
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Table 5.4: Variance parameter estimates (± standard error) and REML log likeli-
hoods for a series of models fitted to each of the six chosen transformed count
response variables. Note that there is no preferredmodel for each of thewild radish
response variables, as they have been excluded from consideration because of
computational difficulties, as explained in the text (continued from previous page).
Pref.
Response Model φ̂ ν δ̂ α̂ σ̂2s σ̂
2
m logL model
Wild oats 17 Id0 - - - - 4.404±0.5321 - −179.938
I0 0.053±0.0148 2F 1F 0F 4.403±0.5410 - −178.628
Im 0.055±0.0684 2F 1F 0F 4.137±10.8406 0.265±10.8371 −178.591 *
A0 0.055±0.0146 2F 2.109±1.8909 0.552±0.3807 4.380±0.5388 - −178.057
Am 0.055±0.0146 2F 2.109±1.8871 0.552±0.3810 4.380±0.5389 B −178.057
Wild radish 1 Id0 - - - - 20.282±2.4506 - −284.432
I0 0.050±0.0133 2F 1F 0F 20.303±2.4768 - −283.561
Im 2.344±2.0307 2F 1F 0F 14.196±21.1732 15.922±2.1203 −276.204
A0 0.260±0.0403 2F 47.96±15.175 1.035±0.0100 20.858±2.7883 - −275.676
Am 0.290±0.0853 2F 45.95±16.786 1.031±0.0107 18.554±5.4022 2.326±4.6066 −275.655
Wild radish 4 Id0 - - - - 17.578±2.1238 - −274.657
I0 0.054±0.0157 2F 1F 0F 17.743±2.1854 - −273.959
Im 2.053±1.3573 2F 1F 0F 7.616±8.3174 14.416±1.9045 −268.108
A0 0.077±0.0191 2F 0.244±0.2363 0.624±0.2175 17.722±2.2611 - −270.485
Am 0.106±0.0499 2F 0.019±0.0136 0.875±0.0206 16.508±6.9620 1.325±6.4871 −269.952
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lems are preventing these models for the wild radish responses from being properly
fitted. Because of this difficulty, the fitted wild radish models cannot be accepted as
valid and have been excluded from further consideration.
The approach to choosing preferred models here is as before. Firstly, anisotropy
is investigated and then a nugget effect is fitted, if possible. As remarked earlier, it is
generally desirable in geostatistical linearmixedmodels to include a nugget effect and
this recommendation will play a part in final model selection. In the case of discrete
data, a nugget effect is theoretically required. Comparing isotropic and anisotropic
models without a nugget effect for each response variable to test the assumption of
isotropy produces the P (I0 v. A0) values in Table 5.5. Model comparisons show that
there is not sufficient evidence to reject an isotropicmodel and,hence,model I0, speci-
fied in Equation 5.21b, is accepted for all thewild oats responses. Having chosenmodel
type I0 as the preliminary type of model for each response variable, models for each
response variable with an added nugget effect were examined. Given the general pref-
erence for amodel with a nugget effect, if a nugget effect could be fitted to the prelimi-
nary type ofmodel for a response variable, themodel with the added nugget effect was
chosen as the final preferred model. These preferred models are given in Table 5.5 and
are also marked in Table 5.4 with a “*”. The P value for the likelihood ratio test of no
nugget effect for each of these models is also given in Table 5.5. It can be seen that a
model with a nugget effect is significantly better only for wild oats response variables
in plots 1 and 12. Comparing model types Im and Am directly produces P values of
0.217, 0.115 and 0.586 for the response variables in sample plots 1, 2 and 17, respec-
tively, and also leads to the conclusion for all response variables that the assumption
of isotropy cannot be rejected. The preferred models for the wild oats responses in
sample plots 1 and 12 are both isotropic and, hence, the correlation contours of the
spatial process in both are circular. The practical ranges of the spatial process in the
two plots are 3.73 metres and 4.30 metres, respectively. These distances can be com-
pared with the theoretical variograms of the preferred models shown in Figure 5.18
and signify the point where the variogram has almost reached the sill. The ratios of the
nugget variance component to the spatial variance component (that is, the noise to
signal ratio) for the response variables are 3.11 and 1.28, respectively, indicating there
is a substantial component of measurement error in the data.
The fixed effect parameter estimates for the preferred models indicated in
Table 5.4 for the response variables in wild oats sample plots 1 and 12 are given in
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Table 5.5: Choice of the preferred models specified in Equations 5.21 for the four
transformed count response variables chosen for continued modelling, variance
parameter estimates for which are given in Table 5.4. The probability value, P
iso
, is
for testing the assumption of isotropy and the value, P0m, for testing the assump-
tion of no nugget effect. For a discussion of the model selection criteria, see text.
No. var. Piso Pref.Response Model
params
logL
I0 v. A0 model
P0m
Wild oats 1 Id0 1 -153.133
I0 2 -150.836 0.669
Im 3 -148.254 Im
I0 v. Im
A0 4 -150.434
0.023
Am 5 -146.724
Wild oats 2 Id0 1 -172.642
I0 2 -172.097 0.888
Im 3 nc I0
I0 v. Im
A0 4 -171.978
na
Am 5 -171.595
Wild oats 12 Id0 1 -189.341
I0 2 -186.472 0.676
Im 3 -176.279 Im
I0 v. Im
A0 4 -186.081
<0.001
Am 5 -174.118
Wild oats 17 Id0 1 -179.938
I0 2 -178.628 0.565
Im 3 -178.591 Im
I0 v. Im
A0 4 -178.057
0.786
Am 5 -178.057
Table 5.6. The small positive coefficient of Y for the response in sample plot 1 is con-
sistent with an increasing trend with increasing Y values evident in Figure 5.7b. For
the response in sample plot 12, the small negative coefficient for X corresponds with
the slight decreasing trend with increasing values of X shown in Figure 5.7a.
Using this type of Gaussian linear mixed model, there is insufficient power to
detect the anisotropic effects evident in Figure 5.10 because of a lack of information in
the transformed data. In that figure, there are quite strong anisotropic effects evident.
In the contour plot for wild oats in sample plots 1 and 2, for example, the correlation
is changingmore quickly in an approximate north-south direction than in an approxi-
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Table 5.6: Fixed effect parameter estimates (± standard error) of preferred model
for transformed count response variables in wild oats sample plots 1 and 12 indi-
cated in Table 5.4.
Estimate and standard error
Response Intercept x coef. y coef.
Wild oats 1 −1.192±0.745 −0.044±0.046 0.591±0.105
Wild oats 12 1.042±1.208 −0.201±0.076 0.090±0.170
mate east-west direction. Amodelmay be expected to detect this anisotropy. It is prob-
able here that the limitations of the Gaussian linear mixedmodel fitted to these trans-
formed count response variables are the reason for an anisotropic model not being
preferred.
5.5.2 Model diagnostics, predictions and variance of the prediction
error
To judge whether the preferred models chosen above for the two groups of re-
sponses can be confidently recommended, the models should be investigated for
shortcomings using commonly employed diagnosticmethods.
The residuals from the full fitted model for each of the transformed wild oats
response variables are plotted against spatial coordinates, X and Y , in Figure 5.17.
None of the plots, except that for the response in plot 12, shows any noticeable trend
in either the X or Y direction. The residuals from the model for the response vari-
able in plot 12 shows a clear separation into two groups and an apparent trend. These
features are due to the almost binary nature of the transformed count data; residual
plots similar to these are seen from binary logistic regression models where the resid-
uals are obtained from the model on the scale of the linear predictor (Davison, 2003,
pp. 492-493). Overall, these diagnostic plots support the acceptability of the chosen
models.
A further assessment of the acceptability of the chosen models can be made
through a comparison of the sample and fitted variograms for the models. In the clas-
sical approach to geostatistics, covariance models are generally fitted directly to the
sample variogram, but in the model-based approach used here the variogram has the
role of a diagnostic tool only. Plots of the sample and fitted variograms from models
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Figure 5.17: Residuals from the preferredmodels for the Box-Cox transformedwild
oats responses in Table 5.4 plotted against eastings (top panel) and northings (bot-
tom panel).
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Figure 5.18: Omnidirectional sample variograms (solid line) and theoretical vario-
grams (dashed line) from the preferred models for the Box-Cox transformed wild
oats responses in Table 5.4.
of the four wild oats response variables are shown in Figure 5.18. The sample vario-
gram here is calculated from the residuals of a model of the response with a first-order
polynomial trend model in the spatial coordinates, independent random errors and
with no nugget effect. There is close correspondence between the sample and fitted
variograms for the transformed wild oats responses in plots 1 and 12. The agreement
at short separation distances, which is particularly important for properly modelling
spatial dependence, is perhaps better for the plot 12 response, allowing for noise in the
variograms. The variograms for the responses in plots 2 and 17 showproblemswith the
fitted model. In each case, after the trend has been removed, a very flat sample vario-
gram results, indicatingminimal spatial dependence in the response variable over the
study area. The fitted variogram rises extremely steeply, as expected, indicating that
the modelling has captured this behaviour in the response.
The question arising here has implications for predicted values from the fitted
models. Plots of backtransformed predictions from the models for each response are
shown in Figure 5.19. Comparing the prediction plots for the wild oats responses in
plots 1 and 12 with the contour plots of the observed values in Figure 5.8 (produced
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Figure 5.19: Backtransformed predictions of wild oats seed counts in each of the
four modelled sample plots. Legend shows intervals for 12.5 % quantiles, which
are 0, 0, 1, 2, 3, 6, 11 and 42 for the distribution of the wild oats seed count data
across all plots. Legend classes include lower value in each interval; that is, for cut
points, t1 and t2 , and data, y , t1 ≤ y < t2 .
by a linear interpolation, as noted) shows predicted and observed values are in rea-
sonable agreement. There is more smoothing in the predicted value plots than might
be desired, assuming that the original data were accurately measured. Nevertheless,
the spatial patterns in each pair of plots are consistent. This is not the case for the re-
sponses in plots 2 and 17, where the predicted values are heavily smoothed over the
sample plot. These latter two plots have the highest seed bank densities of the wild
oats responses and there is still considerable spatial variation in the observed values
in each of the two plots, as can be seen in Figure 5.8. This spatial variation, however,
has little spatial structure. There is little trend in the X or Y directions for the response
variable in either of these sample plots evident in Figure 5.16. In addition, the sample
variograms for these two responses in Figure 5.18 show that measurement error ac-
counts for almost all the variation in the data, with little spatial structure evident. In
the absence of detectable spatial structure in the data, the minimal variation in pre-
dicted values manifested in the heavy smoothing is expected. The fitted model for the
response variable in plot 2 has no nugget effect, while that for the response variable
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in plot 17 does, although it is very small relative to the spatial variance. As all data
here are counts, themeasurement error essentially represents Poisson sampling varia-
tion (Diggle et al., 1998, p. 314). These researchers report effects on predicted values of
transformed count data similar to those found here (Diggle et al., 1998, p. 315).
As remarked earlier, the variance of the error of prediction is not available on
the transformed scale from standard results. Approximate estimates of this on the
backtransformed scale have been obtained using the delta method described in Sec-
tion 5.4.2 and are shown in Figure 5.20. The sampling design for the response variable
in each sample plot is also shown in Figure 5.20 as this is related to some features of
the spatial pattern in the variance of the prediction error. In each sample plot, the
variance of the prediction error is smallest around those locations where groups of
closely spaced samples have been taken. As sampling intensity increases, the variance
of the prediction error would be expected to decrease. Along the left and right edges
of sample plot 1 and the right edge of sample plot 12, the variance of the prediction
error is greatest. This is due to those areas having fewest surrounding sample points
and the lowest sample density. The sampling intensity along the top and bottomedges
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Figure 5.20: Backtransformed variance of the error of prediction of wild oats seed
counts in sample plots 1 and 12 (top row). Middle row shows sampling design for
the respective sample plots. Bottom row shows legends for backtransformed vari-
ance of the error of prediction for the respective response variable.
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of the sample plots is greater than along the left and right edges and so the variance of
the prediction error is generally not as large along the top and bottom edges as along
the left and right. The area between sample rows at y = 2 metres and y = 4 metres in
sample plot 1 has a larger variance of prediction error because of the gap in samples
between the two rows. In sample plot 12, the area generally away from the edges has
quite a uniform variance of prediction error because of the regular sampling pattern
there. From Table 5.1, the response variable in plot 1 has a total count of 858 and me-
dian of 4, while for that in sample plot 12, those statistics are 328 and 2. The variance
of the prediction error is generally larger in the sample plot with the larger number
of seeds. This reflects the discrete nature of the data for the response variable, as, for
count data, the variance increases with the mean, a characteristic shown for the data
here in Figure 5.6.
The poor performance of these two models in detecting the spatial variation in
the data is due largely to the inappropriate distributional assumption made in the
modelling (Diggle et al., 1998, p. 317). The Box-Cox transformation employed here
does not change the discrete nature of the data but is merely an attempt at allowing an
approximate Gaussian model to be fitted. Transformation of count data is more likely
to stabilise the variance for larger counts and, thus, result in more successful Gaussian
models. The poor predictions for sample plots 2 and 17 are the result of a lack of spatial
structure in the response variable and not of a failure in the transformation approach
adopted to facilitate Gaussian modelling.
5.5.3 Further model diagnostics: anisotropy
An apparent anomaly in the chosenmodels for thewild oats response variables is
the failure of themodels to detect anisotropic effects. Asmentioned above, the contour
plots of the raw data in Figure 5.10 show distinct directional effects, most noticeably a
trend running approximately north-west to south-east. Possible causes of this trend
have been mentioned previously and include well-known seed dispersal vectors, such
as wind, water and agricultural management practices (Cousens et al., 2008, ch. 4).
While wind may be a contributing cause, tillage practices have been found to coun-
teract its potential effect (Bischoff, 2005, p. 381). Details of the irrigationmanagement
of the field comprising the study area are unavailable; however, the main crop grown
was noted by the experimenters as wheat and, so, it is likely the field is part of a rain-
fed agricultural system. Consequently, while water may be a cause of dispersal here,
5.5. Modelling results and discussion 226
its effect is likely to be minor and extremely localised to the immediate space around
weed plants. Cultivation and tillage practices have been found to be the major weed
dispersal vectors in contemporary agroecosystems (Bischoff, 2005, pp. 377-378). Rew
& Cousens (2001, p. 8) have found that, as many agricultural fields are managed pre-
dominantly along one direction, seeds are dispersed by farm machinery in the direc-
tion of travel and elongated weed patches result. This mechanism may be the main
factor operating on the response variables here to produce the spatial patterns visible.
While the amount of data and the sampling design both influence how well a
model may capture a spatial process, the Gaussian models used here are sub-optimal,
as previously discussed. Nevertheless, anisotropy can be examined through diagnos-
tics based on the sample variogram, as demonstrated by Diggle et al. (1998, p. 315) and
Diggle & Ribeiro Jr. (2007, p. 123) and in more detail by Stefanova et al. (2009). The
wild oats response in plot 12 shows some degree of anisotropy, which is evident in the
observed values and also in the parameter estimates for models fitted, as reported in
Table 5.4. The anisotropicmodel including a fitted nugget effect (model Am) produced
estimates of the anisotropy ratio, δ = 2.903 and the anisotropy angle, α = 0.482 (see
Table 5.4 and note the constraints on Matérn correlation function parameters in Sec-
tion 1.2.3.1). This model produces the spatial correlation pattern shown in Figure 5.21.
Correlation contours are shown in Figure 5.21a, demonstrating the difference in the
rate of decay of correlation with direction. The correlation along the major and minor
axes of the elliptical correlation contours is shown in Figure 5.21b and illustrates the
noticeable difference in the rate of decay of correlation in those two directions. The
correlation necessarily decays most slowly along the major axis of the elliptical con-
tours and most quickly along the minor axis, as the plots show. The practical range,
that is, the separation distance at which correlation decays to 0.05, is 8.1 metres along
the major axis and 2.8 metres along the minor axis. The direction of greatest continu-
ity in the data values from Figure 5.10 is very close to the direction of the major axis
of the elliptical contours in Figure 5.21a, indicating that the anisotropy modelled by
model Am is consistent with the data. A likelihood ratio test of the preferred model,
Im, against the anisotropic model, Am, reveals there is insufficient evidence to reject
the assumption of isotropy (P = 0.115). However, the question of anisotropy remains
and will be examined through the variogram envelope diagnostic technique outlined
in Section 2.3.1, as a demonstration of the value of that technique.
The diagnostic technique is based on constructing sample variograms from data
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Figure 5.21: Upper panel: Correlation contours for transformed wild oats response
in plot 12 for fittedmodel Am, parameter estimates for which are given in Table 5.4.
Contours are equicorrelation contours with the value of the correlation coefficient
shown on each. Lower panel: Correlation along major and minor axes of elliptical
correlation contours shown in upper panel.
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simulated from the fitted model of the response variable and then comparing the
sample variogram from that fitted model with those constructed from the simulated
data. Data sets are simulated from the fitted model using the parametric bootstrap
method described in Section 2.3.1 and each data set is then modelled using the same
structure as the original fitted model. Residuals from each of these simulation-based
fitted models are then used to calculate sample variograms, either omnidirectional or
directional or both, allowing coverage intervals and the mean and median of these
sample variograms to be computed. These variograms are shown in Figure 5.22 for the
wild oats response variable in plot 12. The solid line in all panels in that figure is the
sample variogram from the original fitted model. The other lines are based on sample
variograms from models of the simulated data and are the 2.5 % and 97.5 % coverage
intervals (dotted), themedian (dot-dashed) and themean (dashed).
The value of this variogram envelope plot is that it provides a visual indication of
howwell the linear mixedmodel fits the data. It provides evidence of whether the data
and the fitted model are consistent and so whether the sample variogram could plau-
sibly be produced by the fitted model (Diggle et al., 1998, p. 317). If the fitted model is
a reasonably good fit, the sample variogram of that model shouldmostly lie within the
95 % coverage interval and should track themedian andmean of the simulation-based
sample variograms tolerably well. If the sample variogram of the fittedmodel substan-
tially deviates from these guides, the appropriatenessof that fittedmodelmay be ques-
tionable. The degree towhich the sample variogramof the fittedmodel corresponds to
themean andmedian of the simulation-based sample variograms is a qualitative crite-
rion according to which to judge the appropriateness of the fitted model. Themanner
in which and the degree to which the sample variogram of the fitted model deviates
from the simulation-based sample variograms may suggest particular improvements
that can bemade to themodel (Stefanova et al., 2009, pp. 402-403). Specific features of
the sample variogram of the fitted model, for example, a saw tooth shape, may point
to particular features of the spatial process and suggest remedies to the model; more
detail on this is provided by Stefanova et al. (2009). If there are competing models
for a response variable, the respective degrees to which sample variograms of each of
those models conform to simulation-based sample variograms can provide a basis for
stating qualifications about any of those models. Haskard et al. (2007, p. 154) give a
recommendation to routinely check anisotropy in spatial modelling, as isotropy is a
special case of a spatial process, and the variogram envelope plot provides a means to
this end. Variogram envelopes based on models of simulated data can be constructed
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Figure 5.22: Omnidirectional and directional variogram envelopes for simulations
of wild oats response variable in sample plot 12 from the preferredmodel indicated
in Table 5.4. The sample variogram of the preferred fittedmodel is shown as a solid
line. Other lines are for sample variograms frommodels of the simulated data and
are 2.5 % and 97.5 % quantiles (dotted), median (dot-dashed) and mean (dashed).
Directions anti-clockwise from the positive X axis are indicated on strips.
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for given directions and these then used to check those for the model fitted. A likeli-
hood ratio test may lead to an isotropic model being chosen in preference to the full
anisotropic model. However, if there are indications of anisotropy, directional vario-
gram envelopes can provide an important check of the appropriateness of the fitted
isotropicmodel. This check may lead to the need for a proviso on the fittedmodel that
anisotropy is clearly present in the spatial process but that there is insufficient infor-
mation about the spatial process in the data for the fitted model to detect it.
Omnidirectional and directional variograms for model Im for the transformed
wild oats response in plot 12 are given in Figure 5.22. One noticeable feature of the
directional sample variogram plots for the directions 90 and 135 degrees is the peaks
between the 4 and 6 metre lags. In the 90 degree sample variogram for the original
fittedmodel, there is only one data pair available to estimate the semi-variance at each
of the lags 4.41 and 5.65 metres. This is also the case for the 135 degree sample vario-
gram at a lag of 4.72metres. The high peaks in the 97.5 % coverage limit at those lags in
the respective sample variograms are, thus, based on relatively few data pairs and the
semi-variances at those lags are imprecisely estimated.
The sample omnidirectional variogram (solid line) in Figure 5.22a sits completely
within the 95 % coverage interval and follows themean (dashed line) andmedian (dot-
dashed line) variograms particularly well and importantly at shorter separation dis-
tances. The sample directional variograms in Figure 5.22b likewise all lie within the
95 % coverage interval. They also track the mean and median variograms reasonably
well at shorter separationdistances except for the 135degree sample variogram. In this
latter sample variogram, the mean and median simulation-based sample variograms
lie noticeably below the variogram of the fitted model at separation distances up to
approximately 2 metres. It is important inmodelling spatial processes that correlation
at short separation distances be accurately captured as it is correlation at this scale
that determines the fundamental spatial structure of a spatial process. Correlation at
larger separation distances is less important as it is weaker and, so, has less impact on
spatial structure. This discrepancy between the 135 degree sample variogram of the
isotropic fitted model and the simulation-based directional sample variograms point
to aweakness of the fittedmodel in adequately capturing the full spatial dependence of
the response variable. This deviation indicates that there is an inconsistency between
the fitted isotropic correlation model and the data and that, in particular, there are
directional effects in an approximate 135 degree direction (anticlockwise from the pos-
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itive X axis). This is approximately the same direction as followed by the contours
of greatest spatial correlation captured by model Am and shown in Figure 5.21a. The
variogram envelopes confirm the results of modelling and the spatial correlation cap-
tured by model Am. However, they also demonstrate that the isotropic model fitted
exhibits obvious weaknesses but that it is accepted, on the basis of likelihood ratio
testing, with the proviso that there are clear anisotropic effects in the data. This under-
lines the earlier suggestion that these models (while acknowledging their sub-optimal
Gaussian basis) lack sufficient power to detect the anisotropy evident in the observed
values because of the inadequate amount of information about the spatial process in
the data.
A further indicator of model appropriateness is the mean fixed effect and vari-
ance parameter estimates and their standard errors derived from the simulations.
These are shown in Table 5.7. The table also shows the number of estimates of the
nugget variance component, σ2m , which were on the boundary as a percentage of the
total number of convergentmodels in the simulation. Themean values in the table in-
clude estimates on the boundary. Standard errors of variance components need to be
treated cautiously as variance parameters are clearly not normally distributed. Allow-
ing for this cautionary note, the standard errors of themean parameter estimates from
simulations are relatively wide. Ninety-five per cent confidence intervals around all
these mean parameter estimates would be assumed to contain the true value. An ap-
proximate normal 95 % confidence interval for a parameter, θ, is given by θ̂±2× se(θ̂).
All the parameter estimates from the preferredmodel lie within the respective approxi-
mate 95 % confidence interval, indicating that all parameter estimates for the preferred
model given in Table 5.7 appear to be unbiased.
5.6 Modelling issues
Model-based estimates of the variance of the prediction errors cannot be ob-
tained directly because of the data transformation employed. Empirical estimates
could be obtained using simulation techniques outlined by Cullis et al. (2005, pp. 50-
55).
The attempt here at extending the Gaussian linearmixedmodel by using a trans-
formation of the small count response variable to render that response variable more
suitable for such amodel has highlighted a number of issues. The unsatisfactory search
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Table 5.7: Variance and fixed termmodel parameter estimates with standard errors
from preferredmodel for transformedwild oats response in plot 12 compared with
mean parameter estimates and standard errors from models of simulated data.
“Percent. bound” indicates the percentage of variance parameter estimates on the
boundary from convergent models in the simulations. Symbols are defined with
Equation 1.29 and in Section 5.4.4.1.
Percent.
Parameter Pref. model Simulations
bound
σ̂2m 3.066±0.4930 2.956±0.5021 0.2
σ̂2s 2.398±0.9729 3.451±3.7804 -
φ̂ 0.801±0.2811 0.932±0.4830 -
τ̂0 1.041±1.2068 0.927±1.0449 -
τ̂1 −0.201±0.0763 −0.156±0.0652 -
τ̂2 0.091±0.1700 0.055±0.1490 -
for an appropriate transformation, as shown by the Box-Cox shift parameter being es-
timated consistently on the boundary, was the first warning of modelling difficulties.
The flatness of the likelihood surface for certain types of model, evident in the model-
ling described in Section 5.5.1, may be attributed in part to the discrete nature of the
data, which was not particularly amenable to transformation, and the type of model
fitted. The discrete nature of the count data means that it is difficult to model the
short-range spatial correlation, as flagged by the noisy sample variograms from the
transformeddata at short separationdistances and the inability to consistently include
a fitted nugget effect in models. The large number of zeros in the data is likely to have
exacerbated this problem, even with the use of transformations. Another contribut-
ing factor is the relatively small sample size. The computational problems producing
the inconsistent modelling results reported in Section 5.5.1 and evident through the
model log likelihoods again could be ascribed to the nature of the data and its im-
pact onmodelling spatial correlation together with a sub-optimalmodel. Applying the
diagnostic technique based on variogram envelopes provides a valuable insight into
the limitations of the model considered and demonstrates the presence of anisotropy
in the spatial process, as suggested by the exploratory data analysis. This technique is
a valuable contribution to model diagnostics particularly in spatial modelling and the
investigation of anisotropy.
The modelling investigation here shows that, for data consisting of transformed
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counts, Gaussian models may be useful for exploratory purposes. The modelling was
not successful for all response variables, however, and it is useful to repeat some gen-
eral points mentioned earlier about when a transformation approach may be prof-
itable. In Section 5.4.3, it was stated that counts of more than 300 seeds would appear
to be amenable to Gaussian modelling. That number is to some extent specific to this
data set, although small counts, generally, are unlikely to be successfully modelled by
Gaussian models. Guidance on counts having Gaussian modelling potential needs
to be derived also from information about the distribution of the counts, shown by
histograms and Q-Q plots, as those in Figures 5.4 and 5.5, for example. Highly zero-
inflated and skewed response variables are likely to be unsuitable for Gaussianmodel-
ling even after transformation. The response variables in wild oats sample plots 2 and
17, with seed count totals of 1,040 and 1,496, respectively, proved unsuitable for Gaus-
sian spatialmodelling because of the lack of spatial structure, not because of the trans-
formation approach, as previously mentioned. These guidelines are very general but
much depends on the particular nature of a data set of counts for Gaussian modelling
to be useful.
Adopting the approach of earlier chapters by combining response variables into
a single model to pool information about common features of the spatial process op-
eratingmight be considered to try to improve the overall performance of the Gaussian
modelling. This could, theoretically, be attempted for each species separately or for
both species together to maximise the potential information on which a model might
draw. In this connection, though, it would appear that the spatial process underlying
the distribution of wild oats and wild radish seeds may not be the same. The higher
proportion of zeros in the wild radish response variables and the poorer estimation
of the wild radish nugget variance components, evident in the sample variograms in
Figure 5.15, support this view. Apart from this, however, the difficulty of fitting satisfac-
tory Gaussian models to the transformed, yet fundamentally still discrete, data makes
the success of this approach unlikely. The inappropriateness of the Gaussian distribu-
tional assumption came into play here specifically as a result of the zero-inflated and
discrete nature of the data. These characteristics of the response variables require a
model appropriate for the nature of the spatial process which generates the data.
A more appropriate model for spatially referenced count data, such as the seed
counts investigated here, would clearly be non-Gaussian. Generalised linear models,
which can accommodate non-Gaussian processes, provide a potential model. These
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models, however, are outside the scope of this thesis. The starting point for an appro-
priate model for the spatial process generating seed counts is the Poisson log-linear
model, which is a generalised linearmodel that incorporates a Poisson error structure.
The simplest such model consists of the response variable, linked to a Poisson error
structure, as a function of a linear predictor of fixed effects, similar to that of the Gaus-
sian models employed previously. The model can also include a term for spatially de-
pendent random effects and is then termed a generalised linear mixedmodel. Finally,
a term for nugget effects may also be incorporated (Diggle & Ribeiro Jr., 2007, pp. 79-
83). The model then allows the estimation of random error (through the Poisson error
structure), spatial variation at a scale greater than the smallest sampling interval and
small-scale spatial spatial variation (at a scale less than the smallest sampling inter-
val). The zero-inflated nature of the seed count data may require a modified form of
thismodel such as themixture-model approach suggested by a number of researchers,
including Welsh et al. (1996) and Dobbie & Welsh (2001). Obtaining predictions from
generalised linear mixed models poses substantial computational difficulties and a
number of different approaches are the subject of current research, from both the fre-
quentist and Bayesian standpoints (Diggle & Ribeiro Jr., 2007, ch. 7; McCulloch et al.,
2008, s. 14.3; Bolker et al., 2009).
5.6.1 Modelling cycle: summary
The modelling process performed here also follows the general modelling cycle
described in Section 2.6.4. The additional feature of the process here was the need to
deal with the non-Gaussian nature of the data. In such circumstances, a transforma-
tion is a possible option to attempt to achieve approximatenormality or to stabilise the
variance of the response variable. The modelling here of transformed count response
variables which were fundamentally discrete and, so, non-Gaussian in nature, was far
from optimal. A general principle suggested by Diggle & Ribeiro Jr. (2007, p. 167) is to
employ transformed Gaussian models when there is no clear non-Gaussian alterna-
tive. It is, however, better, Diggle & Ribeiro Jr. (2007, p. 167) emphasise, to use a model
specifically suited to the nature of the spatial process generating the response variable.
For non-Gaussian data, such as counts, generalised linear models provide a suitable
class of model. Another aspect of the modelling process here was the use of approx-
imate methods of estimating the variance of the prediction error. This is somewhat
akin to the use of Cochran’sQ statistic for meta-analysis used previously. Such approx-
imate methods have a place, provided relevant assumptions are satisfied, in building
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and providing an adequate description of a parsimoniousmodel.
Chapter 6
Concluding remarks and future direc-
tions
6.1 Overview
Themodel-based approach toGaussian geostatistical analysis taken in this thesis
can be seen to have advantages over the classical approach originating in the mining
industry in the 1950s. These advantages have seen the approach gain increased pop-
ularity since the 1990s and it is now being utilised in many fields, such as environ-
mental sciences and epidemiology. While the advantages are important, there are also
inevitable limitations, which are the subject of continuing research. Both advantages
and limitations of the approach have been discussed previously. The thesis has devel-
oped a number of themes, with its overall purpose being to serve as a practical guide
to good practice in spatial analysis but also grounding this in adequate theory to pro-
vide a firm foundation for practice. The model-based geostatistics perspective taken
acknowledges the contributions of early work in classical geostatistics, its forerunner.
The variogram is one of the contributions of that earlier work and is still an important
tool in themodel-based approach, which hasmoved geostatistics into themainstream
statistical field of likelihood methods. Recognising the value of joint modelling of de-
pendent response variables, multivariate methods have been used for some time in
geostatistics. Multivariate BLUP, based on likelihood methods, has offered increasing
potential for such modelling in more recent times. The development of generalised
linearmodels has opened geostatistics to appropriatemodelling of non-Gaussian data,
while acknowledging the continuing computational challenges, and has reduced re-
liance on data transformation techniques. These themes and the recommendations
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they entail for amodel-based approach to geostatistics, as illustrated in this thesis, will
now be briefly reviewed.
The impetus provided by the mining industry in the 1950s has perhaps been a
major factor in the development and expansion of geostatistics. One of the main tools
adopted by workers in those early years is the variogram, used to indicate the pattern
of spatial variability in spatially referenced data. This tool was originally developed
by Kolmogorov in the field of physics in 1941 (Cressie, 1991, p. 58) and used by oth-
ers before being adopted as a central tool for geostatisticians and termed the vario-
gram by Matheron (1963, p. 1250). The usefulness of the variogram in geostatistics is
widely acknowledged. The practice in classical geostatistics of directly fitting covari-
ance models to the variogram has been shown to possibly lead to levels of bias in esti-
mates of variance parameters sufficient to suggest the method be used with caution.
A model-based approach has offered an alternative to the direct fitting of a covariance
model to the variogram by fitting a completemodel incorporating distributional spec-
ifications to the response variable. Following this model-fitting, the variogrammay be
used in a number of ways as a diagnostic tool, as illustrated in this thesis, for assess-
ing the fit of the model in question. One of the more important consequences of a
model-based approach is that it removes the ad hoc nature of fitting models directly
to the variogram. While, in the classical approach, the goodness of fit of a model
may be based on a least squares criterion applied to the variogram, a model-based
approach employs a whole-model criterion based on likelihood methods. This latter
approach provides amore objective basis formodel selection and also brings geostatis-
tical modelling into mainstream statistical practice. This is one of the major achieve-
ments of model-based geostatistics and a principal advantage of using the approach
routinely in spatial modelling.
Asmentioned above,model-basedmethods yield less biased variance parameter
estimates than those methods associated with fitting covariance models directly to
the variogram. Within the likelihood framework itself, residual maximum likelihood
(REML) may produce parameter estimates that are markedly less biased than those
obtained from maximum likelihood methods, particularly for small data sets. In geo-
statistical modelling, however, computational problems may often occur because of
the need to invert large matrices, whether the estimationmethod is REML, maximum
likelihood or Bayesian, asmentioned on page 34. The computational burden increases
with the size of the data set and is magnified where spatial observations are made at
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irregular locations, a feature not uncommon in spatial data sets. While the variance
parameter estimation in this thesis was performedwithin the capabilities of ASReml-R
software, which incorporates highly efficient computationalmethods based on the av-
erage information algorithm incorporating sparse matrix techniques (Gilmour et al.,
1995; Gilmour et al., 2004), research on improving the computational efficiency of
REML-basedmethods is continuing (Stein et al., 2004;Haskard et al., 2007, p. 158; Varin
et al., 2011).
The applicability of Gaussian models can be extended by transforming the
response variable of interest. This can be a useful approach when the response vari-
able does not conform closely enough to being normally distributed andwhen fitting a
Gaussian model is the objective or possibly the only option. However, while the Gaus-
sian model may be extended very effectively by transformations to modelling spatial
processes which are, for example, lognormal, such as chemical contaminant levels,
random variables which are discrete cannot be transformed to approximate normal-
ity. While transformations may stabilise the variance of such discrete random vari-
ables, transforming count data does not alter its fundamentally discrete nature. The
modelling of transformed counts here encountered problems arising from this dis-
creteness in the response variable. Transformed small counts could not be satisfac-
torily modelled with Gaussianmodels. Only two response variables, both with moder-
ate counts, produced a viable model. The responses with larger counts, which would
be expected to bemore satisfactory for Gaussianmodelling, had little spatial structure
and the resulting models were not successful. As Gaussian models are quite flexible,
it is often useful to fit a Gaussian model initially to a response variable as part of ex-
ploratory modelling. However, this does not replace the need to fit a model type that
is most appropriate to the nature of the spatial process generating the response vari-
able being investigated to obtain an optimal model. In this thesis, spatially referenced
count data have been transformed in an attempt to investigate model selection and
diagnostic techniques in a Gaussian framework. The modelling process was hindered
by the specific characteristics of the data, namely, small count values and many ze-
ros. As the complexity of the models increased, the model likelihood surfaces became
quite flat and discriminating betweenmodels becamemore difficult. In some circum-
stances, a full model produced a smaller REML log likelihood than a reduced model,
thus indicating computational difficulties. This was also partly a result of the general
inappropriateness of the model type for the transformed data, which was optimal in
terms of the Box-Cox transformation parameters butwhich retained its discrete nature,
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together with small sample sizes. Adopting a joint modelling approach for the seed
response variables, as was used for the soil organic carbon response variable, might
be thought promising but is unlikely to be successful. The spatial processes generat-
ing the seed counts for the two response variables appear to be different, as explained
earlier. More importantly, joint Gaussian modelling of the response variable for even
one species is still hampered by its essentially discrete nature. This is the fundamental
difficulty in using Gaussianmodels for this type of data.
Bivariate or multivariate models offer the advantage of incorporating any extra
information provided in the data about interrelationships among the response vari-
ables into the final model. This has been well recognised for some time by those in
animal breeding, where linear mixed models with correlated random effects have a
solid presence, and also by geostatisticians. In the classical approach, the technique is
known as cokriging. A basic requirement of the correlationmatrix for a particular geo-
statisticalmodel is that it be positive definite. Asmentioned in Section 4.1, a number of
approaches to multivariate spatial modelling have been developed. A necessary con-
sideration in all these approaches is to ensure thatmodel covariancematrices are pos-
itive definite. This issue was addressed some time ago in the field of animal breeding,
an early area of application of linear mixed models, by Hayes & Hill (1981) in relation
to genotypic and phenotypic covariancematrices used to construct indices for genetic
selection. In the context of bivariate or multivariate geostatistical models, Diggle &
Ribeiro Jr. (2007, p. 72) note that a bivariate (or multivariate) correlationmodel, which
satisfies the positive definite condition for covariancematrices, may be built from uni-
variate correlation structures incorporating certain restrictions and outline a number
of methods of achieving this. One of the methods they note is the linear model of
coregionalisation, which has been used by Marchant & Lark (2007), as referred to pre-
viously. Another is themethod used in this thesis, where spatial processes are assumed
to be separable. These techniques for ensuring that correlation matrices are positive
definite are not based on any physical or biological processes in the system under
study. As Diggle & Ribeiro Jr. (2007, p. 74) state, these methods are purely pragmatic
and reservations have been voiced about their scientific, as opposed to their statisti-
cal, validity. Haskard (2007, p. 13) makes the same point about separable correlation
models in reference to the work of Gilmour et al. (1997) in analysing agricultural field
trials. A particular benefit of using separable models for correlation structures is that
they reduce the computational load and enable feasible models of spatial processes to
be developed (Gilmour et al., 1997, p. 272). More broadly, one of the main advantages
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of multivariatemodelling, as mentioned previously and emphasised here, is that such
a model incorporates more information into the modelling process than in univariate
modelling by exploiting correlation among the response variables. The model poten-
tially then produces predictions with a smaller variance of the error of prediction than
univariate models of the responses and is, thus, of more value in the predictive sense.
This is one of the essential advantages of multivariate over univariate modelling. The
benefit actually realised from multivariate modelling clearly depends on the strength
of the relationship between the response variables aswell as the sample size. The bene-
fit of multivariatemodelling has been demonstrated here in the modelling process for
soil organic carbon, where the variance of the error of prediction for the multivariate
model was generally less than that for the bivariate and univariatemodels.
As demonstrated in this thesis, spatial correlation structures for bivariate, or
more generally multivariatemodels, where each response variable is of size n , may be
built from a single correlation matrix of dimensions (n×n) , using the concept of sep-
arability. The assumption of separability is a strong assumption as a separable model
is primarily a pragmatic choice for computational reasons rather than one that has a
basis in the physical processes modelled. The implications of an assumption of sep-
arability have been discussed in Section 4.2.1. A separable correlation model incor-
porating a time and space component, for example, may be valid where observations
are made over a short series of time points. The separability assumption in that case,
in concrete terms, is that the same spatial correlation structure applies at each time
point. If the researcher can justify such an assumption, a separable model is reason-
able. The general multivariate geostatistical model specified in Section 4.2, incorpo-
rating separable correlation structures and coupled with REML estimation of variance
parameters, is a powerful tool for modelling multivariate processes. Its successful use
in the modelling of soil organic carbon, where a six-dimensional space-time model
was constructed, clearly demonstrates its power when implemented through software
with the necessary computational capacity, such as ASReml-R. This demonstrates that
it is possible to use REML for multivariate models. A multivariate geostatistical linear
mixed model of this type has not been used previously in soil science and marks an
extension to the work of Marchant & Lark (2007). It provides a flexible basis on which
to extend multivariate Gaussian modelling in the earth sciences. The possibility of
using multivariate models with REML variance parameter estimation is potentially of
great value to earth sciences researchers, aswell as those in other fieldswhereGaussian
spatial modelling is undertaken.
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As the model-based approach to geostatistics has developed, modelling
anisotropy has attracted more attention as it has moved increasingly within the com-
putational capacity of modern computers (Haskard et al., 2007, p. 158). Exploratory
data analysis of the seed count data here revealed the presence of anisotropic features
but the models fitted lacked sufficient power to detect the suspected anisotropy. As
described above, this is due to a range of causes: data not being amenable to transfor-
mation, leading to inappropriate distributional assumptions and a sub-optimalmodel;
small sample sizes; and computational problems. The diagnostic technique based on
plots of variogram envelopes computed from models of response variable data sim-
ulated by a parametric bootstrap technique from the preferred model was very use-
ful here. The variogram envelopes made it possible to gauge informally how well the
preferred model accommodated directional effects inherent in the data. The plots
together with the mean estimates and standard errors of model parameters comple-
mented each other. The plots gave some indication of the lack of fit of directional
effects in the model, while the parameter estimates from the simulations suggested
that, overall, the Gaussian model of the transformed response was a reasonable ap-
proximate model. Using this technique, qualifications can be stated about the degree
to which amodel has detected apparent directional effects, supplementing any formal
model selection based on likelihood methods (including AIC comparison). This tech-
nique has clear value in soil science and other fields where anisotropy is a common
feature of the spatial processes investigated. The Matérn family of correlation func-
tions offers great flexibility in modelling correlation structures, as evident from the
modelling conducted here. There are known computational difficulties in simulta-
neously estimating the Matérn smoothness and scale parameters, ν and φ, respec-
tively, but these difficultiesmaybe partially overcomeby re-parameterising theMatérn
correlation function as mentioned in Section 2.5. Alternatively, or as well, a feasible
approach is to choose a value of ν appropriate for the data from among a small set
of values by using a profile likelihood approach. Having arrived at reasonable values
of ν and φ, the anisotropy parameters of the correlation function can then be esti-
mated. This approach has been used consistently and successfully in the thesis, given
the limitations of the data. As anisotropy can now be more easily modelled owing to
advances inmodel-fitting algorithms and the flexibility offered by theMatérn family of
correlation functions, it should be modelled as a matter of course, given its prevalence
in physical and biological spatial processes (Haskard et al., 2007, pp. 158-159).
6.2. Extensions and future directions 242
6.2 Extensions and future directions
The modelling performed here could be extended to obtain a comparison of the
model-based and empirical mean squared errors of prediction at selected spatial loca-
tions as a further model diagnostic. The first of these quantities is obtained from the
fittedmodel using standard results given in this thesis. The second is obtained by simu-
lating data from the preferredmodel and computing themean squared error of predic-
tion frommodelling the simulated data and forming predictions at the given locations,
as described by Cullis et al. (2005, pp. 50-52). These empirical predictions and their
mean squared error of prediction can be compared with themodel-based estimates to
gauge the predictive accuracy of the chosenmodel. Model-basedmean squared errors
of prediction are not available on the backtransformed scale, however, for the trans-
formed count data. Haskard et al. (2007, p. 158) have demonstrated that a well-fitting
model produces close agreement between model-based and empirical mean squared
errors of prediction, while a poorly fitting model may result in noticeable discrepan-
cies. Consequently, it is critical in model selection to choose a well-fitting model and
this underlines the need to base modelling on a broad range of models, such as the
general Matérn anisotropicmodel (Haskard et al., 2007, p. 158).
The transformed count data sets, particularly the more spatially patchy wild
radish data, were clearly not optimallymodelled by Gaussian models. In recent times,
more appropriate models have become available to model non-Gaussian processes.
For such count data, the next stage in modelling would be a generalised linear mixed
model (GLMM) of a type appropriate for count data here, such as one with a Poisson
or negative binomial error structure and perhaps incorporating a mixture distribution
to account for the inflated number of zero values. As in the Gaussianmodelling under-
taken here, individual plot models could first be fitted to gain an understanding of the
model characteristics. Building on the information gained from this and also possi-
ble exploratory Gaussian modelling of transformed responses, as described above, a
combined GLMM of all wild oats responses could be a further stage in the modelling
process, together with a combinedmodel of all wild radish responses. Finally, a model
of both species’ responses together could be investigated to capitalise on the pooled
information on the relationship between the species, such as competition effects.
The techniques employed here of buildingmodels of a spatial process beginning
with univariatemodels and increasingmodel complexity to incorporate broader char-
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acteristics of that spatial process enable the pooling of information and improve the
fit of the overall model to the data. Employing a model-based geostatistical approach
incorporating standard likelihood methods for parameter estimation and model se-
lection can be recommended as preferred practice. Using the procedures elaborated
here, but in addition taking into consideration the practical computational constraints,
choosing the appropriate model type for the spatial process in focus is likely to result
in the model with best predictive capability. The two case studies presented here pro-
vide an illustrative guide to the analysis of complex data sets. A modelling cycle based
on these case studies and describing goodpractice in spatialmodelling has been devel-
oped and elaborated as themore complexmodels have been constructed. Thismodel-
ling cycle is a useful tool to guide sound modelling practice in a model-based geosta-
tistical approach. Thematrix algebra of the derivation of relevant prediction equations
is presented in sufficient detail for practitioners interested in gaining an appreciation
of mathematical and computational aspects of prediction to do so. This material con-
tains more detail than standard texts and papers in the field and this clearly makes it
of great use to the practitioner who is motivated to study it but does not have a strong
background in statistical theory. The theory and methods employed in the analysis of
the case studies here should be useful to practitioners in the geosciences, particularly
the field of soil science. The novelmultivariate geostatistical linearmixedmodel devel-
oped here for soil organic carbon marks a useful extension to Gaussian geostatistical
modelling and provides a valuable basis for the further development of suchmodels.
Appendix A
A.1 Notation
The thesis contains a variety of symbols used in equations and a range of iden-
tifiers primarily used to distinguish different models. Notation will be clear from con-
text. The following brief guide to themore commonly occurring symbols may help the
reader. Not all symbols and identifiers are listed here nor are standard mathematical
and statistical symbols. The list is arranged generally by order of occurrence.
ρ(·) correlation function
ρM(·) Matérn correlation function
s (subscript) spatial
(e.g. σ2s is spatial variance component)
m (subscript) measurement error or, equivalently here, nugget
(e.g. σ2m is nugget variance component)
c (subscript) soil class
(e.g. σ2c is soil class variance component in models of soil organic
carbon)
y vector of values of response variable
X incidence matrix of fixed effects
τ coefficients of fixed effects variables
Z incidence matrix of random effects
u vector of random effects
e vector of random errors
In identitymatrix of order n
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o (subscript) observed
(e.g. yo are observed values of the response variable)
p (subscript) predicted
(e.g. yp are predicted values of the response variable)
s
i
spatial location inR2
(i.e. s
i
=
(
sx
i
, sy
i
)
, where x and y are the usual Cartesian axes)
I isotropic model
A anisotropicmodel
nc non-convergent model
A.2 Direct sums and products of matrices
Given matrices A
i
, i = 1, . . . ,k, the direct sum of that set of matrices, denoted by
the operator “⊕”, is
k⊕
i=1
A
i
=

A1 0 0 · · · 0
0 A2 0 · · · 0
0 0
. . .
...
...
. . . 0
0 0 · · · 0 A
k
 . (A.1)
The matrices A
i
do not have to be of the same dimensions; all null matrices are of the
appropriate order to accommodate thematrices A
i
(Searle, 1982, p. 264).
Given two matrices, A(p×q) and B (m×n), with dimensions shown as superscripts,
the direct product or Kronecker product of the two matrices, denoted by the operator
“⊗”, is defined as
A(p×q)⊗B (m×n) =

a11B a12B · · · a1qB
a21B a22B · · · a2qB
...
...
. . .
...
a
p1B ap2B · · · apqB
 . (A.2)
The dimensions of the product matrix are (p ×m)× (q ×n). This product may also be
referred to as the right direct product to distinguish it from the left direct product,B⊗A
(Searle, 1982, pp. 265-266).
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A.3 Covariance
The following covariance results are noted for vectors, x and y , which may be of
different lengths, and conformablematrices, A and B :
cov(Ax , y)= E
{[
Ax −E(Ax)
][
y −E(y)
]′}
= A cov(x , y)
cov(x ,B y)= E
{[
x −E(x)
][
B y −E(B y)
]′}
= cov(x , y)B ′
A.3.1 Variance of the sum or difference of two vectors
The following result can be demonstrated as shown (Thomson, 2010):
var
(
β˜−β
)
= var
(
β˜
)
+var
(
β
)
−cov
(
β˜, β
)
−cov
(
β, β˜
)
.
var
(
β˜−β
)
= var

β˜1−β1
β˜2−β2
...
β˜p −βp

=

var
(
β˜1−β1
)
· · · · · · cov
(
β˜1−β1, β˜p −βp
)
cov
(
β˜2−β2, β˜1−β1
)
var
(
β˜2−β2
)
· · · cov
(
β˜2−β2, β˜p −βp
)
...
...
. . .
...
cov
(
β˜p −βp , β˜1−β1
)
· · · · · · var
(
β˜p −βp
)

=

var
(
β˜1
)
· · · cov
(
β˜1, β˜p
)
...
. . .
...
cov
(
β˜p , β˜1
)
· · · var
(
β˜p
)
+

var
(
β1
)
· · · cov
(
β1,βp
)
...
. . .
...
cov
(
βp ,β1
)
· · · var
(
βp
)

−

cov
(
β˜1,β1
)
· · · cov
(
β˜1,βp
)
...
. . .
...
cov
(
β˜p ,β1
)
· · · cov
(
β˜p ,βp
)
−

cov
(
β1, β˜1
)
· · · cov
(
β1, β˜p
)
...
. . .
...
cov
(
βp , β˜1
)
· · · cov
(
βp , β˜p
)

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That is,
var
(
β˜−β
)
= var
β˜1...
β˜p
+var
β1...
βp
−cov

β˜1...
β˜p
 ,
β1...
βp

−cov

β1...
βp
 ,
β˜1...
β˜p


= var
(
β˜
)
+var
(
β
)
−cov
(
β˜, β
)
−cov
(
β, β˜
)
,
which is the required result.
A.4 Sample ASReml-R code for fittedmodels
In the modelling code, “oc” denotes the soil organic carbon response variable;
“Time” a factor identifying pre- or post-harvest time; “Class” a factor identifying soil
class; “x” and “y” are spatial coordinates obtained from translated Eastings and North-
ings, respectively. The notation for variance structures is:
random random effect variance structure, modelled as aG structure
rcov residual variance model
init initial values of variance components
F fixes a parameter at a given value, as nu = 0.5F
idv independent variance model, viz. σ2In
id independent correlationmodel
at conditions on factor f , for example, in at( f )
us unstructured variance model; for example, for two random variables,
v =
[
v1
v2
]
, var(v)=
[
σ21 σ12
σ21 σ
2
2
]
is an unstructured variance matrix
mtrn Matérn correlation model, usually in spatial coordinates, as
mtrn(x, y)
exp exponential correlationmodel; see text for details
For more detail on ASReml-R coding, see Butler et al. (2009).
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A.4.1 Univariatemodels
Univariate model I0
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01),
rcov = ~ mtrn(x, y, phi = 60, nu = 0.5),
maxiter = 20, Cfixed = T)
Univariate model Im
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01) + units,
rcov = ~ mtrn(x, y, phi = 60, nu = 0.5),
maxiter = 20, Cfixed = T)
Univariate model A0
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01),
rcov = ~ mtrn(x, y, phi = 60, nu = 0.5, delta = 1.5, alpha = 0.5),
maxiter = 20, Cfixed = T)
Univariate model Am
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01) + units,
rcov = ~ mtrn(x, y, phi = 40, nu = 0.5, delta = 0.5, alpha = 0.5),
maxiter = 20, Cfixed = T)
Univariate model s
oc.asr <- asreml(oc ~ 1,
data = data.temp,
rcov = ~ mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 20, Cfixed = T)
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Univariate model sc
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01),
rcov = ~ mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 20, Cfixed = T)
Univariate model scm
oc.asr <- asreml(oc ~ 1,
data = data.temp,
random = ~ id(Class, init = 0.01) + idv(units, init = 0.005),
rcov = ~ mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 20, Cfixed = T)
A.4.2 Bivariatemodels
Preliminary models 1 and 2
oc.asr <- asreml(fixed = oc ~ 1,
data = data.temp,
random = ~ idv(Class, init = 0.01),
rcov = ~ mtrn(x, y, phi = 20, nu = "0.5F"))
Preliminary model 3
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ at(Time):Class,
rcov = ~ at(Time):mtrn(x, y, phi = 20, nu = "0.5F"))
Bivariate model (a)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ id(Class),
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
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Bivariate model (b)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.02)):Class,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
Bivariate model (c)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.02)):Class + units,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
Bivariate model (d)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.02)):Class
+ at(Time):units,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
Bivariate model (e)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ us(Time, init = c(0.01, 0.005, 0.02)):Class,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
Bivariate model (f)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ us(Time, init = c(0.01, 0.005, 0.02)):Class + units,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
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Bivariate model (g)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ us(Time, init = c(0.01, 0.005, 0.02)):Class
+ at(Time):units,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
Bivariate model (h)
oc.asr <- asreml(fixed = oc ~ -1 + Time,
data = data.temp,
random = ~ us(Time, init = c(0.01, 0.005, 0.02)):Class
+ us(Time):units,
rcov = ~ us(Time, init = c(0.02, 0.005, 0.02)):mtrn(x, y,
phi = 20, nu = "0.5F"))
A.4.3 Multivariatemodels
Models with the “.cov” suffix, indicating soil class random effects correlated in time,
differ from models without the suffix only in the random term. Appropriate code
is given for the Aiso and Aiso.cov models and is repeated in all other models, as
appropriate.
Xaniso models differ from Xiso models only in the rcov term and incorporate the
same code for theMatérn correlation function, mtrn, where ν is fixed at 0.5 (as “0.5F”),
as the univariate and bivariatemodels above.
Multivariate model Aiso
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):layerF,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.015)):Class + units,
rcov = ~ id(Layer):us(Time):mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
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Multivariate model Aiso.cov
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):Layer,
data = data.temp,
random = ~ us(Time, init = c(0.01, 0.01, 0.015)):Class + units,
rcov = ~ id(Layer):us(Time):mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
Multivariate model Biso
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):Layer,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.015)):Class + units,
rcov = ~ cor(Layer):us(Time):mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
Multivariate model Ciso
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):Layer,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.015)):Class + units,
rcov = ~ exp(Depth):us(Time):mtrn(x, y, phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
Multivariate model Diso
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):Layer,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.015)):Class + units,
rcov = ~ id(Time):us(Layer,
init = c(0.025, 0.01, 0.025, 0.01, 0.02, 0.015)):mtrn(x, y,
phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
Multivariate model Eiso
oc.asr <- asreml(fixed = oc ~ -1 + at(Time):Layer,
data = data.temp,
random = ~ at(Time, init = c(0.01, 0.015)):Class + units,
rcov = ~ cor(Time):us(Layer,
init = c(0.025, 0.01, 0.025, 0.01, 0.02, 0.015)):mtrn(x, y,
phi = 40, nu = "0.5F"),
maxiter = 25, Cfixed = T)
Bibliography
Abramowitz,M. & Stegun, I. A., Eds. (1972). Handbook of Mathematical Functions with
Formulas, Graphs, and Mathematical Tables. National Bureau of Standards Applied
Mathematics Series. United States Department of Commerce.
Atkinson, A. C. (1985). Plots, Transformations, and Regression : An Introduction to
Graphical Methods of Diagnostic Regression Analysis. Oxford: Oxford University
Press.
Baddeley, A. & Turner, R. (2005). Spatstat: an R package for analyzing spatial point
patterns. Journal of Statistical Software, 12(6), 1–42.
Batjes, N. H. (1996). Total carbon and nitrogen in the soils of the world. European
Journal of Soil Science, 47(2), 151–163.
Bischoff, A. (2005). Analysis of weed dispersal to predict chances of re-colonisation.
Agriculture, Ecosystems and Environment, 106, 377–387.
Bolker, B.M., Brooks,M. E., Clark, C. J., Geange, S.W., Poulsen, J. R., Stevens,M.H.H., &
White, J. S. S. (2009). Generalized linear mixedmodels: a practical guide for ecology
and evolution. Trends in Ecology and Evolution, 24(3), 127–135.
Box, G. E. P. & Cox, D. R. (1964). An analysis of transformations. Journal of the Royal
Statistical Society, Series B (Methodological), 26(2), 211–252.
Butler, D. G., Cullis, B. R., Gilmour, A. R., & Gogel, B. J. (2009). ASReml-R Reference
Manual Version 3 (Draft). Brisbane & Sydney: Queensland Department of Primary
Industries and Fisheries & NSWDepartment of Primary Industries.
Charman, P. E. V. & Roper, M.M. (2000). Soil organicmatter. In P. E. V. Charman& B. W.
Murphy (Eds.), Soils: Their Properties and Management chapter 14, (pp. 260–270).
Melbourne: Oxford University Press, 2nd edition.
Chatfield, C. (1995). Problem Solving: A Statistician’s Guide. Texts in Statistical Science.
London: Chapman and Hall/CRC, 2nd edition.
253
Bibliography 254
Cheam, A. H. & Lee, S. (2006). Why is wild radish the worst cruciferous weed? In A. H.
Cheam (Ed.), Proceedings of the Wild Radish and other Cruciferous Weeds Sympo-
sium, 11-12 July 2006, South Perth: Invited Papers (pp. 11–19). South Perth: Depart-
ment of Agriculture and Food, Western Australia.
Chilès, J.-P. & Delfiner, P. (1999). Geostatistics: Modeling Spatial Uncertainty. Wiley
Series in Probability and Statistics. New York: JohnWiley and Sons.
Christensen, O. F. & Waagepetersen, R. (2002). Bayesian prediction of spatial count
data using generalized linear mixedmodels. Biometrics, 58(2), 280–286.
Christensen, S., Nordbo, E., Heisel, T., & Walter, A. M. (1998). Overview of develop-
ments in precision weed management, issues of interest and future directions being
considered in Europe. In R. W. Medd & J. E. Pratley (Eds.), Precision Weed Manage-
ment in Crops and Pastures: Proceedings of a workshop, 5-6 May 1998, WaggaWagga
(pp. 3–13). Adelaide: CRC for Weed Management Systems.
Cochran, W. G. (1954). The combination of estimates from different experiments. Bio-
metrics, 10(1), 101–129.
Cook, R. D. & Weisberg, S. (1982). Residuals and Influence in Regression. Monographs
on Statistics and Applied Probability. New York: Chapman and Hall.
Cook, R. D. & Weisberg, S. (1983). Diagnostics for heteroscedasticity in regression.
Biometrika, 70(1), 1–10.
Cousens, R., Dytham,C., & Law, R. (2008).Dispersal in Plants: A Population Perspective.
Oxford: Oxford University Press.
Cousens, R. & Mortimer, M. (1995). Dynamics of Weed Populations. Cambridge: Cam-
bridge University Press.
Crainiceanu, C. M. & Ruppert, D. (2004). Likelihood ratio tests in linear mixed models
with one variance component. Journal of the Royal Statistical Society, Series B - Sta-
tistical Methodology, 66(1), 165–185.
Cressie, N. (1990). The origins of kriging. Mathematical Geology, 22(3), 239–252.
Cressie, N. (1991). Statistics for Spatial Data. Wiley Series in Probability and Mathe-
matical Statistics. New York: JohnWiley and Sons.
Cressie, N. &Huang, H.-C. (1999). Classes of nonseparable, spatio-temporal stationary
covariance functions. Journal of the American Statistical Association, 94(448), 1330–
1340.
Cullis, B. R. (2010). Personal communication.
Cullis, B. R. & Gleeson, A. C. (1991). Spatial analysis of field experiments - an extension
to two dimensions. Biometrics, 47(4), 1449–1460.
Bibliography 255
Cullis, B. R., Smith, A. B., & Verbyla, A. P. (2005). Mixed models: a one-day tour. 20th
InternationalWorkshop on Statistical Modelling. Sydney.
Cullis, B. R., Smith, A. B., Verbyla, A. P., Thompson, R., & Welham, S. J. (2004). Mixed
Models for Data Analysts (Draft). (This material may be available from B. R. Cullis;
email: bcullis@uow.edu.au.).
Davison, A. C. (2003). Statistical Models. Cambridge Series in Statistical and Proba-
bilisticMathematics. Cambridge: CambridgeUniversity Press.
Davison, A. C. & Hinkley, D. V. (1997). Bootstrap Methods and Their Application. Cam-
bridge Series on Statistical and Probabilistic Mathematics. Cambridge: Cambridge
University Press.
DerSimonian, R. & Laird, N. (1986). Meta-analysis in clinical trials. Controlled Clinical
Trials, 7, 177–188.
Diggle, P. J., Heagerty, P. J., Liang, K.-Y., & Zeger, S. L. (2002). Analysis of Longitudinal
Data. Oxford Statistical Science Series. Oxford: Oxford University Press, 2nd edition.
Diggle, P. J. & Ribeiro Jr., P. J. (2007).Model-based Geostatistics. Springer Series in Statis-
tics. New York: Springer.
Diggle, P. J., Ribeiro Jr., P. J., & Christensen,O. F. (2003). An introduction tomodel-based
geostatistics. In J. Møller (Ed.), Spatial statistics and computational methods (Aal-
borg, 2001), volume 173 of Lecture Notes in Statistics (pp. 43–86). New York: Springer.
Diggle, P. J., Tawn, J. A., & Moyeed, R. A. (1998). Model-based geostatistics (with dis-
cussion and a reply by the authors). Journal of the Royal Statistical Society, Series C,
47(3), 299–350.
Dobbie, M. J. & Welsh, A. H. (2001). Modelling correlated zero-inflated count data.
Australian and New Zealand Journal of Statistics, 43(4), 431–444.
Draper,N. R. & Smith,H. (1998). Applied Regression Analysis. Wiley Series in Probability
and Statistics. New York: John Wiley and Sons, 3rd edition.
Eidsvik, J., Martino, S., & Rue, H. (2009). Approximate bayesian inference in spatial
generalized linear mixedmodels. Scandinavian Journal of Statistics, 36, 1–22.
Gilmour, A., Cullis, B., Welham, S., Gogel, B., & Thompson, R. (2004). An efficient com-
puting strategy for prediction in mixed linear models. Computational Statistics &
Data Analysis, 44(4), 571–586.
Gilmour, A. R., Cullis, B. R., & Verbyla, Arunas, P. (1997). Accounting for natural and
extraneous variation in the analysis of field experiments. Journal of Agricultural,
Biological and Environmental Statistics, 2(3), 269–293.
Bibliography 256
Gilmour, A. R., Thompson, R., & Cullis, B. R. (1995). Average information REML: an
efficient algorithm for variance parameter estimation in linear mixed models. Bio-
metrics, 51(4), 1440–1450.
Gneiting, T., Genton, M. G., & Guttorp, P. (2007). Geostatistical space-time models,
stationarity, separability and full symmetry. In B. Finkenstädt, L. Held, & V. Isham
(Eds.), Statistical Methods for Spatio-Temporal Systems, volume 107 ofMonographs
on Statistics and Applied Probability chapter 4, (pp. 151–175). Boca Raton; London:
Chapman and Hall/CRC Press.
Gneiting, T., Kleiber, W., & Schlather,M. (2010). Matérn cross-covariance functions for
multivariate randomfields. Journal of the American Statistical Association, 105(491),
1167–1177.
Gotway, C. A. & Stroup, W. W. (1997). A generalized linear model approach to spatial
data analysis and prediction. Journal of Agricultural, Biological and Environmental
Statistics, 2(2), 157–178.
Goulard, M. & Voltz, M. (1992). Linear coregionalization model: tools for estimation
and choice of cross-variogrammatrix. Mathematical Geology, 24(3), 269–286.
Guillot, G., Lorén, N., & Rudemo,M. (2009). Spatial prediction of weed intensities from
exact count data and image-based estimates. Journal of the Royal Statistical Society,
Series C - Applied Statistics, 58(4), 525–542.
Handcock, M. S. & Stein, M. L. (1993). A Bayesian analysis of kriging. Technometrics,
35(4), 403–410.
Harville, D. A. (1997). Matrix Algebra from a Statistician’s Perspective. New York:
Springer.
Haskard, K. A. (2007). An anisotropic Matérn spatial covariance model: REML estima-
tion and properties. PhD thesis, The University of Adelaide, Adelaide.
Haskard, K. A., Cullis, B. R., & Verbyla, A. P. (2007). Anisotropic Matérn correlation
and spatial prediction using REML. Journal of Agricultural, Biological and Environ-
mental Statistics, 12(2), 147–160.
Hastie, T., Tibshirani, R., & Friedman, J. (2009). The Elements of Statistical Learn-
ing: Data Mining, Inference and Prediction. Springer Series in Statistics. New York:
Springer, 2nd edition.
Hayes, J. F. & Hill, W. G. (1981). Modification of estimates of parameters in the con-
struction of genetic selection indices (“bending”). Biometrics, 37, 483–493.
Healy, M. J. R. (2000). Matrices for Statistics. Oxford: Oxford University Press, 2nd
edition.
Bibliography 257
Henderson, C. R. (1950). Estimation of genetic parameters (abstract). Annals of Math-
ematical Statistics, 21(2), 309–310.
Henderson, C. R. (1973). Sire evaluation and genetic trends. In Proceedings of the
Animal Breeding and Genetics Symposium in Honor of Dr. Jay L. Lush, Virginia Poly-
technic Institute and State University, Blacksburg, Virginia, 1972 (pp. 10–41). Cham-
paign: American Society of Animal Science and the American Dairy Science Associ-
ation.
Henderson, C. R. (1975). Best linear unbiased estimation and prediction under a selec-
tion model. Biometrics, 31(2), 423–447.
Henderson, C. R. (1984). Applications of Linear Models in Animal Breeding. Guelph:
University of Guelph.
Henderson, H. V. & Searle, S. R. (1981). On deriving the inverse of a sum of matrices.
SIAM Review, 23(1), 53–60.
Hengl, T., Heuvelink, G. B. M., & Stein, A. (2004). A generic framework for spatial pre-
diction of soil variables based on regression-kriging. Geoderma, 120, 75–93.
Hiederer, R. (2009). Distribution of organic carbon in soil profile data. EUR 23980 EN.
Technical report, Office for Official Publications of the EuropeanCommunities, Lux-
embourg.
Higgins, J. P. T. & Thompson, S. G. (2002). Quantifying heterogeneity in ameta-analysis.
Statistics in Medicine, 21(11), 1539–1558.
James, G., Alchian, A. A., & James, R. C. (1976). Mathematics Dictionary. New York: Van
Nostrand Reinhold Co., 4th edition.
Jones, R. E., Vere, D. T., Alemseged, Y., & Medd, R. W. (2005). Estimating the economic
cost of weeds in Australian annual winter crops. Agricultural Economics, 32, 253–
265.
Journel, A. G. & Huijbregts, C. J. (1978). Mining Geostatistics. London: Academic Press.
Kavvoura, F. K. & Ioannidis, J. P. A. (2008). Methods for meta-analysis in genetic as-
sociation studies: a review of their potential and pitfalls. Human Genetics, 123(1),
1–14.
Kitanidis, P. K. (1987). Parametric estimation of covariances of regionalized variables.
Water Resources Bulletin, 23(4), 557–567.
Kitanidis, P. K. (1993). Generalized covariance functions in estimation. Mathematical
Geology, 25(5), 525–540.
Krige, D. G. (1951). A statistical approach to some basic mine valuation problems on
the Witwatersrand. Journal of the Chemical, Metallurgical and Mining Society of
South Africa, 52(6), 119–139.
Bibliography 258
Kyriakidis, P. C. & Journel, A. G. (1999). Geostatistical space-time models: a review.
Mathematical Geology, 31(6), 651–684.
Lark, R.M. (2000). Estimating variograms of soil properties by themethod-of-moments
andmaximum likelihood. European Journal of Soil Science, 51, 717–728.
Lark, R. M., Cullis, B. R., & Welham, S. J. (2006). On spatial prediction of soil proper-
ties in the presence of a spatial trend: the empirical best linear unbiased predictor
(E-BLUP) with REML. European Journal of Soil Science, 57, 787–799.
Lark, R. M. & Papritz, A. (2003). Fitting a linear model of coregionalization for soil
properties using simulated annealing. Geoderma, 115, 245–260.
Laslett, G. M. & McBratney, A. B. (1990). Further comparison of spatial methods for
predicting soil pH. Soil Science Society of America Journal, 54(6), 1553–1558.
Little, R. J. A. & Rubin, D. B. (2002). Statistical Analysis with Missing Data. Wiley Series
in Probability and Statistics. Hoboken: JohnWiley and Sons, 2nd edition.
Marchant, B. P. & Lark, R. M. (2007). Estimation of linear models of coregionalization
by residual maximum likelihood. European Journal of Soil Science, 58, 1506–1513.
Mardia, K. V. & Watkins, A. J. (1989). On multimodality of the likelihood in the spatial
linear model. Biometrika, 76(2), 289–295.
Martin, R. J. (1979). A subclass of lattice processes applied to a problem in planar
sampling. Biometrika, 66(2), 209–217.
Matheron, G. (1963). Principles of geostatistics. Economic Geology, 58(8), 1246–1266.
McBratney, A. B. & Webster, R. (1983). Optimal interpolation and isarithmic mapping
of soil properties. V. Co-regionalization and multiple sampling strategy. Journal of
Soil Science, 34(1), 137–162.
McCulloch, C. E., Searle, S. R., & Neuhaus, John, M. (2008). Generalized, Linear, and
Mixed Models. Wiley Series in Probability and Statistics. Hoboken: John Wiley and
Sons, 2nd edition.
McGilchrist, C. A. (1994). Estimation in generalizedmixedmodels. Journal of the Royal
Statistical Society Series B - Methodological, 56(1), 61–69.
Minasny, B. &McBratney, A. B. (2005). TheMatérn function as a general model for soil
variograms. Geoderma, 128, 192–207.
Mrode, R. A. (2005). Linear Models for the Prediction of Animal Breeding Values.
Wallingford: CABI Publishing, 2nd edition.
Odeh, I. O. A., McBratney, A. B., & Chittleborough, D. J. (1995). Further results
on prediction of soil properties from terrain attributes: heterotopic cokriging and
regression-kriging. Geoderma, 67(3/4), 215–226.
Bibliography 259
Odgers, N. P., McBratney, A. B., & Minasny, B. (2011). Bottom-up digital soil mapping.
I. Soil layer classes. Geoderma, 163, 38–44.
Pawitan, Y. (2001). In All Likelihood: Statistical Modelling and Inference Using Likeli-
hood. Oxford: Oxford University Press.
Pebesma, E. J. (2004). Multivariable geostatistics in S: the gstat package. Computers &
Geosciences, 30, 683–691.
Pelletier, B., Dutilleul, P., Larocque, G., & Fyles, J. W. (2004). Fitting the linear model
of coregionalization by generalized least squares. Mathematical Geology, 36(3), 323–
343.
Press, W. H., Teukolsky, S. A., Vetterling, W. T., & Flannery, B. P. (2002). Numerical
Recipes in C++: The Art of Scientific Computing. Cambridge: Cambridge University
Press, 2nd edition.
RDevelopment Core Team (2010). R: A Language and Environment for Statistical Com-
puting. R Foundation for Statistical Computing, Vienna, Austria.
Rayment, G. E. & Higginson, F. R. (1992). Australian Laboratory Handbook of Soil and
Water Chemical Methods. Melbourne: Inkata Press.
Renshaw, E. (1991). Modelling Biological Populations in Space and Time. Cambridge
Studies in Mathematical Biology. Cambridge: CambridgeUniversity Press.
Rew, L. J. & Cousens, R. D. (2001). Spatial distribution of weeds in arable crops: are
current sampling and analytical methods appropriate? Weed Research, 41(1), 1–18.
Rew, L. J., Whelan, B., & McBratney, A. B. (2001). Does kriging predict weed distribu-
tions accurately enough for site-specific weed control? Weed Research, 41(3), 245–
263.
Rice, J. A. (1995). Mathematical Statistics and Data Analysis. Belmont: Duxbury Press,
2nd edition.
Robert, P. (1999). Dear Readers. Precision Agriculture, 1(2), 123.
Robinson, G. K. (1991). That BLUP is a good thing: the estimation of random effects.
Statistical Science, 6(1), 15–51.
Searle, S. R. (1971). Linear Models. New York: JohnWiley and Sons.
Searle, S. R. (1982). Matrix Algebra Useful for Statistics. Wiley Series in Probability and
Statistics. Hoboken: JohnWiley and Sons.
Searle, S. R., Casella, G., & McCulloch, C. E. (1992). Variance Components. Wiley Series
in Probability and Statistics. Hoboken: JohnWiley and Sons.
Bibliography 260
Self, S. G. & Liang, K.-Y. (1987). Asymptotic properties of maximum likelihood esti-
mators and likelihood ratio tests under nonstandard conditions. Journal of the Amer-
ican Statistical Association, 82(398), 605–610.
Shatar, T. M. (2002). Exploratory data analysis for site-specific crop management. PhD
thesis, University of Sydney, Sydney.
Smith, A. B., Stringer, J. K., Wei, X., & Cullis, B. R. (2007). Varietal selection for perennial
crops where data relate to multiple harvests from a series of field trials. Euphytica,
157(1-2), 253–266.
Stefanova, K. T., Smith, A. B., & Cullis, B. R. (2009). Enhanced diagnostics for the spatial
analysis of field trials. Journal of Agricultural Biological and Environmental Statistics,
14(4), 392–410.
Stein, M. L. (1999). Interpolation of Spatial Data: Some Theory for Kriging. New York:
Springer.
Stein, M. L., Chi, Z., & Welty, L. J. (2004). Approximating likelihoods for large spatial
data sets. Journal of the Royal Statistical Society, Series B (Methodological), 66(2),
275–296.
Stewart, J. (1995). Calculus. Pacific Grove: Brooks/Cole Publishing Company, 3rd edi-
tion.
Stram,D. O. & Lee, J. W. (1994). Variance components testing in the longitudinalmixed
effects model. Biometrics, 50(4), 1171–1177.
Tewarson, R. P. (1973). Sparse Matrices. Mathematics in Science and Engineering. Lon-
don: Academic Press.
Thomson, P. C. (2010). Personal communication.
Trikalinos, T. A., Salanti, G., Zintzaras, E., & Ioannidis, J. P. A. (2008). Meta-analysis
methods. In Genetic Dissection of Complex Traits, volume 60 of Advances in Genetics
chapter 13, (pp. 311–334). Elsevier Academic Press Inc., San Diego, CA, 2nd edition.
Varin, C., Reid, N., & Firth, D. (2011). An overview of composite likelihood methods.
Statistica Sinica, 21(1), 5–42.
Vecchia, A. V. (1988). Estimation and model identification for continuous spatial pro-
cesses. Journal of the Royal Statistical Society Series B - Methodological, 50(2), 297–
312.
Verbyla, A. P. (1990). A conditional derivation of residual maximum likelihood.
Australian Journal of Statistics, 32(2), 227–230.
Visscher, P. M. (2006). A note on the asymptotic distribution of likelihood ratio tests to
test variance components. Twin Research and Human Genetics, 9(4), 490–495.
Bibliography 261
Warnes, J. J. & Ripley, B. D. (1987). Problems with likelihood estimation of covariance
functions of spatial Gaussian processes. Biometrika, 74(3), 640–642.
Webster, R. (1968). Fundamental objections to the 7th approximation. Journal of Soil
Science, 19(2), 354–366.
Webster, R. & Oliver, M. (2001). Geostatistics for Environmental Scientists. Chichester:
JohnWiley and Sons.
Welham, S., Cullis, B. R., Gogel, B., Gilmour, A., & Thompson, R. (2004). Prediction in
linear mixed models. Australian and New Zealand Journal of Statistics, 46(3), 325–
347.
Welsh, A. H., Cunningham, R. B., Donnelly, C. F., & Lindenmayer, D. B. (1996). Model-
ling the abundance of rare species: statistical models for counts with extra zeros.
Ecological Modelling, 88, 297–308.
Welty, L. J. & Stein, M. L. (2004). Modeling phytoplankton: covariance and variogram
model specification for phytoplankton levels in LakeMichigan. In X. Sanchez Vila, J.
Carrera, & J. J. Gomez Hernandez (Eds.), geoENV IV - Geostatistics for Environmental
Applications: Proceedings, volume 13 of Quantitative Geology and Geostatistics (pp.
163–173). Dordrecht: Springer.
White, R. E. (1997). Principles and Practice of Soil Science. Oxford: Blackwell Science,
3rd edition.
Wiles, L. J. (2005). Sampling to make maps for site-specific weed management. Weed
Science, 53(2), 228–235.
Wolfe, T. & Cregan, P. (2003). Smart rotations: farming systems for the future. In J. Prat-
ley (Ed.), Principles of Field Crop Production chapter 7, (pp. 294–320). Melbourne:
Oxford University Press, 4th edition.
Young, A. & Young, R. (2001). Soils in the Australian Landscape. South Melbourne:
Oxford University Press.
Zhang, H. (2002). On estimation and prediction for spatial generalized linear mixed
models. Biometrics, 58, 129–136.
Zimmerman, D. L. (1989). Computationally efficient restricted maximum likelihood
estimation of generalized covariance functions. Mathematical Geology, 21(7), 655–
672.
