On Interpolation Problem in Paraconsistent Extensions of the Minimal Logic  by Maksimova, Larisa
On Interpolation Problem in Paraconsistent
Extensions of the Minimal Logic
Larisa Maksimova
1 ,2
Institute of Mathematics
Siberian Branch of Russian Academy of Sciences
Novosibirsk 630090, Russia
Abstract
Interpolation problem over Johansson’s minimal logic J is investigated. We present a semantic method for
proving interpolation and apply it to extensions of J. A modiﬁcation of Kripke-style semantics for the logic
J is oﬀered and completeness theorem for a number of propositional J-logics is proved. We ﬁnd a suﬃcient
condition for interpolation in J-logics in terms of Kripke models. We propose a construction of matched
product of models, which allows to prove interpolation theorem in a number of known extensions of the
minimal logic.
We show that the behavior of interpolation in the family of J-logics diﬀers from that in superintuitionistic
and positive logics. It is known that intersection of two incomparable superinstuitionistic or positive logics
never has Craig’s interpolation property CIP, and the sum of such logics with CIP always has CIP. We
prove that the sum of J-logics with CIP can be without CIP and even without the restricted interpolation
property IPR. On the other hand, there are examples of incomparable J-logics whose intersection has CIP.
We use a classiﬁcation of paraconsistent logics built by S.Odintsov in order to describe location of paracon-
sistent logics with CIP.
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1 Introduction
Interpolation is one of fundamental properties of logical systems. In this paper we
investigate the interpolation property and projective Beth’s property in extensions
of Johansson’s minimal logic J. This logic has the same positive fragment as the
intuitionistic logic Int but has no special axioms for negation, so Int is one of the
extensions of J. The logics over J not including Int are paraconsistent, they admit
non-trivial theories containing some proposition together with its negation. All
logics with the interpolation property over Int are fully described, and interpolation
problem over Int is decidable. What comes about if we consider all the logics over
J?
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Interpolation theorem for the classical predicate logic was proved by W.Craig
[1]. For the intuitionistic predicate logic and for a predicate version of the minimal
logic such theorem was ﬁrst proved by Schu¨tte [12] who used syntactic approach.
In [3] a description of all propositional superintuitionistic logics with Craig’s
interpolation property CIP was obtained, and in [6] all such logics with projective
Beth’s property PBP were found. All positive logics with CIP were described in [4],
and with PBP in [8], where a study of the mentioned properties was initiated for
extensions of Johansson’s minimal logic J too, in particular, all positively axioma-
tizable J-logics and all negative logics with CIP or PBP were described. In [9] we
found eﬃcient criteria for validity CIP or PBP in some series of J-logics.
In the present paper we concentrate on the interpolation property over J. We
propose a semantical method for proving interpolation and apply it to extensions of
the propositional minimal logic. A similar method for modal logics was proposed in
[5], also it was implicitly applied in [3] for proving interpolation in superintuitionistic
logics.
We propose a modiﬁcation of Kripke-style semantics for the logic J and prove
completeness theorem for a number of J-logics. In Section 4 we prove Theorem 4.5,
which gives a suﬃcient condition for CIP in J-logics in terms of Kripke models. In
Section 5 we propose a construction of the matched product of models, which allows
to prove interpolation theorem in a number of known extensions of the minimal
logics.
We show that the behavior of interpolation in the family of J-logics diﬀers from
that in superintuitionistic and positive logics. It is known that intersection of two
incomparable superinstuitionistic, positive or negative logics never has CIP, and the
sum of two logics with CIP always has CIP. In Section 6 we prove that the sum of
J-logics with CIP can be without CIP and even without the restricted interpolation
property IPR. On the other hand, there are examples of incomparable logics whose
intersection has CIP.
We use a classiﬁcation of paraconsistent logics built by S.Odintsov [10] in order
to describe location of paraconsistent logics with CIP.
2 Preliminaries
The language of the logic J contains &,∨,⊃,⊥, as primitive; negation is deﬁned
by ¬A = A ⊃ ⊥; (A ≡ B) = (A ⊃ B)&(B ⊃ A). A formula is said to be positive if
it contains no occurrences of ⊥. The logic J can be given by the calculus, which has
the same axiom schemes as the positive intuitionistic calculus Int+, and the only
rule of inference is modus ponens. By J-logic we mean an arbitrary set of formulas
containing all the axioms of J and closed under modus ponens and substitution
rules. A J-logic is said to be superintuitionistic if it contains the intuitionistic
logic Int=J+(⊥ ⊃ p), and negative if it contains the logic Neg=J+⊥. A logic is
consistent if it diﬀers from the set of all formulas; a J-logic is paraconsistent if it
contains neither Int nor Neg. For any J-logic L we denote by E(L) the family of all
J-logics containing L. If p is a list of variables, A(p) denotes a formula, whose all
L. Maksimova / Electronic Notes in Theoretical Computer Science 165 (2006) 107–119108
variables are in p, and F(p) is the set of all these formulas.
Let L be a logic, L a consequence relation of L. Let p, q, q
′ be disjoint
lists of variables containing neither x nor y, and q and q′ be of the same length,
A(p,q, x) a formula. Say that a logic L has the projective Beth property PBP, if
L A(p,q, x)&A(p,q
′, y) ⊃ (x ≡ y) implies L A(p,q, x) ⊃ (x ≡ B(p)) for some
formula B(p); L has the Beth property BP, if L A(p, x)&A(p, y) ⊃ (x ≡ y) implies
L A(p, x) ⊃ (x ≡ B(p)) for a suitable formula B(p). The formula B(p) is called
an explicit deﬁnition of x.
The property PBP was considered, for example, in [6]. It is evident that BP is
a particular case of PBP. Moreover, it was proved in [2] that all superintuitionistic
logics possess the property BP. In the same way one can prove this property for all
J-logics.
Following to [1], one can derive the projective Beth property from the interpo-
lation property CIP deﬁned as follows (where the lists p,q, r are pairwise disjoint):
CIP. If L A(p,q) ⊃ B(p, r), then there is a formula C(p) such that L
A(p,q) ⊃ C(p) and L C(p) ⊃ B(p, r).
The formula C(p) is called an interpolant.
Also we consider a restricted interpolation property IPR introduced in [7]:
IPR. If A(p,q), B(p, r) L C(p), then there is a formula A
′(p) such that
A(p,q) L A
′(p) and A′(p), B(p, r) L C(p).
It was proved in [9] that
CIP ⇒ PBP ⇒ IPR
in E(J). We cite the main results of the papers [3,6,8]. The intuitionistic logic
Int=J+(⊥ ⊃ p) has exactly seven consistent extensions with CIP [3] and ﬁfteen
consistent extensions with PBP [6]. The positive logic J+=Int+ has exactly three
consistent extensions with CIP and six consistent extensions with PBP [8]. Denote
Neg = J +⊥. In [8] the following theorems were proved.
Theorem 2.1 If Ax is a set of positive formulas, then the following are equivalent:
(i) J + Ax has CIP (respectively, PBP),
(ii) Neg + Ax has CIP (respectively, PBP),
(iii) the positive logic J+ + Ax has CIP (respectively, PBP).
Theorem 2.2 (i) The minimal logic J has exactly seven positively axiomatizable
extensions with the projective Beth property, and four of them have the inter-
polation property.
(ii) The properties PBP and CIP are decidable on the class of positively axiomati-
zable extensions of the minimal logic.
Taking into account the results of [8] we conclude that all positively axiomatiz-
able extensions of the minimal logic with CIP are the following:
J, JC = J + (p ⊃ q) ∨ (q ⊃ p), JE = J + p ∨ (p ⊃ q), For = J + p.
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Theorem 2.3 (i) There are exactly seven extensions of Neg = J +⊥ with PBP,
and exactly four of them possess CIP.
(ii) The properties CIP and PBP are decidable in E(Neg).
We can list all consistent extensions of the logic Neg with CIP:
Neg, NC = Neg + (p ⊃ q) ∨ (q ⊃ p), NE = Neg + p ∨ (p ⊃ q).
3 Modiﬁed semantics
K.Segerberg [13] proved completeness theorem for J and for some of its extensions
with respect to Kripke-style semantics. We propose a modiﬁcation of this semantics
convenient for our purpose.
A subset X of a partially ordered set W is a cone if it satisﬁes the condition:
x ∈ X, x ≤ y ⇒ y ∈ X.
A J-frame (or simply, a frame) is a triple W = (W,≤, Q), where W is a non-
empty set partially ordered by ≤ and having a greatest element ∞, Q is a cone of
W containing ∞.
A model of language L is a system M = (W,≤, Q, |=), where (W,≤, Q) is a frame,
|= a relation between elements of W and formulas of L satisfying the conditions:
(1) x |= p, x ≤ y ⇒ y |= p for any variable p of L;
(2) ∞ |= p for any variable p of L;
(3) x |= ⊥ ⇐⇒ x ∈ Q;
(4) x |= (A&B) ⇐⇒ (x |= A and x |= B);
(5) x |= (A ∨B) ⇐⇒ (x |= A or x |= B);
(6) x |= (A ⊃ B) ⇐⇒ (∀y)(x ≤ y ⇒ (y |= A⇒ y |= B)).
Lemma 3.1 For any model M of language L:
(1) ∞ |= A for any formula A of L;
(2) x |= A, x ≤ y ⇒ y |= A for any formula A of L.
A model (or a frame) is said to be initial if it has a least element. If x ∈ W ,
denote by W x the frame {y| x ≤ y} with the same ordering; Mx denotes the
restriction of a model M to W x.
A formula A is valid in a model M if x |= A for any x ∈M .
Let L ∈ E(J). A model M of language L is an L-model if x |= A for any x ∈M
and any formula A ∈ L of language L.
We denote a notion of a canonical model ML of language L. A set T of formulas
of language L is an L-theory of language L if it contains L ∩ L and is closed under
modus ponens; an L-theory T is prime if satisﬁes the condition: (A ∨ B) ∈ T ⇒
(A ∈ T or B ∈ T ) for any A,B. In particular, the set F (L) of all formulas of
language L is a prime L-theory of language L.
Canonical model ML of language L is constructed as follows. Denote by WL the
set of all prime L-theories of language L, where ≤L is set inclusion, QL = {T ∈
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WL| ⊥ ∈ T}. Deﬁne
ML = (WL,≤L, QL, |=L),
where for any T ∈WL and any variable p:
T |=L p ⇐⇒ p ∈ T.
Note that F (L) is the greatest element of WL.
A deﬁnition of a canonical model was introduced by Segerberg [13]. Its diﬀerence
from our deﬁnition is that the theory F (L) was not included in WL. The following
theorems of [13] hold also for models of our paper.
Theorem 3.2 (On canonical model) For any J-logic L and language L the canon-
ical model ML of language L is an L-model. Moreover, for any theory T in ML and
for any formula A of language L:
T |= A ⇐⇒ A ∈ T.
Theorem 3.3 (Completeness) For any formula A of language L and for any J-logic
L: A is in L iﬀ A is valid in all L-models of language L.
We consider the following logics:
JK = J + ¬A ∨ ¬¬A,
JEQ1 = J + (⊥ ⊃ A ∨ (A ⊃ B)),
JEQ2 = J + (⊥ ⊃ A) ∨ (⊥ ⊃ (A ⊃ B)),
JF = J + (⊥ ⊃ A ∨B) ⊃ (⊥ ⊃ A) ∨ (⊥ ⊃ B),
JKEQ1 = J + ¬A ∨ ¬¬A+ (⊥ ⊃ A ∨ (A ⊃ B)),
JKF = J + ¬A ∨ ¬¬A + (⊥ ⊃ A ∨B) ⊃ (⊥ ⊃ A) ∨ (⊥ ⊃ B).
In [13] Kripke completeness of J and of a number of other J-logics was proved,
among them the logics JK, JEQ1 , JE
Q
2 , JKE
Q
1 . Completeness of JF is proved in [14].
Since we changed the notion of J-model, we must change the conditions on models.
We consider the following conditions:
(K1) W −Q is empty or has a greatest element.
(K2) All elements of (W ∩Q)− {∞} are pairwise incomparable.
(K3) (W ∩Q)− {∞} contains not more than one element.
(K4) For any x ∈W the set (W x ∩Q) has a least element.
Proposition 3.4 Let L be an arbitrary J-logic, L an arbitrary language and ML
the canonical model of language L.
(i) If L contains the axiom ¬A ∨ ¬¬A, then initial cones of ML satisfy (K1).
(ii) If L contains the axiom ⊥ ⊃ A ∨ (A ⊃ B), then initial cones of ML satisfy
(K2).
(iii) If L contains the axiom (⊥ ⊃ A) ∨ (⊥ ⊃ (A ⊃ B)), then initial cones of ML
satisfy (K3).
(iv) If L contains the axiom (⊥ ⊃ A ∨B) ⊃ (⊥ ⊃ A) ∨ (⊥ ⊃ B), then ML and all
of its cones satisfy (K4).
It follows
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Proposition 3.5 Calculi JK, JEQ1 , JE
Q
2 , JF, JKE
Q
1 , JKF are determined by the
classes of all J-models satisfying the conditions (K1), (K2), (K3), (K4), (K1) and
(K2), (K1) and (K4), respectively.
4 Suﬃcient conditions for interpolation
In this section we prove Theorem 4.5, which gives a suﬃcient condition for interpo-
lation in J-logics. First give deﬁnitions and prove some lemmas.
Let frames W1,W0 be given. A mapping θ of W1 onto W0 is said to be a
p-morphism of frames if it satisﬁes the conditions:
(p1) x, y ∈W1, x ≤1 y ⇒ θ(x) ≤0 θ(y);
(p2) x ∈W1, y ∈W0, θ(x) ≤0 y ⇒ (∃z ∈W1)(x ≤1 z ∧ θ(z) = y);
(p3) x ∈ Q1 ⇐⇒ θ(x) ∈ Q0.
It follows from (p1) that for any p-morphism θ of W1 onto W0 we have: θ(∞1) =
∞0, and if W1 is an initial frame with the least element a, then θ(a) is the least
element of W0.
Let two models M1 of language L1 and M0 of language L0 contained in L1 be
given. A mapping θ of W1 onto W0 is said to be an L0-morphism of models if
satisﬁes the conditions:
(m1) θ is a p-morphism of frames;
(m2) for any x ∈W1 and for any variable p of language L0:
x |=1 p ⇐⇒ θ(x) |=0 p.
Lemma 4.1 Let θ be L0-morphism of a model M1 of language L1 onto a model M0
of language L0. For any x ∈W1 and for any formula A of language L0:
x |=1 A ⇐⇒ θ(x) |=0 A.
We need some natural morphisms of canonic L-models. We prove the following
lemmas.
Lemma 4.2 Let L1 ⊇ L0, T1 be any L-theory of language L1 and T0 = T1 ∩ L0 a
prime L-theory of language L0. Then T1 can be extended to a prime L-theory T
′
1 of
language L1 such that T
′
1 ∩ L0 = T0.
Lemma 4.3 (On canonical morphisms) Let M1 be a canonical model of language
L1 and M0 a canonical model of language L0 contained in L1. Then the mapping
θ(T1) = T1 ∩ L0,
where T1 ∈M1, is an L0-morphism of M1 onto M0.
Let L0 = L1∩L2. Say that formulas A and B of languages L1 and L2 respectively
are L0-inseparable in L if there is no formula C of language L0 such that L  A ⊃ C
and L  C ⊃ B.
Lemma 4.4 (Separation) Let A,B be formulas of languages L1 and L2 respectively
and L0 = L1 ∩ L2. If A and B are L0-inseparable in L, then there exist prime L-
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theories T1 of language L1 and T2 of language L2 such that A ∈ T1, B ∈ T2 and
T1 ∩ L0 = T2 ∩ L0.
Say that a class of models K is stable if for any initial models M1 of language L1,
M2 of language L2 and M0 of language L0 = L1∩L2 in K and for any L0-morphisms
θ1 : M1 →M0, θ2 : M2 → M0 there exist an initial model M of language L = L1∪L2
belonging to K, and also L1-morphism φ of M onto M1 and L2-morphism ψ of M
onto M2 such that θ1φ = θ2ψ.
Theorem 4.5 Let a class of L-models contain all initial cones of canonical L-
models of all languages based on ﬁnite sets of variables. If this class is stable,
then L has CIP.
Proof. Let K be a class of models satisfying the conditions of the theorem. Let A,B
be some formulas of languages L1 and L2 respectively, L0 = L1∩L2, and A and B be
L0-inseparable. By Separation Lemma there exist prime L-theories T10 of language
L1 and T20 of language L2 such that A ∈ T10, B ∈ T20 and T10 ∩ L0 = T20 ∩ L0.
Then T10 ∈ M
′
1, T20 ∈ M
′
2, where M
′
1 and M
′
2 are canonical L-models of languages
L1 and L2 respectively. For i = 1, 2 we denote by Mi the cone of M
′
i containing of
extensions of Ti0. By Lemma on canonical morphisms the mappings
θi(Ti) = Ti ∩ L0, i = 1, 2,
where Ti ∈ Mi, are L0-morphisms of Mi onto a model M0, which is a cone of the
canonical L-model of language L0 generated by T00 = θi(Ti0).
By stability K there exist an initial L-model M of language L = L1∪L2, which
belongs to K, and also L1-morphism φ of M onto M1 and L2-morphism ψ of M
onto M2 such that θ1φ = θ2ψ. Let x0 be the least element of M . By monotonicity of
p-morphisms we obtain φ(x0) = T10, ψ(x0) = T20. By Lemma 4.1 we have x0 |= A
ans x0 |= B, and so x0 |= A ⊃ B. Thus the formula A ⊃ B is not in L. Theorem is
proved. 
5 Extensions of the minimal logic with CIP
We ﬁnd stable classes for a number of logics in order to prove CIP for these logics.
A similar construction for modal logics was proposed in [5], also it was implicitly
applied in [3] for proving interpolation in superintuitionistic logics.
We deﬁne a notion of some special product of models. Let two models M1 of
language L1 and M2 of language L2 have a common L0-morphic image M0, where
L0 = L1∩L2, under L0-morphisms θ1, θ2 respectively. Let us consider the following
model
M = (W,≤, Q, |=)
of language L = L1 ∪ L2. Set
W = {(a, b)| a ∈W1, b ∈W2, θ1(a) = θ2(b)},
(a, b) ≤ (a′, b′) ⇐⇒ (a ≤1 a
′ and b ≤ b′),
Q = {(a, b) ∈W | a ∈ Q1, b ∈ Q2},
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(a, b) |= p ⇐⇒ ((p ∈ L1 and a |=1 p) or (p ∈ L2 and b |=2 p)).
The model M is called a matched product of M1 and M2 over M0.
Note that θ1(∞1) = θ2(∞2) by monotonicity of p-morphisms, so the pair ∞ =
(∞1,∞2) belongs to W and is the greatest element in this set. Moreover, if M1 and
M2 are initial models generated by a1 and a2 respectively, then θ(a1) = θ(a2) is the
least element of M0, the pair (a1, a2) belongs to W and is the least element of M ,
so M is an initial model.
Lemma 5.1 Let two models M1 of language L1 and M2 of language L2 have a
common L0-morphic image M0, where L0 = L1 ∩ L2, under L0-morphisms θ1, θ2
respectively, and M be their matched product over M0. Then the projection π1 is an
L1-morphism of M onto M1, and the projection π2 is an L2-morphism of M onto
M2, and θ1π1 = θ2π2.
Corollary 5.2 If a class of models is closed under matched products, then it is
stable.
Theorem 5.3 The logics J, JK, JEQ1 , JF, JKE
Q
1 and JKF have CIP.
Proof. (Sketch) We apply Theorem 4.5. For each of these logics we ﬁnd a suitable
stable class. The class of all J-models is stable, so J has CIP.
The classes Ki of models satisfying the condition (Ki) for i = 1, 4 are closed
under matched products. Due to Lemma 5.1 these classes are stable, and the
corresponding logics JK and JF, and also JKF have CIP.
The class K2 of models satisfying the condition (K2) is not closed under matched
products. Nevertheless, we prove that it is stable. Let M0,M1,M2 be initial models
in K2 and there exist p-morphisms θ1 : M1 →M0, θ2 : M2 →M0.
In the matched product M of M1 and M2 over M0 we choose a subset
W ′ = {(x, y)| x ∈ (W1 −Q1), y ∈ (W2 −Q2), θ1(x) = θ2(y)} ∪Q
′,
where
Q′ = {(x, y)| x ∈ Q1, y ∈ Q2, θ1(x) = θ2(y) =∞0}∪
{(x,∞2)| x ∈ Q1, θ1(x) =∞0} ∪ {(∞1, y)| y ∈ Q2, θ2(y) =∞0}.
Then the corresponding submodel M ′ is in K2. Moreover, the projections πi are
Li-morphisms of M
′ onto Mi. Thus K2 is stable, and JE
Q
1 has CIP. Also K1 ∩K2
is stable, and JKEQ1 has CIP. 
The proposed construction can be used for proving CIP also for a number of
other logics in E(J).
Note that the intersection of K2 and K4 is not stable. This follows from the
results of the next section, where failure of CIP is proved for the logic JEQ2 charac-
terized by K2∩K4. Also the logics (LP2∗NE)+JF, (LV∗NE)+JF and (LS∗NE)+JF
do not possess CIP. The proof is similar to Theorem 6.2.
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6 Example of logics with CIP, whose sum does not have
CIP
In superintuitionistic and positive logics, and also in modal logics containing CIP
the sum of logics with CIP always had CIP. It turns out that it does not hold for
J-logics. We ﬁnd an example of J-logics with CIP whose sum does not have CIP.
More exactly, we show that the logic JEQ2 does not possess IPR. At the same time
JEQ2 = JE
Q
1 + JF and both items have CIP by Theorem 5.3.
For the proof we use an algebraic criterion for interpolation.
We recall necessary deﬁnitions. Algebraic semantics for extensions of the min-
imal logic is build with using so-called J-algebras, i.e. algebras A =< A; &,∨,⊃
,⊥, > satisfying the conditions:
< A; &,∨,⊃,⊥, > is a lattice with respect to &,∨, where  is the greatest
element and ⊥ an arbitrary element of A, and
z ≤ x ⊃ y ⇐⇒ z&x ≤ y.
Recall that an J-algebra A is subdirectly irreducible iﬀ it has an opremum, i.e.
the greatest element of A− {}.
It is known that the class of all J-algebras is a variety, i.e. is determined by
a system of identities. For any J-logic L, V (L) denotes the variety of J-algebras,
where the identities A =  are valid for all A ∈ L.
Let V be a class of algebras invariant under isomorphisms. The class V is said
to be amalgamable if it satisﬁes the following condition AP for any algebras A,B,C
in V :
(AP ) if A is a common subalgebra of B and C, then there exist D in V and
monomorphisms δ : B→ D, ε : C→ D such that δ(x) = ε(x) for all x ∈ A.
The triple (D, δ, ε) is called an amalgam for A,B,C.
A class V has the restricted amalgamation property RAP [7] if the following is
satisﬁed:
RAP. For any A,B,C ∈ V such that A is a common subalgebra of algebras B
and C, there exist D in V and homomorphisms δ : B → D, ε : C → D such that
δ(x) = ε(x) for all x ∈ A and the restriction δ′ of δ onto A is a monomorphism.
It was proved in [8] that for any logic L in E(J), L has CIP if and only if the
variety V (L) is amalgamable. As for the restricted amalgamation property, we have
Theorem 6.1 For any logic L in E(J) or E(J+) the following are equivalent:
(1) L has IPR;
(2) V (L) has RAP;
(3) for any subdirectly irreducible J-algebras A,B,C in V (L) having the same
opremum Ω, if A is a common subalgebra of B and C, then there exist a subdirectly
irreducible algebra D in V (L) and monomorphisms δ : B → D, ε : C → D such
that δ(x) = ε(x) for all x ∈ A and δ(Ω) is an opremum of D.
Theorem 6.2 The logic JEQ2 = J + (⊥ ⊃ A) ∨ (⊥ ⊃ (A ⊃ B)) does not possess
IPR.
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Proof. We use equivalence of IPR and RAP (see Theorem 6.1) and prove that the
variety V (JEQ2 ) does not possess RAP. Consider the following partially ordered sets:
A = {⊥,Ω,}, where ⊥ < Ω < ,
B = {a,⊥,Ω,}, where a < ⊥ < Ω < ,
C = {b, c,⊥,Ω,}, where b < ⊥ < Ω < , b < c < Ω,
c and ⊥ are incomparable.
It is clear that these sets form subdirectly irreducible J-algebras, A is a subalgebra
of both B and C, and all the three algebras have a common opremum Ω. In
addidition, all the algebras are in V (JEQ2 ).
We show that there is no subdirectly irreducible D in V (JEQ2 ) satisfying the
condition 3 of Theorem 6.1. It follows that V (JEQ2 ) does not have RAP, and JE
Q
2
does not possess IPR. 
Proposition 6.3 JEQ2 = JE
Q
1 + JF.
¿From Proposition 6.3 and Theorems 6.2 and 5.3 immediately follows
Corollary 6.4 The set of J-logics with CIP is not closed under the sum of logics.
7 Location of paraconsistent logics with CIP and PBP
Recall [10] that the family PAR=E(J)− (E(Int)∪E(Neg)) of paraconsistent logics
can be splitted into intervals as follows. With any logic L in PAR one can associate
its superintuitionistic fragment Lint = L + (⊥ ⊃ p) and its negative fragment
Lneg = L +⊥. Then for any consistent L1 ∈ E(Int) and L2 ∈ E(Neg), the set
Spec(L1, L2) = {L ∈ PAR| Lint = L1 and Lneg = L2}
has the least element L1 ∗ L2 and the greatest element L1 ∩ L2. Recall [10] that
L1 ∗ L2 = J + {I(A)| A ∈ L1} ∨ {⊥ ⊃ A| A ∈ L2},
where I(A) is the result of substitution of pi ∨ ⊥ for any variable pi in A.
Proposition 7.1 If an interval Spec(L1, L2) contains a logic with CIP (or PBP),
then both logics L1, L2 have CIP (respectively, PBP).
Thus all paraconsistent logics with CIP or PBP are disposed in those intervals
Spec(L1, L2), where the logics L1 and L2 possess the same property. Recall [3,6,8]
that there are exactly ﬁfteen consistent superintuitionistic logics with PBP and
among them exactly seven logics have CIP. In addition, the number of consistent
negative logics with PBP equals six, and the number of logics with CIP equals three.
We know from [3] and [8] that the interpolation problem is decidable over Int and
Neg, i.e. there are algorithms which for any formula A, decide if the calculi Int+A
and Neg+A have CIP. It follows that for any A one can eﬃciently decide if J + A
belongs to an interval Spec(L1, L2) for some L1, L2 with CIP.
Proposition 7.2 [8] For any consistent L1 ∈ E(Neg) and L2 ∈ E(Int), the logic
L1 ∩ L2 has CIP (PBP) if and only if both logics L1 and L2 have CIP (PBP).
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Let L1 ∈ E(Neg), L2 ∈ E(Int). We deﬁne
(1) L1 ↑ L2 = (L2 ∗ L1) + (⊥ ⊃ p) ∨ (p ⊃ ⊥).
(2) L1 ⇑ L2 = (L1 ↑ L2) + (⊥ ⊃ p ∨ q) ⊃ (⊥ ⊃ p) ∨ (⊥ ⊃ q).
These logics were introduced in [9], where their algebraic representation was found.
Theorem 7.3 [9] Let L1 ∈ E(Neg) and L2 be a consistent extension of Int. Then
(i) L1 ↑ L2 has CIP iﬀ L1 ⇑ L2 has CIP iﬀ both logics L1 and L2 have CIP;
(ii) L1 ↑ L2 has PBP iﬀ L1 ⇑ L2 has PBP iﬀ L1 has CIP and L2 has PBP.
For consistent L1 ∈ E(Neg), L2 ∈ E(Int) we have:
L2 ∗ L1 ⊆ L1 ↑ L2 ⊂ L1 ⇑ L2 ⊂ L1 ∩ L2.
From Theorem 7.3 and Proposition 7.2 it follows
Proposition 7.4 Let L1 ∈ E(Neg) and L2 ∈ E(Int) be consistent logics.
(i) If L1 and L2 have CIP, then the interval Spec(L2, L1) contains at least three
logics with CIP, namely, the logics (L1 ↑ L2), (L1 ⇑ L2) and L1 ∩ L2.
(ii) If L1 has CIP and L2 has PBP, then Spec(L2, L1) contains at least three logics
with PBP, namely, the logics (L1 ↑ L2), (L1 ⇑ L2) and L1 ∩ L2.
(iii) If L1 and L2 have PBP, then Spec(L2, L1) contains at least one logic with
PBP, namely, the logic L1 ∩ L2.
Recall that there are exactly three consistent negative logics with CIP, namely,
the logics
Neg = J +⊥, NC = Neg + (p ⊃ q) ∨ (q ⊃ p), NE = Neg + (p ∨ (p ⊃ q)).
The logic Neg is characterized by all negative frames, i.e. J-frames satisfying
Q = W , the logic NC by linearly ordered negative frames, and the logic NE by
one two-element negative frame. Recall [3] that there are exactly seven consistent
superintuitionistic logics with CIP, namely, the logics
Int, KC = Int+¬A ∨ ¬¬A, LC = Int+(A ⊃ B) ∨ (B ⊃ A),
LP2 = Int + (A ∨ (A ⊃ B ∨ ¬B)),
LV = LP2 + (A ⊃ B) ∨ (B ⊃ A) ∨ (A ≡ ¬B),
LS = LP2 + KC,Cl = Int+A ∨ ¬A.
We apply the results of this paper to prove the interpolation property in a
number of logics. Some of these logics were considered in [13].
Proposition 7.5 [9] The following paraconsistent logics have CIP:
(i) J + (⊥ ⊃ p) ∨ (p ⊃ ⊥) = Neg ↑ Int;
(ii) L1 ↑ Cl = Cl∗L1 = J+{⊥ ⊃ A| A ∈ L1}+p∨(p ⊃ ⊥) for L1 ∈ {Neg,NC,NE};
(iii) J + (p ∨ (p ⊃ ⊥)) = Neg ↑ Cl;
(iv) J + (⊥ ⊃ p) ∨ (p ⊃ ⊥) + (⊥ ⊃ p ∨ q) ⊃ (⊥ ⊃ p) ∨ (⊥ ⊃ q) = Neg ⇑ Int;
(v) J + (p ∨ (p ⊃ ⊥)) + (⊥ ⊃ p ∨ q) ⊃ (⊥ ⊃ p) ∨ (⊥ ⊃ q) = Neg ⇑ Cl;
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(vi) J + (⊥ ⊃ p) ∨ (p ⊃ q) = NE ⇑ Int.
It was mentioned in Section 1 that the logic J = Int ∗Neg has CIP. It would be
interesting to ﬁnd out for which pairs of logics L1 and L2 the least logic L1 ∗ L2 of
the interval Spec(L1, L2) has CIP. By Proposition 7.1 if L ∗L
′ has CIP, then L and
L′ have CIP,
We note that Cl ∗ L2 = L2 ↑ Cl = J + {⊥ ⊃ A| A ∈ L2} + p ∨ (p ⊃ ⊥) for
any L2 ∈ E(Neg). From Proposition 7.4(i) we conclude that the least logics of
the intervals Spec(Cl, L2) have CIP for all the three consistent negative logics L2
possessing CIP. But if L1 ∈ E(Int) diﬀers from Cl, then L1 ∗ L2 = L2 ↑ L1.
Also we note that JK = KC ∗ Neg, JEQ1 = Int ∗ NE and JKE
Q
1 = KC ∗ NE, and
these three logics have CIP by Theorem 5.3. It is likely that the logics L∗L′, where
L ∈ {LP2,LV,LS}, L
′ ∈ {Neg,NE}, have CIP. For each of these logics one can ﬁnd
a suitable stable class of models by the same method as it was done in Theorem 5.3
and to apply Theorem 4.5. Also it is natural to conjecture that CIP holds for the
logics (LP2 ∗ Neg) + JF, (LV ∗Neg) + JF, (LS ∗Neg) + JF.
It was shown in [9] that in PAR there are logics with CIP, which are not presented
in Proposition 7.4.
Proposition 7.6 If a logic L ∈ E(J) has CIP, IPR or PBP, then L∩Neg has the
same property.
One can easily show that if L ∈ Spec(L1, L2), then (L ∩Neg) ∈ Spec(L1,Neg).
Moreover, for example, the logic (NC ↑ Cl)∩Neg diﬀers from the logics of Spec(Cl,Neg),
mentioned in Proposition 7.4(i).
Unlike from J-logics, intersection of two incomparable superintuitionistic, pos-
itive or negative logics never has CIP. On the other hand, the sum of logics with
CIP in these families always has CIP. We have seen in Section 6 that it is not true
for J-logics. Thus the picture of interpolation over J diﬀers from that over Int and
Neg.
It was already noted that in E(Int) and in E(Neg) there are only ﬁnitely many
logics possessing the interpolation property. So the natural questions arise:
Problem 1. How many logics in E(J) possess CIP? Is their number ﬁnite?
Problem 2. Is the interpolation problem decidable over J?
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