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Abstract 
When we hear speech, besides the linguistic content, we may gain a great deal of information 
about the speaker from their voice, such as their identity, age, gender, or emotional state. No word is 
uttered the same way, even by the same talker, so one of the main challenges in spoken word recog-
nition research is to understand the cognitive processes that underlie the processing of a complex 
signal like speech in the presence of high variability. Previous research has shown that listeners en-
code both linguistic and talker-related voice properties of the speech signal in their memory represen-
tations. Speaker variability is not the only variable we encounter; we frequently hear speech in vary-
ing auditory contexts as well. Recent evidence suggests that auditory background details, such as 
non-linguistic sounds co-occurring with spoken words, may be incorporated in our lexical memory. 
Here, I first test the hypothesis that the acoustic glimpses of words (left-overs) produced by masking 
from the associated sounds, rather than the sounds per se, are retained in memory. I then identify and 
examine the role of a novel element in the relationship between a spoken word and its associated 
sound, perceptual integrality, in the retention of sounds in memory. Last, I investigate the potential 
impact of the unique pairwise associations between words and sounds on the encoding of sounds in 
memory. My findings suggest that background sounds can be encoded in  memory, but only in cer-
tain conditions. Specifically, this can happen when the auditory episode of the word(s) consists of 
highly contrasted acoustic glimpses of the same word(s), and when the sounds are made integral to, 
hence more difficult to perceptually segregate from the words, through intensity modulation. 
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Chapter 1 
Specificity effects and spoken 
word recognition 
1.1. Introduction 
A crucial issue regarding speech perception and spoken word recognition is the understand-
ing of the cognitive processes involved in a listener’s comprehension of the intended spoken mes-
sage in the face of the high variability displayed by the speech signal. The investigation of this 
complicated issue has been organized around several, more specific questions that include: the per-
ceptual analysis stages involved, the processing computations at each stage, and the nature and con-
tent of the representations of spoken words in memory. The latter, which is also the focus of this 
introductory review, has been a matter of debate and controversy for decades, due to the complex 
nature of speech. 
1.2. Speech as a complex and integral stimulus 
1.2.1. Complexity 
 Speech is a complex stimulus, the result of the intertwining between two dimensions: a 
“linguistic” and an “indexical” one (Abercrombie, 1967). The linguistic component conveys cru-
cial information necessary for  the identification of linguistic (phonemic, lexical) contrasts (e.g., 
Allopenna et al., 1998; Gaskell & Marslen-Wilson, 2002). On the other hand, the indexical proper-
ties provide information regarding personal characteristics of the talker, such as: acoustic correlates 
of their identity (Nygaard et al., 1994; Palmeri et al., 1993; Pisoni, 1997), prosody (Watson et al., 
2008), and vocal emotional cues (Morton & Trehub, 2001). These cues can be specific to the point 
of identifying the talker (Fellowes et al., 1997; Van Lancker et al., 1985), but even when this is not 
the case, they still convey other talker-related information, such as gender, age, health, and emo-
tional state  (Kreiman, 1997; Peterson & Barney, 1952, also cited in Pisoni & Levi, 2007). In Aber-
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crombie's conception, speakers provide a personal "medium" for linguistic messages, implying that 
certain indexical properties in this medium may be “extra-linguistic".   
1.2.2. Integrality 
 Speech can also be defined as an integral stimulus, in which the two components co-exist 
simultaneously and are integral to each other, such that it is impossible to segregate one from the 
other (Vitevitch, 2003). An important characteristic of an integral stimulus is that a change in one 
of the dimensions (the relevant one) affects the other one as well (the irrelevant one). Vitevitch 
(2003) notes that although different aspects of the acoustic signal are correlated with linguistic (Zue 
& Schwartz,1980) and indexical components (Bricker & Pruzansky, 1976; Hecker, 1971), there is 
evidence from several studies using speeded classification tasks (Garner, 1974) suggesting that 
spoken language is an integral stimulus with these two dimensions (e.g., Jerger et al., 1995; Jerger 
et al., 1993). For example, in several studies by Jerger and colleagues, participants selectively at-
tended to either the linguistic (word) or indexical dimension (talker’s gender), while ignoring the 
other. In both cases, the classification performance of listeners for the relevant dimension was af-
fected by variation in the irrelevant dimension, suggesting that spoken language displays the prop-
erties of an integral stimulus.  
 Given this complex and integral nature of the speech signal, the ensuing variability is also 
complex. Besides variation in the linguistic dimension, listeners have to deal with the one arising 
in the indexical dimension as well. Individual talkers differ in their voice properties due to several 
factors, such as the physical shape and length of the oral, and nasal vocal tract cavities, which in 
turn affects the acoustic structure of the speech signal (Mullennix et al., 1989). Different talkers 
display different fundamental frequencies (Van Lancker, Kreiman, & Emmorey, 1985), speaking 
rates (Van Lancker, Kreiman, & Wickens, 1985), voice onset times (Allen et al., 2003), frication 
noise (Newman et al., 2001), and realizations of vowels (Bradlow, Torretta, & Pisoni, 1996). A 
single word may not be uttered the same twice, even by the same talker. 
 In summary, the acoustic cues to spoken words may vary in several aspects: phonetic, 
phonological and lexical context, as well as individual talker properties. The way the perceptual 
system deals with this high degree of variability during the mapping of acoustic signals to lexical 
representations has been a crucial, as well as controversial issue in speech perception and spoken 
word recognition research. The present review is only concerned with the variability arising in the 
indexical dimension of speech; the next section will present an overview of how the traditional 
view of speech perception has treated it. 
1.3. The traditional view of speech perception 
The traditional, or “analytical” view of speech perception has its roots in generative linguis-
tic approaches, that engaged a formalist view and focused on explaining two related problems: de-
scribing the linguistic competence of native speakers; and finding and explaining systematic regu-
larities and common patterns displayed by all natural languages. To this end, linguists endorsed 
several assumptions about speech that are of a strong abstractionist nature and rely on symbolic-
processing approaches. More specifically, the assumption is that speech is structured in systematic 
ways and that the linguistic information can be represented economically as a linear sequence of 
abstract, discrete symbols using an alphabet of conventional phonetic symbols. Further, the regular-
ities and common patterns observed in natural languages could be conveniently explained by sets 
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of formal rules operating on these abstract symbols (Pisoni & Levi, 2007). Since these segmental 
representations of speech were designed to code only the linguistically significant information, they 
were assumed to be free of any redundant or incidental information in the speech signal that did not 
have any linguistic relevance (Licklider, 1952; Twaddell 1952; also mentioned in Pisoni & Levi, 
2007 and Pisoni, 1997).  
This approach to speech has been embraced across a diverse range of disciplines that study 
speech processing, such as psycholinguistics, computational linguistics, cognitive and neural sci-
ences, speech and hearing sciences, as well as engineering views of modelling speech intelligibility 
(see also Jusczyk & Luce, 2002; Pisoni & Levi, 2007). Importantly, it brings along several funda-
mental theoretical assumptions that directly impact wider theoretical accounts regarding the nature 
and content of lexical representations. A review of all these assumptions and their influence on the-
oretical accounts is beyond the scope of the present introduction, where the focus is on the indexi-
cal component of the speech signal and how its variability has been treated by different theoretical 
views of speech perception. Therefore, especially relevant for the present review is that the tradi-
tional view of speech relies greatly on a set of psychological processes whose function is to "nor-
malize" the high degree of variation present in the speech signal. More specifically, the general as-
sumption has been that the normalization process is needed during the perceptual stages in order to 
reduce the acoustic-phonetic variability in the speech signal and make physically different signals 
perceptually equivalent by bringing them into conformity with some sort of common standard or 
referent (Pisoni, 1997). Put in alternative terms, normalization refers to the filtering of the indexical 
variation to allow for extracting only the linguistically relevant information for speech recognition. 
In the normalization phase, representations of stimuli that vary in acoustic detail but are part of the 
same perceptual category are treated as identical (Jusczyk & Luce, 2002; Lachs et al., 2003). 
1.3.1. The abstract view of the lexicon 
The abstract view of the lexicon is grounded on the traditional view of speech reviewed above. 
Namely, listeners normalize the highly variable speech signal and map the acoustic–phonetic input 
onto abstract phonetic representations, stored in the long-term memory system referred to as the 
mental lexicon (e.g., Cutler, 2008; Fowler & Smith, 1986; Stevens, 2002). In support of this claim, 
several studies have specifically looked for invariant, abstract categories of the speech input in the 
form of acoustic features (Blumstein & Stevens, 1980), or articulatory gestures (Fowler, 1986; 
Fowler & Rosenblum, 1991).  
Abstractionist models postulate that word recognition is subserved by abstract pre-lexical 
representations. The speech input is mapped onto these abstract phonological representations 
which, depending on the account, may be features (Gaskell & Marslen-Wilson, 1997), phonemes 
(Norris, 1994), features and phonemes (McClelland & Elman, 1986), or syllables (Mehler, 1981). 
Lexical representations are then defined in terms of these sub-lexical prototypes. Importantly, only 
information relevant for lexical discrimination is retained in the representations. Indexical variabili-
ty in the speech signal is treated as irrelevant information and discarded at an early stage of encod-
ing.  
Several computational models of spoken word recognition have implemented the abstrac-
tionst approach (e.g., Distributed Cohort Model: Gaskell & Marslen-Wilson, 1997, 1999, 2002; 
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Marslen-Wilson & Welsh, 1978; TRACE: McClelland & Elman, 1986; SHORTLIST: Norris, 1994; 
PARSYN: Luce et al., 2000; see Jusczyk & Luce, 2002 for a detailed review).  
Various phenomena have been typically explained in terms of this type of abstraction, such 
as the interpretation of variant forms of words (e.g., postman versus pos’man) as the same canoni-
cal lexical form (Cutler, 2008; Sumner & Samuel, 2005), or the different effects that phoneme tran-
sition probability has on the processing of spoken words and non-words (Vitevitch, 2003; Vitevitch 
& Luce, 1998). The robust nature of speech comprehension in the face of linguistic and indexical 
variability, as well as the ease with which listeners can comprehend speech from talkers whose 
voices they are hearing for the first time, have always served as crucial motivating factors for the 
abstractions view of the lexicon. Indeed, our subjective experience is that understanding an utter-
ance from a new talker— for instance, when a stranger in the street asks for directions, or a shop-
keeper names a price—is usually no harder than understanding the same utterance from a speaker 
whose voice is familiar to us. 
The abstract view has been criticised on several grounds, but the one that is crucial to the 
present review regards the large body of evidence showing that spoken word recognition is sensi-
tive to changes in surface characteristics of the signal, such as talker-related properties. The next 
section will first introduce an overview of this literature, and will then follow with a detailed re-
view of some relevant studies.  
1.4. Indexical Effects in Spoken Word Processing 
An extensive number of studies have shown that talker-specific indexical information is not 
stripped off the speech signal, but is retained in memory and can affect the processing of spoken 
words (e.g., Church & Schacter, 1994; Luce & Lyons, 1998; Goldinger, 1996; Nygaard et al., 
1994; Palmeri et al., 1993). This has been manifested in what is typically referred to in the litera-
ture as indexical effects. 
1.4.1 Definition of the indexical effects 
 An indexical effect arises when changes in talker-related indexical information affect the 
identification or memory of spoken words. The change can be within the same talker (change in the 
speaking rate, emotional tone), or between talkers (change in the talker gender or identity within 
the same gender). Indexical effects have been usually explained in terms of a processing cost to the 
perceptual system, caused by stimuli that mismatch on the talker-related voice details, and are typi-
cally measured in the form of a decrease in accuracy, increase in reaction latencies, or both (e.g., 
Mullennix & Pisoni, 1990; Luce & Lyons, 1998; McLennan & Luce, 2005). Alternatively, they 
have been interpreted in terms of a performance advantage, induced by the invariable/consistent 
instances of the stimulus, in this case, the same talker voice (Pufahl & Samuel, 2014).   
 A typical indexical study consists of an exposure (study), sometimes a short delay, 
followed by memory test. In the exposure phase, listeners perform a certain task that encourages 
the stimuli encoding in memory, and then in the test phase, they complete a memory task, with the 
stimuli repeated either in the same talker voice (the most common manipulation), or in a different 
talker voice. Besides the most common manipulation (i.e., the voice change) between exposure and 
test, several other voice properties have also led to the emergence of indexical effects, including  
gender, emotional intonation, phrasal intonation (statement/question), fundamental frequency (e.g., 
Church & Schacter, 1994); voice-onset-time (Allen & Miller, 2004); and speaking rate (Bradlow et 
!14
                                                              
al., 1999). On the other hand, no effect of the amplitude change has been reported (Bradlow et al., 
1999; Church & Schacter, 1994). The effect has also shown to persist over time, with an effect still 
present (advantage for stimuli repeated in the same voice) after a week delay (Goldinger, 1996).  
  In summary, indexical effects indicate that listeners seem to encode not only what 
was spoken, but also specific details about who said it and how. This enriched, specific encoding in 
turn can improve future understanding of previously encountered speakers. The next section pro-
vides an overview of typically used encoding and memory tasks, as well as some controversies re-
garding their robustness. A more detailed review regarding this issue is provided in Chapter 2. 
1.4.2. Encoding and memory tasks – Controversies 
   1.4.2.1. Encoding tasks 
 Encoding tasks are usually classified in terms of the processing depth they impart on the 
stimuli.  They range from shallow (e.g., categorise words according to the gender of the talker; also 
mentioned in Pufahl & Samuel, 2014); to moderate (e.g., reporting of the initial phoneme of the 
word), and (identifying the syntactic class of the words; Goldinger, 1996). In some encoding tasks, 
attention has been directed to the voice by having participants rate the pitch/clarity of pronunciation 
(Church & Schacter, 1994; Schacter & Church, 1992), or identify the speaker (Allen & Miller, 
2004; Goldinger, 1996; Nygaard & Pisoni, 1998; Nygaard et al., 1994). In contrast, other tasks that 
have not required any processing of voice properties include, making a lexical decision (e.g., Luce 
& Lyons, 1998); name the word category (e.g., Schacter & Church, 1992); or counting the number 
of meanings for the word (e.g., Church & Schacter, 1994; Schacter & Church, 1992). Goldinger 
(1996) observed indexical effects across several types of encoding tasks that varied in the respec-
tive processing depth, thus demonstrating that the type of encoding task did not play a particular 
role in the emergence or disappearance of an effect. Further, these effects have appeared in both 
cases when the task requires attention to voice properties, as well as when it does not (Schacter & 
Church, 1992). Hence, differences in the type of encoding tasks does not seem to play an intrinsic 
role in the emergence of indexical effects.
1.4.2.2. Memory tasks 
 Memory tasks have typically been either implicit or explicit in nature, depending on 
whether they overtly refer to the initial encoding of the stimuli (explicit), or not (implicit). Explicit 
memory tests have typically tapped into recognition memory for previously heard words via an 
‘‘old/new’’ discrimination task (e.g., Church & Schacter, 1994; Goldinger, 1996; Luce & Lyons, 
1998; Schacter & Church, 1992), a continuous recognition test (Bradlow et al., 1999; Palmeri et al., 
1993), or a cued recall test (Church & Schacter, 1994). In some studies, the recognition tests have 
included both an “old/new” discrimination on the word, as well as a “same/different” on the talk-
er’s voice for the old trials (Palmeri et al., 1993; Bradlow et al., 1999). The “old-same” and “old-
different” discrimination tasks have provided more reliable measurements of indexical effects, 
compared to the only “old/new” task, suggesting that listeners can explicitly access the talker-relat-
ed information included in the memory episodes of words, and use this information in performing 
the task.  
 In general, explicit memory tests have been considered relatively inconsistent in measuring 
indexical effects. While some studies have reported such effects (Bradlow et al., 1999; Goldinger, 
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1996; Luce & Lyons,1998; Palmeri et al., 1993), others have not (Church & Schacter, 1994; Pilotti, 
Bergman, Gallo, Sommers, & Roediger, 2000; Schacter & Church, 1992). Explaining this inconsis-
tency is further complicated by the methodological differences between studies (see Goh, 2005 for 
a review).  
 On the other hand, implicit memory tests have displayed a more reliable pattern in 
revealing indexical effects. Typically, participants have shown performance advantage on stimuli 
repeated in the same voice, as compared to a different one, on a variety of implicit tests. These 
tasks include word identification tasks for filtered words, or words presented in noise (Church & 
Schacter, 1994; Goldinger, 1996; Nygaard & Pisoni, 1998; Nygaard et al., 1994; Pilotti et al., 2000; 
Schacter & Church, 1992); stem-completion tasks (Church & Schacter, 1994; Pilotti et al., 2000; 
Schacter & Church, 1992); and speeded classification tasks (Goldinger, 1996). The next section 
presents a review of some relevant indexical studies from various research areas. 
1.4.3. A review of some indexical studies 
The evidence from studies investigating the effect of indexical variability on speech process-
ing has emerged since the early fifties and is multi-faceted in terms of the research questions and 
the methodology used. In one of the early studies, Creelman (1957) compared the intelligibility of 
words spoken by either single or multiple talkers. He found an inverse relationship between identi-
fication performance and the number of talkers. Namely, the increase in the number of talkers led 
to a decrease in identification performance. Some decades later, Pisoni and colleagues revisited 
research about the effects of talker variability on spoken word processing and representation. In a 
well-known example, Mullennix et al (1989) found that participants’ identification performance for 
blocks of familiar English words was both faster and more accurate in single-talker than in multi-
ple-talker conditions (see also, McLennan, 2003; Nusbaum & Morin, 1992; Pisoni, 1993).  
Another classical study, Goldinger (1996) exposed listeners to a study list of words spoken 
from various talkers. Afterwards, listeners were presented with a test list of words from various 
talkers, and had to identify each word as either old (previously heard), or new. Their recognition 
accuracy for old words was greater when the voice of the talker at the test phase matched that of 
the talker at the study phase, compared to when it mismatched the original talker. Using a similar 
task, Palmeri et al. (1993) had already demonstrated that the observed talker-specificity effect 
couldn’t be simply explained in terms of the semantic encoding of the talker gender with each 
word. They observed that even when an old word was spoken by a new voice with the same gender 
as the old voice, listeners’ recognition performance decreased, indicating hence that acoustic-
matching to a previous voice facilitated word recognition. A possible explanation for this acousti-
cally-specific encoding is related to the fact that the phonemic information is hardly separable from 
talker-related acoustic factors (Mullennix & Pisoni, 1990). This explanation seems particularly vi-
able given the integral nature of spoken words, that makes it impossible to segregate the linguistic 
dimension from the talker-related acoustical one (Vitevitch, 2003). 
 There is also evidence for a facilitatory effect of talker familiarity on novel word 
identification performance. For example, in a study by Nygaard et al. (1994), participants were 
trained to recognize a set of voices over a 9-day period. A group of them had to identify novel 
words spoken by the same set of talkers at different signal-to-noise (SNR) ratios. The control group 
had to identify the same words, spoken by a different set of talkers. The results demonstrated that 
the ability to identify a talker’s voice promoted the intelligibility of novel words produced by that 
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talker. This finding was interpreted as indicating that speech perception involves some talker-de-
pendent processing, such that the perceptual learning of talker-specific characteristics facilitates the 
subsequent phonetic processing of the acoustic signal. 
Consistent evidence comes  from a plethora of studies in long-term auditory priming, that 
have revealed the encoding of indexical information in long-term memory (Craik & Kirsner, 1974; 
Mullennix et al., 1989; Church & Schacter, 1994; Goldinger, 1996; Goldfinger et al., 1991; Palmeri 
et al., 1993; Nygaard et al., 1994; Luce & Lyons, 1998; Sheffert, 1998, Sommers, 1999). These 
studies use the so-called long-term priming paradigm, which consists of two blocks of stimuli: a 
prime or study block and a target or test block. Some items are repeated across blocks, while some 
in the target block are new. The observed performance (in terms of accuracy and speed) for the re-
peated items is typically higher than that for the new items. The increase in performance as a func-
tion of the item status (repeated or new) has been termed as the long-term priming effect. Changes 
in the surface properties of the stimulus (i.e., talker voice) from prime to target lead to a decrease in 
the magnitude of the priming effect. This reduction in priming due to changes in the perceptual 
properties of the stimulus has also been termed as specificity. The observed effects indicate that 
talker-related perceptual details are retained in long-term memory (Ju & Luce, 2006). The notion of 
specificity effects has been synonymous with that of indexical effects. It will be particularly useful 
and more appropriate to use when discussing the presence of these effects beyond the speech do-
main later in the chapter, since indexical properties are typically confined to the speech domain.
Other evidence for talker-specific effects on spoken word processing comes from on-line 
spoken word processing. In an eye-tracking study Creet al. (2008) investigated the time course of 
lexical activation in the presence of talker variation and found that lexical competition was reduced 
by consistent talker differences between words that were designed to be lexical competitors. In the 
first experiment, listeners were repeatedly presented with pairs of words that phonologically over-
lapped at the word onset (e.g., sheep and sheet). Some of the pairs were consistently spoken by the 
same talker (e.g., male sheep, male sheet),while other pairs the words were spoken by different 
talkers (e.g., male sheep, female sheet). Upon hearing the target word (e.g., cow), participants had 
to select the corresponding picture out of four pictures displayed on a computer screen. Whenever 
the targeted word had a cohort, the competitor’s picture was also present (couch). Participants’ eye 
movements over the picture display were tracked during the word duration. Listeners were signifi-
cantly more likely to fixate a same-talker competitor picture (e.g., both cohort sheet and target 
sheep heard in the male voice) than to fixate a different-talker competitor picture (e.g., cohort sheet 
heard in the female voice and target sheep in the male voice). In the second experiment, partici-
pants learned to identify black and white shapes from novel labels spoken by one of two talkers. 
Again, a word and its competitor (cohort or rhyme) were either consistently spoken by the same 
talker, or by different talkers. Results revealed fewer erroneous selections of competitor pictures for 
different-talker competitors than for same-talker competitors, indicating a beneficial effect of dif-
ferentiating competitors by talker. The authors interpreted the results as suggesting that listeners 
seem to retain talker-specific information when learning new words, and incorporate this informa-
tion into their word representations.  
In a follow-up study, Creel and Tumlin (2011) examined the circumstances under which lis-
teners utilize talker-specific information to inform real-time spoken word processing, with a special 
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focus on the representational levels at which this takes place. The working hypothesis was that lis-
teners might use acoustic cues in the speech signal to access the talker’s identity, which would then 
immediately constrain processing. Alternatively, or simultaneously, listeners might compare the 
signal to acoustically-detailed representations of words, without awareness of the talker’s identity. 
In a series of eye-tracked word comprehension experiments, participants learned a set of novel 
words as labels for unfamiliar pictures spoken by several talkers during the study phase and  were 
then tested on their word recognition performance as a function of talker variability.  Results re-
vealed talker-specific recognition benefits for newly-learned words both in isolation and with pre-
ceding context (embedded in sentences, such that they could give listeners talker-identity informa-
tion well in advance of the word). Namely, listeners distinguished newly-learned, phonologically 
overlapping words (such as boog and booj) faster when the two had been learned from two differ-
ent talkers (e.g., female boog, male booj) than when both were learned from the same talker (e.g., 
female book, female booj). There was little evidence that listeners used the sentential contexts to 
get talker-information, with talker-specificity effects evident only on the words themselves. The 
crucial finding was that the demands of the task at test had a significant impact on the way talker-
specific information was used, and that when the listeners' attention was fully tuned to talker identi-
fication, they could discriminate between two talkers on a similar time scale as between two words. 
When the task was to learn words, listeners did not necessarily use talker-specific information, but 
when asked explicitly to relate talkers to novel words, they were able to do  so quite easily. The 
authors argued that at least two processes might be involved, one necessary to store detailed 
acoustical representations of spoken words, and another involved in associating talkers with this 
information.  
There is also evidence for same-talker benefit on spoken word recognition performance from 
a neural correlates perspective. For example, Campeanu et al. (2013) measured event-related poten-
tials (ERPs) while participants performed recognition tasks on both the words (old vs. new) and the 
talkers (same vs. different), with words spoken in four voices. There were two voice properties 
(gender and accent) that varied between speakers, such that none, one or two of these parameters 
was congruent between study and test. Results indicated that talker congruency between study and 
test facilitated both word and talker recognition, compared to similar or no context congruency at 
test. These behavioural effects were matched by two ERP modulations. In the word recognition 
test, the same speaker condition provided the most positive left-parietal deflection of all correctly 
identified old words. In the source recognition test, a right frontal positivity was found for the same 
speaker condition compared to the different speaker conditions, regardless of response success. 
Taken together, these results suggest that the benefit of context congruency is reflected behav-
iourally and in ERP modulations typically associated with recognition memory.  
Another area of interest for investigating indexical effects has been that of perceptual learn-
ing in speech. Evidence in this area indicates that talker-specific effects at a pre-lexical level of rep-
resentation play a role in the performance benefits from talker familiarity observed at the word lev-
el (Eisner & McQueen, 2005; Kraljic & Samuel, 2007). For example, Kraljic and Samuel (2007) 
exposed participants to two speakers who differed in their pronunciation of a particular phoneme (/
d/ or /t/; /s/ or /S/). Afterwards, participants categorised sounds belonging to a /d/-/t/or /s/-/S/ con-
tinuum, in the same two voices they had already heard during the exposure phase. The findings 
demonstrated that perceptual experience leads to different learning for different types of phonemic 
contrasts. In the case of fricatives, perceptual learning was found to be talker-specific: listeners 
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were able to maintain multiple different representations simultaneously. On the other hand, for stop 
consonants, perceptual learning led to more general changes that required the listener to re-adjust 
their system upon encountering a new pronunciation. 
Variability in the speech signal has multiple facets and is not limited to only the talker-relat-
ed one. In an extensive exploratory study, Bradlow and Pisoni (1999) investigated the combined 
effects of various talker-, listener-, and item-related characteristics on spoken word recognition by 
both native and non-native listeners.  The study aimed at directly investigating the ways in which 
multiple sources of variability operate in combination. The main hypothesis was that perceptual 
difficulties introduced by one factor might be attenuated or amplified by the presence of another 
factor. To test this hypothesis, two experiments were conducted, each of which examined spoken 
word recognition under conditions that manipulated talker-, listener-, and item-related factors both 
separately and in combination, by using a carefully constructed multi-talker, multi- listener speech 
database. One of the predictions was that listeners might deal better with a high degree of phonetic 
reduction induced by a fast speaking rate when they become familiar with the speech style of a par-
ticular talker. Another prediction was that the recognition oh “hard” words (i.e., words with many 
phonetically similar neighbours; in contrast, “easy” words have few phonetically similar neigh-
bours) would be impaired for non-native listeners whenever there was a mismatch between the na-
tive and target language phoneme inventories. The first experiment investigated the effects of 
speaking rate (fast versus medium versus slow) and lexical discrimination (easy versus hard) on 
isolated word intelligibility. Listeners listened to lists of “easy” and “hard” words spoken by sever-
al talkers and at different rates and transcribed (typed) the words. Results indicated that as expect-
ed, lexical discriminability had an effect on the overall word intelligibility: easy words had higher 
overall intelligibility than hard words. This effect was categorized as a listener-related factor that 
results from listener’s knowledge of the sound-based structure of the lexicon of the language.  An 
effect of the speaking rate on overall word intelligibility was also observed, such that slow and 
medium rate words yielded higher overall intelligibility scores than fast rate words. This effect was 
categorized as a signal-related factor that might have resulted from acoustic-phonetic adjustments 
on the part of the talker when they were required to consciously adjust the speaking rate. Impor-
tantly, the authors observed a relationship between the various factors, such that the difficulties im-
posed by one factor (fast speaking rate or a difficult lexical item), could be overcome by the advan-
tage gained through the listener’s experience with the speech of a particular talker. In the second 
experiment they investigated some of the characteristics of non-native spoken word recognition as 
they relate to known characteristics of native spoken word recognition. Interestingly, the results 
revealed that spoken word recognition by non-native listeners displayed the same overall patterns 
as for native listeners. Namely, both groups of listeners recognized words more accurately when all 
the test words were spoken by the same talker relative to a condition where the talker changed from 
item to item. They also found that both groups of listeners were more accurate in recognizing 
“easy” words that were distinctive, or easily discriminated in their lexical neighbourhood, than 
“hard” words that had many phonetically similar neighbours. However, this effect was more robust 
for the non-native listeners, suggesting that these listeners have particular difficulty in recognizing 
words that require perception of fine phonetic detail for lexical discrimination. Taken together, their 
results demonstrated that spoken word recognition depends on a combination of at least three types 
of factors: 1) signal-related properties, such as speaking rate; 2) lexical factors, such as knowledge 
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of the sound-based structure of the mental lexicon, and 3) instance-specific factors, such as the lis-
tener’s prior experience with the talker’s voice.  
 In another series of experiments, Bradlow et al. (1999) investigated the encoding of the 
surface form of spoken words using a continuous recognition memory task, in an attempt to com-
pare three sources of stimulus variability -talker, speaking rate, and overall amplitude- and deter-
mine the extent to which each source of variability persisted in episodic memory. In the first exper-
iment, listeners performed an “old/new” discrimination task on each of the spoken words in a list. 
They were more accurate at recognizing a word as old if it was repeated by the same talker and at 
the same speaking rate; however, no recognition advantage for words repeated at the same overall 
amplitude was observed. In the second experiment, listeners first decided whether each word was 
old or new, and then explicitly decided whether it was repeated by the same talker, at the same rate, 
or at the same amplitude. Similar to their performance in the first experiment, they showed an ad-
vantage in recognition memory for words repeated by the same talker and at same speaking rate, 
but again, there was no advantage for the amplitude condition. Nevertheless, listeners were able to 
explicitly identify whether an old word was repeated by the same talker, at the same rate, or at the 
same amplitude. This variability was discriminated to a different extent along each of the three di-
mensions, such that: talker variability was detected better than rate variability, which in turn was 
detected better than amplitude variability. The results suggested that although information about all 
three examined properties of spoken words is encoded and retained in memory, variation in each of 
them affects episodic memory for spoken words to different extents.  
1.5. Alternative views of the lexicon 
1.5.1. The episodic view 
The broad range of evidence in support of indexical effects in spoken word processing in a 
way “revolutionised” the way speech perception and representation in memory was approached by 
theoretical accounts. Namely, it became evident that the traditional abstractionist view of speech 
perception and the respective model of the lexicon could not accommodate the evidence that listen-
ers encode fine-grain talker-related information in their memory representations.  This realisation 
led to the emergence of the exemplar-based, episodic view of the lexicon (Goldinger, 1998; 
Goldinger & Azuma, 2003). According to this view, detailed unique episodic traces of spoken 
words are formed during speech perception and they  have an effect on subsequent perceptual and 
memory experiences (Goldinger, 1996; Nygaard & Pisoni, 1998; Goldinger & Azuma, 2003). In 
what is considered a classical paper, Goldinger (1998) put forward a view of the lexicon as a col-
lection of memory episodes, rather than abstract categories. He provided behavioural evidence 
from a shadowing task, in which participants first heard several words spoken only in particular 
voices and then repeated the word lists including those words. It was observed that the more the 
repetitions of a word in a particular voice during the exposure phase, the faster their shadowing 
times and the greater the perceived similarity (judged by new listeners) between the imitation and 
the word imitated. In the other experiments, listeners were first exposed to novel words in a pre-
training session that used a talker whom they had not previously heard in the shadowing session. 
Afterwards, they heard talker-specific presentations and performed a shadowing task as in the pre-
vious experiment with real words. The findings pointed in the same direction: fewer exposures at 
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pre-training and limited variability of non-words in the training session led to more pronounced 
talker-related effects (in terms of both reaction time and imitation similarity) in the shadowing ses-
sion.  
In order to illustrate how episodic perception may work, Goldinger (1998) tested an exem-
plar computational model (Hintzman, 1988: MINERVA 2) against the behavioural data from the 
word shadowing tasks. In MINERVA 2, there is a large collection of partially redundant traces in 
memory for each known word. These traces encode perceptual, conceptual and contextual features 
of the original encoding event. When a stimulus word is heard, all traces are activated, each in pro-
portion to their mutual similarity. The weighted average of the activated traces forms an echo that 
long-term memory conveys to ‘‘consciousness’’. Echoes contain information not present in the 
probe (word meanings) by using the information from past traces, hence associating new stimuli to 
previous knowledge. Goldinger (1998) found that MINERVA 2 successfully predicted the shadow-
ing response time patterns and also a tendency for participants to spontaneously imitate the acoustic 
patterns of words and non-words. A particularly interesting finding was that the model correctly 
predicted the strength of shadowing as a function of word frequency. In the face of such evidence, 
Goldinger (1998) argued that detailed episodes constitute the building blocks of the mental lexicon, 
as opposed to abstract phonological units.  
Further evidence in support of episodic theories comes from studies showing that the lexicon 
is composed of representations that are detailed in their sub phonemic features, rather than abstract 
phonemic ones. Research on listeners’ sensitivity to talker differences regarding a phonetically rel-
evant acoustic property, the voice onset time (VOT) has shown that listeners are sensitive to and 
can learn talker-specific phonetic information (e.g., Allen & Miller, 2004). This information is re-
tained in a way that allows for generalization to novel words and can use the memory for talker-
specific details to facilitate later phonetic processing of familiar talkers’ speech. Additionally, eye-
tracking (e.g., McMurray et al., 2002) and priming studies (e.g., Andruski et al., 1994) have report-
ed gradient voice onset time (VOT) effects on lexical activation, meaning that the activation of lex-
ical items is dependent upon similarity to a certain VOT prototype and can’t be seen as an all-or-
none process. These types of results fit within the framework of a distributional learning mecha-
nism, in which episodic acoustic information is preserved and modulated by frequency (i.e., more 
frequent VOT exemplars are more likely to have the status of a prototype) (see Maye et al., 2002). 
The episodic view has been criticized primarily on the ground that it dispenses with abstract 
categories. As such, it lacks the power to explain compelling evidence (reviewed in the section be-
low) that demonstrates the need for such categories. The interest in the literature has shifted to-
wards hybrid models that can accommodate both abstract and episodic representations of spoken 
words. In fact, one of the original proponents of the episodic view, Goldinger, has recently argued 
for a hybrid model of speech perception that is based on the complementary systems approach of 
memory (McClelland et al., 1995; Goldinger, 2007). This model, as well as other attempts at de-
signing hybrid representational models will be reviewed in the next section. 
1.5.2. The hybrid view – Co-existence of episodes and abstractions 
As already noted in the previous section, there is considerable evidence in the literature that 
supports the existence of abstract lexical (and pre-lexical: Cutler, 2008) representations, which 
cannot be explained by an episodic-only view of the lexicon. This has led to the need for designing 
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hybrid representational models that can accommodate the existing results from both fronts: episod-
ic and abstract. Below I review some relevant examples from this evidence. 
Perceptual learning studies have proved particularly useful in testing for the presence of such 
abstract representations.  The results of some of these studies challenge any extreme episodic mod-
el in which no abstraction is needed prior to lexical access (Cutler, 2008). 
For example, a study by Norris, McQueen, and Cutler (2003) revealed a lexically driven 
modulation of the category boundary for a consonant contrast, which was introduced in an expo-
sure phase and measured in a subsequent phonetic categorisation task. In the exposure phase, lis-
teners heard naturally produced words, some of which were edited. For one group of listeners, all 
instances of the fricative sound [s] were replaced by a perceptually ambiguous sound lying midway 
between [s] and [f]. For another group of listeners, all cases of [f] were replaced by the same am-
biguous fricative sound. Results showed that the group that had heard the ambiguous sound in [s]-
biased lexical contexts categorised more sounds on an [f]–[s] continuum as [s], whereas the other 
group categorised most sounds as [f]. Hence, listeners readjusted their fricative categories as a 
function of the training and the lexical context in which it took place. Overall, this study shows that 
a perceptual adjustment is made when an idiosyncratic production of a speech sound is placed in an 
appropriate lexical context. Particularly interesting for the present purposes is the most appropriate 
explanation behind this phenomenon. According to the authors, it facilitated subsequent word 
recognition. They proposed that readjusting the perception of sounds at an abstract pre-lexical level 
promoted future recognition of other words in which those sounds were present.  
However, McQueen et al. (2006) noted that this evidence did not make a strong argument for 
the existence of pre-lexical abstraction. Alternatively, it may have been the case that the perceptual 
learning observed was limited to tasks involving explicit judgments and that these types of judg-
ments benefited from post-lexical phonological representations that are not directly engaged in 
word recognition. Importantly, both abstractionist and episodic models can accommodate a post-
lexical processing stage, hence, it is not accurate to claim that episodic models lack representations 
of phonemic categories. It is the role that these categories play in word recognition that is arguable. 
Episodic models may involve phonemic categories, but they serve only as tags for groups of 
episodic traces and do not serve any abstraction function in lexical access. Therefore, the learning 
effect in phonemic categorisation found by Norris et al. (2003) is not sufficient for distinguishing 
between the two types of models. According to McQueen et al. (2006), stronger evidence for dif-
ferentiating between the two would be testing for lexical generalisation of the re-adjustment effect 
to words not previously heard in the training phase. The presence of the re-adjustment effect on 
newly heard words would favour the idea that the readjustment occurs at a pre-lexical level, and 
also that learning about abstract sub-lexical representations is involved.  
Following this line of thought, McQueen et al. (2006) tested whether the perceptual adjust-
ments arising from previous encounters would affect listeners’ subsequent interpretation of mini-
mal word pairs that were Dutch words which only differed in their final [f] or [s]. The first part of 
the experiment was identical to the training phase in Norris et al. (2003). The innovative aspect of 
the paradigm was in the second part, where cross-modal identity priming with ambiguous primes 
derived from the minimal pairs was used (e.g., [do ︎?], from doof “deaf” versus doos “box”). Listen-
ers heard such primes and then performed visual lexical decisions about letter strings presented 
immediately after the primes. In cross-modal identity priming paradigm, visual lexical decision is 
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facilitated when the same word has just been heard, compared to a new word. However, the mis-
match in one phoneme between the prime and the target (e.g., fake–fate) reduces this facilitation 
(Marslen-Wilson et al., 1995; as cited in McQueen et al., 2006). As predicted, the results showed 
that the perceptual adjustment of fricative categories extended to the recognition of fricative-final 
words that the listeners were not exposed to during the training phase, hence providing compelling 
evidence that this adjustment occurred at a pre-lexical stage of processing. McQueen et al. (2006) 
argued that strictly episodic models cannot account for these results, because they do not take ad-
vantage of sub-lexical regularities during word recognition, and hence fail to support generalization 
of these regularities across words.  
Further evidence in support of the view that perceptual readjustment involves phonologically 
abstract representations comes from studies showing that perceptual learning can generalize to sim-
ilar sounds (e.g., Kraljic & Samuel, 2006). On the other hand, the evidence  that perceptual learning 
can be talker-specific (Eisner & McQueen, 2005; Kraljic & Samuel, 2007), and that in turn, this is 
related to the extent to which this talker-specific information is encoded in the manipulated 
phonemes (Kraljic & Samuel, 2005, 2006), suggests that these representations are also flexible. 
This dual-faceted evidence supports neither the strictly episodic, nor the strictly abstractionist view 
of the mental lexicon, but instead calls for the development of hybrid models that would success-
fully bond both extremes. 
 However, as Cutler (2008) and McQueen and Cutler (2010) note, reconciling abstractionist 
and episodic components in the same model might be the greatest challenge for psycholinguistic 
modelling. Despite promising attempts, there is as yet limited direct evidence. In the following sec-
tion, I review three recent attempts that seem promising towards building more definite and robust 
hybrid models. 
1.5.2.1.  The complementary systems approach 
Originally proposed by McClelland et al. (1995) as a complementary learning systems (CLS) 
model of memory, this approach was adapted for spoken word perception by Goldinger (2007). It is 
based on a complementary-systems perspective, wherein reciprocal computational neural networks 
represent hippocampal and cortical memory systems. The hybrid memory system posited by the 
model, eliminates the abstract-episodic conundrum. Namely, detailed episodic traces (hippocampal 
system) and holographic, abstract traces (cortical system) combine to simulate behaviour in real 
time, thus allowing perceptual or memory data to appear relatively “episodic”. Importantly, the two 
memory systems are inter-connected, such that the traces in each result from the  interactivity be-
tween the systems. Accordingly, traces in the hippocampus are a result of input from different parts 
of the cortex. In the case of speech perception, such traces would involve input from the cortical 
system that segments spoken words and assigns meanings, but could also be extended to include 
visual and/or emotional information. Hence, although the hippocampal system’s primary function 
is to learn unique traces, its input has already undergone some degree of abstraction; which would 
presumably occur in the early stages of word perception. On the other hand, cortical representations 
are formed in a complementary fashion, by the collection of episodes that are stored in the hip-
pocampus and are gradually consolidated back into the cortex. This complementary interaction be-
tween the two systems leads to a medium for gradual learning in the cortical system (Goldinger 
2007). An instance illustrating this type of process would be the case when extensive exposure to 
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unique episodic traces (e.g., regional accent) slowly affects more abstract knowledge (i.e., adapta-
tion to the accent). 
Goldinger (2007) successfully simulated the model with a voice-sensitive priming task on 
bisyllabic words, and observed that same-voice trials led to fastest settling times (a measure of the 
network’s performance), whereas  larger voice changes induced a steady decline in performance. 
Therefore, the simulation of voice-sensitive priming demonstrated that activity in the hippocampal 
network reflected changes in the indexical properties of words.  
 Notably,  Davis and Gaskell (2009) proposed a novel theory of the cognitive and neural 
processes by which adults learn new spoken words, that also relies on the complementary learning 
systems (CLS) models of memory. This approach seems to have good potential of influencing fu-
ture psycholinguistic hybrid models of spoken word recognition. 
1.5.2.2. The adaptive resonance theory (ART) approach  
This attempt was put forward by McLennan and colleagues (2003; 2005) and was motivated 
by their findings from a series of long-term repetition priming and lexical decision experiments that 
examined whether surface representations of spoken words are mapped onto underlying, abstract 
representations. In this case surface variation was allophonic.  More specifically, the authors tested 
the hypothesis that flaps (neutralized allophones of intervocalic /t/s and /d/s), are mapped onto their 
underlying abstract phonemic counterparts. In casual American English, a /t/ or a /d/ produced be-
tween two vowels, as in the word rater, is often realized as a flap, a segment that varies between a /
t/ and a /d/ (McLennan et al., 2003). In two of the experiments, participants performed a lexical 
decision task, where they had to decide as quickly and accurately as possible whether the item was 
a word or non-word. The degree of task difficulty was varied by manipulating the extent to which 
non-word resembled real words. Namely, in the easy condition, the non-words were quite dissimi-
lar to real words (e.g., thush- thudge), whereas in the difficult task condition, the non-words were 
quite similar to real words (e.g., bacov). As expected, overall, participants were quicker to respond 
in the experiment that involved the easy task compared to the experiment that involved the difficult 
task. The interesting finding was that allophonic specificity effects were observed only in the easy 
task condition, not in the difficult one. This pattern of results was interpreted as evidence in support 
of the hypothesis that the allophonic information that is more frequent dominates initial processing 
(as in the easy task condition), and that effects of the less frequent underlying information emerge 
only after some delay (like in the difficult discrimination experiment). Overall, the overall results 
supported a co-existence of both surface and underlying form-based representations, such that spe-
cific allophonic representations dominated processing in the case of rapid responses, and upon 
slowing of the response time, more abstract underlying representations emerged (i.e., /t/ and /d/ 
categories). In light of these findings, McLennan et al. (2003) proposed an explanatory account 
adapted from Grossberg’s ARTPHONE neural model (Grossberg et al., 1997).  
In the ART framework, the acoustic–phonetic input, consisting of relatively rich and specific 
surface representations, activates chunks of features corresponding to more abstract phonological 
representations, as well as chunks corresponding to less abstract, allophonic representations. A 
chunk represents a learned set of associated features that may vary in size, such that a certain chunk 
may refer to an individual feature, an allophone, or a word. Crucially, chunks resonate with the in-
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put, and this resonance between them in turn constitutes the percept and mediates priming and 
specificity effects. In addition, resonance with the input is determined more quickly by more fre-
quent features and combinations of features (i.e., chunks) in a pattern, than by less frequent ones.  
When the phonological processing is deep (as in the case of difficult lexical decisions), the restora-
tion of surface representations by underlying abstract representations (chunks) is promoted, which 
is a process that requires time. In contrast, when the task taps into the recognition process before 
the underlying abstract form has been activated, robust specificity effects in long-term repetition 
priming and lexical decision tasks emerge, presumably because the underlying abstract representa-
tions may not have had enough time to resonate with a restored surface form.  
On a side note, the pattern of results and the proposed theoretical explanation rely on a time-
course regarding the emergence of allophonic specificity effects. Namely, allophonic specificity 
emerges early in processing (in tasks eliciting rapid responses), whilst abstract information takes 
time to surface in the system and affect perception. Crucially, this time-course is the opposite of the 
one  proposed in McLennan and Luce (2005) for indexical specificity. In the case of indexical ef-
fects, immediate processing is dominated by abstract representations, whereas specific in-
formation takes time to percolate through the system and affect perception (Luce et al., 
2003; McLennan & Luce, 2005). In fact, according to Luce et al. (2003), evidence for episodic the-
ories has emerged mainly from research on indexical variability, while research on allophonic vari-
ability has indicated the operation of more abstract representations. The discrepancy in the time-
courses of these two types of effects could be used to inform a mixed representational model 
wherein distinctive effects of abstract and episodic representations can be predicted on the basis of 
processing time aspects (Luce et al., 2003).  
I will elaborate in more detail on the time-course hypothesis regarding indexical effects in 
section 1.6 below. 
1.5.2.3. The socially-weighted dual-route approach 
The third and also the most recent attempt is by Sumner et al. (2014). This is a dual-route 
approach of speech perception that advocates the integration of linguistic and talker-related infor-
mation from a socio-linguistic perspective. They argue that the perception of spoken words is so-
cially weighted and  propose a dual-route approach to speech perception in which listeners map 
acoustic patterns in speech to linguistic and social representations simultaneously. Accordingly, 
socially salient tokens are encoded with greater strength (by increased attention to the stimulus), 
than both typical and atypical non-salient tokens . In this view, a representation derived from one 
instance of a strongly encoded socially salient token may be as robust as one derived from a high 
number of less salient, default tokens. An interesting aspect of this approach is that contrary to typ-
ical views that try to explain the many-to-one mapping of variable signals to a single linguistic rep-
resentation, it endorses a one-to-many perspective, in which a single speech string may be mapped 
to multiple linguistic and social representations concurrently. Speech is considered to be a multi-
faceted source of information and its comprehension, broadly, derives from the integration of both 
linguistic and indexical/social information. A visual illustration of the approach taken from Sumner 
et al., (2014), is displayed in Figure 1.1. 
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It is worth noting that a parallel processing scheme like the one guiding this account, is already a 
consolidated approach in the speech domain. It constitutes the building block of some of the most 
prominent dual-pathway neuroanatomical models (e.g., Gow, 2012; Hickok & Poeppel, 2000, 
2004, 2007; Rauschecker & Scott, 2009; Scott, 2005; Scott & Wise, 2004), and connectionist mod-
els of speech processing (e.g., Gaskell & Marsel-Wilson, 1997; Hinton et al., 1986; Plaut & Mc-
Clelland, 2010). In the neuroanatomical models, the auditory input is initially processed in the pri-
mary auditory cortex, after which higher-level auditory and acoustic–phonetic processing occurs in 
adjacent superior temporal structures. Similar to the processing type outlined in Gaskell and 
Marslen-Wilson (1997)’s model, successive mappings are performed in simultaneous parallel pro-
cessing streams, that comprise a dorsal pathway that provides a mapping between sound and articu-
lation, and a ventral pathway that maps from sound to meaning. The interested reader is referred to 
Gow (2012) for an extensive review of the evidence from a multitude of sources, as well as the new 
dual-pathway neural model proposed in the paper. 
1.6. The time-course of indexical effects 
As mentioned in section 1.3, the emergence of indexical effects has varied in terms of tasks 
and stimulus quality. Luce, McLennan, and Charles-Luce (2003) posited that the observed incon-
sistencies in the indexical literature could be best explained by differences in processing-time re-
quirements. According to the time-course hypothesis, indexical effects seem to emerge relatively 
late in processing and the degree of reliance on episodic information depends on the speed with 
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Figure 1.1. (Image and explanation taken from Sumner et al., 2014). In tandem with the encoding of 
speech to sounds and words (right), acoustic patterns in speech are encoded to social representations (left). 
Socially weighted encoding results from the heightened activation of social representations that modulates 
attention to the speech signal. This in turn results in the deep encoding of socially salient acoustic patterns 
along with linguistic representations, but also independent of them. 
                                                              
which a response to the task at hand is produced. Namely, slow responses allow retrieval of episod-
ic traces to a greater extent than faster responses. McLennan and Luce (2005) tested this hypothesis 
in a study consisting of three long-term repetition priming experiments, where the reaction times to 
targets that were primed by stimuli that matched or mismatched on the indexical variable of interest 
(talker identity or speaking rate) were examined. In all experiments, the speed with which partici-
pants processed the stimuli and hence was manipulated by means of task difficulty. More specifi-
cally, in the first two experiments listeners completed either an “easy”, or a “difficult” lexical deci-
sion task. The easy task involved non-words that were dissimilar to real words and were thus easily 
and rapidly discriminated, whereas the difficult task comprised non-words that were highly similar 
to real words and were hence discriminated more slowly and with more effort. As expected, indexi-
cal effects were found only in the difficult task, indicating that the emergence of these effects re-
quires processing time. The third experiment intended to tap into the processing system at different 
times by manipulating the response type: speeded shadowing (a single-word speeded-response 
shadowing task), or delayed shadowing (cued shadowing).  The latter cues the participants on when 1
to respond, providing them with the opportunity to spend additional time processing and rehearsing 
the stimuli. Again, as predicted, indexical effects emerged only in the delayed-response shadowing 
task, that necessitated slower processing time. Overall, the results were interpreted as evidence that 
early perceptual processing is dominated by more abstract, or underlying information, whereas later 
stages of processing are dominated by more specific, detailed surface information.  
Further support for the time-course hypothesis comes from Mattys and Liss (2008), who ma-
nipulated processing time in a novel and natural way by using normal vs. impaired (dysarthic) 
speech. Dysarthric speech provides a convenient and natural medium in which to test this hypothe-
sis, since the degraded quality of speech in this case puts the listener in challenging perceptual con-
ditions, that in turn require more processing time compared to normal speech. Listeners were ex-
posed to either one of three speech conditions: normal (control), mildly dysarthric, and severely 
dysarthric. The word stimuli were produced by a male and a female talker (different pair in each 
speech condition). The exposure phase involved passively listening to a series of words, followed 
by an “old/new” recognition task in the test phase. While there was a voice specificity effect on 
recognition accuracy in all the speech conditions, it increased with the level of speech impairment. 
As for response latencies, there was a voice effect only in the impaired speech conditions. Further, 
analyses performed separately on slow and fast respondents revealed a marked contrast for the two 
subgroups. Namely, slow respondents showed both a voice effect, whereas fast respondents did not.  
In a recent study, the time-course hypothesis was tested in the context of native and foreign-
accented speech (McLennan & González, 2012). The lexical decision task used at test, revealed a 
talker-specificity effect only in the case of the foreign-accented speech, and not for native speech. 
This result was in accordance with the time-course hypothesis, that would predict slower process-
ing times for the foreign-accented than for the native speech (see also Theodore et al., 2015). 
With this section, I conclude the review of the evidence concerning indexical variability and 
its effect on speech processing and representation in memory. Next, I focus on another type of vari-
ability, one that is extrinsic to, but co-occurs with speech. Very recent evidence has suggested that 
spoken word processing may be sensitive to this type of variability, and that listeners may encode 
 The term “shadowing” refers to the repetition of the stimuli aloud.1
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specific details about it in their memory representations, alongside linguistic and indexical informa-
tion. 
1.7. Specificity effects beyond the speech domain 
As discussed above, the evidence in favour of indexical effects in speech perception has raised the 
need for psycholinguistic models of spoken word recognition and accounts of the lexicon to incor-
porate talker-specific indexical information alongside more abstract lexical representations. How-
ever, the variability encountered during speech processing is not confined to the speech domain. 
We typically process speech in a context, which is also highly variable, an observation that leads to 
similar questions to the ones concerning indexical variability, Namely, how does the perceptual 
system cope with the additional external variability from the environment? Do listeners segregate 
and discard speech-extrinsic variability early in processing, or do they encode it somehow in mem-
ory, like they do with speech-intrinsic variability? Is it possible to observe specificity effects in 
speech processing as a result of speech-extrinsic variability? 
Very recent evidence has revealed the presence of speech-extrinsic specificity effects. Specif-
ically, the change of a background sound/noise co-occurring with spoken words seem to impair 
identification/recognition memory for words previously heard/learned during exposure  (Creel et 
al., 2012; Cooper et al., 2015; Pufahl & Samuel, 2014). Interestingly, this impairment is compara-
ble to the one elicited by the voice change (Pufahl & Samuel, 2014).  Below, I review evidence 
from the three studies that have found speech-extrinsic specificity effects in spoken word process-
ing, using different methodologies. 
In a series of experiments, Pufahl and Samuel (2014) investigated the impact of variability in 
environmental sounds co-occurring with spoken words on word identification memory. Drawing on 
the analogy to the voice specificity effect, the authors noted that while the variability in the talker 
voice may have functional relevance for the perceptual system, it is possible to endorse the view 
that a spoken word always co-exists with the voice. Therefore, a potential explanation for the exis-
tence of indexical effects may rely on the co-occurrence element of the word-voice relationship. 
From this perspective, the indexical properties may not be retained in the lexicon because of their 
unique indexical status per se, but rather because these properties are co-present with the linguistic 
information. I will briefly review only the first experiment of this study, due to its particular rele-
vance for the present research. 
 Specifically, participants heard spoken words paired with environmental sounds. Half of the 
words represented animate entities (e.g., butterfly) and half of them inanimate ones (e.g., table). 
Similarly, half of the sounds were from animate sources (e.g., a dog barking), and half were from 
inanimate sources (e.g., a door bell). All the words were spoken by a male and a female speaker, so 
there were two versions of each word. Similarly, there were two versions (exemplars) of each 
sound (e.g., a large dog and a small dog barking; or two different door bells). The experiment con-
sisted of an exposure phase followed by a short delay and then by a test phase. In the exposure 
phase, participants performed an “animate/inanimate” decision on the word, ignoring the sound. 
They then completed a word identification task in the test phase, that involved transcribing the 
word from the highly filtered versions of the word-sound pairs. The degree of match between the 
stimuli in exposure and test was varied as a function of the change in voice, sound, or both. Ac-
cordingly, there were four different combinations of voice-sound manipulations between exposure 
and test: 1) neither the voice, nor the sound changed; 2) only the voice changed; 3) only the sound 
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changed; and 4) both the voice and the sound changed. Participants were instructed to write down 
each word they heard, guessing if necessary, and ignore the sound. Results revealed two main 
things: 1) word identification performance was significantly impaired when the voice of the talker 
changed from exposure to test phase (the classical voice specificity effect) and, more interestingly, 
2) word identification performance was comparably impaired when the paired environmental sound 
changed from exposure to test phase. The latter finding was interpreted as evidence that a seeming-
ly irrelevant background sound co-occurring with a spoken word was integrated with the word in 
memory and facilitated subsequent word identification performance. Given that this specificity ef-
fect emerged in similar conditions to indexical effects, the authors argued for a further expansion of 
the mental lexicon to include speech-extrinsic auditory information, alongside linguistic and index-
ical information. Further, mere co-occurrence between words and sounds was deemed sufficient for 
their integrated representation to be encoded in the lexicon. 
In another recent study, Cooper et al. (2015) examined processing dependencies between 
background noise and indexical speech features using a speeded classification paradigm (Garner, 
1974). In another experiment, they also investigated whether background noise is encoded and rep-
resented in memory for spoken words by using a continuous recognition memory paradigm. In both 
cases, whether or not the noise spectrally overlapped with the speech signal was manipulated. In 
the first experiment, they investigated perceptual integration versus segregation at an early stage of 
processing as measured by the Garner (1974) speeded classification paradigm. Results revealed an 
interdependence of the perceptual processes used to encode information about background noise 
with indexical information in the speech signal (i.e., gender and talker identity). This suggests that 
speech and background noise are perceptually integrated at the level of processing tapped into by 
the speeded classification task. Interestingly, the observed interdependence at the level of perceptu-
al classification appeared to be largely independent of whether the noise and speech are spectrally 
overlapping or not. However, there was an asymmetry regarding the observed perceptual interfer-
ence, such that irrelevant indexical feature variation in the speech signal slowed noise classification 
to a greater extent than irrelevant noise variation slowed speech classification. This asymmetry is 
not surprising, considering the fact that compared to background noise, speech features are more 
functionally relevant to listeners, and as such, are more difficult to ignore. In the second experi-
ment, they used the same stimuli to investigate whether listeners’ ability to discriminate new (first 
occurrence) from old (second occurrence) words in a continuous list of spoken words was affected 
by the variation in the background noise from the first to the second occurrence. An explicit version 
of this task was implemented, such that participants were explicitly drawn to the background noise 
by requiring them to decide whether an old word (i.e., repeated in the list) had the same, or differ-
ent background noise, relative to the first occurrence. Therefore, contrary to the speeded classifica-
tion task used in the first experiment, where listeners could respond to each trial without referring 
to a previous trial, in this task participants had to explicitly assess the match between two instances 
of a spoken word.  Results showed that recognition memory for spoken words was affected by the 
variability in the background noise. However, this effect emerged only when the noise and the 
speech signal were spectrally overlapping. Taken together, these findings favour an integrated pro-
cessing of speech and background noise, modulated by the level of processing and the spectral 
overlap between speech and noise.  
Finally, Creel, Aslin, and Tanenhaus (2012) found evidence suggesting that listeners form 
acoustically-specific representations of newly learned novel words. More specifically, they trained 
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English listeners on non-words that served as labels for unfamiliar shapes displayed on a computer 
screen.  During the learning phase, the words were heard either in the clear, or embedded in white 
noise. Similarly, listeners were tested on words in noise or in the clear. The match between the 
learning and test contexts involved whether the initial exposure to the novel items had been in the 
clear or in white noise, and whether testing occurred in the clear or in white noise.  As a result, 
there were four between-participants conditions: clear exposure - clear test, clear exposure - noise 
test, noise exposure - clear test, and noise exposure - noise test. For each word (e.g. dabo), there 
was another word with the same vowels (e.g. gapo), as well as one with the same consonants (e.g. 
dubei). Learning was tested via a multiple forced-choice picture-selection task (4 picture candi-
dates). Results revealed that listeners benefited from the match between learning and test contexts, 
such that those who were exposed to the same context at learning and test (Both clear or both 
noisy), displayed the highest performance in terms of accuracy and speed.  This indicated that lis-
teners’ newly formed lexical representations included auditory contextual details pertaining to the 
speech-extraneous context of the initial exposure. 
In summary, there appears to be an increasing interest in the literature recently, that targets 
the effects of speech-extrinsic auditory variability on the processing and memory representations of 
spoken words. The initial observation is that this variability seems to affect speech processing, 
however its novelty brings along the need for further investigation of the conditions in which this 
takes place. In the next and final section of this chapter, I outline the rationale that motivated the 
present research and provide a brief overview of the next chapters. 
1.8. Sounds in the lexicon? - Exploring speech-extrinsic specificity 
To briefly summarise what I have been reviewing so far: previous research spanning several 
decades has demonstrated that listeners encode talker-specific indexical information in their memo-
ry representations, as manifested by what are typically referred to as indexical effects in spoken 
word processing. This realisation has motivated alternative views of speech perception and the lex-
icon, wherein the memory representations of spoken words may be richer in content and more flex-
ible than previously thought, comprising both linguistic and indexical information. However, it is 
yet unclear as to whether the integration of the abstract linguistic information with the more episod-
ic indexical information takes place and is indeed stored within the lexicon. A better understanding 
of this issue is further complicated by inconsistencies in finding specificity effects across indexical 
studies, and the different approaches in the literature regarding the nature of the lexicon, with some 
of them going as far as questioning the need for such a specialised memory structure (e.g., Elman, 
2004, 2009). Although the recent trend in the field favours hybrid models of spoken word recogni-
tion and the lexicon, developing robust theoretical accounts and models remains a challenge for 
psycholinguistic theories of spoken word recognition. 
 Very recent evidence has suggested that spoken word processing seems to be also sensitive 
to speech-extrinsic auditory variability, manifested in a similar way to effects of indexical variabili-
ty. To date, effects of such variability have been observed in tasks involving: implicit memory for 
the identification of highly filtered words, perceptual integration of indexical and speech-extrinsic 
auditory details (noise), and learning new words in the presence of background noise. The emer-
gence of these effects has led to new claims regarding the nature of the lexicon, positing that be-
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sides storing linguistic and indexical information, it could be further expanded to also include 
speech-extrinsic auditory details (Pufahl & Samuel, 2014).  
The discovery of novel effects brings along excitement, but perhaps even more importantly, 
the need for further investigation. The research covered in this thesis was motivated by the recent 
speech-extrinsic specificity effects, in particular by the finding of Pufahl and Samuel (2014), to 
which I will refer to as the sound specificity effect henceforth. Before proposing a new view of the 
lexicon based on this effect, there are several critical questions about it that demand attention.  
First, does the emergence of a sound specificity effect really entail the presence of the sounds 
in memory/lexicon alongside the words? Besides co-occurring with the words, the sounds also act 
as maskers, leading to degraded versions of them, alternatively known as acoustic glimpses. Two 
different sounds mask the same word differently, creating two distinct degraded versions of it. Ac-
cordingly, the specificity effect could have been the result of the mismatch between the two distinct 
degraded versions of the same word in exposure and test, rather than due to the mismatch between 
the word-sound associations per se. This scenario would imply that it is not the word-sound associ-
ations per se that are encoded in memory, but rather the degraded versions (glimpses) of the words 
as a result of masking from the sounds. Decoupling these two competing alternatives inspired the 
first research question explored in this thesis (Chapter 3).  
Second, although observed under similar circumstances and methodology used to measure 
indexical effects, is the sound specificity really similar to the voice specificity effect? A spoken 
word is intrinsically different in nature from a word-sound pair. As described above, speech has an 
integral nature, wherein the linguistic and indexical component do not only co-exist, but are also 
integral to one another, belonging to the same perceptual object. On the other hand, the mere co-
existence between words and sounds does not display this integrality element; the sounds can be 
perceptually segregated from the words with relative ease and the two do not belong to the same 
object. Does this discrepancy between the two stimuli types (words and word-sound pairs) con-
strain the emergence of a sound specificity effect? In other words, is mere co-occurrence between 
words and sounds really sufficient to elicit a specificity effect? These questions were explored in 
Chapter 4. 
Third, keeping with the indexical analogy, a spoken word is a unique utterance. No word is 
spoken in the same way across different speakers, and sometimes even by the same speaker. How 
would this uniqueness property translate to the co-existence of words and sounds in the investiga-
tion of sound specificity effects? For instance, in Pufahl and Samuel (2014), the pairing between a 
word and a sound was unique, although they do not explicitly explain the reasons behind choosing 
to implement this association type in their stimuli.  Does this element of the co-occurrence between 2
sounds and words play a role in the emergence of a sound specificity effect? Alternatively put, is an 
effect observed in that context replicable? This question is examined in Chapter 5. 
These are the main arguments that motivated the present research, spanning several recogni-
tion memory experiments and one implicit word identification study. Crucially, this thesis endorses 
both a comparative and explorative perspective in the investigation of sound specificity effects. The 
comparative aspect comes from the special attention dedicated to the analogy with indexical ef-
 A word was paired with a unique sound exemplar, that was not used in another pairing.2
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fects, as well as frequent references made to the sound specificity effect found in Pufahl and 
Samuel (2014), in particular to its co-occurrence element. The explorative aspect lies in its attempts 
to identify plausible conditions that restrain or promote the emergence of sound specificity effects. 
In the section below, I briefly outline the organisation of the work in the remaining chapters. 
1.8.1 The Present Research – Overview of the next chapters 
In line with the rationale outlined above, the present research is organised along the follow-
ing chapters: 
♦ Chapter 2 is dedicated to the replication of the classical voice specificity effect, 
which serves as a comparative basis for the subsequent examination of the sound speci-
ficity effect.  
♦ Chapter 3 consists of three experiments that investigated the role of the acoustic 
glimpses of the same word(s) in the emergence of a sound specificity effect. In analogy to 
the two voices in the first experiment, two car horn sounds were used as pair companions 
of the spoken words. 
♦ Chapter 4 will present two experiments that explored and identified the integrality 
factor between the word-sound associations as a necessary condition for the emergence of 
a sound specificity effect. A strict analogy to the voice specificity effect was endorsed, 
with a particular focus on the intrinsic relationship between words and voices. 
♦ Chapter 5 involves two experiments (one being an extensive pilot for word intelli-
gibility) that examined the role of pair-wise association uniqueness in the emergence of a 
sound specificity effect. In this case, association uniqueness refers to the unique pairing 
between a word and a sound. Since this part of the research also aimed at replicating the 
sound specificity effect originally reported by Pufahl and Samuel (2014), the same envi-
ronmental sounds (a kind courtesy of April Pufahl) and a similar experimental design 
were used. 
♦ Chapter 6 is the final chapter of the thesis and will provide a general discussion 
and concluding remarks of all the results described in the previous chapters.  
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Chapter 2 
The Voice Specificity Effect 
Abstract 
The experiment presented in this chapter replicates the voice specificity effect. As such, it provides 
a solid comparative basis in the series of studies that investigated the sound specificity effect. While 
the latter is the primary focus of this thesis, a comparative investigation has the potential to provide 
better insights into the big picture of specificity effects, as well as into the debate surrounding the 
representational nature of long term lexical representations. The scope of investigation of these 
specificity effects in the series of experiments presented in this chapter and the next two lies within 
the spoken word recognition memory domain. As such, all the studies in the series employed an 
“old/new” recognition memory task at test. The encoding task used during the exposure phase was 
a semantic judgement task consisting of an animacy decision on the words, in order to encourage a 
deep, semantic encoding of the words in memory. As expected, the results revealed a voice speci-
ficity effect on recognition memory accuracy, such that listeners were overall less accurate in 
recognising previously heard (old) words when the talker changed from exposure to test. This ef-
fect was not present in the response latency, indicating that listeners were not necessarily faster in 
recognising previously heard words when they were repeated in the same voice compared to a dif-
ferent voice. The results are discussed in the light of previous findings, existing theoretical ap-
proaches and their validity as a basis for the subsequent experiments. 
2.1. Introduction 
 Spoken words display a high scale of variability with respect to the way they are conveyed 
by the talker. Depending on the physical and acoustical properties of the talker voice,  a word is 
uttered differently across talkers and may even never be uttered the same way twice by the same 
talker. Listeners encounter speakers of different ages, genders, and accents on a regular basis, fac-
ing a great amount of variation in the speech signal. How listeners understand spoken words quick-
ly and accurately despite this variation remains an issue essential to psycholinguistic theories. 
While variation can be often deemed a problem, in daily life people experience relatively few 
communicative failures. Early models of spoken word processing considered the high degree of 
variation in the speech signal as detrimental and irrelevant to the perceptual system, positing a 
normalisation process to discard it in the early stages of processing (e.g., TRACE: McClelland & 
Elman, 1986; SHORTLIST: Norris, 1994). However, an extensive body of studies have consistent-
ly reported talker-specificity effects in spoken word processing and retention in memory. The 
common finding is that words that are repeated in the same voice in both exposure/study and test 
phases of an experiment, are recognised/identified/discriminated more accurately and/or faster than 
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words repeated in a different voice. This indicates that listeners retain talker-specific acoustic de-
tails in memory, and that this information in turn facilitates the recognition/identification of previ-
ously heard words as well as future understanding of previously encountered speakers (e.g., Creel 
et al., 2008; Nygaard et al., 1994; Palmeri et al., 1993). In the light of such evidence, exclusively 
abstractionist theories of lexical memory have not been deemed tenable, leaving the spot to theories 
maintaining that indexical information is not lost during early perceptual processing, but is stored 
in long-term memory and can affect subsequent recognition. These accounts have typically ac-
knowledged variation as crucial to explaining how listeners understand spoken words uttered at 
various speaking rates and styles by various speakers, each with their own vocal properties and idi-
olect (Episodic: Goldinger, 1996, 1998; Roediger, 1990; Hybrid: Goldinger, 2007; McLennan et al., 
2003; Sumner et al., 2014).  
 While the presence of indexical effects in spoken word processing and representation in 
memory is well-established, a critical question in the literature concerns how the indexical and ab-
stract linguistic knowledge about a word are represented in memory. This complex question is fur-
ther complicated by inconsistencies in detecting indexical effects across implicit and explicit mem-
ory tasks.  Two main approaches have attempted to explain this discrepancy, as well as shed light 
into how indexical and linguistic information can co-exist in memory. According to the memory 
systems approach, memory for the voice in which a word is spoken is retained in a memory system 
that is separate from the system supporting episodic memory (Schacter & Church, 1992; Tulving, 
1972). Alternatively,  the transfer-appropriate approach posits the existence of a single episodic 
system in which both indexical and linguistic information are represented (Goldinger, 1996; 
Hintzman, 1986; Roediger, 1990). These approaches will be discussed in more detail in the next 
section. 
 Similar to to other indexical studies, the aim of the present study was to replicate the 
classical voice specificity effect. Crucially, it sets the foundation for a comparative investigation of 
the sound specificity effect in the next experiments. The next section will present an overview of 
several methods frequently used to measure talker-specific indexical effects, as well as controver-
sies with respect to their reliability in detecting these effects. It will conclude with the methodolog-
ical considerations and the rationale behind choosing the paradigm used in the present study. 
2.2. Indexical effects and long term memory - Methodological variation 
Indexical effects have been investigated via a range of experimental methods, including be-
havioural and imaging ones (EEG, fMRI). This section will only focus on behavioural methods, 
since imaging methods are outside the scope of the research conducted in this thesis. Some of the 
most frequently used behavioural paradigms have been:  long-term auditory priming (e.g., Church 
& Schachter, 1994), continuous word recognition memory (e.g., Bradlow, et al., 1999, Cooper et 
al., 2015), word recognition memory (Luce&Lyons, 1998; Mattys & Liss, 2008), perceptual identi-
fication (e.g., Pufahl & Samuel 2014), eye-tracking (e.g., Creel et al., 2008). Despite differences, 
these methodologies share a common ‘prototype’ paradigm that involves two main parts: an expo-
sure/learning/priming phase and a memory test phase. During the first phase participants are ex-
posed to the stimuli, and depending on the paradigm, they either  encode the stimuli in memory by 
performing a task (e.g., word recognition memory paradigms: Goldinger, 1998), or just passively 
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attend to them, without completing any tasks (e.g., Mattys & Liss, 2008). The second phase in-
volves a memory task for the stimuli heard during exposure.  
Despite sharing a common prototype paradigm, studies have varied in terms of the encoding 
and memory tasks, as well as the type of stimuli used. This variability has sometimes been accom-
panied by discrepancies regarding the emergence of voice specificity effects, with some studies 
succeeding in measuring it, and others failing to do so. 
2.2.1. Encoding tasks 
Encoding tasks have differed with respect to the levels of processing they require, from: 
shallow (e.g., word classification based on the speaker’s gender), to moderate (e.g., phoneme iden-
tification), and deep (e.g., syntactic classification, semantic judgement). Some types of encoding 
tasks have focused on the voice by explicitly asking participants to identify the speaker (Allen & 
Miller, 2004; Goldinger, 1996; Nygaard & Pisoni, 1998; Nygaard et al., 1994), or to rate the clarity/
pitch of pronunciation (Church & Schacter, 1994; Schacter & Church, 1992). On the other hand, 
some tasks have required the processing of the linguistic information, not that of voice, such as: 
lexical decision (Luce & Lyons, 1998), categorizing a word (Schacter & Church, 1992), or compute 
the number of meanings for a word (Church & Schacter, 1994; Schacter & Church, 1992).  
 Although indexical effects have been found across different levels of processing 
(Goldinger, 1996), and across tasks that require or do not require the participants to pay attention to 
voice properties, there is some evidence indicating that the type of encoding during study/exposure 
might play a role in their emergence and/or robustness, especially for studies using a recognition 
memory task at test. Using a variety of encoding tasks, Goldinger (1996) showed that the voice 
effects on recognition memory were most robust when participants encoded the target words at 
shallow levels of processing. In contrast, other studies using shallow encoding tasks like  rating the 
voice pitch and pleasantness (Naveh-Benjamin & Craik, 1995) and voice clarity (Church & Schac-
ter, 1994) did not find voice effects on recognition memory. To make the issue more confusing, in a 
series of recognition memory experiments, Sheffert (1998a) found voice effects on recognition 
memory for a range of different encoding conditions—word enunciation (clarity) ratings, semantic 
ratings (counting the number of word meanings), word identification (transcribing the word) in 
noise, and word identification in the clear. One of the main findings was that while the depth of 
encoding affected the overall recognition memory performance - with semantic encoding producing 
higher overall accuracies - it had no effect on the retrieval of the voice information, since voice ef-
fects were found in all the encoding conditions. The finding that overall recognition memory was 
higher for  the semantically encoded items than the non-semantically encoded ones, was in line 
with the view that explicit memory performance supports a conceptual level of processing. Namely, 
counting the number of meanings for each word required more conceptual processing compared to 
rating the clarity of its enunciation, or writing its spelling.  
In contrast, a deep encoding task (semantic judgement), did not induce voice effects in an 
implicit memory task. Jackson and Morton (1984) had participants make semantic (animacy) 
judgements on the words during the exposure phase. After a delay period,  participants completed 
an implicit memory task, in which they identified the words embedded in white noise. The results 
revealed no effect of the voice change from exposure to test had on the word identification perfor-
mance. However, this null voice effect might have also been due to a complicated design, involving 
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both a between- and a within-subjects manipulation of the talker’s voice, and a heterogeneous par-
ticipant sample with a wide age range.  
Despite these occasional inconsistencies, the general trend is that indexical effects seem to be 
relatively robust across encoding tasks, as evidenced by higher performance for same- over differ-
ent-voice word repetitions across levels of processing (Goldinger, 1996) and across tasks that do 
and do not require attention to the talker’s voice (e.g., Schacter & Church, 1992).  
2.2.2. Implicit and explicit memory tasks 
Memory tests typically used to measure voice specificity effects have varied in terms of the 
extent to which they overtly refer to the initial encoding of stimuli. Explicit tasks require a con-
scious, direct retrieval of a study/exposure episode (e.g., old/new decision), whereas implicit tasks 
do not directly tap into the memory of a previous event (e.g., word identification in noise). Implicit 
memory tests are typically considered as supporting perceptual, whereas explicit tasks as tapping 
more into conceptual processing (e.g., Sheffert 1998; see also Pufahl and Samuel (2014) for a re-
view).  
Implicit tasks have been frequently used in auditory priming studies, where memory for 
studied items is tapped by measuring the effects of priming, a facilitation in responding to a repeat-
ed test item at test, that is ascribable to information obtained in the study phase. The general find-
ing- the voice specificity effect- is that voice changes from study to test lead to a significant reduc-
tion in priming. This has been shown for a variety of implicit tasks, such as: perceptual identifica-
tion in noise (Church & Schacter, 1994; Goldinger, 1996; Nygaard & Pisoni, 1998; Nygaard et al., 
1994; Pilotti et al., 2000; Sheffert, 1998b), identification of low-pass-filtered words (Pilotti et al., 
2000, Schacter & Church, 1992), word-fragment completion (Schacter & Church, 1992), lexical 
decision (Luce & Lyons, 1998), and speeded classification task (Goldinger, 1996). These findings 
suggest that listeners utilise acoustic details of the speaker's voice, in addition to lexical informa-
tion. However,  the presence of the effect has sometimes been varied as a function of tasks and 
stimulus quality.  
For example, Church and Schacter (1992, also Schacter & Church, 1994) found that study-
to-test voice changes produced a significant decrease in priming in stem completion and identifica-
tion of low-pass filtered words, but not in the identification of words embedded in white noise. Al-
ternatively, Sheffert (1998b) found an effect of the voice change in both the above identification 
tasks, but only when the words were presented in a degraded form (embedded in noise) at study as 
well. In contrast, Pilotti et al. (2000) did not find a difference in accuracy as a result of the voice 
change in word-stem completion and word-fragment completion implicit tasks. According to Pilotti 
et al. (2000), a crucial difference between the two studies  is that Schacter and Church (1992) used 
a relatively small test set of 48 words spoken by six speakers, while Pilotti and colleagues used a 
large set of 300 words, spoken by one speaker (either male or female). The acoustic homogeneity 
of using a single talker at test might have made the voice information perceptually less available 
compared to the other study that involved an acoustically heterogenous talker set at test. In an 
acoustically heterogeneous test set, the speakers' voices become salient features of the test material, 
encouraging reliance on voice information to aid in the completion of the task. On the other hand, 
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in an acoustically homogeneous test set, voice information is not a salient feature of the test materi-
al, leading participants to rely more on abstract lexical information as the primary means for com-
pleting the task. Additionally, another possible explanation for the discrepancy in the findings 
might be that using a single test voice renders it familiar over the course of the experiment, relative 
to a paradigm in which six different voices and far fewer stimuli are used.  
At the same time, Pilotti et al’s finding of a voice effect when the task was identification of 
words embedded in noise is in contrast with those of Schacter and Church (1992), Jackson and 
Morton (1984), and Sheffert (1998b), all of which showed no effects of the voice change on prim-
ing in this task. According to Pilotti et al, a plausible explanation behind the discrepancy between 
their results and those of Schacter and Church and of Jackson and Morton is that their signal-to-
noise ratio (SNR) was probably higher (- 5dB) than the one used in their studies. The increase in 
the background noise level might muffle voice-specific information and render it unattainable at 
test. However this explanation does not hold in the case of the discrepancy with Sheffert's (1998b) 
results, since the latter also used an SNR of -5 dB. A plausible reason might lie in an important dif-
ference between the stimuli used in each of these experiments. Namely, Sheffert (1998b) used high-
frequency words, whereas Pilotti et al. used low- and medium-frequency words. It could be the 
case that high-frequency words need less processing during encoding than do low- and medium-
frequency words. If this speculation is true, then high-frequency words might provide a smaller 
chance for encoding perceptual information and would hence be less likely to reveal voice effects. 
Therefore, in addition to variability in the encoding and memory tasks, stimulus-related variation 
that renders a proper comparison and a plausible explanation of the reported discrepancies even 
more challenging. As the researchers above also speculated, the number of word stimuli (large vs. 
small set), talkers (2 talkers vs. more), word frequency (high vs. low) and syllabic structure (mono- 
vs. bisyllabic) might all play a role in the detection of indexical effects.  
On the other hand, the pattern of findings from studies implementing explicit tasks to mea-
sure voice effects is somewhat more mixed. Frequently used tests have included: recognition mem-
ory (Church & Schacter, 1994; Goldinger, 1996; Luce & Lyons, 1998; Mattys & Liss, 2008; Schac-
ter & Church, 1992), continuous recognition (Palmeri et al., 1993; Bradlow et al., 1999), and cued 
recall (Church & Schacter, 1994). Some recognition tests have required participants to explicitly 
discriminate both words and the talker’s voice (“old same/old different”) (Palmeri et al., 1993; 
Bradlow et al., 1999), providing a higher chance of finding voice effects.  
 Indexical effects have not always been detectable with a discrete (old/new) recognition task.  3
While some studies implementing this type of task have reported significant changes in recognition 
performance (Mattys & Liss, 2008; Goldinger, 1996; Luce & Lyons, 1998), others have not 
(Church & Schacter, 1994; Schacter & Church, 1992; Pilotti at al., 2000). For example, Church and 
Schacter (1994; also Schacter & Church, 1992) found an effect of the voice change only on the im-
plicit memory task, whereas explicit recognition memory was not affected. Alternatively, studies 
that implemented the continuous recognition memory design have reported more consistent find-
ings (Bradlow et al., 1995, 1999; Craik & Kirsner, 1974; Palmeri et al., 1993; Saldana, Nygaard, & 
Pisoni, 1995; Sheffert & Fowler, 1995). In the continuous recognition task participants are required 
to decide whether a word was previously heard (old or new) after every trial, in contrast with the 
discrete recognition memory task, in which participants make this decision after the study phase, 
followed by a short delay. The typical finding is that as the lag increases between the initial presen-
 Discrete: consisting of separate experimental phases, usually involving a short break in between.3
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tation and the repetition of a word, accuracy decreases and response latencies increase. With re-
spect to the voice specificity effect, the evidence from these studies has consistently shown that 
same-voice repetitions are recognized more accurately and more quickly than different-voice repe-
titions at all lag intervals (Craik & Kirsner, 1974), regardless of the number of talkers in the list 
(Bradlow et al., 1995; Palmeri et al., 1993), and at different signal-to-noise ratios (Saldana et al., 
1995).  
 Although implicit memory tasks seem to display a somewhat more consistent pattern of 
results than their explicit counterparts (especially, recognition tasks), the comparison between the 
two types of tasks is not straightforward. There are examples of studies in which voice effects were 
found with an explicit (recognition) task, but not with an implicit (lexical decision) one, despite 
using the same encoding task during the exposure phase. For example,  in Luce and Lyon (1998), 
participants performed a lexical decision task during exposure, and at test they performed either 
another lexical decision (Experiment 1: implicit task) or a surprise recognition memory task (Ex-
periment 2: explicit). The results showed a voice effect on the recognition performance, reflected in 
the response latencies, with the same-voice repetitions being recognised faster than the different-
voice ones.  However, there was no effect in the lexical decision task, such that same- and differ-
ent-voice repetitions produced roughly equal amounts of repetition priming. The null result was in 
contrast with those of Church and Schacter (1994; also Schacter & Church, 1992). According to 
Luce and Lyon, one crucial difference between the studies involved the type of implicit task used. 
Namely, Church and Schacter used tasks in which the perceptual identification of the stimuli was 
made difficult by degrading the stimuli (either via low-pass filtering, or embedding in white noise). 
This degradation may have led to processing difficulties that in turn may have rendered reliance on 
the surface details of the stimuli (voice) stronger, either by slowing processing and allowing more 
time for specificity effects to emerge, or by encouraging the activation of specific previous memory 
traces to help identification. A second reason for the discrepancy in the results between these stud-
ies may be the speed of responses imposed by the lexical decision task used in Luce and Lyon 
(1998), which may have not allowed a sufficient time window for specificity effects to emerge (the 
time-course hypothesis is explained in the next section). 
There is also evidence suggesting that stimulus-related factors may also play a role in the 
inconsistencies observed with explicit tasks. For example, Sheffert (1998a) points out that one of 
the possible reasons behind Schacter and Church’s failure to obtain voice effects in their recogni-
tion memory tasks could be the syllabic structure, number and nature of  the word stimuli used. 
More specifically, the stimuli set consisted of a relatively small number of multisyllabic and low-
frequency words. In addition, the words occasionally formed paired associates (e.g., lemon and 
lemonade), which in turn may have promoted organisation into semantic categories and/or inter-
item elaboration. According to Sheffert (1998 a), all the studies that had reported voice effects on 
recognition memory, had used monosyllabic, high-frequency words that could not be classified into 
semantic categories easily (e.g., shop, case, group, told).  
 As a closing remark to the methodological issues reviewed in this section, it is worth pointing out 
that despite the varied pattern of methods and findings depicted above, the general trend in the lit-
erature favors the view that voice information seems to be encoded in long-term memory along 
with lexical information, and that it is used in both implicit and explicit tasks (see also Goh, 2005).  
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2.2.3. Theoretical approaches to discrepancies in indexical studies 
The dissociation between explicit and implicit memory tasks in measuring voice effects has 
been a matter of interest and debate since more than four decades. In this section I review three 
prominent approaches that have attempted to account for it. The first two are approaches to memo-
ry: 1) the multiple memory systems and 2) the transfer appropriate processing view. The third ac-
count is the time-course hypothesis, which was also reviewed in Chapter 1. 
The multiple memory systems view proposes that implicit and explicit tasks tap anatomically 
and functionally into separate memory systems (Schacter, 1987; Tulving, 1972). According to 
Schacter (1992; also Tulving & Schacter, 1990), performance in explicit memory tasks is mediated 
by explicit, or episodic memory, which stores information about the spatio-temporal relations of 
events, such as when and where a word was heard. Furthermore, explicit memory does not retain 
perceptual information related to the word form and hence, does not play a role in word priming. 
On the other hand, performance on verbal implicit memory tasks relies on two pre-semantic repre-
sentational systems (PRSs) that represent only word forms, not meaning or other associative 
knowledge. During the encoding stage, two representations of a word form are created. One is ab-
stract in nature, stripped of its surface properties and possibly stored predominantly in the left 
hemisphere. The other representation of the word is a perceptual one, lacking meaning and stored 
predominantly in the right hemisphere. Each of these memory subsystems serves word priming 
differently. One of the main predictions of this memory approach is that sensitivity to study-to-test 
surface changes of the word form depends on the memory system that the task taps into. Accord-
ingly, the effects of perceptual form change would not be observed via a recognition test, because 
recognition is an explicit task and, as such, it is served by a memory system that has no access to 
the perceptual form of a word. Therefore, such effects should only be observed on certain implicit 
memory tasks that tap into the PRS.  
 However, the results from a set of studies by Goldinger (1992, 1996) challenged this 
account. In these experiments, Goldinger used a perceptual identification task in order to investi-
gate implicit memory for spoken words. The task in the study phase was the identification of 
monosyllabic words embedded in white noise. Following a delay period, the participants completed 
a test phase, in which they heard the same words in a new order, half of them spoken in the same 
voice as that during the study phase, and the other half in a different voice. The results revealed that 
the word identification performance was affected by the study-to-test change in voice, such that 
listeners were faster and more accurate in identifying same-voice word repetitions compared to dif-
ferent-voice ones. Especially relevant for the above account, there was no dissociation between 
implicit and explicit memory performance, since the voice effect was also present on the recogni-
tion memory performance. The latter finding is consistent with a body of other studies that showed 
this effect on explicit memory tasks (Craik & Kirsner, 1974; Palmeri et al., 1993; Sheffert & 
Fowler, 1995; Sheffert, 1998 a). In light of these results, the explanation put forward by Schacter 
and Church that the null findings on tests of word identification in white noise were due to a lack of 
contribution of a right-hemisphere PRS, does not seem tenable. 
The second theoretical approach offers a processing angle and  posits a single episodic 
memory system within which various processes take place. More specifically, the transfer appro-
priate processing view posits that every event leaves a unique episodic trace in memory, including 
those from the processing during the encoding stage (e.g., Jacoby & Brooks, 1984; Kolers & 
Roediger, 1984, Roediger, 1990). Words are identified or recognized  based on their direct similari-
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ty to previous episodic traces. Accordingly, memory transfer depends on a processing match be-
tween study and test. The existence of a processing match between study and test varies as a result 
of the memory task at test, since different tasks use different processing mechanisms and hence, 
retrieve different types of information. For instance, an implicit task such as perceptual identifica-
tion is considered to be “data driven”, because it relies on the extent to which the stimulus format at 
test resembles the stimulus format at study. Therefore, repeating a spoken word in the same rather 
than a different format (voice) facilitates the processing of the item, resulting in the listener’s high-
er chance of identifying a degraded version of the word (Jacoby, 1983, Roediger, 1990).  
A crucial implication of the transfer appropriate processing view is that in implicit tasks that 
tap into perceptual processing, this type of processing should be encouraged in both encoding and 
test, rather than in only one of the phases. That is, if the implicit task at test is word identification in 
noise, then the study task should also include these items presented in noise, rather than in clear 
(Roediger, 1990). Sheffert (1998b) tested this hypothesis in a series of experiments in which mem-
ory for words and voices was investigated with two perceptual identification tests (words in noise 
and low-pass filtered words), after one of two encoding conditions (identification of words in noise 
and of words in the clear). At test, the talker’s voice was manipulated, such that a word was either 
presented in the same voice as in the study phase, or in a different voice. The results revealed that 
changes in voice reduced priming and crucially, that voice-specificity effects were greatest when 
the type of processing required in the study phase matched the one at test. Sheffert interpreted the 
results as showing that the goodness of the processing match between encoding and test was the 
primary determinant on the attainability of voice-specificity effects on implicit tests that involve 
perceptual identification. In contrast, most explicit tasks typically require a task that relies either on 
conceptual processing or on the match between conceptual information at study and at test. Memo-
ry transfer relies on the amount of detailed encoding at study and can be relatively insensitive to 
changes in the perceptual form of a word (Roediger, 1990).  
However, another important aspect of the transfer appropriate approach is that it considers 
the distinction between conceptual and perceptual processing not to be strictly parallel with that 
between explicit and implicit memory tasks (Sheffert, 1998b). Namely, an explicit task, such as 
recognition, may involve two distinct processes: one that associates the test item to a previous 
episode by using conceptually driven search operations, and one that uses perceptual or item-spe-
cific representations for initiating a response. A good perceptual match between study and test 
items facilitates item processing and as a consequence, the perceived familiarity of the item. The 
increase in perceived item familiarity may then result in a positive recognition decision even in the 
absence of conscious retrieval (e.g., Gardiner, 1988; Jacoby & Dallas, 1981, Jacoby, 1983). There-
fore, the processing view predicts that changes in the perceptual form of a word will have a de-
tectable impact on explicit memory if the explicit task promotes reliance on perceptual fluency, like 
for example, by encouraging data-driven perceptual processing, or by reducing processing com-
plexity. Such circumstances would minimize the reliance on conceptually based search, providing 
listeners with the opportunity to recognize the item on the basis of a more perceptually-driven fa-
miliarity. This assumption seems to be supported by studies that found indexical effects on explicit 
memory tasks by showing that recognition is facilitated when the test form of an item matches its 
study form (e.g., Goldinger, 1996). Further and stronger support comes from studies that imple-
mented a continuous recognition memory paradigm (e.g., Bradlow et al., 1999; Craik & Kirsner, 
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1974; Palmeri et al., 1993; Sheffert & Fowler, 1995). In these experiments, words are played in a 
continuous list, where each one of them is either spoken once, or repeated (in the same or in a dif-
ferent voice) after a number of intervening items (lags). Therefore, there is a high degree of similar-
ity between the first and second occurrences of a word, which may also be one of the reasons be-
hind the consistent pattern of voice effects reported by several studies that have used this task.  
 The third and more recent approach to explaining the discrepancies in indexical studies, is 
the time-course hypothesis, which emphasizes the processing time aspect of the stimuli. Luce, 
McLennan, and Charles-Luce (2003) argued that inconsistencies are best accounted for by differ-
ences in processing time requirements (cf. McLennan & Luce, 2005). Namely, voice specificity 
effects seem to emerge at a relatively late stage in processing. According to the time-course hy-
pothesis, the degree of reliance on instance-specific information is contingent on the speed with 
which a response is produced, with slow responses allowing retrieval of episodic traces to a greater 
extent than faster responses. Evidence in support of this claim has revealed specificity effects for 
stimuli that are processed relatively slowly (e.g., lower frequency bisyllabic words: Luce et al., 
1999; McLennan, 2005; or naturally degraded dysarthric speech: Mattys & Liss, 2008), but not for 
stimuli that are processed more quickly (e.g., higher frequency monosyllabic words: Luce & Lyons, 
1998).  
This section provided a review of some of the most prominent theoretical approaches put 
forward to explain the discrepancies in finding a voice effect in the indexical literature. Whilst no 
single approach can account for the existing inconsistencies on its own, each one of them offers a 
different angle into the issue. To briefly summarise the major emerging points, it seems like: 1) the 
processing match between exposure and test may play a role, and 2) allowing more time for the 
processing of the stimuli may increase the chance of observing an indexical effect. As the literature 
review on indexical effects suggests, it is quite difficult to point out a certain type of memory task 
as ideal. They all involve uncertainty and risks with respect to finding an effect, which makes 
sense, considering the fact that the effects in question are not large in size. In the section below I 
outline the rationale behind the recognition memory paradigm implemented in the present study 
and the ones described in the next two chapters . 
2.2.4. The present study - Methodological considerations 
In this study, a recognition memory paradigm consisting of an exposure phase, a short delay 
and a memory test phase was implemented. We used the same encoding task in the exposure phase 
as Pufahl and Samuel (2014) - animate/inanimate semantic judgement on the words - since it ac-
cesses the deep, semantic lexicon rather than merely lexical representations. For the test phase, 
contrary to Pufahl and Samuel (2014) and in line with several other indexical studies (e.g., Luce & 
Lyons, 1998; Mattys & Liss, 2008; Sheffert, 1998 a), we chose a recognition memory task. There 
are several reasons behind this decision. Although implicit memory tasks have proved relatively 
reliable in revealing indexical effects, the general pattern is more complex, with occasional incon-
sistencies. For example, in their study, Pufahl and Samuel (2014) implemented a deep processing 
encoding task in the exposure phase (an animate/inanimate semantic judgement task on the words), 
in which the items were heard in the clear. In the test phase, they used an implicit memory task that 
involved the identification of degraded versions of the words and their accompanying sound. They 
justified the choice of an implicit instead of an explicit memory task by citing the transfer appropri-
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ate approach, that would not suggest using a deep encoding task in conjunction with an explicit 
memory task. However, if rigorously followed, the transfer appropriate approach would have also 
predicted a relatively slim chance of finding specificity effects with their paradigm, based on the 
processing match of the stimuli between exposure and test. Namely, in Pufahl and Samuel (2014), 
the stimuli format in the exposure and test phases did not match (i.e., clear vs. filtered).   
In our paradigm, the stimuli format is consistent between exposure and test, such that the 
items are always heard in the clear, without any external noise or other form of degradation added 
to them. In this respect, the transfer appropriate approach would predict a relatively good chance of 
finding an effect. A crucial considerations guiding our decision was to keep a rigorous methodolog-
ical consistency among all the experiments in the series that investigated the sound specificity ef-
fect. The major reason for starting this quest with the replication of the voice specificity effect was 
to provide a robust comparative basis for the subsequent investigation of the sound specificity ef-
fect. Given that the series of experiments examining the latter would involve the use of word-sound 
pairs as stimuli - hence a masking component from the sounds - we chose not to increase the level 
of perceptual uncertainty by further degrading the stimuli. As Luce and Lyon (1998) also point out, 
perceptual identification tasks that involve stimulus degradation run the risk of inducing processing 
difficulties that in turn may promote strategic/explicit reliance on contextual cues (i.e., the talker’s 
voice) to aid identification. Additionally, we reasoned that a perceptual identification task may not 
be the most plausible one for answering questions related to long-term lexical memory. It could be 
questioned whether identification of degraded stimuli is more indicative of accessing lexical repre-
sentations in long term memory, or solving a challenging perceptual identification puzzle. 
At the same time, we were also aware of the main concerns arising with using an explicit 
memory task, such as the question regarding whether it was accessing lexical or episodic memory 
(see also Luce &Lyon, 1998).  We assumed that a recognition memory task entails some kind of 
lexical access and lexical processing during retrieval. Regarding the episodic nature of the task, the 
indexical literature suggests that lexical representations seem to have an episodic component, con-
sistent with episodic and hybrid models of the lexicon. Further, based on McLennan and Luce 
(2005)’s time-course hypothesis, it was deemed reasonable to allow for more processing time dur-
ing retrieval, rather than encouraging speeded responses with a lexical decision task. 
 The following sections describe the first experiment of this thesis. Aiming at replicating 
the voice specificity effect, we expected to see it manifested in the listeners’ overall recognition 
memory performance. Specifically, we predicted that recognition accuracy and/or response laten-
cies would be affected by the change in voice from exposure to test, such that the overall accuracy 
for the words repeated in the “same” voice would be significantly higher than the accuracy for the 
words repeated in the “different” voice.  
2.3. Experiment 1 - Voice specificity effect 
2.3.1. Methods 
2.3.1.1 Participants 
Forty-nine students at the University of York (Mean age = 21.89 years, SD = 3.90) partici-
pated in exchange for either course credit or payment. The number of participants was informed by 
other indexical studies (e.g., Luce and Lyons (1998) tested 60 participants in each of their two ex-
periments; Mattys and Liss (2008) tested 24 participants for each between-subjects conditions; 
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Schacter and Church (1992) tested 24 participants for each between-subjects conditions in the first 
experiment and 48 subjects in the second experiment (within-subjects); Sheffert (1998b) tested 15 
participants for each between-subjects condition in both experiments). Given the relatively small 
magnitude of indexical effects, we targeted a relatively large sample size (N > 40). 
All participants provided written consent prior to the experiment. They all identified them-
selves as native speakers of English and none of them reported a history of hearing or speech and 
language-related problems. 
2.3.1.2. Stimulus Recording 
The stimuli were recorded in a sound-attenuated booth by a male and a female speaker. Both 
speakers spoke Standard British English and were instructed to read the stimuli at a normal pace 
and neutral intonation in front of a microphone (Shure SM58). The words were digitized at a 44.1-
kHz sampling rate using a recording software program (Cool Edit Pro, 2000) and stored in individ-
ual audio files. All stimuli were filtered to eliminate background noise and 100 milliseconds of si-
lence was appended to the beginning and end of the words to avoid transition artefacts. In addition, 
all the sound files were normalized to 68 dB intensity by applying a custom-made script in Praat 
(Boersma & Weenink, 2013), to make the overall amplitude identical across stimuli. 
2.3.1.3. Materials and Design 
In line with Mattys and Liss (2008), the stimuli set consisted of 80 bisyllabic words,  half of 
which referred to animate entities and the other half to inanimate entities. All the words were of 
relatively high frequency, as reported in the CELEX database, with the following mean log fre-
quency values per semantic category:  
M
animate
 = 1.22, SD = 0.6; M
inanimate 
= 1.38, SD = 0.45).  The mean frequencies were not dif-
ferent from each other: F(1,72.34) = 1.67 , p > .05. The mean utterance length for each talker was: 
M
female
 = 590.41 ms, SD
female
 = 93.08 ms; M
male
 = 537.28 ms, SD
male
  = 80.25 ms. 
Acoustic analyses performed on the stimuli items produced by the two talkers revealed that the 
mean difference in fundamental frequencies (F0s) between the male and female talkers was 40.5 
Hz (M
maleF0 
= 115.55 Hz, M
femaleF0 
= 156.03 Hz). A list of the word stimuli is provided in Ap-
pendix A. 
The experiment involved two phases: Exposure and Test, separated by a short delay of 5 -7 
minutes. In each phase, participants heard a list of 60 words, each spoken one at a time. None of 
the words were repeated within a list. Half the stimuli in each list were produced in the female 
voice and the other half in the male voice. The 60 words in the exposure phase were the same for 
all participants, although the voice in which they were heard was counterbalanced across partici-
pants. In the test phase, 40 out of the 60 words were repeated from the exposure phase, half in the 
same voice, half in the different voice. Which words in  the test phase were in the same or the dif-
ferent voice was counterbalanced across participants. The counterbalancing across talker (male or 
female) and talker sameness (same or different) resulted in four stimulus lists in total. Each partici-
pant was randomly assigned to one of them. The remaining 20 words in test phase had not been 
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heard in the exposure phase. These were the same for all participants, with half of them spoken in 
the male and half in the female voice.  
2.3.1.4. Procedure 
Exposure phase   
The experiment was run on the DMDX software (Forster & Forster, 2003). Participants sat 
individually in a sound-attenuated booth and listened to the trials played binaurally over head-
phones (Sony MDR-V700) at a comfortable listening level of approximately 68 dB SPL. They read 
instructions on a computer screen and also listened to the experimenter’s explanations. They were 
instructed to make an “animate/inanimate” decision for each word, where animate and inanimate 
were defined and examples given (e.g., “banana is inanimate”, “professor is animate”). The exper-
imenter encouraged them to be as accurate as possible and not to pay attention to the speaker's 
voice. 500 ms. after the trial, participants saw a message displayed on the screen prompting them to 
respond by pressing either one of the corresponding ‘shift’ keys on the computer keyboard. Name-
ly, on the right side of the screen the word ‘ANIMATE’ (referring them to the right ‘shift’ key), and 
on the left side the word ‘INANIMATE’ (referring them to the left ‘shift’ key) appeared. Partici-
pants were told to wait for the message to appear on the screen before responding and were allowed 
a maximum of ten seconds to submit a response. The next trial followed immediately after they 
pressed a response button, or after the maximum allowed time expired, if no response was provid-
ed. There were 60 experimental trials in total and their order was randomized for each participant. 
No feedback was provided and there was no mention of an upcoming recognition task. 
Delay  
After completing the first experimental phase, participants left the sound-attenuated booth 
and spent 5-7 minutes on an unrelated distractor task prior to the memory test. This was done in 
order to ensure that performance in the subsequent test phase was not based on short-term or work-
ing memory. The task consisted of playing an online game (Cube Crash 2). 
Test phase  
In order to assess the effect of voice change on recognition memory, participants completed a 
surprise word recognition task. They read written instructions on the screen and listened to the ex-
perimenter’s explanations. The experimenter explained that they would hear spoken words, some 
of which were words they had already heard in the first part (old) and the others were words they 
would hear for the first time (new).  They were informed that for every trial, their task was to de-
cide whether the word was old or new, by pressing the respective ‘shift’ key on the keyboard. They 
were instructed again not to pay attention to the voice change across trials, as the voice of the talker 
was not relevant for their task. They were encouraged to be as accurate as possible, but to also 
press the response key as soon as they made their decision. Participants first saw an ‘x’ symbol ap-
pearing at the centre of the screen, which anticipated the playback of a word. After 500 ms., they 
heard the word and responded by pressing either one of the ‘shift’ keys on the computer keyboard 
(right for the ‘old’ words and left for the ‘new’ words). Stickers labeled ‘OLD’ and ‘NEW’ were put 
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above the corresponding shift keys. The next trial followed immediately after participants response, 
or after the maximum allocated time of 10 seconds expired and no response was provided. There 
were 60 experimental trials in total: 20 old words in the same voice as in exposure (old-same), 20 
old words in the different voice (old-different), and 20 new words (half in the male voice and half 
in the female voice). The order of trials was randomized for each participant. 
2.3.2. Results 
All participants, except one, displayed mean accuracies above 90% on the animacy judgement 
task in the exposure phase, indicating that they had successfully encoded the words during the task. 
The participant that failed to show this performance was excluded from further analysis. A one-way 
repeated measures ANOVA revealed no difference in accuracy in the exposure phase with respect 
to the semantic class of the words:  
M
animate
 = 98.96 %, SD
animate
 = .02; M
inanimate
 = 99.23 % correct, SD
inanimate
 = .02; 
F(1,57) = .395, p > .05. 
Overall, 48 out of 49 participants were included in the analysis, which included only the crit-
ical (old) trials. The response times were measured from the onset of the spoken stimulus to the 
button  press. Only the latencies of correct responses were submitted for analysis and latencies 
longer than 2 SD above the mean on a subject-by-subject basis were omitted. The data were ana-
lyzed using linear (LMER) and generalized mixed-effects regression models (GLMER) (Baayen, 
Davidson, & Bates, 2008), with recognition accuracy (Accuracy) and response times (RT) as de-
pendent variables. Accuracy was coded as a binary variable with values ‘0’ and ‘1 per trial, where 
‘1’ meant a correct response , and ‘0’ an incorrect one. 
The fixed factors were Voice Sameness (same or different), Semantics (animate or inani-
mate), and Exposure Voice (male or female). The factors were coded as binary variables as follows: 
Voice Sameness: 1 (same), -1 (different); Semantics: 1 (animate), -1 (inanimate); Exposure Voice: 1 
(female), -1 (male). Prior to adding any fixed factors to the model, for each dependent variable, we 
tested the maximal random structure, consisting of random slopes and random intercepts for sub-
jects and items, against the basic structure comprising only the random intercepts. This test was 
done to assess whether adding random slopes for the fixed factors would be necessary. For the 
main fixed factor of interest, Voice Sameness, random slopes were added for both subjects and 
items, whereas for the other two fixed factors, only by-subjects random slopes were included. For 
the Accuracy variable, the maximal random structure comprising all the random slopes failed to 
converge, but converged when the random slope of Semantics was excluded from the model. How-
ever, this new maximal structure was not statistically different from the basic structure: χ2(3) = .59, 
p = .90. In the case of the RT variable, the maximal random structure comprising all random slopes 
converged, but it was not different from the basic structure: χ2(4) = 6.43, p = .17. Despite not being 
mandatory in this case, we decided to use the maximal random structure whenever it converged. 
This decision was informed by Barr et al (2013)’s analysis, suggesting that Linear Mixed Effects 
Regression (LMER) models generalise best when they include the maximal structure justified by 
the design. However, Barr et al (2013) also notes that for categorical variables like the Accuracy 
variable here, it may be more difficult for the corresponding maximal Generalized Linear Mixed 
Effects Regression (GLMER) models to converge, especially when mixed logit models are in-
volved. Henceforth in the analysis, the cases wherein the maximal random structure could not be 
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used as a result of the maximal model’s failure to converge, will be explicitly mentioned. Other-
wise, it means that the maximal random structure with random intercepts and random slopes for 
subjects and items has been used.  
For every dependent variable, the fixed factors, as well as their interactions, were added in-
crementally to the base model, and improved fit to the model was assessed using the likelihood ra-
tio test. The base model included only the random terms. The main effects of Voice Sameness, Se-
mantics, and Exposure Voice were obtained by testing the improvement in the model fit when each 
one of these factors was individually added to the base model. 
As predicted, there was a main effect of Voice Sameness on recognition accuracy (the voice 
specificity effect),  β = .19, SE =  .06, χ2(1) = 9.26, p = .002.  Participants were overall more accu4 -
rate in recognizing previously heard (old) words when they were repeated in the same talker voice 
(M
Same
 = 81.77 % correct, SD = 12), compared to when the voice was different (M
Different
 = 
76.15 % correct, SD = 12.52). The voice specificity effect is graphically illustrated in Figure 2.1. 
  
The mean false alarm rate on the new words was M
false alarms
 = 19.28 % , SD = 10.62, calculated 
as: 100% minus the mean hit percentage of the responses to the “New” stimuli (M
New
 = 80.73 % , 
SD = 10.62). The false alarm rates talker-wise were: M
male
 = 14.59 % , SD = 11.66; M
female
= 
23.96 % , SD = 12.33, and they were significantly different, F(1,47) = 33.71, p < .001, η2  = .42, 
indicating a bias towards the female voice for the new stimuli. Since these trials were not critical in 
 The base and the GLMER models included only the slopes of the fixed factors Voice Sameness (added on a by-subject and 4
by-item basis) and Exposure Voice (added on a by-subject basis), since also adding the slope for Semantics (on a by-subject 
basis) resulted in these models’ failure to converge.
!46
R
ec
og
ni
tio
n 
 A
cc
ur
ac
y 
%
0
20
40
60
80
100
SAME   DIFFERENT   FA
Mean Accuracy Same Voice
Mean Accuracy Different Voice
Mean False Alarms
5.62 % difference in mean recognition accuracies
**
Figure 2.1. Mean recognition accuracy percentages across all participants as a function of the 
voice  change. The mean percentage of false alarms was calculated as (100% - mean accuracy of 
the responses to the “New” stimuli). 
                                                              
our design and were not eligible for analysis with respect to the sound specificity effect, this bias 
will not be discussed further.  
The voice specificity effect did not manifest in the overall response time (RT). Participants 
were slightly faster in recognising previously heard words when they were repeated in the same 
compared to the different voice, M
Same
 = 1184.80 ms., SD = 160; M
Different
 = 1200.99 ms., SD = 
173, but this difference was not significant, β = -6.31, SE = 5.48, χ2(1) = 1.32, p = .25.  
There was a main effect of Semantics on recognition accuracy, β = .29, SE =  .10, χ2(1) = 
8.29, p = .004, indicating that overall participants were better at recognizing previously heard 
words when they were animate compared to when they were inanimate, M
animate 
= 83.33 % cor-
rect, M
inanimate
 = 74.58 % correct.  However, there was no interaction of Semantics and Voice 5
Sameness, β = .03, SE = .06, χ2(1) = .18 , p = .68, meaning that the robustness of the voice speci-
ficity effect on recognition accuracy was not affected by the semantic category of the words.  Mean 6
accuracy values for each combination of (Voice Sameness x Semantics) are given in Table 2.1 be-
low: 
Table 2.1. Mean recognition accuracy percentage correct values for each combination of Voice Sameness x 
Semantics. 
There was also a main effect of Semantics on response latencies, β = -23.91, SE = 7.80, χ2(1) = 
8.27, p = .004, indicating that participants were faster at recognizing previously heard words when 
they were animate compared to when they were inanimate, M
animate 
= 1169.05 ms., M
inanimate
 
= 1219.62 ms. However, there was no interaction between Semantics and Voice Sameness, β = 
7.87, SE = 5.90, χ2(1) = 1.77, p = .18. 
No main effect of the Exposure Voice on recognition accuracy was present, β = -0.03, SE = .
06, χ2(1) = .19, p = .66, meaning that the voice of the speaker in the exposure phase did not matter 
for participants accuracy performance in the test phase. Also, no interaction between Exposure 
Voice and Voice Sameness was found, β = -0.12, SE = .06, χ2(1) = 3.53, p = .06.  The mean accu7 -
racy values for each combination of (Exposure Voice x Voice Sameness) are displayed in Table 2.2. 
 Random slopes of the fixed factors Voice Sameness and Semantics were included on a by-subjects basis, since the corre5 -
sponding base and  GLMER models were the only ones that converged.
 Random slopes of Semantics (added on a by-subject basis) and Voice Sameness ( added both on a by-subject and by-item 6
basis) were included in the base and GLMER models, since they were the only ones that converged.
 The base and the GLMER models included only the slopes of the fixed factors Voice Sameness (added on a by-subject and 7
by-item basis) and Exposure Voice (added on a by-subject basis).
!47
Voice Sameness x Se-
mantics
Animate Inanimate
Same 86.04% 77.5%
Different 80.63% 71.67%
                                                              
Table 2.2. Mean recognition accuracy percentage values for each combination of Exposure Voice x Voice 
Sameness. 
Similarly, there was no main effect of the Exposure Voice on the response times, β = -8.48, SE = 
6.30, χ2(1) = 1.77, p = .18, and no interaction of Exposure Voice and Voice Sameness,  β = .62, SE 
= 6.24, χ2(1) = .01, p = .92. Hence, the voice of the speaker in the exposure phase did not matter 
for participants response speed in the test phase. 
 In addition to the above analysis, we also performed F1 and F2 analyses to further confirm 
that the voice specificity effect we found on recognition accuracy was genuine across both subjects 
and items.  
- By subjects: A repeated measures ANOVA with Voice Sameness as the within subjects factor re-
vealed a main effect of the vice sameness across subjects, F
1
(1,47) = 9.94, p = .003, η2  = .175. 
- By items: A repeated measures ANOVA with Voice Sameness as the within items factor revealed 
a main effect of the voice sameness across the items, F
2
(1,39) = 8.64, p = .006, η2  = .181. 
In an attempt to test whether the above patterns might be modulated by processing speed (cf 
McLennan and Luce (2005)’s time-course hypothesis), we compared the voice specificity effect on 
slow and fast respondents. Listeners were categorized as slow or fast on the basis of a median split 
of their average response latencies. A mixed design measures ANOVA with Voice Sameness (same 
or different) as the within-subjects factor, and Speed (fast or slow) as the between-subjects factor 
revealed no main effect of Speed, F(1,46) = .46, p = .50, η2  = .01. There was a main effect of Voice 
Sameness (i.e., voice specificity), F(1,46) = 9.8, p = .003, η2  = .18, but no interaction effect be-
tween Speed and Voice Sameness, F(1,46) = .34, p = .57, η2  = .007. The time-course hypothesis 
would predict that the slow responders display a stronger indexical effect than their fast counter-
parts. Our results show no such difference in the effect between fast and slow responders, hence 
they do not provide support for the time-course hypothesis. 
2.4. Discussion and Conclusions 
The present study replicated the voice specificity effect using a recognition memory par-
adigm, involving an explicit memory test for previously heard words (e.g., Goldinger, 1998; Luce 
& Lyons, 1998; Mattys & Liss, 2008). As expected, we found that participants were more accurate 
in recognizing previously heard words when they were repeated in the same voice, compared to 
when the voice changed. The effect was not reflected in the reaction times.  
Mattys and Liss (2008) reported a similar pattern of results using the same memory task at 
test. Particularly relevant for the present study is their result regarding the voice specificity effect in 
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Exposure Voice x Voice 
Sameness
Different Same
Female 77.08% 79.58%
Male 75.21% 83.96%
                                                              
the normal speech condition, in which, similar to the present results, the effect was manifested only 
in the recognition accuracy and not in the response latency. This was not the case for both condi-
tions of dysarthric speech, where the effect was found in both accuracy and response time (Figure 
2.2 illustrates this finding).  
 
   
  
 
The present findings join the body of indexical studies that found the voice specificity effect using 
a recognition memory paradigm (e.g., Goldinger, 1996, 1998;Luce & Lyon, 1998; Mattys & Liss, 
2008, Sheffert, 1998a). It is worth pointing out that the present pattern of results is slightly different 
from that in Luce and Lyon (1998). Namely, we found a voice effect in the word recognition accu-
racy, not in the response latencies, whereas Luce and Lyon found an effect in the response laten-
cies, but not in the recognition accuracy.  Potential reasons behind this may be related to method-
ological differences between our study and Luce and Lyon’s. For instance, we used a semantic 
judgement task in the encoding phase, whereas Luce and Lyon used a lexical decision task. While 
both tasks presumably access the mental lexicon, the semantic task might provide deeper encoding/
access that could in turn promote the appearance of a specificity effect in the recognition accuracy. 
On the other hand, in line with our results, Mattys and Liss (2008) were able to find a voice effect 
in recognition accuracy (not response latencies) in  the absence of an encoding task. Hence, it 
seems like the encoding task may not be a key factor in explaining these opposite result patterns.  
A second methodological difference regards the type of stimuli used. Namely, like in Mattys 
and Liss (2008), the stimuli set in the present study consisted of bisyllabic, relatively high frequen-
cy words, whereas Luce and Lyon (1998) used monosyllabic words. Perhaps using words of shorter 
length and duration may have encouraged faster processing and accordingly lower response laten-
cies (which seems to be the case, judging from the mean latency values in Luce and Lyon (1998)), 
that in turn may have promoted the emergence of the effect in the latency. However, such an argu-
ment would be in contrast with the time-course hypothesis, according to which the more process-
ing/response time is allowed, the more likely, and stronger indexical effects are to emerge.  
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Figure 2.2. From Mattys and Liss (2008). Graph showing the 
correct recognition latency (lines) and accuracy (bars) as a 
function of voice similarity and stimulus degradation to to 
dysarthria. Recall error is calculated as 100 minus the percent-
age correct of recognised words.
                                                              
Finally, another methodological difference is the lack of a delay phase in Luce and Lyon 
(1998). The delay phase could have perhaps helped in consolidating the memory for the words 
heard during the first phase, which in turn could have led to the effect showing up in the recogni-
tion accuracy.  However, given that Mattys and Liss (2008) found an effect on accuracy, despite the 8
lack of a delay phase, undermines this possibility as well. Therefore, the methodological differ-
ences among the present study and the other two, do not seem to explain the discrepancy in the pat-
tern of results. Nevertheless, the most noteworthy point is that all three studies did find a voice 
specificity effect, albeit one that manifests itself in different variables of interest (accuracy vs. re-
sponse latencies). 
Contrary to the prediction of the time-course hypothesis, there was no difference with respect 
to the magnitude of the effect between fast and slow respondents. Given that response speed was 
not particularly encouraged, it may be the case that the fast responders were not fast enough for a 
significant difference between the two groups to show. This result is also consistent with the one 
that Mattys and Liss (2008) reported for their normal speech condition (very similar to the present 
experiment) by performing the same analysis (see Figure 2.3 for their results on the matter).  9
 
 
Overall, the present results are consistent with an extensive body of literature indicating that 
talker-specific details are retained in long-term memory and may play a role in spoken word pro-
cessing and representation in memory. As such, it can be accommodated by episodic and hybrid 
models/approaches of spoken word recognition and representation in memory (Goldinger, 1998; 
Hawkins & Smith, 2001; Hintzman, 1986; McLennan et al., 2003; Sumner, 2014). Abstract models 
that disregard the information richness that is intrinsic to the variability in the surface properties of 
the speech signal cannot account for the observed result. It is also important to note that while this 
study provides support for an episodic component of the mental lexicon, it does not differentiate 
between the two models. The more recent models of spoken word recognition are steering away 
from the two extremes of the theoretical spectrum (abstract vs. episodic), positing that the percep-
 Although it is arguable that such a moderate time delay could help with consolidation processes.8
 They observed a difference in the effect between fast and slow respondents only in the dysarthric speech conditions.9
!50
Figure 2.3. From Mattys and Liss (2008). Graph showing the 
correct recognition latency for slow and fast respondents as a 
function of voice similarity and stimulus degradation due to 
dysarthria. 
                                                              
tual and memory systems can use and retain either type of information, as dictated by the process-
ing demands imposed by the task.  
As Hawkins and Smith (2001) note, the quest for better models of speech processing relies to 
a good extent on the recognition of the fact that the speech signal is a rich and variable source of 
information, comprising a high number of different types of linguistic and non-linguistic informa-
tion. Accordingly, it would not be unreasonable to assume that listeners retain the richness of 
acoustic information prior to proceeding towards a more abstract representation of speech.  Crucial-
ly, the speech signal can be considered an integral aspect, rather than only a simple carrier of 
meaning. Obviously, memory encodes experiences, and lexical/linguistic knowledge is attained 
through continuous experiences. These experiences are ultimately episodic in nature, because the 
world is episodic. Therefore a view of lexical memory that relies on episodes, at least until a certain 
level of representation (i.e., until abstraction), seems plausible. 
In conclusion, the study described in the present chapter marks a methodological and theo-
retical starting point for the main aim of this thesis, the exploration of the sound specificity effect in 
spoken word recognition. The next chapter will begin to investigate this effect, endorsing an ener-
getic masking perspective as a potential explanation behind its emergence. 
!51
                                                              
Chapter 3 
The Glimpses Account 
Abstract 
The study presented in this chapter investigates the role of energetic masking in the emergence of a 
sound specificity effect. Pufahl and Samuel (2014) found a sound specificity effect on spoken word 
identification when the paired background sound exemplar changed from exposure to test. It was 
suggested that mere co-occurrence of the words and background sounds could lead to the word-
sound pairs being retained as integrated auditory representations in the lexicon. Here, I argue that 
mere co-occurrence per se may not be a sufficient, or the only factor in the emergence of a sound 
specificity effect. The effect could also be accounted for by the presence of different degraded ver-
sions (glimpses) of the same word, created by two different masking sounds. It may be the 
glimpses that are retained in memory, rather than the different word-sound associations per se. The 
three experiments described here explored this alternative scenario. In line with the previous exper-
iment, the scope of the present investigation also lies within the spoken word recognition memory 
domain. As such, all the experiments employed  the same experimental design as the voice speci-
ficity experiment, with identical encoding and recognition memory tasks. The mixed effects regres-
sion analyses revealed the anticipated sound specificity effect on recognition memory accuracy, but 
only when the respective acoustic glimpses of the same word(s) in exposure and test were highly 
contrasted (Exp. 3). The high contrast was achieved by the combined change of the sound pitch and 
its temporal overlap with the word.  These results provide evidence in favour of an alternative ex-
planation of the sound specificity effect to that of mere co-occurrence. Further, they also point out 
the susceptibility of such effects to the experimental context in which they are probed. 
3.1. Introduction 
Spoken words display a great deal of variability that accompanies their acoustical realisa-
tions by different talkers. Such variability and its effects on spoken word recognition and represen-
tation in long-term lexical memory have been the subject of extensive research and discussion in 
the past several decades.  The previous chapter dealt with this topic and replicated the classical 
voice specificity effect. This chapter examines another type of variability, that is external to the 
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speech domain. In addition to the speech-intrinsic variability, listeners are also frequently exposed 
to the external variability of the background in which speech occurs. We rarely hear speech in clear, 
ideal conditions. On the contrary, it is usually accompanied by background sounds, noises and oth-
er speech, all of which also frequently vary. Then, some of the main questions asked in the case of 
indexical variability become also relevant for this external variability. Namely, what does the per-
ceptual system do with speech-extrinsic variability? Is it discarded immediately and entirely as ir-
relevant noise, or does it persist at some level in the perceptual and memory systems, impacting the 
processing, recognition and representation of spoken words? In particular, if the view that regards 
voices as always co-occurring with spoken words is endorsed, then analogous questions for back-
ground sounds co-occurring with spoken words become pertinent. The co-occurrence aspect of the 
relationship between the two dimensions of speech was critical in Pufahl and Samuel (2014)’s 
study and the main drive behind the idea that sounds co-occurring with words could also be re-
tained in the mental lexicon in a similar way to voices. More specifically, their main question of 
interest was whether a change in the co-occurring sound would affect word identification perfor-
mance in the same way that a change in voice does. 
In their first experiment, participants were exposed to words spoken by two talkers, either in 
isolation, or paired with one of the two exemplars of environmental sounds (e.g., a barking dog, a 
doorbell sound).  In line with the classical indexical paradigm, there was an exposure phase, a de10 -
lay and a memory test phase. There were four conditions with respect to the voice and sound ma-
nipulations from exposure to test: no change, voice change, sound change, both voice and sound 
change. During the exposure phase participants heard the word-sound pairs in the clear and per-
formed a semantic judgement task on the words only after being instructed to ignore the back-
ground sounds as irrelevant. The test phase involved a perceptual identification task, in which par-
ticipants heard the heavily degraded version of the stimuli (through band-pass filtering) and were 
asked to transcribe the words. Besides replicating the voice specificity effect, they also found a 
similar effect of the sound change on word identification accuracy. Namely, listeners were signifi-
cantly less accurate at identifying the degraded words when the co-occurring background sound 
changed from exposure to test, compared to when it remained the same. This specificity effect was 
interpreted as evidence that listeners retain specific acoustic details pertaining to irrelevant, co-oc-
curring background sounds of a spoken word episode in lexical memory. The authors proposed an 
integrated view of the mental lexicon, in which lexical representations involve a combination of 
lexical, indexical (voice), as well as speech-extrinsic auditory information (background sounds). In 
their words: “what co-occurs stays together”, which implies that detailed and specific information 
about the irrelevant co-occurring background sound itself is retained in the mental lexicon, along-
side the linguistic information. According to the authors, if indexical effects motivated the expan-
sion of the mental lexicon to include characteristics of the talker’s voice alongside the linguistic 
information, then the new sound specificity effect, obtain by the same indexical paradigm, could 
require an even further expansion that would additionally incorporate speech-extrinsic auditory 
information. Furthermore, they posited that the fact that a specificity effect similar to an indexical 
one is obtained when a speech-extrinsic environmental sound changes between exposure and test 
suggests that co-occurrence  is the critical component, rather than any properties integral to the 
spoken word. 
 Every environmental sound had two exemplars (e.g., large barking dog and small barking dog). Every word-sound pairing 10
was unique, i.e., the same sound exemplar was not paired with more than one word.
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As a new effect in the indexical literature, the sound specificity effect is exciting and has the 
potential to advance our understanding of the nature of lexical representations and the structure of 
the mental lexicon. At the same time, this novelty also necessitates further research for a deeper 
understanding of its nature and scope. Here, I argue that the effect could also be accounted for by 
the retention of the degraded versions of the words (acoustic glimpses) produced by the masking 
sounds, which would make claims about retention of non-linguistic information in memory unnec-
essary. The next section presents basic background information on masking and the concept of 
acoustic “glimpses”. It concludes with the rationale that motivated the present study. 
3.2. Auditory masking and the notion of “glimpses” 
When spoken words are paired with background sounds, the sounds are not only co-occur-
ring components in the pairing, but also masking ones. Maskers can be anything auditory, from 
background noises/sounds to competing speech. In the case of background noises, linguistic infor-
mation may or may not be present in the masker. During masking, the masker signal competes with 
the target speech signal for processing resources in the auditory system. The properties of masking 
sounds define the extent to which they compete for the same resources—central or peripheral—as 
the target speech. As a result, two types of masking have been broadly defined : energetic and in-
formational.  Pollack (1975) is credited with coining the terms “energetic/informational masking” 
and was among the first to propose a distinction between these two types of masking. It is widely 
accepted that energetic masking usually refers to masking that occurs at the periphery of the audito-
ry system, where the resource competition between the target and masker takes place (i.e., overlap-
ping excitation patterns in the cochlea or auditory nerve). This type of masking is mainly related to 
the audibility of the target signal and produces partial loss of information at a peripheral level, due 
to spectral and temporal overlap between the target speech and the noise signal. Since it is typically 
considered to be directly related to the presence of masker energy in the same frequency region(s) 
as energy in the target signal, most research in this area has focused on the frequency dimension 
(Brungart, 2001; Durlach et al., 2003). 
Informational masking on the other hand, has proved more challenging to define. It is usual-
ly described in terms of what it is not, rather than what it is, and the most frequent definition takes 
energetic masking as a reference point. Accordingly, informational masking refers to the masking 
beyond what can be attributed to energetic masking alone. The term has been broadly applied to a 
wide range of auditory masking processes which may share only the fact that they do not appear to 
involve energetic masking. In this type of masking, competition for resources seems to be associat-
ed with more central auditory processes. The target speech and the noise signals may both be audi-
ble, but they may be difficult to segregate, thus hindering the recognition of the target (Brungart, 
2001; Rosen et al., 2013). Informational masking therefore depends on factors that inhibit or facili-
tate stream segregation including linguistic, attentional, and other cognitive factors (Brower et al., 
2012; Cooke et al., 2008; Mattys et al., 2009).  
Dissociating between energetic and informational masking in auditory processing is not triv-
ial, since for any particular masking signal, the masking effects typically arise from a combination 
of energetic and informational factors (e.g., Kidd et al., 2007; Lidestam, 2014; Scott et al., 2009; 
Watson, 2005). For example, if speech is masked with steady-state noise, energetic masking effects 
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will presumably be dominant, whereas masking speech with speech will involve both energetic and 
informational masking (Scott et al., 2009). The question  of how to disentangle the energetic and 
informational components of the masking effect of noise on speech perception is beyond the aim 
and scope of this chapter. For our purposes, the important aspect of masking is that if a speech sig-
nal is presented together with an acoustic noise signal (such as background sounds), there will be 
some degree of energetic masking involved.While informational masking cannot be completely 
discarded in our stimuli, energetic masking is the dominant masking component, therefore it will be 
the only type of masking we address throughout the rest of the chapter.  
The most crucial notion for the issue investigated in this chapter is that of “glimpsing” in the 
presence of background noise/sounds. The successful perception of noisy speech has been often 
described as “glimpsing” or “dip listening”, in which the listener has the possibility to take advan-
tage of the occasional “dips” present in the background noise and perceive relatively undistorted 
speech portions across the frequency-time domain (Miller & Licklider, 1950; Howard-Jones & 
Rosen, 1993a; Cooke, 2003; Assman & Summerfield, 2004). These dips occur in two dimensions: 
temporal and spectral. The temporal dips happen as a result of brief pauses, such as when the over-
all level of the competing masker signal is low. In these moments, the signal-to-noise ratio (SNR) is 
relatively high, allowing for ‘glimpses’ of the target speech to be available to the listener. The spec-
tral dips arise due to the spectrum of the target speech being different from that of the background 
noise, meaning that there may be certain frequencies of the target speech that are not masked by the 
background noise signal. This in turn results in a high SNR for those frequencies and enables re-
gions of the target speech spectrum to be glimpsed. The glimpsed acoustic information can then 
help the listener to infer the complete or near-complete version of the target speech signal (Darwin, 
2008). In the case of a fluctuating masker, the process of “glimpsing” (“dip listening”) can reduce 
the effects of energetic masking (Miller & Licklider, 1950; Howard-Jones & Rosen, 1993a; Rosen 
et al., 2013).  
 The rest of the chapter will make extensive use of the “glimpses” notion, which based on the 
information outlined above, can be concisely defined as:  
- the intelligible left-over of a word after the portions affected by the background masker have 
been accounted for. Figure 3.1 provides a visual analogy to the concept of masking and glimpses, 
as well as spectrograms of glimpses of the same word, arising as a result of masking from two 
different sounds.  
Computational models have attempted to quantify the amount of acoustic glimpses that occur dur-
ing masking, one of the most prominent ones being that proposed by Cooke (2006). This model 
will be explained in more detail in section 3.7, where the glimpses computation of the stimuli from 
all the experiments and the respective statistical analysis will be presented. 
!55
                                                              
In light of the above considerations from the masking perspective, we investigated an alternative 
hypothesis regarding the sound specificity effect reported by Pufahl and Samuel (2014), as sum-
marised in the following questions: 
- Does this effect emerge as a result of the different associations of the same word with two differ-
ent sounds in exposure and test, or due to the different acoustic glimpses of the same word creat-
ed as a result of masking by two different sounds?  
- The first alternative - the one endorsed by Pufahl and Samuel - implies that the long-term memo-
ry episode of the word can retain information about the sound itself, alongside the word. Put in 
another way, it would mean that the ‘word-sound’ pairs are integrated in long-term lexical mem-
ory as episodic entries (although this is a relatively simplistic conclusion, see Pufahl & Samuel 
for a more nuanced discussion).  
- The second alternative puts emphasis on the masking aspect of the word-sound co-existence. It 
maintains that the retention of the sounds in memory may not always be necessary for a speci-
ficity effect to appear. Rather, it may be the left-over of the word after being masked by the 
sound(s) that are stored. Therefore, the observed sound specificity effect in Pufahl and Samuel 
(2014) may not be due to the fact that the word-sound association of the word in the test phase 
(e.g., word-barking dogB) does not match the one in the exposure phase (word-barking dogA), 
but because glimpseA of the word at exposure (due to masking from barking dogA) is different 
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Figure 3.1. Examples of acoustic glimpses and visual masking. The images in A and B represent the 
spectrograms of the glimpses of the same word after being masked by two different energetic maskers. 
As a result of different masking, the acoustic left-overs are different. The images in C and D provide an 
analogy to visual masking and represent the same object being occluded (masked) by two different grid 
masks. Again, what is left of the object from the occlusion is different in both cases.
                                                              
from glimpseB at test (due to masking from barking dogB). This alternative scenario would bring 
along another question of interest: 
-  Does the degree of glimpse difference matter for the emergence of a sound specificity effect?   
It is important to decouple the two alternatives outlined above, especially considering their implica-
tions regarding the nature of lexical representations in long-term memory.  The set of experiments 
presented in this chapter aimed at achieving this, by creating a masking context that was favourable 
to investigate the “glimpses” hypothesis we put forward. Furthermore, different from Pufahl and 
Samuel’s, the present study implements a closer analogy to the typical procedure used to study 
voice-specificity effects. While they had two talkers and as many sounds as words, we used two 
sounds, to match the number of talkers used in the voice specificity case (Exp.1, previous chapter). 
All the experiments used the same two car horn sounds, with different masking configura-
tions. The second experiment involved two conditions: 2A (Late Masking) and 2B (Early 
Masking), that differed with respect to the temporal alignment of the sound with the word onset.  11
In experiment 2A, a chance for a moderate word-initial lexical advantage was allowed, such that 
the sound started later than the word onset. This advantage possibility was later absent in 2B, where 
the sounds started at the beginning of the words. There has been some debate in the literature of 
lexical access and spoken word recognition regarding the status of the word-initial information. 
Whilst some studies have emphasised the importance of an intact word-initial information for suc-
cessful lexical access and subsequent word identification (e.g., Marslen-Wilson & Welsh, 1978; 
Marslen-Wilson, 1987; Marslen-Wilson & Zwitserlood, 1989), others have posited that disrupted 
word-initial information does not preclude word identification (e.g., Connine et al., 1993; Milberg 
et al., 1988; Samuel, 1981). However, the possibility of a lexical advantage in the stimuli of 2A 
was a very minor aspect of the investigation, therefore its investigation does not go beyond com-
paring the mean recognition accuracies in both the conditions. 
 Both Experiment 2A and 2B explored the case of a sound specificity effect arising as a 
result of different acoustic glimpses. Assuming that the change in the sound pitch from exposure to 
test would create different glimpses of the same word(s), the prediction was the same in both condi-
tions:  
- If the acoustic glimpses of the ‘word-sound’ pairs are retained in memory, then the sound change 
from exposure to test that also creates different glimpses of the same word(s), should lead to a 
significant decrease in listeners’ overall word recognition accuracy, and/or an increase in their 
mean response latency. On the other hand, if the glimpses play no significant role in the emer-
gence of the effect, then this pattern of results should not be observed. 
                                                                                                                                                                                                                                                                                                   
3.3. Experiment 2A - Late masking onset 
3.3.1. Method 
 First one in this chapter, second in the entire series.11
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3.3.1.1 Participants 
Fifty-six students at the University of York (Age range: 18 - 23 years) participated in exchange 
for either course credit or payment. The number of participants in all three experiments described 
in this chapter was informed by the indexical literature and the very limited number of studies on 
speech-extrinsic specificity effects. Namely, Cooper et al (2015) tested 44 (36 included in the 
analysis) and 39 (36 included) participants for each of their two conditions in the first experiment, 
and 45 (36 included) and 42 (36 included) participants for each of two conditions in the second ex-
periment. Pufahl and Samuel (2014) tested the following number of participants in their experi-
ments: 72 (Exp.1, 64 included), 73 (Exp.2, 64 included), 65 (Exp.3, 64 included), 52 (Exp.4, 48 
included), 23 blind adults (Exp.5, 19 included), and 51 (Exp.6) participants.  We targeted a rela12 -
tively large sample size (N > 40), given the reported fragility and the small size of the effects in 
question. All participants provided written consent prior to the experiment. They all identified 
themselves as native-speakers of British English and none of them reported a history of hearing or 
speech and language related problems. None of the participants had done Experiment 1. 
3.3.1.2. Materials and Design 
The stimuli set consisted of 80 word-car horn sound pairs. The words were the same ones as in 
the voice specificity experiment, but only in the female voice.  Each word was paired with either 
one of two car horn sounds that had the same intermittent structure, consisting of several 80-ms. 
sound bursts, separated by silence intervals of varying duration. The intermittent sound structure 
was selected to create a “glimpsing” context that allowed for a high word intelligibility, and could 
also be conveniently controlled with respect to the manipulations involved in creating the “Differ-
ent Sound” condition. The two sounds differed only in their respective pitches (F0s): 190.19 Hz 
(high pitch), and 131.89 Hz (low pitch). They were both derived from the same car horn sample, 
from which an 80-ms. portion was edited and manipulated to create a low pitch and a high pitch 
version. The horn sounds were then customised according to each individual word, such that the 
word length determined the number of horn bursts and the length of silence intervals between them. 
In both experimental phases and across all the stimuli, the sound started 80 ms. (the duration of one 
car horn burst) later than the word , in order to allow for a moderate word beginning lexical advan-
tage. The “Different Sound” condition was realised by the change in the sound pitch. Namely, if a 
word was paired with the low-pitch car horn sound during Exposure, at Test, it was paired with the 
high-pitch version of the sound and vice versa. The words and sounds were aligned at the end of 
the word, mixed at a -3 dB signal-to-noise ratio (SNR) and 100 ms.-silence intervals were append-
ed at the beginning and end of the final mixed stimuli.  Visual examples of spectrograms of stimuli 13
in the “Different Sound” condition, prior to mixing are provided in Figure 3.2 (extracted from Praat 
(Boersma & Weenink, 2013)).  
 The relevant experiment for the present purposes in Pufahl and Samuel (2014) is Exp.1., the one that reported the sound 12
specificity effect.
 The number of horn bursts and the length of the silence intervals between them were calculated by a mathematical 13
formula that used the length of the word, taking into consideration this alignment detail as well.
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3.3.1.4. Procedure 
Exposure phase  
The experiment was run on the DMDX software (Forster & Forster, 2003). Participants sat 
individually in a sound-attenuated booth and listened to the trials played binaurally over head-
phones (Sony MDR-V700) at a comfortable listening level of approximately 68 dB SPL. They read 
instructions on a computer screen and also listened to the experimenter’s explanations. They were 
instructed to make an “animate/inanimate” decision for each word, where animate and inanimate 
were defined and examples given (e.g., “banana is inanimate”, “professor is animate”). The exper-
imenter encouraged them to be as accurate as possible and ignore the background sound. 500 ms. 
after the trial, participants saw a message displayed on the screen prompting them to respond by 
pressing either one of the corresponding ‘shift’ keys on the computer keyboard. Namely, on the 
right side of the screen the word ‘ANIMATE’ (referring them to the right ‘shift’ key), and on the 
left side the word ‘INANIMATE’ (referring them to the left ‘shift’ key) appeared. Participants were 
told to wait for the message to appear on the screen before responding and were allowed a maxi-
mum of ten seconds to submit a response. The next trial followed immediately after they pressed a 
response button, or after the maximum allowed time expired, if no response was provided. The or-
der of trials was randomized for each participant. No feedback was provided and there was no men-
tion of an upcoming recognition task. 
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Figure 3.2. Configuration and spectrograms of the stimuli used in Exp.2A, prior to mixing. In the upper 
part of each image, the upper channel corresponds to the word and the lower channel to the car horn 
sound. The spectrograms in the lower part of the images represent a mixed version of the two signals, 
done by the Praat software. The sound starts 80 ms. after the onset of the word. In the example in A, the 
word is paired with the high pitch version of the car horn, and in B the same word is paired with the low 
pitch version. In this case, A and B depict the “Different Sound” condition, such that the example in A 
was played in the Exposure phase and the one in B was played in the Test phase, and vice versa, in a 
symmetrically counterbalanced way across participants.
                                                              
Delay  
After completing the first experimental phase, participants left the sound-attenuated booth 
and spent 5-7 minutes on an unrelated distractor task prior to the memory test. This was done in 
order to ensure that performance in the subsequent test phase was not based on short-term or work-
ing memory. The task consisted of playing an online game (Cube Crash 2). 
Test phase  
In order to assess the effect of sound change on recognition memory, participants completed 
a surprise word recognition task. They read written instructions on the screen and listened to the 
experimenter’s explanations. The experimenter explained that they would hear spoken words, some 
of which were words they had already heard in the first part (old) and the others were words they 
would hear for the first time (new).  They were informed that for every trial, their task was to de-
cide whether the word was old or new, by pressing the respective ‘shift’ key on the keyboard. They 
were instructed again to ignore the background sound, as it was not relevant for their task. They 
were encouraged to be as accurate as possible, but to also press the response key as soon as they 
made their decision. Participants first saw an ‘x’ symbol appearing at the centre of the screen, 
which anticipated the playback of a word. After 500 ms., they heard the word and responded by 
pressing either one of the ‘shift’ keys on the computer keyboard (right for the ‘old’ words and left 
for the ‘new’ words). Stickers labeled ‘OLD’ and ‘NEW’ were put above the corresponding shift 
keys. The next trial followed immediately after participants response, or after the maximum allo-
cated time of 10 seconds expired and no response was provided. The order of trials was randomized 
for each participant. 
3.3.2. Results 
All participants displayed very high mean accuracies of above 90% correct in the exposure 
phase, indicating that they had successfully encoded the words during the task. A one-way repeated 
measures ANOVA revealed no difference in performance in the Exposure phase with respect to the 
semantic category of the words:  
Manimate = 98.91 % correct, SDanimate = 2; Minanimate = 98.79 % correct, SDinanimate = 3; 
F(1,54) = .085, p > .05. 
One participant displayed very low recognition accuracy (25% correct) for the “old-differ-
ent” category, and hence was not included in the final analysis. Overall, 55 participants were in-
cluded in the final analysis, which was performed on the critical (old) trials. The response times 
were measured from the onset of the stimulus to the onset of the button  press. Only the latencies of 
correct responses were submitted for analysis and the ones that were 2*SD above the mean on a 
subject-by-subject basis were omitted. The two dependent variables were Accuracy (recognition 
accuracy) and Response Time (RT). Accuracy was coded as a binary variable with values ‘0’ and ‘1 
per trial basis, where ‘1’ meant a correct response to a trial, and ‘0’ an incorrect one. The data were 
analyzed using linear (LMER) mixed-effects regression models for the continuous RT variable and 
generalized mixed-effects regression models (GLMER) for the binary Accuracy variable (Baayen, 
Davidson, & Bates, 2008). 
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 The fixed factors were Sound Sameness (same or different), Semantics (animate or 
inanimate), and Exposure Sound (high or low pitch sound). The factors were coded as binary vari-
ables as follows: Sound Sameness: 1 (same), -1 (different); Semantics: 1 (animate), -1 (inanimate); 
Exposure Sound: 1 (low pitch horn), -1 (high pitch horn). Like in the previous experiment (Chap-
ter 2), prior to adding any fixed factors to the base model, we tested the maximal random structure 
of the model for each dependent variable, consisting of random slopes of all the fixed factors and 
random intercepts for subjects and items. This test was done to see whether adding random slopes 
for the fixed factors would be necessary. For the main factor of interest, the Sound Sameness, ran-
dom slopes were added for both subjects and items, whereas for the other two factors, only by-sub-
jects random slopes were added. For the Accuracy variable, the maximal random structure con-
verged and it was statistically different from the structure consisting of only random intercepts, 
χ2(4) = 11, p = .03. For the RT variable the maximal random structure also  converged and it was 
statistically different from the base random structure consisting of only random intercepts for sub-
jects and items, χ2(4) = 12.57, p = .01. Based on these results and Barr et al (2013)’s analysis and 
suggestions, we  used the maximal random structure whenever the respective maximal model(s) 
with the added fixed factors converged. For every dependent variable, the fixed factors (Sound 
Sameness, Semantics, and Exposure Sound), as well as their interactions, were added incrementally 
to the base model, and improved fit to the model was assessed using the likelihood ratio test. The 
base model included only the random terms.  
With respect to Accuracy, the change in the paired sound from exposure to test did not lead 
to a significant decrease in the mean accuracies for the Same vs. Different sound conditions, MAc-
c_Same Sound =  76.91 % correct, SD = 12.74; MAcc_Different Sound =  76.82 % correct, SD = 
11.03. Hence, there  was no sound specificity effect on recognition accuracy,  β = .005, SE = .05 , 
χ2(1) = .007, p = .93, indicating that participants were not more accurate in recognizing previously 
heard (old) words that were repeated with the same paired sound as in exposure, as compared to the 
words that were repeated with the different paired sound. There was also no main effect of the 
sound change on the RT either, MRT_Same Sound = 1405.72 ms., SD = 190.87; MRT_Different 
Sound = 1391.25 ms., SD = 216.43,  β = 10.94, SE = 10.85, χ2(1) =  1.01, p = .31. Hence, partici-
pants were not faster in recognizing previously heard (old) words that were repeated with the same 
paired sound as in exposure, compared to the words that were repeated with the different paired 
sound. 
The mean false alarm rate on the new words was: MFA =  20.37 %, SD = 10.71, with 26.18 
% , SD = 13.54 for the words accompanied with a LP sound, and 14.55 %, SD = 13.02, for the 
words accompanied with a HP sound. This difference was, F(1,54) = 30.12, p < .001, η2  = .36. 
Since these trials were not critical in our design and were not eligible for analysis with respect to 
the sound specificity effect, this bias will not be discussed further.  
There was a main effect of semantic category (Semantics) on both Accuracy, β = .25, SE =  .
09 , χ2(1) = 6.98, p = .008, and RT, β = -34.31, SE = 15.26, χ2(1) = 4.82, p = .03. Participants were 
better and faster at recognizing previously heard words when the words were animate compared to 
when they were inanimate, MAcc_Animate = 80.91 % correct, MAcc_Inanimate = 72.82 % correct, 
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MRT_Animate = 1365.2 ms., MRT_Inanimate = 1435.49 ms.  There was no interaction between 
14
semantic category and sound sameness on either accuracy, β = -0.01, SE = .05, χ2(1) = .07 , p = .
79, or response times, β = -2.74, SE = 9.35, χ2(1) = .086, p = .77.  Hence, participants were more 15
accurate and faster at recognising previously heard animate than inanimate words. 
There was no main effect of the exposure sound (high vs. low pitch) on either Accuracy, β = 
-0.1, SE = .07, χ2(1) = 2.14, p = .14, or RT, β = -7.09, SE = 9.83, χ2(1) = .52, p = .47.  
3.3.3. Discussion 
The above experiment did not reveal a sound specificity effect on either recognition accuracy, or 
response latency. Masking from the sounds started late, 80 ms. after the onset of the words (the du-
ration of one car horn sound burst). This was done to allow for a moderate word-initial lexical ad-
vantage. The two sounds had the same intermittent structure, differing only in their respective 
pitches. The glimpses of the same word(s) in each case would be dominated by the unmasked re-
gions (see Figure 3.2), hence would be quite similar. Therefore, the absence of an effect may be due 
to the fact that the glimpses resulting from this masking configuration were not sufficiently differ-
ent to elicit the effect. 
 The next experiment explores the same research question, with the same stimuli, but in a 
slightly different masking configuration. Namely, in Experiment 2B energetic masking started ear-
ly, with the word-masker pairs being temporally aligned at the word onset. Like in Experiment 2A, 
we predicted that the presence of a sound specificity effect on recognition memory would manifest 
itself in either one of the variables of interest (accuracy/response latency), or both. Namely, the 
change in the paired sound from exposure to test, leading to different acoustic glimpses of the same 
word(s), should reveal a significant decrease in listeners’ overall word recognition accuracy, and/or 
an increase in their overall response latency. 
3.4. Experiment 2B - Early masking onset 
3.4.1. Method 
3.4.1.1 Participants 
Forty-six students at the University of York (Age range: 18 - 23 years old ) participated in 
exchange for either course credit or payment. All participants provided written consent prior to the 
experiment. They all identified themselves as native-speakers of British English and none of them 
reported a history of hearing or speech and language related problems. None of the participants had 
done any of the previous experiments. 
 Only random intercepts were included in the respective LMEM and GLMEM, because the maximal models with random 14
slopes for the Semantics fixed factor failed to converge.
 For the Accuracy variable, the maximal models did not converge, hence only random intercepts were included.15
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3.4.1.2. Materials and Design 
These were the same as in Experiment 2A, except that now the temporal alignment between 
words and sounds was different. In the present case, the word and sound were always aligned at the 
word onset and the sound ended 80 milliseconds (the duration of one car horn burst) earlier than 
the word. In other words, the honking bursts masked the parts of speech that were left intact in Ex-
periment 2A. Like in experiment 2A, the “Different Sound” condition was realised by the change in 
the sound pitch (Figure 3.3 provides a visual illustration of this condition). The two signals were 
mixed at a -3dB signal-to-noise ratio and 100 millisecond-silence intervals were appended at the 
beginning and end of the final mixed stimuli. The experimental design was identical to the one in 
experiment 2A, involving the same counterbalancing groups and experimental phases: Exposure 
and Test, with a short delay in between. 
3.4.1.3. Procedure 
This was the same as in Experiment 2A. 
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Figure 3.3. Spectrograms of the stimuli configurations used in Exp.2B, prior to mixing. In the upper 
portion of each image, the upper channel corresponds to the word and the lower channel to the car 
horn sound. The spectrograms in the lower part of the images represent a mixed version of the two 
signals in the upper part, done by the Praat software. The word and sound are aligned at the onset of 
the word. In the example in A, the word is paired with the high pitch version of the car horn, and in 
B the same word is paired with the low pitch version. In this case, A and B depict the “Different 
Sound” condition, such that the example in A was played in the Exposure phase and the one in B was 
played in the Test phase, and vice versa, in a symmetrically counterbalanced way across participants. 
                                                              
3.4.2. Results 
All participants displayed very high mean accuracies of above 90% correct in the exposure 
phase, indicating that they had successfully encoded the words during the task. A one-way repeated 
measures ANOVA revealed no difference in performance in the Exposure phase with respect to the 
semantic category of the words:  
Manimate =  97.39 % correct, SDanimate = .036; Minanimate =  98.04 % correct, SDinanimate = .
027; F(1,45) = 1.31, p > .05. 
The analysis of performance in the test phase involved the same dependent variables (Accu-
racy and RT) and fixed factors (Sound Sameness, Semantics, Exposure Sound) as in experiment 
2A. The data were coded and analysed in the same way. The maximal random structure for the Ac-
curacy variable, consisting of random slopes for only the Sound Sameness and Semantics con-
verged, but it was not statistically different from the structure consisting of only random intercepts, 
χ2(3) = 7.24, p = .065. For the RT variable, the maximal random structure consisting of random 
slopes for all the three factors converged, and it was also statistically different from the base ran-
dom structure consisting of only random intercepts for subjects and items, χ2(4) = 20.91, p <.001. 
As before, the maximal random structure was used whenever the respective maximal model(s) with 
the added fixed factors converged. 
  
With respect to Accuracy, the change in the paired sound from exposure to test did not lead 
to a significant difference between the mean recognition accuracies for the Same vs. Different 
sound conditions, MAcc_Same Sound =  80.65 % correct, SD = 11.08; MAcc_Different Sound =   
81.19 % correct, SD = 12.07. Hence, there  was no sound specificity effect on recognition accuracy,  
β = -0.02, SE = .06 , χ2(1) = .083, p = .77, meaning that overall, participants were not more accu-
rate in recognizing previously heard words that were repeated with the same paired sound as in ex-
posure, as compared to the words that were repeated with the different paired sound. 
There was also no main effect of the sound change on the mean RTs either, MRT_Same 
Sound = 1216.69 ms., SD = 169.06; MRT_Different Sound =  1225.02 ms., SD = 149.5,  β = -6.47, 
SE = 6.02, χ2(1) =  1.13, p = .29. Hence, participants were not overall faster in recognizing previ-
ously heard words that were repeated with the same paired sound as in exposure, compared to the 
words that were repeated with the different paired sound. 
The mean false alarm rate on the new words was: MFA =  18.37 % , SD = .09, with  22.61 
% , SD = 11.04 for the words accompanied with a LP sound, and 14.13 %, SD = 11.47, for the 
words accompanied with a HP sound. This difference was significant, F(1,45) = 19.09, p < .001, η2  
= .30. Since these trials were not critical in our design and were not eligible for analysis with re-
spect to the sound specificity effect, this bias will not be discussed further. 
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There was a main effect of semantic category (Semantics) on both Accuracy , β = .39, SE =  16
.1 , χ2(1) = 13.65, p <.001; and RT, β = -29.48, SE = 10.71, χ2(1) = 6.97, p = .008. Hence, overall 
participants were better and faster at recognizing previously heard words when they were animate 
compared to when they were inanimate, MAcc_Animate =  86.41 % correct, MAcc_Inanimate = 
75.43 % correct, MRT_Animate =  1193.57 ms., MRT_Inanimate =  1252.78 ms. There was an in-
teraction of semantic category and sound sameness on Accuracy, β = -0.14, SE = .06, χ2(1) = 4.54 , 
p = .03, but not on RT, β = .72, SE = 7.1, χ2(1) = .01, p = .92.  Participants were overall more ac17 -
curate and faster at recognising animate words compared to inanimate ones. Further, they were 
more accurate in recognizing animate words when the paired sound was different and inanimate 
words when the paired sound was the same as in the exposure phase.  
The mean Accuracy values for each combination of sound sameness and semantics are dis-
played in Table 3.1. 
Table 3.1. Mean Accuracy percentage correct values for each combination of Sound Sameness  and Seman-
tics. 
There was no main effect of the exposure sound (high vs. low pitch) on either Accuracy, β = -0.05, 
SE = .07, χ2(1) = .64, p = .42; or RT, β = -6.44 , SE = 8.19, χ2(1) = .61, p = .43.  
3.4.3. Discussion 
Like Experiment 2A, Experiment 2B failed to find a sound specificity effect on either 
accuracy or latency. Overall, participants were not more accurate or faster in recognizing previ-
ously heard words when they were repeated with the same sound, compared to with the different 
one. The main conclusion from the above experiments is that neither the contrast between the 
background sounds nor the contrast in glimpses that these sounds create are sufficient to elicit a 
sound specificity effect, regardless of whether the masking starts early or late in time. However, 
perhaps the glimpses of the same word(s) were not sufficiently different to elicit an effect. This 
possibility may be highly likely considering the fact that the two sounds in question had the 
same intermittent structure, with only a difference in the frequency domain (pitch) involved. 
Critically, although in different frequency regions, the sounds masked the same regions of the 
word(s) in the temporal domain. Hence, the resulting glimpses would have been different, but 
  Random slopes for all three factors were included for only subjects, as the maximal model containing the by-items random 16
slope of Sound Sameness failed to converge.
 For the Accuracy variable, only the by-subject slope of the Semantics factor was included, as the corresponding model was 17
the only one to converge. 
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Sound Sameness x Se-
mantics
Animate Inanimate
Same 84.35% 76.96%
Different 88.48% 73.91%
                                                              
perhaps not sufficiently so. More contrasted glimpses of the same word(s) in exposure and test 
could increase the chance of finding a sound specificity effect. 
In Experiment 3, I enhanced the contrast between the glimpses of the same word(s) in 
exposure and test phase. To this end, a more pronounced masking contrast than the one present 
in Experiment 2A and 2B was implemented. Crucially, the sound change from exposure to test 
involved a joint change in both the frequency (pitch) and temporal domain (temporal alignment 
with the word), rather than just the change in the sound pitch. I reasoned that this manipulation 
would create more contrasted glimpses, that resulted from different unmasked regions in both 
the frequency and temporal domains of the word(s). Given that the stimuli in Experiments 2A 
and 2B differed from each other only in the temporal alignment of the word-sound pairs (onset 
vs.late onset), their combination provided the necessary stimuli pool for Experiment 3. I pre-
dicted that the sound change from exposure to test, leading to more contrasted glimpses of the 
same words, would elicit a specificity effect in listeners’ overall word recognition accuracy and/
or response latency.   
3.5. Experiment 3 - Contrasted glimpses 
3.5.1. Method 
3.5.1.1 Participants 
Sixty-eight students at the University of York (Age range: 18 - 27 years) participated in ex-
change for either course credit or payment. All participants provided written consent prior to the 
experiment. They identified themselves as native-speakers of British English and none of them re-
ported a history of hearing or speech and language related problems. The information provided in 
the consent sheets revealed that two participants were not native speakers of English (although 
highly proficient), and seven other participants were bilinguals that were actively using their other 
native language. One participant  did not provide any answers within the maximum allowed 10 
second-time frame per trial, and three other participants had done one of the previous experiments. 
All these cases were not included in the final analysis, resulting in 55 participants included for 
analysis. 
3.5.1.2. Materials and Design 
The stimuli set consisted of 80 word- car horn sound pairs. It was a combination of the stim-
uli used in Experiment 2A and 2B, where the crucial aspect was the way the “Different Sound” 
condition was realised. While in the previous two experiments the sound change from Exposure to 
Test involved only the change in the sound pitch, this time it involved a combined change in two 
dimensions: the sound pitch and its temporal overlap with the word. There were four word - sound 
combinations, in terms of the two dimensions of interest: High Pitch Onset Alignment (HPON); 
Low Pitch Offset Alignment (LPOF); Low Pitch Onset Alignment (LPON); High Pitch Offset 
Alignment (HPOF). Therefore, there were two ways in which the “Different Sound” condition be-
tween Exposure and Test was realized: 1) HPON - LPOF; 2) LPON -  HPOF. Every combination 
was symmetrical with respect to the phase they occurred. For example, if a word was paired in the 
Exposure phase with the low pitch car horn aligned at the word onset (LPON), in the Test phase it 
was paired with the high pitch car horn, which started 80 ms. after the word onset (HPOF), and 
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vice versa (Figure 3.4 illustrates this condition). There were no cases in which only the sound pitch, 
or only the temporal overlap with the word changed from exposure to test. In the “Same Sound” 
condition both the sound pitch and its temporal overlap with the word were the same in both Expo-
sure and Test. The four word-sound pairing combinations were evenly distributed across the stim-
uli, resulting in: half of the words being paired with the high pitch car horn sound, and the other 
half with the low pitch one; half of the words being paired with the sound in the “Onset” temporal 
alignment, and the other half paired with the sound in the “Offset” temporal alignment (i.e. 80 ms. 
after the word onset). The counterbalancing in terms of the sound pitch (high or low), its temporal 
overlap with the word (onset or offset), and sameness (same or different) resulted in a total of 8 
stimuli lists (counterbalancing groups). Each participant was randomly assigned to either one of 
them. The signal-to-noise ratio (SNR) was the same one as in the previous two experiments (-3dB), 
and 100 ms.-silence intervals were present at the beginning and end of the final mixed stimuli. The 
experimental design was identical to that in the previous two experiments, consisting of the Expo-
sure and Test phases, with 60 trials played in each. 
3.5.1.3. Procedure 
This was the same as in Experiment 2A and 2B. 
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Fig. 3.4. Spectrograms of the stimuli configurations used in Exp.3, prior to mixing. In the upper portion of 
each image, the upper channel corresponds to the word and the lower channel to the car horn sound. The 
spectrograms in the lower part of the images represent a mixed version of the two signals in the upper part, 
done by the Praat software. A and B depict an example of the “Different Sound” condition between Expo-
sure and Test, realised by changing both the sound pitch and its temporal alignment with the word to create 
highly contrasted glimpses. In the example in A, the word is paired with the high pitch version of the car 
horn, starting at the word onset, and in B the same word is paired with the low pitch version, starting 80 
ms. after the word onset. The critical trials were counterbalanced, hence the opposite configuration to the 
one shown here was present as well.
                                                              
3.5.2. Results 
All participants displayed very high mean accuracies of above 90% correct in the exposure 
phase, indicating that they had successfully encoded the words during the task. A one-way repeated 
measures ANOVA revealed no difference in performance in the Exposure phase with respect to the 
semantic category of the words:  
Manimate =  98.21 % correct, SDanimate = 3.15; Minanimate =  98.89 % correct, SDinanimate = 
1.71; F(1,53) = 2.54 , p > .05. 
 The analysis involved the same variables, Accuracy and RT. There were four fixed factors, 
the first three of which were the same as in the experiments above: Sound Sameness, Semantics, 
Exposure Sound Pitch (high vs. low), and Exposure Sound Position (onset vs. offset alignment with 
the word). The data were coded and analysed in the same way as in the previous two experiments, 
with the addition of the fourth factor, coded as 1: word onset alignment, and -1: word offset align-
ment. 
 For the Accuracy variable, a maximal random structure consisting of random slopes for all 
factors converged, but it was not statistically different from the structure involving only random 
intercepts, χ2(5) = 7.66, p = .18. For the RT variable the maximal random structure consisting of 
random slopes for all factors converged and it was also statistically different from the base random 
structure consisting of only random intercepts for subjects and items, χ2(5) = 16.54, p = .005. We  
used the maximal random structure whenever the respective maximal model(s) with the added 
fixed factors converged. 
 The analysis revealed the anticipated sound specificity effect on word recognition 
accuracy, such that the mean accuracy for the words repeated with the same paired sound was 
higher than the mean accuracy for the words repeated with the different paired sound, MAcc_Same 
Sound =  79.00 % correct, SD = 11.2; MAcc_Different Sound =   75.27 % correct, SD = 14,  β = .
12, SE =  .05, χ2(1) = 4.74, p = .03. Participants were overall more accurate in recognizing previ-
ously heard words when the change in the paired sound involved a manipulation of both the sound 
pitch and its temporal overlap with the word, to create contrasted glimpses of the same word(s) be-
tween exposure and test. The mean Accuracy values (percentage correct) for each combination of 
sound pitch and sound position are depicted in Table 3.2. 
Table 3.2. Mean Accuracy percentage values for each combination of Sound Pitch and Sound Position. 
  
The sound specificity effect did not manifest in the mean response latencies, MRT_Same Sound = 
1346. 67 ms., SD = 181.14; MRT_Different Sound = 1341.95 ms., SD = 195.96,  β = -2.16, SE = 
6.59, χ2(1) =  .11, p = .74. Overall, participants were not faster in recognizing previously heard 
Sound Pitch x Position Word Onset Word Offset
High Pitch 76% 77.09%
Low Pitch 78.91% 76.55%
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words when they were repeated with the same sound configuration (pitch and temporal overlap) as 
in exposure, compared to when the sound configuration was different. 
The overall mean false alarm rate for the Accuracy variable was: MFA =   19.1 % , SD = 8.5. 
A two-way repeated measures ANOVA with sound pitch (high vs. low) and position (onset vs. off-
set) as the within-subjects factors, revealed a main effect of each factor (Pitch and Position) for the 
responses to the “New” words:  
Pitch: F(1,54) = 6.44, p = .01, η2  = .11; Position: F(1,54) = 10.25, p = .002, η2  = .16. However, 
there was no interaction between them: F(1,54) = 1.62, p = .21, η2  = .03. This result indicates that 
overall participants were more accurate in identifying the “New” words when the paired sound was 
temporally aligned with the word at the onset, compared to when it started 80 ms. delayed after the 
word onset. In the offset alignment configuration, participants were more accurate in correctly 
identifying the “New” words when the sound was the low pitch car horn compared to when it was 
the high pitch one. The mean false alarm rates for each combination of sound pitch and sound posi-
tion are displayed in Table 3.3. 
Table 3.3. Mean false alarms percentage values for each combination of Sound Pitch and Sound Position. 
With respect to the Semantics fixed factor, there was a main effect on both Accuracy, β = .23, SE =  
.1 , χ2(1) = 5.18, p = .023; and RT, β = -29.35 , SE = 11, χ2(1) = 6.71, p = < .01 Hence, overall par-
ticipants were more accurate and faster at recognizing previously heard words when they were an-
imate compared to when they were inanimate, MAcc_Animate =  80.82 % correct, MAcc_Inanimate 
= 73.45 % correct, MRT_Animate =  1318.35 ms., MRT_Inanimate =  1373.44 ms. However, there 
was no interaction of Sound Sameness and Semantics for either Accuracy, β = -0.06, SE = .05, 
χ2(1) = 1.05 , p = .31; or RT, β = -4.29, SE = 6.61, χ2(1) = .42, p = .52.  Therefore, the sound 18
specificity effect was not influenced by the semantic category of the words. 
There was no main effect of the Exposure Sound Pitch (high vs. low pitch) on either Accura-
cy: β = .02, SE = .07, χ2(1) = .05, p = .79; or RT, β = 8.99 , SE = 6.72, χ2(1) = 1.78, p = .18.  The 19
same was true for the Exposure Sound Position (word onset vs. offset), Accuracy: β = .08, SE = .
05, χ2(1) = 2.25, p = .13; RT: β = -1.59, SE = 6.74, χ2(1) = .06, p = .81. Further, there were no in-
teractions between any of these factors and Sound Sameness for either of the variables. For Accu-
racy: β = -0.04, SE = .07, χ2(1) = .29, p = .59 (Sound Sameness x Exposure Sound Pitch); β = .09, 
SE = .06, χ2(1) = 1.79, p = .18 (Sound Sameness x Exposure Sound Position). For RT: β = -15.42, 
SE = 9.52, χ2(1) = 2.59, p =.11 (Sound Sameness x Exposure Sound Pitch); β = -2.41, SE = 8.85, 
χ2(1) = .07, p = .79 (Sound Sameness x Exposure Sound Position). Therefore, the sound specificity 
Sound Pitch x Position Word Onset Word Offset
High Pitch 15% 27.73
Low Pitch 15.76% 19.39%
 For the Accuracy variable, the model containing the interaction term converged when only the by-subject random slope 18
for Sound Sameness was added. Therefore, all the other random slopes were excluded.
 For the Accuracy variable, the slope for the Exposure Sound Position was excluded from the model, due to failure to 19
converge.
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effect was not affected by either the sound pitch, or its temporal alignment with the word in the 
exposure phase. 
 Additionally, F1 and F2 analyses were conducted to further confirm that the sound 
specificity effect we found on recognition accuracy held by subjects and items independently. 
-  By subjects: A repeated measures ANOVA with Sound Sameness as the within subjects factor 
revealed a main effect of the sound sameness across subjects, F1(1,54) = 5.28, p = .025, η2  = .09. 
- By items: A repeated measures ANOVA with Sound Sameness as the within items factor re-
vealed a main effect of the sound sameness across the items, F2(1,39) = 4.77, p = .035, η2  = .11. 
3.5.3. Discussion 
This study extends the previous two in examining the emergence of a sound specificity effect 
on recognition memory for spoken words. To this extent, it was designed such that the change in 
the paired sound between exposure and test would also create highly contrasted glimpses of the 
same word(s). This contrast was realized by the joint change in two dimensions: the pitch of the 
sound (frequency domain) and its temporal overlap with the word (temporal domain). Results re-
vealed a small (4%), but significant main effect of the sound change on listeners’ overall word 
recognition accuracy. Namely, listeners were more accurate in recognising previously heard words 
that were repeated with the same paired sound, compared to the words that were repeated with the 
different sound. There was no such effect on the overall response latency. The next section offers a 
comparative analysis between the effects found on the experiments discussed so far (including the 
voice specificity effect in the previous chapter). It is followed by another section that presents an 
analysis of the computationally computed glimpse percentages of the stimuli used in the three ex-
periments presented in this chapter.  
3.6. Comparative analysis between experiments 
A comparative analysis between the experiments described so far was also conducted, in or-
der to better assess the observed sound specificity effect. More specifically, it was compared against 
the voice specificity effect found in the first experiment (Chapter 1), as well as against the insignif-
icant effects in Experiment 2A and 2B. If the sound specificity effect is a robust effect, the compar-
ative analysis should reveal that: 1) it is not statistically different from the voice specificity effect, 
and 2) it is statistically stronger than the insignificant effects in Experiment 2A and 2B. Further, the 
voice specificity effect was also compared against the insignificant effects in Experiment 2A and 
2B, with the expectation that it would be statistically stronger than the insignificant effects. 
- Sound specificity vs. voice specificity  
The two specificity effects in Experiments 1 and 3 were compared. The data sets of both ex-
periments were collapsed into one joint set, which was then used in the analysis. Similar to the 
analyses for each individual experiment, a mixed-effects regression analysis was conducted, but 
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with an extra fixed factor added, Experiment (2 levels), coded as:  1 (Exp. 1, previous chapter)  and 
2 (Exp. 3). The main effects and interaction of the factors Sameness (Voice/Sound) and Experiment 
were assessed.  Since the voice and sound specificity effects were found only for the Accuracy 20
variable, it was the only one included in the analysis. 
 As expected, there was a main effect of Sameness on Accuracy: β = .15, SE = .04, χ2(1) = 12.09, p 
< .001.  No main effect of Experiment was found, β = -0.12, SE = .14, χ2(1) = .79, p =.38. 21
There was also no interaction between Sameness and Experiment, β = -0.07, SE = .08, χ2(1) 
= .76 , p =.38, indicating that the voice and sound specificity effects were not statistically different, 
hence corroborating the first prediction.  22
- Sound specificity vs. no sound specificity  
The sound specificity effect found in Experiment 3 was compared against the insignificant 
effects found in Experiment 2A and 2B. A mixed-effects regression analysis was conducted, with 
the extra fixed factor, Experiment (3 levels), coded as: 1 (Exp. 2A),  2  (Exp. 2B), and 3 (Exp. 3). 
The main effects and interaction of Sound Sameness and Experiment were assessed. Since the 
sound specificity effect was found only for recognition accuracy (Accuracy), the analysis was per-
formed only on this variable.  
 There was no main effect of Sound Sameness on Accuracy when all three experiments 
were included in the comparison: β = .04, SE = .03, χ2(1) = 1.45, p = .23. No main effect of Exper-
iment was found either, β = -0.12 , SE = .04, χ2(1) = .04, p =.85. Separate comparisons between the 
sound specificity effect and each individual insignificant effect also revealed no main effect of 
Sound Sameness on Accuracy: 1) β = .06, SE = .04, χ2(1) = 2.58, p = .11 (Exp.2A-Exp.3); 2) β = .
06, SE = .04, χ2(1) = 2.16, p = .14 (Exp.2B-Exp.3).  There was no main effect of Experiment ei23 -
ther in each of these comparisons: 1) β = .01, SE = .06, χ2(1) = .03, p = .9 (Exp.2A-Exp.3); 2) β = -
0.25, SE = .14, χ2(1) = 3.27, p = .07 (Exp.2B-Exp.3).  24
There was no interaction between Sound Sameness and Experiment when all three experi-
ments were included in the comparison, β = .06, SE = .04, χ2(1) = 2.31, p =.13.  Separate compar25 -
isons between the sound specificity effect and each individual insignificant effect also revealed no 
interactions: 1) β = .06, SE = .04, χ2(1) = 2.27, p = .13 (Exp.2A-Exp.3) ; 2) β = .13, SE = .08, 26
 In all the models involved in the comparative analysis, slopes for the Experiment factor were added only on a by-item 20
basis.
 Only the random slope of Sound Sameness (added by-subjects and by-items) and the random slope of Experiment (added 21
by-items) were included in the respective models.
 Only the random slope of Sound Sameness (added by-subjects) and the random slope of Experiment (added by-items) were 22
included in the models.
 Only the random slope of Sound Sameness (added by-subjects and by-items) and the random slope of Semantics (added by-23
subjects) were included in the respective models.
 Only the random slope of Sound Sameness (added by-subjects) and the random slope of Experiment (added by-items) were 24
included in the models.
 Only the random slope of Sound Sameness (added by-subjects) and the random slope of Experiment (added by-items) were 25
included in the models.
 Only the random slope of Sound Sameness (added by-subjects) was included in the respective models.26
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χ2(1) = 2.69, p = .1 (Exp.2B-Exp.3) , suggesting that the sound specificity effect observed in Ex27 -
periment 3 was not statistically different from its insignificant counterparts in Experiment 2A and 
2B. Therefore, the second prediction was not satisfied. 
- Voice specificity vs. no sound specificity 
The voice specificity effect found in Experiment 1 was compared against the insignificant effects 
found in Experiment 2A and 2B. A mixed-effects regression analysis was performed, with the extra 
fixed factor, Experiment (3 levels), coded as: 1 (Exp. 1, previous chapter),  2 (Exp. 2A), and 3 
(Exp. 2B). The main effects and interaction of Sameness (Voice/Sound) and Experiment were as-
sessed. Since the voice specificity effect was found only for recognition accuracy (Accuracy), the 
analysis was performed only on this variable. 
There was no main effect of Sameness on Accuracy when all three experiments were includ-
ed in the comparison: β = .06, SE = .03, χ2(1) = 2.77, p = .1. No main effect of Experiment was 
found either, β = .07 , SE = .07, χ2(1) = .85, p = .36. Separate comparisons between the voice 
specificity effect and each insignificant effect revealed a main effect of Sameness on Accuracy: 1) 
β = .08, SE = .04, χ2(1) = 4.60, p = .03 (Exp.1-Exp.2A); 2) β = .09, SE = .04, χ2(1) = 4.41, p = .04 
(Exp.1-Exp.2B).  There was no main effect of Experiment in each of these comparisons: 1) β = 28
-0.14, SE = .14, χ2(1) = 1.00, p = .32 (Exp.1-Exp.2A); 2) β = .07, SE = .07, χ2(1) = .82, p = .36 
(Exp.1-Exp.2B).  29
There was an interaction between Sameness and Experiment when all three experiments 
were included in the comparison, β = -0.10, SE = .04, χ2(1) = 5.90, p =.02. Separate comparisons 
between the voice specificity effect and each insignificant effect also revealed significant interac-
tions: 1) β = -0.18, SE = .08, χ2(1) = 5.11, p = .02 (Exp.1-Exp.2A) ; 2) β = -0.10, SE = .04, χ2(1) = 30
5.85, p = .02 (Exp.1-Exp.2B).  These results indicate that in line with the prediction, the voice 31
specificity effect was statistically stronger than the insignificant sound specificity effects. The pat-
tern of specificity effects across the experiments discussed so far (this chapter and the previous 
one) is graphically depicted in Figure 3.5. 
 Only the random intercepts by-subjects and by-items were included in the respective models, since adding any of the ran27 -
dom slopes led to the models’ convergence failure.
 Only the random slope of Sound Sameness (added by-subjects and by-items) and the random slope of Experiment (added 28
by-items) were included in the respective models.
 Only the random slope of Sound Sameness (added by-subjects and by-items) and the random slope of Experiment (added 29
by-items) were included in the respective models.
 Only the random slope of Sound Sameness (added by-subjects and by-items) and the random slope of Experiment (added 30
by-items) were included in the respective models.
 Only random intercepts for subjects and items were included in the models, since adding any random slope led to the mod31 -
els’ convergence failure.
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3.7. Glimpse computation and analysis  
In order to assess whether the acoustic glimpses of the same word(s) at exposure and test 
were quantitatively different, a computational analysis on all the stimuli used in the above experi-
ments was performed. This analysis produced quantitative measures of the glimpses, expressed in 
the form of glimpse percentages, that were calculated by using a computational model of speech 
perception in noise, the glimpse detection model (Cooke, 2006). More specifically, the model is 
based on the use of glimpses of speech in spectro-temporal regions where it is least affected by the 
background masking. It uses as input simulated spectro-temporal excitation patterns (STEP: 
Moore, 2003), which are smoothed and compressed representations of the envelope of the basilar 
membrane response to sound and are typically considered good first-order representations of audi-
tory stimuli at an early stage of processing. Based on the assumption that listeners may be unable to 
detect very brief regions of speech target dominance, or regions that occupy a very narrow portion 
of the spectrum, the glimpse detection model includes a minimum glimpse area criterion. Namely, 
all connected regions of spectro-temporal elements that satisfy a given local signal-to-noise (SNR) 
criterion also have to possess an “area” (i.e., glimpse extent) ︎ greater than a specified amount. In 
this context, “area” is defined as the number of time–frequency elements making up the glimpsed 
region. Cooke (2006) draws attention to the fact that this is not an area in the traditional sense, 
since the time and frequency units are not identical. Additionally, different choices of time and fre-
quency resolution in the STEP would produce slight differences in the calculated “areas”. This 
model uses choices ︎ based on those commonly employed in studies involving STEPs. For the 
present glimpses calculations, the spectro-temporal excitation pattern used as input to the model 
was initially processed by a bank of 55 gamma- tone filters ︎(Patterson et al., 1988 ︎), between 100 
and 8000 Hz. The SNR criterion was 3 dB, meaning that speech had to be 3 dB stronger than the 
masker to be counted as a glimpse. This threshold value constitutes a relatively conservative ap-
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Figure 3.5. The emergence pattern of specificity effects illustrated across experiments, via the  
mean recognition accuracy percentages as a function of the voice or sound change. The bars in the 
left represent the voice specificity effect; the bars in the middle (Glimpses) the insignificant effect 
collapsed across Experiments 2A and 2B; and the bars on the right the sound specificity effect 
found in Experiment 3.
                                                              
proach to glimpse counting, increasing the confidence in thinking that they are glimpses that listen-
ers make use of. The calculation of glimpses was based on 5 ms frames, rather than time sample by 
time sample, due to the high level of excitation-related fine structure in the stimuli, for which the 
latter approach would not work very well. The glimpse percentage value that the computational 
analysis produces for a masked speech input , corresponds to the percentage of all the individual 32
glimpses in the input that meet the criteria mentioned above. We ran statistical tests on the calculat-
ed glimpse percentages of the stimuli in each experiment, to assess the difference between the 
glimpses of the same word(s), corresponding to the two different masking sounds. Only the critical 
trials (i.e., those corresponding to the “Old” words) were analysed. 
- Experiment 2A:  
The mean glimpse percentages for each car horn sound were: MGlimpses_HP Sound =  
42.95 %  SD = 3.75; MGlimpses_LP Sound =   45.35 % , SD = 3.35, F(1,39) = 174.14, p < .0001, 
η2  = .82. On average, there were more glimpses resulting from the low pitch masker compared to 
the high pitch one. This probably reflects the fact that the words were spoken by a female talker, 
whose voice was high pitch, hence more masking occurred in the higher frequencies. 
 Hence, the sound change from exposure to test led to overall statistically different glimpse 
percentages of the same word(s). Visual examples of glimpses for a word-masker pair are provided 
in Figure 3.6.                                       
 In the present case, word(s) masked by sound(s).32
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Figure 3.6. Spectrograms of the mixtures and resulting glimpses of the same word, paired with the two car 
horn sound in Exp. 2A. The masked regions are shown in black and the glimpses in red, with masking start-
ing 80 ms. later than the word onset. Both the glimpse areas and the respective overall glimpse percentages 
are shown. The two images represent an example of the Different Sound condition. The image in A depicts 
the case when the word is paired with the high pitch masker and the image in B the case when the same 
word is paired with the other masker, the low pitch one. Although the sound change leads to quantitatively 
different glimpses, they are qualitatively similar, with the masking happening in very similar regions. 
                                                              
- Experiment 2B:  
The mean glimpse percentages for each car horn sound were: MGlimpses_HP Sound =  
51.95 %  SD = 2.98; MGlimpses_LP Sound =  54.35  % , SD = 3.09, F(1,39) = 145.87, p < .0001, 
η2  = .79. Like in Experiment 2A and as expected, there were overall more glimpses resulting from 
the low pitch masker compared to the high pitch one.  Visual examples of a word-masker pair in  
both experimental phases, and the respective glimpses are provided in Figure 3.7. 
- Experiment 3:  
The stimuli used in this experiment were a cross-over combination of the stimuli in Experi-
ments 2A and 2B. There were four different word-masker combination in terms of the two dimen-
sions of interest: sound pitch and its temporal alignment with the word. Therefore, there were 
two“Different Sound” combinations: 1) High Pitch Onset Alignment (HPON) - Low Pitch Offset 
Alignment (LPOF); 2) Low Pitch Onset Alignment (LPON) -  High Pitch Offset Alignment 
(HPOF). The mean glimpse percentages for each pairing combination were (repeated here for the 
reader’s convenience from the two prior sections): MGlimpses_HPON Sound =   51.95 %  SD = 
2.98 ; MGlimpses_LPOF Sound =    45.35 % , SD =  3.35; MGlimpses_LPON Sound =   54.35 %  
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Figure 3.7. Spectrograms of the mixtures and resulting glimpses of the same word, paired with the two 
car horn sound in Exp. 2B. The masked regions are shown in black and the glimpses in red, with masking 
starting at the word onset. The two images represent an example of the Different Sound condition. The 
image in A depicts the case when the word is paired with the high pitch masker and the image in B the 
case when the same word is paired with the other masker, the low pitch one. Although the sound change 
leads to quantitatively different glimpses, they are qualitatively similar, with the masking happening in 
very similar regions. 
                                                              
SD = 3.09; MGlimpses_HPOF Sound =    42.95 % , SD = 3.75. A two-way repeated measures 
ANOVA with Combination (2 levels) and Masker (2 levels:high vs. low pitch) as the within items 
factors revealed a robust main effect of the Masker on the glimpse values, F(1,39) = 396.73, p < .
0001, η2  = .91, indicating that the two masking sounds, contrasted in both pitch and temporal 
alignment with the word, led to significantly different glimpses of the same word(s). There was no 
main effect of Combination, F(1,39) = 0, p = 1, but there was an interaction of Combination and 
Masker, F(1,39) = 298.52, p < .0001, η2  = .88, indicating that one of the “Different Sound” combi-
nations (combination 2: LPON-HPOF) led to a greater glimpse difference than the other combina-
tion. However, the main result of interest for the present analysis is that the sound change from ex-
posure to test led to significantly different glimpses of the same word(s). Figure 3.8 shows an ex-
ample of a word-masker pair , and the respective glimpses. As it can be seen, in this case, the 
glimpses are both quantitatively and qualitatively different, with masking occurring in different 
spectro-temporal regions. This enhanced masking contrast seems to be the critical factor in the 
emergence of a sound specificity effect in Experiment 3.       
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Figure 3.8. Spectrograms of the mixtures and resulting contrasted glimpses of the same word, paired 
with the two car horn sound at different temporal positions in Exp.2. The masked regions are shown 
in black and the glimpses in red, with masking starting either at the word onset, or 80 ms. delayed. 
The two images represent an example of the Different Sound condition, with each one belonging to 
either the Exposure or Test phase. The image in A depicts the case when the word is paired with the 
high pitch masker that starts 80 ms. after the word onset, and the image in B illustrates the case 
when the same word is paired with the other masker, the low pitch one, that starts at the word onset. 
The change in sound in this case leads to highly contrasted glimpses, as a result of the joint change 
in both the sound pitch and its temporal overlap with the word. The glimpses are both quantitatively 
and qualitatively different.
                                                              
3.8. General discussion and conclusions 
This chapter explored an account of the sound specificity effect in terms of the acoustic 
glimpses (intelligible left-overs) of the same word(s), created by the distinct masking of two co-
occurring sounds. To this end, the present experiments created favourable and controlled “glimps-
ing” contexts, where spoken words were paired with one of two car horn sounds that had the same 
intermittent structure and different pitches. Experiments 2A and 2B explored the hypothesis that 
different glimpses of the same word(s), created by the change in the paired sound from exposure to 
test, would elicit a sound specificity effect. The glimpse difference was realised by the change in 
the pitch of the paired car horn sounds. As the statistical analysis of the computationally computed 
glimpse percentages also demonstrated, the glimpses of the same word(s) corresponding to the two 
masking sounds were indeed significantly different from each other, with the low pitch car horn 
sound creating a higher overall glimpses percentage. Nevertheless, there was no sound specificity 
effect in either 2A, or 2B. The failure to find an effect in these experiments encouraged the idea to 
implement more contrasted glimpses of the same word(s) between exposure and test in Experiment 
3. We reasoned that although different, the masking from the two background sounds in Experi-
ment 2A and 2B occurred in the same word regions temporally, therefore it may have led to 
glimpses that were not sufficiently contrasted in eliciting the targeted effect. The high glimpse con-
trast in Experiment 3 was achieved by a combined change in both the sound pitch and its temporal 
alignment with the word(s). The intermittent structure of the car horn sounds was particularly con-
venient for both the creation of glimpsing opportunities and the manipulation of the temporal 
alignment between the words and their paired sounds. As anticipated, a sound specificity effect was 
present in the word recognition accuracy. Similar to Experiment 2A and 2B, the computed glimpses 
of the same words, corresponding to the two different masking sound configurations, were quanti-
tatively different. I argue that what seems to be crucial for the emergence of a sound specificity 
effect from a glimpses perspective, is the combined quantitative and qualitative difference in the 
glimpses. More specifically, in Experiment 3, the two sounds masked different regions in both the 
frequency and temporal domains of the words, creating both quantitatively and qualitatively differ-
ent glimpses of the same word(s) in exposure and test. 
The comparative analysis among the experiments in this chapter revealed that the sound speci-
ficity effect was not statistically different from the voice specificity effect. However, no interac-
tions between the sound specificity effect in Experiment 3 and the insignificant effects in Experi-
ment 2A and 2B were found. This is not entirely unexpected, considering the relatively small mag-
nitude of specificity effects in general and that of the sound specificity in particular. On the other 
hand, there was an interaction between the voice specificity effect (Experiment 1, Chapter 2) and 
the insignificant effects in Experiment 2A and 2B. This suggests that the voice specificity effect 
seems more robust than the sound specificity effect, which is also consistent with the overall find-
ings of Pufahl and Samuel (2014).  It is not very surprising that indexical information pertaining to 33
human voices seems to persist better in memory than the information associated with external 
sounds co-existing with spoken words. The auditory system is tuned to detecting and interpreting 
changes in human voices as meaningful events with functional value. Tracking these changes has 
 Across experiments, Pufahl and Samuel (2014) found an average of about 6% decrease in the overall word identification 33
accuracy as a result of the voice change from exposure to test, and an average of about 3% decrease in identification accuracy 
from the sound change. Similarly, we found a higher decrease in accuracy for the voice change (5.63% decrease in the overall 
word recognition accuracy) compared to the sound change (3.73% decrease in recognition accuracy).
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useful practical and adaptive functions for successful speech understanding and communication. 
The functional value of tracking changes in background sounds co-occurring with spoken words, 
on the other hand, is arguably less relevant for  the auditory system. Consistent with existing litera-
ture (e.g., Pufahl and Samuel, 2014), the comparative analysis indicates that the sound specificity 
effect observed in Experiment 3 is fragile and less stable than its voice counterpart. 
In the experiments discussed in this chapter, the fact that a specificity effect only appeared when 
the co-occurring sounds created highly contrasted glimpses between conditions, undermines to a 
certain degree the idea that mere co-occurrence between speech and sounds leads to episodic traces 
of the sounds in memory. Taken together, the present results indicate that energetic masking may 
play a role in the emergence of a sound specificity effect. As such, they support the possibility that 
the acoustic glimpse of a word, rather than the co-occurring sound may be retained in memory and 
affect subsequent word recognition accuracy. However, they do not provide enough evidence to 
reject the alternative that the sounds are encoded in memory alongside the words. Another plausible 
explanation of the present results could be that increasing the difference between the items in expo-
sure and test in Experiment 3 (compared to Experiment 2A and 2B), may have led to the emergence 
of the sound specificity effect. Further, although these experiments present a “glimpses scenario” as 
a potential explanation for a sound specificity effect, they do not directly test this scenario. In all 
the experiments, the sounds were still present, i.e., co-occurring with the words, albeit in different 
masking configurations. A more direct test of the presence of glimpses in memory would have been 
to have another experiment with only the glimpses of the words as stimuli, instead of word-sound 
pairs. Without such an experiment, the glimpse hypothesis remains relatively weak. 
Speech-extrinsic specificity effects are a recent phenomenon in the indexical and spoken word 
recognition literature, with very few studies reporting them (Cooper et al., 2015; Creel et al., 2012; 
Pufahl & Samuel, 2014). This recent development has the potential to add new insights into the 
representational nature of lexical entries and the organization of the mental lexicon. However, con-
sistent with other studies that investigated speech-extrinsic specificity effects (e.g., Cooper et al., 
2015; Pufahl and Samuel, 2014), the findings discussed in this chapter suggest that these effects are 
fragile and highly sensitive to the context in which they are tested. In the rest of the thesis, my goal 
is to further explore contexts in which such effects can emerge. The experiments presented here 
established one such context: a “glimpses” scenario. In the next chapter, I continue this investiga-
tion by analyzing the analogy (or lack thereof) between voice specificity and sound specificity, fo-
cusing on the notion of integrality (Vitevitch, 2003), that is, the degree to which spoken words are 
necessarily undissociable from the accompanying voice as opposed to the accompanying sound. 
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Chapter 4 
The Integrality Account 
Abstract 
The two experiments presented in this chapter investigate the role of a novel element in the rela-
tionship between words and sounds, namely, integrality, as a potential factor in the emergence of a 
sound specificity effect. Pufahl and Samuel (2014) posited that mere co-occurrence between words 
and background sounds was sufficient to reveal a sound specificity effect and that even auditory 
information that is non-integral to speech is retained in the lexicon alongside words. Keeping in 
focus a close analogy to the relationship between words and voices, I argue that co-occurrence per 
se may not be always sufficient to reliably reveal such an effect. The experiments described here 
identify another crucial factor that seems to play a role in the emergence of the effect, the integrali-
ty between the words and sounds. I define this new factor as the perceptual blending of the two 
signals into a relatively unified auditory entity. Like in the previous chapters, the present experi-
ments involved the same design, with identical encoding and recognition memory tasks. The results 
revealed a sound specificity effect on both word recognition accuracy and response latency, but 
only when the sounds were rendered integral to the words by intensity envelope modulation (Exp. 
4). Importantly, this specificity effect disappeared when the integrality factor was removed from the 
stimuli (Exp.5). Thus, listeners were less accurate and slower in recognising previously heard 
words when the sound changed from exposure to phase only when the sounds were difficult to seg-
regate from the words. These results provide evidence in favour of an alternative explanation of 
speech-extrinsic specificity effects to that of mere co-occurrence. Further, while supporting an 
episodic view of the mental lexicon, they also draw attention to the vulnerability of such effects to 
the auditory context in which they emerge. 
4.1. Introduction 
There has been growing interest in the literature recently towards speech-extrinsic specificity 
effects that occur as a result of auditory variability external to the speech signal.  Pufahl and 
Samuel (2014) were the first to report what we referred to as a “sound specificity effect”. The ex-
periment of interest in the set of experiments they conducted was explained in detail in the previous 
chapter, hence only a brief outline is provided here, for the reader’s convenience. Namely, words 
spoken by either a male or a female talker were paired with one of two sound exemplars of a cer-
tain sound category, such that each sound exemplar was unique to a word. Besides the classical 
voice specificity effect, the authors also found a sound specificity effect, that was manifested in a 
similar decrease in the word identification accuracy when the paired sound exemplar changed from 
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exposure to test. This novel effect was interpreted as evidence that listeners retain specific acoustic 
details of irrelevant background sounds that co-occur with spoken words in long term lexical mem-
ory. Therefore, the authors proposed an integrated view of the mental lexicon, in which lexical rep-
resentations consist of a combination of lexical, indexical (voice), as well as speech-extrinsic audi-
tory detail. The crucial aspect of their argument is that the co-occurrence between the words and 
sounds rather than any properties integral to the spoken word, seems to play a role in the emer-
gence of a sound specificity effect.  
The previous chapter started the investigation of the sound specificity effect from a masking 
perspective. However, it still revolved around the co-occurrence element between the words and 
the background sounds. Importantly, while providing a plausible context for the emergence of the 
sound specificity effect, the glimpse account also highlighted the fragility of this effect with respect 
to the context in which it occurs. It demonstrated that a sound specificity effect seems to emerge in 
some contexts, while failing to do so in others. A way of approaching the vulnerability of this 
speech-extrinsic specificity effect is by comparing it to its speech-intrinsic counterpart, namely the 
voice–specificity effect. The latter shows a relatively reliable emergence pattern. It has been repli-
cated many times, using a variety of encoding and memory tasks. Therefore, an understanding of 
what makes voices special and why they persist in long-term memory more reliably than back-
ground sounds when the same experimental tasks are used, might contribute to a better understand-
ing of the sound specificity’s context-dependency. 
Obviously, the auditory system is tuned towards voices, with them being so frequently en-
countered on a regular basis. Hence, voices have an inherent advantage from both an occurrence 
frequency and a pragmatic perspective. Successful communication in spoken language necessitates 
paying attention to the talker’s voice, be it for identifying them, inferring the nature of their mes-
sage/their emotional state, or adjusting one’s own speech to accommodate understanding that of the 
talker. Thus, it is not surprising that voice-related details are retained in memory and used during 
spoken word processing.  
On the other hand, background sounds that co-occur with spoken words usually do not serve 
any pragmatic purpose. The auditory system is used to treat them as noise and ignore them through 
selective attention in order to enhance speech intelligibility. Furthermore, if the experimental task 
at hand does not require paying attention to them, the chance that they are reliably retained in 
memory and not discarded seems slim. As our previous experiments show, mere co-occurrence 
with the words does not guarantee the sound’s incorporation into long-term memory, since addi-
tional factors, such as spectrally and temporally contrasted acoustic glimpses, seem to play role in 
the emergence of an effect.  It becomes interesting then to identify other factor(s) that might play 
an intrinsic role in the emergence of a more reliable and robust sound specificity effect. To examine 
this issue, we deemed it useful to keep a closer analogy with the voice effect and revisit the rela-
tionship between words and voices. 
A crucial property of a spoken word is its integral nature as a stimulus, consisting of two 
components: a linguistic (the word) and an indexical one (the talker’s voice). The linguistic com-
ponent conveys prepositional information about objects and events in the world. Indexical informa-
tion refers to acoustic correlates in the speech signal that provide information about the talker, in-
cluding identity, age, gender, dialect, and emotional state (Pisoni, 1997; Vitevitch, 2003). Impor-
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tantly, these two components necessarily co-exist at any time and are also integrated with one an-
other to form a single entity (Vitevitch, 2003). In Gestalt terms, they share a “common fate”. As 
such, it is impossible to perceptually segregate them, rendering the task of ignoring of the talker’s 
voice by the listeners very difficult. Since the two components are perceived as one common entity, 
it makes sense for the voices to be encoded in memory with the words. 
On the other hand, the word-sound pairs in our previous experiments, as well as in Pufahl 
and Samuel’s study, consisted of two dimensions that co-occurred, but the sounds were not integral 
to the words and segregating them from one another was relatively easy. Therefore, the listeners 
most probably perceived the pairs as two separate objects, rather than a single one, as in the case of 
spoken words. This perceptual segregation may be one of the crucial factors behind the fragility of 
the sound specificity effect. This realisation in turn evokes the question whether making the sounds 
more integrated to the words may play an intrinsic role in the emergence of a sound specificity ef-
fect. Specifically, we were interested to see whether emulating the relationship between words and 
voices more accurately would yield a sound specificity effect, possibly one that is more comparable 
to the voice specificity effect in terms of robustness. Can listeners’ retention of sound details in 
memory be promoted by making them integral to the words, like voices are integral to speech? We 
reasoned that if besides co-existing, the words and sounds are also integral to one another, such that 
it is difficult to perceptually segregate them, then they might be perceived as relatively unified ob-
jects, rather than two separate signals. This perceptual blending might in turn lead to a more robust 
sound specificity effect. 
 Given the strong reference to the voice effect and similar to the previous studies, the same 
number of background sounds as that of voices (Experiment 1) was used, namely two. The first 
experiment of the study (Exp.4) investigates the impact of rendering the sounds integral to the 
words, by modulating them according to each individual word’s intensity envelope, on the appear-
ance of a sound specificity effect. By revealing such an effect in both the word recognition accura-
cy and response latency, it posits another plausible context, besides the glimpses one, for its emer-
gence. This context combines two elements of the relationship between the words and sounds, inte-
grality and co-occurrence, similar to the case of words and voices. The second experiment (Exp. 5) 
further confirms that integrality is indeed the crucial factor behind the observed sound specificity 
effect in the first experiment, because it demonstrates that removing the integrality element from 
the stimuli, leads to the disappearance of the effect. Furthermore, it also consolidates the claim that 
mere co-occurrence is not always sufficient for the appearance of this specificity effect.  The next 
section provides a definition of the concept of integrality as used in the present study, and explains 
the rationale behind the method used to implement it in the stimuli of Experiment 4. 
4.2. Integrality - Definition and implementation 
The concept of integrality endorsed here refers to a degree of acoustical integration between 
the words and sounds, with the aim to make their segregation challenging and promote their per-
ceptual blending into single entities. As mentioned, given the close comparison to the voice speci-
ficity effect and the intrinsic relationship between words and voices, the goal was to imitate this 
relationship as accurately as possible in the word-sound pairs. More specifically, we wanted the 
sounds to be bound to the words in such a way that every pair would be acoustically and perceptu-
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ally blended into one unique item, similar to a spoken word. Nevertheless, we also wanted the 
sounds to retain their identity across the different pairings, like a voice preserving its identity across 
different utterances.  
 With these requirements in mind, we decided to implement the integrality element by 
modulation of the sounds according to the intensity envelope of each individual word. It is well-estab-
lished in the literature that speech intelligibility strongly depends on the intensity fluctuations over 
time. While a detailed review of this literature is beyond the present scope, a brief overview of some 
major relevant arguments is provided for the reader’s convenience.   For instance, noise-vocoded 
speech is perfectly intelligible given that enough sub-band envelopes are used (Shannon et al., 1995). 
In their seminal study, Shannon et al. (1995) demonstrated that using only the speech envelopes and 
replacing the fine structure with noise yields perfect speech intelligibility, provided that at least 3 sub-
bands are used. Also, several powerful speech intelligibility prediction models use only modulation 
information (e.g., Jørgensen & Dau, 2011; Jørgensen et al., 2013). Therefore, we chose the intensity 
envelope of the word(s) as the link between the words and the sounds. To preserve the identity of the 
sounds, we selected sounds whose identity is mainly conveyed by their temporal fine structure, rather 
than their intensity (amplitude) modulation. This quality makes them suitable candidates for amplitude 
modulation by another sound, the spoken word. The integral maskers were then created by preserving 
the fine structure of the sounds and replacing their intensity envelopes with those of the words. Such a 
method gives rise to “tailored” maskers that are fitted and integrated into each word uniquely, yet also 
retain their own identity as speech extrinsic sounds. 
The next section describes Experiment 4, which investigated the role of integrality in the emer-
gence of a sound specificity effect. We anticipated to see such an effect would manifest itself in the 
overall word recognition accuracy, such that the recognition accuracy for the words repeated with the 
same integral sound as in exposure would be higher than the accuracy for the words repeated with the 
different sound.                                                                                                                                                                                                                                                                                                                                                                
4.3. Experiment 4 - Integral maskers 
4.3.1. Method 
4.3.1.1 Participants 
Fifty-four undergraduate students at the University of York (Age range: 18 - 27) participated 
in exchange for either course credit or payment. The number of participants in the two experiments 
presented in this chapter was informed by the indexical literature and the very limited number of 
studies on speech-extrinsic specificity effects. Namely, Cooper et al (2015) tested 44 (36 included 
in the analysis) and 39 (36 included) participants per condition in their first experiment, and 45 (36 
included) and 42 (36 included) participants per condition in their second experiment. Pufahl and 
Samuel (2014) tested the following number of participants in their experiments: 72 (Exp.1, 64 in-
cluded), 73 (Exp.2, 64 included), 65 (Exp.3, 64 included), 52 (Exp.4, 48 included), 23 blind adults 
(Exp.5, 19 included), and 51 (Exp.6) participants.  In line with our previous experiments, a rela34 -
tively large sample size (N > 40) was targeted, given the reported fragility and the small size of the 
effects in question. All participants provided written consent prior to the experiment. They all iden-
 The relevant experiment for the present purpose in Pufahl and Samuel (2014) is Exp.1, the one that reported the sound 34
specificity effect.
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tified themselves as native-speakers of British English and none of them reported a history of hear-
ing or speech and language related problems. None of the participants had done any of the previous 
experiments. 
4.3.1.2. Materials and Design 
The stimuli set consisted of 80 word-sound pairs. The words were the same ones as in the 
previous experiments.  Like in the case of two talkers (Exp. 1) and as in the other previous experi-
ments, two sounds were used and each word was paired with either one of them. The sounds were 
rendered integral to speech via intensity modulation along the envelope of each individual word. 
Hence, although the same two maskers were used, the modulation process led to relatively unique 
pairs. In both the present and the next experiment, all the stimuli files were generated with a sam-
pling rate of 44.1 KHz and a resolution of 16 bit. Every stage of the stimuli preparation process was 
implemented using the Matlab software (version R2014b). The sections below explain in detail the 
selection criteria for the sounds, as well as the implementation of the intensity modulation process 
and the creation of the final stimuli. 
I. Sound Selection for the Integral Maskers 
Two environmental sounds were chosen as maskers. The main criteria for the sound selection 
were that: i) the sounds were continuous (i.e., not with an intermittent structure), non-fluctuating 
over time and ii) their identity was conveyed mainly by their pitch and timbre information (related 
to the temporal fine structure of the sound). Hence, their overall intensity envelope should not be 
important for their identity. To this end, a cat sound and a violin sound (playing one sustained tone) 
were selected as the best candidates. The temporal waveform of the sounds and their spectrograms 
are depicted in Figures 4.1 and 4.2, respectively. 
Figure 4.1: Time signal (left) and spectrogram (right) of the cat sound. 
Figure 4.2: Time signal (left) and spectrogram (right) of the violin sound. 
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Acoustic analyses performed on the cat and violin sounds revealed that the mean difference in fun-
damental frequencies (F0s) between the cat and the violin sounds was  203.3 Hz (CatF0 =  551.94 
Hz, ViolinF0 = 348.64 Hz). The pitch contours (fundamental frequency over time) for both sounds 
are displayed in Figure 4.3. 
Figure 4.3: Pitch contours of the cat (blue) and violin (red) sounds. 
II. Preparation of the Integral Maskers 
To generate a certain level of perceptual integrality between the two chosen sounds and each of the 
spoken words, the sounds’ intensity envelopes were shaped according the intensity envelopes of the 
individual words. The intensity envelopes were extracted by filtering the words to the frequency 
band between 0.3 and 6 kHz, extracting their Hilbert envelopes, and low-pass filtering the en-
velopes with a third-order low-pass filter at a cut-off frequency of 30 Hz. To generate the cat and 
violin maskers for a given word, the sounds were limited to the same frequency band (0.3-6 kHz) 
and then either lengthened by adding silence at the end or shortened by cropping the end to match 
the duration of the speech token and its intensity envelope. The sounds were then multiplied by the 
intensity envelope, such that they followed the intensity envelope of the word, which defines the 
“rhythm” of the token. It is important to note that the integral maskers created in this way were 
specific and unique to each word, since their resulting envelope followed the envelope of the indi-
vidual words they were later mixed with. However, the integral maskers did not contain any intelli-
gible/identifiable speech information but rather sounded like amplitude-modulated versions of the 
original sounds (with the type of amplitude modulation determined by the word’s intensity enve-
lope). Examples of the processing scheme for the two sounds, in their envelope-shaped versions 
and then mixed with a word (“tiger”), are shown in the upper three panels of Figures 4.4 and 4.5, 
respectively. 
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III. Mixing Words and Maskers 
Each word was mixed with the corresponding two integral maskers (obtained from the cat and vio-
lin sounds) to obtain the final experimental stimuli. For the majority of the stimuli, the signal-to-
noise ratio(SNR) used was -3dB, but other SNR values were also used where deemed necessary for 
maximum intelligibility of the individual mixtures. The additional SNR values were: -1, 0, +1 and 
+3 dB. The SNR values were piloted prior to the experiment, and the ones that yielded the maxi-
mum word identification accuracy (100 % correct) were used. Examples for the final stimuli can be 
seen in the bottom panel of Figures 4.4 and 4.5, respectively. 
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Figure 4.4: Processing scheme for generating the integral maskers applied to speech token “Tiger” and 
sound token “Cat”. Left panel, from top to bottom: speech token “Tiger” (orange) and its envelope 
(purple); sound token “Cat” cropped to length of speech token; integral masker and its envelope; mix-
ture of speech token (orange) and integral masker. Right panel: corresponding spectrograms. 
                                                              
The same paradigm as in the previous experiments was used in both Experiment 4 and 5, consisting 
of two phases: Exposure and Test, and a short delay in between. In each phase, participants heard a 
block of 60 trials, each played one at a time. None of the trials were repeated within a block. Half 
the words in each block were paired with the cat sound and the other half with the violin sound. 
While the words in the exposure trials (Block 1) were the same for all participants, what sound they 
were paired with was counterbalanced across participants. In the test trials (Block 2), 40 of the 60 
words were repeated from the exposure phase and constituted the “OLD” words. Half of the 
“OLD” were paired with the same sound as in exposure, and the other half with the different sound. 
Which words in  the test phase were paired with the same or the different sound was counterbal-
anced across participants. The counterbalancing in terms of the paired sound (cat or violin) and 
sound sameness (same or different from Exposure to Test) resulted in 4 stimulus lists (counterbal-
ancing groups) in total. Each participant was randomly assigned to either one of them. The words 
in the remaining 20 trials in Block 2 had not been heard in the exposure phase (Block 1). Hence, 
these were the same for all participants, with half of them paired with the cat sound and half with 
the violin sound.  
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Figure 4.5: Processing scheme for generating the integral maskers applied to speech token “Tiger” 
and sound token “Violin”. Left panel, from top to bottom: speech token “Tiger” (orange) and its en-
velope (purple); sound token “Violin” cropped to length of speech token; integral masker and its en-
velope; mixture of speech token (orange) and integral masker. Right panel: corresponding spectro-
grams. 
                                                              
4.3.1.4. Procedure 
Exposure phase  
The experiment was run on the DMDX software (Forster & Forster, 2003). Participants sat 
individually in a sound-attenuated booth and listened to the trials played binaurally over head-
phones (Sony MDR-V700) at a comfortable listening level of approximately 68 dB SPL. They read 
instructions on the computer screen and also listened to the experimenter’s explanations. They were 
instructed to make an “animate/inanimate” decision for the word in each trial and ignore the back-
ground sound. The ‘animate’ and ‘inanimate’ concepts were defined and examples for each of the 
categories were provided (e.g., “banana is inanimate”, “professor is animate”). The experimenter 
encouraged them to be as accurate as possible. After 500 milliseconds, a message was displayed on 
the screen prompting them to respond by pressing either one of the corresponding ‘shift’ keys on 
the computer keyboard. Namely, on the right side of the screen the word ‘ANIMATE’ (referring 
them to the right ‘shift’ key), and on the left side the word ‘INANIMATE’ (referring them to the 
left ‘shift’ key) appeared. Participants were told to wait for the message to appear on the screen be-
fore responding and were allowed a maximum of  10 seconds to submit a response. The next trial 
followed immediately after they hit a response button, or after the maximum allowed time expired, 
if no response was provided. Prior to the experimental trials, participants completed 4 practice tri-
als, where different words from the experimental ones were spoken by a male talker, with half of 
them were paired with the high-pitch car horn sound and the other half with the low-pitch one. 
There were 60 experimental trials (Block 1) in total and their order was randomized for each partic-
ipant. No feedback was provided after each trial and there was no mention of an upcoming recogni-
tion task. The task lasted approximately 10 minutes. 
Delay 
After completing the first experimental phase, participants left the sound-attenuated booth 
and spent 5-7 minutes on an unrelated distractor task prior to the memory test. This was done in 
order to ensure that performance in the subsequent test phase was not based on short-term or work-
ing memory. The task consisted of playing an online game (Cube Crash 2). 
Test phase 
In order to assess the effect of sound change on recognition memory, participants completed 
a surprise word recognition task. They read written instructions on the screen and listened to the 
experimenter’s explanations. The experimenter explained that they would again hear word-sound 
pairs, in which some of the words had already been heard in the first part of the experiment (old), 
and the rest would be heard for the first time (new). They were also told that the background 
sounds were the same ones as in the first part of the experiment, but that they should again ignore 
them, as they were not relevant for the task at hand. The experiment explained that for every trial, 
their task was to decide whether the word was “old” or “new”, by pressing the respective ‘shift’ key 
on the keyboard. They were encouraged to be as accurate as possible, but to also hit the response 
key as soon as they made their decision. Participants first saw an ‘x’ symbol appearing at the centre 
of the screen, which anticipated the coming of a word. After 500 milliseconds, they heard the word 
and responded by pressing either one of the ‘shift’ keys on the computer keyboard (right for the 
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“old” words and left for the “new” words). Labels written with either ‘OLD’ or ‘NEW’ were put 
above the corresponding shift keys for participants’ convenience. The next trial followed immedi-
ately after participants response, or after the maximum allocated time of 10 seconds expired and no 
response was provided. There were 60 experimental trials in total: 20 old words-same sound (old-
same), 20 old words-different sound (old-different) and 20 new words. The order of trials was ran-
domized for each participant. The task lasted approximately 10-15 minutes. 
4.3.2. Results 
All participants displayed very high mean accuracies of above 90% correct in the exposure 
phase, indicating that they had successfully encoded the words during the task. A one-way repeated 
measures ANOVA revealed no difference in performance in the Exposure phase with respect to the 
semantic category of the words:  
Manimate =  98.26 % correct, SDanimate = 2.48; Minanimate =  98.75 % correct, SDinanimate = 
2.44; F(1,47) = .68, η2  = .01, p =.41. 
Six participants were excluded from analysis for the following reasons: 1) three participants 
due to technical failure of the experimental software, 2) two participants judged the sounds, instead 
of the words in the exposure phase, and 3) one participant judged all the “inanimate” words in the 
exposure phase incorrectly. Overall, 48 participants were included in the final analysis, which con-
sisted of only the critical (old) trials. The response times were measured from the onset of the stim-
ulus to the onset of the button  press. Only the latencies of correct responses were submitted for 
analysis and the ones that were 2*SD above the mean on a subject-by-subject basis were omitted. 
The two dependent variables were Accuracy (recognition accuracy) and Response Time (RT). Ac-
curacy was coded as a binary variable with values ‘0’ and ‘1 per trial basis, where ‘1’ meant a cor-
rect response to a trial, and ‘0’ an incorrect one. Like in the previous experiments, the data were 
analyzed using linear (LMER) mixed-effects regression models for the continuous RT variable, and 
generalized mixed-effects regression models (GLMER) for the binary Accuracy variable (Baayen, 
Davidson, & Bates, 2008). 
The fixed factors were the same ones as in the previous experiments, namely: Sound Same-
ness (same or different), Semantics (animate or inanimate word), and Exposure Sound (cat or vio-
lin). The factors were coded as binary variables as follows: Sound Sameness: 1 (same), -1 (differ-
ent); Semantics: 1 (animate), -1 (inanimate); Exposure Sound: 1 (violin sound), -1 (cat sound). Pri-
or to adding any fixed factors to the base model, we tested the maximal random structure of the 
model for each dependent variable, consisting of random slopes of all the fixed factors and random 
intercepts for subjects and items. For the main factor of interest, the Sound Sameness, random 
slopes were added for both subjects and items, whereas for the other two factors, only by-subjects 
random slopes were added. For the Accuracy variable, the maximal random structure converged, 
but it was not statistically different from the structure consisting of only random intercepts, χ2(4) = 
5.03, p = .28. For the RT variable, the maximal random structure also  converged, but it was not 
statistically different from the base random structure consisting of only random intercepts for sub-
jects and items, χ2(4) = 0.60, p = .96. Nevertheless, based on Barr et al (2013)’s analysis and sug-
gestions, we  used the maximal random structure whenever the respective maximal model(s) with 
the added fixed factors converged. 
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For every dependent variable, the fixed factors, as well as their interactions, were added in-
crementally to the base model, and improved fit to the model was assessed using the likelihood ra-
tio test. The base model included only the random terms. The main effects of Sound Sameness, 
Semantics, and Exposure Sound were obtained by testing the improvement in the model fit when 
each one of these factors was individually added to the base model. 
As expected, there was a main effect of the sound change from exposure to test on Accuracy, 
MAcc_Same Sound =   80.42 % correct, SD = 12.54; MAcc_Different Sound =   76.04 % correct, 
SD = 9.56;  β = .14, SE = .06 , χ2(1) = 5.95, p = .01, meaning that overall, participants were more 
accurate in recognizing previously heard words that were repeated with the same integral sound as 
in exposure, compared to the words that were repeated with the different sound.  35
Interestingly, the sound specificity effect was also present in the response latency, 
MRT_Same Sound =  1424.98 ms., SD = 229.68; MRT_Different Sound =  1470.67 ms., SD = 
264.06;  β = -19.62, SE = 8.25, χ2(1) = 5.42, p = .02. Hence, there was a small, but significant in-
crease in the mean RT as a result of the sound change from exposure to test. Participants were 
faster in recognising previously heard words that were repeated with the same integral sound as in 
exposure, compared to the words that were repeated with the different sound. Contrasted with the 
voice specificity effect (Experiment 1, Chapter 2), that emerged only for recognition accuracy, in 
the present case, the sound specificity effect is manifested in both variables of interest.  
The mean false alarm rate on the new words was: MFA = 19.58 % , SD = 11.34, with  17.08 
% , SD = 13.52 for the words accompanied with a violin sound, and 22.08 %, SD = 12.37 for the 
words accompanied with a cat sound. This difference was, F(1,47) = 7.62, p = .008, η2  = .14. Since 
these trials were not critical in our design and were not eligible for analysis with respect to the 
sound specificity effect, this bias will not be discussed further. 
There was a main effect of semantic category (Semantics) on both Accuracy: β = .28, SE =  .
1 , χ2(1) = 7.39, p = .007, and RT: β = -39.38, SE = 13.82, χ2(1) = 7.45, p = .006. Overall partici-
pants were better and faster at recognizing previously heard words when they were animate com-
pared to when they were inanimate, MAcc_Animate =  82.60 % correct, MAcc_Inanimate =  73.85 
% correct; MRT_Animate =  1414.65 ms., MRT_Inanimate =  1484.11 ms. However, there was no 
interaction between the semantic category (Semantics) and the sound specificity effect (Sound 
Sameness) on either Accuracy, β = .09, SE = .06, χ2(1) = 2.2, p = .14; or RT, β = 6.43, SE = .8.28, 
χ2(1) = .6, p = .44.  Hence, participants were more accurate and faster at recognising animate 36
words compared to inanimate ones, regardless of whether they were repeated with the same back-
ground sound or not. 
 There was no main effect of the Exposure Sound (cat vs. violin) on either Accuracy, β = 
-0.02 , SE = .06, χ2(1) = .13, p = .71; or RT, β = .03, SE = 8.61, χ2(1) = 0, p = 1. Further, there was 
 Random slopes of the Sound Sameness and Exposure Sound were added only for subjects, as the maximal 35
models with all the random slopes, added to both subjects and items, did not converge.
 For the Accuracy variable, the maximal models did not converge, hence only random intercepts were in36 -
cluded. 
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no interaction between the sound specificity effect and the exposure sound on either Accuracy, β = 
-0.04, SE = .06, χ2(1) = .57, p = .45; or RT, β = 4.05, SE = 8.47, χ2(1) = .23, p = .63. Therefore, the 
sound with which the words were first heard during exposure did not affect either the recognition 
memory performance of participants at test, or the sound specificity effect. 
 Additionally, F1 and F2 analyses were conducted to further confirm that the sound 
specificity effect found on Accuracy and RT was genuine, hence present across both subjects and 
items.  
Accuracy: 
- By subjects: A repeated measures ANOVA with Sound Sameness as the within subjects factor 
revealed a main effect of the sound sameness across subjects, F1(1,47) = 8.67, p = .005, η2  = .
16. 
- By items: A repeated measures ANOVA with Sound Sameness as the within items factor revealed 
a main effect of the sound sameness across the items, F2(1,39) = 4.35, p = .04, η2  = .10. 
Response Time (RT) 
- By subjects: A repeated measures ANOVA with Sound Sameness as the within subjects factor 
revealed a main effect of the sound sameness across subjects, F1(1,47) = 8.41, p = .006, η2  = .
15. 
- By items: A repeated measures ANOVA with Sound Sameness as the within items factor revealed 
a main effect of the sound sameness across the items, F2(1,39) = 6.59, p = .01, η2  = .15. 
4.3.3. Discussion 
The experiment described above investigated the role of a novel dimension in the relation-
ship between words and sounds, integrality, on the emergence of a sound specificity effect. The 
rationale behind it was inspired by a close analogy to the case of the voice specificity effect. The 
integrality element was implemented by modulating the sounds according to the intensity envelope 
of each word, such that their own envelopes were replaced by those of the words, while their fine, 
spectral structure was kept intact. The aim was to render the perceptual segregation between words 
and sounds difficult, as well as to mirror the relationship between words and voices as closely as 
possible. As expected, the mixed effects regression analysis revealed a sound specificity effect for 
word recognition accuracy, such that the words repeated with the same paired sound as in exposure 
were recognised more accurately than the words repeated with the different sound. Interestingly, 
there was also a main effect of the sound change on the overall response latency, such that listeners 
were faster in recognising the words repeated with the same paired sound as in exposure, compared 
to the words repeated with the different sound. The F1 and F2 analyses showed that the effect was 
present across subjects and items for both variables of interest, hence further conforming its genui-
neness. Given these positive results, it is tempting to postulate that the integrality element added to 
the word-sound pairs is the factor behind the emergence of the sound specificity effect. However, a 
strong argument about this claim is not possible, unless the alternative explanation for the appea-
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rance of the effect has been ruled out. As mentioned, although they were integral to the words, the 
sounds retained their identity throughout the different pairings. It was relatively easy to identify 
them, and a cat sound is clearly quite different from a violin one. Therefore, it might be the case 
that the sound specificity effect observed is not due to integrality per se, but rather a result of the 
acoustical and semantic difference between the two sounds. To address this possibility, we ran a 
modified version of the previous experiment, in which the integrality element was removed from 
the stimuli. 
 The same experimental design, tasks and word-sound pairs were used in experiment 5, but 
the sounds were not modulated by the intensity envelope of the words. Hence, the words and 
sounds only co-occurred, without being integral to one another. This meant that the masking sounds 
where easily segregable from the words and also not unique to each one of them, like in the case of 
the integral sounds in Experiment 4. If the acoustical and/or semantic difference between the cat 
and the violin sounds plays any role in the emergence of a sound specificity effect, then we should 
observe such an effect in either of the dependent variables, or both. Namely, listeners should be 
more accurate and/or faster in recognising the “old” words that are repeated with the same sound as 
in exposure, compare to the “old” words repeated with the different sound. On the other hand, if 
integrality is indeed the crucial factor in the appearance of the sound specificity effect, then we 
should not be able to observe a specificity effect in either of the variables in Experiment 5, where 
integrality is eliminated from the stimuli. 
4.4. Experiment 5 - Non-integral maskers 
4.4.1. Method 
4.4.1.1 Participants 
Forty-six undergraduate students at the University of York (age range: 18 - 23 years) partici-
pated in exchange for either course credit or payment. All participants provided written consent 
prior to the experiment. They all identified themselves as native-speakers of British English and 
none of them reported a history of hearing or speech and language related problems. None of the 
participants had done Experiment 4 and any of the previous experiments. 
4.4.1.2. Materials and Design 
The same two sounds (cat and violin) as in Experiment 4 were used, but the envelope shap-
ing described in Experiment 4 was omitted, such that the masking sounds were not integral to the 
words. Since all the word tokens started with a 100-ms silence phase and the violin sound started 
almost immediately (cf. Figure 4.2 above), the violin sound was delayed such that it started togeth-
er with the word tokens (compare Figures 4.2 and 4.7). The different start times of word tokens and 
violin sound were not an issue in the integral masker experiment as the sound was shaped by the 
word’s envelope and therefore the integral masker could not start earlier than the word. As it can be 
observed in the spectrogram of the violin sound (right panel of Figure 4.7), there is virtually no 
variation over time. Therefore, the time shift in the violin sound can be assumed to have had no 
relevant effect in terms of masking. The time shift was introduced to prevent the sound from domi-
nating the percept due to its earlier start as compared to the word token. This early perceptual dom-
ination was not the case in Experiment 4, hence it was avoided in the present experiment as well. 
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The cat sound (cf. Figure 4.4) started at 100 ms (as the speech tokens) and was therefore not 
changed. In order to ensure a fair comparison across experiments in terms of the spectral content, 
the sounds were filtered to the same band (0.3 – 6 kHz) they had been filtered to when used as in-
tegral maskers. Then, 100 ms of silence was appended to the sound tokens (the word tokens had 
100 ms of silence at the end). The word tokens were mixed with the sound tokens at -3dB SNR for 
the majority of the stimuli. However, other SNR values: -1, 0, +1 and +3 dB, were also used in cer-
tain cases to ensure maximum intelligibility of the respective mixtures. The SNR values were pilot-
ed prior to the experiment, and the ones that yielded maximum word identification intelligibility 
(100 % correct) were used. The SNR specifies the ratio of the word token’s level and the sound 
token’s level (or the difference between the levels given in decibels (dB)). In our case the levels 
were defined as the levels of the energy-containing portions of the sound files, such that appended 
silence did not affect the SNR calculation. The longer sound file (word or sound) determined the 
overall duration of the mix, such that neither the word nor sound token was cropped. As the sound 
tokens were longer than the word tokens (also illustrated by the examples in Figures 4.8 and 4.9), 
the effective duration of the mix was the duration of the sound (including the appended silence). 
Figure 4.6: Time signal (left) and spectrogram (right) of cat sound (same as in Figure 1). 
Figure 4.7: Time signal (left) and spectrogram (right) of violin sound. The only difference to Fig-
ure 2 is that the onset is shifted such that the sound starts at 100 ms. 
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Figure 4.9: Processing scheme for mixing speech tokens and non-integral maskers applied to the 
word “Tiger” and the sound “Violin”. Left panel, from top to bottom: word “Tiger” (orange), sound 
“Violin” (light blue) with 100 ms silence appended, the corresponding mixture. Right panel: corres-
ponding spectrograms. 
Figure 4.8: Processing scheme for mixing speech tokens and non-integral maskers applied to the 
word “Tiger” and the sound “Cat”. Left panel, from top to bottom: word “Tiger” (orange), sound 
“Cat” (light blue) with 100 ms silence appended, the corresponding mixture. Right panel: corres-
ponding spectrograms. 
                                                              
The experimental design was identical to the one in Experiment 4, involving the same counterbal-
ancing groups and experimental phases. 
4.4.1.3. Procedure 
This was the same as in Experiment 4. 
4.4.2. Results 
All participants displayed very high mean accuracies of above 90% correct in the Exposure 
phase, indicating that they had successfully encoded the words during the task. A one-way repeated 
measures ANOVA revealed a very small, yet significant difference in performance with respect to 
the semantic category of the words:  
MAnimate =  99.20 % correct, SDAnimate = 2; MInanimate =  99.93 % correct, SDInanimate = .5; 
F(1,45) = 5.28, η2  = .11, p =. 026. 
 Like in Experiment 4, the response latencies analysed in the Test phase were measured from the 
onset of the stimulus to the onset of the button  press. Only the latencies of correct responses were 
submitted for analysis and the ones that were 2*SD above the mean on a subject-by-subject basis 
were omitted. The data were analysed in the same way as in Experiment 4. The same two depen-
dent variables, Accuracy (recognition accuracy) and Response Time (RT), as well as the same fixed 
factors were involved and coded in an identical fashion. 
Prior to adding any fixed factors to the base model, the maximal random structure of the 
model was tested for each dependent variable. For the main factor of interest, the Sound Sameness, 
random slopes were added for both subjects and items, whereas for the other two factors, only by-
subjects random slopes were added. For the Accuracy variable, the maximal random structure con-
verged, but it was not statistically different from the structure consisting of only the random inter-
cepts for subjects and items, χ2(4) = 7.57, p = .11. Similarly, with respect to the RT variable, the 
maximal random structure also  converged, but it was not statistically different from the base ran-
dom structure consisting of only the random intercepts, χ2(4) = .67, p = .95. Nevertheless, based on 
Barr et al (2013)’s analysis and suggestions, we  used the maximal random structure whenever the 
respective maximal model(s) with the added fixed factors converged. 
 For every dependent variable, the fixed factors, as well as their interactions, were added 
incrementally to the base model, and improved fit to the model was assessed using the likelihood 
ratio test. The base model included only the random terms. The main effects of Sound Sameness, 
Semantics, and Exposure Sound were obtained by testing the improvement in the model fit when 
each one of these factors was individually added to the base model. 
With respect to a sound specificity effect on recognition accuracy (Accuracy), there was no 
significant decrease in the mean accuracy as a result of the sound change from exposure to test, 
MAcc_Same Sound = 77.07 % correct, SD = 13.64; MAcc_Different Sound = 76.74 % correct, SD 
= 10.39;  β = .007, SE = .07, χ2(1) = .009, p = .92.  Overall, participants were not more accurate in 37
recognizing previously heard words when they were repeated with the same non-integral sound as 
in exposure, compared to when the sound was different. 
 For the Accuracy variable, random slopes of only the Sound Sameness factor were added to both subjects and items, as 37
the maximal model containing the slopes of the other factors as well, did not converge.
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There was also no main effect of the sound change on response latency (RT), MRT_Same 
Sound = 1507.31 ms., SD = ; MRT_Different Sound = 1529 ms., SD = ;  β = -10.75, SE = 10.84, 
χ2(1) = .98, p = .32. Hence, participants were not faster in recognising previously heard words 
when they were repeated with the same non-integral sound as in exposure, compared to when the 
sound was different.  
The mean false alarm rate on the new words was: MFA =  20.22 % , SD = 10.95, with  15.87 
%, SD = 11.85 for the words accompanied with a violin sound, and  24.57 %, SD = 14.71 for the 
words accompanied with a cat sound. This difference was, F(1,47) = 7.62, p = .008, η2  = .14. Since 
these trials were not critical in our design and were not eligible for analysis with respect to the 
sound specificity effect, this bias will not be discussed further. 
There was a main effect of semantic category (Semantics) on Accuracy: β = .27, SE =  .12 , 
χ2(1) = 4.99, p = .03, but not on RT: β = -24.15 , SE = 12.99, χ2(1) = 3.29, p = .07. Overall, partici-
pants were more accurate in recognising inanimate words and faster with animate words, although 
not significantly so: MAcc_Animate =  77.61 % correct, MAcc_Inanimate =   78.12 % correct; 
MRT_Animate = 1512.83 ms., MRT_Inanimate = 1531.73 ms. Additionally, there was no interac-
tion between the semantic category and sound specificity effect on either Accuracy, β = -0.03, SE = 
.06, χ2(1) = .19, p = .67; or RT, β = 5.09, SE = 10.87, χ2(1) = .22, p = .64.  Participants were more 38
accurate at recognising inanimate words compared to animate ones, regardless of whether they 
were repeated with the same background sound or not. 
There was no main effect of the Exposure Sound (cat vs. violin) on either Accuracy, β = .03 , 
SE = .06, χ2(1) = .18, p = .67; or RT, β = -6.75, SE = 10.41, χ2(1) = 0.42, p = .52. Further, there 
was no interaction between the sound specificity effect and the exposure sound on either Accuracy, 
β = -0.04, SE = .06, χ2(1) = .37, p = .54; or RT, β = -11.24 , SE = 10.25, χ2(1) = 1.2, p = .27. There-
fore, the sound with which the words were first heard during exposure did not affect either the 
recognition memory performance of participants at test, or the sound specificity effect. 
4.4.3. Discussion 
The experiment above examined the emergence of a sound specificity effect in the presence 
of the same two background sounds used in Experiment 4, but with the integrality component re-
moved from the stimuli. The aim was to decouple the two alternative explanations for the appear-
ance of the sound specificity effect in Experiment 4: integrality vs. acoustical/semantic difference 
between the two sounds. We wanted to see whether the sound specificity effect found in Experi-
ment 4 would persist in the absence of integrality between the words and sounds. To this end, the 
sounds were not modulated by the intensity envelope of the words, hence they only co-occurred 
with the words when paired, without being integral. As expected, the data revealed no main effect 
of the change in the paired sound from exposure to test on either the overall word recognition accu-
racy, or response latency. Therefore, the sound specificity effect found in Experiment 4 disappeared 
 For the Accuracy variable, the maximal models did not converge, hence only random intercepts were included. 38
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with the removal of  the integrality element from the stimuli. This result consolidates the argument 
that the integrality between the words and sounds seems to play a critical role in the emergence of a 
relatively robust sound specificity effect, which in our study, was present in both variables of inter-
est.  
However, the absence of a sound specificity effect in Experiment 5 could also be explained 
by a glimpses account. The previous chapter demonstrated that highly contrasted glimpses of the 
same word(s), resulting from the masking of two different sounds, can lead to the emergence of a 
sound specificity effect. In the present case, it is possible that there was a greater difference be-
tween the acoustic glimpses resulting from the two sounds in Experiment 4 than in Experiment 5. If 
so, a glimpse contrast, rather than an integrality contrast would be responsible for the different out-
comes in Experiments 4 and 5. To decouple these possibilities, we computed the acoustic glimpses 
of the stimuli in both experiments and conducted a comparative statistical analysis. 
4.5. Glimpse computation and analysis  
We obtained quantitative measures of the acoustic glimpses resulting from the masking of 
the two sounds for all the stimuli used in the two experiments described above. The glimpses were 
computed by using a glimpse detection model  (Cooke, 2003; 2006), which was described in the 
previous chapter. We ran statistical tests on the calculated glimpses for each experiment, in order to 
assess the difference in the glimpses corresponding to the two masking sounds. Only the critical 
trials (i.e., those comprising the old words) were analysed. 
Experiment 4  
The mean glimpse percentages for each sound were: MGlimpses_Violin =  34.09 %  SD = 
4.93; MGlimpses_Cat =   46.10 % , SD = 4.61. Hence, on average, there were more glimpses re-
sulting from the cat sound compared to the violin sound. This means that the violin sound seems to 
be more masking than the cat sound, which considering their spectrograms (Figures 4.1 and 4.2), is 
not surprising. A repeated measures ANOVA with Masker (2 levels: cat vs. violin) as the within-
items factor revealed a robust main effect of the masker difference on the glimpse value, F(1,39) = 
483.33 , p < .0001, η2  = .93. Thus, the glimpses of the same word(s) resulting from the two mask-
ing  sounds were different. Examples of a word paired with each of the two maskers and the respec-
tive glimpses are provided in Figure 4.10. 
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Experiment 5 
The mean glimpse percentages for each car horn sound were: MGlimpses_Violin = 22.40 %  SD = 
3.84; MGlimpses_Cat =  44.07 % , SD = 6.06. Like in experiment 4, there were overall more  
glimpses resulting from the cat sound compared to the violin sound.  This difference in glimpses 
was significant, as revealed by a repeated measures ANOVA with Masker (2 levels: cat vs. violin) 
as the within-items factor. There was a robust main effect of the masker difference on the glimpse 
value, F(1,39) = 405.10, p < .0001, η2  = .91. Visual examples of a word paired with each of the two 
maskers and the respective glimpses are provided in Figure 4.11.    
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Figure 4.10. Spectrograms of the mixtures and the resulting glimpses of the same word paired with 
the two sounds in experiment 4. The masked regions are shown in black and the glimpses in red. 
The image in A depicts the case when the word is paired with the cat sound and the image in B the 
case when the same word is paired with the violin sound.
A B
Speech + Masker (cat3)
Glimpses (45%) of Speech in Masker (cat3)
Speech + Masker (violinA)
Glimpses (26%) of Speech in Masker (violinA)
                                                              
Comparison between experiments 
The glimpse differences in both experiments were compared via a two-way repeated measures 
ANOVA with Experiment (2 levels) and Masker (2 levels) as factors. As anticipated, there was a 
robust main effect of Masker, F(1,39) = 704.56, p < .0001, η2  = .95. A main effect of Experiment 
was also present, F(1,39) = 86.20, p < .0001, η2  = .69.  
Importantly, there was an interaction between Experiment and Masker, F(1,39) = 71.50, p < 
0001, η2  = .65, showing that the glimpse difference in Experiment 5 (Diff.: 44.07 % - 22.40 % = 
21.67 %) was significantly greater than the glimpse difference in Experiment 4 (Diff.: 46.10 % - 
34.09 % = 12.01 %).  
This analysis undermines the possibility of a glimpses account for the specificity effect 
found in Experiment 4, since the expectation in this account is that a greater glimpse difference has 
a greater chance of leading to a sound specificity effect. Accordingly, the glimpses account would 
have favoured the chance of an effect in Experiment 5, that displays a significantly greater glimpse 
difference than that in Experiment 4. Contrary to such a prediction, the opposite pattern of results 
was observed, further consolidating the integrality account as the explanation behind the sound 
specificity effect observed in Experiment 4. 
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A B
Figure 4.11. Spectrograms of the mixtures and the resulting glimpses of the same word paired with 
the two sounds in experiment 5. The sounds are not modulated according to the word’s intensity enve-
lope. The masked regions are shown in black and the glimpses in red. The image in A depicts the case 
when the word is paired with the cat sound and the image in B, the case when the same word is paired 
with the violin sound.
                                                              
4.6. Comparative analysis between experiments 
A comparative analysis between all the experiments discussed so far was also conducted, in 
order to compare the sound specificity effect found in Experiment 4 against the other specificity 
effects found in the previous chapters (voice and sound), as well as the insignificant effect in Ex-
periment 5. Ideally, we would expect the voice specificity and the sound specificity effect found in 
Experiment 4 to be statistically comparable (no interaction). Further, we would expect the sound 
specificity effect in Experiment 4 to be statistically stronger than the insignificant effect in Experi-
ment 5. 
- Integral vs. non-integral maskers  
 The sound specificity effect found in Experiment 4 was compared with the insignificant ef-
fect in Experiment 5. A mixed-effects regression analysis was conducted, with an extra fixed factor 
added, Experiment (2 levels), coded as: 1 (Exp. 4) and 2  (Exp. 5). While random slopes were at-
tempted for all the fixed factors, the main and interaction effects of only Sound Sameness and Ex-
periment were assessed.  Since the sound specificity effect was found on both Accuracy and RT, 39
both variables were included in the analysis. 
- Accuracy 
There was no main effect of Sound Sameness, MAcc_Same Sound = 78.78 % correct, MAc-
c_Different Sound = 76.38 % correct; β = .08, SE = .05, χ2(1) = 2.26, p = .13. Similarly, no main 
effect of Experiment was found, β = -0.06, SE = .0.14, χ2(1) = .2, p =.66.  There was also no inter40 -
action between Sound Sameness and Experiment, β = -0.13, SE = .08, χ2(1) = 2.54, p =.11.  41
- Response Time (RT) 
There was a main effect of Sound Sameness, MRT_Same Sound =  1464.12 ms., MRT_Dif-
ferent Sound =  1499.52 ms.; β = -15.29, SE = 6.45, χ2(1) = 5.31, p = .02.  No main effect of Ex-
periment was found, β = 77.68, SE = 50.18, χ2(1) = 2.37, p = .12. Further, there was no interaction 
between Sound Sameness and Experiment, β = 8.90, SE = 12.91, χ2(1) = .48, p = .49. 
The presence of an interaction for either of the variables or both, would have put the sound speci-
ficity effect in a stronger position, but the lack of it is not very surprising, given that speech-extrin-
sic specificity effects tend to be relatively small in magnitude. Apparently, the sound effect in ques-
tion  is not strong enough to elicit a significant interaction. 
- Voice vs. integral maskers 
 In all the models involved in the comparative analysis, slopes for the Experiment factor were added only on a by-item 39
basis.
 Only the random slope of Sound Sameness (added both by-subjects and by-items) and the random slope of Experiment 40
(added by-items) were included in the respective models. 
 Only the random slope of Sound Sameness was added by-subjects and the random slope of Experiment by-items, since 41
the respective models were the only ones including random slopes to converge.
!99
                                                              
The sound specificity effect found in Experiment 4 was compared against the voice specifici-
ty found in Experiment 1. The extra fixed factor Experiment (2 levels) was coded as: 1 (Exp. 1) and 
2  (Exp. 4). Since the sound specificity effect was found on both Accuracy and RT, both variables 
were included in the analysis.  
- Accuracy 
There was a main effect of Sameness (specificity effect), MAcc_Same =  81.09 % correct, 
MAcc_Different =  76.09 % correct; β = .16, SE = .04, χ2(1) = 15.51, p < .0001.  No main effect of 
42
Experiment was found, β = -0.06, SE = .14, χ2(1) = .18, p = .67. As expected, there was no interac-
tion between the specificity effect (Sameness) and Experiment, β = -0.04, SE = .08, χ2(1) = .26, p = 
.61.  The lack of an interaction shows that the voice and sound specificity effects are statistically 43
comparable, as anticipated. 
- RT 
There was a main effect of Sameness (specificity effect), MRT_Same Sound =   1303.60 ms., 
MRT_Different Sound =   1335.25 ms.; β = -13.09, SE = 4.97, χ2(1) = 6.47, p = .01.  A main effect 
of Experiment was also found, β = 254.67, SE = 41.99, χ2(1) = 31.27, p < .0001. However, there 
was no interaction between the specificity effect and Experiment, β = -12.61, SE = 9.86, χ2(1) = 
1.64, p = .20, indicating that the specificity effect on response latency persists between experi-
ments, but is not strong enough to elicit an interaction. 
- Voice vs. non-integral maskers 
The voice specificity effect (Experiment 1) was compared against the insignificant effect 
found in Experiment 5. The extra fixed factor Experiment (2 levels)  was coded as: 1 (Exp. 1),  2 
(Exp.5). Given that the voice specificity effect was found only for Accuracy, only this variable was 
included in the analysis. 
There was a main effect of Sameness on Accuracy: MAcc_Same =  79.47 % correct, MAcc_Differ-
ent = 76.44 % correct; β = .10, SE = .04, χ2(1) = 5.56, p = .02. 
No main effect of Experiment was found, β = -0.12, SE = .15, χ2(1) = .63, p = .43. 
However, there was an interaction between Sameness and Experiment, β = -0.18, SE = .08, χ2(1) = 
4.46, p = .03, indicating the robustness of the voice specificity effect compared to the insignificant 
effect of Experiment 5.  44
- Integral maskers vs. contrasted glimpses 
 The models included a random slope of Sameness (added only by-subjects) and the random slope of Experiment (added by-42
items).
 The models included a random slope of Sameness (added only by- subjects), and the random slope of Experiment 43
(added by-items), since these models were the only maximal ones to converge.
 All the models involved in this comparison included the random slopes of Sameness (added both by-subjects and by-items) 44
and Experiment (added by-items).
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The sound specificity effect due to contrasted glimpses (Experiment 3) was compared 
against the sound specificity effect due to integral maskers (Experiment 4). The extra fixed factor 
Experiment (2 levels)  was coded as: 1 (Exp. 3),  2 (Exp.4). The analysis was performed on both 
Accuracy and RT, since a sound specificity effect was found on both these variables in Experiment 
4. 
- Accuracy 
There was a main effect of Sameness: MAcc_Same =  79.67 % correct, MAcc_Different = 
75.63 % correct; β = .13, SE = .04, χ2(1) = 10.66, p = .001.  45
No main effect of Experiment was found, β = .07, SE = .13, χ2(1) = .29, p = .59.  46
Further, there was no interaction between Sameness and Experiment, β = .02, SE = .08, χ2(1) = .09, 
p = .76, showing that the two sound specificity effects are not statistically different from each-oth-
er.  47
- Response Time (RT) 
There was a marginal main effect of Sameness (specificity effect), MRT_Same Sound = 
1383.59 ms., MRT_Different Sound = 1402.20 ms.; β = -10.02, SE = 5.22, χ2(1) = 3.68, p = .055.  
A main effect of Experiment was also found, β = 102.76, SE = 42.25, χ2(1) = 5.75, p = .02. How-
ever, there was no interaction between the specificity effect and Experiment, β = -17.22, SE = 
10.45, χ2(1) = 2.71, p = .10. The pattern of specificity effects and insignificant effects across all the 
experiments is graphically depicted in Figure 4.12. 
 The models included a random slope of Sameness (added only by-subjects) and the random slope of Experiment (added by-45
items).
 The models included only the random slopes of Sameness (added both by-subjects and by-items) and Experiment (by-46
items), since the addition of the other random slopes did not allow the models to converge.
 The models included only a random slope of Sameness (added only by-subjects), since the addition of the other slopes 47
lead to a failure to converge.
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Figure 4.12. The pattern of specificity effects across experiments is illustrated via the mean recogni-
tion accuracy percentages at test, as a function of the voice or sound change from exposure to test.
                                                              
4.7. General discussion and conclusions 
This chapter explored another plausible constraining factor for the appearance of a sound 
specificity effect, one that adds another dimension to the co-occurrence of words and sounds, 
namely, integrality. The rationale behind the studies was motivated by the analogy to the voice 
specificity effect. More specifically, I concentrated on the fact that words and voices necessarily 
co-exist, but are also integrated to form a single, common acoustic signal. As such, they  cannot be 
perceptually segregated. I reasoned that the interplay between these properties of spoken words 
may be what makes the voice specificity effect more robust and more resilient to the experimental 
context in which it is tested, compared to the sound specificity effect.  Therefore, I sought to im48 -
plement both these properties in the word-sound pairs in Experiment 4: co-occurrence and integral-
ity, as closely as possible to the case of spoken words. I was interested to see whether a sound 
specificity effect that was relatively comparable to the voice specificity effect would appear. 
Speech modulation was used to implement integrality between the words and sounds, such that the 
intensity envelope of the sounds was replaced by the envelope of each word. As expected, there 
was a sound specificity effect when the stimuli were made integral, in Experiment 4. Interestingly 
the effect manifested itself in both the word recognition accuracy and response latency, marking the 
first time a specificity effect was observed in response latency in the series of experiments de-
scribed so far. 
To account for the possibility that the acoustic and/or semantic difference between the two 
sounds elicited the sound specificity effect, instead of integrality, a second experiment was con-
ducted. It was identical to the first one, except that the integrality element was removed from the 
stimuli. As expected, the sound specificity effect disappeared. Further, a comparative glimpse 
analysis confirmed that the observed effect could not be explained by a difference in glimpse con-
trast. The results contradicted the prediction of the glimpses account, since there was a greater 
overall glimpse difference in Experiment 5 than in Experiment 4. 
The comparative analysis across experiments did not reveal all the anticipated interactions, 
indicating the fragility of the sound specificity effect. When comparing the specificity effects ob-
tained so far, the following concept may be useful. Consider the integrality between words and 
voices/sounds to be placed along a continuum as illustratively depicted in Figure 4.13. On one end 
there is maximum integrality, represented by spoken words and the respective voice specificity ef-
fect. On the other end, there is no integrality, represented by the word-sound pairs used in Experi-
ment 3 (contrasted glimpses) and the respective sound specificity effect. Somewhere in between, 
closer to the integrality end, there is the integrality implemented in the stimuli of Experiment 4 and 
the respective sound specificity effect. An interaction between the integrality effect in Experiment 4 
and the insignificant effect in Experiment 5, as well as an interaction between the former and the 
contrasted glimpses effect in Experiment 3, would have strengthened the position of the integrality 
effect in the continuum of specificity effects. However, considering the fragility of speech-extrinsic 
specificity effects in general and the fact that they appear relatively small in magnitude, the lack of 
interactions is not very surprising. 
 At this point, it is also worth noting that technically speaking, it is possible to further 
increase the level of integrality/difficulty in segregation between the words and sounds via the 
modulation technique. From a perspective of a “time-frequency” representation (spectrogram) of a 
 By context, I refer to the experimental conditions that elicit the effect.48
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signal, there are two dimensions across which envelopes can be extracted: time and frequency. In 
the present integral maskers, the intensity envelope of the words across time was used as the modu-
lator for deriving the intensity envelope of the integral sound maskers, while the envelope across 
frequency, that yields the spectral properties of the signal, was essentially derived from the original 
sounds.  There are ways to make the sound harder to segregate from speech via amplitude modula49 -
tion by increasing the number of bands in which the sound signals are filtered, which in the present 
case was only one band, between 300-6000 Hz. The presence of only one wide filtering band kept 
the spectral information of the sounds relatively intact. Alternatively, higher integrality could be 
achieved by combining amplitude and frequency modulation, such that both the frequency and in-
tensity envelopes of the words would be used as modulators for the sound maskers. However, in 
both these cases and especially in the second one, the sound would loose its peculiar identity and 
there would hardly be any contribution from it in the overall mixture. Instead, depending on how 
further integrality is enhanced in the stimuli, the sound would sound more like a weird distortion 
related to the word, than like a distinct co-occurring masker. Similarly, the overall mixture would 
sound like an awkward and unnatural version of the spoken word. In other words, the stimuli would 
be more integral with the sound blending even more with the word, and perhaps a stronger sound 
specificity effect would have emerged. However, there would be little-to-no space left for dis-
cussing the contribution of a co-occurring speech-extrinsic sound to word recognition and encoding 
in memory. Given that the aim was that the sounds were integral to the words, but also preserve 
their distinct identities, the chosen modulation technique worked particularly well in satisfying both 
these conditions. It is thus quite interesting to observe a relatively robust sound specificity effect at 
a relatively moderate level of integrality. 
Taken together, the present results provide evidence for an integrality account, in which the 
acoustical and perceptual blending of spoken words with their paired background sounds seems to 
play a crucial role in the emergence of a sound specificity effect. They extend prior work on 
speech-extrinsic specificity effects by revealing a novel condition on the stimuli: the difficulty in 
perceptually segregating the sounds from the words, which suggests a perceived functional/causal 
link between words and sounds. The latter is reminiscent of the functional/causal link between 
words and voices, which was also the main motivation behind the rationale of the studies described 
above. The focus on the strong analogy with the case of the voice specificity effect led to a closer 
inspection of the intrinsic relationship between words and voices, which in turn paved the way for 
 More specifically, the words’  intensity envelopes were multiplied with the sounds. Therefore, the resulting sound 49
maskers got a new intensity envelope that followed that of the individual words. The information across the frequency 
envelope of the words was not used at all, solely the intensity envelope, or in alternative terms, the overall intensity con-
tour. 
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Figure 4.13. A simplistic visualisation of the integrality continuum across specificity effects.
                                                              
the integrality account. This approach of investigating speech-extrinsic specificity effects through a 
solid analogy to speech-intrinsic ones, is novel on it own, and I argue, important for a better as-
sessment and understanding of these effects. 
The present findings also contribute to consolidating the view that sound specificity effects 
are fragile, conditional and constrained by the context in which they are probed. Another study re-
cently reported a similar finding with respect to the conditional nature of such effects, were percep-
tual segregation was identified as a potential constraint. In one of their experiments, using an ex-
plicit continuous recognition memory task at test, Cooper et al (2015) observed that the recognition 
of spoken words was affected by a change in the background noise. However, this effect was con-
strained, such that it only appeared under the condition of spectral overlap between the speech and 
the background noise. Spectrally overlapping signals are more difficult to segregate than non-spec-
trally overlapping ones, which is in line with our argument. However, it is worth noting that the 
difficulty of perceptual segregation in the present integral stimuli is greater that the one involved in 
Cooper et al (2015)’s stimuli. Spectrally-overlapping does not necessarily entail integrality in the 
way that the concept was defined and implemented in the present account. Further, all our non-in-
tegral stimuli across the experiments described so far have been spectrally overlapping, but a sound 
specificity effect appeared only when the two masking sounds created contrasted acoustic glimpses 
of the same word(s) (Experiment 3). 
Another important implication of the current findings is that they further reinforce the argu-
ment that mere co-occurrence between words and sounds may not always be sufficient for the 
emergence of a sound specificity effect. If co-occurrence per se was sufficient, then there should 
have been a sound specificity effect in both experiments discussed here, regardless of the integrali-
ty factor. 
In conclusion, the results obtained in this chapter support episodic views of the mental lexi-
con, where the memory episodes of the words can include speech-extrinsic auditory information 
that co-occurs with spoken words, provided additional conditions are also satisfied. In the present 
case, memory episodes are stronger when the sounds are made integral to the words, such that per-
ceptual segregation becomes challenging. The previous chapter put forward a “contrasted 
glimpses” account and the present chapter proposes an integrality account, as conditions in the 
stimuli that seem to play a role in the appearance of a sound specificity effect. The next chapter will 
deal with another potential condition, uniqueness in the pairwise associations between words and 
sounds. In doing so, it will also attempt at a more truthful replication of the original sound speci-
ficity effect reported by Pufahl and Samuel (2014). 
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Chapter 5 
Effect of pairwise speech-
sound association on the 
sound specificity effect 
Abstract 
The present chapter investigates the emergence of a sound specificity effect in the presence of a 
one-to-one, unique pairing between a spoken word and a background sound, which I refer to as 
association uniqueness. As such, this chapter explores another plausible context in which a speech-
extrinsic specific specificity effect may potentially emerge. At the same time, it also attempts at a 
replication of the original sound specificity effect found in Pufahl and Samuel (2014), where a sim-
ilar pairing method was used. To ensure as truthful a replication as possible, the same encoding, test 
tasks and stimuli filtering technique as in the original study were used. Listeners heard the filtered 
versions of the stimuli at test and unlike in the previous experiments, performed an implicit memo-
ry task, namely perceptual identification of words. The filtering technique implemented was multi-
ple band-pass filtering and the first experiment of the study served as a pilot step to determine the 
optimal multiple band-bass filter-banks to be used in the main experiment. The main experiment 
shared design and stimuli details with the respective experiment in Pufahl and Samuel (2014). 
However, unlike their main result, no sound specificity effect on word identification accuracy was 
observed. Namely, the change in the paired sound exemplar from exposure to test did not lead to a 
decrease in the overall accuracy, which may be further evidence that speech-extrinsic specificity 
effects are relatively fragile and susceptible to the context in which they are probed. The result is 
discussed in light of the Pufahl and Samuel (2014)’s finding, as well as in light of the main results 
from the previous chapters. 
5.1. Introduction 
Pufahl and Samuel (2014) were the first to report a sound specificity effect on spoken word 
identification. The relevant experiment in the study that revealed the effect was explained in detail 
in the previous chapters, hence only a brief summary is provided here, for the reader’s conve-
nience. Words spoken by either a male or a female talker were paired with either one of two sound 
exemplars belonging to the same sound category, such that each sound category was unique to a 
word. For example, the word “butterfly” was paired with either the exemplar A or B of a harmonica 
sound. Hence, the sound change from exposure to test involved only a change in the exemplar, 
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while preserving the sound category. During exposure, listeners performed an “animate vs. inani-
mate word” semantic judgement task on stimuli heard in the clear. At test, they transcribed the 
words from the filtered versions of the stimuli. The change in the paired sound exemplar from ex-
posure to test evoked a sound specificity effect, reflected in a decrease in the overall word identifi-
cation accuracy.  
Throughout the work described in the previous chapters, we have argued that mere co-occur-
rence is not sufficient, or the only factor in the emergence of speech-extrinsic specificity effects. 
The vulnerability of such effects to the context they are being probed in supports this argument, as 
well as triggers a quest to identify plausible contexts that reveal their appearance. A context can 
consist of anything related to the nature of the stimuli, the encoding and test tasks, the listeners, or 
a combination of all of them. Each chapter described so far in this thesis has explored one potential 
context that has added another necessary element to the co-occurrence between words and sounds. 
These additional elements so far have been related to the nature of stimuli, while the same experi-
mental tasks have been consistently used across the studies.  
 The present chapter investigates another plausible context, but this time with a focus on 
the nature of the stimuli, as well as the memory task in the test phase. In doing so, it diverts from 
the previous studies in both these methodological aspects, but gets considerably closer to the origi-
nal study by Pufahl and Samuel (2014), targeting a closer replication of the original effect. Before 
delving into further details, I define the factor of interest, whose potential role in the appearance of 
a sound specificity effect inspired the present study. To this end, the relevant study by Pufahl and 
Samuel (2014) will serve as a reference point.  
I will refer to this factor as “association uniqueness”, which stands for the unique pairing 
between a word and a sound category. On a comparative basis to the case of speech-intrinsic (in-
dexical) effects, “uniqueness” seems to be an inherent characteristic of spoken words. More specif-
ically, every spoken word is a unique utterance, with peculiar linguistic and indexical properties 
that are hardly matched by another utterance. No two words are realised in the same way acousti-
cally, even when spoken by the same talker. Perhaps the consistency and robustness of indexical 
effects, especially compared to speech-extrinsic specificity effects, is due to this “uniqueness” ele-
ment of spoken words. For example, when the word “table” is spoken by a male talker in exposure, 
this unique utterance is encoded with the peculiar properties that characterise it. Afterwards, when 
the same word is heard at test spoken by a different talker, it constitutes another unique utterance 
that is different from the one heard at test. Since the two different acoustical realisations of the 
same linguistic item do not match, the recognition/identification performance for this item decreas-
es and/or is slowed down, leading to an indexical effect.  
Similarly, in the case of  speech-extrinsic specificity effects, a unique, ‘one-to-one’ associa-
tion between a word and a sound may be more salient and encoded better in memory than a non-
unique association. As such, it could be more sensitive to a change in the context of the stimulus, 
namely the paired sound. For example, if the word “window” is paired with an harmonica sound 
during exposure and it is the only word to be paired with this sound, the sound might be encoded as 
an external feature associated with this particular word. In the test phase, when the same word is 
repeated with a different harmonica sound (assuming the sound change occurs within the category, 
like in Pufahl and Samuel, 2014), the listeners may remember the unique association between 
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“window” and an harmonica sound, but also realise that the sound is not the same as in exposure, 
and fail to recognize/identify the word. Therefore, the association uniqueness may increase the 
chance that background sounds become encoded in memory alongside the respective words.  
In addition, increasing the number of background sounds contributes to higher uncertainty 
and unpredictability levels in the overall experimental context, promoting listeners’ reliance on 
contextual cues, such as the paired sounds. In the case of only two sounds, the listener learns quick-
ly within the course of the experiment that a word is paired with either one of them. Hence, there is 
no surprise unpredictability issue regarding the next stimulus: the word will be paired with one of 
the already heard sounds. This enhanced predictability may in turn facilitate the ignoring of the 
background sound. However, in the case of many sounds, especially when the association between 
the words and sounds is ‘one-to-one’, it is impossible for the listener to anticipate the sound that the 
next word will be paired with. Such unpredictability may then lead to the listeners’ paying more 
attention to the stimuli as pairs, rather than easily ignoring the sound. In contrast, if the word is 
paired with one of two sounds, and half of the words in the stimuli set also are, there is a ‘many-to-
one’ relationship between the words and the sounds (as it was the case in our previous studies). The 
listeners may not easily realise at test that a word is paired with the other sound, for two reasons. 
First, the sound was paired with half of the other words in exposure, making it highly familiar and a 
relatively stable element within the overall experimental context. This  could in turn contribute to-
wards listeners’ habituation to the sound and consequently, their improvement at ignoring it. Sec-
ond, the different sound that the word is paired with at test, has also been heard multiple times dur-
ing exposure with other words, thus being a familiar sound to which the listeners have grown ha-
bituated to as well. Adding to these points the relative ease of segregation between words and 
sounds (unless they are integral to one-another, as in the previous chapter), ignoring the sounds 
becomes quite easy. 
  Following this line of argument, perhaps a possible explanation for the lack of a sound 
specificity effect in two previous experiments (Experiment 2A and 2B, Chapter 3) may be the fact 
that the associations between words and sounds were not unique.  Similar to Pufahl and Samuel’s 50
study, the sound change from exposure to test also took place within the same sound category (car 
horn) and between different exemplars (high pitch vs. low pitch) in these experiments. However, 
unlike in the former case, such a change was not unique. Therefore, given Pufahl and Samuel’s 
finding and the lack of an effect in the two aforementioned experiments, I was interested to see 
whether adding the uniqueness element to the stimuli would evoke a sound specificity effect.  
A plausible way to implement “association uniqueness” as a primary factor in the quest for 
speech-extrinsic specificity effects, would be to enrich the stimuli context by increasing the number 
of background sounds. This approach brings along another question of interest: how many sounds 
would be needed for the emergence of an effect? While this question is interesting and deserves 
investigation on its own, it is beyond the scope of the present work. For the present purposes, a 
maximum “association uniqueness” was target, which involves a ‘one-to-one’ association type be-
tween the words and sounds. Being the first and only study to report a sound specificity effect us-
ing multiple background sounds with this type of unique association, Pufahl and Samuel’s study 
served as a useful reference regarding the plausible number and type of sounds. In order to increase 
 Note that the studies that revealed an effect also used two sounds, however those studies involved an additional ele50 -
ment in the paired stimuli, namely contrasted masking and integrality.
!
                                                              
the likelihood of a sound specificity effect, the same sound set used in the reference study was used 
in the present work. 
Regarding the tasks in exposure and test, the same encoding task as in the previous studies 
was used. In contrast, the memory task was different from the one previously used. Instead of the 
recognition memory task, an implicit memory task, like the one in Pufahl and Samuel (2014) was 
delivered. This served two purposes: 1) a closer experimental design to the original study that first 
reported the effect, and 2) the possibility to try a different memory task, that among other things, 
has been considered more reliable in measuring specificity effects, compared to its explicit coun-
terpart.   
In summary, the present study’s purpose was twofold: 1) to investigate the role of association 
uniqueness in the emergence of a sound specificity effect, and 2) to obtain a relatively close repli-
cation of the original effect by Pufahl and Samuel (2014). The first experiment (Experiment 6) was 
designed to pilot the optimal filtering level for the stimuli in the implicit memory task at test.  The 
main experiment (Experiment 7) investigated the role of “association uniqueness” in the emergence 
of a sound specificity effect. Based on the potential impact of this factor and the main result of Pu-
fahl and Samuel (2014), I anticipated to find a sound specificity effect reflected in the overall word 
identification performance.        
                                                                                                                                                                                                                                                                                        
5.2. Experiment 6 - Piloting the intelligibility of the filtered words 
5.2.1. Method 
5.2.1.1 Participants 
Fifty-seven students at the University of York (age range: 18-23) participated in exchange for 
either course credit or payment. Forty-five participants participated in the first phase of the pilot 
study (Group 1) and the other twelve participants participated in the second phase of the pilot study 
(Group 2). The relatively large number of participants for a pilot study was due to the several filter-
ing conditions piloted (details in the next section), with the aim of testing at least five participants 
per condition. All participants provided written consent prior to the experiment. They all identified 
themselves as native-speakers of British English and none of them reported a history of hearing or 
speech and language related problems. None of the participants had done any of the previous ex-
periments. 
5.2.1.2. Materials and Design 
The stimuli consisted of 80 word-sound pairs. The words were the same as in all the previous 
experiments. The same background sounds as in Pufahl and Samuel (2014) were used.  They con51 -
sisted of 80 different sound categories (e.g., barking dog, guitar sound, bird chirping, doorbell ring-
ing, etc.) and for each of these categories there were two different exemplars, labeled as A and B. 
Half of the sound categories belonged to animate sources and half of them to inanimate sources. 
Each word was paired with one of the exemplars belonging to the same semantic category. Hence, 
there was a unique, one-to-one pairing between a word and a sound category, that once randomly 
 The first author, April Pufahl, kindly provided their set of sounds.51
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assigned, remained fixed (e.g., the word “peanut” was always paired with the barking dog sound 
category, either exemplar A, or B). The sound change from exposure to test involved only the ex-
emplar change (A to B, or vice versa), while preserving the semantic category of the sound. This 
pairing method satisfied our “association uniqueness” notion and was also identical to the one im-
plemented in Pufahl and Samuel (2014).  A list of all the sound categories used is provided in Ap-
pendix B. 
Further, in line with the filtering technique used in Pufahl and Samuel (2014), we also implemented 
multiple band-pass filtering to degrade our stimuli for the test phase. In both the present and the 
next experiment, all the stimuli files were generated with a sampling rate of 44.1 KHz and a resolu-
tion of 16 bit. Every stage of the stimulus preparation process was implemented using the Matlab 
software (version R2014b). The following sections explain the details behind the technique, the 
selection of an optimal filter-bank for our purposes and the preparation of the final stimuli. 
Multiple bandpass filtering 
A) Retrieving the filter transfer function from Pufahl and Samuel (2014) 
We performed reverse-engineering on the original stimuli used in Pufahl and Samuel 
(2014)’s first experiment. The overall frequency transfer function of the filtering used was obtained 
by calculating the frequency spectra of the unfiltered and filtered stimuli (spoken words as well as 
environmental sounds), and dividing the spectra of the filtered stimuli by the spectra of the unfil-
tered stimuli. The following figure shows the retrieved frequency transfer function  form the filter-
ing used in the aforementioned study: 
!  
Figure 5.1. Frequency transfer function retrieved from Pufahl and Samuel's stimuli 
The lower and upper cut-off frequencies (flow and fhigh) of the individual bandpass filters used in 
Pufahl and Samuel (2014) are listed in Table 5.1: 
Table 5.1. The cut-off frequencies as reported in Pufahl and Samuel (2014). 
It is worth noting that Pufahl’s filtered stimuli had a sampling rate of 16 kHz, which means that the 
maximum frequency that can actually be represented as upper limit is half of that, i.e., 8 kHz. 
Therefore, the highest filter band (8 – 8.5 kHz) is practically non-existent, as it is outside the repre-
Band No. 1 2 3 4 5 6 7 8
flow [Hz] 200 400 600 800 2000 4000 6000 8000
fhigh [Hz] 250 450 650 850 2500 4500 6500 8500
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sentable frequency region. For this reason, this band was not considered during the preparation of 
the filter-bank for our stimuli. 
B) Defining a filter-bank with similar characteristics to that used in Pufahl and Samuel 
(2014) 
The next step was to define a bank of bandpass filters that showed a similar frequency trans-
fer function as the one obtained from Pufahl and Samuel’s stimuli (Figure 5.1). The bandpass filter-
bank was implemented in Matlab (version R 2014). For the low-frequency bandpass filters (band 
no. 1-4, Table 5.1), four 4th-order Butterworth bandpass filters were defined using Matlab’s “butter” 
filter function. For the high-frequency bandpass filters (band no. 5-7, Table 5.1), three 4th-order 
elliptic filters were defined using Matlab’s “ellip” filter function (peak-to-peak ripple: 0.1 dB, min-
imum stop-band attenuation: 30 dB). The cut-off frequencies for the individual bandpass filters 
were adjusted such that the overall frequency transfer function of the entire filter-bank matched the 
frequency transfer function retrieved from the Pufahl and Samuel’s stimuli. The final values of 
these cut-off frequencies differed slightly from those displayed in Table 5.2: 
Table 5.2. Cut-off frequencies that yielded the best fit with the transfer function derived from Pufahl and 
Samuel’s stimuli 
Using these cut-off frequencies, we obtained a strong fit with the transfer function estimated from 
Pufahl and Samuel’s stimuli. Both transfer functions are shown in the figure below: 
!  
Figure 5.2. Frequency transfer function retrieved from Pufahl and Samuel’s stimuli (blue) along with 
transfer function of our designed filter-bank. 
C) Modifying the bandwidth of the filters to create additional filters 
The initial stage of the pilot experiment, in which the original filter-bank (d = 1) was piloted 
for both the words and sounds, revealed a higher average word intelligibility level (Mean Acc. = 
84.17 % correct) than the one targeted (70-75% correct). The targeted mean intelligibility level was 
meant to be neither too high, nor too low, and indicate that the task was challenging, but not overly 
so. This high average word identification accuracy may have been partly due to the fact that our 
Band No. 1 2 3 4 5 6 7
flow [Hz] 222 410 600 785 2080 4080 6080
fhigh [Hz] 272 460 650 835 2480 4500 6500
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female talker had a very clear and highly intelligible overall pronunciation. Given that the aim of 
the  implicit memory task in the test phase was to render perceptual identification of the words 
challenging, we reasoned that a high average word intelligibility level would not serve this aim 
very well. At the same time, we did not want to make the task at test so challenging that the partici-
pants would struggle too much and mostly engage in a transcription task, rather than in an implicit 
memory task. Therefore, the targeted average intelligibility value of 70-75% correct was deemed 
optimal.  
Importantly, the initial piloting also revealed that the words were not evenly intelligible 
when filtered by the same filter-bank, with some of them being highly intelligible and others much 
less so. This indicated that using one filter-bank would not yield an even filter for all words. There-
fore, we piloted several filter banks. As a result, we were able to choose the optimal filter-bank for 
each word (or group of words) individually, such that intelligibility for each individual word was as 
close as possible to the targeted level.  
To achieve even filtering, we made some changes to the bandwidth of the initial filters (dis-
played in Table 5.2) and created several additional filtering conditions. Filters can either be de-
scribed by their lower and upper cut-off frequencies (flow and fhigh) or by their center frequency fc 
and bandwidth B. The center frequency is the frequency in the middle of the filter band: fc = (flow + 
fhigh)/2. The bandwidth is the width of the filter band and is calculated as the difference between the 
upper and lower cut-off frequencies: B = fhigh - flow.  We decided to preserve the center frequencies 
and modify the bandwidth of the filters to create  additional filter-banks.  
Table 5.3 provides an overview of the cut-off frequencies, center frequencies and bandwidths in the 
filter-bank used in Pufahl and Samuel’s study: 
Table 5.3. Cut-off frequencies, center frequencies, and bandwidths used in Pufahl and Samuel (2014). 
The values of the cut-off frequencies, centre frequencies and bandwidths that were used in filtering 
our stimuli are displayed in Table 5.4. These cut-off frequencies yielded the best fit with the trans-
fer function retrieved from Pufahl and Samuel’s stimuli. 
Table 5.4. Cut-off frequencies, center frequencies, and bandwidths used for filtering our stimuli. 
Band No. 1 2 3 4 5 6 7 8
flow [Hz] 200 400 600 800 2000 4000 6000 8000
fhigh [Hz] 250 450 650 850 2500 4500 6500 8500
fc [Hz] 225 425 625 825 2250 4250 6250 8250
B [Hz] 50 50 50 50 500 500 500 500
Band No. 1 2 3 4 5 6 7
flow [Hz] 222 410 600 785 2080 4080 6080
fhigh [Hz] 272 460 650 835 2480 4500 6500
fc [Hz] 247 435 625 810 2280 4290 6290
B [Hz] 50 50 50 50 400 420 420
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The bandwidths Bd for the additional filtering conditions were defined by the divisor d: Bd = B/d. 
The values of divisor d chosen for the pilot experiment were: 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 3, 
4. The center frequencies were unchanged throughout all the filtering conditions (values displayed 
in Table 5.4). The bandwidths Bd corresponding to the different d-values are specified in the fol-
lowing table, calculated according to the formula above (Bd = B/d) and rounded to integer values: 
Table 5.5. Center frequencies and the bandwidths used for the several filtering conditions. 
As it can be seen from Table 5.5, the new bandwidths (Bd) are inversely proportional to the old 
ones (B), i.e., if d < 1, the bandwidth increases, and, if d > 1, the bandwidth decreases (relative to 
the original B used in the calculation). For a visual illustration of this, consider Figure 5.3, which 
shows six different transfer functions obtained for different bandwidths Bd (only a subset of the d-
values was used to generate the image): 
!  
Figure 5.3. The filterbank transfer functions for different selected d-values 
Band No. 1 2 3 4 5 6 7
fc [Hz] 247 435 625 810 2280 4290 6290
B [Hz] 50 50 50 50 400 420 420
B0.25 [Hz] 200 200 200 200 1600 1680 1680
B0.5 [Hz] 100 100 100 100 800 840 840
B0.75 [Hz] 67 67 67 67 533 560 560
B1 [Hz] 50 50 50 50 400 420 420
B1.25 [Hz] 40 40 40 40 320 336 336
B1.5 [Hz] 33 33 33 33 267 280 280
B1.75 [Hz] 29 29 29 29 229 240 240
B2 [Hz] 25 25 25 25 200 210 210
B3 [Hz] 17 17 17 17 133 140 140
B4 [Hz] 13 13 13 13 100 105 105
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The environmental sound were filtered with the original filter-bank (d = 1), that was very similar to 
the one used in Pufahl and Samuel (2014). 
II. Creating the final stimuli 
The final stimuli consisted of word-sound pairs in both the unfiltered and the filtered ver-
sions. The unfiltered stimuli were used in the exposure phase, and their filtered version in the test 
phase. In the case of the filtered stimuli, the words and sounds were filtered separately prior to mix-
ing. As explained above, while the sounds were filtered with the original (Pufahl) filter-bank (d = 
1), the words were filtered with the following filter-banks: d = 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 
3, and 4. Hence, there was only one filtered version for the sounds and several filtered versions for 
the words. The several filtering conditions that were eventually piloted were a result of the different 
filter-banks used to filter the words, with the filtered sounds being the same in each of them. There 
were six main filtering conditions (groups), where all the words were filtered with the same respec-
tive filter in each one of them: d = 1, 1.25, 1.5, 1.75, 2, 3. These conditions constituted the first 
phase of the piloting study (Phase 1), completed by the participants in Group 1. The other filters (d 
= 0.25, 0.5, 0.75, 4) were applied only to a few words that were on the two extreme ends of the in-
telligibility spectrum when filtered. These words were identified once Phase 1 was complete and 
the filter-banks for the majority of the words had been finalised. It was noticed that the mean word 
identification accuracy was slightly lower than the targeted level and that the aforementioned words 
constituted “edges” among the other filtered words and as such, needed to be “smoothed” further. 
Therefore, the additional filter-banks mentioned above were used for these words and their filtered 
versions were then added to the set of the other filtered words that had resulted from Phase 1, thus 
creating an almost-final set of filtered stimuli. This set was then further piloted in the second phase 
of the study (Phase 2), which was completed by the participants in Group 2. A list of all the words 
and their respective filter-banks chosen at the end of the pilot experiment is provided in Appendix 
C. 
In both the unfiltered and filtered versions, prior to mixing, the words and sounds were nor-
malised to 68 dB by using a customised script in the Praat software . They were then mixed at 0 dB 
SNR . During mixing (implemented in Matlab), the centres of the two signals (words and sounds) 
were aligned and any difference in duration was filled with silence. Namely, for the first half of the 
shorter signal, silence was added at the beginning and, for the second half, at the end.  After mix-
ing, silence frames were added to form a 100-ms silence interval at each end of the mixed signal.   
5.2.1.4. Procedure 
The experimental paradigm was slightly different from the one used in the previous experi-
ments, as well as from the design involved in Pufahl and Samuel (2014).  Namely, in the present 52
experiment, there were 80 trials played in each phase, compared to the 60 trials per phase played in 
the previous experiments. Pufahl and Samuel (2014) had 64 trials per phase in their study. Further, 
unlike the previous experiments that involved an explicit memory task in the test phase (word 
 Only the first experiment in Pufahl and Samuel (2014) is relevant for the present purposes, hence it will be taken as refer52 -
ence.
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recognition), an implicit memory task was used in the present experiment, that involved identifying 
the word(s) from heavily filtered word-sound pairs. The encoding task in Exposure (animate/inan-
imate judgement) was identical to that in the previous experiments. Both the encoding task in Ex-
posure and the memory task in Test were identical to those used in Pufahl and Samuel (2014)’s 
study. Another difference between the present experiment and its counterpart in Pufahl and Samuel 
(2014), is the number of experimental conditions at test that describe how well the items at test 
match the corresponding ones in exposure. Specifically, in the present case, there was only one in-
dependent variable (the paired sound) and two possible conditions at test related to it: 1) no change 
(same paired sound as in exposure), and 2) sound change (different paired sound from the one in 
exposure). On the other hand, Pufahl and Samuel (2014) had two independent variables (the paired 
sound and the voice of the talker), resulting in  four conditions at test: 1) no change (neither the 
paired sound, nor the voice changed from exposure), 2) sound change (only the paired sound 
changed from exposure), 3) voice change (only the voice of the talker changed from exposure), and 
4) sound and voice change (both the paired sound and the talker’s voice changed from exposure). 
Exposure phase   
Participants heard a block of 80 unfiltered word-sound mixtures (Block 1), each played one 
at a time. None of the trials were repeated within the block. Each word was paired with a unique 
exemplar sound. Half the animate words were paired with an animate sound and the other half with 
an inanimate sound. The same was true for the inanimate words. Hence, there were 20 of each of 
the following pairing combinations: Animate word - Animate sound (A-A); Animate word -  Inan-
imate sound (A-I); Inanimate word - Animate sound (I-A), and Inanimate word - Inanimate sound 
(I-I). While the word-sound category pairings were the same for all participants, which sound ex-
emplar (either A or B) of the sound category was used in the pairing was counterbalanced across 
participants.  
The experiment was run on the same software and using the same equipment as in the previ-
ous experiments. Participants sat individually in a sound-attenuated booth and listened to the trials 
played binaurally over headphones at a comfortable listening level. They read instructions on the 
computer screen and also listened to the experimenter’s explanations. While their task was to make 
an “animate/inanimate” decision for the word in each trial, they were also instructed to pay atten-
tion to the accompanying sound. This was done with the main experiment (Experiment 7) in mind. 
Since the participants in the main experiment would be encouraged to pay attention to the back-
ground sounds, in order to further promote the emergence of a sound specificity effect, we included 
such an encouragement in the pilot experiment as well.  
The ‘animate’ and ‘inanimate’ concepts were defined and examples for each of the categories 
were provided (e.g., “banana is inanimate”, “professor is animate”). The experimenter encouraged 
them to be as accurate as possible. After 500 milliseconds, a message was displayed on the screen 
prompting them to respond by pressing either one of the corresponding ‘shift’ keys on the computer 
keyboard (INANIMATE left; ANIMATE right). Participants were told to wait for the message to 
appear on the screen before responding and were allowed a maximum of  10 seconds to submit a 
response. The next trial followed immediately after they hit a response button, or after the maxi-
mum allowed time expired, if no response was provided. Prior to the experimental trials, partici-
pants completed 8 practice trials, involving words spoken by a male talker that were different from 
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the experimental words and paired with different environmental sounds from those used in the ex-
perimental trials. There were 80 experimental trials (Block 1) in total and their order was ran-
domised for each participant. No feedback was provided after each trial and there was no mention 
of an upcoming word identification task. The task duration was around 15 minutes on average. 
Delay 
 After completing the first experimental phase, participants left the sound-attenuated booth 
and spent 5-7 minutes on an unrelated distractor task prior to the memory test. This was done in 
order to ensure that performance in the subsequent test phase was not based on short-term or work-
ing memory. The task consisted of playing an online game (Cube Crash 2). It was different from 
the distractor task used in Pufahl and Samuel (2014), which involved answering a number of se-
mantic illusions questions.   53
Test phase 
Participants heard the same 80 word-sound mixtures, but in their heavily filtered version 
(Block 2). Like in the exposure phase, none of the trials were repeated within the block. The same 
four animacy pairing combinations mentioned above were present. In each of these combinations, 
half of the words  were paired with the same sound exemplar as in exposure and the other half with 
the different exemplar. Which words in  the test phase were paired with the same or the different 
sound exemplar was counterbalanced across participants. The counterbalancing in terms of the 
sound exemplar (A or B) and sound sameness (same or different) resulted in four stimulus lists 
(counterbalancing groups) in total. Every participant was randomly assigned to either one of them. 
This counterbalancing scheme was present in every filtering condition in Phase 1, as well as in 
Phase 2, that involved only one condition, with the assorted set of filter-banks chosen for individual 
words or groups of words at the end of Phase 1. Every participant in Phase 1 was randomly as-
signed to one of the six main filter conditions and to one of the four counterbalancing groups with-
in the condition, and as such, was exposed to only one filtered version of all the words. On the oth-
er hand, every participant in Phase 2 was randomly assigned to one of the four counterbalancing 
groups and was exposed to the various filter-banks involved in the almost-final set of filtered stim-
uli.  
Participants performed an implicit memory task that involved transcribing the word(s) in the 
heavily filtered pairs. Participants read written instructions on the screen and also listened to the 
experimenter’s explanations. The experimenter explained that they would hear again the same 
word-sound pairs, but they would sound distorted and would be challenging to understand. Their 
task was to type in the word they heard for every trial. They were encouraged to be as accurate as 
possible, but also to guess whenever necessary. Similar to the instructions in the first part of the 
experiment, they were instructed to pay attention to all the auditory information in a trial. No time 
limit was imposed. The next trial followed immediately after participants response. Prior to the ex-
perimental trials, participants completed the same 8 practice trials as in the exposure phase, but this 
 Description taken from Pufahl and Samuel (2014): “Participants were given a sheet with 24 semantic illusions, like the 53
Moses Illusion. In this illusion, when people are asked the question ‘‘How many animals of each kind did Moses take on the 
ark?’’ they generally respond ‘‘two’’ even though they know it was Noah, not Moses, who built the ark (Erickson & Mattson, 
1981). Participants wrote their answers on the sheet below each question and circled ‘‘yes’’ or ‘‘no’’ to indicate if they had 
ever heard the question before.” 
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time in their filtered version. There were 80 experimental trials in total and their order was ran-
domised for each participant. In half of the trials, the words were paired with a different sound ex-
emplar from the one in the exposure phase (i.e., exemplar B instead of the exposure exemplar A , or 
vice versa), and in the other half, they were paired with the same exemplar. The task duration var-
ied from 20 to 30 minutes. 
5.2.2. Results 
A. Phase 1 
Only the transcribed responses in the Test part of  the experiment were analysed. Response 
accuracy was coded as a binary variable with values ‘1’ and ‘0’ per trial, where ‘1’ corresponded to 
a correct response in a trial, and ‘0’ to an incorrect one. During the rating of the responses, occa-
sional spelling mistakes were judged as correct responses, whereas words that appeared similar in 
form to the target word(s), but belonged to a different grammatical and/or semantic category, were 
considered incorrect responses. For example, a response like “pantha” for “panther” was rated as 
correct and responses like “work” or “acting” for “worker” and “actor”, respectively, were rated as 
incorrect. When in doubt, the experimenter sought the rating of a second person. 
 The average intelligibility accuracies for each piloted filter-bank were calculated on an individual 
word basis. The filter-bank that corresponded to the accuracy that was closer to the targeted overall 
intelligibility accuracy (70 - 75 % correct) was selected for each word (see the full list in Appendix 
C). 
B. Phase 2 
The filtered word-sound pairs, in which the filtered versions of the words were selected at 
the end of Phase 1, constituted the near-final stimuli set for the Test phase of the main experiment. 
They were further piloted and some more filters were attempted for those few words that were still 
highly intelligible or unintelligible. The additional filter-banks mentioned above were applied to 
these words and every new change was piloted again, with a few participants at each intermediate 
piloting step. The set of the filtered words was eventually finalised and was ready to be used in the 
main experiment. It is displayed in Appendix C as a list containing the word set and their respective 
final filter-banks. The set of the filtered environmental sounds was already final, without requiring 
any piloting. 
5.2.3. Discussion 
The aim of the above experiment was to determine the optimal multiple bandpass filtering 
level for the words and the sounds. This task proved relatively easy for the sounds, as they were 
filtered by a multiple bandpass filter-bank very close to the one used in Pufahl and Samuel, whose 
relevant filtering function was extracted and served as a basis for developing our filter-bank. How-
ever, ensuring a relatively even filter for all the words proved more difficult. It became evident that 
a single filter-bank would not be effective for all the words. Therefore, several filter-banks were 
developed and piloted. The pilot experiment simulated the main experiment, hence involved the 
same experimental phases and tasks. The resulting filtered versions of the words and sounds consti-
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tuted the final stimuli set for the Test phase of the main experiment (Experiment 7), described in 
the next sections. 
5.3. Experiment 7 - Association uniqueness 
5.3.1. Method 
5.3.1.1 Participants 
Sixty-six students at the University of York (age range: 18-23) participated in exchange for 
either course credit or payment. The number of participants was informed by the study of interest, 
Pufahl and Samuel (2014), that tested the following number of participants in their experiments: 72 
(Exp.1, 64 included), 73 (Exp.2, 64 included), 65 (Exp.3, 64 included), 52 (Exp.4, 48 included), 23 
blind adults (Exp.5, 19 included), and 51 (Exp.6) participants.  All participants provided written 54
consent prior to the experiment. They all identified themselves as native-speakers of British Eng-
lish and none of them reported a history of hearing or speech and language related problems. None 
of the participants had done Experiment 6 and any of the other previous experiments. 
5.3.1.2. Materials and Design 
The stimuli consisted of : 1) the unfiltered word-sound pairs for the exposure phase that were 
identical to the ones used in Experiment 6, and 2) the filtered word-sound pairs, with the assorted 
filtered versions of the words selected from the piloting in Experiment 6. The experimental design 
was identical to the one in experiment 6, involving the same counterbalancing groups and experi-
mental phases. Like in Experiment 6, participants were encouraged to pay attention to all the audi-
tory information in a trial, but in addition, they were told that there would be some questions re-
garding the background sounds after the experiment. Hence, the test phase was followed by a brief 
questionnaire (Appendix D). The answers to the questionnaire were not considered in the analyses.  
5.3.1.3. Procedure 
The same procedure and tasks as in Experiment 6 were involved in the exposure and test 
phases, and their respective durations were similar to those in Experiment 6. The additional ques-
tionnaire part lasted between 10 - 15 minutes. 
5.3.2. Results 
Participants displayed accuracy above 90% in the Exposure phase, indicating that they had 
successfully encoded the words during the task. A one-way repeated measures ANOVA with Ani-
macy (2 levels) as the within-subjects factor, revealed a small, yet significant difference in perfor-
mance with respect to the semantic category of the words:  
M
Animate
 =  97.20 % correct, SD
Animate
 = 2.97; M
Inanimate
 =  98.98 % correct, SD
Inanimate
 = 
1.59; F(1,65) = 17.55, η2  = .21, p <.001 . 
   
Only the transcribed responses in the Test phase of the experiment were included in the main 
analysis. The dependent variables, Accuracy (word identification accuracy), was coded as a binary 
 The relevant experiment for the present purpose in Pufahl and Samuel (2014) is Exp.1, the one that reported the sound 54
specificity effect.
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variable with 1 for correct and 0 for incorrect. As in Experiment 6, spelling mistakes were judged 
as correct, whereas words that appeared similar in form to the target word(s), but belonged to a dif-
ferent grammatical and/or semantic category, were considered incorrect. Like in the previous ex-
periments, the data were analyzed using generalized mixed-effects regression models (GLMER) for 
the binary Accuracy variable (Baayen, Davidson, & Bates, 2008). The fixed factors consisted of the 
same ones as in the previous experiment(s): Sound Sameness (same or different sound at test), 
Word Semantics (animate or inanimate word at test), Exposure Sound Exemplar (exemplar A or B 
at exposure), plus an additional one: Exposure Sound Semantics (i.e., whether the paired sound in 
exposure was animate or inanimate). Note that since the sound change from exposure to test in-
volved only the change in exemplar and as such, occurred within the same sound category, the se-
mantic class of the sound remained the same in both exposure and test phases (i.e., animate/inani-
mate in both phases). Therefore, there was no need to have a separate factor for the semantic class 
of the sound at test.  Similarly, given that there was a fixed factor for the sound exemplar at expo-
sure (Exposure Sound Exemplar) and one for whether this exemplar was the same/different one at 
test (Sound Sameness), there was no need for including a separate factor for the paired sound ex-
emplar at test. 
The factors were coded as binary variables in the following way: Sound Sameness: 1 (same), 
-1 (different); Word Semantics: 1 (animate), -1 (inanimate); Exposure Sound Exemplar: 1 (exem-
plar A), -1 (exemplar B); Exposure Sound Semantics: 1 (animate), -1 (inanimate).  
 Prior to adding any fixed factors to the base model, we tested the maximal random structure of the 
model for each dependent variable, consisting of random slopes of all the fixed factors and random 
intercepts for subjects and items. This was done to see whether adding random slopes for the fixed 
factors was necessary. For the main factor of interest, Sound Sameness, slopes were added for both 
subjects and items, whereas for the other three factors, only by-subjects slopes were added. The 
maximal random structure for the Accuracy variable converged, but it was not statistically different 
from the basic structure consisting of only the random intercepts for subjects and items, χ2(5) = 
1.39, p = .93, indicating that adding the random slopes to the model(s) was not necessary. Never-
theless, following Barr et al (2013)’s suggestions, we  used the maximal random structure whenev-
er it converged with the added fixed factors. 
The fixed factors, as well as their interactions, were added incrementally to the base model, and 
improved fit to the model was assessed using the likelihood ratio test. The base model included 
only the random terms. The main effects of the factors were obtained by testing the improvement in 
the model fit when each one of these factors was individually added to the base model. 
With respect to the main factor of interest, Sound Sameness, there was no significant de-
crease in the mean word identification accuracy as a result of the change in the paired sound exem-
plar from exposure to test, M
Acc_Same Sound Exemplar
 =  74.92 % correct, SD = 8.53;  
M
Acc_Different Sound Exemplar
 =  74.09 % correct, SD = 9.65;  β = .02, SE = .03, χ2(1) = .34, p = 
.56. Therefore, contrary to the initial prediction, we did not replicate the respective finding in Pu-
fahl and Samuel (2014). 
No main effect of the semantic category of the word at test (Word Semantics) on Accuracy 
was found: β = -0.02, SE = .1 , χ2(1) = .05, p = .82. While there was a slight advantage in identify-
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ing inanimate words, the difference was not significant: M
Acc_Animate 
=   74.02 % correct, SD = 
10.04; M
Acc_Inanimate
 =  75 % correct, SD = 9.29. Additionally, there was no interaction between 
the semantic category of the word and the sound sameness factor: β = .004, SE = .03, χ2(1) = .01, p 
= .91.  Hence, participants were not more accurate at identifying inanimate words compared to 55
animate ones, regardless of whether they were repeated with the same background sound exemplar 
or not. The mean accuracy values for each combination of the factors are displayed in Table 5.6. 
Table 5.6. Mean word identification accuracy values (% correct) for each combination of Word Semantics x 
Sound Sameness. 
With respect to the Exposure Sound Exemplar (A vs. B) factor, no main effect on Accuracy was 
observed: β = -0.02, SE = .06, χ2(1) = .13, p = .72. The mean word identification accuracies for 
each of the exposure sound exemplars were:  M
Acc_Exposure Exemplar A 
=   74.13 % correct, SD 
= 8.76; M
Acc_Exposure Exemplar B
 =  74.89 % correct, SD = 7.72. Further, there was no interac-
tion between the exposure sound exemplar and sound sameness, β = .02, SE = .03, χ2(1) = .49, p 
= .48.  Therefore, what sound exemplar the words were first heard with during exposure did not 56
matter for either the word identification performance at test, or (the lack of) a sound specificity ef-
fect. The mean accuracy values for each combination of the factors are displayed in Table 5.7. 
Table 5.7. Mean word identification accuracy values (% correct) for each combination of Exposure Sound 
Exemplar x Sound Sameness. 
Word Semantics x Sound 
Sameness
Same Sound Different Sound
Animate Word 74.54% 73.48%
Inanimate Word 75.30% 74.70%
Exposure Sound Exem-
plar x Sound Sameness
Same Sound Different Sound
Exemplar A 74.85% 73.41%
Exemplar B 75% 74.77%
 Only by-subject random slopes for Sound Sameness and Word Semantics factors were included in the re55 -
spective models, because the addition of the other slopes led to the models’ failure to converge.
 Only the random slope of Sound Sameness was added to Subjects, since the models involving the other 56
random slopes failed to converge.
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Similarly, no interaction was found between the exposure sound exemplar and the semantic catego-
ry of the word at test (Word Semantics), β = .005, SE = .04, χ2(1) = .02, p = .89.  The slight ad57 -
vantage in identifying inanimate words more correctly than their animate counterparts at test, was 
not affected by what sound exemplar the words were paired with in the exposure phase. The mean 
accuracy values for each combination of the factors are shown in Table 5.8. 
Table 5.8. Mean word identification accuracy values (% correct) for each combination of Exposure Sound 
Exemplar x Word Semantics. 
Last, there was also no main effect of the Exposure Sound Semantics (animate vs. inanimate) on 
Accuracy: β = .03, SE = .1, χ2(1) = .1, p = .75. The mean word identification accuracies for each of 
the exposure sound semantic category were:  M
Acc_Exposure Animate Sound 
=  74.81 % correct, 
SD = 8.95; M
Acc_Exposure Inanimate Sound
 =  74.20 % correct, SD = 9.66. Additionally, no in-
teraction between this factor and the sound sameness (Sound Sameness) was observed, β = .008, 
SE = .03, χ2(1) = .05, p = .82.  More specifically, the animacy of the sound the words were first 58
heard with during exposure did not matter for either the overall word identification performance at 
test, or (the lack of) a sound specificity effect. The mean accuracy values for each combination of 
the factors are displayed in Table 5.9. 
Table 5.9. Mean word identification accuracy values (% correct) for each combination of ExposureSound 
Semantics x Sound Sameness. 
Similarly, no interaction was found between the semantic category of the exposure sound (Expo-
sure Sound Semantics) and the semantic category of the word at test (Word Semantics), β = -0.08, 
SE = .09, χ2(1) = .77, p = .38. Hence, the slight advantage in identifying inanimate words more 
Exposure Sound Exem-
plar x Word Semantics
Animate Word Inanimate Word
Exemplar A 73.71% 74.54%
Exemplar B 74.32% 75.54%
Exposure Sound Seman-
tics x Sound Sameness
Same Sound Different Sound
Animate Sound 75.23% 74.39%
Inanimate Sound 74.62% 73.79%
 Only random slopes of Word Semantics and Exposure Sound Exemplar were added to Subjects only, as 57
the models involving the rest of the slopes as well, failed to converge.
 Random slopes were added only for the following variables: Sound Sameness (to both Subjects and 58
Items), and Exposure Sound Semantics (only Subjects).
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correctly than their animate counterparts at test, was not affected by the animacy of the sounds the 
words were paired in the exposure phase. The mean accuracy values for each combination of the 
factors are shown in Table 5.10. 
Table 5.10. Mean word identification accuracy values (% correct) for each combination of Exposure Sound 
Semantics x Word Semantics. 
5.3.3. Discussion 
This experiment examined the emergence of a sound specificity effect in the presence of a 
unique word-sound pairing context. The context uniqueness element was realised by pairing every 
word with one of two exemplars belonging to a unique environmental sound category. The envi-
ronmental sounds were from the same set used in Pufahl and Samuel (2014), that also implemented 
the same unique pairing method in their stimuli. The sound change from exposure to test occurred 
between exemplars of the same sound category (e.g., dog A vs. dog B; guitar A vs. guitar B). De-
spite using the same sound set, a similar design with the same encoding task and implicit memory 
test as Pufahl and Samuel (2014), we did not replicate their sound specificity effect. Possible rea-
sons for this failure to replicate are discussed in the next section. 
5.4. Discussion and conclusions  
This chapter explored another potential context for the emergence of a sound specificity ef-
fect, one incorporating an “association uniqueness” factor in the word-sound pairs. We were inter-
ested to see whether unique pairings between words and sounds would promote better encoding in 
memory than non-unique pairs. The latter type of association was present in the stimuli of our pre-
vious experiments that involved only two background sounds. These studies demonstrated that 
when only two background sounds merely co-occur with the words (Exp. 2A and 2B), no sound 
specificity effect is observed. It was only when another element was added to the stimuli, such as a 
high masking contrast on the same word (Exp. 3), or integrality between the words and sounds 
(Exp. 4), that an effect appeared.  
To increase the likelihood of observing an effect, I adopted a similar experimental design to 
Pufahl and Samuel (2014)’s first experiment, and also used their set of environmental sounds. In 
this respect, the present study served two main purposes: investigating the role of association 
uniqueness in the appearance of a sound specificity effect, and attempting to replicate the sound 
specificity effect observed in Pufahl and Samuel (2014).  
Exposure Sound Seman-
tics x Word Semantics
Animate Word Inanimate Word
Animate Sound 72.73% 76.89%
Inanimate Sound 75.30% 73.11%
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However, contrary to my prediction, I did not find a sound specificity effect. Below are a few 
possible explanations as to why this may have occurred: 
I. The ‘one-to-one’ association in the word-sound pairs, together with the within-category change 
may have led to too many background sounds overall, perhaps increasing the uncertainty in the 
experimental context to a higher-than-tolerated level. Part of the original reasoning was that 
high stimulus uncertainty and unpredictability could potentially lead to an increased reliance 
on contextual cues, and hence promote the appearance of a sound specificity effect. However, 
perhaps if the uncertainty is too high, as it might have been the case here, it may increase the 
overall noise level in the experimental system, which could in turn lead to the lack of an effect. 
II. The diversity in the nature of the sounds, while promoting association uniqueness, may have 
also served as a distracting element for the participants. The uneven familiarity of the sounds 
(e.g., dog barking vs gorilla roaring) may have contributed towards participants paying more 
attention to some sounds than others. Thus, instead of integrating the word and sound as a pair, 
directed attention towards the unfamiliar and/or alerting sounds may have contributed to the 
perceptual segregation of the respective pairs. 
III. The task at test involved heavy filtering of the stimuli, perhaps making the task more like an 
word intelligibility puzzle-solving, than a memory task per se. Instead of implicitly accessing 
the episodes encoded during exposure, participants may have focused primarily on figuring out 
the word and purely transcribing it. Furthermore, the episodes the listeners encoded in the ex-
posure phase involved word-sound pairs in clear listening conditions, and as such did not 
match in format with the episodes heard in the test phase. This may be problematic from a the-
oretical point of view. The transfer appropriate approach to memory (reviewed in Chapter 2) 
emphasises the “ processing match” between encoding and test in implicit tasks. More specifi-
cally, it maintains that the same type of processing should be encouraged in both encoding and 
test, rather than in only one of the phases. For example, if the implicit task at test is word iden-
tification in noise, then the study task should also include these items presented in noise, rather 
than in clear (Roediger, 1990). Sheffert (1998b) demonstrated that the “goodness of the pro-
cessing match” between encoding and test was the primary determinant on the attainability of 
indexical effects on implicit tests that involve perceptual identification (study reviewed in de-
tail in Chapter 2). From this perspective, using an implicit memory task that does not require 
degrading the stimuli, or an explicit recognition task could have increased the likelihood of the 
appearance of a sound specificity effect. In both cases, the episodes heard during exposure 
would match in the presentation format (i.e., both heard in the clear) with those heard at test. 
Although the above factors may have contributed the lack of a sound specificity effect, they 
do not explain the difference between our results and Pufahl and Samuel's. However, it is worth 
considering some small, but potentially consequential differences between the two designs:  
I. Although similar, the stimuli were not exactly the same. The same sound set was used, but the 
words were different. Since the words were the primary focus of the respective tasks in expo-
sure and test, different word sets may have played a role in this inconsistency in observing a 
sound specificity effect.  
II. The word-sound associations were different. In both experiments, a word was randomly paired 
with a unique sound category. Different sound pairings meant that the two experiments could 
have contained different idiosyncrasies. . 
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III. The experimental design was similar, but not exactly the same. In the Pufahl and Samuel study, 
there were two independent variables (talker’s voice and the paired sound) and 4 conditions in 
which these variables were manipulated from exposure to test: 1) no change, 2) voice change 
only, 3) sound change only, and 4) both voice and sound change. In contrast, there was only 
one independent variable in our study, the paired sound, and hence only two conditions in 
which it was manipulated from exposure to test: 1) no change, and 2) sound change. Perhaps 
the additional change in an another dimension of the stimuli (indexical) made the listeners 
more prone to paying attention to and/or detecting contextual change. 
IV. Our explicit instruction that asked participants should pay attention to the sounds as well was 
not present in Pufahl and Samuel’s study. While this instruction aimed at promoting the inte-
gration of the words and sounds as pairs, by expecting participants to pay attention to the asso-
ciation (e.g., the word “tiger” is paired with an harmonica sound), it may have had the opposite 
effect since, as explained above, directed attention to the sounds may have facilitated their per-
ceptual segregation from the words. 
 In conclusion, the insignificant result observed in this chapter is in sharp contrast with the 
main finding of Pufahl and Samuel (2014)’s first experiment. It is nevertheless an informative re-
sult, in that it confirms that speech-extrinsic specificity effects are fragile and are conditional on the 
context in which they are probed. While the existence of sound specificity effects (Creel,Aslin, & 
Tanenhaus, 2012; Pufahl and Samuel, 2014; Cooper, Brower, & Bradlow, 2015) is constraining 
current models of spoken word recognition, the fragility of these effects makes their status in long-
term memory far from clear. In the same way that the inclusion of indexical properties in the lexi-
con is still being debated, further research is necessary to determine whether speech-extrinsic audi-
tory properties can be incorporated within the lexicon. Before more compelling and conclusive evi-
dence emerges on this issue, models of the lexicon will have to be cautious in incorporating such 
information in lexical representations. I discuss this topic, along with others, in detail, in the next 
and final chapter. 
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Chapter 6 
General Discussion 
6.1. Introduction 
In the last chapter of this thesis, I will engage in discussing its major findings, their implications for 
theoretical approaches, as well as potential limitations and directions for future research. Similar to 
the comparative approach between sound and voice specificity effects undertaken in the previous 
chapters, the discussion will continue to draw parallels between the two, in an attempt to better un-
derstand the implications of the present work for the broader debate about specificity effects. The 
next section provides an overview of the main findings reported across the previous chapters. 
6.2. Summary of findings 
I. Although the focus of the thesis was the sound specificity effect, a comparative perspective to 
the well-established voice specificity effect was presented. Therefore, I started the investiga-
tion into the sound specificity effect with the successful replication of this effect in Chapter 2. 
An interesting aspect of this replication was that it occurred with a recognition memory task, 
which being typically classified as explicit in nature, is thought to be less efficient in revealing 
indexical effects compared to implicit tasks (a detailed review of the debate surrounding this 
issue was provided in Chapter 2, but see also Pufahl and Samuel, 2014). 
II. I then proceeded with an examination of the sound specificity effect from several perspectives. 
In Chapter 3, I explored an account focused on the masking component that is inherent in the 
pairing of a word with a background sound. More specifically, I was interested to see whether 
it was the word-sound associations that were retained in memory, or the degraded version 
(acoustic glimpses) of the words as a result of masking by the paired sounds. To this end, I 
used two sounds with the same intermittent pattern, but different fundamental frequencies 
(high vs. low pitch) as maskers and manipulated the energetic masking on the words from ex-
posure to test. I found that when the change in the paired sound involved only the frequency 
dimension of the sounds (i.e., pitch), such that the resulting acoustic glimpses were broadly 
similar, there was no sound specificity effect on the overall word recognition accuracy. How-
ever, adding a temporal contrast to the change in the sound pitch led to highly contrasted 
glimpses of the same word(s), which in turn elicited a sound specificity effect on word recog-
nition memory.  
III. In Chapter 4, I took a closer look at the analogy with the voice specificity effect and the in-
trinsic relationship that exists between the words and voices in spoken utterances. More specif-
ically, I focused on the fact that this relationship has two crucial components: co-occurrence 
and integrality between the words and voices. In the existing studies regarding the sound 
!124
                                                              
specificity effect, only the “co-occurrence” element had been explored. I reasoned that if the 
sounds were integral to the words, hence making the relationship between the word-sound 
pairs resemble more the intrinsic relationship between words and voices, a sound specificity 
effect would appear. To create integrality, the sounds were modulated according to the tempo-
ral intensity envelope of each individual word and these modulated maskers were then paired 
with the corresponding words. As expected, there was a relatively robust sound specificity ef-
fect. Crucially, this effect disappeared when the integrality element was removed from the 
stimuli and the words and sounds only co-occurred 
IV. In Chapter 5, I explored the role of the uniqueness factor in the association between words 
and sounds regarding the emergence of a sound specificity effect. Contrary to the previous 
studies where only two background sounds were involved, there were as many sound cate-
gories as there were words. Hence, there was a “one-to one” association  between a word and a 
sound, such that a word was paired with only one sound category and that sound category was 
not paired with another word. The study was also in part motivated by the sound specificity 
effect originally reported by Pufahl and Samuel (2014), that involved the same type of associa-
tion between the words and sounds Surprisingly, a sound specificity effect was not found. This 
finding is indicative of two things: 1) the pairwise association uniqueness between words and 
sounds does not always seem to play a role in the appearance of sound specificity effects, and 
2) these effects are fragile and may not be replicated easily, despite similarities in the method-
ology used. 
The results across experiments, their respective effect sizes and the observed power in each exper-
iment are summarised in Table 6.1.  59
Table 6.1. The effect sizes and the observed power in each of the experiments described in the thesis
Experiment Sample Size Independent 
Variable
Effect 
Targeted
Effect 
Found?
Effect 
Size r
Effect 
Size 
Cohen’s d
Partial Eta 
Squared 
(η2)
Observed 
Power
1 48 Voice change Voice 
specificity
Found 0.22 0.46 0.18 0.87
2A 55 Sound pitch 
change-Late 
masking
Sound 
specificity
Not found 0.004 0.08 0.004 0.08
2B 46 Sound pitch 
change-Early 
masking
Sound 
specificity
Not found -0.02 -0.05 0.003 0.07
3 55 Sound pitch 
and position 
change
Sound 
specificity
Found 0.15 0.29 0.09 0.62
4 48 Sound 
change-
Integrality
Sound 
specificity
Found 0.19 0.39 0.16 0.82
5 46 Sound 
change-No 
integrality
Sound 
specificity
Not found 0.01 0.03 0.001 0.06
7 66 Sound 
exemplar 
change-
Unique pairs
Sound 
specificity
Not found 0.05 0.09 0.01 0.13
 The observed power and partial eta squared values are from the repeated measures analysis of variance (ANOVA) conduct59 -
ed across subjects, with the respective IVs (voice/sound change) as the within-subjects factor. The r and d values for the effect 
sizes estimation were obtained via an online calculator (http://www.uccs.edu/~lbecker/), provided by Dr. Lee A. Becker, Uni-
versity of Colorado Colorado Springs (UCCS), with the respective means and standard deviations entered as input.
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Based on Cohen (1988)’s heuristics for interpreting effect sizes , the specificity effects observed 60
(sound/voice) can be placed on a small-to-medium size range. Namely, the “voice specificity” ef-
fect (Exp.1) qualifies as a small-to-medium effect (|.1| < r < |.3|; |.2| < d < |.5|). The sound specifici-
ty effect obtained in the case of contrasted glimpses of the same word(s) (Exp.3) represents a small 
effect (|r < |.3|; d < |.5|). Finally, the sound specificity effect obtained in the presence of integral 
sounds (Exp.4) represents a small effect (approaching medium size) (|.1| < r < |.3|; |.2| < d < |.5|). 
Regarding the power that each experiment had to detect the targeted effect, from the observed 
power values, it seems that Experiment 1 and Experiment 4 had enough statistical power (observed 
power > .8) to detect their respective effects. The contrasted glimpses experiment (Exp.3) revealed 
an effect, despite the observed power being lower than the typical threshold (.8). In all the other 
experiments that did not reveal an effect, the observed power seems quite low. However, this is not 
surprising, given that the observed power of a study is based on the significance level and the effect 
size observed in that study. As several researchers have pointed out, observed power values in the 
case of insignificant effects can be uninformative and misleading, since these effects always corre-
spond to low observed power estimates (e.g., Goodman & Berlin, 1994; Hoenig & Heisey, 2001; 
O’Keefe, 2007). Further, the sample size was comparable across experiments (significant and in-
significant results) and the targeted sound specificity effect was consistently small in size whenever 
present. Hence, there seems to be a relatively slim chance that the failure to reveal this targeted ef-
fect in the experiments with insignificant results (that tested comparable numbers of people with 
the experiments that revealed the effect in question) is due to insufficient power, rather than due to 
the manipulation associated with the independent variable. The pattern of appearance/lack of this 
effect across the experiments in question is an indication of its fragile and unstable nature. Never-
theless, it remains true that the experiments with insignificant results lack the power to distinguish 
between the possibility that the null hypothesis is true (the targeted effect is not present) and the 
possibility of a Type-II error (targeted effect present, insufficient power to detect it).  
Taken together, the results of this thesis highlight the general observation that the sound 
specificity effect is contingent on the experimental context in which it is being probed, a statement 
that can be decomposed into the following main themes: 
• The sound itself may not necessarily need to be encoded in memory alongside the word for a 
specificity effect to emerge. 
• Mere co-occurrence between words and sounds may not be always sufficient for the appearance 
of a sound specificity effect.  
• The uniqueness factor in the pairing between words and sounds does not seem to play a critical 
role in the emergence of a sound specificity effect. 
I will discuss each of these themes in more detail in the following section. 
6.3. Sound specificity effects and spoken word recognition - Main themes 
The discovery of a novel effect, like the sound specificity effect, brings along several ques-
tions, the most important one being: how genuine is it? The most convincing way to test whether an 
 Cohen (1988) suggested that an r of |.1| represents a 'small' effect size, |.3| represents a 'medium' effect size and |.5| repre60 -
sents a 'large' effect size. Similarly, d = 0.2 represents a 'small' effect size, 0.5 represents a 'medium' effect size and 0.8 a 'large' 
effect size.
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effect is real or not is by replicating it. Hence, the crucial question regarding the novel sound speci-
ficity effect is then: can it be replicated? I examined this question from several perspectives and 
what I found suggests in a nutshell, a conditional “yes” answer. The longer answer depicts a more 
complex picture, of course, and revolves around the themes outlined in the previous section.  
6.3.1.Theme 1: Sounds may not be necessarily encoded in memory - The case for 
highly contrasted acoustic glimpses 
 This theme emerged from the results in Chapter 3, which highlighted the idea that the 
sound itself may not always need to be encoded alongside the word in memory for a specificity 
effect to emerge. The masking component that the pairing between words and sounds brings along 
is an important one and needs to be factored in when investigating specificity effects that arise as a 
result of changes in the paired sound(s). The series of three experiments demonstrated that given 
the proper energetic masking configuration, it is the acoustic left-overs (glimpses) of the word(s) 
and not necessarily the word-sound associations per se, that could be encoded in memory upon first 
encounter during exposure. However, this type of encoding is conditional on the type and amount 
of masking exerted by the sound. Namely, a change in the frequency domain of the sound (pitch) 
was not sufficient in eliciting an effect, despite the co-occurrence factor between the words and 
sounds. As the computational analysis revealed, the resulting glimpses of the same word(s) were 
quantitatively different, but qualitatively speaking, still quite similar, given that the masking oc-
curred in the same temporal regions of the word. It was only when a temporal contrast in the over-
lap between the word and sound between exposure and phase was added to the change in the sound 
pitch that a small sound specificity effect emerged. In this case, the resulting acoustic glimpses of 
the same word were both quantitatively and qualitatively different, with masking from the two 
sounds taking place in relatively different areas of the spectro-temporal domain of the word.  
- How reliable is the effect of contrasted glimpses?  
The evidence at hand points to a week effect. The glimpse account makes an interesting case 
for the role of energetic masking in sound specificity effects and reveals it as a plausible alternative 
factor to mere co-occurrence. By highlighting the possibility that the degraded versions of the 
words may be retained in memory, it challenges to a certain degree the notion that the emergence of 
a sound specificity effect necessitates the presence of the word-sound association, and hence, of the 
sound itself, in memory. In the right energetic masking context, it may be the degraded version of 
the word from the masking of the sound that might persist in the memory episode of the word, 
rather than the word-sound pair itself. However, the context-selective nature of this effect restrains 
the scope of claims that can be made with regard to its implications. The glimpses of the same 
word had to be highly contrasted in both  dimensions of interest (frequency and time) for a relative-
ly small effect to emerge. Even in this context, it is possible to argue that the observed sound speci-
ficity effect may not be due to the contrasted glimpses, but rather due to the presence of sufficient 
cues attached to a given word from the paired sound, that could have in turn strengthened the 
memory episode of the word. Further, the “glimpses in memory” hypothesis was not directly tested, 
since in all the experiments involved, the sound(s) still co-occurred with the word(s). A more direct 
and stronger case for the presence of the degraded versions of the words in long-term memory 
would have been possible by having an additional experiment in which only the degraded versions 
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(glimpses) of the words were used as stimuli, without the explicit word-sound associations. If the 
effect persisted in that context as well, then it would strengthen the case for the " glimpses in mem-
ory" hypothesis, as visualized in Figures 6.1 A and B. Therefore, as it currently stands, the evidence 
in favour of the “glimpses in memory” hypothesis is not stronger than the evidence in favour of the 
“sounds in memory” hypothesis that previous studies have put forward (e.g., Pufahl and Samuel, 
2014). 
Each illustration depicts a possible scenario in which the representations of the glimpses of words 
could be incorporated in memory. The first one (Figure 6.1A) does not impose any organization of 
the memory system into specialised components, but displays a relatively loose version of it, that 
can accommodate both the glimpses (episodic in nature) and the corresponding abstract representa-
tions.  
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Figure 6.1A. A visualisation of the presence of only the degraded versions of words (glimpses) in the 
memory system, as a result of masking by sounds, without including the sounds per se. No specialized 
memory structures or boundaries are depicted in this case, indicating a relatively unrestrained co-existence 
between purely lexical and episodic information in long-term memory.
Figure 6.1B. A visualisation of the presence of only the degraded versions of words (glimpses) in the 
memory system. In this case, the memory system is more structured than in Fig.6.1A, including more spe-
cialised memory components and possible interactions between them.
                                                              
In the second scenario (Figure 6.1B), the memory system is structured into an episodic com-
ponent that contains the glimpses of the words and a lexical component that hosts the abstract lexi-
cal representations of the corresponding words. The arrows illustrate interactions between the two 
components. The issue of drawing boundaries between the auditory episodes and abstract lexical 
representations depends on the theoretical view endorsed regarding the organization of the memory 
system in general, and that of the lexicon, in particular. It is worth noting that even if a certain theo-
retical position is endorsed, a clear-cut definition of what constitutes purely lexical memory and 
purely episodic memory, as well as potential interactions between the two, has yet to emerge in the 
relevant literature. The theoretical impact of the effect will be discussed in the next section. The 
main purpose of the visual illustrations is to show how the memory system can accommodate the 
presence of degraded versions of spoken words without necessitating the inclusion of the masking 
sounds.  
6.3.2. Theme 2: Mere co-occurrence is not always sufficient for a sound specificity 
effect - The case for integrality 
 Based on Chapter 4, this theme brings along another novel factor that seems to play a role 
in the emergence of a sound specificity effect, the integrality between words and sounds. Taken 
together, the findings of the two experiments make a compelling case for its role in the appearance 
of a sound specificity effect. Interestingly, the effect was manifested in both dependent variables, 
word recognition accuracy and response latency, and was comparable in size to the voice specifici-
ty effect Given that it is impossible to perceptually segregate the voice from the linguistic content 
in a spoken utterance, it is compelling to reason that implementing a degree of integration between 
words and sounds leads to a comparable specificity effect. The harder it becomes for the sounds to 
be segregated from the words, the easier it is to perceive the pair as a blended, integrated auditory 
item. 
The integrality effect is reminiscent of the Gestalt common fate principle of grouping (e.g., 
Wertheimer, 1923; 1938). This relates to work by Bregman and colleagues, who adapted the princi-
ple to  the auditory domain in order to provide a plausible account for how the auditory system 
analyses auditory scenes consisting of multiple elements, or “streams” of information (Bregman, 
1990). What is particularly relevant here is the fact that the adaptation of the common fate principle 
concerns changes/manipulations in the sound over time, with the heuristics being: If different parts 
of the spectrum change in a correlated way, they are bound together into a common perceptual unit 
(Bregman, 1990).  
In the case of integral words and sounds, the common fate heuristic is a domain-general 
principle that could easily explain the effect we observed. Co-occurring words and sounds consti-
tute two different auditory "objects" that, in normal conditions, can be segregated with relative 
ease, as demonstrated  by some of the results in Chapter 3. However, when modulated to undergo 
the same changes over time, apparently these two objects blend perceptually to form a relatively 
unified object, which in turn may promote a similarly unified encoding in memory.  
It is worth noting that the “integrality effect" found in Experiment 4 supports the idea that 
sounds are encoded in memory. In this respect, it is consistent with the main claim made in Pufahl 
and Samuel (2014), and in contrast with the “glimpses hypothesis” supported by Experiment 3. 
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However, it is also an indication of the conditional nature of this encoding, given that the sound 
specificity effect disappeared once the integrality element was removed from the stimuli in Exper-
iment 5. 
To conclude this theme, I provide a set of visualisations illustrating several scenarios in 
which integral sounds could be incorporated into the memory system, as displayed in Figure 6.2A-
D. The first scenario in Figure 6.2A illustrates the case where the integral sounds are encoded in 
episodic memory and interact with the respective abstract representation of the word in the lexicon. 
The scenario in Figure 6.2B depicts the case where integral sounds in episodic memory are directly 
associated with episodic instances of the word, which in turn are linked to the corresponding ab-
stract representation in the lexicon. The lexicon in this case involves both abstract representations 
of the words and their episodic traces. 
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Integral Sound A
Integral Sound B
Episodic Memory
“TABLE”
Lexicon
Memory
Figure 6.2A. A visualisation of the associations between the integral sounds in episodic memory and 
the abstract representation of a word in the lexicon. The auditory episode contains only the integral 
sounds, without instances of the word.
Integral Sound A
Integral Sound B
Episodic Memory
“TABLE”
Lexicon
Memory
table
table
Figure 6.2B. A visualisation of the associations between the integral sounds in episodic memory and the 
abstract representation of a word in the lexicon. The auditory episode contains the episodic trace of inte-
gral sounds that interact first with non-lexical instances of the word, which in turn map to the correspond-
ing abstract representation.
                                                              
In Figure 6.2C, the auditory episode involves a non-lexical instance of the word paired with the 
integral sounds. The non-lexical nature of the word instance means that it is just an auditory trace 
that could be very short-lived, a detail that is depicted in light grey . The episodic instances of the 
word have associations with the corresponding abstract word representation in the lexicon. The last 
scenario in Figure 6.2D illustrates the case where the integral word-sound associations are included 
in a so-called “episodic lexicon” within episodic memory, that may also contain other episodic in-
stances of the word(s). The general episodic memory might involve non-integral versions of the 
sounds as well. The episodic instances of the word are connected to the respective abstract repre-
sentation in the so-called “abstract lexicon”.  
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Episodic Memory
“TABLE”
Memory
Episodic Lexicon
sound A
Abstract Lexicon sound B
  “table”+ integral sound A
“table” + integral sound B
table
table
Episodic Memory
“TABLE”
Lexicon
Memory
Integral Sound B + table
Integral Sound A + table
Figure 6.2C. A visualisation of the associations between the integral sounds in episodic memory and the 
abstract representation of a word in the lexicon. The auditory episode contains the episodic trace of integral 
sounds and non-lexical instances of the word. The latter represents only an auditory trace, that could be 
very short-lived.
Figure 6.2D. A visualisation of the interactions between the auditory episodes consisting of integral word-
sound pairs in a lexicon that is episodic in nature, and the abstract representation of the corresponding 
word in the abstract lexicon. The auditory episodes may be considered as containing the episodic trace of 
integral sounds and non-lexical instances of the word.
                                                              
6.3.3. Theme 3: No role of the unique pairing between words and sounds in the ap-
pearance of a sound specificity effect 
 This theme emerged from the results in Chapter 5. The absence of a sound specificity 
effect when there is a unique pairing between words and sounds is puzzling, especially considering 
the fact that another study reported an effect in a similar context (Pufahl and Samuel, 2014). Sever-
al potential reasons for the discrepancy were discussed in Chapter 5, hence I will not repeat them 
here. It is worth stating that it still seems interesting to examine the role of increasing the number 
of paired sounds in the emergence of a sound specificity effect. It could be particularly informative 
if future studies determined a threshold for the number of sounds needed to elicit a relatively robust 
effect. Ideally, it would be more convenient to use highly familiar environmental sounds, that are 
not too masking and too alerting, as to distract the perceptual pairing with the word during encod-
ing. There are several studies that have examined indexical effects using more than two speakers 
(e.g., Nygaard et al., 1994; ). Therefore analogous studies with multiple sounds could also be in-
formative, without necessarily involving a unique, one-to-one pairing between the words and 
sounds.  
6.3.4. Theme 4: Sound specificity effects: General contextual effects?   
Sound specificity effects arise as a result of changes in the auditory context of the word. A 
relevant question to consider is whether these effects are simply an instance general contextual ef-
fects or another type of indexical effects. There is evidence that the change in the physical context 
in which words are first encountered impairs later recall performance. One classical example is the 
study by Godden and Baddeley (1975). In this experiment, the participants were trained divers. 
They listened to a list of words either on land, or 20 feet under water. Every participant was tested 
in each of four different combinations of exposure/test: 1) land/land; 2) land/water; 3) water/water; 
4) water/land Divers recalled significantly fewer words when the context of test was different from 
that of exposure, compared to when the context was the same in both phases. This finding was in-
terpreted as supporting a context-dependent memory model, in which long-term memory was sen-
sitive to changes in the environmental context in which words were first encountered, for their sub-
sequent recall. 
 An explanation of this effect can be found in the “retrieval failure theory”.  There is 
evidence that information is more likely to be retrieved from long-term memory if appropriate re-
trieval cues are present (e.g., Tulving & Watkins, 1974). Tulving (1974) argued that information 
can be retrieved more easily if the cues present when the information was encoded are also present 
when it is retrieved. Tulving suggested that information about the physical surroundings (external 
context) and about the individual’s psychological or physical state (internal context) is stored at the 
same time as a targeted information is learned or encoded. During recall, if the original state/con-
text in which the encoded information was encountered is reinstated via appropriate cues, recall is 
facilitated. The absence of relevant cues on the other hand leads to a retrieval failure, which in turn 
manifests itself in the observed recall memory impairment. 
It is worth mentioning that the memory task used in the present thesis is a recognition task, 
and it has been argued that it is relatively insensitive to retrieval issues. Namely, early theories of 
recognition memory viewed the process of recognition failure for a previously encountered item as 
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reflecting the lack of appropriate stored information in the memory system. Hence, it is not an issue 
of retrieval in a recognition task, but only one of making a decision after evaluating stored informa-
tion in memory (for a review, see McCormack, 1972). However, Tulving (1974) argued that cue-
dependent retrieval issues apply to recognition tasks as well, citing evidence in favour of this hy-
pothesis (e.g., Tulving & Thompson, 1973). The purpose of this brief overview is to draw attention 
to potential parallels between the findings from the Godden and Baddeley (1975) and the main re-
sults obtained in this thesis. More specifically, the evidence from their study casts some doubts on 
the claim that the appearance of sound specificity effects requires the involvement of sound details 
in lexical representations. Apparently, long-term memory can be sensitive to a wider range of con-
textual changes, not necessarily pertaining to the auditory domain, such as the physical environ-
ment in which spoken words are encountered (land or water). Does this mean that these broader 
scale details would also need to be incorporated alongside the words in the lexicon? The present 
evidence can only suggest the impact of contextual information in the word encoding and retention 
in memory at some level. However, whether this level is the lexical one seems highly arguable.  
 So, to tentatively answer the question posed at the beginning of this theme:  
- Yes, sound specificity effects could be considered as a type of general contextual effects, rather 
than another type of indexical effects, unless compelling evidence that helps to clearly dissociate 
between the two alternatives arises.  
The fact that they appear as a result of experimental manipulations and tasks typically used 
to measure indexical effects is not enough to readily put them in the same category as the voice 
effects. The main results of this thesis, supported by the general literature on indexical effects, 
highlight a major discrepancy between the two types of effects: context-sensitivity. Sound effects 
seem more susceptible to the experimental context in which they are probed than do indexical ef-
fects. In addition, there is other evidence in the literature that suggests differences in the processing 
of voice information and that of other non-vocal sounds. This last observation brings us to the next 
theme, in which I discuss in a comparative fashion the status of voices and sounds in the auditory 
and memory systems, as well as their impact in the processing and representation of spoken words 
in memory.  
6.3.5. Theme 5: Voices and sounds in the auditory and memory systems 
 This theme has been present throughout the studies in this thesis. The first question to arise 
is:  
- Are sounds like voices for the auditory and memory systems? 
Based on the evidence so far, a tentative answer is “No”.  Perhaps, the most obvious difference be-
tween sounds and voices is that voices are intrinsic, whereas sounds are extrinsic to the speech sig-
nal. The voice is the sole, unique carrier of speech, while co-occurring sounds are just additional, 
external auditory elements that happen to occasionally co-occur with speech. Second, as demon-
strated by the main findings of this thesis, the fragility of the sound specificity effects and their 
context-dependent nature indicate a discrepancy between them and the voice effects. It is only 
when the integrality of between words and voices is simulated that a relatively robust and compa-
rable sound specificity effect appears. On the other hand, as evident in the literature and also shown 
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in the first study of this thesis, voice effects are typically more robust and less dependent on the 
context in which they are probed. 
Another argument can be made on the basis of evidence from neuroimaging research that 
suggests a special status for voice processing in the brain. Namely, studies have consistently report-
ed particular brain regions located along the superior temporal sulcus/gyrus (STS/STG), that selec-
tively respond to human voices (e.g., Belin et al., 2000; Belin et al., 2002; Belin et al., 2004 ; 
Fecteau et al., 2004; Meyer et al., 2005; Stevens, 2004; von Kriegstein et al., 2003; von Kriegstein 
& Giraud, 2004; von Kriegstein et al., 2005). Additionally, it has also been shown that that these 
regions respond better to speaking voices than to non-speech human vocalisation (like laughter and 
cries) and other natural sounds (Belin et al., 2000). Although the increased sensitivity to verbal 
stimuli indicates that there is no strict functional selectivity for indexical-only properties of speech, 
selective activations along the STS in response to non-verbal human vocalisation compared to 
acoustically matched non-vocal sounds has also been observed (Belin et al., 2002). Furthermore, 
there is evidence suggesting that this region is species-specific, such that it responds selectively to 
human non-verbal vocalisation compared to animal vocalisation and other non-vocal sounds 
(Fecteau et al., 2004). In summary, this evidence supports the idea that human voices are selective-
ly processed by specialised “voice” areas in the brain. 
Other evidence supporting the idea that voices and sounds are processed and stored in differ-
ent memory systems comes from several experiments in Pufahl and Samuel (2014). While their 
first experiment indicated that a change in a co-occurring sound impaired word identification per-
formance, this effect was not symmetrical with respect to the sound identification performance. In a 
second experiment, using the same stimuli as in the first, they examined whether a change in a co-
occurring spoken word would affect sound source identification to a similar extent that a change in 
a co-occurring background sound affected spoken word identification. The only difference from the 
first experiment was that participants had to focus on the sounds instead of the words when per-
forming the experimental tasks in exposure and test phases. There were four different conditions 
with respect to the change from exposure to test: 1) no change (i.e., the same sound exemplar and 
the talker voice); 2)  sound exemplar change; 3) voice change; and 4) both sound and voice exem-
plar change. The crucial finding was the absence of an effect on the overall sound source identifica-
tion as a result of the change in voice. The absence of a symmetrical episodic effect persisted in 
two more experiments: 1) one that investigated the effect of various degrees of repetitions during 
exposure on the magnitude of the targeted specificity effect (the fourth experiment in the series), 
and 2) another one that examined the same question , but with a blind population, that presumably 
relies more on identifying environmental sounds (the fifth experiment in the series). It was only in 
the last experiment, in which they introduced a more extreme change in the auditory episode of the 
sound to increase the acoustic variability between the two instances heard at exposure and test, that 
an effect on sound identification emerged. Specifically, this enhanced episodic variability involved 
the change in both the voice and content of the co-occurring word. The authors interpreted this re-
sult as supporting the hypothesis that indexical and sound specificity effects result from a general 
mechanism that applies to all auditory inputs. This conclusion might be premature, however, since 
the effect emerged in only one of the experimental contexts. Rather, taken together, these results 
from Pufahl and Samuel (2014) are in line with what I have been arguing so far regarding the vul-
nerability and context-sensitivity of sound specificity effects. 
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The next critical question I would like to address is: 
- Is there compelling evidence that the sounds are retained in the lexicon?  
This question assumes the existence of a memory structure that hosts lexical representations 
of spoken words, for which there is considerable converging evidence across fields (see Gow, 2012 
for a review). Based on the results of this thesis and the literature, the evidence that sounds are re-
tained in lexicon is not particularly strong. Perhaps a more constructive way of addressing this is-
sue is to try to answer the question: What would it take for the sounds to be encoded in the lexicon? 
First, one would have to show that sound specificity effects are widely replicable, which consider-
ing how recent these effects are and their context-sensitive nature, does not seem likely. Second, it 
would need to be shown that such effects persist in time and are consolidated in long-term memory 
the same way that new words, and to some extent voices, are. There has not been any reported em-
pirical work so far that indicates this. Third, the processing of sounds would need to show sensitivi-
ty to the same factors that affect spoken word processing, such as frequency of occurrence, neigh-
bourhood density, lexical competition. Evidence suggesting that any of these factors plays a role in 
the processing of sounds co-occurring with words has yet to start emerging.  
A related question is: 
- Is there compelling evidence showing that the voices are indeed retained in the lexicon? Like in 
the case of sounds, this question assumes the existence of a lexicon. 
Typically, indexical effects have been interpreted as evidence that voices are included in the 
long-term lexical memory However, there is evidence , mainly from neuroimaging studies, that 
paints a more complex picture Such studies have repeatedly suggested that the processing of lin-
guistic and voice information is served by at least partially dissociable neural substrates. For in-
stance, a number of studies using working memory tasks, have indicated that words and voices are 
processed in parallel during an early, pre-attentive stage, but that there is a dissociation between the 
two at the memory encoding stage (Stevens, 2004; von Kriegstein et al., 2003, 2005; von Krieg-
stein & Giraud, 2004). Importantly, this dissociation is especially robust in the STS/STG “voice” 
area. For example, using a two-back task, Stevens (2004) observed that memory for voices relative 
to words activates different areas of STG: right superior and middle frontal gyri, posterior cingulate 
and right angular gyrus, than the memory for words relative to voices: left inferior frontal gyrus 
and bilateral supramarginal gyri. Other studies have observed that in ‘voice compared with word’ 
recognition tasks, dorsolateral, orbital and preorbital frontal regions, parietal regions and the cere-
bellum were activated in addition to the STG areas (von Kriegstein et al., 2003, 2005; von Krieg-
stein & Giraud, 2004). On the other hand, the ‘word compared with voice’ tasks, elicited activation 
in the left middle temporal and lingual cortices (von Kriegstein et al., 2003), hence indicating the 
existence of separate neural substrates for the processing of linguistic and indexical information in 
recognition task.  
I would like to conclude this section by noting that what I have discussed so far concerns 
mainly the “when” question concerning the appearance of sound specificity effects. Namely, I have 
argued for plausible contexts that reveal such effects, and conditions that constrain when speech 
and sound stay together. This issue is partly independent from where the auditory episodes of spo-
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ken words are stored. Two other questions of interest are: where in memory these effects reside, 
and how they contribute to spoken word recognition.  
6.4. Implications for accounts of spoken word recognition and the lexicon 
Main models of spoken word recognition were reviewed in Chapter 1. In this section, I will 
contrast the main findings from this thesis with each account and argue that the hybrid view seems 
to be the one that best accommodates the data.  
6.4.1. The Abstract Account 
A view of spoken word recognition that includes only abstract representations of spoken words 
cannot accommodate the findings of this thesis. The robust voice specificity effect observed in the 
first study of the thesis, joins the extensive array of voice specificity effects in the literature in 
demonstrating that the indexical information of the speech signal is not discarded, but makes it into 
the processing stages and subsequently affects spoken word recognition. The sound specificity ef-
fects observed in two other studies take this claim a step further and suggest that spoken word 
recognition seems to be sensitive not only to speech-intrinsic changes in the surface properties of 
the signal, but in some contexts, to external changes in irrelevant, co-existing sounds as well.   
6.4.2. The Episodic Account 
In principle, the episodic view of speech recognition can accommodate the findings of this 
thesis. For example, in one of the classical exemplar-based episodic models, Goldinger’s (1998) 
‘‘Echo’’ model, the mapping of a word to the lexicon is conceptualised as a vector in a multi-di-
mensional space. These vectors could in principle be extended to include more dimensions beyond 
the ones that refer to linguistic and indexical information,  to accommodate acoustic variability, 
such as that elicited by background sounds. However, the context-sensitive nature of sound speci-
ficity effects may pose a challenge to such an implementation. These exemplar models need vast 
memory resources (for a critical review, see Goldinger, 2007). Accommodating the additional 
episodic variability manifested by the sound specificity effects, in a context-constrained fashion, 
would potentially require even more resources. Such a requirement may in turn lead to memory 
storage and resource-sharing issues in the network. 
Other plausible episodic models that can accommodate the present findings are connectionist 
models that rely on a distributed view of the mental lexicon, wherein co-activation is extended to 
the entire co-occurring variation available in the auditory stream (Elman, 2004;2009; Gaskell & 
Marslen-Wilson, 1997). For example, Elman’s (2004, 2009) simple recurrent network (SRN) elim-
inates the need for having a lexicon altogether, and assumes a distributed representation of word 
knowledge in which categories emerge over time based on the distributional properties of the input 
that the system receives. According to this perspective, words serve as cues or pointers to the co-
occurring information with which they have appeared, and can activate this information based on 
the frequency of their co-occurrence.  
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 Finally, even if able to accommodate the present effects, such models would still have to 
face the criticisms that surround them in the literature. Namely, it has been frequently argued that 
episodic-only models cannot account for the ample amount of evidence that supports the abstract 
representations (Cutler, 2008, Goldinger, 2007; Pisoni & Levi, 2007). Therefore, the recent trend in 
the literature favours the need for designing hybrid models of spoken word recognition that can 
accommodate the co-existence of abstract lexical representations and episodic information.  
6.4.3. The Hybrid Account 
The results observed in this thesis cannot directly dissociate between the episodic and hybrid 
views, since both views accept the encoding of episodic information and its impact on spoken word 
recognition. However, as mentioned above, there is a growing consensus in the literature favouring 
hybrid views of spoken word processing, wherein the episodic and abstract information can co-ex-
ist (Cutler, 2008; Goldinger, 2007; Pisoni & Levi, 2007). A hybrid view of spoken word recogni-
tion could accommodate the findings of this thesis, without disregarding important evidence in the 
literature supporting the existence of abstract representations.  As Cutler (2008) notes, the function-
al significance of abstract representations is undeniable, since abstraction and generalisation are 
crucial factors in the efficiency of cognitive processing in general and speech processing in particu-
lar. However, as also noted in Chapter1, integrating abstract representations and stored episodic 
information in a single model is a challenge, and despite a few attempts, there is as yet little direct-
ly relevant evidence. I will briefly mention the three recent relevant attempts (a more detailed re-
view was provided in Chapter 1) and discuss whether and how they can accommodate the sound 
specificity effects found in this thesis. 
6.4.3.1.  The complementary systems approach 
Originally proposed by McClelland et al. (1995) as a complementary learning systems (CLS) 
model of memory, this approach was adapted for spoken word perception by Goldinger (2007). It is 
based on a complementary-systems perspective, wherein reciprocal computational neural networks 
represent hippocampal and cortical memory systems. The hybrid memory system posited by the 
model eliminates the abstract-episodic opposition. Namely, detailed episodic traces (hippocampal 
system) and holographic, abstract traces (cortical system) combine to simulate behavior in real 
time, thus allowing perceptual or memory data to appear relatively “episodic”. Importantly, the two 
memory systems are inter-connected, such that the traces in each result from the complementary 
interactivity between the systems. Goldinger (2007) successfully simulated the model with a voice-
sensitive priming task on bisyllabic words and observed that same-voice trials led to fastest settling 
times (a measure of the network’s performance), whereas  larger voice changes induced a steady 
decline in performance. Therefore, the simulation of voice-sensitive priming demonstrated that ac-
tivity in the hippocampal network can simulate changes in the indexical properties of words.  
In principle, Goldinger (2007)’s proposal could be extended to accommodate the sound 
specificity effects observed here. The episodic traces in the hippocampal system could be modified 
to include more episodic detail corresponding to the sounds, as illustrated in some of the earlier 
visualisations In almost all of them, except for Figure 6.1A,  episodic information of the auditory 
episode of a word resides in an episodic memory structure and is connected/interacts with more 
abstract lexical information that resides in a lexical memory structure. 
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6.4.3.2. The adaptive resonance theory approach  
 The second relevant attempt at a hybrid model was put forward by McLennan et al. (2003) 
and was inspired by their findings from a series of repetition priming experiments that examined 
whether surface representations of spoken words are mapped onto underlying, abstract representa-
tions. More specifically, they tested the hypothesis that flaps (neutralised allophones of intervocalic 
/t/s and /d/s) are mapped onto their underlying phonemic counterparts. The overall results support-
ed the co-existence of both surface and underlying form-based representations, which motivated 
them to propose an explanatory account that was adapted from Grossberg’s ARTPHONE neural 
model (Grossberg et al., 1997). In such a model, the acoustic–phonetic input consisting of relative-
ly rich and specific surface representations, resonates with ‘chunks’ belonging to more abstract 
phonological representations, as well as ‘chunks’ corresponding to less abstract, allophonic repre-
sentations. These resonances in turn serve as the basis for long-term repetition priming (the task 
predominantly used in McLennan et al.. According to McLennan et al., perception may be better 
conceived of as a resonance between the learned expectation and the sensory input, such that the 
percept may not necessarily exist in either the sensory data or the long-term representation, but in-
stead, in some mixture of the two. While possibly a plausible approach for integrating abstract and 
episodic information, it has not yet been implemented to predict indexical effects at a lexical level. 
In this respect, the CLS approach adapted by Goldinger (2007) provides more direct evidence to-
wards building plausible hybrid models. At present, it is unclear how such an approach could be 
extended to explain the sound specificity effect. 
6.4.3.3. The socially-weighted dual-route approach 
The third and also most recent attempt is by Sumner et al. (2014). This is a dual-route ap-
proach of speech perception that advocates the integration of linguistic and talker-related informa-
tion from a socio-linguistic perspective. They argue that the perception of spoken words is socially 
weighted and  propose a dual-route approach to speech perception in which listeners map acoustic 
patterns in speech to linguistic and social representations simultaneously. Accordingly, socially 
salient tokens are encoded with greater strength (by increased attention to the stimulus) than both 
typical and atypical non-salient tokens. In this view, a representation derived from one instance of a 
strongly encoded socially salient token may be as robust as one derived from a large number of less 
salient, default tokens. An interesting aspect of this approach is, that contrary to typical views that 
try to explain the many-to-one mapping of variable signals to a single linguistic representation, it 
endorses a one-to-many perspective, in which a single speech string is mapped to multiple linguis-
tic and social representations simultaneously. A visual illustration of the approach taken from Sum-
ner et al., (2014), is displayed in Figure 6.3. 
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Although awaiting direct empirical validation, this approach offers an interesting perspective on 
how the abstract/episodic debate could be approached. Accordingly, it also presents a plausible op-
portunity to accommodate speech-extrinsic, contextual information that is not discarded, but makes 
it into the processing stages of spoken words. Consider the following observations arising from the 
evidence up to date on speech-extrinsic effects. Namely, the sound/noise details that co-occur with 
spoken words seem to display the following properties: 
• Can be perceptually integrated with spoken words (Cooper et al., 2015) 
• Can affect spoken word identification (Pufahl & Samuel, 2014) 
• Can be integrated with newly learned words in memory (Creel at al., 2012) 
• Can affect spoken word recognition in some contexts, but not in others (this thesis) 
• Can behave similarly to, but not the same as indexical information (this thesis, Pufahl & 
Samuel, 2014) 
• There is no compelling evidence for their presence in the lexicon (no such evidence for the pres-
ence of the indexical information, either) 
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Figure 6.3. (Image and explanation taken from Sumner et al., 2014). In tandem with the encoding of 
speech to sounds and words (right), acoustic patterns in speech are encoded to social representations (left). 
Socially weighted encoding results from the heightened activation of social representations that modulates 
attention to the speech signal. This in turn results in the deep encoding of socially salient acoustic patterns 
along with linguistic representations, but also independent of them. 
                                                              
Taken together, these observations lead to wondering whether perhaps it could be more in-
formative to shift the focus from where to how sound-word integration occurs. Specifically, think-
ing in terms of how the sound information could be processed alongside the linguistic and indexical 
information to impact speech comprehension might be more constructive than trying to argue 
where in memory it resides The approach proposed by Sumner et al. (2014) seems particularly rel-
evant here. This account offers the flexibility of adding a third simultaneous route to the model in a 
way that does not seem to dispute the above considerations.  
In Figure 6.4, I have sketched an extended version of the illustration in Sumner at et al. 
(2014) displayed in Figure 6.3. The parts belonging to the original figure are highlighted in grey, 
and the additional components in blue. The labels of the original illustration are also slightly  modi-
fied, such that I have included the term “indexical” alongside “social”, to allow for the processing 
of indexical information in a broad sense, not confined to only social features and categories. I have 
also added a “recognition” term next to “comprehension” to accommodate the recognition process. 
Note that in this case, the assumption is that recognising the word entails understanding/compre-
hending it, but the model could be modified to comprise a distinction, if necessary. As illustrated, 
this triple-route approach can accommodate speech-extrinsic specificity detail, in those cases when 
it affects spoken word recognition/comprehension. Analogous to the “social weighting” posited by 
Sumner et al. (2014), a so-called “contextual” weighing could take place when sounds/noise co-
occur with speech. Accordingly, contextually weighted encoding that modulates attention to the 
speech signal, may result from the enhanced activation of contextual representations (e.g., from 
salient sound categories). The entire process may then lead to the deep encoding of socially and 
contextually salient acoustic patterns along with linguistic representations in a simultaneous fash-
ion. 
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6.5. Potential limitations 
In this section, I will address three potential limitations of the research presented in this the-
sis. These include: the suggestion that explicit memory tasks may not be the most efficient and ap-
propriate for revealing specificity effects; the relatively constrained implications arising from the 
glimpse account; the failure to replicate the original sound specificity effect reported by Pufahl and 
Samuel (2014); and finally, the limitations in explaining what I refer to as the “when, how, and 
where” conundrum, that deals with the main questions revolving around sound specificity effects. 
6.5.1. The memory task 
When it comes to the methodology used in measuring indexical and sound specificity effects, 
the memory test has been a matter of controversy. As discussed in Chapter 2, the debate has fo-
cused on two main issues: 1) the reliability of the explicit vs. implicit tasks: implicit tasks have 
been found more sensitive; and 2) the suitability (validity) of these tasks to measure specificity ef-
fects that have implications for lexical representations in memory: explicit tasks are considered to 
tap into episodic memory, rather than the lexicon (Goh, 2005; Pufahl & Samuel, 2014).  
With respect to the first matter, the results in this thesis indicates the opposite pattern. Name-
ly, the recognition memory task (explicit) was successful in revealing the voice specificity effect 
(Experiment 1: Chapter 2), as well as sound specificity effects in two cases (Chapter 3: Experi-
ment 3, and Chapter 4: Experiment 4). On the other hand, the identification memory task used in 
one study failed to reveal the anticipated sound specificity effect (Chapter 5: Experiment 7).  
The issue of suitability is more complicated. As I argued in Chapter 2, the validity of the 
dependent measure depends on theoretical assumptions about the structural organization of episod-
ic and lexical memory. Judging from the ongoing debate in the literature, it is still unclear what 
constitutes strictly lexical vs episodic memory, how these two types of memory interact with each 
other, and whether there is a need for drawing boundaries at all. Perhaps the best arguments to be 
made in favour of using a recognition task are: 1) ultimately, the task is about the word per se, and 
recognising the word entails lexically accessing it; and 2) both explicit and implicit tasks have been 
used extensively to measure specificity effects and inform models of spoken word recognition. 
6.5.2. The fragility of the glimpse account 
As noted earlier in the discussion, the case of highly contrasted glimpses provides evidence 
in support of the possibility that the degraded versions of the words are retained in memory, with-
out the actual sounds being encoded. In doing so, it offers an alternative explanation to the claims 
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Figure 6.4 (continued from the previous page). A visual illustration of how Sumner (2014)’s Dual-Route 
Approach can be adapted to accommodate speech-extrinsic auditory information present in its auditory 
context. This adaptation leads to a triple-route approach, in which linguistic, indexical and speech-extrin-
sic information can be processed  simultaneously, affecting recognition/comprehension of the spoken 
word. I have not dissociated between recognition and comprehension in this instance, since for the sake of 
simplicity, I am assuming that recognising the word entails comprehending it. However, it should be pos-
sible to modify that level, if required. The parts highlighted in blue represents the third route that I posit 
adding to Sumner et al. (2014)’ approach (the components in grey), in order to accommodate the present 
sound specificity effects. The dotted lines in the case of the third route represent the evidence that speech-
extrinsic sound/noise information may not always make it to affect processing, given the seemingly tran-
sient and context-selective nature of the respective specificity effects.
                                                              
that mere co-occurrence is sufficient for the emergence of a sound specificity effect. However, this 
account is fragile in two respects:  
1) The calculated glimpse proportions from the two sounds were quantitatively different in both the 
experiment that revealed an effect (Chapter 3: Experiment 3) and the one that did not (Chapter 3: 
Experiment 2 (A and B)). I argued that the crucial factor in explaining the appearance of an effect 
was the quality of glimpses, rather than their quantitative measure. Specifically, in the case of an 
effect, the glimpses of the same word resulting from the masking of the two sounds were both 
quantitatively and qualitatively different, due to the masking contrast created as a result of a joint 
change in both the sound pitch and its temporal overlap with the word.  
2) The absence of a study where only the degraded versions (glimpses) of the words are played as 
stimuli, instead of the word-sound pairs, also contributes to the limitation of the account. Similarly, 
another study in which the same sound would have led to different glimpses of the same word (i.e., 
the same car horn sound, in different temporal overlaps with the word) could have strengthened the 
case for the encoding of the glimpses in memory. 
 Therefore, despite making a plausible case for the role of energetic masking in sound specificity 
effects, this account needs more elaboration and additional empirical work. 
6.5.3. The context uniqueness puzzle 
The failure to replicate the original sound specificity effect found by Pufahl and Samuel 
(2014) despite using the same environmental sounds, the same encoding and memory tasks, the 
same filtering technique, and a similar (though, not the same) experimental design, is a puzzling 
result and could be considered as a potential weakness of the present work (Chapter 5: Experiment 
7). However, it is important to consider the following two observations that arise from both these 
studies. First, the lack of an effect does not constitute a problem only for the present work, but also 
for the Pufahl and Samuel’s original study. Given the novelty of the effect, any failure to replicate it 
weakens the strength of claims made with regard to its implications. Second, taken together, the 
pattern of results in these studies suggests that these types of effects are small and fragile in gener-
al. 
6.5.4. The “when, how, and where” conundrum 
This issue is complex and almost impossible to address within a single study. As already 
mentioned, the results in this thesis provide more evidence for the when question regarding the 
emergence of sound specificity effects. Specifically, these results identified conditions that con-
strain when the speech and sound stay together.  
 As to where in memory these effects may reside, this work provides little direct evidence. 
Although the implications of specificity effects in general have been frequently interpreted in terms 
of lexical representations, it is far from clear whether the sounds, or even voices, co-exist with the 
words in long-term lexical memory I suggested several ways in which these effects could be ac-
commodated in the memory system by providing visualisations, but these are speculative at this 
stage. 
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With respect to how speech-extrinsic auditory information is processed alongside linguistic 
and indexical information, again, the present work provides little-to-no direct evidence. Perhaps the 
only insight is the integrality effect, as reminiscent of the common fate principle of integrating dif-
ferent sources of information that follow the same pattern of change over time.  
 I addressed this question indirectly in section 6.4.3.3, where I discussed how the  sound specificity 
effect could be accommodated in a recently proposed dual-route theoretical approach of speech 
perception (Sumner et al., 2014). This account attempts to explain how different sources of infor-
mation in the context of spoken words, namely linguistic and indexical, can be integrated in paral-
lel during processing.  
As it currently stands in the literature, a better understanding and interpretation of sound 
specificity effects in the face of this multi-faceted conundrum will need to be supported by consid-
erably more evidence in future studies.   
6.6. Future directions  
Speech-extrinsic specificity effects are a very recent trend in the literature of specificity ef-
fects, albeit an exciting one, that opens the path for interesting questions regarding spoken word 
recognition and representation in memory. In this final section, I outline four future directions for 
the field.  
6.6.1. The time-course and consolidation of sound specificity effects in memory 
As noted earlier,  it is difficult to make plausible claims regarding the status of sound speci-
ficity effects in memory without evidence for their time-course and consolidation patterns. At the 
moment, such evidence is lacking. There is only some evidence from a study using the Garner 
speeded classification paradigm (Garner, 1974; Exp.1), suggesting that speech-extrinsic informa-
tion (noise) may be processed alongside indexical information relatively early, at a perceptual stage 
(Cooper et al., 2015).  
It would be interesting to examine whether a time-course hypothesis like the one proposed 
for indexical effects applies to sound specificity effects as well (Luce et al., 2003; McLennan & 
Luce, 2005). Future studies in the spirit of McLennan & Luce's (2005), which examined whether 
processing time mediates the emergence of sound specificity effects, could provide insights on 
whether these effects appear early or late in processing. 
It will also be important to see whether these effects persist in long-term memory. Like in the 
case of indexical studies, the retention intervals used in the few existing sound specificity studies 
are relatively short (usually less than one hour). Even in the case of indexical effects, only a few 
studies have directly addressed this issue. For example, Goldinger (1996) found voice specificity 
effects in a word identification identification-in-noise task one week post-study. Recently, Brown 
and Gaskell (2014) showed that voice-specificity effects on recognition of novel words emerged 
immediately after study and remained generally stable over the course of a week. Hence, future 
studies of speech-extrinsic specificity effects will need to address this issue. 
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Finally, it would be interesting to see whether speech-extrinsic auditory information is con-
solidated in memory. For indexical effects, Brown and Gaskell (2014) showed that the encoding of 
newly learned words seemed to initially retain detailed episodic information such as talker identity. 
These representations could be maintained for at least a week after the words were learned, but did 
not show any consolidation advantage when tested at later time intervals. Regarding speech-extrin-
sic details, Creel et al. (2012) also showed that the encoding of newly learned word appeared to 
retain speech-extrinsic contextual detail (background noise) immediately after study. However, this 
study did not investigate the retention time interval of these specificity effects in memory and their 
consolidation pattern. Future studies that follow up on this issue would be informative. 
6.6.2. Identifying the locus of sound specificity effects in memory 
Identifying where in memory sound specificity effects reside will be an important, albeit 
challenging task. Similar to the case of indexical effects, the debate will ultimately concentrate on 
dissociating whether they belong exclusively in an episodic memory system/subsystem, or in one 
that allows some sort of interaction, or complementary co-existence with the long-term lexical sys-
tem. Judging from a recent trend in designing models of spoken word recognition/learning that rely 
on the complementary systems approach (Goldinger, 2007; Davis & Gaskell, 2009), the comple-
mentary learning systems (CLS) models of memory (McClelland et al., 1995) may provide useful 
insights into such a debate and aid towards understanding the locus of sound specificity effects in 
memory. 
6.6.3. Testing different populations 
 Testing different populations could also prove informative with respect to how speech-
extrinsic auditory variability impacts spoken word processing. Non-native (L2) listeners constitute 
an interesting population that has already been investigated with respect to talker-related indexical 
variability. For example, Bradlow and Pisoni (1999) showed that the ability to benefit from surface 
phonetic information, such as a consistent talker across items, is a skill that is present in both first 
and second language perception. However, in that study, non-native listeners were affected more by 
the lexical nature of the stimuli, such that they had particular difficulty with lexically hard words 
even when familiarity with the items was controlled. This last finding suggests that non-native 
word recognition may be compromised when the task requires fine phonetic discrimination at the 
segmental level.  Another study by Bent et al. (2010) explored how across-talker differences influ-
ence non-native vowel perception in American English (native) and Korean listeners (non-native). 
Results demonstrated that Korean listeners’ error patterns for four vowels were strongly influenced 
by variability in vowel production that was within the normal range for the American English talk-
ers. These results suggest that non-native listeners are strongly influenced by cross-talker variabili-
ty perhaps because of the difficulty they have forming native-like vowel categories. Using a speed-
ed classification paradigm (Garner, 1974), Vaughn and Brouwer (2012) tested English monolin-
guals and Mandarin-English bilinguals to examine how different types of indexical information, 
talker information and the language being spoken, are perceptually integrated in bilingual speech. 
Variability in characteristics of the talker (gender and talker identity) and in the language being 
spoken (Mandarin vs. English) was manipulated. Listeners from both groups classified short, 
meaningful sentences obtained from different Mandarin-English bilingual talkers on these indexical 
dimensions. Results showed that gender information and language were processed in an integral 
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manner for both groups, but only bilinguals demonstrated symmetrical interference for talker iden-
tity-language classification. 
When it comes to speech-extrinsic acoustic variability, there are several aspects that make 
non-native listeners an interesting population in which to examine arising effects. For example, it is 
well-known that non-native speech processing in noise is more difficult than the native counterpart 
(e.g., Garcia Lecumberri et al., 2010). Further, native and  and non-native listeners seem to use dif-
ferent types of information to interpret speech in noise: native listeners normally use higher-level 
lexical information more than non-native listeners, and this reliance is further increased in the pres-
ence of noise (Mattys et al., 2010). In general, lexical information is less available to non-native 
listeners, such as vocabulary size, relative lexical frequencies of occurrence, transitional probabili-
ties, and contextual plausibility (Mattys et al., 2010). Therefore, L2 listeners may reveal a relatively 
different pattern of sound specificity effects compared to their native counterparts.  Namely, they 
may not segregate the sounds from speech as easily or efficiently as native listeners and may thus 
encode them pair-wise in memory more readily. Similarly, non-native listeners may use the paired 
sound as a source of contextual cue to facilitate word retrieval in word identification/identification 
tasks. Finally, the proficiency level of the second language, as well as the degree of similarity be-
tween the first and second languages could be factors in the emergence and strength of a sound 
specificity effect.  
Another population of interest to investigate the role of speech-extrinsic auditory variability 
is speech processing is children. Unlike adults, children are still acquiring language, and hence 
their lexical representations may be less stable and less robust than those of adults. Therefore, 
they may be affected by the variability in talker-related surface properties of speech to a rela-
tively different extent compared to adults. Form existing evidence in the literature, we know 
that children make use of talker-related indexical information during speech comprehension 
and learning of new words, although in a relatively constrained fashion. For example, using 
eye-tracking methodology, Creel and colleagues have conducted several studies investigating 
how children integrate linguistic and indexical information during on-line speech processing. 
Results have indicated that similar to adults, children, store real-world knowledge of the role 
activated by a talker’s voice (e.g., male talker identifying his role as a pirate and female talker 
identifying her role as a princess) and actively use this information during speech comprehen-
sion (Borovsky & Creel, 2014). In another study, Creel (2012) also showed that children can 
encode information about talkers while simultaneously learning new words, suggesting that 
their language input may be conditioned on talker context quite early in language learning. An-
other recent study examined the familiar talker advantage in school-age children (Levi, 2015). 
Children were first familiarized with the voices of three different talkers and were subsequently 
tested on the speech produced by six talkers, only three of whom were familiar. Results re-
vealed that children displayed the familiar talker advantage in their speech processing, such 
that their performance was higher in the case of familiar talkers. However, this benefit was lim-
ited to highly familiar lexical items, which could be attributed to differences in the representa-
tion of highly familiar and less familiar lexical items. 
Similar research questions to those concerning children’s performance in the context of 
speech-intrinsic, talker-related variability, can also be examined in the context of speech-ex-
trinsic auditory variability. Children may show a relatively different or similar pattern in their 
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speech processing performance to that of adults with respect to the latter variability. Perhaps, 
they make different use of auditory contextual cues (co-occurring sounds/noises) during speech 
comprehension and learning of new words. These cues may have a facilitatory, or an inhibitory 
effect on their speech performance. For instance, children may integrate co-occurring sound 
information into their memory representations more readily than adults. Alternatively, they may 
segregate such information to a better extent than adults. It would be interesting and informa-
tive to see future studies that address these issues.  
6.7. General conclusions 
In summary, this thesis investigated the co-existence of spoken words and environmental 
sounds in memory, from the perspective of how variability in the co-occurring sound affects the 
recognition of the word. By manipulating the context of speech-sound co-existence, it identified 
two major constraints. The first one regards degradation of the same word by different masking 
sounds, which when contrasted enough, can lead to a sound specificity effect. This effect indicates 
that perhaps it may be the unique degraded versions of the words that are retained in memory, 
rather than the co-occurring sounds per se. The second constraint arises from the integrality ele-
ment in the speech-sound co-occurrence, that was shown to play an intrinsic role in the emergence 
of a sound specificity effect. Namely, when the sound is rendered integral to the word, such that 
segregation of the two is difficult, a relatively robust effect of the sound variability on word recog-
nition memory emerges. This effect is reminiscent of a perceived functional/causal link between 
word and sound, similar to the case of word and voice.  
Overall, the present work shows that like in the case of indexical variability, spoken word 
recognition is also sensitive to variation arising from external auditory sources. However, unlike 
indexical effects, sound specificity effects are fragile and conditional. Listeners seem to be able to 
encode details of sounds co-occurring with speech in their memory representations, but only in cer-
tain occasions. Importantly, mere co-occurrence is not always sufficient in eliciting an effect of the 
sound variability on word recognition performance. For these reasons, the present results restrain 
the scope of any claims concerning further expansion of the mental lexicon. As it currently stands, 
we may have to wait for more compelling evidence to emerge in the literature, before seriously 
challenging this memory structure with the inclusion of speech-extrinsic auditory information. 
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Appendix A  
List of all the word stimuli and their respective average frequency values 
  Word                       Animacy                                      CELEX MLN                         CELEX Log   
dolphin Animate 0.48 3
eagle Animate 0.95 9
squirrel Animate 0.78 6
rabbit Animate 1.28 19
baby Animate 2.41 258
doctor Animate 2.26 184
teacher Animate 2.21 162
student Animate 2.48 304
actor Animate 1.92 84
singer Animate 1.08 12
tiger Animate 1.08 12
monkey Animate 1.26 18
writer Animate 1.82 66
donkey Animate 1.15 14
zebra Animate 0.3 2
hamster Animate 0.6 4
panther Animate 0.9 8
parrot Animate 0.6 4
penguin Animate 0.7 5
pigeon Animate 1.04 11
scorpion Animate 0.3 2
spider Animate 0.85 7
turtle Animate 0.6 4
lizard Animate 0.6 4
dentist Animate 0.95 9
waiter Animate 1.34 22
dancer Animate 1.15 14
artist Animate 1.87 74
painter Animate 1.48 30
plumber Animate 0.6 4
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lawyer Animate 1.71 51
driver Animate 1.75 56
worker Animate 2.31 204
banker Animate 1.15 14
sculptor Animate 0.7 5
soldier Animate 1.92 83
athlete Animate 1.23 17
chemist Animate 0.85 7
scholar Animate 1.26 18
leopard Animate 0.9 8
Average Frequency 1.22 45.45
Standard Deviation 0.60 73.70
basket Inanimate 1.38 24
biscuit Inanimate 1.18 15
sofa Inanimate 1.34 22
table Inanimate 2.37 235
bottle Inanimate 2.06 116
apple Inanimate 1.48 30
orange Inanimate 1.3 20
olive Inanimate 1.11 13
lemon Inanimate 1.18 15
chapel Inanimate 1.34 22
cabin Inanimate 1.48 30
oven Inanimate 1.3 20
pencil Inanimate 1.28 19
pillow Inanimate 1.28 19
candle Inanimate 1.2 16
onion Inanimate 1.2 16
taxi Inanimate 1.53 34
coffee Inanimate 1.96 92
window Inanimate 2.3 200
jacket Inanimate 1.62 42
bucket Inanimate 1.3 20
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sugar Inanimate 1.76 57
berry Inanimate 1 10
paper Inanimate 2.35 225
mirror Inanimate 1.69 49
butter Inanimate 1.43 27
carriage Inanimate 1.2 16
peanut Inanimate 0.7 5
panel Inanimate 1.4 25
pepper Inanimate 0.95 9
sausage Inanimate 1.08 12
ribbon Inanimate 1.04 11
building Inanimate 2.25 177
bracelet Inanimate 0.78 6
necklace Inanimate 0.6 4
collar Inanimate 1.34 22
blanket Inanimate 1.46 29
freezer Inanimate 0.6 4
heater Inanimate 0.7 5
carpet Inanimate 1.48 30
Average Frequency 1.38 43.58
Standard Deviation 0.45 60.45
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Appendix B 
Environmental Sounds Used in the Experiments 6 and 7 
Table 5.11. The list of the environmental sounds used in the experimental trials, organised by their 
animacy 
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Animate Sounds  
- 40 categories 
- 2 exemplars in each, A and B
Inanimate Sounds  
- 40 categories 
- 2 exemplars in each, A and B
bear accordian
bee alarm clock
canary bell
cat bike bell
chick boiling water
chicken camera
chimp can open
cicada car horn
cow cash register
coyote chainsaw
cricket chimes
crow coins
cuckoo cow bell
dog cymbal
dolphin doorbell
donkey drumroll
dove flute
duck glass breaking
eagle harmonica
elephant harp
fly helicopter
frog jackhammer
goat musicbox
goose page turn
gorilla partyfavor
horse phone
lamb piano
lion pingpong
loon saw
                                                              
(Table 5.11 continued from above) 
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Animate Sounds  
- 40 categories 
- 2 exemplars in each, A and B
Inanimate Sounds  
- 40 categories 
- 2 exemplars in each, A and B
mosquito ship
mouse shufflecards
owl siren
parrot steeldrum
pig tambourine
rat train
rattlesnake trumpet
seagull tuba
seal typewriter
turkey violin
woodpecker zipper
                                                              
Appendix C 
Filter-wise average individual word intelligibilities and selected filters in Exp. 6-7 
Table 5.12. Mean word identification accuracy values (% correct) for each individual word and 
each filter-bank condition in Phase 1 of Experiment 6. 
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Word File Name Filter 
1
Filter 
1.25
Filter 1.5 Filter 
1.75
Filter 2 Filter 
3
TIGER FA01 100.00 100.00 100.00 87.50 87.50 80
DONKEY FA02 100.00 100.00 100.00 62.50 62.50 20
PENGUEN FA03 100.00 88.89 66.67 62.50 87.50 0
BANKER FA04 0.00 0.00 0.00 0 0 20
STUDENT FA05 100.00 100.00 77.78 87.50 75.00 40
DOLPHIN FA06 66.67 66.67 100.00 50 25.00 20
EAGLE FA07 100.00 100.00 100.00 87.50 87.50 60
PLUMBER FA08 33.33 22.22 11.11 0 0 0
DENTIST FA09 100.00 100.00 100.00 100 87.50 40
SQUIRREL FA10 100.00 88.89 77.78 75.00 50.00 40
ZEBRA FA11 100.00 88.89 55.56 25.00 12.50 0
ARTIST FA12 100.00 88.89 66.67 62.50 87.50 60
SCHOLAR FA13 50.00 55.56 33.33 50 25.00 0
CHEMIST FA14 0.00 11.11 0.00 0 12.50 0
DRIVER FA15 50.00 55.56 55.56 25.00 12.50 0
ATHLETE FA16 83.33 44.44 33.33 12.50 12.50 0
LAWYER FA17 83.33 55.56 44.44 62.50 62.50 20
PANTHER FA18 100.00 66.67 0.00 37.50 12.50 0
SINGER FA19 33.33 22.22 0.00 0 0 20
LEOPARD FA20 83.33 66.67 66.67 62.50 50.00 20
WORKER FA21 100.00 88.89 66.67 50.00 37.50 0
DANCER FA22 100.00 88.89 77.78 75.00 75.00 40
RABBIT FA23 16.67 77.78 22.22 25.00 0 0
WRITER FA24 100.00 66.67 77.78 75.00 50.00 20
HAMSTER FA25 83.33 88.89 44.44 25.00 37.50 0
SOLDIER FA26 100.00 55.56 77.78 75.00 62.50 20
MONKEY FA27 100.00 100.00 100.00 87.50 75.00 0
PARROT FA28 100.00 100.00 77.78 100.00 25.00 0
TURTLE FA29 100.00 88.89 88.89 50 25.00 0
                                                              
(Table 5.12 continued from above) 
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SCULPTOR FA30 100.00 66.67 55.56 50.00 75.00 0
BABY FA31 100.00 66.67 88.89 62.5 62.50 0
TEACHER FA32 100.00 100.00 100.00 100 100 60
PIGEON FA33 100.00 100.00 88.89 87.50 100 40
LIZZARD FA34 100.00 100.00 100.00 75.00 87.50 80
DOCTOR FA35 100.00 66.67 55.56 25.00 75.00 20
SPIDER FA36 100.00 100.00 88.89 75.00 100 80
PAINTER FA37 100.00 100.00 100.00 100 87.50 80
WAITER FA38 83.33 100.00 100.00 87.5 87.50 40
ACTOR FA39 100.00 100.00 100.00 75.00 75.00 20
SCORPION FA40 100.00 100.00 100.00 100 87.50 80
PEANUT FI01 100.00 55.56 33.33 37.50 37.50 0
MIRROR FI02 100.00 55.56 0.00 37.50 37.50 0
SAUSAGE FI03 100.00 100.00 88.89 87.50 62.50 40
LEMON FI04 33.33 22.22 11.11 0 0 20
TABLE FI05 100.00 88.89 100.00 87.50 87.50 80
APPLE FI06 83.33 100.00 88.89 50 12.50 20
CHAPEL FI07 50.00 77.78 22.22 12.50 12.50 20
ORANGE FI08 100.00 77.78 55.56 50.00 25.00 20
PAPER FI09 100.00 100.00 77.78 12.50 37.50 0
BLANKET FI10 100.00 88.89 66.67 50.00 50.00 0
CARRIAGE FI11 83.33 44.44 33.33 37.50 0 0
HEATER FI12 100.00 100.00 100.00 75.00 62.50 40
TAXI FI13 100.00 88.89 100.00 100 100 100
SUGAR FI14 100.00 88.89 55.56 50.00 25.00 0
OVEN FI15 83.33 66.67 88.89 37.50 50.00 20
JACKET FI16 100.00 88.89 88.89 100 62.50 20
BISCUIT FI17 100.00 88.89 77.78 62.50 75.00 40
CUPBOARD FI18 66.67 22.22 44.44 25.00 25.00 0
BERRY FI19 83.33 66.67 55.56 12.50 25.00 0
RIBBON FI20 100.00 77.78 66.67 62.50 37.50 40
NECKLACE FI21 100.00 100.00 88.89 37.50 62.50 0
CABIN FI22 100.00 88.89 88.89 100 75.00 0
                                                              
(Table 5.12 continued from above) 
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BUCKET FI23 83.33 88.89 55.56 50.00 50.00 0
CARPET FI24 33.33 55.56 66.67 37.50 37.50 0
OLIVE FI25 66.67 55.56 44.44 37.50 0 0
COLLAR FI26 33.33 11.11 22.22 0 0 0
PANEL FI27 16.67 0.00 11.11 50.00 12.50 0
BRACELET FI28 100.00 100.00 88.89 50.00 62.50 0
WINDOW FI29 100.00 100.00 88.89 50.00 62.50 20
FREEZER FI30 83.33 88.89 88.89 50.00 37.50 0
ONION FI31 100.00 77.78 77.78 87.50 50.00 0
PENCIL FI32 83.33 100.00 100.00 87.5 75.00 20
SOFA FI33 100.00 77.78 33.33 25.00 25.00 20
BOTTLE FI34 100.00 100.00 44.44 37.5 12.50 0
PEPPER FI35 100.00 55.56 44.44 25.00 12.50 0
CANDLE FI36 0.00 11.11 11.11 0 0 0
BUILDING FI37 100.00 88.89 100.00 100 37.50 0
COFFEE FI38 66.67 22.22 0.00 0 12.50 0
PILLOW FI39 100.00 77.78 44.44 12.50 12.5 0
BASKET FI40 100.00 88.89 66.67 25.00 37.50 0
Mean 
Accuracy
84.17 74.58 64.03 52.5 45.94 19.25
                                                              
Table 5.13. The selected mean word identification accuracy values (% correct) for each individual 
word and the corresponding filters at the end of Phase 1 in Experiment 6. 
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Word_Test File Name Accuracy 
Chosen
Filter Chosen
TIGER FA01 80 3
DONKEY FA02 62.5 1.75
PENGUEN FA03 62.5 1.75
BANKER FA04 0 1
STUDENT FA05 75 2
DOLPHIN FA06 100 1.5
EAGLE FA07 87.5 2
PLUMBER FA08 33.33 1
DENTIST FA09 87.5 2
SQUIRREL FA10 75 1.75
ZEBRA FA11 88.89 1.25
ARTIST FA12 66.67 1.5
SCHOLAR FA13 50 1
CHEMIST FA14 0 1
DRIVER FA15 50 1
ATHLETE FA16 83.33 1
LAWYER FA17 83.33 1
PANTHER FA18 66.67 1.25
SINGER FA19 33.33 1
LEOPARD FA20 66.67 1.5
WORKER FA21 66.67 1.5
DANCER FA22 75 1.75
RABBIT FA23 77.78 1.25
WRITER FA24 77.78 1.5
HAMSTER FA25 88.89 1.25
SOLDIER FA26 77.78 1.5
MONKEY FA27 75 2
PARROT FA28 100 1.75
TURTLE FA29 88.89 1.5
SCULPTOR FA30 66.67 1.25
BABY FA31 62.5 1.75
TEACHER FA32 60 3
                                                              
(Table 5.13 continued from above) 
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PIGEON FA33 87.5 1.75
LIZZARD FA34 80 3
DOCTOR FA35 66.67 1.25
SPIDER FA36 80 3
PAINTER FA37 80 3
WAITER FA38 87.5 2
ACTOR FA39 75 1.75
SCORPION FA40 80 3
PEANUT FI01 55.56 1.25
MIRROR FI02 55.56 1.25
SAUSAGE FI03 87.5 1.75
LEMON FI04 33.33 1
TABLE FI05 80 3
APPLE FI06 88.89 1.5
CHAPEL FI07 50 1
ORANGE FI08 77.78 1.25
PAPER FI09 77.78 1.5
BLANKET FI10 66.67 1.5
CARRIAGE FI11 83.33 1
HEATER FI12 75 1.75
TAXI FI13 100 3
SUGAR FI14 55.56 1.5
OVEN FI15 66.67 1.25
JACKET FI16 62.5 2
BISCUIT FI17 62.5 1.75
CUPBOARD FI18 66.67 1
BERRY FI19 66.67 1.25
RIBBON FI20 66.67 1.5
NECKLACE FI21 88.89 1.5
CABIN FI22 75 2
BUCKET FI23 88.89 1.25
CARPET FI24 66.67 1.5
OLIVE FI25 66.67 1
COLLAR FI26 33.33 1
                                                              
(Table 5.13 continued from above) 
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PANEL FI27 16.67 1
BRACELET FI28 50 1.75
WINDOW FI29 50 1.75
FREEZER FI30 88.89 1.5
ONION FI31 77.78 1.5
PENCIL FI32 75 2
SOFA FI33 77.78 1.25
BOTTLE FI34 44.44 1.5
PEPPER FI35 55.56 1.25
CANDLE FI36 0 1
BUILDING FI37 100 1.75
COFFEE FI38 66.67 1
PILLOW FI39 77.78 1.25
BASKET FI40 66.67 1.5
Mean Accuracy 68.14 % 
correct
                                                              
Table 5.14. The average word identification accuracy after the first piloting in Phase 2 of Experi-
ment 6, the updated filters at each intermediate piloting step, and the mean accuracy after the last 
filter update. The version of the updated filters are noted by “v1, v2, v3”, and the number in brack-
ets indicate the number of participants that completed the respective piloting phase. 
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Word File 
Name
Phase 1_Filter 
Chosen
Phase 
2_Accurac
y (5)
Phase 
2_Updated 
Filters_v1 
Updated 
Filters_v2 
Updated 
Filters_v3
Accuracy_v
3(7)
TIGER FA01 3 100.00 3.5 4 85.71
DONKEY FA02 1.75 100.00 100.00
PENGUE
N
FA03 1.75 80.00 100.00
BANKER FA04 1 20.00 0.25 0.25 0.25 28.57
STUDEN
T
FA05 2 60.00 85.71
DOLPHI
N
FA06 1.5 80.00 57.14
EAGLE FA07 2 80.00 85.71
PLUMBE
R
FA08 1 0.00 0.75 0.75 0.75 42.86
DENTIST FA09 2 80.00 100.00
SQUIRR
EL
FA10 1.75 80.00 71.43
ZEBRA FA11 1.25 60.00 14.29
ARTIST FA12 1.5 100.00 1.75 1.75 1.75 85.71
SCHOLA
R
FA13 1 40.00 42.86
CHEMIS
T
FA14 1 20.00 0.25 0.25 0.5 85.71
DRIVER FA15 1 40.00 57.14
ATHLET
E
FA16 1 60.00 71.43
LAWYER FA17 1 100.00 1.25 1.25 1.25 42.86
PANTHE
R
FA18 1.25 40.00 71.43
SINGER FA19 1 40.00 0.75 0.75 0.5 71.43
LEOPAR
D
FA20 1.5 80.00 42.86
WORKE
R
FA21 1.5 60.00 57.14
DANCER FA22 1.75 80.00 85.71
RABBIT FA23 1.25 80.00 14.29
                                                              
(Table 5.14 continued from above) 
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WRITER FA24 1.5 60.00 85.71
HAMSTE
R
FA25 1.25 80.00 42.86
SOLDIER FA26 1.5 100.00 1.75 1.75 1.75 57.14
MONKEY FA27 2 80.00 85.71
PARROT FA28 1.75 40.00 1.5 1.5 1.5 57.14
TURTLE FA29 1.5 40.00 1.25 1.25 1.25 71.43
SCULPT
OR
FA30 1.25 60.00 57.14
BABY FA31 1.75 40.00 1.5 1.5 1.5 100.00
TEACHE
R
FA32 3 80.00 100.00
PIGEON FA33 1.75 100.00 2 2 2 85.71
LIZZARD FA34 3 80.00 85.71
DOCTOR FA35 1.25 80.00 57.14
SPIDER FA36 3 60.00 42.86
PAINTER FA37 3 60.00 85.71
WAITER FA38 2 100.00 71.43
ACTOR FA39 1.75 80.00 85.71
SCORPI
ON
FA40 3 80.00 85.71
PEANUT FI01 1.25 80.00 57.14
MIRROR FI02 1.25 80.00 42.86
SAUSAG
E
FI03 1.75 100.00 57.14
LEMON FI04 1 60.00 0.75 42.86
TABLE FI05 3 100.00 3.5 4 57.14
APPLE FI06 1.5 80.00 71.43
CHAPEL FI07 1 0.00 42.86
                                                              
(Table 5.14 continued from above) 
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ORANGE FI08 1.25 80.00 85.71
PAPER FI09 1.5 80.00 85.71
BLANKE
T
FI10 1.5 80.00 57.14
CARRIAG
E
FI11 1 100.00 85.71
HEATER FI12 1.75 80.00 100.00
TAXI FI13 3 100.00 3.5 4 71.43
SUGAR FI14 1.5 40.00 1.25 1.25 1.25 57.14
OVEN FI15 1.25 80.00 57.14
JACKET FI16 2 80.00 85.71
BISCUIT FI17 1.75 80.00 71.43
CUPBOA
RD
FI18 1 20.00 57.14
BERRY FI19 1.25 40.00 1 1 1 85.71
RIBBON FI20 1.5 100.00 85.71
NECKLA
CE
FI21 1.5 60.00 28.57
CABIN FI22 2 60.00 71.43
BUCKET FI23 1.25 100.00 1.5 1.5 1.5 42.86
CARPET FI24 1.5 60.00 42.86
OLIVE FI25 1 40.00 57.14
COLLAR FI26 1 0.00 0.75 0.75 0.75 57.14
PANEL FI27 1 20.00 0.5 0.5 0.5 100.00
BRACEL
ET
FI28 1.75 60.00 71.43
WINDOW FI29 1.75 80.00 42.86
FREEZER FI30 1.5 100.00 85.71
ONION FI31 1.5 80.00 100.00
PENCIL FI32 2 80.00 71.43
                                                              
(Table 5.14 continued from above) 
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SOFA FI33 1.25 100.00 57.14
BOTTLE FI34 1.5 20.00 1.25 1.25 1.25 42.86
PEPPER FI35 1.25 80.00 71.43
CANDLE FI36 1 0.00 0.25 0.25 0.5 85.71
BUILDIN
G
FI37 1.75 60.00 57.14
COFFEE FI38 1 20.00 28.57
PILLOW FI39 1.25 60.00 14.29
BASKET FI40 1.5 40.00 1.25 1.25 1.25 28.57
Mean 
Accuracy
66.00 65.89
                                                              
Table 5.15. The final selected filters for each word individually, decided after Phase 2 of Experi-
ment 6 was completed and a few more filter changes were made 
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Word_Test File Name Final Filters_Phase 2
TIGER FA01 4
DONKEY FA02 2
PENGUEN FA03 1.75
BANKER FA04 0.25
STUDENT FA05 2
DOLPHIN FA06 1.5
EAGLE FA07 2
PLUMBER FA08 0.5
DENTIST FA09 2
SQUIRREL FA10 1.75
ZEBRA FA11 1.25
ARTIST FA12 1.75
SCHOLAR FA13 0.75
CHEMIST FA14 0.5
DRIVER FA15 0.75
ATHLETE FA16 1
LAWYER FA17 1
PANTHER FA18 1.25
SINGER FA19 0.5
LEOPARD FA20 1.25
WORKER FA21 1.5
DANCER FA22 2
RABBIT FA23 1.25
WRITER FA24 1.5
HAMSTER FA25 1.25
SOLDIER FA26 1.75
MONKEY FA27 2
PARROT FA28 1.5
TURTLE FA29 1.25
SCULPTOR FA30 1.25
BABY FA31 1.5
TEACHER FA32 3
PIGEON FA33 2
                                                              
(Table 5.15 continued from above) 
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LIZZARD FA34 3
DOCTOR FA35 1.25
SPIDER FA36 2
PAINTER FA37 3
WAITER FA38 2
ACTOR FA39 1.75
SCORPION FA40 3
PEANUT FI01 1.25
MIRROR FI02 1
SAUSAGE FI03 1.75
LEMON FI04 0.5
TABLE FI05 3.5
APPLE FI06 1.5
CHAPEL FI07 0.5
ORANGE FI08 1.25
PAPER FI09 1.5
BLANKET FI10 1.25
CARRIAGE FI11 1
HEATER FI12 1.75
TAXI FI13 4
SUGAR FI14 1.25
OVEN FI15 1
JACKET FI16 2
BISCUIT FI17 1.75
CUPBOARD FI18 0.75
BERRY FI19 1
RIBBON FI20 1.5
NECKLACE FI21 1.5
CABIN FI22 2
BUCKET FI23 1.25
CARPET FI24 1.25
OLIVE FI25 0.75
COLLAR FI26 0.5
PANEL FI27 0.75
                                                              
(Table 5.15 continued from above) 
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BRACELET FI28 1.75
WINDOW FI29 1.5
FREEZER FI30 1.5
ONION FI31 1.5
PENCIL FI32 2
SOFA FI33 1.25
BOTTLE FI34 1.25
PEPPER FI35 1.25
CANDLE FI36 0.5
BUILDING FI37 1.75
COFFEE FI38 0.5
PILLOW FI39 1
BASKET FI40 1.25
                                                              
Appendix D 
Questionnaire about the environmental sounds used in Experiment 7 
Name: 
Date: 
Participant Number: 
Questionnaire 
Please take some time to reflect on the environmental sounds you heard throughout the experiment 
and answer the following questions as accurately as you can. 
1. How do you think the environmental sounds were distributed throughout the experiment, 
with respect to their source? Choose one of the following options: 
A. There were more sounds from animate than inanimate sources 
B. There were more sounds from inanimate than animate sources 
C. There were equal (or roughly so) numbers from both sources 
D. Don’t know / Didn’t notice 
2. i) Did you hear more than one exemplar of a certain sound between the two phases of the 
experiment (e.g., a dog barking sound in the first part and another dog barking in the 
second part)?            Yes/No 
ii) If yes, how often did this happen? Choose one of the following options 
A. Always 
B. Very Often 
C. Often 
D. A couple of times 
E. Never 
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3. Please list as many sound names as you can remember 
4. Did you hear the sounds produced from the following sources? 
1) Bagpipe:  Yes / No / Don’t know 
2) Bee:  Yes / No / Don’t know  
3) Bouncing ball:  Yes / No / Don’t know  
4) Canary:  Yes / No / Don’t know 
5) Chimpanzee: Yes / No / Don’t know  
6) Cicada:  Yes / No / Don’t know 
7) Coyote:  Yes / No / Don’t know 
8) Cricket:  Yes / No / Don’t know 
9) Crow: Yes / No / Don’t know 
10) Cuckoo:  Yes / No / Don’t know 
11) Dog:  Yes / No / Don’t know 
12) Dolphin: Yes / No / Don’t know 
13)  Donkey:  Yes / No / Don’t know 
14) Dove:  Yes / No / Don’t know 
15) Eagle:  Yes / No / Don’t know 
16) Elephant: Yes / No / Don’t know 
17) Fly:  Yes / No / Don’t know 
18) Frog: Yes / No / Don’t know 
19) Footsteps:  Yes / No / Don’t know 
20) Goose:  Yes / No / Don’t know 
21) Gorilla:  Yes / No / Don’t know 
22) Horse:  Yes / No / Don’t know 
23) Lamb:  Yes / No / Don’t know 
24) Laughter:  Yes / No / Don’t know 
25) Lion: Yes / No / Don’t know 
26) Loon:  Yes / No / Don’t know 
27) Mosquito:  Yes / No / Don’t know 
28) Mouse:  Yes / No / Don’t know 
29) Nightingale:  Yes / No / Don’t know 
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30) Owl:  Yes / No / Don’t know 
31) Parrot:  Yes / No / Don’t know 
32) Pig:  Yes /No / Don’t know 
33) Raccoon:  Yes / No / Don’t know 
34) Rain:  Yes / No / Don’t know 
35) Rattlesnake:  Yes / No / Don’t know 
36) Seagull:  Yes / No / Don’t know 
37) Seal:  Yes / No / Don’t know 
38) Turkey:  Yes / No / Don’t know 
39) Woodpecker:  Yes / No / Don’t know 
40) Accordion:  Yes/ No / Don’t know 
41) Alarm clock:  Yes / No / Don’t know 
42) Bike bell:  Yes / No / Don’t know 
43) Boiling water:  Yes / No / Don’t know 
44) Camera:  Yes / No / Don’t know 
45) Opening can:  Yes / No / Don’t know 
46) Car horn:  Yes / No / Don’t know 
47) Cash register:  Yes / No / Don’t know 
48) Chainsaw:  Yes / No / Don’t know 
49) Chimes:  Yes / No / Don’t know 
50) Clarinet:  Yes / No / Don’t know 
51) Coins:  Yes / No / Don’t know 
52) Cymbal:  Yes / No / Don’t know 
53) Flute:  Yes / No / Don’t know 
54) Glass breaking:  Yes / No / Don’t know 
55) Guitar:  Yes / No / Don’t know 
56) Door bell:  Yes / No / Don’t know  
57) Drum roll:  Yes / No / Don’t know 
58) Harmonica:  Yes / No / Don’t know 
59) Harp:  Yes / No / Don’t know 
60) Helicopter:  Yes / No / Don’t know 
61) Jackhammer:  Yes / No / Don’t know 
62) Music box:  Yes / No / Don’t know 
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63) Page-turn:  Yes / No / Don’t know 
64) Phone:  Yes / No / Don’t know 
65) Piano:  Yes / No / Don’t know 
66) Ping pong:  Yes / No / Don’t know 
67) Saw:  Yes / No / Don’t know 
68) Saxophone:  Yes / No / Don’t know 
69) Scream: Yes / No / Don’t know 
70) Ship:  Yes / No / Don’t know 
71) Sneeze:  Yes / No / Don’t know 
72) Snort:  Yes / No / Don’t know 
73) Shuffling cards:  Yes / No / Don’t know 
74) Siren:  Yes / No / Don’t know 
75) Tambourine:  Yes / No / Don’t know 
76) Train:  Yes / No / Don’t know 
77)  Trumpet:  Yes / No / Don’t know 
78) Typewriter:  Yes / No / Don’t know 
79) Wind:  Yes / No / Don’t know 
80) Zipper:  Yes / No / Don’t know 
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