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Summary 
Atomic vibrations control all thermally activated processes in materials including diffusion, heat 
transport, phase transformations, and surface chemistry. Recent developments in monochromated, 
aberration corrected scanning transmission electron microscopy (STEM) have enabled nanoscale 
probing of vibrational modes using a focused electron beam. However, to date, no experimental 
atomic resolution vibrational spectroscopy has been reported. Here we demonstrate atomic 
resolution by exploiting localized impact excitations of vibrational modes in materials. We show 
that the impact signal yields high spatial resolution in both covalent and ionic materials, and atomic 
resolution is available from both optical and acoustic vibrational modes. We achieve a spatial 
resolution of better than 2 Å which is an order of magnitude improvement compared to previous 
work.  Our approach represents an important technical advance that can be used to provide new 
insights into the relationship between the thermal, elastic and kinetic properties of materials and 
atomic structural heterogeneities.  
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Atomic vibrations control all thermally activated processes in materials including ionic, 
atomic and electron diffusion, heat transport, phase transformations and surface chemical 
reactions. The jump frequency characterizing thermally activated processes is of great practical 
importance and is determined by the local phonon and molecular vibrational modes of the system. 
Atomic and molecular heterogeneities and defects such as vacancies, interstitials, dislocations and 
grain boundaries often regulate kinetic pathways and are associated with vibrational modes which 
are substantially different from bulk modes. High spatial resolution vibrational spectroscopy is 
required to probe these defect modes.  
Recent developments in aberration corrected, monochromated, scanning transmission 
electron microscopy (STEM) have enabled nanoscale probing of vibrational modes via electron 
energy-loss spectroscopy (EELS)1,2. Nanoscale vibrational spectroscopy is already impacting a 
wide range of important scientific problems such as measurement of surface and bulk vibrational 
excitations in MgO nanocubes3, probing hyperbolic phonon polaritons in nanoflakes of hBN4, 
measuring temperature in nanometer-sized areas with 1°K precision5,6 and determining phonon 
dispersion in nanoparticles7. The delocalized nature of certain vibrational signals allows damage-
free nanoscale detection for a variety of organic and inorganic material-systems 8-11. 
This progress has been impressive, however, to date there have been no experimental 
methods to spectroscopically probe individual vibrational modes in materials with atomic 
resolution. Theoretical treatments have explored the question of spatial resolution12,13 with some 
treatments suggesting that atomic resolution vibrational EELS should be possible14-16. Here we 
demonstrate atomic resolution vibrational spectroscopy in STEM for signals predominantly 
excited by impact scattering. The resulting order of magnitude advance in spatial resolution will 
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enable studies in which vibrational modes associated with single atomic columns and individual 
defects can be directly probed. 
The vibrational spectrum associated with electron scattering has features in common with 
both photon and neutron spectroscopies. The electron interactions have been discussed in terms of 
dipole and impact scattering in low-energy high-resolution electron energy-loss spectroscopy 
(HREELS) by Ibach and others17. Dipole scattering is associated with the long-range Coulomb 
field which excites vibrational modes by polarizing the medium giving spectral features similar to 
those observed in infrared (IR) absorption spectroscopy9,10. The practical spatial resolution of 
dipole scattering is on the order of 20 – 200 Å and can be predicted with classical dielectric 
theories18,19. The electron may also undergo impact scattering, exciting vibrational modes that 
appear in neutron scattering but not IR spectroscopy; this includes acoustic modes in all materials, 
optical modes in non-ionic materials, and symmetric stretching and deformation modes in ionic 
materials17. Impact scattering is associated with short-range interactions and, in principle, should 
exhibit atomic resolution. A simple way to identify impact modes in EELS is to compare IR, 
neutron and electron vibrational spectra; impact modes will be present only in the neutron and 
electron spectra.  
Two practical challenges must be resolved to perform atomic resolution vibrational EELS 
in a high performance monochromated STEM. First, a fundamental criterion for atomic resolution 
for any electron microscopy signal is that the experimental geometry must allow scattered 
electrons spanning a range of angles up to at least a Bragg angle to interfere20. For a STEM, this 
challenge can be addressed by appealing to the reciprocity principle first described by Cowley21. 
In STEM, an electron probe smaller than a (hkl) Miller plane spacing can only be formed if the 
incident electron beam has a convergence semi-angle of at least the Bragg angle. In the sample, 
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momentum transfers will take place across such a convergent probe spanning at least one Bragg 
angle (or Brillouin zone boundary) ensuring that a high resolution signal will be collected by a 
spectrometer located on the optic axis of the microscope (see Fig. 1a). The convergent illumination 
condition required to create the small probe and achieve high spatial resolution necessarily means 
the EELS signal entering the spectrometer will consist of an integral over regions of momentum 
space spanning more than one Brillouin zone boundary. However, the experiments presented here 
also show that some momentum filtering does occur as the probe is scanned across a unit cell.  
The second challenge is to suppress or avoid the dipole signal. For ionic materials, dipole 
signals, which often arise due to asymmetric stretching or deformation modes involving adjacent 
cations and anions, are many times stronger than impact signals12. Other researchers have 
approached this challenge using displaced spectrometer entrance apertures, achieving a spatial 
resolution of better than 20 Å22. However, in our approach, we perform vibrational spectroscopy 
at atomic resolution (<2 Å) using conventional on-axis EELS geometry. In non-ionic elemental 
semiconductors, such as Si, impact scattering predominates since any dipole signal will be a 
second order effect due to bond polarization by the passing fast electron. Since impact scattering 
dominates in Si, we show that it is possible to achieve atomic resolution by selecting either acoustic 
or optical phonons. For ionic materials, an alternative is selecting an impact scattering peak that 
lies at a different energy-loss than the dipole peaks. This signal can in principle yield atomic 
resolution and our experiments demonstrate that a localized impact signal in amorphous SiO2 can 
be used to define the interface between amorphous SiO2 and crystalline Si with 5 Å resolution. 
 
Fig. 1b shows a typical experimental spectrum from Si, with a strong vibrational peak at 
~60 meV and a secondary peak at ~45 meV. The characteristic vibrational signals sit on a rapidly 
falling background arising from both non-characteristic phonon losses and the tail of the zero-loss 
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peak. This background was modelled and subtracted from the vibrational peaks (see Fig. 1b); 
technical details are given in Methods and examples are shown in Extended Data Fig. 1.  The 
intensity and shape of the phonon spectra entering the spectrometer can be expressed as a product 
of a projected density of states and a position dependent transition probability. A theoretical 
description of electron scattering by phonons along with a schematic diagram showing the 
scattering geometry is given in Supplementary Information and Extended Data Fig. 2. Qualitative 
insights on the origin of spectral features can be ascertained from the phonon dispersion curves for 
Si, which have been determined using density functional theory23,24 (reproduced in Fig. 1c), and 
experimentally25.  The part of the phonon dispersion surface that is sampled during our experiment 
is associated with a cross-section of the Brillouin zone orthogonal to the beam direction as shown 
in Extended Data Fig. 3. Flat parts of the dispersion curves give rise to maxima in the phonon 
density of states26 contributing to stronger spectral intensity. The higher energy peak in the 
spectrum (~60 meV) is associated with the upper transverse optical branches of the dispersion 
curves, which are shaded in blue in Fig. 1c, while the lower energy shoulder is associated with 
longitudinal acoustic and optical modes which are shaded red. The contributions from the high and 
low energy branches to the spectral intensity can be quantified with a simple peak fitting model. 
Two Gaussians, constrained to have widths between 10 and 30 meV, were fitted to background 
subtracted spectra, with peak positions constrained to lie in the ranges 40 – 50 meV and 55 – 63 
meV, corresponding to the lower and higher energy bands described above. The two Gaussian 
model fits the experimental datapoints well (Fig. 1b). 
Inelastic neutron scattering (Extended Data Fig. 4) shows similar features between 40 and 
60 meV27, and these are not observed with IR spectroscopy, confirming that the signals observed 
in EELS are associated with impact scattering and should be highly localized. To explore the 
7 
 
localized nature of the vibrational EELS signals, the spectral intensity was investigated as a 
function of electron probe position by performing linescans across a Si unit cell. The images in 
Fig. 2a and b were recorded from Si in the [1̅10] projection with the monochromator slit inserted 
to give an energy resolution of 10 meV with a spectrometer entrance aperture corresponding to a 
collection angle of 24 mrad. EELS linescans were performed along the [110] direction with a 
typical step size of about 0.2 Å. The total intensity entering the spectrometer passes through 
minima and maxima as the probe moves on and off the atomic columns due to interference effects 
associated with the phase contrast bright-field signal. To correct for this effect, the spectral 
intensity was normalized to the total intensity entering the spectrometer.  
Fig. 2c shows the resulting vibrational spectra when the probe is positioned on and off the 
Si dumbbell columns and Fig. 2d shows the integrated intensity of the low energy and high energy 
peaks as the probe is moved across the unit cell. The spectral intensity of the 60 meV peak 
increases by almost 40%, when the probe is positioned on the column showing the impact signal 
is highly localized with Fig. 2d demonstrating a spatial resolution of better than 2 Å. This is at 
least an order of magnitude improvement in spatial resolution compared to previous results3,19,22 
clearly showing that atomic resolution vibrational spectroscopy can be accomplished in the 
forward scattering geometry using the impact signal. The signal from the lower energy peak is 
noisier but also shows atomic resolution.  
When the collection semi-angle was reduced by a factor of two to 12 mrad, the intensity 
difference for the on and off column probe positions increased to 80% for the 60 meV line scan. 
Fig. 3 shows the spectra and integrated peak intensities as a function of position (linescan step size 
0.6 Å) for this smaller collection angle. Interestingly, whilst the intensity of the higher energy 
signal still tracks with the HAADF signal peaking on the column, the maximum of the lower 
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energy signal is offset from the column position. Furthermore, in contrast with the large collection 
angle data, the energies of both peaks change significantly as the probe moves between the 
columns. The lower energy peak increases in intensity to a maximum as the probe approaches the 
column, and its energy position shifts from ~ 40 to 50 meV. The higher energy peak shifts from 
60 to 58 meV as the probe moves onto the column. This highlights the variation in intensity and 
shape of the spectra with less than 1 Å shifts in probe position. 
For the small collection angle data, the lower energy peak shows an asymmetry in the 
intensity with respect to the atomic column position which also correlates with an asymmetry in 
the bright-field signal entering the spectrometer (see Extended Data Fig. 5a). Simulations of 
convergent beam patterns (Extended Data Fig. 5b-d) show that small (~1 mrad) misalignments 
between the incident cone and the cone defined by the spectrometer entrance aperture, as well as 
small (~1 mrad) tilts of the specimen can introduce an asymmetry to the intensity distribution in 
the bright-field signal recorded on either side of the atomic columns. Contributions to vibrational 
spectra from near the Brillouin zone boundaries may also be sensitive to small detector shifts or 
specimen tilts, which would explain the asymmetry we observe.  This is an interesting effect and 
in future studies we will aim to exploit this sensitivity to tilts and shifts to investigate anisotropy 
in lattice vibrations with atomic resolution. 
The low energy peak lies at ~ 50 meV when the electron probe is located close to the atomic 
column and is associated with the upper branches between the X and L points of the Brillouin zone 
(Fig. 1c).  When the probe is located between the columns the energy shifts down to ~ 40 meV, 
which is associated with other points in the 2D (1̅10) section of the Brillouin zone (see Extended 
Data Fig. 3). The change in energy suggests that the transition probability for launching phonons 
along different directions is strongly influenced by the probe position.  
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 A form of momentum filtering also occurs for the higher energy optical peak and can be 
interpreted in terms of a simple classical picture where small impact parameter collisions are 
associated with high momentum transfer. When the probe is on the atomic column (small impact 
parameter), the peaks shift down to  56 – 58 meV corresponding to the higher momentum transfers 
associated with excitations at the Brillouin zone boundaries. When the probe is positioned between 
the columns (large impact parameter), the spectral peak appears at around 60 meV which is 
associated with relatively low momentum transfers in the first Brillouin zone (i.e. perhaps a third 
of the way between the  point and the boundary). Atomic resolution can arise from these low 
momentum transfer modes with pure elastic scattering followed by a normal phonon scattering 
process in the first Brillouin zone. Alternatively, it could arise via Umklapp scattering from 
neighboring Brillouin zones without the need for elastic scattering. Given that the sample thickness 
is on the order of the extinction distances (~ 50 nm) for Bragg beams, it is likely that the resulting 
signal with atomic resolution is a combination of both possibilities. Changes observed in the 
spectral shape with changing probe position can be explained by Umklapp scattering but not elastic 
scattering, thus showing that we have atomic resolution in the optical phonon mode.  
High spatial resolution in vibrational EELS is also possible from ionic materials provided 
suitable impact peaks can be identified where the dipole contribution is very weak. SiO2 is an oxide 
with mixed ionic-covalent bonding and the background-subtracted vibrational energy-loss 
spectrum (Fig. 4a) shows peaks at 58, 100 and 144 meV.  The peak at 100 meV corresponds to a 
mixture of SiO4 stretching and SiO4 bending modes
28. There is a weak dipole component from 
bond polarization effects, so it will not be prominent in IR absorption, but easily detectable by 
neutron measurements of impact scattering (see Extended Data Fig. 4)28. The spatial resolution of 
the SiO2 peaks was explored by performing EELS linescans across a SiO2/Si interface. The 
10 
 
sharpness of the profile from the impact signal is controlled by SiO2/Si interface abruptness. 
According to dielectric theory, the long-range electrostatic interaction and associated begrenzungs 
effect should cause the dipole signal to significantly drop at 20 – 30 Å from the interface19. An 
ADF image of the interface along with linescans of the 144 meV dipole and the 100 meV impact 
signals are shown in Fig. 4b and c.  The EELS signals were normalized to the total spectral intensity 
to correct for elastic scattering and mass thickness effects. Whereas the 144 meV dipole signal 
shows delocalization of greater than 30 Å predicted by dielectric theory, the 100 meV impact 
signal shows a much sharper profile dropping over a distance of about 5 Å. This shows that high 
spatial resolution is not limited to elemental semiconductors but is possible in all materials 
(including amorphous materials) which possess peaks where impact scattering dominates over 
dipole scattering.  
In conclusion, we have demonstrated atomic resolution vibrational spectroscopy by using 
a monochromated, aberration corrected STEM with a large convergence angle and a conventional 
on-axis spectrometer geometry. Our approach selects modes associated with impact scattering, 
which yield high spatial resolution for both ionic and covalent materials. We achieve a spatial 
resolution of better than 2 Å which is at least an order of magnitude improvement compared to 
previous work. In crystalline Si, with only covalent bonding, vibrational peaks corresponding to 
both optical and acoustic phonons were observed. The signal intensity is strongest with the probe 
positioned over atomic columns. We observed significant changes in spectral shape with sub-
angstrom shifts in probe position for smaller collection angles, which is qualitatively explained by 
a momentum filtering effect. In amorphous SiO2, with mixed ionic and covalent bonding, the 100 
meV vibrational mode, which is dominated by impact scattering, yielded a spatial resolution of 5 
Å. The method presented here represents an important technical advance that will allow the 
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influence of local atomic structure on vibrational modes to be explored directly. In future, we will 
apply this method to investigate changes in the character of vibrational modes around atomic-scale 
structural heterogeneities such as point defects, dislocations, grain boundaries and surfaces. These 
changes in vibrational modes should yield fundamental new insights into important thermally 
activated processes in materials. 
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Methods 
Sample Preparation 
To investigate vibrational spectra in Si, a conventional cross section Si sample in a [1̅10] zone 
axis orientation was prepared by dimpling and ion milling. A second sample was prepared to 
investigate the Si/SiO2 interface. The top surface of a Si wafer was subjected to thermal oxidation 
at 900°C to obtain a ~3 μm film of SiO2 on the Si substrate. The oxidized wafer was then prepared 
for STEM EELS analysis by performing a lift-out procedure using a Ga-ion beam and an 
Omniprobe on a Nova 200 NanoLab (FEI) focused ion beam (FIB) combined with a scanning 
electron microscope (SEM). The thickness of the lift-out specimen measured using SEM 
approached ~100 nm near the edges and ~80 nm near the SiO2/Si interface. The interface plane 
normal was parallel to the (001) crystallographic plane in Si while the zone axis was along the 
[110] crystallographic direction in Si. 
Monochromated STEM-EELS Measurements 
STEM-EELS analysis on all samples was performed using a NION HERMES UltraSTEM 100 
aberration-corrected electron microscope equipped with a monochromator, operated at 60 kV. The 
probe convergence semi-angle was 28 mrad, and the corresponding collection semi-angles were 
12 and 24 mrad. To record spectra, a dispersion of 1 or 2 meV per channel was used with the 12 
mrad collection angle and 0.37 meV per channel was used with the 24 mrad collection angle. 
Aberration correction of the magnetic lenses up to the fifth order produced probes of ~0.12 nm 
diameter with beam currents of ~100 pA. During the monochromated experiment, the beam current 
was ~10 pA, and energy resolution was 15 meV for the 12 mrad collection angle and 10 meV for 
the 24 mrad collection angle. The monochromated probe size was estimated to be ~0.17 nm. 
Background Fitting to Vibrational EELS Spectra 
All acquired spectra were processed using the Gatan Microscopy Suite, the FIJI-Cornell Spectrum 
Imager29, and custom written MATLAB code.  The spectra were calibrated first by using cross 
correlation to align the center of the zero-loss peaks to 0 meV. All spectra were then normalized 
to the total intensity entering the spectrometer. 
The characteristic vibrational peaks sit on a rapidly falling signal arising from both non-
characteristic phonon losses and a tail on the zero-loss peak.  The signal-to-background ratio is 
typically 10 – 20% making accurate background modelling and correction critical to reveal subtle 
differences in the characteristic peak shapes and intensities. Background subtraction in previous 
studies on vibrational EELS has typically involved fitting a power-law or polynomial function to 
the data using two fitting windows, one placed immediately before, and one placed immediately 
after the vibrational peak of interest. Earlier work on low-loss EELS has tested several functions 
that can be used to approximate the form of the zero-loss peak itself30 finding the Pseudo-Voigt 
function (the sum of a Gaussian and a Lorentzian) to be particularly well suited. 
In this work, we also used a two-window method for background fitting. We tested the exponential, 
power-law, and linear combination of power-laws (LCPL) functions because these have 
traditionally been used for background subtraction in EELS29. In addition, we tested the Pseudo-
Voigt, and Pearson VII functions (essentially a Lorentzian raised to a power)31 because these can 
be used to model spectral peaks, and so we hypothesized that they might be superior functions to 
fit to the tail of the zero-loss peak than exponential or power-law functions. When processing our 
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experimental data, the most appropriate function for background subtraction was chosen based on 
three main criteria:  
1) Minimization of a reduced χ2 value for the fit within the fitting windows (using the square root 
of the number of counts as a crude approximation of the noise).  
2) Inspection of spectra to ensure that the intensities in signal channels are positive after 
background subtraction (negative intensity is unphysical and indicative of an incorrect background 
model).  
3) Robustness of background subtraction when changing the position and width of the fitting 
windows (a significant drop in fit quality when repositioning windows is indicative of a poor 
background model).  
For Silicon, we found the that Pseudo-Voigt function outperformed the other fitting models, 
because it resulted in fewer background subtracted spectra with regions of negative intensity, and 
was more robust to changes in the width and position of fitting windows.  
For linescans across the Si/SiO2 interface, we found that the Pearson VII function to be the most 
robust background model because it was the only function of those tested that did not leave a 
region of significant negative intensity after background subtraction between the vibrational peaks 
at ~58 and 144 meV when the probe was positioned at the interface. In this case, the fitting 
windows had to be spaced much further apart than they were for the spectra from Si, which may 
make accurate background fitting more challenging.  
The MATALB codes used to fit backgrounds are uploaded as supplementary files.   
Gaussian Fitting To Background Subtracted Si Vibrational Spectra 
After background subtraction, we modeled the variation in the intensity of vibrational spectra from 
Si using a simple two Gaussian peak fitting model. Each Gaussian was constrained to have widths 
of up to a maximum of 40 meV, because this was the energy range over which the vibrational 
spectra of interest lay. A lower limit for Gaussian width was chosen based on the energy resolution 
of our measurements (10 meV when using a larger collection angle, and 15 meV when using a 
smaller collection angle). The peak positions were constrained to lie in the ranges 55 – 63 meV 
and 40 – 50 meV to model the higher and lower energy phonon dispersion branches in Si as 
indicated in Fig. 1c.   
The MATLAB code used to fit Gaussians to the spectra are uploaded as supplementary files. 
Calculating the phonon dispersion surfaces 
The 2D dispersion surfaces were calculated with a combination of Phonopy and VASP using a 4 
x 4 x 4 supercell based on the primitive Si unit cell.  The VASP calculations were converged to 
1.0x10-8 eV with the PAW potentials.  Phonon frequencies were calculated on a grid of 307 points 
spanning one quadrant of the 1̅10 2D Brillouin Zone32-34. 
Data Availability 
The MATLAB codes used to analyze the data are included as supplementary files. The raw 
experimental spectra will be made freely available by depositing them in a suitable repository prior 
to publication.  
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Figures and Figure legends  
 
Fig. 1. Acquisition geometry and vibrational spectra from silicon. a Schematic diagram 
showing the STEM EELS acquisition geometry used in experiment with α = 28 mrad and β = 12 
or 24 mrad. b The upper panel shows a typical raw vibrational energy-loss spectrum from Si 
acquired with β = 24 mrad (red circles). Blue curve shows the background subtraction model 
employed. The vertical lines (blue and green) show the windows used to fit the background. The 
lower panel shows the same spectrum after background subtraction. Here, the blue curve shows 
the two Gaussian peak fitting model employed, which shows good agreement with the data. c 
Dispersion surfaces in for Si23,24  – blue and red shaded areas corresponds to peaks in the density 
of states on the upper branches from ~55 – 62 meV (optical) and on a lower branch from ~41 – 48 
meV (optical and acoustic). 
  
19 
 
 
Fig. 2. Background subtracted spectra and linescan for large collection angle data. a Atomic 
resolution  annular dark field (ADF) image with electron beam monochromation of ~10 meV from 
Si in [1̅10] projection with light contrast corresponding to Si dumbbell column pairs. A model of 
Si in the [1̅10] projection overlaid on the ADF image shows the position of atomic columns that 
form dumbbells. b Magnified image of area indicated by red box in a. The arrow indicates position 
and direction of EELS linescan acquisition. c Individual spectra from different positions along 
linescan shown by the green x-symbols in b. As in Fig. 1, the red circles are experimental data 
points, and the blue line is the result of the Gaussian fit. d The variation in intensity for higher 
(blue) and lower (red) energy phonons over the linescan indicated in b. The profiles are spatially 
aligned with the ADF image in b, as indicated by dashed green guidelines. An increase in phonon 
intensity can be observed around the dumbbell columns.  
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Fig. 3. Background subtracted spectra and linescans for small collection angle data. a ADF 
image of Si dumbbells with arrow indicating position and direction of EELS linescan acquisition. 
b The variation in intensity for higher (blue) and lower (red) energy phonons over the linescan 
indicated in a. A strong increase in higher energy phonon intensity can be observed around the 
dumbbell columns. The maxima of the lower energy phonon intensity are offset relative to the 
dumbbell columns. c Raw spectra at 9 individual probe positions all separated by 0.6 Å along the 
linescan between the labels 1 and 9 shown in a and b. It also shows the two Gaussian fits to the 
spectra at all probe positions. This highlights the variation in intensity and shape of the spectra 
with less than 1Å shifts in probe position. 
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Fig. 4. High resolution vibrational spectroscopy in SiO2. a Experimental energy-loss spectrum 
in SiO2 far from interface (solid blue) and dielectric theory simulation of the spectrum (dashed 
red). The peak at ~100 meV does not appear strongly in the dielectric simulation, indicating that 
it is predominantly excited by impact scattering. b Atomic resolution ADF image of the SiO2/Si 
interface showing linescan direction across the interface. c Normalized signal profiles across the 
interface – 100 meV (red) and 144 meV (blue). 
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Extended Data 
 
Extended Data Fig. 1. Background fitting models. Example two-window background fits and 
background subtracted spectra for Si with the probe in an on-column probe position (on the leading 
edge of a column immediately before the signal from the lower energy phonon cuts off) and an 
off-column position. The background models used are a a Pseudo-Voigt (Gaussian plus 
Lorentzian), b a power-law, c an exponential, and d a Pearson VII function (essentially a 
Lorentzian raised to a power). A linear combination of power-laws (LCPL) model was also tested 
but is not shown because it performed very similarly to the power-law model. The width and 
position of the fitting windows are the same in each spectrum and are indicated by the vertical blue 
and green lines. Each of the background models yields background subtracted spectra with features 
that are qualitatively extremely similar. The exponential, power-law, and Pearson VII fits are 
judged to be inferior to the Pseudo-Voigt fit because of the negative intensity between ~20 and 40 
meV energy loss in the on-column spectra.  
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Extended Data Fig. 2 Schematic diagram in reciprocal space showing incident beam convergence 
(orange circle) of 28 mrad and spectrometer acceptance ranges of 24 and 12 mrad (dashed and 
solid green circles respectively) relative to the Brillouin zones in Si covered by the incident beam.  
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Extended Data Fig. 3. a Schematic diagram of the Brillouin Zone of a face-centered cubic unit 
cell. In our experiments, the electron beam propagates along a direction symmetrically equivalent 
to [1̅10]. The part of the phonon dispersion surface that is sampled during our experiment is 
associated with a cross-section of the Brillouin zone orthogonal to the beam direction, which 
intersects the Γ, X, K, and L points indicated on the diagram. b 1D plots of sections of the phonon 
dispersion curves between Γ and X, and Γ and K, calculated using Phonopy. These show very 
similar features to the dispersion curves derived from the full 3-dimensional Brillouin zone (Fig. 
1c). c A plot of the 2D dispersion surfaces associated with the cross-section of the Brillouin zone 
orthogonal to the beam direction, calculated using Phonopy. The higher energy phonon signal 
measured in our experiments is associated with the upper dispersion surfaces around 60 meV. The 
lower energy phonon signal measured in our experiments is associated with maxima, minima, and 
saddle points in the dispersion surfaces between 40 and 50 meV. 
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Extended Data Fig. 4. Neutron and IR data. To facilitate the interpretation of the vibrational 
EELS data we examined inelastic neutron scattering data for SiO2
35 and Si36  and IR absorption 
spectroscopy from SiO2
37 and Si36 .  For Si, the relevant peaks are at approximately 40, 50 and 60 
meV and are consistent with the dispersion curves shown in Fig. 1c.  These peaks all also present 
with different relative intensities in the atomic resolution EELS.  The IR peak at 75 meV is 
extremely weak and is not observed in the EELS spectra (indeed, simulations suggest that even 
with no background from the zero-loss peak, the 75 meV peak would be obscured by Cerenkov 
radiation). For SiO2, the neutron scattering shows peaks at 55, 100, 138 and 150 meV. The IR 
shows three peaks at similar energies but the peak at 100 meV is absent since it is primarily 
associated with impact scattering. The EELS shows peaks like those in the neutron scattering 
although we do not resolve the separate peaks at 138 and 150 meV. 
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Extended Data Fig. 5. Bright field signal: Experiment and Simulations. a Total intensity 
entering the spectrometer passes through minima and maxima as the probe moves on and off the 
atomic columns due to destructive and constructive interference associated with the phase contrast 
bright field signal.  The bright-field signal profile also shows an asymmetry which correlates with 
the asymmetry shown for the phonon intensities of Fig. 3b. b We performed energy filtered 
convergent beam diffraction simulations with a probe size of 2 Å and a convergence semi-angle 
of 28 mrad.  The simulations were performed with Q-STEM38 exactly on and at a tilt of 1 mrad 
off the (110) zone axis. Aberrations were chosen to fix the probe size at 2 Å for a 60 kV beam 
voltage. As we used a monochromated probe for our experiments, the energy spread of the beam 
is simulated as 0.0 eV. Thermal diffuse scattering was not included. c Diagrams indicating the 
probe positions corresponding to those of the simulations in (b) at 4 different points along the (110) 
linescans. d Simulated bright field signal entering the spectrometer vs probe position. This was 
determined by integrating the CBED patterns over a circular area corresponding to a collection 
semi-angle of 12 mrad (example area indicated by yellow circle on CBED pattern in inset).  
Positions 0 and 4 are symmetrically identical.  The simulated on axis BF profile (blue line) shows 
a drop in intensity of about 13 % when the probe is on the Si dumbbell column which is reasonably 
close with the experimental conditions, where we have about 20% intensity change. Tilting the 
crystal by 1 mrad (purple line, tilt axis illustrated by arrows in (c)) introduces very little change to 
the intensity when the probe is on the column (Position 2) but causes an asymmetric change in the 
intensity on either side of the column (Positions 1 and 3).  A similar effect is also seen due to a 1 
mrad shift in the spectrometer entrance aperture position (red line). A combination of a small tilt 
and a small detector misalignment may be responsible for the asymmetry observed in the phonon 
linescan. Experimentally, it is very challenging to ensure that such small sample tilts and detector 
misalignments are not present. 
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Supplementary Information 
Theoretical Model 
The specimen thicknesses where measurements were performed was on the order of 50 nm, which 
is similar to the extinction distance for Si (110)  (~ 55 nm). There is therefore dynamical elastic 
diffraction both before and after the phonon scattering.  In many ways the process is similar to 
HAADF where lattice resolution is achieved by coherent interference in the incident probe, 
followed by transfer to a detector by multiphonon (thermal diffuse) scattering39 .  In this case the 
transfer is to the range of angles and energies selected by the spectrometer, by both acoustic and 
optic phonons. The phonon intensity when the probe is at position rp is an integral over 
contributions from slices of thickness dz at depth z in a specimen of thickness t  
𝐼(𝒓𝒑) = ∑ ∭ 𝑄0𝐿
𝐿,𝐿′,𝑔,𝑔′,ℎ,ℎ′
(𝒒′, 𝑡 − 𝑧)𝑄0𝐿′
∗ (𝒒′, 𝑡 − 𝑧) 
×  𝐻(𝒒′ + 𝑳 − 𝒈 − 𝒒)𝐻∗(𝒒′ + 𝑳′ − 𝒈′ − 𝒒)  
×  𝑃𝑔ℎ(𝒒, 𝑧)𝑃𝑔′ℎ′
∗ (𝒒, 𝑧) 𝐴(𝒒 + 𝒉)𝐴(𝒒 + 𝒉′)𝑒𝑥𝑝[−𝑖(𝒉 − 𝒉′)𝒓𝒑]𝑑𝒒
′𝑑𝒒 𝑑𝑧 
           (1) 
where q’ represents the wavevector in the Brillouin Zone (BZ) characterizing the final state 
accepted by the spectrometer, q the wave vector in the BZ representing the initial state (See Fig. 
1), q’-q is the phonon wavevector L,L’, g,g’,h,h’ are reciprocal lattice vectors, A(q+h) is an 
aperture function defining the incident probe, Pgh(q,z) represents dynamical propagation of the 
incident electron wave before the phonon scattering which is represented by H(q’+L-g-q’) and 
Q0l(q’,t-z) represents the dynamical scattering of the phonon scattered electrons. 
The scattering operator for phonons is 
𝐻(𝒒 + 𝒈) = (𝒒 + 𝒈). 𝒆 (
ℏ
2𝑀𝜔(𝑞)
)
1
2 𝑓𝑒𝑙(𝑞 + 𝑔)(1 + 𝑒𝑥𝑝(𝑖𝒒. 𝑹))   
           (2) 
where fel(q+g) is the electron scattering factor, R is the position of the 2
nd atom in the primitive 
cell, M is the mass of the atom, (q) is the frequency and e is the polarization direction.  We have 
assumed that energies that can be resolved by our spectrometer are greater than kBT (25 meV ) and 
only phonon creation processes need be considered.  In a Bloch wave picture the dynamical 
diffraction propagation matrices can be expressed as 
𝑃𝑔ℎ(𝑞, 𝑧) = ∑ 𝐶𝑔
𝑗
𝑗 𝑒𝑥𝑝(𝑖𝑘𝑗𝑧)𝐶ℎ
∗𝑗
                  (3) 
where kj are the eignenvalues and 𝐶𝑔
𝑗
 are the eigenvectors.  Alternatively the propagation matrix 
can be calculated by the multislice method. 
In the simplified theory we’ll neglect the dynamical elastic scattering before and after the phonon 
scattering, and assume that just 3 beams contribute to the image –g,0,g  (In Si these could be (111) 
beams).  Neglecting cross aperture interference we have  
Dq = q '-q  
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is the net phonon momentum transfer. 
The simplified intensity I(rp) is 
𝐼(𝑟𝑝) = ∬ (
2ℏ
𝜔𝑀
) 𝑐𝑜𝑠2(∆𝑞𝑅𝑝) [
𝑓(∆𝑞 + 𝑔)𝑓(∆𝑞)((∆𝒒 + 𝒈). 𝒆)(∆𝒒. 𝒆)𝑒𝑥𝑝(−𝒊𝒈. 𝒓𝒑)
+𝑓(∆𝑞 − 𝑔)𝑓(∆𝑞)((∆𝒒 − 𝒈). 𝒆)(∆𝒒. 𝒆)𝑒𝑥𝑝(𝒊𝒈. 𝒓𝒑)
(∆𝒒. 𝒆)2𝑓2(∆𝑞)
] ∆𝑞 
           (4) 
which can be rewritten as an expression inversely proportional to the phonon energy, E, and a 
density of phonon states. 
𝐼(𝑟𝑝) = ∬ (
2ℏ2
𝑀
) 𝑐𝑜𝑠2(∆𝑞𝑅𝑝) [
𝑓(∆𝑞 + 𝑔)𝑓(∆𝑞)((∆𝒒 + 𝒈). 𝒆)(∆𝒒. 𝒆)𝑒𝑥𝑝(−𝒊𝒈. 𝒓𝒑)
+𝑓(∆𝑞 − 𝑔)𝑓(∆𝑞)((∆𝒒 − 𝒈). 𝒆)(∆𝒒. 𝒆)𝑒𝑥𝑝(𝒊𝒈. 𝒓𝒑)
(∆𝒒. 𝒆)2𝑓2(∆𝑞)
]
1
𝐸
𝑑𝐸
|∇E(∆𝑞)|
 
           (5) 
Note that if there is a slight tilt such that the 1st two terms in the square brackets aren’t equal then 
there will be a change in the peak phonon intensity with respect to rp. 
