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CHERN CLASSES AND GROMOV–WITTEN THEORY OF
PROJECTIVE BUNDLES
HONGLU FAN
Abstract. We prove that the Gromov–Witten theory (GWT) of a projective bundle
can be determined by the Chern classes and the GWT of the base. It completely
answers a question raised in a previous paper. Its consequences include that the
GWT of the blow-up of X at a smooth subvariety Z is uniquely determined by GWT
of X, Z plus some topological data.
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0. Introduction
In [FL16], the following question was raised.
Question. Let S be a smooth variety and V be a vector bundle. Is the Gromov–
Witten invariants of PS(V ) uniquely determined by that of the base S and the total
Chern class c(V )?
The main result of this paper is an affirmative answer to the above question in all
genera.
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Theorem A (=Theorem 1.1). Let S be a smooth projective variety, and V1, V2 be two
vector bundles on S. If c(V1) = c(V2), we have the following equality between Gromov–
Witten invariants
(1) 〈ψk1α1, . . . , ψ
knαn〉
P(V1)
g,n,β = 〈ψ
k1F(α1), . . . , ψ
knF(αn)〉
P(V2)
g,n,Ψ(β)
for any cohomology classes α1, . . . , αn ∈ H
∗(X1), any set of natural numbers k1, . . . , kn,
any curve class β ∈ N1(X1) and any genus g ∈ Z≥0.
Here F,Ψ are natural isomorphisms identifying H∗(P(V1)) with H
∗(P(V2)), and
N1(P(V1)) with N1(P(V2)), respectively (see section 1).
0.1. Background. As a natural construction in geometry, the projectivization of vec-
tor bundles (projective bundles) has appeared as key objects in various mathematical
theories. In particular, it’s important in Gromov–Witten theory as well. For ex-
ample, Gromov–Witten theory of projective bundles has appeared as a central sub-
ject in crepant transformation conjecture for ordinary flops (e.g., [LLW11, LLW13,
LLQW14]), and the later proposals of the functoriality of Gromov–Witten theory
([LLW16, LLW15]) also emphasize the role of projective bundles. Besides, projective
bundle appears naturally in the degeneration to the normal cone which is an important
construction in some Gromov–Witten results (e.g., [MP06,HLR08]).
0.2. Techniques and difficulties. In [MP06,Bro09,CGT15], the virtual localization
under the fiberwise torus action has been very effective in the study of Gromov–Witten
theory of split projective bundles. In spite of this, it is difficult to establish Theorem
A in the case of split bundles using localization. The main hurdle is that localization
would not yield symmetric expressions in Chern roots until nonequivariant limits are
taken. A way to see this is probably the following. For simplicity suppose we are
given two split rank-2 bundles V1 = L1 ⊕ L2 and V2 = L
′
1 ⊕ L
′
2 with c(V1) = c(V2) but
c1(L1) 6= c1(L
′
i) for both i = 1, 2. If we impose torus actions on V1 and V2 by scaling
each factor, one can compute that cT (V1) 6= cT (V2). Therefore, we cannot expect
P(V1) and P(V2) to have the same equivariant theory, and Theorem A only holds when
passing to their nonequivariant limits. One might notice that the I-function in [Bro09]
packages the localization computation into a form that admits a nonequivariant limit.
But unfortunately the I-function in [Bro09] is not symmetric in Chern roots either.
When the projective bundle is not split, such a fiberwise torus action is absent. A
degeneration argument is applied in [LLQW14] and has had some success in a limited
form of quantum splitting principle.
In this paper, Theorem A is established using a new method which works regardless
of the splitting of a projective bundle. The idea is the following. We compactify a
vector bundle V into P(V ⊕ O). The scaling action on V by C∗ can be extended into
P(V ⊕O) and we use Mg,n(P(V ⊕O), β) as a master space. Using virtual localization,
we obtain relations between (twisted) Gromov–Witten invariants of S and P(V ) by
integrating a cohomology class of degree strictly less than the virtual dimension. By
using this kind of relations, we determine Gromov–Witten theory of P(V ) out of the
one of S, and the whole algorithm only involves Chern classes of V .
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0.3. Consequences and remarks. The result is surprising to us because Chern
classes are merely topological invariants which are not enough to classify topological
types of vector bundles. For example,
Fact ([AR76]). In P3, suppose V is a rank 2 holomorphic vector bundle with even
first Chern class. There exists a holomorphic vector bundle V ′ such that c1(V ) =
c1(V
′), c2(V ) = c2(V
′) while V 6∼= V ′ as complex vector bundles.
In the meantime, Theorem 1.1 has an interesting consequence. In section 6, we
explain that our result immediately applies to [HLR08] to get the following refinement
of [MP06, Lemma 1].
Theorem B (=Theorem 6.1). Let Z ⊂ Y be inclusions of smooth projective varieties
and NZ/Y be the normal bundle of Z. Let Y˜ be the blow-up of Y at Z and E be the
exceptional divisor. The absolute Gromov–Witten invariants of Y˜ can be determined
by the absolute Gromov–Witten invariants of Y and Z, plus the following topological
data:
(a) The cohomology rings H∗(Y ), H∗(Z) and their pull-back maps under inclusion.
(b) The Chern classes ci(NZ/Y ) ∈ H
∗(Y ).
All the above results motivate us to ask some further questions. For example,
Question 1. Can we establish a similar theorem for arbitrary Pn-fibrations (not nec-
essarily the projectivization of a vector bundle)?
More precisely, a Pn-fibration (smooth fibration with each fiber Pn) will still satisfy
the condition of Leray–Hirsch theorem, and we can impose a condition by requiring
that the identification of the first Chern class of relative canonical sheaves induces
an isomorphism between cohomology rings of given fibrations. One can see that this
condition generalizes the one in Theorem A. On the other hand, a Pn-fibration admits
other invariants, for example, the Brauer class. It might be interesting to study whether
Brauer class or other invariants play a role here.
Regarding the blow-up theorem, it would be interesting to see whether the whole
algorithm can be made explicit. A further question we have in mind is the following.
Question 2. Is it possible to state a relatively “nice” relationship (say, using symplectic
operators depending on ci(NZ/X)) between Lagrangian cones LBlZX , LX and LZ?
0.4. Acknowledgement. The author would like to thank his advisor Y. P. Lee for
his guidance and encouragement throughout the project. He would also like to thank
Andrei Mustat¸a˘, Junliang Shen, Yang Zhou and for helpful discussions. The author is
supported by NSF and SwissMAP.
1. Statement of the main theorem
In this paper, c(V ) refers to the total Chern class, i.e.
c(V ) = 1 + c1(V ) + · · · + cr(V )
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Let S be a smooth projective variety. V1, V2 are vector bundles of rank r over S. We
further require that
c(V1) = c(V2).
Let X1 = P(V1), X2 = P(V2) be the corresponding projective bundles, and
πi : Xi → S
are the projections for i = 1, 2. From Leray–Hirsch we know
H∗(Xi) = H
∗(S)[hi]/(h
r
i + c1(Vi)h
r−1
i + · · · + cr(Vi)), (i = 1, 2),
where hi = OXi(1). Because their Chern classes agree, we have the following isomor-
phism
FV1,V2 : H
∗(X1) ∼= H
∗(X2)
satisfying FV1,V2(π
∗
1σ) = π
∗
2σ, F(h1) = h2. There is also an isomorphism
ΨV1,V2 : N1(X1)
∼= N1(X2)
determined by the intersection property
(D, β) = (FV1,V2(D),ΨV1,V2(β)),
for any D ∈ H2(X1). To shorten the notation, we adopt the following convention,
Convention 1. When the context is clear, we write F instead of FV1,V2 , and Ψ instead
of ΨV1,V2.
Now we state our main theorem.
Theorem 1.1. Let S be a smooth projective variety, and V1, V2 be two vector bundles
on S. Let X1, X2,F also be the same as above. Suppose c(V1) = c(V2). Then we have
the following equality between Gromov–Witten invariants.
(2) 〈ψk1α1, . . . , ψ
knαn〉
X1
g,n,β = 〈ψ
k1F(α1), . . . , ψ
knF(αn)〉
X2
g,n,Ψ(β)
for any cohomology classes α1, . . . , αn ∈ H
∗(X1), any set of natural numbers k1, . . . , kn,
any curve class β ∈ N1(X1) and any genus g ∈ Z≥0.
Let’s make a preliminary observation towards the theorem.
Lemma 1.2. (KX1 , β) = (KX2 ,Ψ(β)).
As a result, the virtual dimensions of the involved moduli spaces of stable maps are
the same, which is one of the first things one can check directly for the theorem.
Proof. Recall the Euler sequence
0→ OXi → π
∗
i Vi ⊗OP(Vi)(1)→ Tπi → 0,
where the Tπi is the relative tangent sheaf of the morphism πi. We also know that for
i = 1, 2
KXi = Kπi ⊗ π
∗
iKS = det(T
∨
πi
)⊗ π∗iKS.
Thus, it suffices to prove
F(c1(det(T
∨
π1
))) = c1(det(T
∨
π2
)).
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We see from the Euler sequence that
c(Tπi) = c(π
∗
i Vi ⊗OP(Vi)(1))
for i = 1, 2. The proof can be easily finished with a splitting principle calculation using
the fact that F ◦ π∗1 = π
∗
2 , F(c1(OP(V1)(1))) = c1(OP(V2)(1)) and c(V1) = c(V2). 
Note that in proving the theorem, we are free to twist both V1 and V2 by a fixed line
bundle simultaneously. To be more precise, for any line bundle L on S, we still have
c(V1 ⊗ L
−1) = c(V2 ⊗ L
−1)
and
P(Vi ⊗ L
−1) ∼= P(Vi).
Throughout this paper, we choose L to be sufficiently ample so that OP(Vi⊗L−1)(1) =
OP(Vi)(1) + π
∗
i L is ample on Xi. Therefore,without loss of generality, we make the
following assumption in this paper.
Assumption 1. We assume that OP(Vi)(1) is ample on P(Vi) for i = 1, 2.
Later, more specific requirements about the ampleness of L will be made.
2. Twisted Gromov–Witten invariants
The proof of Theorem 1.1 roughly goes by relating corresponding invariants on X1
and X2 to the same expression of twisted invariants on S. In this section, we set up
the notations and recall basic facts about twisted Gromov–Witten invariants.
Let X be a smooth projective variety, E be a vector bundle over X . Let
ftn+1 :Mg,n+1(X, β)→Mg,n(X, β)
be the map forgetting the last marked point. Under this map Mg,n+1(X, β) can be
viewed as the universal family over Mg,n(X, β). Furthermore, the evaluation map of
the last marked point
evn+1 :Mg,n+1(X, β)→ X
serves as the universal stable map from the universal family over Mg,n(X, β).
Let C∗ act on X trivially and on E by scaling (weight 1 on every 1-dimensional linear
subspace of a fiber). Let λ be the corresponding equivariant parameter. There exists a
two-term complex of vector bundles in Mg,n(X, β)
0→ E0g,n,β → E
1
g,n,β → 0
such that the i-th cohomology is Ri(ftn+1)∗ev
∗
n+1E for (i = 0, 1).
Let C∗ act on Eig,n,β by scaling as well. Write Eg,n,β for the two-term complex
[E0g,n,β → E
1
g,n,β] in D
b(Mg,n(X, β)). Define the equivariant Euler class
eC∗(Eg,n,β) =
eC∗(E
0
g,n,β)
eC∗(E10,n,β)
∈ H∗(Mg,n(X, β))⊗C C[λ, λ
−1].
As a result,
eC∗(E
1
g,n,β) = λ
r1 + c1(E
1
g,n,β)λ
r1−1 + · · · + cr(E
1
g,n,β) ∈ H
∗(Mg,n(X, β))⊗C C[λ],
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where r1 = rank(E
1
g,n,β). Since elements in H
∗(M0,n(X, β)) are nilpotent, one easily
sees that eC∗(Eg,n,β) is well-defined if we invert λ. Applying the same reason on E
0
g,n,β,
we see eC∗(Eg,n,β) is invertible if λ can be inverted.
Define the twisted Gromov–Witten invariants to be
〈ψk1α1, . . . , ψ
knαn〉
X,tw,E
g,n,β =
∫
[M0,n(X,β)]vir
1
eC∗(Eg,n,β)
∪
n∏
i=1
ψkii ev
∗
i αi ∈ C[λ, λ
−1].
Remark 2.1. Under the more general framework in [CG07], our twisted invariants are
only their special case by choosing the multiplicative characteristic class to be
1
eC∗(·)
.
Throughout our paper, this is the only case we need.
Lemma 2.2. If the insertions are homogeneous and satisfy
n∑
i=1
ki +
n∑
i=1
deg(αi) = dim([Mg,n(X, β)]
vir),
then
〈ψk1α1, . . . , ψ
knαn〉
X,tw,E
g,n,β =
〈ψk1α1, . . . , ψ
knαn〉
X
g,n,β
λr
for some r.
Proof. One can expand to see that
1
eC∗(Eg,n,β)
=
1
λr
(1 + · · · ) ,
where r = rank(E0g,n,β) − rank(E
1
g,n,β). Each summand in · · · at the end involves
cohomology classes of nonzero degrees. Since the insertion already agrees with the
virtual dimension of the moduli space, only the leading term may produce a nonzero
number. 
3. Virtual localization
In order to carry out the recursive algorithm in Section 4, we need to use virtual
localization developed in [GP97]. We would like to briefly recall their technique and
make the set-up in the next subsection.
3.1. Localization. Let X be a smooth projective variety admitting an action by a
torus T = Cm. It induces an action of T on Mg,n(X, β). Let Mα be the connected
components of the fixed loci Mg,n(X, β)
T labeled by α with the inclusion iα : Mα →
Mg,n(X, β). The virtual fundamental class [Mg,n(X, β)]
vir can be written as
[Mg,n(X, β)]
vir =
∑
α
(iα)!
[Mα]
vir
eT (Nvirα )
,
where [Mα]
vir is constructed from the fixed part of the restriction of the perfect ob-
struction theory of Mg,n(X, β), and the virtual normal bundle N
vir
α is the moving part
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of the two-term complex in the perfect obstruction theory of Mg,n(X, β). The in-
dices α in the above virtual localization formula can be replaced by decorated graphs
introduced later in this section.
We will focus on the case T = C∗. The set-up of our localization computation is the
following. Let S be a smooth projective variety and V a vector bundle on S. We would
like to focus on P(V ⊕O). Denote
X = P(V ⊕O).
There is a natural inclusion
P(V ) →֒ X
whose complement can be naturally identified as the total space of the vector bundle
V , i.e.,
(3) V ∼= X − P(V ).
The C∗ action on V by scaling extends to X in the obvious way. Under this C∗
action, the fixed loci of X are the following.
(a) A copy of S (denoted by X0) which can be identified as the zero section of V
under the isomorphism in (3).
(b) A copy of P(V ) (denoted by X∞) which can be identified as X\V .
We denote XT = X0
⋃
X∞. Their normal bundles are the following.
(a) NX0/X = V . There is an induced fiberwise C
∗ action of character 1 for any
sub-representation.
(b) NX∞/X = OP(V )(1). There is an induced fiberwise C
∗ action of character −1 for
any sub-representation.
Proposition 3.1. The equivariant cohomology
H∗C∗(X) = H
∗(S)[λ, h]/(hr + c1(V )h
r−1 + · · · + cr(V ))(h− λ),
where r = rank(V ), λ is the equivariant parameter, and h is the equivariant cohomology
class that restricts to λ on X0 and to c1(OP(V )(1)) on X∞.
We omit the standard computation.
3.2. Decorated graph. Consider an invariant stable map f : (C, x1, . . . , xn) → X .
We can associate a graph Γ (with decorations) to it. Let V (Γ) and E(Γ) be the set of
vertices and edges, respectively. The rule of the assignment is the following.
Vertices:
• The connected components in f−1(XT ) are either curves or points. Assign a
vertex v to a connected component cv in f
−1(XT ).
• Define pv = 0 or ∞ depending on whether f(cv) ⊂ X0 or X∞, respectively.
• Define βv = f∗[cv] ∈ N1(Xpv) the numerical class of f∗([cv]) (if f(cv) is a point,
[cv] = 0).
• Define gv to be the arithmetic genus of cv.
• For the i-th marked point (i = 1, . . . , n), define si = v if xi ∈ cv.
Edges:
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• Assign each component of C −
⋃
v∈V (Γ)
cv an edge e. Let ce be the closure of the
corresponding component.
• We write βe = f∗[ce] ∈ N1(X).
We also introduce the following.
Notation. • βΓ =
∑
e∈E(Γ)
βe +
∑
v∈V (Γ)
βv
• gΓ =
∑
v∈V (Γ)
gv+h
1(Γ) where h1(Γ) is the dimension of first singular cohomology
of Γ as a one-dimensional CW complex.
• nv is the number of markings on the component cv.
The graph assignment is invariant under deformations of invariant stable maps. Thus,
we label each connected component of fixed loci ofMg,n(X, β) by the decorated graphs
above. Denote the component by MΓ and the virtual normal bundle N
vir
Γ . Now one
can construct the fixed component as certain fiber product according to the decorated
graph, and write down
1
e(NΓ)vir
more explicitly. The general framework is treated in
[MM15].
In order to write the virtual localization formula, we need to introduce a few more
definitions (following [Liu13, Definition 53]).
Definition 3.2. A vertex v ∈ V (Γ) is called stable if 2gv − 2 + val(v) + nv > 0 or
βv 6= 0. Let V
S(Γ) be the set of stable vertices in V (Γ). Let
V 1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 1, nv = 0, βv = 0},
V 1,1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = nv = 1, βv = 0},
V 2(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 2, nv = 0, βv = 0}.
The union of V 1(Γ), V 1,1(Γ), V 2(Γ) is the set of unstable vertices.
Define an equivalence relation ∼ on the set E(Γ) by setting e1 ∼ e2 if there is a
v ∈ V 2(Γ) such that e1, e2 ∈ Ev.
Definition 3.3. Define E(Γ) = E/ ∼.
One easily sees that a class [e] ∈ E(Γ) consists of a chain of edges, say e1, e2, . . . , em
such that ei and ei+1 intersect at a vi ∈ V
2(Γ). There are also two vertices v0 ∈ e1 and
vm ∈ em such that v0, vm 6∈ V
2(Γ).
Definition 3.4. Define V 2[e] = {v1, . . . , vm−1} and V
end
[e] = {v0, vm}.
Definition 3.5. Define E
tail
(Γ) be the set of edge classes [e] ∈ E(Γ) such that
V end[e]
⋂
V 1(Γ) 6= ∅ or V end[e]
⋂
V 1,1(Γ) 6= ∅.
Definition 3.6. Define V ∞(Γ) = {v ∈ V (Γ) | pv =∞} and V
0(Γ) = {v ∈ V (Γ) | pv =
0}.
Definitions 3.2-3.6 are used to describe some summation index in the virtual local-
ization formula.
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4. Computing invariants on a projective bundle
Let S be the smooth projective variety. In this section, we focus on a single vector
bundle V . Write π : P(V )→ S to be the projection. Later in this section, we recursively
establish an algorithm genus by genus. For each genus g, there are some additional
data we need to choose before the recursion begins.
Lemma 4.1. For any g ∈ Z≥0, there is a sufficiently ample line bundle Lg ∈ Pic(S)
such that for any β ∈ NE(P(V )) with π∗β 6= 0, we have
(β,OP(V )(1) + π
∗Lg) > max{g − 1, 0},
(where NE(· · · ) means the Mori cone).
Proof. For an ample L, we always have (β, L) ≥ 1 for any nonzero β ∈ NE(S). By
replacing L by its multiple mL, we can assume that (β, L) ≥ m holds for any integer
m and any nonzero β ∈ NE(S). Back to the lemma, for any β ∈ NE(P(V )), notice
that
(β,OP(V )(1) + π
∗Lg) = (β,OP(V )(1)) + (β, π
∗Lg) = (β,OP(V )(1)) + (π∗β, Lg),
where the last equality follows from the projection formula and the last intersection
pairing (π∗β, Lg) is evaluated in S. Since g − 1 is a fixed integer, the inequality can be
achieved by choosing L to be a sufficiently high multiple of an ample line bundle. 
Now that the collection of ample line bundles {Lg}g∈N are chosen, we can state the
following theorem.
Theorem 4.2. Let f ∈ N1(P(V )) be the class of a line in a fiber. Suppose the fiber
integrals 〈. . . 〉
P(V )
g,n,kf are known. There is an algorithm determining genus g untwisted
invariants of P(V ) from the genus g′ twisted invariants of S (twisted by V ⊗Lg′′ where
g′′ ≤ g) with g′ ≤ g. Furthermore, besides the twisted invariants of S, this algo-
rithm only depends on the cohomology rings H∗(S) and H∗(P(V )), the cohomology
class c1(OP(V )(1)), the group of numerical curve classes N1(P(V )) with its intersection
pairing with H2(P(V )), the pull-back morphism π∗ : H∗(S)→ H∗(P(V )), and the Mori
cone NE(P(V )).
We rule out the fiber integrals 〈. . . 〉
P(V )
g,n,kf because they serve as the initial case for
an induction, obtained by a method different from localization. We summarize the
structure of this section as follows. We study fiber integrals in Section 4.1. Next, we
prove Theorem 4.2 by introducing the set-up in sections 4.2, determining insertions to
be used in the master space in 4.3, and writing out the computation in 4.4.
4.1. Fiber classes. In this section, we determine integrals of the form 〈. . . 〉P(V )g,n,kf where
f ∈ N1(P(V )) is the line class in a fiber. Similar to [MP06, section 1.2],Mg,n(P(V ), kf)
is fibered over S, i.e. there is a morphism
p :Mg,n(P(V ), kf)→ S.
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In fact,Mg,n(P(V ), kf) = P×Mg,n(P
r, k)/GL(r+1) where P is the principal GL(r+1)
bundle corresponding to V , and GL(r + 1) acts on the product diagonally. We can
decompose the virtual class as
[Mg,n(P(V ), kf)]
vir = e(E⊠ TS) ∩ [Mg,n(P(V ), kf)]
virp,
where E is the Hodge bundle and [Mg,n(P(V ), kf)]
virp is the relative virtual class. This
reduces our problem to the determination of integrals against [Mg,n(P(V ), kf)]
virp.
This relative virtual class can be described in terms of something that is well-understood.
Without breaking Assumption 1, we can replace V by V ⊗L−1 where L is sufficiently
ample. As a result, we can assume V ∨ is globally generated and there is a surjection
map ON → V ∨ for some large integer N . By taking the dual, we embed V into a trivial
bundle
V →֒ ON .
By the universal property of Grassmannian, it induces a morphism
f : S → Gr(r + 1, N)
such that f ∗U = V where U is the tautological bundle of rank r + 1. We write
G = Gr(r+1, N) in short. In the meantime, we have theMg,n(PG(U), kf) whose base
change via f is isomorphic to Mg,n(P(V ), kf). Now we have the diagram
Mg,n(PS(V ), kf)
p

f¯
//Mg,n(PG(U), kf)
p¯

S
f
// G
One sees that f¯ ![Mg,n(PG(U), kf)]
virp¯ = [Mg,n(PS(V ), kf)]
virp . As a result,
p¯∗f!σ ∩ [Mg,n(PG(U), kf)]
virp¯ = p¯∗σ ∩ f¯![Mg,n(PS(V ), kf)]
virp,
where σ ∈ H∗(S).
An insertion is in the form hiπ∗σ ∈ H∗(PS(V )) where h = c1(OPS(V )(1)), σ ∈ H
∗(S).
It corresponds to a factor ev∗j (h
iπ∗σ) ∈ H∗(Mg,n(PS(V ), kf)) in the integrand. Notice
that ev∗jπ
∗σ = p∗σ, and ev∗jh = f¯
∗(ev∗jh
′) where h′ = c1(OPG(U)(1)). In view of this,
we can push forward the integrands against [Mg,n(PS(V ), kf)]
virp and reduce it to
an integral against [Mg,n(PG(U), kf)]
virp¯ . On the other hand, [Mg,n(PG(U), kf)]
vir
and [Mg,n(PG(U), kf)]
virp¯ are computable since we can use the localization on the
Grassmannian.
This method is enough for us to establish our main theorem in the special cases of
fiber classes.
Lemma 4.3. Theorem 1.1 holds if β = kf for some k ∈ Z>0.
Proof. Given V , V ′ such that c(V ) = c(V ′), we can twist them by the inverse of a
sufficiently ample line bundle to carry out all the above constructions at the same
time. In particular, we have morphisms
f, f ′ : S → G = Gr(r + 1, N)
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for some N such that f ∗U = V and f ′∗U = V ′. Notice that the Chern classes ci(U)
generates the cohomology ring H∗(G). Because f ∗ci(U) = f
′∗ci(U), we conclude that
f, f ′ induce the same pull-back morphisms between cohomology rings, i.e., f ∗ = f ′∗ ∈
Hom(H∗(G), H∗(S)). As a result, f!(σ) = f
′
! (σ) for any σ ∈ H
∗(S). Therefore,if we
carry out all the above reductions for V and V ′ in parellel and push the integrands
forward into Mg,n(PG(U), kf), we get the same integrals. 
4.2. Set-ups for the main algorithm. Starting from this subsection, we work to-
wards Theorem 4.2. We say
β < β ′ ∈ NE(X)
if either (πX)∗β
′ − (πX)∗β ∈ NE(S)\{0} or β
′ − β ∈ NE(X)\{0}. We are ready to
state the induction hypothesis.
Induction hypothesis. We induct on the genus and the numerical curve classes. Fix
a genus g0 and an effective curve class β0 ∈ NE(P(V )). For any g, β such that β < β0
and g ≤ g0, assume that the formulas of invariants of the form 〈. . . 〉
P(V )
g,n,β in terms of
the ones of the form 〈. . . 〉
S,tw,V⊗L−1
g′
g′,n′,β
′ (where g′ ≤ g) are found.
Since fiber classes are already determined in the previous section, we may assume
the following.
Assumption 2. For the rest of the section, we assume π∗β0 6= 0.
Goal. Express 〈ψk1αi, . . . , ψ
knαn〉
P(V )
g0,n,β0
in terms of Gromov–Witten invariants of the
form 〈. . . 〉
P(V )
g,n′,β with β < β0 and g ≤ g0, plus the twisted invariants of S.
From now on, the genus g0 is fixed and we stick to the line bundle Lg0 throughout
the rest of the section. Consider the Gromov–Witten invariants with target PS(V ⊗
L−1g0 ⊕O). To simplify notations, we may replace V by V ⊗L
−1
g0 just as in Assumption
1, which is summarized as the following.
Assumption 3. For the rest of the section, in addition to the induction hypothesis
and the ampleness of OPS(V )(1), we also assume (β,OPS(V )(1)) > g0 − 1 for any β ∈
NE(PS(V )) such that π∗β 6= 0.
Recall that in the previous section, we wrote X = P(V ⊕O) and introduced X∞, X0
along with other notations. We continue to use those notations. Recall we have the
isomorphisms
P(V ) ∼= X∞ ⊂ X,S ∼= X0 ⊂ X.
We are going to apply virtual localization to certain invariants onX and obtain relations
between invariants of P(V ) and the ones of S. In order to write down the localization
formula, we need to fix some notations.
Notation. (a) To simplify notations, we writeO(1) = OP(V )(1) andH = c1(OP(V )(1)).
(b) Given a decorated graph Γ, for any v ∈ Γ, we label the markings on the com-
ponent cv by m
v
1, . . . , m
v
nv .
(c) Choose a C-basis {Ti} for the cohomology ring H
∗(S) with dual basis written
as {T i} (under Poincare´ pairing).
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Besides, the following convention is used throughout the rest of the section.
Convention 2. Let ι : X∞ →֒ X be the inclusion. Since we have the natural iden-
tification of the numerical curve classes ι∗ : N1(X∞) ∼= N1(X), we won’t distinguish
curve classes in X and X∞ notation-wise. Furthermore, given β ∈ N1(X∞), since
(β,OX∞(1)) = (ι∗β,OX(1)), we write (β,O(1)) for this intersection pairing without
distinguishing whether it is evaluated on X∞ or X .
4.3. Lifting of insertions. Given a cohomology class α ∈ H∗(X∞), we lift α to
α˜ ∈ H∗
C∗
(X) in the way described in the following.
α can always be written as
α = He ∪ π∗α ∈ H∗(X∞),
where α ∈ H∗(S). Under the presentation in Proposition 3.1, recall h = c1,T (OP(V⊕O)(1)).
We see h is a lifting of H . Define
α˜ = he ∪ π∗Xα ∈ H
∗
C∗
(X),
where πX : X ∼= P(V ⊕ O) → S is the projection. Obviously α˜ restricts to α on X∞
and to λeπ∗α on X0.
4.4. Localization formula. Let’s introduce some notations.
Notation. (a) Define
cV (x) = x
r + c1(V )x
r−1 + · · · + cr(V ),
where r = rank(V ).
(b) When we fix a class [e] ∈ E¯(Γ), denote v+, v− to be the two vertices in V
end
[e]
(whichever is arbitrary).
(c) Define ι± : P(V )→ X0 to be the projection if pv± = 0, or ι± : P(V ) → X∞ the
identity map if pv± =∞, respectively.
(d) Let e± be the edge in the class [e] that contains v±, respectively (they can be
the same).
(e) For a vertex v, define V ert(v) = cV (λ), δv = 1 if pv = 0, or V ert(v) = H−λ, δv =
−1 if pv =∞, respectively.
Consider the equivariant Gromov–Witten invariant
(4) 〈ψk1α˜1, . . . , ψ
knα˜n〉
X
g0,n,β0 ∈ C[λ].
Now let’s write down the virtual localization formula:
〈ψk1α˜1, . . . , ψ
knα˜n〉
X
g0,n,β0
=〈ψk1α1, . . . , ψ
knαn〉
X∞,tw,O(1)
g0,n,β0
+∑
Γ6=Γ0
1
Aut(Γ)
∏
v∈V S(Γ)
∑
{i[e]}[e]∈E(Γ)−Etail(Γ)
〈ψ
kmv
1 α˜mv1 |Xpv , . . . , ψ
kmvnv α˜mvnv |Xpv , . . . 〉
Xpv ,tw,⋆
gv,n,βv
(5)
A few explanations are in order:
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• We sum over all decorated graphs with gΓ = g0 and βΓ = β0. Γ0 is the decorated
graph such that V (Γ) consists of a single element v0, E(Γ) = ∅, and pv0 =∞.
• We adopt the obvious convention that when Xpv = X0, the invariant is twisted
by V (with fiberwise C∗ action of character 1 for any sub-representation), and
when Xpv = X∞, the invariant is twisted by O(1) (with fiberwise C
∗ action of
character −1). In other words, the ⋆ symbol in the superscript at the end of the
last line needs to be replaced by either V or O(1) depending on the situation.
• Each i[e] in {i[e]}[e]∈E(Γ)−Etail(Γ) determines an element Ti[e] in the basis {Ti}. As
suggested by the notation, they are indexed by E(Γ)− E
tail
(Γ).
• The last . . . sign in the twisted invariant should be inserted as follows. For any
[e] ∈ E(Γ), we have v+, v− ∈ V
end
[e] as before. Some insertions are inserted into
〈. . . 〉
Xpv± ,tw,∗
gv± ,val(v±),βv±
which will be specified according to the following cases: (recall
fiber integrals are treated differently. Therefore,at least one of v± has nontrivial
degree.)
(a) Suppose one of v+ and v− is in V
1(Γ). Say v− ∈ V
1(Γ). Then an insertion
(ι+)∗
(
δv−(λ−H)
ke−V ert(v−)
·
Edge(Γ, [e])
δv+(λ−H)/ke+ − ψ
)
is inserted into the summand 〈. . . 〉
pv+ ,tw,∗
gv+ ,val(v+),βv+
. We take ψ to be a for-
mal variable under the Gysin push-forward (ι+)∗, and then it is evaluated
as the ψ-class in the corresponding Gromov–Witten invariant. The same
convention is used in the rest of the section.
(b) Suppose one of v+ and v− is in V
1,1(Γ). Say v− ∈ V
1,1(Γ). Then an insertion
(ι+)∗
(
1
V ert(v−)
·
Edge(Γ, [e])
δv+(λ−H)/ke+ − ψ
· ψ
k
m
v−
1 (ι−)
∗
(
α˜mv−1
|Xpv−
))
is inserted into the summand 〈. . . 〉
pv+ ,tw,∗
gv+ ,val(v+),βv+
.
(c) If none of the above applies, v+, v− must all be stable vertices. In this case,
an insertion
(ι+)∗
(
Edge(Γ, [e])Ti[e]
δv+(λ−H)/ke+ − ψ
)
should be placed in the summand 〈. . . 〉
pv+ ,tw,∗
gv+ ,val(v+),βv+
. In the meantime, an
insertion
(ι−)∗
(
T i[e]
δv−(λ−H)/ke− − ψ
)
should be placed in the 〈. . . 〉
pv− ,tw,∗
gv− ,val(v−),βv−
summand.
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In all the above expressions, the edge contribution Edge(Γ, [e]) can be computed as
Edge[Γ, [e]] =
∏
v∈V 2
[e]
⋃
V end
[e]
V ert(v)
∏
v∈V 2
[e]
((∑
e′∈Ev
1
ke′
)
δv(λ−H)
)∏
e∈[e]
ke∏
m=1
(
m
ke
(H − λ)cV
(
H +
m
ke
(λ−H)
)) .
We also left out some special cases (for example, when both v+, v− lie in V
1(Γ) or
V 1,1(Γ)). We leave the details to the readers as they are easy to figure out.
Lemma 4.4. In Equation (5), take αi, ki such that
n∑
i=1
ki +
n∑
i=1
deg(αi) = dim[Mg0,n(P(V ), β0)]
vir.
If the curve class β0 ∈ N1(X) satisfies β0 ∈ NE(X) and (β0,O(1)) > g0 − 1, the
left-hand side of Equation (5) is zero.
Proof. It can be proven by dimension counting. First of all, recall
〈ψk1α˜1, . . . , ψ
knα˜n〉
X
g0,n,β0 =
∫
[Mg0,n(X,β0)]
vir
n∏
i=1
ψkii ev
∗
i αi,
where [Mg0,n(X, β0)]
vir and the integration should be understood equivariantly. Notice
n∑
i=1
ki +
n∑
i=1
deg(α˜i) =
n∑
i=1
ki +
n∑
i=1
deg(αi)
= dim[Mg0,n(P(V ), β0)]
vir
= dim[Mg0,n(X, β0)]
vir − (1− g0 + (β0,O(1)))
< dim[Mg0,n(X, β0)]
vir.
(6)
Here we used the assumption that (β0,O(1)) > g0 − 1. Integrating a lower degree
equivariant cohomology class on a higher degree equivariant homology class results in
0, since there is no negative degree element in H∗
C∗
({pt}). 
Recall that if
n∑
i=1
ki +
n∑
i=1
deg(αi) = dim[Mg0,n(P(V ), β0)]
vir, by Lemma 2.2, we have
〈ψk1α1, . . . , ψ
knαn〉
X,tw,O(1)
g,n,β =
〈ψk1α1, . . . , ψ
knαn〉
X
g,n,β
(−λ)r
.
The (−λ) on the denominator is due to the induced action of C∗ on O(−1) that has
weight −1 fiberwise. Therefore, under this degree condition of insertions, the leading
term of the right-hand side of Equation (5) is in fact an untwisted invariant.
Back to the goal of this section. Note that in the last line of Equation (5), we sum
over Γ with Γ 6= Γ0. E(Γ) has to be nonempty. Notice that the edge component must
have nontrivial numerical class. As a result, for any v ∈ V (Γ), we have βv < β0. Since
gΓ = g0, we have gv ≤ g0 for all v ∈ V (Γ). These observation together with Lemma
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4.4, our induction is achieved by applying Equation (5) under the induction hypothesis
and the degree condition of insertions in Lemma 4.4. In other words, Equation (5)
expresses 〈ψk1αi, . . . , ψ
knαn〉
P(V )
g0,n,β0
in terms of Gromov–Witten invariants of the form
〈. . . 〉
P(V )
g,n′,β with β < β0 and g ≤ g0, plus the twisted invariants of S.
Example 4.5. If S is a point, it provides a way to compute g = 0 Gromov–Witten
invariants of Pn from the ones of a point. In this case, any curve class is a fiber class in
the sense of section 4.1. Note that our localization still works for fiber integrals when
g = 0.
Let us compute 〈ψ2n−1〉P
n
0,1,1. If we use the hypergeometric J-function in the mirror
theorem, we know the answer is
〈ψ2n−1〉P
n
0,1,1 = (−1)
n
(
2n
n
)
.
Now we apply master space technique and consider 〈ψ2n−1〉P
n+1
0,1,1 , which is 0 due to the
virtual dimension. Let C∗ act on Pn+1 by sending [x0 : . . . : xn+1] to [λx0 : . . . : λxn :
xn+1]. We have
0 = 〈ψ2n−1〉P
n+1
0,1,1 = 〈ψ
2n−1〉P
n
0,1,1λ
−2 +
∫
Pn
(λ−H)2n−1(λ−H)
λn+1(H − λ)
+
∫
Pn
(−λ+H)2n−1(−λ +H)
λn+1(H − λ)
= 〈ψ2n−1〉P
n
0,1,1λ
−2 − 2(−1)n
(
2n− 1
n
)
λ−2.
(7)
Notice 2
(
2n− 1
n
)
=
(
2n
n
)
. We are done.
5. Proof of Theorem 1.1
Before the proof, let’s state a few lemmas.
Lemma 5.1. Let S be a smooth projective variety. Let V1, V2 be vector bundles over
S such that c(V1) = c(V2). Let C
∗ act on V1, V2 by scaling. We have the equality of
twisted invariants
〈ψk1α1, . . . , ψ
knαn〉
S,tw,V1
g,n,β = 〈ψ
k1α1, . . . , ψ
knαn〉
S,tw,V2
g,n,β ∈ C[λ, λ
−1].
It has a similar appearance as the Theorem 1.1. But it’s all about invariants on S
twisted by two different vector bundles.
Proof. Since the C∗ acts on Vi by scaling, we have
eC∗((Vi)g,n,β) = λ
r + c1((Vi)g,n,β)λ
r−1 + · · · + cr((Vi)g,n,β).
It suffices to prove that c((Vi)g,n,β) depends only on the total Chern class c(Vi) for
i = 1, 2. But this can be seen using the Grothendieck Riemann-Roch formula
ch((Vi)g,n,β) = (ftn+1)∗
(
ch(ev∗n+1Vi) · Td
∨(Ωftn+1)
)
.
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One can get more precise formulas by following the analysis in [CG07, Appendix 1]
or [FP00]. Since c(V1) = c(V2), we have ch(V1) = ch(V2). And we readily have
ch(ev∗n+1V1) = ch(ev
∗
n+1V2) by functoriality. The Todd class is determined by the
moduli stacks M0,n(X, β) and its universal family, which is independent of V1 and
V2. 
Lemma 5.2. Let S be a smooth projective variety. Let V be a vector bundle with C∗
acting by scaling on fibers. Then
〈ψk1α1, . . . , ψ
knαn〉
S,tw,V
g,n,β
can be determined by the Chern classes c(V ) and untwisted invariants of the form
〈ψk
′
1α′1, . . . , ψ
k′
n′α′n′〉
S
g′,n′,β′ ,
where g′ ≤ g, β ′ ≤ β.
Again it can be done by Grothendieck Riemann-Roch formula and we omit the
details.
The proof of 1.1 proceeds by applying Theorem 4.2 to both P(V1) and P(V2). But
there is still one issue. Now that the corresponding twisted invariants on S are iden-
tified, all the ingredients for the two cases in Theorem 4.2 now agree except the Mori
cones NE(P(V1)) and NE(P(V2)). In general, the two Mori cones can be different.
However, the condition in Lemma 4.4 is enough for Equation (5) to provide relations
between invariants on projective bundles and twisted invariants. Lemma 4.4 requires
a weaker condition on the curve class β0 than being effective in P(V ).
Fix an i ∈ {1, 2}. Recall we identify N1(P(Vi)) with N1(P(Vi⊕O)) via push-forward
under inclusion and we have NE(P(Vi)) ⊂ NE(P(Vi⊕O)) since push-forward preserves
effectiveness. Also recall that by Assumption 1 in section 1.1, OP(Vi)(1) is ample on
P(Vi). We prove a few lemmas under this assumption.
Lemma 5.3. OP(Vi⊕O)(1) is nef on P(Vi ⊕O).
Proof. P(Vi) can be realized as the zero locus of a section s on the line bundleOP(Vi⊕O)(1).
Let C be an effective curve on P(Vi ⊕ O). If C ⊂ P(Vi), OP(Vi⊕O)(1) restricts to an
ample line bundle on C by assumption. If otherwise, s does not vanish on the whole
C. Therefore,OP(Vi⊕O)(1) restricts to a line bundle of nonnegative degree as well. 
Recall Vi ⊂ P(Vi ⊕ O). Let ιi : S → P(Vi ⊕ O) be the inclusion given by the zero
section of Vi, and pri : P(Vi ⊕O)→ S the projection. Let fi ∈ NE(P(Vi ⊕O)) be the
class of degree 1 curve on the fiber.
Lemma 5.4. Any extremal curve class β ∈ NE(P(Vi⊕O)) with (pri)∗β 6= 0 must have
β = (ιi)∗(pri)∗β.
Proof. First of all, β − (ιi)∗(pri)∗β = kf for some integer k. If k > 0, β = kf +
(ιi)∗(pri)∗β contradicts with β being extremal. On the other hand, notice ((ιi)∗(pri)∗β,OP(Vi⊕O)(1)) =
0. We have
k = (kf,OP(Vi⊕O)(1)) = (β − (ιi)∗(pri)∗β,OP(Vi⊕O)(1)) = (β,OP(Vi⊕O)(1)) ≥ 0
since OP(Vi⊕O)(1) is nef. The only case possible is k = 0. 
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Now i ∈ {1, 2} is no longer fixed, and we are going to compare the i = 1, 2 cases.
Recall c(V1) = c(V2). We have the natural identification ΨV1⊕O,V2⊕O : N1(P(V1⊕O))
∼=
N1(P(V2 ⊕O)) from section 1.
Lemma 5.5. ΨV1⊕O,V2⊕O(NE(P(V1 ⊕O))) = NE(P(V2 ⊕O)).
Proof. Certainly ΨV1⊕O,V2⊕O(f1) = f2. One can also check that given a β ∈ NE(S),
ΨV1⊕O,V2⊕O((ι1)∗β) = (ι2)∗β.
As a result, extremal rays of the corresponding Mori cones are identified under ΨV1⊕O,V2⊕O.

Under the isomorphism ΨV1⊕O,V2⊕O, we will not distinguish Mori cones for P(V1⊕O)
and P(V2 ⊕O). We are ready to apply the computation from section 4 to V = V1 and
V = V2 separately and compare the invariants. Before running the induction in section
4, the Lg are chosen so that (β,OP(Vi)(1) + Lg) > max{g − 1, 0} for both i = 1, 2.
Fix g0 ∈ Z≥0 and β0 ∈ NE(P(V1))
⋃
NE(P(V2)). Since Lemma 4.4 holds under this
condition, Equation (5) can be applied to both V = V1 and V = V2 cases. Assume
that invariants 〈. . . 〉
P(Vi)
g,n′,β with g ≤ g0 and β < β0 are identified as in Theorem 1.1 for
i = 1, 2. Now the lower order terms (the graph sums in Equation (5) starting with∑
Γ6=Γ0
1
Aut(Γ)
· · · ) are identified by induction and Lemma 5.1, so are the leading terms.
Thus, Theorem 1.1 is proven by induction.
6. An application to blow-up formula
Theorem 1.1 can be applied to blow-ups at smooth centers to imply the following
Theorem 6.1. Let Z ⊂ Y be inclusions of smooth projective varieties and NZ/Y be
the normal bundle of Z. Let Y˜ be the blow-up of Y at Z and E be the exceptional
divisor. The absolute Gromov–Witten invariants of Y˜ can be determined by the absolute
Gromov–Witten invariants of Y and Z, plus the following topological data:
(a) The cohomology rings H∗(Y ), H∗(Z) and their pull-back maps under inclusion.
(b) The Chern classes ci(NZ/Y ) ∈ H
∗(Y ).
In fact [HLR08, Theorem 5.15] plus degeneration formula already implies a similar
determination of Gromov–Witten invariants that requires some additional information.
To be precise, [HLR08, Theorem 5.15] and degeneration formula implies
Theorem 6.2. Under the same set-up of Theorem 6.1. The absolute Gromov–Witten
invariants of Y˜ can be determined by the absolute Gromov–Witten invariants of Y and
Z, plus the following data:
(a) The cohomology rings H∗(Y ), H∗(Z) and their pull-back maps under inclusion.
(b) The Chern classes ci(NZ/Y ) ∈ H
∗(Y ).
(c) The absolute Gromov–Witten invariants of P(NZ/Y ⊕O)
Apparently, our Theorem 1.1 adds to this known result by saying the invariants of
P(NZ/Y ⊕ O) can already be determined by the invariants of Z and Chern classes
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ci(NZ/Y ), and thus, the requirement (c) in Theorem 6.2 is redundant. The rest of
the section is a brief explanation that [HLR08, Theorem 5.15] + degeneration formula
implies Theorem 6.2.
First of all, by [MP06], (3) is enough to determine all relative invariants of the
pair (P(NZ/Y ⊕ O),P(NZ/Y )). Let’s recall the main theorem in [HLR08]. In view of
[HLR08, Definition 5.6], its content can be rephrased as the following.
Theorem 6.3. Absolute Gromov–Witten invariants of Y and (1), (2), (3) in Theorem
6.2 are enough to determine relative Gromov–Witten invariants of the following form
(relative invariants of standard weighted relative graphs in [HLR08]):
〈p∗σ1, . . . , p
∗σn|µ〉
Y˜ ,E
g,β ,
where p : Y˜ → Y is the contraction.
Although insertions are pull-backs from Y , we are going to see these relative invari-
ants are enough to determine the absolute Gromov–Witten invariants of Y˜ . Applying
deformation to the normal cone, we form X = BlE×{0}Y˜ ×A
1. The fiber at 0 is a union
of Y and PE(O(−1)⊕O) glued along E. Let
ι1 : Y˜ → X, ι2 : PE(O(−1)⊕O)→ X
be the embeddings of corresponding irreducible components to the fiber at 0. An
absolute invariant of Y˜ can thus be computed by relative invariants of the pairs (Y˜ , E)
and (PE(O(−1)⊕O), E).
During this process, one has different choices for the insertions of the relative in-
variants. Given α¯ ∈ H∗(Y˜ ) an insertion of the absolute invariant of Y˜ , to apply
degeneration formula, one needs to find a lifting α ∈ H∗(X) whose restriction on a
general fiber is α¯. The corresponding insertions for relative invariants of (Y˜ , E) and
(PE(O(−1)⊕O), E) are ι
∗
1α and ι
∗
2α, respectively. One can make an obvious choice by
finding the α such that ι∗1α = α¯ and ι
∗
2α = π
∗(α¯|E) where π : PE(O(−1) ⊕ O) → E.
However, some flexibility exists. One can add to this α a cohomology class whose
Poincare´ dual has support in E. Thus, we have
Lemma 6.4. Given an α¯ ∈ H∗(Y˜ ), there exists a lifting α′ ∈ H∗(X) such that
ι∗1α = α¯ + (ιE)!σ,
ι∗2α = π
∗(α¯|E)− hπ
∗σ,
where ιE : E → Y˜ is the inclusion, σ ∈ H
∗(E) and h = c1(OPE(O(−1)⊕O)(1)).
The goal of this section is achieved if we can prove there exists a σ such that α¯+(ιE)!σ
is the pull-back of a certain class along p. But notice that α¯− p∗p!α¯ = (ιE)!σ
′ for some
σ′ ∈ H∗(E). Choosing σ = σ′ is enough. Therefore,Theorem 6.2 is proven.
CHERN CLASSES AND GROMOV–WITTEN THEORY OF PROJECTIVE BUNDLES 19
References
[AR76] M.F. Atiyah and E. Rees, Vector bundles on projective 3-space, Invent. Math. 35 (1976),
131–153. ↑3
[Bro09] J. Brown, Gromov-Witten Invariants of Toric Fibrations (2009). arXiv:0901.1290 ver-
sion. ↑2
[CG07] T. Coates and A. Givental, Quantum Riemann–Roch, Lefschetz and Serre, Ann. of Math.
165 (2007), no. 1, 15–53. ↑6, 16
[CGT15] T. Coates, A. Givental, and H.-H. Tseng, Virasoro constraints for toric bundles (2015).
arXiv:1508.06282. ↑2
[FL16] F. and Y.-P. Lee, On Gromov–Witten theory of projective bundles (2016).
arXiv:1607.00740. ↑1
[FP00] C. Faber and R. Pandharipande, Hodge integrals and gromov-witten theory, Invent. Math.
139 (2000), no. 1, 173–199. ↑16
[GP97] T. Graber and R. Pandharipande, Localization of virtual classes (1997).
arXiv:math/9708001. ↑6
[HLR08] J. Hu, T. Li, and Y. Ruan, Birational cobordism invariance of uniruled symplectic mani-
folds, Invent. Math. 172 (2008), 231–275. ↑2, 3, 17, 18
[Liu13] C.-C. M. Liu, Localization in Gromov–Witten Theory and Orbifold Gromov-Witten Theory,
Handbook of moduli II (2013), no. 353-425. ↑8
[LLQW14] Y.-P. Lee, H.-W. Lin, F. Qu, and C.-L. Wang, Invariance of quantum rings under ordinary
flops: III (2014). arXiv:1401.7097. ↑2
[LLW11] Y.-P. Lee, H.-W. Lin, and C.-L. Wang, Invariance of quantum rings under ordinary flops:
I (2011). arXiv:1109.5540v3. ↑2
[LLW13] , Invariance of quantum rings under ordinary flops: II (2013).
arXiv:math/1311.5725. ↑2
[LLW15] , Birational Transformation and degeneration in Gromov–Witten theory, reported
by the first author in the AMS summer institute (2015Jul.) ↑2
[LLW16] , Quantum cohomology under birational maps and transitions (2016). submitted to
Proceedings of String-Math 2015 conference. ↑2
[MM15] A. Mustata and A. Mustata, Gromov–Witten invariants for varieties with C* action
(2015). arXiv:1505.01471. ↑8
[MP06] D. Maulik and R. Pandharipande, A topological view of Gromov–Witten theory, Topology
45 (2006), no. 5, 887–918. ↑2, 3, 9, 18
E-mail address : honglu.fan@math.ethz.ch
