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Chapitre 1
Introduction Ge´ne´rale
1.1 Concept de Transport quantique
A l’e´quilibre thermodynamique, l’e´tat macroscopique d’un syste`me isole´ est de´crit par un
ensemble de parame`tres exte´rieurs (variables extensives) qui sont fixe´s par des contraintes
exte´rieures. Les plus couramment utilise´s en thermodynamique pour un fluide enferme´ dans
un re´cipient sont le volume V, le nombre de particules N et l’e´nergie E. Il est clair qu’il existe
un grand nombre d’e´tats microscopiques qui ve´rifient les contraintes exte´rieures, c’est-a`-dire
compatibles avec les valeurs fixe´es des parame`tres exte´rieurs. Un tel e´tat microscopique est
alors qualifie´ d’e´tat accessible au syste`me. Le postulat fondamental sur lequel repose la
physique statistique est alors le suivant : pour un syste`me isole´ a` l’e´quilibre macrosco-
pique, tous les e´tats microscopiques accessibles sont e´quiprobables. Dans sa formu-
lation moderne, ce postulat est base´ sur l’existence d’une fonction extensive S(E, x1, x2, x3)
des parame`tres exte´rieurs (E, x1, x2, x3), appele´e Entropie. Il s’e´nonce alors de la fac¸on sui-
vante : La distribution de probabilite´ des e´tats microscopiques accessibles est celle
qui rend l’entropie maximale compte tenu des contraintes exte´rieures impose´es
au syste`me.
Dans ces conditions, toute modification des contraintes exte´rieures applique´es au syste`me
le porte dans une configuration hors e´quilibre. Si ces contraintes maintiennent le syste`me
dans un e´tat hors e´quilibre, celui-ci re´agit en e´tant traverse´ par des flux : il est le sie`ge de
phe´nome`nes de transport. A l’inverse, si des contraintes ayant e´te´ applique´es au syste`me sont
supprime´es, celui-ci retournera a` l’e´quilibre selon un me´canisme irre´versible dit processus de
relaxation. Pour illustrer simplement ces concepts de flux et de relaxation, conside´rons le cas
simple de l’e´change de particules entre deux syste`mes. Ainsi, soient deux syste`mes note´s S1
et S2 initialement isole´s et a` l’e´quilibre thermodynamique. Le syste`me i, d’e´nergie Ei et de
volume Vi contient Ni particules. Son e´tat d’e´quilibre est entie`rement de´fini par son entropie
Si(Ei, Vi, Ni). La re´union des deux syste`mes formant un syste`me isole´ d’entropie S(E, V,N),
on a : S = S1+S2, E = E1+E2, V = V1+V2 et N = N1+N2. A partir de cet e´tat, nous allons
appliquer une contrainte exte´rieure (ou plutoˆt relaˆcher une contrainte initiale) qui autorise
l’e´change de particules entre les deux syste`mes. Le super syste`me S1 + S2 se trouve alors
dans une situation hors e´quilibre si bien qu’il tend vers un nouvel e´quilibre correspondant a`
un maximum d’entropie :
∂S
∂N1
=
∂S1
∂N1
+
∂S2
∂N1
=
∂S1
∂N1
− ∂S2
∂N2
?→ 0 (1.1)
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Soit, en termes des potentiels chimiques µi = −T (∂Si/∂Ni) :
∂S
∂N1
=
µ2 − µ1
T
⇒ dS
dt
= (
µ2 − µ1
T
)(
dN1
dt
)
?→ 0 (1.2)
Si initialement µ2 > µ1, l’entropie ne pouvant que croˆıtre, un e´change de particules prend
place entre les deux syste`mes. N1 augmente au cours du temps engendrant ainsi un courant
de particules J = (dN1/dt) de S2 vers S1. Ce courant prend place jusqu’a` ce que l’e´quilibre
soit re´tabli si bien que la diffe´rence de potentiel chimique se comporte comme une force
pilotant le retour vers l’e´quilibre. Le courant est alors une fonction de cette force et, dans la
limite d’une faible diffe´rence de potentiel chimique, s’e´crit :
J = L
µ2 − µ1
T
(1.3)
ou` L est appele´ coefficient cine´tique. On notera que la condition d’e´quilibre correspond a`
l’e´galisation des potentiels chimiques µ2 = µ1 = µ
0 traduisant ainsi le maximum d’entropie
∂S/∂N1 = 0.
Cette approche se ge´ne´ralise facilement pour de´crire les phe´nome`nes de transport dans les
milieux continus de taille macroscopique. Pour cela, on utilise l’approximation de l’e´quilibre
local. Le milieu est alors divise´ en cellules assez petites pour que les grandeurs thermodyna-
miques y varient peu, mais assez grandes pour pouvoir eˆtre traite´es comme des sous-syste`mes
thermodynamiques en contact les uns avec les autres. Au niveau de chaque cellule on suppose
un e´quilibre local et on introduit une densite´ d’entropie exprime´e en fonction des densite´s de
parame`tres exte´rieurs. Cela permet de de´finir une tempe´rature locale, une pression locale,
un potentiel chimique local ... etc. Sous l’action de contraintes exte´rieures, des e´changes
s’e´tablissent entre les diffe´rentes cellules engendrant des phe´nome`nes de transport. A une
densite´ de parame`tre exte´rieur ρ(r, t) on associe une densite´ de courant j(r, t). Ce courant
prend naissance sous l’action d’une force F (r, t) proportionnelle au gradient de la de´rive´e de
l’entropie locale par rapport a` la densite´ du parame`tre exte´rieure. Le courant est alors une
fonction line´aire de cette force qui s’e´crit en termes d’un coefficient cine´tique spe´cifique L :
j(r, t) = L ∇
(
δS(r, t)
δρ(r, t)
)
(1.4)
Par exemple, puisque T−1 = (∂S/∂E), l’existence d’un gradient de tempe´rature entraˆıne
un e´change d’e´nergie entre cellules traduisant un courant de chaleur Jch dans le milieu. La
relation courant / gradient de tempe´rature est la loi de Fourier qui s’e´crit :
Jch = −λ∇T (1.5)
ou` λ est la conductivite´ thermique. De meˆme, pour un gaz d’e´lectrons place´ dans un champ
e´lectrique E, le potentiel chimique devient le potentiel e´lectrochimique µ+ qV ou` V de´signe
le potentiel e´lectrique. Par conse´quent, par analogie avec l’e´change de particules entre deux
sous syste`mes, l’existence d’un gradient de potentiel chimique entraˆıne un courant e´lectrique
de conduction Jc de´fini par :
Jc = −σ∇V = σE (1.6)
ou` σ est la conductivite´ e´lectrique. Enfin, l’existence d’un gradient de concentration ∇n
dans un milieu entraˆıne la diffusion des particules pour re´tablir un e´quilibre traduisant une
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distribution uniforme dans le milieu. Ce me´canisme entraˆıne un courant de diffusion JD qui
suit la loi de Fick :
JD = −D∇n (1.7)
A ce stade, la validite´ de cette approche classique des phe´nome`nes de transport repose
essentiellement sur la notion d’e´quilibre local. Pour comprendre ceci, revenons sur la notion
d’e´quilibre thermodynamique en conside´rant le cas d’un gaz a` la tempe´rature T . A un instant
t = 0, une particule particulie`rement e´nerge´tique se de´place librement. Elle posse`de un
mouvement rectiligne uniforme de grande vitesse v1. Lorsqu’elle subit une collision avec
une autre particule, elle e´change de l’e´nergie cine´tique et acquiert une vitesse diffe´rente v2.
Par conse´quent, apre`s une multitude de collisions, la particule a de´veloppe´ une succession
de trajectoires de vitesses diffe´rentes en e´changeant de l’e´nergie si bien qu’en moyenne sa
vitesse est nulle et son e´nergie cine´tique est proportionnelle a` la tempe´rature. Dans ces
conditions, les e´chelles de temps et de longueur sont de´finies par le temps moyen τ se´parant
deux collisions et le libre parcours moyen ` ≈ vτ effectue´ entre deux collisions, v e´tant la
vitesse typique de la particule. Ainsi, on pourra choisir comme taille de cellule pour diviser
le gaz le volume e´le´mentaire `3 si et seulement si il contient un nombre de particules N
suffisamment grand pour que l’on puisse ne´gliger les fluctuations (de l’ordre de 1/
√N ) et
faire de la thermodynamique. Par exemple, pour un gaz d’azote a` 300 K et a` la pression
atmosphe´rique, on a ` ≈ 140 nm, v ≈ 500 m/s et τ ≈ 0.3 ns si bien que N ≈ 105. Dans
le meˆme esprit, pour un gaz d’e´lectrons dans un solide de cuivre a` 300 K, on a ` ≈ 30 nm,
vF ≈ 1.56×106 m/s (vitesse de Fermi) et τ ≈ 2×10−14 s. Pour une densite´ de 8.5 1022 cm−3,
on en de´duit N ≈ 2 × 106. On voit donc clairement sur ces deux exemples que l’e´tude des
phe´nome`nes de transport sur des e´chelles de longueurs macroscopiques peut eˆtre envisage´e
en utilisant l’approche classique.
Mais que se passe-t-il si l’on conside`re les proprie´te´s de syste`mes de petites tailles, ty-
piquement a` l’e´chelle nanome´trique, ou des syste`mes a` basse tempe´rature ? En fait, com-
ment de´crire les phe´nome`nes de transport dans des syste`mes dont la taille est de l’ordre du
libre parcours moyen ou infe´rieure a` celui-ci ? Dans ce contexte, on sait que la physique a`
l’e´chelle des atomes et des mole´cules, c’est-a`-dire a` l’e´chelle microscopique, est gouverne´e
par la me´canique quantique. Un e´lectron par exemple est repre´sente´ par une onde d’ampli-
tude de probabilite´ qui se propage dans l’espace et peut interfe´rer avec elle-meˆme. Une jolie
de´monstration de cette dualite´ onde/corpuscule est une re´alisation relativement re´cente de
l’expe´rience des fentes d’Young dans laquelle les e´lectrons sont envoye´s un par un vers deux
fentes et de´tecte´s sous la forme d’impacts sur un e´cran place´ derrie`re les fentes. Malgre´ le
caracte`re purement corpusculaire avec lequel les e´lectrons sont de´tecte´s, on voit apparaˆıtre,
a` partir d’un nombre d’e´lectrons suffisamment grand, une figure d’interfe´rence sur l’e´cran,
ce qui de´montre le caracte`re ondulatoire des e´lectrons. Ces phe´nome`nes d’interfe´rences, ici
observe´s dans le vide, peuvent survivre dans des conducteurs me´talliques, pourvu que la pro-
pagation cohe´rente des e´lectrons ne soit pas perturbe´e. C’est le cas dans des e´chantillons suf-
fisamment petits et/ou a` tempe´rature suffisamment basse. Dans ces conditions, la cohe´rence
avec laquelle les e´lectrons se propagent donne lieu a` une varie´te´ de phe´nome`nes que l’on
regroupe sous le nom de physique me´soscopique.
En fait, la longueur pertinente pour caracte´riser la nature quantique ou non du trans-
port de particules n’est pas le libre parcours moyen mais la longueur de cohe´rence LΦ.
Par de´finition, LΦ est la distance typique parcourue par une particule avant que celle-ci ne
perdre son caracte`re ondulatoire, c’est-a`-dire sa capacite´ a` produire des interfe´rences. Par
conse´quent, pour tout syste`me dont la taille L est infe´rieure a` LΦ, les proprie´te´s de trans-
port devront eˆtre de´crites en utilisant les lois de la me´canique quantique. Ceci est vrai pour
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Figure 1.1 – (a) Repre´sentation 3D d’une he´lice-α. (b) Sous re´seau particulier d’unite´
peptidiques connecte´es par les liaisons hydroge`nes.
la conduction e´lectronique dans les nanostructues mais aussi pour une multitude d’autres
phe´nome`nes comme illustre´ dans le paragraphe suivant.
• Remarque : bibliographie
On trouvera de plus amples informations sur une introduction aux phe´nome`nes de
transport dans les ouvrages suivants [1, 2, 3, 4, 5, 6].
1.2 Quelques exemples
1.2.1 Excitons vibrationnels dans les he´lices
Un apport continu d’e´nergie directement utilisable est indispensable aux eˆtres vivants
pour effectuer des actes fondamentaux tels que la synthe`se de biomole´cules, le transport actif
d’ions et de mole´cules, les mouvements cellulaires et la reproduction. Dans la plupart de ces
processus, le donneur d’e´nergie est l’ade´nosine triphosphate (ATP) dont l’e´nergie contenue
dans ces deux dernie`res liaisons phosphate, d’utilisation universelle, est libe´re´e au cours de
son hydrolyse. Dans ce contexte, une question de premie`re importance est de de´terminer la
nature des me´canismes microscopiques a` l’origine du transport de cette e´nergie au sein du
milieu biologique.
Dans les anne´es 70, le physicien A.S. Davydov a propose´ une the´orie quantique afin
d’expliquer comment l’e´nergie pouvait eˆtre transporte´e le long des prote´ines de structure
secondaire en he´lice-α [7, 8, 9]. L’ide´e est la suivante : une prote´ine est un bio-polyme`re forme´
a` partir de seulement 20 monome`res diffe´rents. Ces monome`res sont des α-amino acides qui
s’unissent par des liaisons peptidiques pour donner de longues chaˆınes polypeptidiques. Ces
chaˆınes, enroule´es en he´lice, pre´sentent une structure quasi-pe´riodique le long de laquelle
sont distribue´es des unite´s peptidiques H-N-C=O relie´es les unes aux autres par des liaisons
hydroge`nes. De part la ge´ome´trie de la prote´ine, ces unite´s peptidiques forment trois chaˆınes
mole´culaires paralle`les a` l’axe de l’he´lice (voir Fig. 1.1)
Une chaˆıne particulie`re repre´sente donc un re´seau mole´culaire 1D forme´ par une succes-
sion de N unite´s peptidiques contenant le groupement C=O. D’un point de vue vibrationnel,
l’e´tirement de la liaison C=O caracte´rise un mode normal de vibration de haute fre´quence
appele´ mode amide-I. Ainsi, le groupe C=O occupant le site n se comporte comme un oscil-
lateur harmonique de coordonne´e Qn, de masse re´duite m et de fre´quence propre ω0 = 1680
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cm−1. Sa dynamique est de´crite par les ope´rateurs cre´ation et annihilation b†n et bn de´finis
par
Qn =
√
h¯
2mω0
(b†n + bn) (1.8)
et ve´rifiant les relations de commutation des bosons [bn, b
†
n′ ] = δnn′ . Par conse´quent, l’Hamil-
tonian d’une vibration particulie`re s’e´crit :
hn = h¯ω0(b
†
nbn + 1/2) (1.9)
Chaque groupe C=O e´tant porteur d’un dipoˆle, deux groupes voisins interagissent princi-
palement de manie`re e´lectrostatique. Or, le dipoˆle µ(Qn) du groupement n est fonction de
sa coordonne´e interne de vibration. En re´alisant un de´veloppement au premier ordre, on
voit alors apparaˆıtre un couplage entre les coordonne´es internes de groupes C=O voisins. Ce
couplage e´tant proportionnel au produit des dipoˆles de transition (∂µ/∂Q), on montre faci-
lement que l’Hamiltonien de´crivant la dynamique collective de l’ensemble des modes C=O
couple´s s’e´crit :
H =
∑
n
h¯ω0(b
†
nbn + 1/2) + h¯J(b
†
nbn+1 + b
†
n+1bn) (1.10)
ou` J est la constante de couplage qui s’exprime en fonction de la distance R entre deux
unite´s voisines :
J ≈ ± 1
R3
(
∂µ
∂Qn
)(
∂µ
∂Qn+1
) (1.11)
Dans ce contexte, la the´orie de Davydov fait jouer un roˆle privile´gie´ aux modes C=O.
En effet, lorsqu’une mole´cule d’ATP vient se lier en un site particulier de la prote´ine, elle
interagit avec les mole´cules d’eau du milieu et libe`re une e´nergie de 3950 cm−1 (soit 0.49 eV).
Par couplage re´sonant, cette e´nergie est convertie en une excitation de vibration interne C=O
d’une unite´ peptidique particulie`re. On notera que le transfert d’e´nergie peut eˆtre assiste´ par
l’excitation vibrationnelle d’une mole´cule d’eau du milieu. L’interaction dipolaire entre les
groupes C=O des unite´s peptidiques voisines entraˆıne la de´localisation de la vibration interne
et la formation d’un exciton vibrationnel : le vibron.
Par analogie avec la physique du solide ou` le concept de phonon permet de de´crire les
vibrations e´tendues, le vibron apparaˆıt comme la quasi-particule associe´e a` la dynamique
collective des vibrations intramole´culaires haute fre´quence. Les vibrons sont des bosons qui
ve´rifient la statistique de Bose-Einstein. Les ope´rateurs b†n et bn repre´sentent respectivement
la cre´ation et l’annihilation d’un vibron localise´ sur le site n. L’interaction dipoˆle-dipoˆle
de´truit un vibron sur un site n et cre´e un nouveau vibron sur un site voisin n ± 1. Ce
me´canisme entraˆıne alors la de´localisation du vibron le long du re´seau qui se de´place tel une
particule libre repre´sente´e par une onde plane.
1.2.2 Excitons e´lectroniques dans les J-agre´gats
Les J-agre´gats sont des re´seaux mole´culaires 1D forme´s par des colorants organiques de
type cyanine qui posse`dent des proprie´te´s optiques extraordinaires dans le domaine visible
[10].
Ainsi, en 1936, G. Scheibe et E. Jelley ont de´couvert inde´pendamment une bande d’ab-
sorption tre`s fine dans le spectre visible de certains colorants cyanines en solutions tre`s
concentre´es. Ces bandes apparaissent a` une e´nergie plus basse que l’e´nergie d’absorption
d’une solution peu concentre´e. C’est pour cette raison que ces bandes sont appele´es J-bandes.
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De plus, leur largeur est beaucoup plus fine d’environ un ordre de grandeur. L’apparition de
ces J-bandes a e´te´ attribue´e a` la formation d’agre´gats mole´culaires, et plus spe´cifiquement a`
la forte interaction existant entre les mole´cules a` l’inte´rieur d’un agre´gat. Les monome`res de
colorants cyanines portent une charge e´lectrique et, dans un solvant polaire, peuvent s’auto-
assembler pour former des chaˆınes, qui sont appele´es les J-agre´gats. Ces modifications des
proprie´te´s optiques re´sultent directement des interactions intermole´culaires qui provoquent
une de´localisation des e´tats propres e´lectroniques sur plusieurs mole´cules le long des chaˆınes.
Des bandes excitoniques sont alors cre´e´es et, dans ces agre´gats, les excitons sont appele´s
excitons de Frenkel.
Pour introduire simplement la notion d’exciton e´lectronique conside´rons un J-agre´gat
forme´ de N mole´cules organiques re´gulie`rement distribue´es sur un re´seau 1D. Les proprie´te´s
e´lectroniques de chaque mole´cule n se re´sument a` la pre´sence de deux niveaux. Le niveau
fondamental |fn〉, d’e´nergie nulle et le niveau excite´ |en〉 d’e´nergie 0. Les proprie´te´s optiques
remarquables de la mole´cule n proviennent de l’existence d’un fort dipoˆle de transition µge(n)
qui fait du syste`me un absorbeur ide´al de lumie`re visible. Dans ces conditions, le niveau
fondamental du J-agre´gat traduit l’ensemble des mole´cules dans leur e´tat fondamental :
|0〉 = |f1, f2, ..., fN〉. Par contre, le premier e´tat excite´ est N fois de´ge´ne´re´ puisqu’il traduit la
pre´sence d’une mole´cule particulie`re dans son niveau excite´. Ainsi, l’excitation de la mole´cule
n, toutes les autres e´tant dans le fondamental, sera note´e : |n〉 = |f1, ...en, ..., fN〉. Dans
ce contexte, en supposant les mole´cules inde´pendantes les unes des autres, l’Hamiltonien
e´lectronique s’e´crit :
H =
∑
n
0|n〉〈n| (1.12)
Pour de´crire H, on introduit ge´ne´ralement les ope´rateurs de Pauli qui sont de´finis par :
Bn = |0〉〈n|
B†n = |n〉〈0| (1.13)
Ces ope´rateurs ve´rifient les relations de commutation particulie`res suivantes : [Bn, Bn′ ] =
[B†n, B
†
n′ ] = B
2
n = B
†2
n = 0. De plus, la relation de commutation entre deux ope´rateurs de
Pauli est de´finie par :
[Bn, B
†
n′ ] = δnn′(1− 2BnB†n) (1.14)
Enfin, on notera que ces ope´rateurs anti-commutent deux a` deux :
BnB
†
n +B
†
nBn = 1 (1.15)
Dans ce contexte, l’Hamiltonien des mole´cules inde´pendantes se re´e´crit sous la forme simple :
H =
∑
n 0B
†
nBn
Dans un J-agre´gat, les mole´cules sont suffisamment e´loigne´es les unes des autres pour
qu’il n’y ait pas de recouvrement entre leurs orbitales e´lectroniques. Par conse´quent, a` l’instar
des proprie´te´s vibrationnelles des he´lices-α, l’interaction entre mole´cules prend son origine
dans les couplages entre dipoˆles instantane´s. Sous l’action de ces interactions, une mole´cule n
dans son e´tat excite´ peut transiter dans son e´tat fondamental alors qu’une mole´cule voisine,
initialement dans son fondamental, sera porte´e dans son e´tat excite´. En d’autres termes, tout
se passe comme si l’e´nergie e´lectronique du re´seau, et non un e´lectron proprement dit, pouvait
transiter d’une mole´cule vers une voisine. Ce me´canisme est de´crit par l’Hamiltonien ge´ne´ral
du J-agre´gat, qui, incluant les couplages dipoˆle-dipoˆle entre mole´cules voisines, s’e´crit :
H =
∑
n
0B
†
nBn + J(B
†
nBn+1 +B
†
n+1Bn) (1.16)
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Figure 1.2 – Sche´ma des complexes LH1 et LH2 collectant l’e´nergie lumineuse et la
transfe´rant sous forme excitonique au centre re´actionnel.
ou J de´signe la force du couplage entre dipoˆles de transition e´lectronique :
J ≈ µeg(n)µge(n+ 1)
R3
(1.17)
Ainsi, l’Hamiltonien H de´crit la migration d’une e´nergie e´lectronique appele´e exciton de
Frenkel. Cet exciton posse`de globalement les meˆmes proprie´te´s que le vibron a` la diffe´rence
pre`s qu’il caracte´rise le transport d’une e´nergie dans le domaine visible alors que l’e´nergie
du vibron se trouve dans le domaine infra rouge. En fait, compte tenu de la de´finition des
ope´rateurs de Pauli, l’exciton de Frenkel correspond a` un paulion, sorte d’interme´diaire entre
les bosons et les fermions. Grossie`rement, deux paulions loin l’un de l’autre sont assimilables
a` deux bosons alors que deux paulions occupant un meˆme site se comportent comme des
fermions.
1.2.3 Roˆle des excitons e´lectroniques dans la photosynthe`se
La photosynthe`se est un processus biologique essentiel a` la vie sur la Terre. Elle permet
aux plantes et a` certaines bacte´ries photosynthe´tiques, qui constituent souvent le de´but de
la chaˆıne alimentaire, d’exister. Son principe est de convertir l’e´nergie lumineuse du Soleil,
en e´nergie chimique, utilisable par les cellules. Ceci se fait par une suite de re´actions simples,
rapides et nombreuses, avec une efficacite´ maximale. L’e´nergie collecte´e a` la surface des
cellules est transfe´re´e vers le Centre Re´actionnel (CR). S’y produit alors une se´paration de
charges photoinduite. Cette se´paration de charges induit un gradient de protons a` travers la
membrane et permet alors de mettre en route la synthe`se de l’ATP, carburant essentiel a` la
vie.
La premie`re e´tape de la photosynthe`se est la collecte d’e´nergie lumineuse par les pigments
chlorophylliens des antennes collectrices. Les antennes collectrices sont situe´es a` la surface
de tous les organismes photosynthe´tiques. Elles sont de deux types : les re´cepteurs primaires
LH2 (Light Harvesting complex) et les re´cepteurs secondaires LH1. Les deux sont constitue´s
d’un grand nombre de pigments chlorophylliens maintenus en place, paralle`lement les uns
aux autres, par des complexes polypeptidiques. Les pigments sont soit des carote´no¨ıdes, soit
des chlorophylles. Les LH2 sont des disques beaucoup plus petits que les LH1, ces derniers
contenant le centre re´actionnel en leur coeur.
Les pigments absorbent la lumie`re dans une tre`s large gamme spectrale, allant de l’Ultra-
Violet a` l’Infra-Rouge (1000 nm pour les bacte´riochlorophylles), en passant par le visible (400
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Figure 1.3 – Representation du complex LH2 : vue dans la surface de la membre (a) et (b) ;
vue le long de la surface de la membre (c) et (d).
nm pour les carote´no¨ıdes). Ainsi, les antennes sont capables de capter le maximum d’e´nergie
lumineuse. Les LH1 et les LH2, beaucoup plus nombreux, sont situe´s a` coˆte´ les uns des autres,
et relaient, de complexes collecteurs en complexes collecteurs, l’e´nergie absorbe´e jusqu’a`
atteindre un complexe LH1, qui posse´dant un centre re´actionnel, permettra la transformation
de cette e´nergie en e´nergie utilisable par l’organisme vivant.
Lorsqu’un photon est absorbe´ par un des pigments chlorophylliens d’un complexe LH2,
un e´tat excite´ est ge´ne´re´ et, en se de´sexcitant, va se propager tre`s rapidement, vers le pig-
ment voisin. En d’autres termes, l’absorption d’un photon permet la cre´ation d’un exciton
e´lectronique sur l’un des pigments d’un complexe LH2. Cet exciton va se propager au sein
d’un meˆme complexe LH2 puis sera transfe´re´ au complexe LH2 voisin et ce jusqu’a` atteindre
un complexe LH1, et donc le centre re´actionnel, fin du processus de collecte de l’e´nergie
lumineuse. La transmission de l’exciton, aussi efficacement, est possible graˆce a` l’orientation
privile´gie´e (paralle`le) et a` l’espacement ade´quat des diffe´rents pigments. De plus, les divers
complexes LH2 et LH1 e´tant coˆte a` coˆte, la propagation entre complexes est e´galement tre`s
rapide.
Le complexe LH1 absorbe a` une longueur d’onde plus faible en e´nergie que le complexe
LH2, l’e´nergie collecte´e est ainsi canalise´e des divers complexes LH2 vers un complexe LH1
puis vers le centre re´actionnel. Ce processus de collecte d’e´nergie lumineuse permet de col-
lecter un tre`s grand nombre de photons, du fait du nombre important d’antennes collectrices
LH2, vers un centre re´actionnel, avec une grande efficacite´ en terme de rendement (il y a peu
de perte d’e´nergie), de temps (infe´rieur a` une picoseconde) et ce sur de grandes distances.
Ainsi, le processus de collecte d’e´nergie lumineuse, processus complexe, est le re´sultat d’une
suite de re´actions simples, efficaces et nombreuses.
A ce stade, on notera que de nos jours une technologie est mise au point pour e´laborer des
syste`mes artificiels capables de reproduire le fonctionnement des unite´s photosynthe´tiques.
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Figure 1.4 – Confinement de mole´cules sur une surface vicinale de platine.
1.2.4 Transport e´lectronique dans les nanostructures
La miniaturisation de plus en plus pousse´e de la taille des transistors durant ces 20
dernie`res anne´es, a permis de de´cupler le nombre de ces transistors dans les microproces-
seurs [11]. Par exemple, le 8086 d’INTEL, sorti en 1978 comptait 29 000 transistors. En 2001
le pentium IV en de´nombre 42 000 000. Ce Pentium posse`de des transistors de 180 nm de
largueur de grille, et la prochaine ge´ne´ration devrait atteindre 150 nm. En 2004, des architec-
tures de 90 nanome`tres constituent l’e´tat de l’art et les processeurs sont produits en masse
avec une finesse de 65 nanome`tres de`s le premier semestre 2006. Des puces grave´es en 45
nanome`tres sont sorties mi-2007, des puces en 32 nanome`tres devraient sortir en 2008-2009
et la gravure en 22 nanome`tres est deja envisage´e... A ces distances nanome´triques, la limite
classique est clairement de´passe´e si bien que des effets quantiques vont se faire ressentir.
Tout l’enjeu de ces prochaines anne´es sera d’effectuer la transition vers de nouveaux micro-
processeurs qui devront tenir compte des proble`mes quantiques. Ceci est un bouleversement
technologique car depuis 1971, date des premiers transistors, les proce´de´s mis en jeu sont
reste´s identiques.
Pour aborder cette nouvelle e`re technologique, plusieurs voies sont e´tudie´es. Par exemple,
la science des surfaces joue un roˆle capital puisqu’elle permet l’e´laboration de nano-structures
de ge´ome´trie parfaitement controˆle´e [12]. En effet, il a e´te´ montre´ re´cemment que l’auto-
organisation des marches de surfaces favorise la croissance de structures mole´culaires de
basse dimension. Deux exemples caracte´ristiques sont la formation de fils atomiques adsorbe´s
au voisinage des marches et la cre´ation de monocouches mole´culaires confine´es entre deux
marches. Les surfaces utilise´es sont des surfaces vicinales me´talliques ou semi-conductrices
qui posse`dent la forme d’un escalier ainsi que certaines surfaces reconstruites en forme de
cre´neaux. Outre leur capacite´ a` ge´ne´rer des nano-structures, les surfaces offrent e´galement
la possibilite´ de travailler avec ces dernie`res en utilisant les proprie´te´s des sondes locales
comme le STM ou l’AFM. En effet, ces sondes locales peuvent jouer le roˆle d’outils nanosco-
piques permettant d’une part d’agir me´caniquement sur les mole´cules adsorbe´es et d’autre
part d’exciter se´lectivement une mole´cule en induisant des transitions e´lectroniques et/ou
vibrationnelles.
Une question de premie`re importance concerne la capacite´ de tels nano-objets a` transfe´rer
une information. De fac¸on ge´ne´rale, cette information est ve´hicule´e par les excitations col-
lectives de la nano-structure qui peuvent apparaˆıtre sous diverses formes selon la nature du
syste`me. Cependant, la possibilite´ d’exciter localement les vibrations internes des mole´cules
par STM, ouvre une nouvelle voie base´e sur leur utilisation comme vecteur de l’informa-
tion. L’interaction late´rale entre les mole´cules de la nano-structure favorise la de´localisation
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des vibrations intramole´culaires qui se traduit par l’apparition de quasi-particules associe´es
aux champs des vibrations internes couple´es : les vibrons ou excitons vibrationnels (voir
le transport d’e´nergie dans les he´lices-α). D’autre part, la re´alisation expe´rimentale de fils
me´talliques obtenus sur des surfaces a` marches permet d’envisager le transport e´lectronique
dans des nano-fils.
Paralle`lement aux nanostructures adsrobe´es, l’e´lectronique mole´culaire repose sur l’ide´e
que le moyen d’atteindre naturellement les dimensions nanome´triques est d’utiliser direc-
tement de grosses mole´cules qui posse`dent de´ja` cette dimension [13]. Ce domaine utilise
donc des mole´cules (mate´riaux organiques) afin de de´velopper des composants e´lectroniques
(diode, fil, transistors...) ou e´lectrome´caniques (moteurs, interrupteurs...). Cette science date
de 1974 [14]. Cette anne´e la`, deux the´oriciens Aviram et Ratner, de´montrent the´oriquement
que certaines mole´cules peuvent pre´senter des proprie´te´s de rectification. Les proble`mes lie´s
a` cette technique, pour l’instant, demeurent la synthe´se des mole´cules juge´es inte´ressantes
the´oriquement, ainsi que l’interconnexion entre mole´cules et appareillage, et l’instabilite´ de
ces mate´riaux souvent fragiles afin de les prote´ger des agressions exte´rieures. Le dipositif
principalement e´tudie´ en e´lectronique mole´culaire est une jonction me´tal-mole´cule-me´tal
dans laquelle les phe´nome`nes de conduction sont de nature quantique. Deux e´lectrodes
me´talliques constituent un re´servoir d’e´lectrons qui sont injecte´s dans un fil mole´culaire
organique. Ge´ne´ralement, le fil se comporte comme un re´seau plus ou moins ordonne´e ou`
chaque site pre´sente une orbitale capable d’accepter un e´lectron. Le transport le long du fil
est alors de´crit par un mode`le de liaisons fortes.
Enfin, on notera l’utilisation des nanotubes de carbones qui jouent un roˆle de premier
plan depuis leur de´couverte en 1991 [15] et avec lesquels il a e´te´ montre´ la faisabilite´ de
diodes, de transistors et de portes logiques [16, 17, 18].
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Chapitre 2
Mode´lisation du transport sur re´seau
Sur l’exemple simple du mode`le des liaisons fortes, le but de ce chapitre est d’introduire les
notions e´le´mentaires permettant d’e´tudier la dynamique d’une particule sur re´seau. Ainsi,
nous de´finirons les concepts d’ope´rateur d’e´volution et de propagateur qui sont a` la base
du calcul des probabilite´s quantiques. Leur lien avec la the´orie de la re´ponse line´aire sera
de´montre´. Enfin, les notions de densite´ d’e´nergie, de densite´ de courant et de probabilite´ de
survie seront pre´sente´es.
2.1 Hamiltonien, Etats propres et Evolution
Lorsqu’une seule particule ou une seule excitation est pre´sente, les exemples illustre´s dans
l’introduction appartiennent a` une meˆme famille. Ils de´crivent la dynamique quantique d’une
particule capable de se de´localiser le long d’un re´seau uni-dimensionnel [1]. Pour formuler
un tel proble`me de manie`re plus pre´cise, nous allons introduire le mode`le suivant. Soit un
re´seau contenant N sites re´gulie`rement distribue´s. Chaque site n est caracte´rise´ par un e´tat
quantique local |n〉, d’e´nergie h¯ω0, dans lequel se trouve la particule lorsqu’elle est localise´e
sur le site n. L’ensemble des vecteurs { |n〉 } forme une base, dite locale, qui est comple`te et
orthonorme´e. Elle sous tend l’espace des e´tats E de la particule. Sur le re´seau, la particule
est autorise´e a` se de´placer de sites en sites par effet tunnel et on note h¯J la constante de
saut entre deux sites plus proches voisins. Sans perte de ge´ne´ralite´s, on conside`rera par la
suite le cas d’un tunneling ne´gatif si bien que −J (J > 0) sera l’amplitude de transition.
Dans ces conditions, la dynamique quantique de la particule est de´crite par un Hamiltonien
de liaisons fortes de´fini par (en unite´ h¯ = 1) :
H =
∑
n
ω0|n〉〈n| − J(|n〉〈n+ 1|+ |n+ 1〉〈n|) (2.1)
Bien que par la suite nous conside´rerons des situations plus complexes (pre´sence de
Figure 2.1 – Repre´sentation du re´seau
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de´fauts, de´sordre, couplage avec un environnement), nous allons pour l’instant nous res-
treindre a` l’e´tude d’un re´seau invariant par translation. Dans ce contexte, l’application du
the´ore`me de Bloch montre que les vecteurs propres de H sont des e´tats d’ondes planes de´finis
par :
|q〉 = 1√
N
∑
n
eiqn|n〉 (2.2)
ou` les vecteurs q ∈ [−pi, pi] appartiennent a` la premie`re zone de Brillouin du re´seau. A l’instar
de la base locale, l’ensemble des vecteurs { |q〉 } forme une base comple`te et orthonorme´e
appele´e base e´tendue. Les proprie´te´s de cette base se de´montrent aise´ment en utilisant les
relations suivantes :
1
N
∑
n
ei(q−q
′)n = δqq′
1
N
∑
q
eiq(n−n
′) = δnn′ (2.3)
En calculant les e´le´ments de matrice de H dans la base e´tendue, on montre facilement
que les e´nergies propres associe´es a` chaque onde plane sont de´finies par : 1
ωq = ω0 − 2J cos(q) (2.5)
Les valeurs propres de H de´finissent une bande permise qui s’e´tend entre ω0 − 2J et
ω0 + 2J . Toute excitation dont l’e´nergie appartient a` cette bande de conduction pourra se
propager le long du re´seau. Pour une onde plane de vecteur d’onde q, cette propagation
s’effectuera a` la vitesse de groupe vq de´finie par :
vq = ∂qωq = 2J sin(q) (2.6)
ou` ∂q = ∂q/∂q. La bande permise contenant N e´tats e´tendues, le nombre d’e´tats dont
l’e´nergie est comprise entre ω et ω + dω est donne´ par la densite´ d’e´tats (DOS pour density
of states) g(ω). L’expresssion de la DOS s’obtient a` partir de la densite´ de vecteur d’onde
g(q) = 1/2pi a` l’inte´rieur de la premie`re zone de Brillouin : g(ω)dω = 2g(q)dq, ou` le facteur
2 provient du fait que ωq = ω−q. On en de´duit :
g(ω) =
1
pi
(∂ωq)
−1 ⇒ g(ω) = 1
pivq
⇒ g(ω) = 1
pi
1√
4J2 − (ω − ω0)2
(2.7)
On notera que la DOS est normalise´e a` l’unite´ :
∫
g(ω)dω = 1. Elle montre deux divegences
sur les bords de bande qui traduisent l’annulation de la vitesse de groupe.
Dans ces conditions, nous allons pour l’instant supposer que la particule est initialement
pre´pare´e dans un e´tat pur |ψ0〉. Par exemple, si |ψ0〉 = |n0〉, un tel e´tat traduit la cre´ation
de la particule sur un site particulier n0 du re´seau. Nous verrons par la suite que ceci n’est
pas toujours possible et que l’e´tat initial de la particule n’est pas toujours parfaitement
1. Les Eqs. (2.2) et (2.5) s’obtiennent facilement en cherchant les e´tats propres de H sous la forme
|ψ〉 = ∑n ψn|n〉. L’e´quation de Schrdo¨dinger devient alors :
H|ψ〉 = ω|ψ〉 ⇒ ω0ψn − J(ψn+1 + ψn−1) = ωψn (2.4)
Les solutions correspondantes de´finissent des ondes planes de la forme ψn ∝ exp(iqn) dont la relation de
dispersion est donne´e par l’Eq.(2.5).
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connu. Une telle situation se produit lorsque la particule n’est pas isole´e mais interagit avec
un environnement a` tempe´rature finie. Il convient alors de re´aliser une statistique sur l’e´tat
initial en utilisant le formalisme plus ge´ne´ral de la matrice densite´.
Ne´anmoins, initialement dans un e´tat pur a` t = 0, l’e´tat quantique de la particule a`
l’instant t est spe´cifie´ par le vecteur d’e´tat |ψ(t)〉 dont l’e´volution est gouverne´e par l’Equation
de Schro¨dinger :
i∂t|ψ(t)〉 = H|ψ(t)〉 (2.8)
L’inte´gration formelle de l’Eq.(2.8) nous permet d’introduire l’un des objets les plus impor-
tant pour caracte´riser les proprie´te´s de transport. Il s’agit de l’ope´rateur d’e´volution U(t)
de´fini par :
i∂tU(t) = HU(t)
U(0) = 1 (2.9)
En comparant les Eqs.(2.8) et (2.9), on montre facilement que U(t) satisfait les proprie´te´s
suivantes :
|ψ(t)〉 = U(t)|ψ0〉
U(t) = exp(−iHt) (2.10)
Ainsi, la connaissance de l’ope´rateur d’e´volution fournit une description comple`te de la dy-
namique de la particule sur le re´seau. Il de´finit le lien entre l’e´tat initial de la particule et son
e´tat a` l’instant t et contient toute l’histoire de l’e´volution sous l’action de H. Un e´le´ment de
matrice dans la base locale, 〈n|U(t)|m〉, repre´sente l’amplitude de probabilite´ d’observer la
particule sur le site n a` l’instant t sachant qu’elle se trouvait sur le site m a` l’instant t = 0.
2.2 Propagateur et Fonction de Green
De manie`re ge´ne´rale, a` partir de conditions initiales a` t = 0, on s’inte´resse plutoˆt a`
l’e´volution de la particule dans le futur. Or, par de´finition, l’ope´rateur d’e´volution est tre`s
ge´ne´ral et il fournit une information sur l’e´tat de la particule a` un instant t positif ou ne´gatif.
Pour restreindre notre attention sur le futur, on introduit ge´ne´ralement l’ope´rateur K+(t)
de´fini par [2] :
K+(t) = −iθ(t)U(t) (2.11)
ou` θ(t) est la fonction de Heaviside. Cet ope´rateur est nul pour t < 0 mais directement pro-
portionnel a` U(t) pour t > 0. En injectant l’Eq.(2.11) dans l’Eq.(2.9), on montre facilement
que K+(t) ve´rifie :
(i∂t −H)K+(t) = δ(t) (2.12)
Compte tenu de la forme de l’Eq.(2.12) avec δ(t) au second membre, on appelle ge´ne´ralement
K+(t) la fonction de Green. Il s’agit plus pre´cise´ment d’une fonction de Green dite retarde´e et
il est possible de de´finir une fonction de Green dite avance´e nulle pour t > 0 et proportionnelle
a` U(t) pour t < 0 : K−(t) = iθ(−t)U(t).
Par transforme´e de Fourier, on introduit l’ope´rateur G(ω) de´fini par :
G(ω) =
∫ +∞
−∞
dtK+(t)e
iωt ⇒ K+(t) = 1
2pi
∫ +∞
−∞
dωG(ω + i0+)e−iωt (2.13)
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Soit
G(ω) =
1
ω + i0+ −H (2.14)
Pour assurer la convergence de l’inte´grale, nous avons sous-entendu que la fre´quence ω
se comportait comme un nombre complexe ω ≡ ω + i avec  un nombre re´el que l’on fait
tendre vers ze´ro par valeur positive. Ce me´canisme, qui traduit le principe de causalite´ (la
cause pre´ce`de toujours l’effet) sera toujours utilise´ par la suite. Pour simplifier le passage a`
la limite, la fre´quence sera alors note´e ω = ω + i0+.
L’ope´rateur G(ω + i0+) est appele´ propagateur retarde´ (de la meˆme fac¸on on de´finit
un propagateur avance´ en conside´rant la limite ω − i0+). Cependant, compte tenu de sa
de´finition par rapport a` K+(t), on utilise ge´ne´ralement le nom de fonction de Green pour
de´crire le propagateur. La fonction de Green joue un roˆle central pour caracte´riser les pro-
prie´te´s de transport et permet de de´finir une multitude de grandeurs. En fait, elle fournit des
informations e´quivalentes a` celles donne´es par l’ope´rateur d’e´volution, mais dans le domaine
des fre´quences. Le propagateur est proportionnel au spectre de l’amplitude de probabilite´
d’observer une excitation a` un instant t′ en un site n′ du re´seau sachant qu’elle a e´te´ cre´e´e
en un point n, a` un instant t. Il de´crit ainsi la propagation de l’excitation entre ces deux
points de l’espace-temps. De plus, comme nous le verrons par la suite, les me´thodes des
fonctions de Green permettent une ge´ne´ralisation de la the´orie des perturbations et sont
d’une importance capitale pour e´tudier les phe´nome`nes de localisation et les processus de
transmission/re´flexion lorsque le re´seau pre´sente des de´fauts.
Dans la base propre de H, le propagateur est diagonal. Il s’e´crit :
G(ω) =
∑
q
|q〉〈q|
ω − ωq (2.15)
Ainsi, de manie`re ge´ne´rale, on montre que les e´le´ments de matrice de G(z) sont analytiques
dans tout le plan complexe prive´ de l’axe re´el. Les singularite´s, qui sont toutes situe´es sur l’axe
re´el, consistent des poˆles situe´s exactement aux valeurs propres de l’Hamitlonien z0 = ωq.
A ce stade, introduisons la relation fondamentale suivante :
1
ω + i0+ − ωq = PP
1
ω − ωq − ipiδ(ω − ωq) (2.16)
ou` PP de´signe la partie principale. Au sens de Cauchy, la partie principale de certaines
inte´grales impropres est de´finie par :
PP
∫ b
a
f(x)dx = lim
→0+
∫ c−
a
f(x)dx+
∫ b
c+
f(x)dx (2.17)
ou` c re´presente la singularite´ de f(x), c’est-a`-dire f(c) = ±∞. Dans ce contexte, la partie
principale de 1/x est de´finie comme une distribution qui, agissant sur une fonction u(x),
s’exprime en fonction de la partie principale de Cauchy suivante :
PP
(
1
x
)
u(x) = lim
→0+
∫
|x|>
u(x)
x
dx (2.18)
En utilisant la de´finition pre´ce´dente, on montre facilement que l’ope´rateur d’e´volution
s’exprime en fonction du propagateur retarde´. En effet, on a :
Unn′(t) = 〈n|e−iHt|n′〉 =
∑
q
〈n|q〉〈q|n′〉e−iωqt =
∫ +∞
−∞
dω
∑
q
〈n|q〉〈q|n′〉e−iωtδ(ω − ωq) (2.19)
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Or, on a :
ImG(ω + i0+) = −pi∑
q
|q〉〈q|δ(ω − ωq) (2.20)
On en de´duit finalement :
Unn′(t) = − 1
pi
∫ +∞
−∞
ImGnn′(ω + i0
+)e−iωtdω (2.21)
Dans le meˆme esprit, la DOS est de´finie en fonction du propagateur selon la relation : 2
g(ω) = − 1
Npi
TrImG(ω + i0+) (2.23)
Enfin, la densite´ d’e´tats localise´s sur le site n, note´e gn(ω), caracte´rise le poids sur l’orbitale
locale |n〉 des e´tats dont l’e´nergie est comprise entre ω et ω + dω. Elle est de´finie par :
gn(ω) = − 1
Npi
ImGnn(ω + i0
+) (2.24)
Ces relations sont tre`s ge´ne´rales et elles ne sont pas restreintes au cas d’un re´seau invariant
par translation. Elles permettent une de´finition des grandeurs inde´pendamment du choix de
base.
2.3 Fonction de Green et re´ponse line´aire
La fonction de Green est ge´ne´ralement qualifie´e de fonction re´ponse puisqu’elle permet de
caracte´riser la re´ponse line´aire du re´seau lorsque celui-ci est soumis a` une source exte´rieure
comme un champ e´lectrique, un champ magne´tique ou une onde laser [3]. Dans ce contexte,
pour formuler de manie`re ge´ne´rale la the´orie de la re´ponse line´aire, nous allons conside´rer
un syste`me quantique (une particule sur un re´seau par exemple) initialement dans un e´tat
|ψi〉 d’e´nergie ωi. Cet e´tat est un e´tat propre de l’Hamiltonien stationnaire H qui de´crit
la dynamique du syste`me lorsque celui-ci est isole´ (comme par exemple l’Hamiltonien de
liaisons fortes de la particule sur le re´seau). A l’instant t = 0, le syste`me interagit avec un
champ exte´rieur classique F (t), le couplage V (t) = −BF (t) s’effectuant par l’interme´diaire
d’un ope´rateur B de´pendant des degre´s de liberte´ du syste`me. Pour t > 0, la dynamique du
syste`me est alors de´crite par l’Hamiltonien de´pendant du temps :
H ′(t) = H −BF (t) (2.25)
Dans ces conditions, sous l’action du champ F (t), l’e´tat quantique du syste`me e´volue au
cours du temps si bien que certaines observables, initialement nulles, posse`dent une moyenne
quantique non nulle pour t > 0. Ce phe´nome`ne traduit la re´ponse du syste`me a` l’excitation.
Conside´rons alors que cette re´ponse se manifeste par la re´action d’une observable note´e A.
Le but de la the´orie de la re´ponse line´aire est donc de de´terminer la valeur de la moyenne
quantique < A(t) >= 〈ψ(t)|A|ψ(t)〉 en fonction du champ exte´rieur, |ψ(t)〉 de´signant l’e´tat
2. La DOS s’exprime comme une somme de fonctions de Dirac :
g(ω) =
1
N
∑
q
δ(ω − ωq) (2.22)
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du syste`me a` l’instant t. Pour mener a` bien une telle ope´ration, on suppose le champ F (t)
suffisamment faible afin de re´aliser une the´orie des perturbations par rapport au couplage
V (t).
Ainsi, en effectuant un de´veloppement au premier ordre de l’ope´rateur d’e´volution du
syste`me, on montre facilement que l’e´tat quantique s’exprime en fonction du champ exte´rieur
selon la relation : 3
|ψ(t)〉 = U(t)|ψi〉+ i
∫ t
0
dt1U(t− t1)BU(t1)|ψi〉F (t1) (2.29)
ou` U(t) = exp(−iHt) de´note l’ope´rateur d’e´volution libre du syste`me. Dans ce contexte, la
moyenne de A a` l’ordre un des perturbations s’e´crit :
< A(t) > = i
∫ t
0
dt1〈ψi|U †(t)AU(t− t1)BU(t1)|ψi〉F (t1)
− i
∫ t
0
dt1〈ψi|U †(t1)BU †(t− t1)AU(t)|ψi〉F (t1) (2.30)
A ce statde, quelle que soit l’observable O, on introduit la repre´sentation de Heisenberg
de´finie par : O(t) = U †(t)OU(t). La re´ponse se met alors sous la forme d’un produit de
convolution :
< A(t) >=
∫ t
0
dt1χAB(t, t1)F (t1) (2.31)
ou` la fonction re´ponse temporelle est de´finie par :
χAB(t, t1) = i〈ψi|[A(t), B(t1)]|ψi〉 (2.32)
On notera que la fonction re´ponse χAB(t, t1) de´pend uniquement de la diffe´rence de temps
t − t1 ce qui conduit effectivement a` un produit de convolution dans l’Eq.(2.31). Pour s’en
assurer, il suffit de de´velopper son expression sachant que |ψi〉 est e´tat propre de H :
χAB(t− t1) = i〈ψi|AU(t− t1)B|ψi〉eiωi(t−t1) − i〈ψi|BU †(t− t1)A|ψi〉e−iωi(t−t1) (2.33)
L’Eq.(2.32) repre´sente le re´sultat fondamental de la the´orie de la re´ponse line´aire dans le
domaine temporel. Elle montre que la re´ponse a` une excitation exte´rieure est caracte´rise´e
par la fonction de corre´lation entre l’observable couple´e au champ et celle qui re´agit a` ce
couplage. La re´ponse se fait sous la forme d’une convolution si bien que sa valeur a` l’instant
t de´pend de toute l’histoire de l’interaction qui s’est passe´e entre 0 et t. Elle respecte en ce
3. L’ope´rateur d’e´volution U(t) du syste`me en interaction ve´rifie l’e´quation d’e´volution :
i∂tU(t) = (H + V (t))U(t) (2.26)
On cherche alors une solution de la forme U(t) = U(t)δU(t) avec U(t) = exp(−iHt). On en de´duit :
i∂tδU(t) = U
−1(t)V (t)U(t)δU(t) (2.27)
En inte´grant cette e´quation puis en multipliant par U(t) par la gauche, il vient, en ne conside´rant que les
termes d’ordre 1 par rapport a` la perturbation V (t) :
U(t) = U(t) + 1
i
∫ t
0
dt1U(t− t1)V (t1)U(t1) (2.28)
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sens le principe de causalite´ qui stipule que la re´action (re´ponse) ne peut pre´ce´der l’action
(excitation). 4
Dans ce contexte, la fonction de Green apparaˆıt tout naturellement lorsque l’on de´sire
quantifier la re´ponse dans le domaine fre´quentiel. Pour cela, on re´alise une transformation de
Fourier-Laplace en de´finissant la composante de fre´quence ω de la re´ponse selon la relation :
A˜(ω) =
∫ ∞
0
< A(t) > eiωtdt (2.35)
ou` ω = ω+ i0+ assure la convergence de l’inte´grale. De`s lors, en re´alisant une transformation
de Fourier-Laplace du produit de convolution Eq.(2.31) on en de´duit que A˜(ω) est une simple
fonction line´aire de F˜ (ω), la composante de fre´quence ω du champ exte´rieur :
A˜(ω) = χAB(ω)F˜ (ω) (2.36)
Le facteur de proportionnalite´ entre re´ponse et excitation est appele´ la susceptibilite´ line´aire
χAB(ω). Elle s’exprime en fonction de la fonction de Green G(ω) = (ω − H)−1 selon la
relation :
χAB(ω) = −〈ψi|AG(ω + ωi + i0+)B|ψi〉 − 〈ψi|BG(ωi − ω − i0+)A|ψi〉 (2.37)
Pour illustrer cette dernie`re relation, nous allons conside´rer la re´ponse d’un exciton
e´lectronique soumis a` un champ e´lectromagne´tique E(t). Dans ce cas, l’ope´rateur qui se
couple au champ est le dipoˆle de transition µ (joue le roˆle de B). Sous l’action du champ
E(t), le re´seau se polarise si bien qu’il acquiert un dipoˆle moyen non nul (µ joue aussi le roˆle
de A). Ce dipoˆle moyen, qui traduit la re´ponse du re´seau a` la source exte´rieure, de´finit la
polarisation p(t) correspondant a` la moyenne du dipoˆle de transition dans l’e´tat |ψ(t)〉 du
re´seau a` l’instant t. En utilisant la the´orie de la re´ponse, la susceptibilite´ line´aire du re´seau
s’e´crit alors :
χ(ω) = −〈ψi|µ[G(ω + ωi + i0+) +G(ωi − ω − i0+)]µ|ψi〉 (2.38)
En de´veloppant cette expression dans la base propre, l’expression ge´ne´rale de la susceptibilite´
line´aire devient :
χ(ω) = −∑
f
|µfi|2[ 1
ω − ωfi + i0+ −
1
ω + ωfi + i0+
] (2.39)
La susceptibilite´ χ(ω) = χ′(ω) + iχ′′(ω) s’exprime sous la forme d’une partie re´elle et
d’une partie imaginaire de´finies par :
χ′(ω) = −∑
f
|µfi|2PP [ 1
ω − ωfi −
1
ω + ωfi
]
χ′′(ω) =
∑
f
pi|µfi|2[δ(ω − ωfi)− δ(ω + ωfi)] (2.40)
4. Il convient de noter que nous avons suppose´ connu l’e´tat initial du syste`me. En re´alite´, celui-ci n’est
ge´ne´ralement qu’imparfaitement connu, spe´cialement a` tempe´rature finie, et il convient de re´aliser une statis-
tique sur les valeurs possibles de l’e´tat initial. La fonction re´ponse se met alors sous la forme d’une fonction
de corre´lation :
χAB(t, t1) = i〈[A(t), B(t1)]〉 (2.34)
ou` 〈...〉 de´signe une moyenne sur l’e´tat initial du syste`me.
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De manie`re ge´ne´rale, χ′(ω) rend compte des phe´nome`nes de dispersion (de´pendance de l’in-
dice du re´seau en fonction de la fre´quence du champ) alors que χ′′(ω) caracte´rise les processus
d’absorption (terme proportionnel a` δ(ω − ωfi)) et d’e´mission induite (terme proportionnel
a` δ(ω + ωfi))). Ces deux quantite´s ne sont pas inde´pendantes mais elles se de´duisent l’une
de l’autre par une transformation de Hilbert.
Dans la plupart des situations, le re´seau se trouve initialement dans l’e´tat fondamental
qui est vide de toute excitation. Cet e´tat, note´ |〉, posse`de une e´nergie nulle qui correspond
a` la re´fe´rence des e´nergies. Par conse´quent, l’unique contribution significative de la suscep-
tibilite´ line´aire est directement proportionnelle a` la fonction de Green du re´seau e´value´e a` la
fre´quence du champ exte´rieur. C’est la contribution re´sonante de´finie par :
χ(ω) ≈ −〈|µG(ω + i0+)µ|〉 (2.41)
Le dipoˆle de transition e´tant la somme des dipoˆles de transition associe´s a` chaque site du
re´seau, il s’e´crit :
µ =
∑
n
δµ(|n〉〈|+ |〉〈n|) (2.42)
Par conse´quent, la re´ponse line´aire est de´finie comme la somme des e´le´ments de la fonction
de Green :
χ(ω) ≈ −∑
nn′
δµ2Gnn′(ω + i0
+) (2.43)
Cette relation tre`s ge´ne´rale permet de de´terminer le spectre d’absorption d’un re´seau quel-
conque, invariant par translation ou non. Cependant, lorsque le re´seau est invariant par
translation, on peut re´aliser la somme en passant dans la base propre du re´seau correspon-
dant aux ondes de Bloch. Dans ces conditions, on constate que la re´ponse line´aire se re´duit
a` la composante de vecteur d’onde nul si bien que l’on a :
χ(ω) ≈ − Nδµ
2
ω − ωq=0 + i0+ ⇒ A(ω) ∝ δ(ω − ωq=0) (2.44)
ou` A(ω) de´finit le spectre d’absorption. En d’autres termes, seul l’e´tat de vecteur d’onde nul
est optiquement actif ce qui traduit la conservation de l’impulsion entre le champ optique et
la particule sur le re´seau. 5
2.4 Fonction de Green et the´orie des perturbations
De manie`re ge´ne´rale, la fonction de Green repre´sente un outil puissant pour le calcul des
amplitudes de probabilite´ qui de´crivent les transitions quantiques d’un syste`me soumis a` une
interaction. Pour illustrer ceci, nous allons e´tablir dans ce paragraphe l’expression exacte du
5. Dans un me´tal, la partie imaginaire χ′′(ω) de la susceptibilite´ line´aire permet de de´finir la partie re´elle
de la conductivite´ e´lectrique σ(ω) :
Reσ(ω) = ωχ′′(ω) (2.45)
On rappelle que la conductivite´ offre une de´finition locale de la loi d’Ohm reliant la densite´ de courant j(ω)
et le champ e´lectrique E(ω) : j(ω) = σ(ω)E(ω). Ainsi, la conductivite´ σ0 en champ e´lectrique constant se
de´duit du spectre d’absorption a` la fre´quence nulle selon la loi ge´ne´rale :
σ0 = lim
ω→0
ωχ′′(ω) (2.46)
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taux de transition entre deux e´tats. Nous ge´ne´raliserons ainsi la re`gle d’or de Fermi qui n’est
valable qu’a` l’ordre deux des perturbations.
A l’instar de la proce´dure e´tablie dans le paragraphe pre´ce´dent, on conside`re un syste`me
quantique dans un e´tat |ψi〉 d’e´nergie ωi, cet e´tat e´tant e´tat propre de l’Hamiltonien H
qui de´crit le syste`me lorsqu’il est isole´. A l’instant t = 0, le syste`me est soumis a` une
interaction V inde´pendante du temps qui fait e´voluer son e´tat quantique. D’apre`s les re´sultats
des paragraphes pre´ce´dents, l’amplitude de probabilite´ d’observer le syste`me dans un e´tat
propre |ψf〉 d’e´nergie ωf est donne´e par l’e´le´ment de matrice de l’ope´rateur d’e´volution. La
probabilite´ correspondante s’e´crit donc :
P (f, t|i, 0; t) = |Ufi(t)|2 (2.47)
Le taux de transition wfi est alors de´fini comme la probabilite´ par unite´ de temps pour que
le syste`me e´volue de |ψi〉 vers |ψf〉 sur une e´chelle de temps infiniment grande :
wfi = lim
t→∞
d|Ufi(t)|2
dt
(2.48)
A partir de la de´finition du propagateur, l’ope´rateur d’e´volution pour t > 0 s’exprime en
fonction de la fonction de Green G(ω) = (ω −H − V )−1 selon l’inte´grale : 6
U(t) = − 1
2ipi
∫ +∞
−∞
G(ω + i0+)e−iωtdω (2.50)
La fonction de Green e´tant de´finie en ω = ω + i0+, il est possible d’e´crire cette inte´grale
comme une inte´grale dans le plan complexe le long d’un chemin C correspondant a` la droite
situe´e imme´diatement au-dessus de l’axe re´el :
U(t) =
1
2ipi
∫
C
G(z)e−iztdz (2.51)
Pour e´valuer cette inte´grale, nous allons tout d’abord re´aliser un de´veloppement de Dyson de
la fonction de Green G en fonction de la fonction de Green G0 du syste`me isole´, c’est-a`-dire
sans interaction. En effet, compte tenu de la de´finition du propagateur, on a :
G =
1
z −H − V ⇒ (z −H − V )G = 1 (2.52)
Soit G0 = (z−H)−1 le propagateur (la re´solvante) du syste`me isole´. En multipliant l’e´quation
pre´ce´dente par G0 par la gauche, on obtient :
(1−G0V )G = G0 ⇒ G = G0 +G0V G (2.53)
Cette relation est a` la base du de´veloppement de Dyson couramment utilise´ dans la the´orie
des perturbations. La fonction de Green re´elle s’exprime alors comme une somme de termes
traduisant successivement les effets de la perturbation V a` l’ordre 1, l’ordre 2 ... etc :
G = G0 +G0V G0 +G0V G0V G0 + ... = G0 +G0TG0 avec
T (z) = V + V G0V + V G0V G0V + ... = V + V G(z)V (2.54)
6.
K+(t) =
1
2pi
∫ +∞
−∞
dωG(ω + i0+)e−iωt = −iU(t) (2.49)
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Figure 2.2 – Contours C et γ dans le plan complexe.
Comme nous le verrons dans le chapitre suivant, l’ope´rateur T rend compte de l’ensemble
des processus d’interaction lorsque le syste`me subit une, deux, trois ... interactions avec le
couplage V. Dans les the´ories usuelles de la diffusion, l’ope´rateur T est ge´ne´ralement appele´
la matrice T. Il s’exprime directement en fonction de la fonction de Green exacte du syste`me
qui inclut l’influence de V a` tous les ordres.
Dans ces conditions, en supposant l’e´tat |ψi〉 diffe´rent de l’e´tat |ψf〉 (〈ψi|G0|ψf〉 = 0),
l’inte´grale dans le plan complexe devient :
Ufi(t) =
1
2ipi
∫
C
Tfi(z)
(z − ωi)(z − ωf )e
−iztdz (2.55)
A ce stade, sans rentrer dans les de´tails (le lecteur inte´resse´ se reportera au chapitre III
de la Ref. [2]), nous supposerons que seuls les poˆles en z = ωi et z = ωf contribuent de
manie`re significative a` l’inte´grale. Par conse´quent, on peut e´valuer cette dernie`re en fermant
le contour C par le contour γ (voir la figure 2.2). En appliquant le the´ore`me des re´sidus, on
montre alors que les e´le´ments de matrice de l’ope´rateur d’e´volution se re´duisent a`
Ufi(t) =
Tfi(ωi)
ωi − ωf e
−iωit +
Tfi(ωf )
ωf − ωi e
−iωf t (2.56)
En re´alisant la de´rive´e temporelle de |Ufi(t)|2 et en passant a` la limite t→∞, on obtient :
wfi = lim
t→∞[Tfi(ωi)T
∗
fi(ωf ) + T
∗
fi(ωi)Tfi(ωf )]
sin(ωf − ωi)t
ωf − ωi
− i lim
t→∞[Tfi(ωi)T
∗
fi(ωf )− T ∗fi(ωi)Tfi(ωf )]
cos(ωf − ωi)t
ωf − ωi (2.57)
Le coefficient du cosinus est fini pour ωi = ωf . De plus, lorsque t tend vers l’infini, le cosinus
est une fonction rapidement oscillante de ωi − ωf , d’amplitude finie. Une telle fonction est
nulle au sens des distributions. Par contre, le terme en sinus ne s’annule pas et il tend vers
une fonction de Dirac lorsque t devient grand :
lim
t→∞ =
sin(xt)
x
= piδ(x) (2.58)
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On en de´duit l’expression du taux de transition :
wfi = 2pi|Tfi(ωi)|2δ(ωf − ωi) (2.59)
Soit :
wfi = 2pi|Vfi + 〈ψf |V G(ωi)V |ψi〉|2δ(ωf − ωi) (2.60)
L’Eq.(2.60) ge´ne´ralise la re´gle d’or de Fermi. Elle ne se re´duit pas a` un calcul issu d’une
the´orie des perturbations mais elle fournit une expression du taux de transition valable quelle
que soit l’intensite´ du couplage V . On retrouve cette expression dans une multitude d’appli-
cations tant en physique atomique ou mole´culaire qu’en physique de la matie`re condense´e.
Par exemple, dans les the´ories du transport quantique, elle permet entre autre de de´terminer
le coefficient de transmission d’un e´lectron a` travers une jonction mole´culaire qui connecte
deux conducteurs nanoscopiques (e´lectronique mole´culaire). Les e´tats |ψi〉 et |ψf〉 de´signent
des e´tats de Bloch des conducteurs et le couplage V rend compte de la barrie`re de potentiel
que repre´sente la jonction mole´culaire a` traverser.
2.5 Densite´ d’e´nergie, de courant et probabilite´ de sur-
vie
Par analogie avec la the´orie du transport classique, nous allons tout d’abord introduire
la notion de densite´ locale d’e´nergie. Dans le cadre du mode`le des liaisons fortes, de l’e´nergie
apparaˆıt sur un site particulier si est seulement si ce site est occupe´ par la particule ou
par l’exciton. En d’autres termes, la densite´ locale d’e´nergie traduit simplement la proba-
bilite´ d’observer la particule en un site n du re´seau a` un instant t donne´. D’apre`s les cours
e´le´mentaires de me´canique quantique, cette probabilite´ est de´finie par :
Pn(t) = 〈ψ(t)|n〉〈n|ψ(t)〉 ⇒ Pn(t) = 〈ψ0|U †(t)|n〉〈n|U(t)|ψ0〉 (2.61)
ou` |ψ0〉 de´signe l’e´tat quantique initial dans lequel le re´seau a e´te´ pre´pare´.
Ces relations nous permettent de de´finir un ope´rateur densite´ d’e´nergie :
ρˆn = |n〉〈n| ⇒ Pn(t) = 〈ψ(t)|ρˆn|ψ(t)〉 (2.62)
L’ope´rateur ρˆn est un projecteur sur un vecteur particulier de la base locale. Compte tenu
que cette base est comple`te, la relation de fermeture s’applique. Ceci entraˆıne la conservation
de la probabilite´ totale,
∑
n Pn(t) = 1 ∀t, qui traduit la conservation d’e´nergie dans le re´seau.
De fac¸on similaire, la probabilite´ d’observer la particule dans un e´tat d’onde plane |q〉
est de´finie par :
Pq(t) = 〈ψ(t)|q〉〈q|ψ(t)〉 ⇒ Pq(t) = 〈ψ0|U †(t)|q〉〈q|U(t)|ψ0〉 (2.63)
Dans ces conditions, le courant total repre´sente la vitesse moyenne a` laquelle la particule se
de´place sur le re´seau. Il est de´fini par :
J (t) = ∑
q
vqPq(t) (2.64)
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ou` vq = 2J sin(q) est la vitesse de groupe (Eq.(2.6)). L’Eq.(2.64) caracte´rise la moyenne au
sens quantique d’un ope´rateur courant total de´fini par :
Jˆ = ∑
q
2J sin(q)|q〉〈q| (2.65)
En inse´rant l’Eq.(2.2) dans l’Eq.(2.65), on montre facilement que le courant total s’exprime
comme la somme sur n d’un ope´rateur densite´ de courant jˆn. En effet, on a :
Jˆ = ∑
q
2J sin(q)
∑
nn′
1
N
eiq(n−n
′)|n〉〈n′| = ∑
qnn′
J
iN
[eiq(n−n
′+1) − eiq(n−n′−1)]|n〉〈n′| (2.66)
Sachant que
∑
q exp(iq(n−m)) = Nδnm on en de´duit :
Jˆ = −iJ∑
n
[|n〉〈n+ 1| − |n+ 1〉〈n|] (2.67)
L’ope´rateur densite´ de courant est alors de´fini par :
jˆn = −iJ [|n〉〈n+ 1| − |n+ 1〉〈n|]⇒ jn(t) = 〈ψ(t)|jˆn|ψ(t)〉 (2.68)
Dans un re´seau isole´, le cre´ation initiale d’une particule (exciton, e´lectron, vibron) se
traduit par la conservation globale de la probabilite´ d’observer la particule sur le re´seau
(
∑
n Pn(t) = 1). Mais cela ne veut pas dire que la densite´ d’e´nergie est constante en chaque
site du re´seau : Pn(t) peut varier au cours du temps. En fait, la conservation globale de la
probabilite´ de pre´sence de la particule est base´e sur une conservation locale de l’e´nergie. Tout
se passe comme si l’on avait affaire a` une fluide sur re´seau dont la densite´ et le mouvement
sont de´crits par Pn(t) et jn(t). Par conse´quent, si la probabilite´ de trouver la particule sur un
ensemble de sites varie au cours du temps, c’est que le courant a` un flux non nul a` travers la
surface limitant la re´gion en question. Il existe alors une e´quation qui exprime la conservation
locale de l’e´nergie sur le re´seau.
Pour e´tablir cette e´quation de conservation, nous allons simplifier l’e´criture et poser
ψn(t) = 〈n|ψ(t)〉 l’amplitude de probabilite´ d’observer la particule sur le site n a` l’instant t.
C’est la fonction d’onde de la particule sur le re´seau. Cette fonction d’onde ve´rifie l’e´quation
de Schro¨dinger :
i∂tψn = ω0ψn − J(ψn+1 + ψn−1) (2.69)
De plus, la fonction d’onde permet de de´finir la densite´ d’e´nergie et la densite´ de courant
selon les relations :
Pn(t) = |ψn(t)|2
jn(t) = −iJ [ψ∗n(t)ψn+1(t)− ψ∗n+1(t)ψn(t)] (2.70)
A partir de ces de´finitions, et compte tenu du fait que la fonction d’onde ve´rifie l’e´quation
de Schro¨dinger, on montre facilement que la de´rive´e temporelle de la densite´ d’e´nergie est
relie´e a` la densite´ de courant selon la relation :
∂tPn(t) + jn(t)− jn−1(t) = 0 (2.71)
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Cette relation traduit la conservation locale de la densite´ d’e´nergie et elle est e´quivalente a`
la relation de continuite´ macroscopique. 7
Finalement, une dernie`re grandeur importante pour caracte´riser la dynamique de la par-
ticule est la probabilite´ de survie de l’e´tat initial. Elle repre´sente la probabilite´ d’observer la
particule dans l’e´tat |ψ0〉 a` l’instant t :
PS(t) = |〈ψ0|ψ(t)〉|2 (2.74)
Soit :
PS(t) = |〈ψ0|U(t)|ψ0〉|2 (2.75)
En d’autres termes, la probabilite´ de survie mesure la me´moire qu’a` le re´seau a` l’instant
t de son e´tat quantique a` l’instant initial t = 0. Si on note |q〉 la base propre du re´seau, la
probabilite´ de survie au bout d’un temps infiniment grand devient :
PS(t→∞) ≈
∑
q
|〈ψ0|ψq〉|4 (2.76)
De manie`re ge´ne´rale, la valeur asymptotique PS(t → ∞) est directement proportionnelle
a` l’inverse du nombre de vecteur propre |q〉 pre´sent dans l’e´tat initial |ψ0〉. En anglais, on
appelle cette grandeur inverse participation ratio (IPR). Par exemple, si |ψ0〉 = |n〉 la
particule est initialement localise´e sur un site du re´seau. On a donc 〈ψ0|ψq〉 = 1/
√
N soit
PS(t → ∞) = 1/N . A l’inverse, si |ψ0〉 = |q′〉 la particule se trouve dans un e´tat propre
particulier et on en de´duit PS(t→∞) = 1.
2.6 Applications au transport dans un re´seau ide´al
Dans ce paragraphe, nous allons illustrer les notions introduites pre´ce´demment en conside´rant
le cas simple d’une particule initialement cre´e´e sur le site n = 0 d’un re´seau invariant par
translation.
2.6.1 Ope´rateur d’e´volution
L’amplitude de probabilite´ d’observer la particule en un site n a` l’instant t est donne´e par
l’e´le´ment de matrice Un0(t) de l’ope´rateur d’e´volution. En inse´rant l’Eq.(2.2), cet e´le´ment
s’e´crit comme une somme sur l’ensemble des ondes planes :
Un0(t) =
1
N
∑
q
ei(qn−ωqt) (2.77)
7. En assimilant la variable n a` une variable continue d’espace x, Pn(t) devient une densite´ de probabilite´
ρ(x, t) = |ψ(x, t)|2 au sens de la me´canique quantique uselle. De meˆme, en posant ψn+1(t) = ψ(x, t) +
∂xψ(x, t), la densite´ de courant devient :
j(x, t) = −iJ [ψ∗(x, t)∂xψ(x, t)− ∂xψ∗(x, t)ψ(x, t)] (2.72)
On retrouve alors la de´finition standard de la densite´ de courant de probabilite´ pour une particule libre de
masse m = 1/2J ainsi que le relation de continuite´ associe´e :
∂tρ(x, t) + ∂xj(x, t) = 0 (2.73)
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Figure 2.3 – Evolution temporelle de la densite´ d’e´nergie en unite´ Jt.
Soit, dans la limite d’un re´seau infiniment grand :
Un0(t) =
e−iω0t
2pi
∫ pi
−pi
dqei(qn+2J cos(q)t) (2.78)
A ce stade, introduisons les fonctions de Bessel de premie`re espe`ce de´finies par :
Jn(z) =
i−n
2pi
∫ pi
−pi
dqei(qn+z cos(q)) (2.79)
On en de´duit :
Un0(t) = (i)
ne−iω0tJn(2Jt) (2.80)
2.6.2 Densite´s et probabilite´ de survie
Dans le cas de conditions initiales localise´es, la densite´ d’e´nergie et la probabilite´ de
survie s’expriment a` partir d’une seule et unique relation. Ces grandeurs s’e´crivent :
Pn(t) = |Jn(2Jt)|2 ⇒ PS(t) = P0(t) (2.81)
Le comportement de la densite´ d’e´nergie est re´ve´lateur de la forte dispersion du re´seau
dont l’intensite´ est mesure´e par la constante de saut J . En effet, la cre´ation de la particule
en n = 0 engendre un paquet d’ondes ou` toutes les ondes planes ont le meˆme poids 1/
√
N .
Chaque mode d’onde plane se propageant a` une vitesse propre, le paquet d’onde initial s’e´tale
irre´versiblement, son centre de masse restant centre´ sur n = 0. Cependant, contrairement a`
l’e´talement d’un paquet d’ondes dans un milieu continu, la nature discre`te du re´seau entraˆıne
des oscillations temporelles de la densite´ d’e´nergie. Ainsi, la probabilite´ d’occupation du
site n = 0 pre´sente des oscillations amorties. Le tunneling entre le site central et les sites
voisins favorise la de´localisation de la particule qui re´alise une multitude de va-et-vient a` une
fre´quence directement proportionnelle a` J . Par exemple, le premier ze´ro de la probabilite´
de survie apparaˆıt pour t = 1.2/J . Compte tenu du comportement des fonctions de Bessel,
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Figure 2.4 – Evolution spatio-temporelle de la densite´ d’e´nergie en unite´ Jt.
l’amortissement de PS(t) varie typiquement comme PS(t) ∝ 1/t. Le site central se vide de
son e´nergie au profit des autres sites si bien que l’e´nergie s’uniformise de manie`re cohe´rente
sur l’ensemble du re´seau.
Pour e´tudier la vitesse de de´placement de l’e´nergie le long du re´seau, introduisons les
moments successifs de la probabilite´ Pn(t). Par syme´trie, on voit clairement que< n(t) >= 0 :
la particule a autant de chance de se propager a` droite ou a` gauche du site central. Par contre,
pour calculer la largeur de la distribution a` l’instant t, c’est-a`-dire < n2(t) >, nous allons
utiliser le the´ore`me d’addition de Gegenbauer :
J0(w) =
+∞∑
n=−∞
Jn(u)
2 cos(nx) (2.82)
avec w = 2u sin(x/2). Ainsi, en posant u = 2Jt on en de´duit < cos(nx) >= J0[4Jt sin(x/2)].
En re´alisant un de´veloppement par rapport a` x et en identifiant termes a` termes on a :
< n2(t) >= 2(Jt)2 (2.83)
La de´localisation de la particule s’effectue a` une vitesse v = ∂t
√
< n2(t) > qui est directe-
ment proprotionnelle a` la constante de saut J (v =
√
2J). En fait, de manie`re ge´ne´rale, le
comportement cohe´rent de la particule est entie`rement de´crit par la relation de dispersion
si bien que la carre´ de la vitesse de propagation se re´duit simplement au carre´e moyen des
vitesses de groupe de chaque onde plane :
< n2(t) >=
1
N
∑
q
v2q t
2 (2.84)
2.6.3 Fonction de Green
Il existe plusieurs fac¸ons de calculer la fonction de Green G(ω) d’un re´seau 1D ide´al.
Nous allons ici en pre´senter deux. La premie`re fac¸on est base´e sur le de´veloppement de la
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fonction de Green sur la base propre des ondes planes du re´seau :
G(ω) =
∑
q
|q〉〈q|
ω − ωq (2.85)
Dans ces conditions, les e´le´ments de matrice associe´s s’e´crivent :
Gnn′(ω) =
1
N
∑
q
eiq(n−n
′)
ω − ωq (2.86)
La syme´trie ωq = ω−q montre clairement que Gnn′(ω) est une fonction de |n−n′| uniquement.
Nous poserons alors n′ = 0 et n > 0. Ainsi, en transformant la somme en une inte´grale sur la
premie`re zone de Brillouin, et compte tenu de l’expression des e´nergies des e´tats de Bloch,
on a :
Gn0(ω) =
1
2pi
∫ pi
−pi
dq
eiqn
ω − ω0 + 2J cos(q) =
1
2pi
∫ pi
−pi
dq
eiqn
ω − ω0 + J(eiq + e−iq) (2.87)
En effectuant le changement de variable z = eiq l’inte´grale sur q devient une inte´grale de
contour dans le plan complexe le long du cercle de rayon unite´ :
Gn0(ω) =
1
2pi
∮ dz
iz
zn
ω − ω0 + J(z + z−1) =
1
2ipiJ
∮
dz
zn
z2 + z(ω − ω0)/J + 1 (2.88)
A priori, le de´nominateur du terme sous l’inte´grale posse`de deux poˆles dont la valeur de´pend
du parame`tre x = (ω − ω0)/2J . Diffe´rentes situations apparaissent selon la valeur de x,
c’est-a`-dire selon la valeur de la fre´quence ω.
• si ω se trouve dans la bande permise du re´seau, alors x ∈ [−1, 1].
Les poˆles du de´nominateur sont des complexes de´finis par :
z±(ω) = −ω − ω0
2J
± i
√
1− (ω − ω0
2J
)2 (2.89)
Leur module e´tant e´gal a` un, les deux poˆles se trouvent sur le cercle de rayon unite´ et
l’inte´grale est inde´finie. Cependant, le principe de causalite´ impose ω = ω + i0+. Par
conse´quent, z+ rentre a` l’inte´rieur du cercle unite´ alors que z− en sort. Il est alors possible
d’utiliser la me´thode des re´sidus qui conduit au re´sultat suivant :
Gn0(ω) =
1
J
z+(ω)
n
2z+ + (ω − ω0)/J =
1
2iJ
z+(ω)
n√
1− (ω−ω0
2J
)2
(2.90)
A ce stade, pour simplifier l’e´criture, il est utile d’introduire un vecteur d’onde re´el q ≡
q(ω) ∈ [0, pi] tel que : 8
cos(q) = −ω − ω0
2J
et sin(q) =
√
1− (ω − ω0
2J
)2 (2.91)
On a alors z+ = e
iq si bien que la fonction de Green s’e´crit finalement :
Gnn′(ω) =
eiq|n−n
′|
2iJ sin(q)
(2.92)
8. Il convient de ne pas confondre q(ω), qui est une grandeur de´finie par l’e´nergie ω, avec le vecteur d’onde
q introduit dans les inte´grales pre´ce´dentes.
2.6. APPLICATIONS AU TRANSPORT DANS UN RE´SEAU IDE´AL 35
• si ω se trouve en dehors de la bande permise du re´seau, alors x /∈ [−1, 1].
Les poˆles du de´nominateur sont maintenant re´els :
z±(ω) = −ω − ω0
2J
±
√
(
ω − ω0
2J
)2 − 1 (2.93)
Cependant, deux situations apparaissent selon que x < −1 (ω en dessous de la bande per-
mise) ou x > 1 (ω au-dessus de la bande permise).
Ainsi, pour x < −1, seul z− se trouve a` l’inte´rieur du cercle de rayon unite´. Il correspond
a` un poˆle positif si bien que la fonction de Green s’e´crit :
Gn0(ω) =
1
J
z−(ω)n
2z− + (ω − ω0)/J = −
1
2J
z−(ω)n√
(ω−ω0
2J
)2 − 1
(2.94)
Comme pre´ce´demment, il est possible de simplifier l’e´criture en introduisant un vecteur
d’onde maintenant complexe et de´fini par q = iκ tel que :
cosh(κ) = −ω − ω0
2J
et sinh(κ) =
√
(
ω − ω0
2J
)2 − 1 (2.95)
On a alors z− = e−κ si bien que la fonction de Green s’e´crit :
Gnn′(ω) = − e
−κ|n−n′|
2J sinh(κ)
(2.96)
Finalement, pour x > 1, seul z+ se trouve a` l’inte´rieur du cercle de rayon unite´. Il
correspond a` un poˆle ne´gatif si bien que la fonction de Green s’e´crit :
Gn0(ω) =
1
J
z+(ω)
n
2z+ + (ω − ω0)/J =
1
2J
z+(ω)
n√
(ω−ω0
2J
)2 − 1
(2.97)
Comme pre´ce´demment, il est possible de simplifier l’e´criture en introduisant un vecteur
d’onde complexe q = pi + iκ tel que :
cosh(κ) =
ω − ω0
2J
et sinh(κ) =
√
(
ω − ω0
2J
)2 − 1 (2.98)
On a alors z+ = −e−κ si bien que la fonction de Green s’e´crit :
Gnn′(ω) = (−1)|n−n′| e
−κ|n−n′|
2J sinh(κ)
(2.99)
La seconde me´thode pour de´terminer la fonction de Green repose sur une re´solution
dans la base locale. En effet, d’apre`s l’Eq.(2.14), la fonction de Green ve´rifie l’e´quation
(ω −H)G(ω) = 1, qui, dans la base locale, s’e´crit de la manie`re suivante :
JGn+1,n′(ω) + (ω − ω0)Gn,n′(ω) + JGn−1,n′(ω) = δnn′ (2.100)
La solution ge´ne´rale d’une telle e´quation est de la forme [4] :
Gn,n′(ω) = A(ω)t(ω)
|n−n′| (2.101)
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En injectant l’Eq.(2.101) dans l’Eq.(2.100) succe´ssivement pour n >> n′ et n = n′ on montre
facilement que la fonction de Green s’e´crit :
Gn,n′(ω) =
1
J
t(ω)|n−n
′|
t(ω)− t(ω)−1 (2.102)
avec
t(ω) = −ω − ω0
2J
±
√
(
ω − ω0
2J
)2 − 1 (2.103)
On notera a` ce stade que la grandeur t(ω) joue le meˆme roˆle que les poˆles du de´nominateur
introduit dans la premie`re me´thode. Le choix du signe ± dans l’Eq.(2.103) est conditionne´
par la re´gularite´ du propagateur a` l’infini qui doit tendre vers ze´ro lorsque |n − n′| → ∞.
Comme pre´ce´demment, diffe´rents cas apparaissent selon la valeur de ω.
Si ω appartient a` la bande permise du re´seau, alors il existe un re´el q(ω) ∈ [0, pi] tel
que ω = ω0 − 2J cos(q(ω)). Dans ce cas on montre facilement que t(ω) = exp(±iq(ω)). En
posant q(ω) = q(ω) + iη, avec η un infiniment petit, la relation de dispersion conduit a`
ω = ω + i2J sin(q)η. Par conse´quent, le principe de causalite´ est conserve´ si et seulement
si η = 0+. On en de´duit q(ω) = q(ω) + i0+ et donc t(ω) = exp(±iq(ω)) exp(− ± 0+). La
re´gularite´ de G a` l’infini impose clairement le choix + si bien que l’expression ge´ne´rale de la
fonction de Green s’e´crit :
Gnn′(ω) =
eiq|n−n
′|
2iJ sin(q)
(2.104)
avec cos(q) = −(ω − ω0)/2J , sin(q) =
√
1− cos2(q) et t(ω) = exp(iq(ω)).
Que se passe-t-il maintenant si l’on s’inte´resse a` la fonction de Green pour des fre´quences
situe´es en dehors de la bande permise ? Dans ce cas, deux situations apparaissent selon que
l’on se trouve au-dessus ou en dessous de la bande.
Si ω < ω0 − 2J , le vecteur d’onde q(ω) devient complexe. Il s’e´crit q(ω) = iκ(ω) si bien
que t(ω) = exp(−κ(ω)). Le propagateur est alors de´fini par :
Gnn′(ω) = − e
−κ(ω)|n−n′|
2J sinh(κ(ω))
(2.105)
De meˆme, si ω > ω0+2J , le vecteur d’onde q(ω) devient complexe est s’e´crit q(ω) = pi+iκ(ω).
On en de´duit t(ω) = − exp(−κ(ω)) si bien que le propagateur s’e´crit :
Gnn′(ω) = (−1)(n−n′) e
−κ(ω)|n−n′|
2J sinh(κ(ω))
(2.106)
Dans les deux cas, la fre´quence de l’excitation e´tant en dehors de la bande permise, la fonction
de Green est localise´e selon une longueur de localisation ξ(ω) = 1/κ(ω).
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Chapitre 3
Me´thode des fonctions de Green
Dans un re´seau re´el pre´sentant des imperfections, la connaissance de la fonction de Green
G(ω) joue un roˆle fondamental pour e´tudier une multitude de phe´nome`nes. Comme nous
l’avons discute´ pre´ce´demment, elle permet de calculer les amplitudes de transition le long du
re´seau, la densite´ d’e´tats ou les e´nergies propres du re´seau par l’interme´diaire de ces poˆles.
De plus, la fonction de Green est qualifie´e de fonction re´ponse puisqu’elle traduit la re´ponse
line´aire du re´seau lorsque celui-ci est soumis a` un champ exte´rieur. A titre d’exemple, nous
avons mentionne´ le fait que G(ω) permet de construire le spectre d’absorption d’excitons
e´lectroniques ou vibrationnels de´localise´s sur un re´seau et soumis a` une onde laser. Enfin,
dans le cadre du transport quantique, la fonction de Green offre une formulation rigoureuse
des processus de re´flexion et de transmission d’une particule par un ou plusieurs de´fauts. Elle
permet e´galement de de´terminer la pre´sence d’e´tats localise´s. Dans ce contexte, le but de ce
chapitre est d’introduire diffe´rentes me´thodes permettant le calcul exact de la fonction de
Green d’un re´seau re´el pre´sentant une brisure de syme´trie induite par la pre´sence de de´fauts
ou par des conditions aux limites particulie`res (taille finie).
3.1 Fonction de Green d’un re´seau pre´sentant des de´fauts
3.1.1 Cas d’un unique de´faut
Conside´rons tout d’abord un re´seau ide´al 1D invariant par translation. Ce re´seau conte-
nant N sites, chaque site n = 1, ..., N est caracte´rise´ par un e´tat quantique local |n〉. On note
alors H0 l’Hamiltonien de liaisons fortes de´crivant la dynamique quantique d’une particule
le long de ce re´seau (voir chapitre 2). A partir de ce re´seau, on conside`re maintenant un
re´seau re´el perturbe´ localement par la pre´sence d’un de´faut. Ce de´faut, de petite taille, en-
gendre une brisure locale de l’invariance translationnelle qui affecte un ensemble de M sites
n = n1, n1 + 1, ..., n1 +M − 1 (M << N). Au niveau de ce de´faut, certaines e´nergies de sites
et certaines constantes de saut peuvent eˆtre significativement diffe´rentes des caracte´ristiques
du re´seau ide´al. On note alors H = H0 + V l’Hamiltonien de la particule sur le re´seau re´el
et V la perturbation lie´e a` la pre´sence du de´faut. Cette perturbation agit uniquement a`
l’inte´rieur de la restriction EM de la base locale a` l’ensemble des M sites du de´fauts. On
notera P le projecteur sur cette restriction de´fini par :
P =
n1+M−1∑
n=n1
|n〉〈n| ⇒ V = PV P (3.1)
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Figure 3.1 – Re´seau pre´sentant un de´faut de petite taille affectant les sites 0,1 et 2.
Introduisant G0(ω) = (ω −H0)−1 le propagateur de la particule dans le re´seau ide´al, notre
but est de de´terminer le propagateur exact G(ω) = (ω −H)−1 en pre´sence du de´faut. Pour
simplifier les notations, G(ω) sera simplement note´ G.
De fac¸on ge´ne´rale, compte tenu de la de´finition du propagateur, on montre facilement
que G ve´rifie :
(ω −H0 − V )G = 1⇒ G = G0 +G0V G (3.2)
Cette relation est a` la base du de´veloppement de Dyson couramment utilise´ dans les the´ories
des perturbations. La fonction de Green re´elle s’exprime alors comme une somme de termes
traduisant successivement les effets de la perturbation V a` l’ordre 1, l’ordre 2 ... etc :
G = G0 +G0V G0 +G0V G0V G0 +G0V G0V G0V G0 + ... (3.3)
Cependant, dans la pre´sente situation, cette se´rie peut eˆtre resommer exactement en
utilisant le fait que la perturbation agit dans un espace restreint EM de la base locale. En
effet, en introduisant le projecteur P sur l’espace du de´faut, l’Eq.(3.2) se re´e´crit sous la
forme :
G = G0 +G0PV PG (3.4)
De`s lors, seule la connaissance de PG est ne´cessaire pour de´terminer exactement G. D’apre`s
l’Eq.(3.4) on a :
PG = PG0 + PG0PV PPG⇒ PG = (P − PG0V P )−1PG0 (3.5)
avec P 2 = P , P e´tant un projecteur. Par conse´quent, en injectant l’Eq.(3.5) dans l’Eq.(3.4),
le propagateur re´el s’e´crit :
G = G0 +G0PT PG0 (3.6)
avec :
T (ω) = PV (1− PG0(ω)V P )−1 (3.7)
Le propagateur G fait apparaˆıtre deux contributions d’origine physique diffe´rente. En
effet, Gnn′ de´crivant la propagation de la particule du site n vers le site n
′, le terme pro-
portionnel a` G0 correspond alors a` une propagation libre sans interaction avec le de´faut. A
l’inverse, le second terme proportionnel a` T traduit une propagation a` travers le domaine
d’action du de´faut. La particule subit en quelque sorte une diffusion par le de´faut entie`rement
de´crit par l’ope´rateur T dont les e´le´ments ne sont non nuls que dans le domaine d’action
du de´faut. L’ope´rateur T , repre´sente´ par une matrice (M ×M), rend compte de tous les
chemins possibles qui joignent les deux points n et n′ lorsque la particule subit une, deux,
trois ... interactions avec le de´faut. On notera que dans les the´ories usuelles de la diffusion,
l’ope´rateur T est ge´ne´ralement appele´ la matrice T.
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En guise d’illustration, conside´rons le cas simple d’un de´faut ponctuel occupant l’unique
site n1. Ce de´faut traduit un de´placement d’e´nergie si bien que l’e´nergie du site n1 = 0 sera
note´e ω0 + ∆. Dans ce cas, M = 1, P = |0〉〈0| et V = ∆P . La matrice T se re´duit a` un
scalaire donne´ par :
T (ω) = ∆
1−∆G000
|0〉〈0| (3.8)
De la meˆme fac¸on, conside´rons maintenant un de´faut traduisant deux de´placements d’e´nergie
conse´cutifs occupant les sites n1 = 0 et n1 +1 = 1. Dans ce cas P = |0〉〈0|+ |1〉〈1| si bien que
la matrice V = ∆1 est une matrice (2× 2) proportionnelle a` la matrice unite´ 1. Sachant que
la fonction de Green du re´seau ide´al est syme´trique (voir chapitre 2), on montre facilement
que la matrice T s’e´crit :
T (ω) = ∆
(1−∆G000)2 − (∆G001)2
(
1−∆G000 ∆G001
∆G001 1−∆G000
)
(3.9)
Finalement, conside´rons un de´faut qui traduit une modification de la constante de saut δJ
entre les deux sites n1 = 0 et n1 + 1 = 1. Comme pre´ce´demment, P = |0〉〈0|+ |1〉〈1| si bien
que la matrice V est une matrice (2× 2) de´finie par :
V = δJ
(
0 1
1 0
)
(3.10)
La matrice T se calcule alors tre`s facilement et elle s’e´crit :
T (ω) = δJ
(1− δJG001)2 − (δJG000)2
(
δJG000 1− δJG001
1− δJG001 δJG000
)
(3.11)
Ces diffe´rents exemples montrent que l’on peut de´terminer exactement la fonction de Green
du re´seau pourvu que la taille du de´faut ne soit pas trop importante. Si les calculs ne peuvent
pas eˆtre effectue´s analytiquement, la solution nume´rique reste relativement simple puisqu’elle
se re´duit a` l’inversion d’une matrice (M ×M).
3.1.2 Cas d’un ensemble de de´fauts
En ge´ne´ralisant la situation pre´ce´dente, on conside`re maintenant un re´seau pre´sentant un
ensemble de N de´fauts de´crit par l’indice i = 1, ...,N . Les de´fauts agissent dans des re´gions
du re´seau diffe´rentes et on note Pi le projecteur sur l’ensemble des sites qui de´finissent le
de´faut i. L’inde´pendance entre de´fauts se traduit par la relation PiPj = Piδij . Dans ce cas,
il est toujours possible d’e´crire l’Hamiltonien de la particule H en fonction de l’Hamiltonien
du re´seau ide´al H0 sous la forme H = H0 + V avec :
V =
∑
i
PiV Pi (3.12)
La perturbation V est donc la somme de matrice inde´pendante traduisant l’influence de
chaque de´faut.
Dans ces conditions, la fonction de Green du re´seau ve´rifie l’e´quation :
G = G0 +G0
∑
i
PiV PiPiG (3.13)
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Figure 3.2 – Re´seau pre´sentant un ensemble de de´fauts.
Pour re´soudre cette e´quation, nous allons tout d’abord re´aliser une projection sur un de´faut
particulier :
PiG = PiG
0 + PiG
0PiV PiPiG+
∑
j 6=i
PiG
0PjV PjPjG (3.14)
On en de´duit alors
PiV PiG = TiPiG0 +
∑
j 6=i
TiPiG0PjV PjPjG (3.15)
ou` Ti est la matrice T associe´e au de´faut i :
Ti(ω) = PiV Pi(1− PiG0(ω)V Pi)−1 (3.16)
Par conse´quent, l’e´quation Eq.(3.15) permet de re´aliser un de´veloppement en termes des
matrices T associe´es a` chaque de´faut. Ce de´veloppement s’e´crit :
PiV PiG = (Ti +
∑
j 6=i
TiG0Tj +
∑
j 6=i
∑
k 6=j
TiG0TjG0Tk + ...)G0 (3.17)
En reportant ce de´veloppement dans l’expression de la fonction de Green, on en de´duit :
G = G0 +G0
∑
i
(Ti +
∑
j 6=i
TiG0Tj +
∑
j 6=i
∑
k 6=j
TiG0TjG0Tk + ...)G0 (3.18)
Afin de re´aliser une resommation exact de la se´rie apparaissant dans l’Eq.(3.18), on introduit
tout d’abord la somme de l’ensemble des matrices T de´finie par :
T = ∑
i
Ti (3.19)
Ensuite, on de´finit le propagateur modifie´ G¯0 qui se re´duit a` G0 si et seulement si il connecte
deux sites n’appartenant pas a` une meˆme de´faut :
G¯0 =
{
G0 entre deux sites de deux de´fauts diffe´rents
0 entre deux sites d’un meˆme de´faut
(3.20)
Dans ces conditions, l’Eq.(3.18) se met sous la forme compacte :
G = G0 +G0T (1− G¯0T )−1G0 (3.21)
L’expression Eq.(3.21) montre que la pre´sence des de´fauts ne conduit pas a` la superposi-
tion des processus de diffusion par chacun des de´fauts. La correction introduite signifie sim-
plement qu’un processus de diffusion par un de´faut donne´ s’effectue en tenant compte de la
perturbation du propagateur libre lie´e a` la pre´sence des autres de´fauts. Ainsi, la pre´sence de la
matrice T permet de resommer jusqu’a` un ordre infini les diffe´rents processus d’auto-diffusion
induit par chaque de´faut inde´pendamment les uns des autres. Ces diffe´rents me´canismes e´tant
pris en compte, l’introduction du propagateur G¯0 interdit d’avoir deux diffusions successives
par un meˆme de´faut. Par contre, ses e´le´ments non nuls connectant deux de´fauts diffe´rents,
il permet de prendre en compte les corre´lations entre de´fauts.
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Figure 3.3 – Clivage du re´seau ide´al pour former deux re´seaux inde´pendants.
3.2 Fonction de Green d’un re´seau de taille finie
3.2.1 Cas d’un re´seau semi-infini
Pour de´terminer la fonction de Green d’un re´seau semi-infini nous allons utiliser la
me´thode dite de clivage. Pour cela, on introduit un syste`me de re´fe´rence qui dans notre
cas se re´duit a` un re´seau ide´al, infini et invariant par translation. La dynamique de ce re´seau
est de´crite par l’Hamiltonien H0 et sa fonction Green G
0 nous est parfaitement connue.
Pour fixer les ide´es nous conside´rerons le cas du mode`le de liaisons fortes avec constante
de saut ne´gative (voir chapitre 2). La ge´ne´ralisation a` d’autres situations est triviale. Dans
ce contexte, l’ide´e de la me´thode de clivage consiste a` ajouter a` H0 une perturbation V
telle que H0 + V devient l’Hamiltonien de deux re´seaux semi-infinis inde´pendants. Ainsi,
le re´seau semi-infini qui nous inte´resse est forme´ par l’ensemble des sites n = 1, 2, 3, .... Le
second re´seau semi-infini est alors forme´ par les sites n ≤ 0. On voit clairement que si on
ajoute a` H0 une perturbation locale qui coupe la liaison entre les sites 0 et 1, on forme bien
deux re´seaux semi-infinis inde´pendants a` partir d’un re´seau ide´al.
Pour formuler proprement cette de´marche, introduisons tout d’abord les projecteurs sui-
vants :
P =
∞∑
n=1
|n〉〈n|
I = |0〉〈0|+ |1〉〈1| ⇒ I1 = PI = |1〉〈1| (3.22)
P effectue une projection sur l’ensemble des sites n ≥ 1 qui nous inte´ressent alors que I
traduit une projection sur l’interface entre les deux re´seaux semi-infinis. On notera que I1
traduit une projection sur le domaine d’interface qui inclut les sites du re´seau semi-infini
n ≥ 1. Dans ces conditions, l’ope´rateur V assurant le clivage sera de´fini uniquement dans le
domaine d’interface. Pour couper la liaison entre les sites 0 et 1 il suffit alors d’ajouter a` H0
l’ope´rateur V = +J |0〉〈1| + J |1〉〈0|. L’ope´rateur de clivage V est alors repre´sente´ par une
matrice (2× 2) dans le domaine d’interface I.
Dans ce contexte, la fonction de Green du re´seau semi-infini tel que n ≥ 1 se re´duit a`
la projection sur P de la fonction de Green G = (ω − H)−1 des deux re´seaux semi-infinis
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inde´pendants. Cette projection est alors donne´e par l’e´quation suivante :
PGP = PG0P + PG0IV IGP ⇒ PGP = PG0P + PG0IV I1GP (3.23)
ou` l’on a utilise´ le fait que IGP = I1GP . Ainsi, en projetant cette e´quation sur le sous
espace d’interface I1 on en de´duit :
I1GP = I1(1− I1G0IV I1)−1I1G0P (3.24)
La fonction de Green du re´seau semi-infini s’e´crit donc
PGP = PG0P + PG0IV I1(1− I1G0IV I1)−1I1G0P (3.25)
Sachant que les e´le´ments de matrice du propagateur de re´fe´rence ve´rifient (voir chapitre 2) :
G0nn′ =
t|n−n
′|
J(t− t−1) (3.26)
on en de´duit :
Gnn′ =
t|n−n
′| − tn+n′
J(t− t−1) ∀n, n
′ ≥ 1 (3.27)
3.2.2 Cas d’un re´seau de taille finie
Pour e´valuer la fonction de Green d’un re´seau de taille finie, on utilise la meˆme proce´dure.
Ainsi, le re´seau qui nous inte´resse est forme´ par l’ensemble des sites n = 1, 2, ..., L. A partir
du re´seau ide´al, on obtient le re´seau confine´ en re´alisant deux clivages. Le premier permet de
couper les liaisons 0 et 1 alors que le second casse les liaisons L et L+ 1. Dans ce contexte,
introduisons les projecteurs suivants :
P =
L∑
n=1
|n〉〈n|
I = |0〉〈0|+ |1〉〈1|+ |L〉〈L|+ |L+ 1〉〈L+ 1| ⇒ I1 = PI (3.28)
La fonction de Green du re´seau de taille finie s’e´crit alors :
PGP = PG0P + PG0IV I1(1− I1G0IV I1)−1I1G0P (3.29)
ou` V est maintenant repre´sente´ par une matrice (4×4) agissant uniquement dans le domaine
d’interface. Apre`s quelques calculs simples, on en de´duit :
Gnn′ =
1
J(t− t−1) [(t
|n−n′| − tn+n′)− t
2L+2
1− t2L+2
× (tn+n′ + t−(n+n′) − tn−n′ − tn′−n)] (3.30)
On notera que pour calculer la fonction de Green d’un re´seau de taille finie, on peut choisir
comme re´fe´rence le re´seau semi-infini. Cela divise par deux la taille du domaine d’interface.
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Figure 3.4 – Re´seau perturbe´ par un cluster attache´ sur les sites -1,0 et 1.
3.3 Me´thodes des projecteurs
Dans les exemples pre´ce´dents, nous avons caracte´rise´ la fonction de Green d’un re´seau
pre´sentant une brisure de syme´trie lie´e a` la pre´sence de de´fauts ou de conditions aux li-
mites singulie`res. Maintenant, nous allons conside´rer que le syste`me de re´fe´rence, c’est-a`-
dire notre re´seau ide´al, est perturbe´ par le pre´sence d’un second syste`me. Notre but est alors
de de´terminer la fonction de Green du re´seau en pre´sence de ce syste`me additionnel. Par
exemple, une telle situation se rencontre lorsque qu’un de´faut, forme´ par un groupe d’atomes,
est attache´ a` des sites particuliers du re´seau ide´al (voir Fig.3.4).
Dans ce contexte, nous allons introduire les projecteurs P et Q de´finis par :
P = ∑
n
|n〉〈n| ⇒ Q = 1− P (3.31)
Clairement, P re´alise une projection sur l’ensemble des sites du re´seau ide´al alors que Q
est un projecteur sur le syste`me additionnel. On note alors H0 = PHP l’Hamitlonien du
re´seau ide´al et HQ = QHQ celui du syste`me additionnel. La perturbation entre les deux
sous syste`mes sera alors de´finie par V = PHQ + QHP . Sur l’exemple de la Figure 3.4, la
perturbation n’a d’e´le´ments non nuls qu’au niveau de l’interaface entre le re´seau ide´al et le
cluster. Dans ces conditions, la restriction de la fonction de Green a` l’ensemble des sites du
re´seau est donne´e par :
PG(ω)P = P(ω −H0 −HQ − V )−1P (3.32)
Apre`s quelques calculs e´le´mentaires, on montre facilement que cette restriction s’e´crit :
PG(ω)P = P
ω −H0 − PV GQ(ω)V P (3.33)
ou` GQ(ω) = Q(ω −HQ)−1Q est la fonction de Green du syste`me additionnel.
A titre d’illustration, conside´rons le cas d’un atome supple´mentaire attache´ sur le site 0 du
re´seau ide´al. On note |α〉 l’e´tat de la particule sur cet atome et ωα l’e´nergie correspondante.
Le couplage re´seau/cluster traduit alors la capacite´ de la particule a` re´aliser une transition
de l’e´tat |0〉 vers l’e´tat |α〉 via la constante de saut −Jα. Dans ce contexte, la perturbation
V s’e´crit simplement :
V = −Jα(|α〉〈0|+ |0〉〈α|) (3.34)
La fonction de Green de l’atome additionnel e´tant GQ(ω) = |α〉〈α|/(ω − ωα) tout se passe
comme si la particule sur le re´seau ide´al e´tait de´crite par un Hamiltonien effectif de´fini par :
Heff = H0 +
J2α
ω − ωα |0〉〈0| (3.35)
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En d’autres termes, la projection de la fonction de Green sur le re´seau ide´al est e´quivalente
a` la fonction de Green d’un re´seau pre´sentant un de´faut d’e´nergie ω0 + ∆ sur le site 0
d’amplitude :
∆ =
J2α
ω − ωα (3.36)
En utilisant les de´veloppements des paragraphes pre´ce´dents, on peut donc aise´ment de´terminer
la fonction de Green correspondante.
3.4 Applications
Dans les sections pre´ce´dentes, nous avons illustre´ sur quelques cas simples comment il
e´tait possible de calculer exactement la fonction de Green d’un re´seau de ge´ome´trie varie´e
ou pre´sentant des de´fauts. Les me´thodes utilise´es sont relativement ge´ne´rales et elles s’ap-
pliquent dans une multitude d’autres situations. Dans ce contexte, nous allons voir main-
tenant comment utiliser la connaissance de la fonction de Green pour e´tudier certaines
proprie´te´s du re´seau.
3.4.1 Localisation au voisinage d’un de´faut
Conside´rer un re´seau qui pre´sente un de´faut ponctuel localise´ sur un site particulier n0.
Ce de´faut traduit le fait que l’e´nergie de l’e´tat local |n0〉 diffe`re des autres e´nergies d’une
quantite´ ∆. Nous conside´rerons par la suite le cas d’un trou d’e´nergie si bien que l’e´nergie
du site n0 sera note´e ω0 −∆, avec ∆ > 0. Dans ces conditions, la dynamique quantique de
la particule est de´crite par un Hamiltonien de liaisons fortes de´fini par :
H =
∑
n
(ω0 −∆δnn0)|n〉〈n| − J(|n〉〈n+ 1|+ |n+ 1〉〈n|) (3.37)
En l’absence du de´faut, les e´tats propres de H sont des ondes planes |q〉 d’e´nergie propre ωq =
ω0 − 2J cos(q). Malheureusement, la pre´sence du de´faut brise l’invariance translationnelle
si bien que le the´ore`me de Bloch ne s’applique plus. Cette brisure de syme´trie engendre
l’apparition d’e´tats spe´cifiques dont nous allons mettre en e´vidence l’existence en utilisant
le formalisme des fonctions de Green.
Pour cela, l’Hamiltonien du syste`me s’e´crit H = H0 + V ou` V = −∆|n0〉〈n0| caracte´rise
la perturbation lie´e a` la pre´sence du de´faut. En appliquant le formalisme de´crit dans le
paragraphe pre´ce´dent, la fonction de Green du re´seau re´el G(ω) se de´duit de la fonction de
Green du re´seau ide´al G0(ω) selon la relation :
Gnn′ = G
0
nn′ +G
0
nn0
−∆
1 + ∆G0n0n0
G0n0n′ (3.38)
ou` le propagateur ide´al s’e´crit
G0nn′(ω) =
eiq|n−n
′|
2iJ sin(q)
(3.39)
avec ω = ω0 − 2J cos(q). Nous savons que les poˆles de G fournissent les valeurs propres de
l’Hamiltonien. On voit clairement que G e´tant proportionnel a` G0, H posse`de un ensemble
de valeurs propres e´gales a` celles du re´seau ide´al. Par contre, le terme traduisant l’interaction
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avec le de´faut pre´sent un poˆle conduisant a` un nouvel e´tat de la particule qui e´tait absent
dans le re´seau invariant par translation. Le poˆle correspondant ve´rifie l’e´quation :
1 + ∆G0n0n0 = 0⇒ 2i sin(q) = −
∆
J
(3.40)
Cette e´quation admet une solution si est seulement si le vecteur d’onde de´crivant l’e´tat
quantique est complexe : q = iκ avec sinh(κ) = ∆/2J . Par conse´quent, l’e´nergie propre
correspondante s’e´crit :
ωL = ω0 − 2J cosh(κ) = ω0 −
√
4J2 + ∆2 (3.41)
ou` cosh(κ) =
√
1 + sinh2(κ). Cette e´nergie apparaissant en dessous de la bande permise, elle
ne peut pas correspondre a` un e´tat e´tendu. En fait, elle caracte´rise un e´tat localise´ dont la
fonction d’onde varie typiquement comme
ψL(n) ∝ e−|n−n0|/ξ (3.42)
ou` ξ = κ−1 repre´sente la longueur de localisation de´finie par :
ξ =
1
ln[ ∆
2J
+
√
1 + ( ∆
2J
)2]
(3.43)
En d’autres termes, la pre´sence d’un de´faut ponctuel brise l’invariance translationnelle du
re´seau. Celui-ci supporte un e´tat localise´ dont la fonction d’onde de´croˆıt de manie`re expo-
nentielle en fonction de la distance par rapport a` la position du de´faut. Dans un tel e´tat, la
particule est pie´ge´e au voisinage du site contenant le de´faut et elle posse`de une e´nergie situe´e
en dehors de la bande permise. Ce type de me´canismes est relativement ge´ne´ral si bien que
toute brisure de syme´trie est source de localisation. Cependant, on notera que dans certaines
situations la localisation ne se manifeste qu’a` partir d’une valeur critique de la perturbation.
Pour comprendre comment un e´tat localise´ permet de pie´ger la particule, supposons qu’a`
t = 0 la particule se trouve sur le site n = n0. Dans ces conditions, nous avons vu que
dans un re´seau ide´al la probabilite´ de survie d’un tel e´tat de´croissait au cours du temps en
montrant des oscillations amorties de´crites par une fonction de Bessel. Un tel comportement
traduisait la de´localisation de la particule sur le re´seau. Maintenant que le re´seau pre´sente
un e´tat localise´ sur le site n0, la probabilite´ de survie est de´finie par :
Ps(t) = |Un0n0(t)|2 avec Un0n0(t) = −
1
pi
∫
e−iωtdωImGn0n0(ω + i0
+) (3.44)
Pour e´valuer cette inte´grale correctement, il convient de de´finir proprement la projection
de la fonction de Green sur le site du de´faut. En effet, celle-ci s’exprime en fonction de la
fonction de Green du re´seau ide´al selon la relation :
Gn0n0(ω) =
1
∆ + g−10 (ω)
(3.45)
ou` g0(ω) = G
0
n0n0
(ω). D’apre`s les expressions de la fonction de Green ide´ale du chapitre
pre´ce´dent, on a :
Gn0n0(ω) =
1
∆ + 2iJ
√
1− (ω−ω0
2J
)2
si ω est dans la bande
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=
1
∆− 2J
√
(ω−ω0
2J
)2 − 1
si ω est dessous la bande
=
1
∆ + 2J
√
(ω−ω0
2J
)2 − 1
si ω est dessus la bande
(3.46)
Soit
Gn0n0(ω) =
∆− 2iJ
√
1− (ω−ω0
2J
)2
∆2 + 4J2 − (ω − ω0)2 si ω est dans la bande
=
∆ + 2J
√
(ω−ω0
2J
)2 − 1
∆2 + 4J2 − (ω − ω0)2 si ω est dessous la bande
=
∆− 2J
√
(ω−ω0
2J
)2 − 1
∆2 + 4J2 − (ω − ω0)2 si ω est dessus la bande
(3.47)
Ces expressions montrent tout d’abord que lorsque ω appartient a` la bande permise du re´seau
ide´al, la partie imaginaire de la fonction de Green pre´sente une de´pendance continue de la
fre´quence qui s’annule sur les bords de bande :
ImGn0n0(ω) = −
√
4J2 − (ω − ω0)2
∆2 + 4J2 − (ω − ω0)2 si ω est dans la bande (3.48)
Ensuite, lorsque ω est situe´e en dessous de la bande, le de´nominateur de la fonction de Green
s’annule pour ω = ωL. La fonction de Green posse`de un poˆle caracte´ristique de l’e´tat localise´
pour lequel sa partie imaginaire se re´duit a` un pic de Dirac :
ImGn0n0(ω) = −piδ(ω − ωL)
∆√
∆2 + 4J2
si ω est dessous la bande (3.49)
Finalement, lorsque ω est situe´e au dessus de la bande permise, la singularite´ de la fonction
de Green ne contribue pas a` sa partie imaginaire qui est identiquement nulle.
Par conse´quent, l’ope´rateur d’e´volution s’e´crit :
Un0n0(t) =
1
pi
∫ ω0+2J
ω0−2J
dω
√
4J2 − (ω − ω0)2
∆2 + 4J2 − (ω − ω0)2 e
−iωt
+
∫ ω0−2J
−∞
dωδ(ω − ωL) ∆√
∆2 + 4J2
e−iωt (3.50)
Soit
Un0n0(t) =
1
pi
∫ 1
−1
dx
√
1− x2
∆2/4J2 + 1− x2 e
−i2Jxte−iω0t +
∆√
4J2 + ∆2
e−iωLt (3.51)
L’inte´gration sur la bande traduit la re´ponse des e´tats e´tendus du re´seau lors de l’excitation
locale du site n0. Cette contribution re´ve`le un me´canisme de propagation si bien qu’elle tend
vers ze´ro lorsque t devient grand a` l’instar de ce qui se passe dans un re´seau ide´al. Par
contre, la seconde contribution repre´sente le poids de l’e´tat localise´ dans l’e´tat initial. Ainsi,
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apre`s un temps de l’ordre de quelque fois J−1 seul ce terme contribue significativement a` la
probabilite´ de survie qui s’e´crit : 1
Ps(t) ≈ 2J
2
∆2
[J0(2Jt) + J2(2Jt)] +
∆2
4J2 + ∆2
(3.53)
Si ∆ >> J , alors Ps(t) ≈ 1. En d’autres termes, plus ∆ est fort, plus la localisation est
importante. La longueur de localisation tend vers ze´ro si bien que l’e´tat localise´ se re´duit a`
l’e´tat local |n0〉. L’excitation de n0 correspond dont a` l’excitation de l’e´tat localise´ qui est
e´tat propre du re´seau. La probabilite´ de survie d’un tel e´tat tend donc vers l’unite´.
3.4.2 Relation de Lippmann-Schwinger
Comme nous l’avons souligne´ pre´ce´demment, bien que le re´seau pre´sente des de´fauts, il
existe des e´tats spatiallement e´tendus associe´s a` des valeurs propres de H e´gales a` celles de
l’Hamiltonien ide´al H0. De tels e´tats traduisant les me´canismes de diffusion de la particule
par le de´faut, ils sont a` l’origine des phe´nome`nes de re´flexion et de transmission que nous
allons de´crire dans ce paragraphe.
Pour cela, conside´rons un re´seau ide´al d’Hamitlonien H0 perturbe´ par la pre´sence d’un
ou plusieurs de´fauts suppose´s concentre´s dans une meˆme re´gion du re´seau. On note alors
H = H0 + V l’Hamiltonien du re´seau en pre´sence de de´fauts. Dans ce contexte, a` partir de
la connaissance des e´tats propres |q〉 de H0 (ondes de Bloch), il est possible de de´terminer
certains e´tats quantiques |ψ〉 associe´s a` l’Hamiltonien re´el. Pour cela, nous poserons :
|ψ〉 = |q〉+ |δψ〉 (3.54)
La perturbation V agissant uniquement dans un re´gion localise´e de l’espace 1D, nous allons
chercher les vrais e´tats propres |ψ〉 comme des e´tats qui sont asymptotiquement vecteurs
propres de H0 loin de la re´gion d’action de V . En d’autres termes, nous recherchons |ψ〉
comme e´tat propre de H mais dont la valeur propre associe´e est e´gale a` la valeur propre ωq
de l’e´tat d’onde plane asymptotique |q〉. Mathe´matiquement, cela se traduit par les e´quations
suivantes :
H|ψ〉 = ωq|ψ〉
H0|q〉 = ωq|q〉 (3.55)
On a alors
(H0 + V )(|q〉+ |δψ〉) = ωq(|q〉+ |δψ〉)⇒ |δψ〉 = G(ωq)V |q〉 (3.56)
ou` G(ωq) est la fonction de Green du re´seau perturbe´ e´value´e a` la fre´quence propre ωq
non perturbe´e. L’e´tat propre de H recherche´ est alors donne´ par la relation de Lippmann-
Schwinger :
|ψ〉 = |q〉+G(ωq)V |q〉 (3.57)
1.
1
pi
∫ 1
−1
dx
√
1− x2
∆2/4J2 + 1− x2 e
−i2Jxt =
4J2
∆2pi
∫ 1
−1
dx
√
1− x2
1 + 4J2(1− x2)/∆2 e
−i2Jxt
≈ 4J
2
∆2pi
∫ 1
−1
dx
√
1− x2e−i2Jxt
=
2J2
∆2
[J0(2Jxt) + J2(2Jt)] (3.52)
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A ce stade, en re´alisant un de´veloppement de Dyson de la fonction de Green et en
resommant la se´rie des perturbations, on obtient :
G(ωq) = G
0(ωq) +G
0(ωq)T (ωq)G0(ωq) (3.58)
ou` la matrice T (ωq) est de´finie par :
T (ω) = V (1−G0(ω)V )−1 (3.59)
Dans ces conditions, sachant que GV = G0T , la relation de Lippmann-Schwinger se re´e´crit :
|ψ〉 = |q〉+G0(ωq)T (ωq)|q〉 (3.60)
Cette e´quation posse`de un caracte`re assez ge´ne´ral et on la retourve dans une multitude
de proble`mes de me´canique quantique qui traitent de la diffusion d’une particule par un
potentiel. Dans notre cas, elle permet de caracte´riser les processus de re´flexion et de transm-
ssion au voisinage du ou des de´fauts. Ces processus sont entie`rement de´finis par la matrice
T qui, dans les paragraphe pre´ce´dents, a e´te´ de´termine´e pour un de´faut isole´ ou pour un
ensemble de de´fauts.
3.4.3 Re´flexion et transmission
En projetant l’e´quation de Lippmann-Schwinger Eq.(3.60) sur la base locale, la repre´sentation
du vecteur propre ψn = 〈n|ψ〉 s’e´crit :
ψn =
1√
N
[eiqn +
∑
n1,n2
G0nn1(ωq)Tn1n2(ωq)eiqn2 ] (3.61)
En injectant l’expression de la fonction de Green du re´seau ide´al Eq.(3.39), on en de´duit :
ψn =
1√
N
[eiqn +
∑
n1,n2
Tn1n2(ωq)
2iJ sin(q)
eiqn2eiq|n−n1|] (3.62)
De fac¸on ge´ne´rale, la matrice T n’a d’e´le´ments non nuls que dans le domaine d’action de
la perturbation V . Notons alors ni et nf le premier et le dernier site d’action de V (ni < nf ).
Dans ces conditions, la fonction d’onde s’e´crit :
ψn =
1√
N
[eiqn +
∑
n1,n2
Tn1n2(ωq)
2iJ sin(q)
eiq(n2+n1)e−iqn] si n < ni
ψn =
1√
N
[eiqn +
∑
n1,n2
Tn1n2(ωq)
2iJ sin(q)
eiq(n2−n1)eiqn] si n > nf (3.63)
Par conse´quent, lorsque n < ni, la fonction d’onde est la somme de deux contributions. La
premie`re contribution, proportionnelle a` exp(iqn), de´crit une onde plane progressive se pro-
pageant dans la direction des de´fauts. La seconde contribution, proportionnelle a` exp(−iqn),
de´crit une onde plane re´gressive qui s’e´loigne des de´fauts. Elle caracte´rise donc la partie
re´fle´chie de l’onde incidente. Dans le meˆme esprit, lorsque n > nf , la fonction d’onde de´crit
une onde plane progressive qui s’e´loigne des de´fauts. Elle caracte´rise donc la partie transmise
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Figure 3.5 – Transmission et re´flexion a` travers un cluster attache´ au re´seau 1D.
de l’onde incidente. Dans ce contexte, on obtient une de´finition ge´ne´rale des coefficients de
re´flexion et de transmission en fonction de la matrice T :
rq =
∑
n1,n2
Tn1n2(ωq)
2iJ sin(q)
eiq(n2+n1)
tq = 1 +
∑
n1,n2
Tn1n2(ωq)
2iJ sin(q)
eiq(n2−n1) (3.64)
2 Pour illustrer ces expressions, conside´rons la re´flexion et la transmission d’une particule
compte tenu de la pre´sence d’un de´faut ponctuel localise´ sur le site n0 = 0. Ce de´faut, comme
dans le paragraphe pre´ce´dent, traduit un trou d’e´nergie ω0−∆. Compte tenu de la forme des
propagateurs, on montre alors facilement que les coefficients de re´flexion et de transmission
sont donne´s par :
rq =
i∆
2J sin(q)− i∆
tq =
2J sin(q)
2J sin(q)− i∆ (3.66)
Soit, sachant que ω = ω0 − 2J cos(q)
|r(ω)|2 = ∆
2
4J2 + ∆2 − (ω − ω0)2
|t(ω)|2 = 4J
2 − (ω − ω0)2
4J2 + ∆2 − (ω − ω0)2 (3.67)
Ces e´quations montrent clairement que la transmission est maximale au centre de la bande
permise alors qu’elle s’annule sur les bords de bande. De plus, elles assurent la conservation
des probabilite´s quantiques si bien |r(ω)|2 + |t(ω)|2 = 1.
3.4.4 Notion de re´sonance
Conside´rons le cas particulier ou` le de´faut est forme´ par un atome supple´mentaire attache´
sur le site 0 du re´seau ide´al. On note |α〉 l’e´tat de la particule sur cet atome et ωα l’e´nergie
2. On notera qu’il est possible d’exprimer de manie`re compacte les coefficients de re´flexion et de trans-
mission selon les relations :
rq = −ipig(ωq)〈−q|T |q〉
tq = 1− ipig(ωq)〈q|T |q〉 (3.65)
ou` g(ωq) = N/pivq est la DOS totale en fonction de la vitesse de groupe vq.
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correspondante. Le couplage re´seau/cluster traduit alors la capacite´ de la particule a` re´aliser
une transition de l’e´tat |0〉 vers l’e´tat |α〉 via la constante de saut −Jα. Dans ce contexte, nous
avons montre´ que la dynamique quantique e´tait e´quivalente a` celle d’un re´seau perturbe´ par
la pre´sence d’un de´faut localise´ sur le site 0. L’amplitude de ce de´faut, qui est une fonction
de la fre´quence (e´nergie) de la particule, s’e´crit :
∆(ω) =
J2α
ω − ωα (3.68)
Par conse´quent, la re´flectance et la transmittance d’une onde plane incidente par l’atome
additionnel attache´ sont donne´es par les e´quations Eqs.(3.67) mais en utilisant l’Eq.(3.68)
pour l’amplitude du de´faut :
|r(ω)|2 = J
4
α
J4α + (ω − ωα)2(4J2 − (ω − ω0)2)
|t(ω)|2 = (ω − ωα)
2(4J2 − (ω − ω0)2)
(ω − ωα)2(4J2 − (ω − ω0)2) + J4α
(3.69)
Ces e´quations montrent clairement que si l’e´nergie de l’atome additionnel appartient a`
la bande permise du re´seau, la transmittance s’annule pour ω = ωα. En d’autres termes, si
l’e´nergie de la particule incidente est en re´sonance avec l’e´nergie du syste`me additionnel at-
tache´ au re´seau, la probabilite´ de traverser la re´gion perturbe´e est identiquement nulle. Mais
comment comprendre ce phe´nome`ne ? Signifie-t-il explicitement que rien n’est transmit ? En
fait, l’annulation du coefficient de transmission est la conse´quence de la nature ondulatoire
de la particule et il refle`te un me´canisme d’interfe´rence destructive.
En effet, les processus de re´flexion et de transmission d’une onde incidente de vecteur
d’onde q au voisinage du de´faut correspondent a` un phe´nome`ne de diffusion re´sonante du
mode q par l’e´tat discret |α〉. Sous l’action de l’e´tat incident q, l’e´tat discret est excite´.
Compte tenu de son interaction avec l’ensemble des e´tats du re´seau qui forme un continuum,
cet e´tat discret se de´sexcite en se de´sinte´grant sur le continuum. Apre`s un temps de l’ordre
de sa dure´e de vie inversement proportionnelle au couplage, cette de´sexcitation se traduit
par l’e´mission d’un e´tat q′ tel que ωq = ωq′ , de par la conservation de l’e´nergie. Il y a donc
deux possibilite´s : q′ = q et q′ = −q. Par conse´quent, la de´sexcitation de l’e´tat discret ge´ne`re
une onde re´gressive et une onde progressive, toutes deux ayant meˆme amplitude. L’onde
transmise est donc la somme de l’onde incidente et de l’onde progressive e´mise par l’e´tat
discret. Or, a` la re´sonance, on montre que l’onde diffuse´e vers l’avant interfe`re de manie`re
destructive avec l’onde incidente si bien que la fonction d’onde totale s’annule dans la re´gion
situe´e apre`s le de´faut. A l’inverse, un re´gime stationnaire s’e´tablit vers l’arrie`re entraˆınant
un coefficient de re´flexion e´gal a` l’unite´.
Chapitre 4
Me´thode des matrices de transfert
Une alternative au formalisme des fonctions de Green pour le calcul des coefficients de
transmission et de re´flexion est base´e sur l’utilisation de la me´thode des matrices de transfert.
Cette me´thode est tre`s similaire a` celles utilise´es en optique pour calculer la re´flexion et la
transmission d’une onde plane a` travers un milieu diffe´rent du milieu de re´ference. Dans les
proble`mes sur re´seau, on identifie un re´seau de re´fe´rence au niveau duquel on connait la forme
des ondes planes e´le´mentaires qui s’y propagent. En pre´sence de de´fauts, on recherche alors
la solution ge´ne´rale de l’e´quation de Schro¨dinger sous la forme d’une superposition d’ondes
planes incidente, re´fle´chie et transmise. L’application de conditions aux limites spe´cifiques
permet alors de relier les amplitudes incidente et transmise par l’interme´diaire d’une matrice :
la matrice de transfert.
4.1 Transmission et re´flexion par un unique de´faut
4.1.1 Matrice de transfert
Pour illustrer la me´thode des matrices de transfert, nous allons reprendre le cas simple
d’un de´faut ponctuel correspondant a` un trou d’e´nergie ∆ localise´ sur le site n1. La proce´dure
pre´sente´e a` travers ces quelques lignes se ge´ne´ralise alors facilement a` des situations plus
complexes. Ainsi, dans le cas du de´faut, l’arrive´e d’une onde plane de vecteur d’onde q a`
gauche du de´faut (n < n1) entraˆıne l’apparition d’une onde re´fle´chie de vecteur d’onde −q
et d’une onde transmise de vecteur d’onde +q (n > n1). Pour simuler ces processus, nous
allons chercher une solution ge´ne´rale de l’e´quation de Schro¨dinger sous la forme :
ψn = ψ
(1)
n = ψ
(+)
1 e
iqn + ψ
(−)
1 e
−iqn si n < n1
ψn = ψ
(2)
n = ψ
(+)
2 e
iqn + ψ
(−)
2 e
−iqn si n > n1 (4.1)
avec ψn = A si n = n1. Cette solution doit alors ve´rifier l’e´quation de Schro¨dinger quelle que
soit la valeur du site n conside´re´ :
− Jψn+1 + (ω0 −∆δnn1)ψn − Jψn−1 = ωψn (4.2)
Pour trouver une relation entre les diffe´rents coefficients ψ
(±)
i , la proce´dure est la suivante :
• Tout d’abord, en introduisant la solution ge´ne´rale Eq.(4.1) dans l’e´quation de Schro-
dinger Eq.(4.2) pour tout n situe´ loin du de´faut, on montre que la solution choisie est
correcte si et seulement si elle est associe´e a` une e´nergie propre ω = ωq = ω0−2J cos(q)
du re´seau ide´al.
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• Ensuite, en e´tudiant la projection de l’e´quation de Schrodinger sur les sites n = n1− 1
et n = n1 + 1, on montre que la solution ge´ne´rale est continue :
A = ψ(1)n1 = ψ
(2)
n1
⇒ ψ(+)1 eiqn1 + ψ(−)1 e−iqn1 = ψ(+)2 eiqn1 + ψ(−)2 e−iqn1 (4.3)
• Enfin, l’e´tude de la projection de l’e´quation de Schrodinger sur le site du de´faut n = n1
fournit une relation entre les diffe´rents coefficients ψ
(±)
i . En utilisant la continuite´ de
la fonction d’onde, cette projection s’e´crit par exemple :
ωψ(1)n1 = (ω0 −∆)ψ(1)n1 − Jψ(1)n1−1 − Jψ(2)n1+1 (4.4)
A ce stade, il convient d’ajouter et de soustraire le terme −Jψ(1)n1+1 de manie`re a` faire
re´apparaˆıtre l’e´quation de Schrodinger d’un re´seau ide´al, soit :
ωψ(1)n1 − [ω0ψ(1)n1 − Jψ(1)n1−1 − Jψ(1)n1+1] = Jψ(1)n1+1 − Jψ(2)n1+1 −∆ψ(1)n1 (4.5)
De`s lors, la relation de dispersion e´tant ve´rifie´e pour ψ(1)n1 , le premier membre de cette
e´quation s’annule. On obtient donc une nouvelle e´quation qui relie les diffe´rents coefficients
ψ
(±)
i . En conside´rant la relation de continuite´, on obtient finalement un syste`me de deux
e´quations :
ψ
(1)
n1+1 − ψ(2)n1+1 =
∆
J
ψ(1)n1
ψ(1)n1 − ψ(2)n1 = 0 (4.6)
Soit, en inse´rant la solution ge´ne´rale Eq.(4.1) :
ψ
(+)
1 e
iqn1(eiq − ∆
J
) + ψ
(−)
1 e
−iqn1(e−iq − ∆
J
)− ψ(+)2 eiqn1eiq − ψ(−)2 e−iqn1e−iq = 0
ψ
(+)
1 e
iqn1 + ψ
(−)
1 e
−iqn1 − ψ(+)2 eiqn1 − ψ(−)2 e−iqn1 = 0 (4.7)
A ce stade, un simple calcul permet d’exprimer ψ
(±)
2 en fonction de ψ
(±)
1 :
ψ
(+)
2 = (1 + i
∆
2J sin(q)
)ψ
(+)
1 + i
∆
2J sin(q)
e−2iqn1ψ(−)1
ψ
(−)
2 = −i
∆
2J sin(q)
e2iqn1ψ
(+)
1 + (1− i
∆
2J sin(q)
)ψ
(−)
1 (4.8)
Finalement, cette e´quation se met sous une forme matricielle :(
ψ
(+)
2
ψ
(−)
2
)
= M1
(
ψ
(+)
1
ψ
(−)
1
)
(4.9)
ou` M1 de´finit la matrice de transfert. En posant µ1 = ∆/2J sin(q), elle est de´finie par :
M1 =
(
1 + iµ1 iµ1e
−2iqn1
−iµ1e2iqn1 1− iµ1
)
(4.10)
On notera que le de´terminant de la matrice de transfert est e´gal a` l’unite´ :
|M1| = (1 + iµ1)(1− iµ1) + (iµ1)2 = 1 (4.11)
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4.1.2 Coefficients de re´flexion et de transmission
A partir de l’expression de la matrice transfert, il est possible de poser une de´finition
rigoureuse des coefficients de re´flexion et de transmission. Ainsi, on a :
• Le coefficient de re´flexion de la gauche vers la droite est de´fini par :
ψ
(−)
2 = 0⇒ r1 =
ψ
(−)
1
ψ
(+)
1
= −M1(21)
M1(22)
=
iµ1
1− iµ1 e
2iqn1 (4.12)
• Le coefficient de re´flexion de la droite vers la gauche est de´fini par :
ψ
(+)
1 = 0⇒ r¯1 =
ψ
(+)
2
ψ
(−)
2
=
M1(12)
M1(22)
=
iµ1
1− iµ1 e
−2iqn1 (4.13)
• Le coefficient de transmission de la gauche vers la droite est de´fini par :
ψ
(−)
2 = 0⇒ t1 =
ψ
(+)
2
ψ
(+)
1
=
1
M1(22)
=
1
1− iµ1 (4.14)
• Le coefficient de transmission de la droite vers la gauche est de´fini par :
ψ
(+)
1 = 0⇒ t¯1 =
ψ
(−)
1
ψ
(−)
2
=
1
M1(22)
=
1
1− iµ1 (4.15)
A l’aide de ces de´finitions, la matrice de transfert se met sous une forme tre`s ge´ne´rale :
M1 =
1
t1
(
η1 r¯1
−r1 1
)
(4.16)
avec η1 = t1/t
∗
1, un simple facteur de phase re´ve´lateur de la phase du coefficient de trans-
mission.
A ce stade on notera qu’une alternative a` la me´thode des matrices de transfert est base´e
sur le formalisme de la matrice S (scattering matrix) qui relie ce qui arrive sur le de´faut a`
ce qui s’e´loigne du de´faut : (
ψ
(−)
1
ψ
(+)
2
)
= S1
(
ψ
(+)
1
ψ
(−)
2
)
(4.17)
Compte tenu de l’expression de la matrice de transfert, la matrice S s’e´crit :
S1 =
(
r1 t1
t1 r¯1
)
(4.18)
En effet, sachant que :
ψ
(+)
2 = M1(11)ψ
(+)
1 +M1(12)ψ
(−)
1
ψ
(−)
2 = M1(21)ψ
(+)
1 +M1(22)ψ
(−)
1 (4.19)
on en de´duit
ψ
(−)
1 = −M1(21)/M1(22)ψ(+)1 + 1/M1(22)ψ(−)2
ψ
(+)
2 = M1(11)ψ
(+)
1 +M1(12)[−M1(21)/M1(22)ψ(+)1 + 1/M1(22)ψ(−)2 ] (4.20)
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d’ou` :
ψ
(−)
1 = −M1(21)/M1(22)ψ(+)1 + 1/M1(22)ψ(−)2
ψ
(+)
2 = |M1|/M1(22)ψ(+)1 +M1(12)/M1(22)ψ(−)2 (4.21)
puisque |M1| = 1, on retrouve facilement l’expression de la matrice S a` partir de la de´finition
des coefficients de re´flexion et de transmission.
Par conse´quent, les e´le´ments de la matrice de transfert posse`dent les proprie´te´s fonda-
mentales suivantes :
• Conservations des probabilite´s :
|t1|2 + |r1|2 = 1
|t¯1|2 + |r¯1|2 = 1 (4.22)
• La matrice de transfert est de de´terminant unite´ :
t1t¯1 − r1r¯1 = η1 (4.23)
• La matrice S est unitaire (S† = S−1) :
r∗1t1 + r¯1t
∗
1 = 0 (4.24)
Bien qu’e´tablie dans le cadre simple de la diffusion par un de´faut ponctuel, la me´thode
des ondes conduisant au formalisme de la matrice de transfert est relativement ge´ne´rale.
Ce formalisme offre une de´finition pre´cise des coefficients de re´flexion et de transmission
pour une onde plane arrivant sur une re´gion du re´seau au niveau de laquelle l’invariance
translationnelle est localement de´truite. Mais l’inte´reˆt premier de cette me´thode re´side dans
sa simplicite´ pour appre´hender le phe´nome`ne de diffusion lorsque plusieurs de´fauts sont
pre´sents.
• Remarque :
A titre d’exercice, on pourra montrer que le coefficient de transmission tq a` travers un
de´faut de liaison entre deux sites n = 0 et n = 1 est donne´ par :
tq =
2iJJ ′ sin(q)e−iq
J ′2 − J2e−2iq (4.25)
ou` −J ′ est la constante de saut entre les sites 0 et 1 alors que −J est la constante de
saut du re´seau ide´al.
4.2 Ge´ne´ralisation a` un ensemble de de´fauts
Pour appre´hender les phe´nome`nes de diffusion par plusieurs de´fauts, nous allons ge´ne´raliser
le proble`me pre´ce´dent. Il convient cependant de noter que les re´sultats obtenus posse`dent
un caracte`re assez ge´ne´ral et pourront s’appliquer a` une multitude de situations. Ainsi,
conside´rons un ensemble de M de´fauts localise´s sur les sites n1, n2 ,..., nM . Chaque de´faut
i = 1, ...,M traduit un trou d’e´nergie d’amplitude ∆i. Dans ces conditions, l’arrive´e d’une
onde plane de vecteur d’onde q a` gauche des de´fauts (n < n1) entraˆıne l’apparition d’une
onde re´fle´chie de vecteur d’onde −q et d’une onde transmise de vecteur d’onde +q a` droite
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des de´fauts (n > nM). La fonction d’onde correspondante s’e´crit, dans les re´gions asympto-
tiquement e´loigne´es des de´fauts :
ψn = ψ
(+)
1 e
iqn + ψ
(−)
1 e
−iqn si n < n1
ψn = ψ
(+)
2 e
iqn + ψ
(−)
2 e
−iqn si n > nM (4.26)
En ge´ne´ralisant le formalisme pre´ce´dent, les amplitudes des fonctions d’ondes asympto-
tiques sont relie´es par une matrice de transfert qui appraˆıt comme le produit des matrices
de transfert de´crivant les proprie´te´s de diffusion de chaque de´faut :
MM = MMMM−1MM−2...M1 (4.27)
ou`
Mi =
1
ti
(
ηi r¯i
−ri 1
)
(4.28)
Les coefficients de re´flexion sont alors de´finis par :
r(M) = −MM(21)MM(22)
r¯(M) =
MM(12)
MM(22) (4.29)
Le coefficient de transmission est donne´ par :
t(M) = t¯(M) =
1
MM(22) (4.30)
Ces de´finitions tre`s ge´ne´rales nous permettent de de´finir une loi de composition des
coefficients de re´flexion et de transmission. En effet, dans le cas de deux de´fauts, on montre
facilement les relations suivantes :
r(2) =
r1 + η1r2
1− r2r¯1
r¯(2) =
r¯2 + η1r¯1
1− r2r¯1 (4.31)
et
t(2) =
t2t1
1− r2r¯1
η(2) =
η2η1 − r¯2r1
1− r2r¯1 (4.32)
Ainsi, le comportement ondulatoire de la particule quantique entraˆıne que le coefficient de
transmission a` travers deux de´fauts ne se re´duit pas aux produits des coefficients de trans-
mission de chaque de´faut. Ceci se comprend aise´ment puisque t(2) repre´sente typiquement
l’amplitude de probabilite´ de trouver la particule apre`s le second de´faut. C’est donc la somme
des amplitudes de probabilite´ associe´es a` tous les chemins possibles permettant a` la particule
de passer a` travers les deux de´fauts. Le premier chemin traduisant le passage a` travers le
premier de´faut puis le passage a` travers le second de´faut, il est caracte´rise´ par une amplitude
de transition t1t2. Le second chemin traduit le passage du premier de´faut puis une re´flexion
sur le second de´faut, suivi d’une seconde re´flexion sur le premier de´faut et finalement le
58 CHAPITRE 4. ME´THODE DES MATRICES DE TRANSFERT
Figure 4.1 – Transmittance a` travers un (noir), deux (rouge) et trois (bleu) de´fauts se´pare´s
de L = 5 sites pour ∆/J = 2.5
passage du second de´faut. Son amplitude de probabilite´ est donc t1r2r¯1t2. En prenant en
compte l’ensemble des chemins possibles, on a :
t(2) = t1t2 + t1r2r¯1t2 + t1r2r¯1r2r¯1t2 + ... =
t2t1
1− r2r¯1 (4.33)
Comme le montre la Fig. 4.1, la transmission a` travers un de´faut s’ave`re relativement
difficile puisque |t(ω)|2 < 1 + (∆/2J)2. A l’inverse, lorsque deux de´fauts sont pre´sents, un
phe´nome`ne de re´sonance apparaˆıt et la transmittance devient e´gale a` l’unite´ pour des va-
leurs pre´cises de l’e´nergie de la particule incidente. Ces re´sonances traduisent un phe´nome`ne
d’interfe´rences constructives entre les diffe´rents processus de re´flexion. Elles e´taient donc
absentes en pre´sence d’un seul de´faut.
Si maintenant on conside`re une collection de de´faut, l’utilisation des matrices de transfert
permet d’e´tablir une relation entre les coefficients de re´flexion et de transmission a` M − 1
de´fauts et ceux pour un syste`me contenant M de´fauts. Ces lois de composition sont de´finies
par :
r(M) =
r(M − 1) + η(M − 1)rM
1− rM r¯(M − 1)
r¯(M) =
r¯M + ηM r¯(M − 1)
1− rM r¯(M − 1) (4.34)
et
t(M) =
tM t(M − 1)
1− rM r¯(M − 1) (4.35)
A titre d’illustration, nous avons repre´sente´ sur la Fig. 4.2, la transmission a` travers dix
de´fauts identiques se´pare´s de L = 5 sites. La notion de re´sonance se ge´ne´ralise et l’on
voit clairement apparaˆıtre des bandes de conduction qui sont re´ve´latrices de la distribution
pe´riodique des de´fauts.
En conclusion, la me´thode des matrices de transfert est un outil puissant permettant le
calcul du coefficient de transmission pour une particule en mouvement sur un re´seau qui
pre´sente des de´fauts. Dans le cas ou la particule est un e´lectron, un tel calcul est essentiel
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Figure 4.2 – Transmittance a` travers un (noir) et dix (bleu) de´fauts se´pare´s de L = 5 sites
pour ∆/J = 2.5
a` l’e´chelle nanoscopique puisqu’il offre une de´finition de la conductance selon l’approche de
Landauer.
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Chapitre 5
Conductance Quantique
Traditionnellement, la the´orie de la conduction e´lectronique dans les conducteurs macro-
scopiques est base´e sur une approche semi-classique a` partir du mode`le de Drude-Sommerfield
[1, 2]. Ainsi, en pre´sence d’un champ e´lectrique E, les e´lectrons forment un gaz de particules
classiques de masse m et de charge −e qui sont mises en mouvement sous l’action d’une
force F = −eE. Un courant e´lectrique de densite´ j = −nev apparaˆıt, ou` n est la densite´ de
charge et v la vitesse moyenne des e´lectrons. Au cours de ce mouvement, les e´lectrons su-
bissent une multitude de collisions avec les phonons du re´seau et avec les diverses impurete´s.
On note alors τ le temps typique entre deux collisions et ` le libre parcours moyen associe´.
Les collisions entraˆınent l’apparition d’une force de frottement visqueux −v/τ si bien qu’un
re´gime permanent s’e´tablit. La densite´ de courant obe´it alors a` la loi d’Ohm locale j = σE
ou` la conductivite´ σ s’e´crit :
σ =
ne2τ
m
(5.1)
Dans un conducteur de section S et de longueur L, l’intensite´ du courant I se de´duit de la
diffe´rence de potentiel V selon la relation I = GV ou` G = σS/L de´signe la conductance du
mate´riau alors que R = 1/G repre´sente sa re´sistance.
A l’e´chelle nanoscopique, lorsque la taille des dispositifs est infe´rieure au libre parcours
moyen, une telle approche n’est plus valable. Le caracte`re quantique des e´lectrons est exalte´
et ceux-ci se comportent plutoˆt comme des ondes pouvant interfe´rer. Dans ce contexte, il
est ne´cessaire de formuler la the´orie de la conduction en inte´grant explicitement la nature
quantique des charges.
5.1 Formule de Landauer
En 1957, Rolf Landauer a de´veloppe´ une the´orie du transport du courant e´lectrique dans
les conducteurs quantiques [3]. Contrairement aux mode`les semi-classiques qui de´crivent les
conducteurs macroscopiques comme le mode`le de Drude ou de Sommerfeld, l’approche de
Landauer est directement lie´e a` la nature ondulatoire des e´lectrons. L’e´chantillon se com-
porte comme un guide d’onde, comportant e´ventuellement plusieurs modes que l’on appelle
des canaux. La conductance G de l’e´chantillon est alors proportionnelle a` la probabilite´ de
transmission d’un e´lectron a` travers le conducteur.
L’approche de Landauer s’applique uniquement dans le cas d’un transport dit balistique.
Pour que ce re´gime soit atteint, il faut que les dimensions de l’e´chantillon restent infe´rieures
au libre parcours moyen, c’est-a`-dire plus petites que la distance moyenne parcourue par
les e´lectrons entre deux collisions avec une impurete´ ou un de´faut du re´seau. En pratique,
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Figure 5.1 – Courant entre deux conducteurs quantiques.
le libre parcours moyen varie beaucoup selon les mate´riaux et la tempe´rature. Il peut aller
de quelques nanome`tres dans les me´taux a` plusieurs dizaines de microme`tres dans les semi-
conducteurs a` haute mobilite´ a` basse tempe´rature. Toutefois, il est ge´ne´ralement difficile
de fabriquer des e´chantillons balistiques permettant d’effectuer des mesures de transport.
Cependant, l’approche de Landauer peut eˆtre ge´ne´ralise´e a` un e´chantillon diffusant. Il faut
ne´anmoins que ses dimensions soient infe´rieures a` la longueur de cohe´rence de phase des
e´lectrons. Pour cela, il est ne´cessaire que les collisions des e´lectrons avec les impurete´s restent
e´lastiques. Dans ces conditions, la phase de la fonction d’onde est pre´serve´e et la me´canique
quantique s’applique toujours. Par contre, si la taille de l’e´chantillon de´passe ces longueurs
caracte´ristiques, il convient de revenir a` des approches semi-classiques du type Boltzmann-
Langevin par exemple.
Pour calculer la conductance quantique conside´rons un conducteur nanoscopique assurant
le contact entre deux re´servoirs e´lectroniques identiques note´s L (left) et R (right). Pour qu’un
courant puisse traverser le conducteur, une diffe´rence de potentiel (d.d.p.) V est e´tablie
entre les deux re´servoirs : le re´servoir L est porte´ au potentiel V > 0 alors que le re´servoir
R se trouve a` un potentiel nul (voir Fig. 5.1). Si un courant circule, le syste`me se trouve
dans une situation hors de l’e´quilibre. En toute rigueur, il serait ne´cessaire d’appliquer la
thermodynamique des syste`mes hors-e´quilibre (comme on le fera par la suite), mais si la d.d.p.
n’est pas trop e´leve´e, on peut quand meˆme utiliser un formalisme d’e´quilibre, beaucoup plus
simple.
Nous allons conside´rer que le conducteur repre´sente un re´seau 1D dont les e´tats asymp-
totiques correspondent a` des ondes de Bloch de vecteur d’onde q. Dans un tel re´seau, un
e´lectron de vecteur d’onde q se de´place a` une vitesse de groupe vq = ∂ωq/∂q et il produit
un courant e´lectrique evq. Le courant total entre L et R est donc la somme des courants
associe´s a` chaque onde plane. Un tel courant traduisant un de´placement e´lectronique
de R vers L, il convient de ponde´rer cette somme d’une part par la probabilite´ qu’un e´tat
q soit occupe´ dans le re´servoir R et d’autre part par le probabilite´ qu’un meˆme e´tat q soit
inoccupe´ dans le re´servoir L. Ces deux probabilite´s sont note´es respectivement fRq et (1−fLq )
et, a` basse tempe´rature, on a fLq = θ(ωF − eV/h¯ − ωq) et fRq = θ(ωF − ωq) ou` θ(x) est la
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fonction de Heaviside. De manie`re ge´ne´rale, le coeur du conducteur est susceptible d’eˆtre la
source de phe´nome`nes de diffusion lie´s a` la pre´sence de de´fauts. Par conse´quent, il convient
en outre de ponde´rer le courant par la probabilite´ qu’un e´tat q provenant de R puisse eˆtre
transmis vers L. Cette probabilite´ est donne´e par le coefficient de transmission |tq|2.
Dans ces conditions, le courant total entre les deux re´servoirs est de´fini par :
J = ∑
q
evqf
R
q (1− fLq )|tq|2 (5.2)
En transformant la somme sur q en une inte´grale sur les e´nergies on a :
J =
∫
dωg(ω)ev(ω)fR(ω)(1− fL(ω))|t(ω)|2 (5.3)
Dans un re´seau 1D, nous avons de´ja` vu que la DOS est inversement proportionnelle a` la
vitesse de groupe, c’est-a`-dire g(ω) = 1/piv(ω). De plus, par de´finition des distributions de
Fermi a` basse tempe´rature, on a :
fR(ω)(1− fL(ω)) = 1 si ωF − eV/h¯ < ω < ωF (5.4)
Par conse´quent, dans la limite d’une faible d.d.p, le courant devient :
J = 1
pi
∫ ωF
ωF−eV/h¯
dωe|t(ω)|2 = 1
pih¯
e2|t(ωF )|2V (5.5)
La conductance de´finie par G = J /V est alors donne´e par la formule de Landauer :
G =
2e2
h
|t(ωF )|2 (5.6)
ou` G0 = 2e
2/h est appele´ le quantum de conductance. Ainsi, selon la formule de Landauer,
la conductance d’un nano-syste`me entre deux re´servoirs s’obtient a` partir de la transmission
du nano-syste`me entre deux fils ide´aux. Cela fournit un point de vue puissant pour l’e´tude
du transport dans les syste`mes me´soscopiques. Cette formule met aussi en e´vidence plusieurs
faits.
Tout d’abord, un conducteur quantique parfait fait de la re´sistance puisque le quantum de
conductance correspond a` une re´sistance assez e´leve´e de l’ordre deG−10 ≈ 13 kΩ. En fait, cette
re´sistance provient de la mise en contact de deux re´servoirs d’e´lectrons par l’interme´diaire
d’un conducteur nanoscopique. Pour comprendre l’origine du quantum de conductance, et
donc la diffe´rence majeure entre nanoconducteurs et conducteurs classiques, proce´dons de la
fac¸on suivante. Pour mesurer la conductance dans le nanosyste`me, on impose une diffe´rence
de potentiel connue par l’interme´diaire de deux contacts, et on mesure l’intensite´ du courant
qui circule entre ces deux contacts. Si l’on impose une diffe´rence de potentiel V , l’ine´galite´
de Heisenberg temps-e´nergie de´finit un temps caracte´ristique ∆t ≈ ∆E/h, avec ∆E = eV .
Le temps ∆t repre´sente le temps ne´cessaire a` un paquet d’ondes e´lectronique pour transiter
entre les deux re´servoirs. Les e´lectrons e´tant des fermions, le principe de Pauli stipule qu’un
tel paquet d’ondes ne peut contenir que deux e´lectrons de spin oppose´. La charge ainsi
transfe´re´e durant le temps ∆t est e´gale a` ∆Q = 2e. Par conse´quent, l’intensite´ du courant
qui circule entre les deux re´servoirs est :
I =
∆Q
∆t
=
2e
h/eV
=
2e2
h
V (5.7)
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Figure 5.2 – Conductance de deux conducteurs quantiques en paralle`le.
Ainsi, l’impe´dance e´leve´e n’est pas lie´e a` la pre´sence de de´fauts, mais a` la nature meˆme de
l’objet conside´re´. Le courant traversant le nanosyste`me correspond a` un courant par effet
tunnel similaire a` celui qui prend naissance a` l’interface entre deux me´taux ou` a` la jonction
entre un STM et une surface.
Ensuite, la formulation de Landauer montre qu’un conducteur quantique est totalement
diffe´rent d’un conducteur classique dans le sens ou` les effets d’interfe´rences quantiques jouent
un roˆle fondamental. Si des de´fauts sont pre´sents dans le conducteur, la conductance n’est
pas la somme des conductances. Ceci est une conse´quence directe de la nature du coefficient
de transmission que nous avons discute´ dans le paragraphe pre´ce´dent. De plus, les lois de
composition des coefficients de re´flexion et de transmission conduisent a` de nouvelles lois
d’additions des conductances ou des re´sistances. En d’autres termes, les lois de Kirchhoff
quantiques sont diffe´rentes des lois classiques. A titre d’exemples, conside´rons le circuit de
la Fig. 5.2 qui repre´sente deux conducteurs quantiques monte´s en paralle`le. Dans ce cas, le
coefficient de transmission d’un e´lectron de vecteur d’onde de Fermi qF a` travers les deux
conducteurs A et B de longueur lA et lB est donne´e par :
tAB = tAe
iqF lA + tBe
iqF lB (5.8)
La conductance correspondante n’est pas la somme des conductances compte tenu de l’ap-
parition du terme d’interfe´rences :
GAB = GA +GB + 2
√
GAGB cos(qF (lA − lB)) (5.9)
5.2 Effet Aharonov-Bohm
Pour illustrer le roˆle des interfe´rences quantiques dans le calcul de la conductance, nous
allons maintenant nous inte´resser a` l’effet Aharonov-Bohm dans le domaine de l’e´lectronique
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Figure 5.3 – Oscillations de la re´sistance quantique d’un anneau nanoscopique d’apre`s G.
Timp, Surf. Sci. 196, 68(1988) (Figures extraites de [4]).
nanoscopique [4]. De manie`re ge´ne´rale, l’effet Aharonov-Bohm est un phe´nome`ne quantique
fondamental qui montre qu’une particule charge´e, comme par exemple un e´lectron, peut eˆtre
influence´e physiquement par un champ magne´tique qui se trouve dans un domaine qui lui est
inaccessible. Ceci diffe´re de la situation classique dans laquelle la force exerce´e par le champ
magne´tique est nulle si le champ lui-meˆme est nul. Cet effet joue un roˆle fondamental en
physique. Il montre que les quantite´s physiquement importantes en e´lectromagne´tisme sont
les potentiels scalaire et vecteur et sa ve´rification expe´rimentale est un test de la validite´ de
la the´orie quantique elle-meˆme.
A l’e´chelle me´soscopique (voir Fig. 5.3), un anneau conducteur d’or d’un diame`tre de 820
nm et forme´ d’un fil d’une e´paisseur de 40 nm a e´te´ utilise´ pour de´montrer l’effet Aharonov-
Bohm e´lectronique a` une tempe´rature de 1K. En mesurant le courant e´lectrique a` travers
l’anneau, les chercheurs observe`rent que la re´sistance quantique e´tait une fonction pe´riodique
du flux du champ magne´tique qui traverse l’anneau, la pe´riode e´tant donne´e par le quantum
de flux Φ0 = h/e. L’explication qualitative est la suivante : le champ magne´tique de´rivant
d’un potentiel vecteur A selon la relation B = rot(A), les e´lectrons qui entrent dans l’anneau
posse`dent une impulsion p+eA. Par conse´quent, lorsqu’il se de´place le long d’une trajectoire
classique C, la fonction d’onde d’un e´lectron acquiert un facteur de phase exp(−iϕ) avec 1
ϕ =
e
h¯
∫
C
Adr (5.10)
ou`
∫
C de´signe une inte´grale le long du chemin classique. L’e´lectron pouvant parcourir l’anneau
en suivant soit la branche supe´rieure (S), soit le branche infe´rieure (I), le coefficient de
transmission a` travers l’anneau sera de la forme :
t = tS exp
(
−i e
h¯
∫
S
Adr
)
+ tI exp
(
−i e
h¯
∫
I
Adr
)
(5.11)
1. La fonction d’onde d’une particule libre d’impulsion p s’e´crit ψ(x) = e−i
p
h¯x. Ge´ne´ralisant cette relation,
une particule d’impulsion p(x) acquiert un facteur de phase ψ(x) = exp
(
−i ∫ x
0
p(x)
h¯ dx
)
.
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Figure 5.4 – Mode`le des liaisons fortes pour un anneau traverse´ par le flux d’un champ
magne´tique
ou`
∫
S (resp.
∫
I) est l’inte´grale selon la branche supe´rieure (resp. infe´rieure) et ou` tS (resp. tI)
est le coefficient de transmission a` travers la branche supe´rieure (resp. infe´rieure). En utilisant
le formule de Landauer, la conductance de l’anneau e´tant proportionnelle au module carre´
du coefficient de transmission, elle s’e´crit typiquement :
G(Φ) = G0 + ∆G cos
(
e
h¯
∮
Adr
)
(5.12)
ou`
∮
est l’inte´grale de contour le long du chemin ferme´ qui de´crit l’anneau. Or, en vertu du
the´ore`me de Stokes, la circulation du potentiel vecteur le long du chemin ferme´ n’est autre
que le flux Φ = piR2B du champ magne´tique a` travers l’anneau de rayon R. On en de´duit :
G(Φ) = G0 + ∆G cos
(
2pi
Φ
Φ0
)
(5.13)
ou` Φ0 est le quantum de flux. La conductance e´tant une fonction pe´riodique du flux magne´tique,
il en sera de meˆme de la re´sistance, montrant ainsi le roˆle essentiel que jouent les interfe´rences
quantiques.
Pour obtenir une description de l’effet Aharonov-Bohm a` l’e´chelle nanoscopique, il convient
d’introduire la transformation de Peierls. Cette transformation permet de de´finir un Hamilto-
nien de liaisons fortes qui de´crit la propagation e´lectronique sur un re´seau circulaire traverse´
par le flux d’un champ magne´tique. Pour cela, conside´rons tout d’abord un anneau continu
de centre O et de rayon R contenu dans le plan (Oxy). Un champ magne´tique uniforme B
est cre´e´ paralle`lement a` la direction Oz (voir Fig. 5.4).
La dynamique d’une particule de masse m et de charge q en mouvement dans l’anneau
sera de´crite par l’Hamiltonien H de´fini par :
H =
(p− qA)2
2m
(5.14)
En choisissant A = (B∧ r)/2, on montre facilement que DivA = 0. Par conse´quent, A et p
commutent si bien que l’Hamiltonien devient :
H = − h¯
2
2m
∆− q
m
Ap (5.15)
ou` le terme diamagne´tique en B2 a e´te´ ne´glige´. Compte tenu de la forme du potentiel vecteur
et de par l’expression de l’ope´rateur impulsion, on montre facilement que Ap = BLz/2, ou`
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L = r∧p de´signe le moment cine´tique de la charge en mouvement dans l’anneau. En passant
dans un repe`re cylindrique (R, θ, z), seul l’angle θ est un degre´ de liberte´ actif, R et z e´tant
tous deux gele´s. De´veloppant le Laplacien en coordonne´es cylindriques, l’Hamiltonien s’e´crit
finalement :
H = − h¯
2
2mR2
d2
dθ2
+ ih¯
qB
2m
d
dθ
= − h¯
2
2mR2
[
d2
dθ2
− 2iΦ
Φ0
d
dθ
]
(5.16)
ou` Φ = piR2B est le flux du champ magne´tique a` travers l’anneau et ou` Φ0 = h/q de´signe le
quantum de flux.
Dans ces conditions, l’obtention d’un mode`le sur re´seau s’effectue en discre´tisant l’e´quation
de Schro¨dinger Hψ(θ) = Eψ(θ). Pour cela, on de´coupe l’anneau en N0 arcs d’angle ∆θ =
2pi/N0 et on discre´tise la fonction d’onde ψn = ψ(n∆θ) et l’ope´rateur de de´rivation. L’e´quation
de Schro¨dinger devient :
− h¯
2
2mR2
[
ψn+1 + ψn−1 − 2ψn
∆θ2
− 2iΦ
Φ0
ψn+1 − ψn−1
2∆θ
]
= Eψn (5.17)
Soit
0ψn − J(1− iΦ∆θ
Φ0
)ψn+1 − J(1 + iΦ∆θ
Φ0
)ψn−1 = Eψn (5.18)
avec J = h¯2/(2mR2∆θ2) et 0 = 2J . Dans la limite ou` le diame`tre de l’anneau est grand
devant la distance entre les sites, on obtient finalement la transformation de Peierls :
0ψn − Je−iϕψn+1 − Je+iϕψn−1 = Eψn (5.19)
avec ϕ = 2piΦ/(N0Φ0)
Ainsi, de manie`re ge´ne´rale, le mouvement d’un e´lectron sur un anneau traverse´ par le
flux d’un champ magne´tique sera de´crit par un Hamiltonien de liaisons fortes dans lequel un
facteur de phase module les constantes de saut entre sites voisins :
H =
∑
n
0|n〉〈n| − Je−iϕ|n〉〈n+ 1| − Jeiϕ|n〉〈n− 1| (5.20)
A ce stade, on notera que l’Hamiltonien des liaisons fortes permet de retrouver l’effet
Aharonov-Bohm. En effet, si on connecte l’anneau a` deux conducteurs line´aires, la conduc-
tance de celui-ci sera proportionnelle au coefficient de transmission qui mesure l’ampli-
tude de probabilite´ pour un e´lectron de franchir l’anneau. Or, l’amplitude de probabilite´
de traverser la branche supe´rieure de l’anneau qui contient N0/2 liaisons est proportion-
nelle a` JN0/2e−iN0ϕ/2. De meˆme, l’amplitude de probabilite´ de traverser la branche infe´rieure
sera proportionnelle a` JN0/2e+iN0ϕ/2. Par conse´quent, l’amplitude de probabilite´ d’observer
l’e´lectron de l’autre cote´ de l’anneau sera JN0/2e−iN0ϕ/2 + JN0/2e+iN0ϕ/2. La conductance
faisant intervenir le module carre´ de cette amplitude, on retrouve bien le facteur de phase
N0ϕ = 2piΦ/Φ0 qui traduit la pe´riodicite´ de la conductance par rapport au flux magne´tique.
5.3 La jonction me´tal-mole´cule-me´tal
L’e´lectronique mole´culaire repose sur l’ide´e que le moyen d’atteindre les dimensions na-
nome´triques est d’utiliser directement des mole´cules organiques qui posse`dent naturellement
cette dimension. Dans ce contexte, le dispositif principal e´tudie´ en e´lectronique mole´culaire
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Figure 5.5 – Mode´lisation de la jonction me´tal-mole´cule-me´tal.
est une jonction me´tal-mole´cule-me´tal dans laquelle deux e´lectrodes me´talliques constituent
un re´servoir d’e´lectrons qui sont injecte´s dans une mole´cule (voir Fig. 5.5 a).
Pour appre´hender la physique mise en jeu dans ce type de dispositif, nous allons conside´rer
le cas simple ou` la mole´cule joue le roˆle de pont nanome´trique permettant le transfert des
e´lectrons entre les extre´mite´s de deux nano-e´lectrodes. Pour construire ce dispositif, nous
allons conside´rer un re´seau infini 1D. Sur ce re´seau, la propagation e´lectronique est de´crite
par un mode`le de liaisons fortes : chaque site n du re´seau est caracte´rise´ par une orbitale
locale |n〉 dont l’e´nergie est note´e ω0. L’e´lectron est capable de sauter de sites en sites et on
notera −J la constante de saut associe´e. l’Hamiltonien des liaisons fortes H0 est de´fini par :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (5.21)
Pour simuler la pre´sence d’une jonction, nous allons supposer que l’influence de la mole´cule
sur les proprie´te´s de transport de l’e´lectron revient a` changer localement une constante
de saut. En d’autres termes, le syste`me apparaˆıt comme deux re´seaux semi-infinis, c’est-a`-
dire deux nano-e´lectrodes, relie´s par un pont mole´culaire. Ce pont mole´culaire traduit une
perturbation de la constante de saut entre les sites n = 0 et n = 1 qui est e´gale a` −J ′
(voir Fig. 5.5 b). En pre´sence de ce de´faut ponctuel, l’Hamiltonien e´lectronique s’e´crit alors
H = H0 + V , avec V = δJ [|0〉〈1|+ |1〉〈0|] et δJ = J − J ′.
Ce dispositif 1D est connecte´ par la droite et par la gauche a` deux re´servoirs d’e´lectrons
entre lesquels on e´tablit une diffe´rence de potentiel V . Sachant que dans le re´seau on sup-
pose que chaque site ”fournit” un e´lectron de conduction, le niveau de Fermi est ωF = ω0
traduisant ainsi le fait que chaque e´tat de Bloch contenant deux e´lectrons de spins oppose´s,
la moitie´ de la bande de conduction est remplie. Le vecteur d’onde de Fermi correspondant
est de´fini par qF = pi/2.
Pour calculer la conductance quantique de la jonction, nous allons utiliser le formalisme
des fonctions de Green (il est aussi possible d’utiliser la me´thode des matrices de transfert).
Ainsi, soit G(ω) = (ω −H)−1 la fonction de Green du re´seau en pre´sence du de´faut et soit
G0(ω) = (ω −H0)−1 celle du re´seau ide´al. Selon les re´sultats du chapitre 3, G(ω) est relie´e a`
G0(ω) par l’interme´diaire de la matrice T selon la relation :
G(ω) = G0(ω) + G0(ω)T (ω)G0(ω) (5.22)
Le de´faut agissant uniquement dans le sous espace ED de dimension 2 et sous tendu par la
base BD = {|0〉, |1〉}, seule la restriction de la matrice T a` ED est non nulle. Elle est de´finie
par une matrice (2× 2) :
T =
1
(1− G001δJ)2 − (G000δJ)2
( G000δJ2 δJ(1− G001δJ)
δJ(1− G001δJ) G000δJ2
)
. (5.23)
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Figure 5.6 – Variation de la conductance de la jonction en fonction x = (J − J ′)/J .
D’apre`s l’Eq. (3.64), la connaissance de la matrice T permet de determiner le coefficient de
transmission d’une onde e´lectronique de fre´quence ω et de vecteur d’onde q(ω). Une telle
onde e´tant capable de se propager librement le long des extre´mite´s du dispositif localement
ide´al, la relation de dispersion ω = ω0−2J cos(q(ω)) est satisfaite. Le coefficient transmission
est alors de´fini par :
t(ω) =
1− G000δJ(τ − τ−1)
(1− G000δJτ)2 − (G000δJ)2
(5.24)
avec τ(ω) = eiq(ω) et G000(ω) = 1/2iJ sin(q(ω)). Finalement, en e´valuant cette grandeur au
niveau de Fermi, on en de´duit la conductance quantique de la jonction :
G(x) = G0
 1
1 + x
2
2(1−x)
2 (5.25)
ou` x = (J − J ′)/J et ou` G0 = 2e2/h est le quantum de conductance.
Comme illustre´ sur la figure 5.6, la courbe G(x) pre´sente deux maximum en x = 0
(J ′ = J) et x = 2 (J ′ = −J). En d’autres termes, si la jonction posse`de une constante
de saut J ′ = ±J , elle devient transparente entraˆınant une conductance maximale G = G0.
Par contre, lorsque x = 1, c’est-a`-dire J ′ = 0, il est e´vident que la jonction ne laisse passer
aucun courant : G(1) = 0. Enfin, lorsque |J ′| >> J , la conductance de´croˆıt selon une loi de
puissance de la forme G ≈ G0(2J/J ′)2.
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Chapitre 6
Conductance dans les re´seaux
de´sordonne´s
6.1 Introduction
L’e´tude des mate´riaux de´sordonne´s inte´resse le physicien depuis une quarantaine d’anne´es
et passer en revue l’ensemble des travaux re´alise´s est une tache difficile. On trouvera a` cet
effet de nombreux renseignements dans l’articles re´cent de B. Kramer et al. [1] et dans
l’article d’Elliott et al. [2]. Ce dernier, bien que datant de 1974, pre´sente un inte´reˆt certain
pour la compre´hension des proble`mes the´oriques lie´s a` l’e´tude de ces mate´riaux. Par la suite,
nous ne pre´senterons que quelques points importants, laissant le soin au lecteur inte´resse´ de
parcourir ces revues.
De manie`re ge´ne´rale, la difficulte´ dans l’e´tude des re´seaux de´sordonne´s provient du fait
que le de´sordre, de nature ale´atoire, conduit a` une me´connaissance totale de la structure
du syste`me : le re´seau perd la proprie´te´ essentielle d’invariance translationnelle si bien
que l’ensemble de ses caracte´ristiques, e´lectriques, thermiques ou optiques, sont totalement
diffe´rentes de celles d’un re´seau parfait. Parmi les premiers travaux relatifs au de´sordre, on
peut citer ceux de Dyson [3] et Shmidt [4] qui se sont inte´resse´s au spectre des vibrations
(phonons) d’une chaˆıne harmonique de´sordonne´e posant ainsi les bases de l’e´tude des milieux
ale´atoires unidimensionnels [5]. Leur analyse, en terme de matrice de transfert d’excitations,
est base´e sur les proprie´te´s du produit de matrices ale´atoires et permet d’en de´duire les
caracte´ristiques de la densite´ d’e´tats des phonons. Cette densite´ s’e´largit avec l’intensite´
du de´sordre et on observe une disparition partielle des singularite´s de Van Hove qui s’ar-
rondissent [5]. Pour un de´sordre binaire dans une chaˆıne unidimensionnelle forme´e de deux
constituants diffe´rents, le spectre est tre`s irre´gulier en dehors de la bande spectrale relative
au milieu parfait et fait apparaˆıtre une multitude de pics qui caracte´risent des e´tats loca-
lise´s et ce quel que soit le degre´ de de´sordre. A l’inverse, pour un milieu tridimensionnel, ce
comportement disparaˆıt a` partir d’une concentration critique en de´fauts et la densite´ d’e´tats
devient plus lisse et arrondie a` l’image de celle du re´seau parfait. Les e´tats qu’elle contient
posse`dent maintenant une extension spatiale sur l’ensemble du re´seau et ne sont donc plus
localise´s.
La question de la localisation a e´te´ introduite par les travaux remarquables d’Anderson
[6] qui s’est inte´resse´ a` la diffusion des spins dans un cristal ale´atoire et plus ge´ne´ralement
aux proprie´te´s de transport dans de tels milieux. En mode´lisant les excitations avec un Ha-
miltonien de liaisons fortes, il a introduit le de´sordre en conside´rant les e´nergies propres par
site comme des variables ale´atoires distribue´es selon une loi de largeur w. Il a e´nonce´ le
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Figure 6.1 – Mouvement d’une particule dans un re´seau 1D ale´atoire.
the´ore`me suivant : si l’interaction late´rale Jij entre sites i et j de´croˆıt rapidement a` grande
distance et si sa valeur moyenne J est infe´rieure a` une valeur critique Jc de l’ordre de la lar-
geur w, aucun transport dans un milieu tri-dimensionnel n’est possible. En d’autres termes,
tous les e´tats propres e´lectroniques sont localise´s ce qui se traduit par l’existence d’une lon-
gueur de localisation ξ finie caracte´ristique de la dynamique du syste`me. Ce changement de
comportement est lie´ a` des phe´nome`nes d’interfe´rences quantiques qui re´sultent du fait que
si J ≤ Jc, aucune transition re´elle de site en site n’est possible. A partir d’un e´tat initial
localise´, un e´lectron ne peut effectuer que des transitions virtuelles en explorant une large
re´gion du re´seau mais sans de´truire le caracte`re localise´ de l’e´tat de de´part. Le principe de la
localisation a e´te´ ge´ne´ralise´ a` l’aide de la the´orie du Groupe de Renormalisation par Thouless
[7] et par Wegner [8]. Un article remarquable de Abrahams et al. [9] a permis de montrer
que le phe´nome`ne de localisation de´pend essentiellement de la compe´tition entre J et w ainsi
que de la dimension d du re´seau. La localisation d’Anderson he´rite du mode`le σ-non line´aire
sa dimension critique dc = 2. Si d ≤ dc, tous les e´tats d’excitations sont localise´s quelle que
soit l’intensite´ du de´sordre. Par contre, lorsque d > dc (et donc par exemple lorsque d = 3)
le syste`me pre´sente une transition du second ordre quand J atteint Jc. Le caracte`re critique
de la transition fait que les de´veloppements actuels sont essentiellement base´s sur la the´orie
du Groupe de Renormalisation et la the´orie des champs.
Paralle`lement, la formulation de la transition de localisation en terme de the´orie des
champs a entraˆıne´ l’e´laboration de techniques complique´es mais rigoureuses. Par exemple,
Efetov [10] a de´veloppe´ une approche qui consiste a` e´crire la fonction de Green a` partir d’une
inte´grale de chemin. Le champ utilise´ est un superchamp a` deux composantes, une premie`re
de type bosonique et une seconde de type fermionique. La dynamique du syste`me est de´crite
par un Lagrangien, fonctionnelle du superchamp, qui tient compte des proprie´te´s locales du
milieu. La fonction de Green s’exprime a` partir de l’inte´grale d’une ”fonction” exponentielle
de ce Lagrangien. Il est alors possible d’effectuer la moyenne sur le de´sordre de fac¸on rigou-
reuse ce qui revient a` de´crire le milieu par un Lagrangien effectif qui devient maintenant une
fonctionnelle non quadratique du superchamp. Ce type d’analyse, relativement complexe, a
e´te´ utilise´ par exemple pour calculer la densite´ des e´tats e´lectroniques dans un alliage binaire.
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6.2 Notion de localisation : interfe´rences quantiques
D’apre`s les travaux d’Anderson, les e´tats quantiques d’un re´seau 1D de´sordonne´ et infini
sont tous localise´s quelle que soit l’intensite´ du de´sordre. Ce re´sultat, purement quantique,
prend son origine dans la nature ondulatoire de la particule qui se de´localise sur un re´seau.
En effet, si l’on conside`re une particule classique en mouvement le long d’un potentiel 1D
ale´atoire, alors la particule sera capable de se de´localiser le long du re´seau pourvu que son
e´nergie soit supe´rieure a` la plus haute barrie`re de potentielle a` franchir (voir l’illustration
Fig. 6.1). En d’autres termes, le de´sordre ne localise par la particule. Pour une particule
quantique, les choses sont totalement diffe´rentes puisqu’elle se localise dans une certaine
re´gion de l’espace, meˆme si son e´nergie est assez grande. La particule quantique est en
fait caracte´rise´e par son amplitude de probabilite´ de pre´sence qui se comporte telle une
onde. Sous l’action du de´sordre, cette onde subit une multitude de diffusion (re´flexion et
transmission) par les de´fauts du re´seau qui entraˆıne des phe´nome`nes d’interfe´rences. Ce sont
ces interfe´rences quantiques qui conduisent a` la localisation de la particule.
Pour comprendre intuitivement ce me´canisme, conside´rons la limite de la localisation
faible. Dans ce cas, d’apre`s la the´orie des inte´grales de chemin de Feynman, l’amplitude
de probabilite´ An→n′ pour passer d’un site n a` un site n′ s’exprime comme la somme des
amplitudes associe´es a` chaque chemin possible reliant les deux sites :
An→n′ =
∑
j
Aje
−iSj/h¯ (6.1)
ou` Sj est l’action classique du chemin j qui joint n et n
′. Par conse´quent, la probabilite´ pour
passer de n a` n′ s’e´crit :
Pn→n′ =
∑
j
|Aj|2 +
∑
i 6=j
AiAje
−i(Si−Sj)/h¯ (6.2)
Le premier terme, qualifie´ de classique, correspond a` la somme sur tous les chemins pos-
sibles ponde´re´e par la probabilite´ de re´alisation de chaque chemin. A l’inverse, le second
terme, purement quantique, tient compte de l’ensemble des interfe´rences entre chemins
diffe´rents. A cause du de´sordre, les diffe´rences de phase entre chemins diffe´rents se com-
portent ge´ne´ralement comme des variables ale´atoires uniforme´ment distribue´es entre 0 et 2pi
si bien que le terme d’interfe´rence s’annule : la probabilite´ quantique s’identifie avec la pro-
babilite´ classique. Cependant, il existe une classe de chemins pour lesquels des interfe´rences
constructives apparaissent. De tels chemins sont associe´s a` des trajectoires pour lesquelles
le site de de´part s’identifie avec le site d’arrive´. Dans ce cas, pour un chemin particulier, il
existe toujours un chemin e´quivalent qui se de´duit du premier par renversement du temps.
Comme le montre la Fig. 6.2, ces deux chemins posse`dent une meˆme phase si bien que le
terme d’interfe´rence est maximal. L’ensemble de telles paires de chemins contribue fortement
a` la probabilite´ de rester sur le site de de´part qui apparaˆıt deux fois plus importante que la
probabilite´ classique correspondante. En d’autres termes, le jeu des interfe´rences quantiques
privile´gie la localisation de la particule sur son site de cre´ation et pre´vient sa de´localisation
le long du re´seau.
Comme nous le verrons par la suite, ce phe´nome`ne de localisation modifie profonde´ment
la nature de la conductance d’un conducteur quantique qui de´croˆıt exponentiellement avec
la taille du re´seau lorsque celui-ci pre´sente un certain degre´ de de´sordre aussi faible soit-il :
G(L) ∝ exp(−2L/ξ) ou` ξ de´note la longueur de localisation du re´seau. Un tel comportement
apparaˆıt totalement diffe´rent de celui de la conductance classique qui suit la loi d’Ohm
macroscopique et de´croˆıt lentement avec la taille du conducteur selon la loi G(L) ∝ 1/L.
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Figure 6.2 – Contribution de deux chemins a` la probabilite´ de transition entre deux sites.
Figure 6.3 – Conductance d’un re´seau de´sordonne´.
6.3 Conductance a` travers un re´seau de´sordonne´
6.3.1 Position du proble`me
Pour e´tudier les me´canismes de localisation, nous allons conside´rer la conductance d’un
conducteur quantique de´sordonne´ unidimensionnel. Pour cela, nous supposerons que la dyna-
mique de la particule est de´crite par un mode`le de liaisons fortes ale´atoire. Plus pre´cise´ment,
le conducteur est forme´ par deux extre´mite´s ide´ales entourant une re´gion de L sites au ni-
veau de laquelle chaque site posse`de une e´nergie propre particulie`re ωn = ω0 −∆n (le choix
du signe − n’a pas d’influence mais il nous permettra d’utiliser les calculs pre´sente´s dans
le chapitre pre´ce´dent). La notion de de´sordre traduit alors le fait que cette e´nergie varie
ale´atoirement de sites en sites si bien que l’ensemble des ∆n repre´sente L variables ale´atoires
inde´pendantes et de valeur moyenne nulle. On notera a` ce stade qu’une telle situation de´crit
ce que l’on appelle un de´sordre gele´ dans le sens ou` les e´nergies de site ne varient pas au
cours du temps.
D’apre`s les re´sultats du chapitre pre´ce´dent, la conductance d’un tel syste`me s’e´crit :
G =
2e2
h
T (L) (6.3)
ou` T (L) repre´sente la transmittance |t(L)|2 a` travers les L de´fauts. Etudier la conductance
revient donc a` analyser la transmittance du re´seau. Cependant, compte tenu de la nature
ale´atoire du re´seau, la transmittance devient une variable ale´atoire dont la valeur de´pend de
la re´alisation du de´sordre et de la taille L de la re´gion de´sordonne´e. Dans ces conditions, que
doit-on exactement e´tudier ? La connaissance de la transmittance moyenne est-elle significa-
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tive ? Au contraire, doit-on de´terminer la distribution de la transmittance fL(T ) qui de´finit
la probabilite´ pour que T (L) = T ? Cette distribution de´finit elle une densite´ de probabilite´
gaussienne en vertu de la loi des grands nombres ou correspond elle a` une loi large ?
Avant de re´pondre a` ces questions dans le cas pre´cis de la transmittance, nous allons
introduire trois proprie´te´s ge´ne´rales qui sont essentielles pour caracte´riser la dynamique
d’un re´seau de´sordonne´. Ainsi, soit QL une variable ale´atoire qui de´pend d’un ensemble de
L variables ale´atoires inde´pendantes xm, m = 1, ..., L, qui obe´issent a` une meˆme loi. Il existe
trois comportements principaux possibles pour la variable QL :
• QL est une quantite´ dite auto-moyennante (self-averaging) si elle tend avec certitude
vers une limite parfaitement de´finie Q lorsque L tend vers l’infini. Par exemple, une
telle situation apparaˆıt si QL s’e´crit comme la somme des L variables ale´atoires :
QL =
m=L∑
m=1
xm (6.4)
Dans ce cas, la moyenne de QL ve´rifie < QL >= L < x > alors que son carre´ moyen
est de´fini par < Q2L >= L < x
2 > +L(L − 1) < x >2. Les fluctuations autour de la
moyenne sont alors donne´es par :
< Q2L > − < QL >2
< QL >2
=
1
L
< x2 > − < x >2
< x >2
→ 0 quand L→∞ (6.5)
En d’autres termes, les fluctuations de QL deviennent ne´gligeables devant sa moyenne
si bien que QL tend vers L < x > avec une probabilite´ de 1 lorsque L devient grand. Ce
re´sultat constitue la loi faible des grands nombres : la somme de L variables ale´atoires
tend vers une limite finie avec certitude, c’est-a`-dire avec une probabilite´e´ 1, lorsque L
tend vers l’infini.
• Lorsque L devient grand, il est aussi possible d’observer une convergence en loi. Cela
signifie que la densite´ de probabilite´ fL(QL) induite par le de´sordre tend vers une loi
limite f(Q) lorsque L → ∞. Dans ce cas, tous les moments < QkL > admettent des
limites non triviales qui sont les moments de la loi limite pourvu que cette loi soit assez
re´gulie`re.
• Il se peut enfin que QL posse`de une loi large. Ceci signifie que ces fluctuations rela-
tives, dues au de´sordre, croissent sans limite avec la taille L du re´seau. Nous avons
en particulier < Q2L > >> < QL >
2. Dans une telle situation, la valeur typique de
la quantite´ QL, c’est-a`-dire celle qui est mesure´e expe´rimentalement, est celle qui rend
la distribution fL(QL) maximale. Dans ce cas, la moyenne n’est pas significative puis-
qu’elle est domine´e par des configurations du de´sordre qui sont tre`s improbables. Par
exemple, une telle situation apparaˆıt si QL s’e´crit comme le produit des L variables
ale´atoires :
QL =
m=L∏
m=1
xm (6.6)
Dans ce cas, la moyenne de QL ve´rifie < QL >=< x >
L alors que son carre´ moyen est
de´fini par < Q2L >=< x
2 >L. Les fluctuations autour de la moyenne sont alors donne´es
par :
< Q2L > − < QL >2
< QL >2
= (
< x2 >
< x >2
− 1)L →∞ quand L→∞ (6.7)
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A partir de ces trois proprie´te´s fondamentales, on voit clairement que la transmittance
du re´seau de´sordonne´ sera caracte´rise´e par une loi large. En effet, d’apre`s les re´sultats du
chapitre pre´ce´dent, la loi de composition des coefficients de transmission montre que le
coefficient de transmission a` travers un ensemble de de´fauts fait intervenir le produit des
coefficients de transmission a` travers chaque de´faut. Cependant, cette loi de composition ne
se re´duit pas a` un simple produit si bien que les choses ne sont pas si simple que cela. Ainsi,
pour appre´hender ces phe´nome`nes, nous allons tout d’abord conside´rer le cas d’un faible
de´sordre pour ensuite envisager sereinement le cas ge´ne´ral.
6.3.2 Cas du faible de´sordre
Le cas du faible de´sordre correspond a` une situation dans laquelle les perturbations
induites par les de´fauts sont relativement faibles : |∆m| << J ∀m. Il est alors possible de
de´velopper les coefficients de transmission et de re´flexion par rapport aux variables µm =
∆m/2J sin(q). On montre ainsi que la transmittance reste voisine de l’unite´ alors que chaque
coefficient de re´flexion est proche de ze´ro. Dans ces conditions, il est possible d’exprimer le
coefficient de transmission de fac¸on simple en fonction des variables ale´atoires µm. En effet,
pour les coefficients de re´flexion, on a (voir le chapitre pre´ce´dent) :
rm =
iµm
1− iµm e
2iqm ≈ izm
r¯m =
iµm
1− iµm e
−2iqm ≈ iz∗m avec zm = µme2iqm (6.8)
Dans le meˆme esprit, les coefficients de transmission ve´rifient :
tm =
1
1− iµm =
1√
1 + µ2m
eiθm (6.9)
ou` θm est un terme de phase sans importance. On a donc :
tm ≈ (1− 1
2
µ2m)e
iθm ≈ e−|zm|2/2eiθm (6.10)
Dans ces conditions, la loi de composition des coefficients se simplifie selon la relation :
t(m) =
tmt(m− 1)
1− rmr¯(m− 1) ≈ tmt(m− 1)e
rmr¯(m−1)
r¯(m) =
r¯m + ηmr¯(m− 1)
1− rmr¯(m− 1) ≈ r¯m + ηmr¯(m− 1) (6.11)
avec ηm = (1 + iµm)/(1 − iµm). A l’ordre le plus bas par rapport aux µm, le coefficient de
transmission devient :
t(m) ≈ (
L∏
m=1
tm) exp(
L−1∑
m=1
m∑
m′=1
rm+1r¯m′) (6.12)
On en de´duit finalement
t(m) ≈ eiΦ exp(−
L∑
m=1
|zm|2/2−
L−1∑
m=1
m∑
m′=1
zm+1z
∗
m′) (6.13)
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avec Φ =
∑
m θm un terme de phase ale´atoire. Finalement, la transmittance a` travers les L
de´fauts s’e´crit simplement sous la forme :
T (L) ≈ e−S(L) avec S(L) = |
L∑
m=1
zm|2 = |
L∑
m=1
µme
2iqm|2 (6.14)
L’interpre´tation de cette relation est la suivante. Dans la limite d’un faible de´sordre, le
terme sous l’exponentielle S(L) mesure la probabilite´ quantique d’observer la particule avant
la re´gion de´sordonne´e du re´seau. En effet, a` partir d’un site initial n = 0, l’amplitude de
probabilite´ d’observer la particule en n = 0 apre`s avoir subie une re´flexion sur le de´faut
m est donne´e par zm = exp(iqm) × µ2m × [exp(−iqm)]∗. La premie`re exponentielle traduit
la propagation de la particule de 0 vers m alors que la seconde exponentielle caracte´rise le
processus inverse. En sommant sur l’ensemble des chemins possibles et en e´levant l’expression
au carre´, on retrouve la probabilite´ de rester sur le site initial S(L) = |∑Lm=1 zm|2. Cette
probabilite´ contient la somme des probabilite´s associe´es a` chaque chemin et la somme des
termes d’interfe´rences entre chemins :
S(L) =
L∑
m=1
µ2m +
∑
m
∑
m′ 6=m
µmµm′e
2iq(m−m′) (6.15)
Les variables ale´atoires µm e´tant inde´pendantes, on montre facilement :
< S(L) > = L < µ2 >
< S(L)2 > = L < µ4 > +2L(L− 1) < µ2 >2 (6.16)
avec < µk > le moment d’ordre k de chaque variable ale´atoire µm. On en de´duit :
< S(L)2 > − < S(L) >2
< S(L) >2
= 1 +
1
L
< µ4m > −2 < µ2m >2
< µ2m >
2
→ 1 quand L→∞ (6.17)
En vertu des remarques ge´ne´rales e´tablies dans le paragraphe pre´ce´dent, on voit clairement
que la quantite´ S(L) n’est pas explicitement auto-moyennante car le rapport de l’e´cart type
sur le carre´ moyen ne tend pas vers ze´ro lorsque L devient grand. Cependant, ce rapport ne
diverge pas avec la taille du re´seau ce qui assure la convergence en loi de la quantite´ S(L).
En fait, la densite´ de probabilite´ gL(S) converge vers une loi e´troite exponentielle ce qui
permet de retrouver le re´sultat de l’e´quation Eq.(6.17). Cette loi s’e´crit :
gL(S) ≈ ξ
2L
exp(−Sξ
2L
) (6.18)
ou` ξ de´signe la longueur de localisation du mode`le d’Anderson dans la limite d’un faible
de´sordre :
ξ =
2
< µ2 >
(6.19)
Dans ces conditions, sachant que T = exp(−S), la densite´ de probabilite´ de´crivant la
transmittance est de´finie par :
fL(T ) ≈ xT x−1 (6.20)
avec x = ξ/2L. Par hypothe`se, nous avons suppose´ que le transmittance e´tait voisine de
l’unite´. Ainsi, la distribution de la transmittance est de´finie pourvu que x soit supe´rieur a` 1,
soit ξ >> 2L. Par conse´quent, la transmittance a` travers une re´gion de´sordonne´e de taille L
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est une variable ale´atoire qui converge en loi selon une loi de puissance pique´e au voisinage
de l’unite´. Ce me´canisme se produit tend que la taille de la re´gion de´sordonne´e reste petite
devant la longueur de localisation du milieu. La transmittance moyenne e´tant significative,
on parle alors de re´gime me´tallique pour lequel la conductance de´croˆıt le´ge`rement en fonction
de la taille de la re´gion de´sordonne´e selon la loi :
G(L) =
2e2
h
< T (L) >≈ 2e
2
h
(1− 2L
ξ
) (6.21)
6.3.3 Ge´ne´ralisation
Pour une intensite´ de de´sordre quelconque, le principe de l’analyse de la conductance
consiste a` assimiler la transmittance T (L) a` travers L de´fauts a` une variable stochastique
qui fluctue de manie`re ale´atoire lorsque le nombre L varie. Le nombre de de´fauts joue alors un
roˆle similaire a` celui que joue le temps t dans les processus stochastiques usuels. En effet, pour
un nombre de de´fauts fixe´, la transmittance du syste`me posse`de une certaine valeur T (L).
Cette valeur de´pend bien sur du de´sordre qui re`gne au sein du milieu. Par conse´quent, T (L)
peut eˆtre assimile´e a` une variable ale´atoire (V.A.). Lorsque le nombre de de´fauts devient e´gal
a` L+ 1, la transmittance posse`de une nouvelle valeur tout aussi ale´atoire que la pre´ce´dente
et ainsi de suite. Dans ce contexte, la V.A. T (L) est entie`rement caracte´rise´e par sa fonction
de distribution fL(T ) qui repre´sente la densite´ de probabilite´ que la V.A. soit e´gale a` une
valeur T pour un nombre de de´fauts L. Notre but est alors de de´terminer cette distribution
en utilisant les outils mis au point dans l’e´tude des processus stochastiques pour en de´duire
la transmittance moyenne ou la transmittance la plus probable.
Pour proce´der a` cette analyse, il convient d’introduire la loi de composition des trans-
mittances qui joue un roˆle fondamental puisqu’elle permet de caracte´riser l’e´volution du
processus stochastique, c’est-a`-dire l’e´volution de la V.A. T (L) en fonction de L. Ainsi, a`
partir des relations fondamentales, on montre facilement que la transmittance a` travers L+1
de´fauts s’e´crit :
T (L+ 1) =
TL+1T (L)
1 +RL+1R(L)− 2
√
RL+1R(L) cos(ΦL)
(6.22)
ou` Rm = |rm|2 et R(L) = |r(L)|2 = |r¯(L)|2 et ou` nous avons pose´ r¯(L) =
√
R(L) exp(iΦL).
Tm et Rm = 1− Tm repre´sentent respectivement la transmittance et la re´flectance a` travers
le de´faut m alors que T (L) et R(L) = 1−T (L) de´signent la transmittance et la re´flectance a`
travers L de´fauts. ΦL repre´sente alors la diffe´rence de phase entre les coefficients de re´flexions
rL+1 et r¯(L). A ce stade, L’Eq.(6.22) montre en re´alite´ que la loi de composition des transmit-
tances est difficilement exploitable. Pour surmonter cette difficulte´, il convient de travailler
sur une autre V.A. appele´e re´sistance et de´finie par :
ρ(L) =
R(L)
T (L)
=
1
T (L)
− 1 (6.23)
Ainsi, notre analyse portera essentiellement sur la de´termination de la distribution P (ρ, L)
de la re´sistance. Cependant, de par la de´finition de cette re´sistance, nous pourrons facilement
caracte´riser la distribution de la transmittance ainsi que les diffe´rents moments qui lui sont
associe´s. Dans ce contexte, a` partir de l’Eq.(6.22), on montre que la loi de composition des
re´sistances s’e´crit :
ρ(L+ 1) = ρL+1 + ρ(L) + 2ρL+1ρ(L)− 2 cos(ΦL)
√
ρL+1(1 + ρL+1)ρ(L)(1 + ρ(L)) (6.24)
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D’apre`s la the´orie des processus stochastiques, la variation de la distribution de la
re´sistance P (ρ, L) en fonction du nombre de de´fauts L est de´crite par une e´quation maˆıtresse.
Si l’on suppose que lorsque le nombre de de´fauts varie de L a` L+1 la V.A. ρ(N) fait un saut
δρ = ρ(L + 1) − ρ(L) de faible amplitude, alors l’e´quation maˆıtresse peut eˆtre approxime´e
par une e´quation de Fokker-Planck de la forme :
P (ρ, L+ 1)− P (ρ, L) = −∂ρa1(ρ)P (ρ, L) + 1
2
∂2ρa2(ρ)P (ρ, L) (6.25)
ou` ak(ρ) de´signe le moment d’ordre k du saut δρ. Ces moments peuvent eˆtre e´value´s en
e´tudiant la loi de composition des re´sistances. Pour cela, nous allons invoquer l’approxi-
mation des phases ale´atoires qui consiste a` supposer que la phase ΦL est uniforme´ment
distribue´e en 0 et 2pi. En effet, ΦL fait intervenir la phase du coefficient de re´flexion r¯(L)
d’un ensemble de L de´fauts ale´atoires. Or, la phase de ce coefficient de´crit une somme de
phases ale´atoires accumule´es apre`s chaque processus de re´flexion/transmission si bien que
l’on peut imaginer qu’elle a e´te´ totalement randomise´e pour finalement eˆtre uniforme´ment
distribue´e. Par conse´quent, en re´alisant une moyenne sur la phase et sur le de´sordre, on
obtient :
a1(ρ) = < ρL+1 > (1 + 2ρ) (6.26)
a2(ρ) = < ρ
2
L+1 > (1 + 2ρ)
2 + 2(< ρ2L+1 > + < ρL+1 >)ρ(1 + ρ)
Sachant que ρm = 1/Tm − 1 et Tm = 1/(1 + µ2m) on en de´duit aise´ment :
a1(ρ) = < µ
2 > (1 + 2ρ) (6.27)
a2(ρ) = < µ
4 > (1 + 2ρ)2 + 2(< µ4 > + < µ2 >)ρ(1 + ρ)
Dans ces conditions, nous allons introduire la variable continue t de´finie par t = L <
µ2 >= 2L/ξ. La variable dt =< µ2 >= 2/ξ traduisant l’incre´ment du nombre de de´faut, on
en de´duit l’e´quation de Fokker-Planck :
∂tP (ρ, t) = −∂ρ(1 + 2ρ)P (ρ, t) + ∂2ρρ(1 + ρ)P (ρ, t) (6.28)
ou` nous avons suppose´ dt petit et ne´glige´ les termes en dt2 ainsi que les contributions en
< µ4 >. En regroupant les termes, on montre que l’e´quation de Fokker-Planck se met sous
la forme :
∂P (ρ, t)
∂t
=
∂
∂ρ
(ρ+ ρ2)
∂P (ρ, t)
∂ρ
(6.29)
Bien que cette e´quation n’admette pas de solutions ge´ne´rales, il est possible d’introduire
deux comportements asymptotiques :
• Re´gime me´tallique
Dans le re´gime me´tallique, la re´sistance est relativement faible si bien ρ2 << ρ.
L’e´quation de Fokker-Planck admet alors une loi exponentielle comme solution :
P (ρ, t) =
1
t
e−ρ/t (6.30)
On retrouve alors les re´sultats obtenus dans le cas du faible de´sordre. Ainsi, le re´gime
me´tallique prend naissance lorsque la longueur de localisation ξ est grande devant
la taille de la re´gion de´sordonne´e. La distribution de la transmittance suit une loi
82 CHAPITRE 6. CONDUCTANCE DANS LES RE´SEAUX DE´SORDONNE´S
fortement pique´e au voisinage de l’unite´ qui constitue la valeur la plus probable. La
transmittance moyenne de´croˆıt line´airement avec la taille du re´seau selon la loi :
< T (L) >≈ 1− 2L/ξ (6.31)
Les fluctuations autour de cette moyenne sont relativement faibles si bien que la
moyenne est significative et elle caracte´rise grossie`rement la transmittance que l’on
pourrait obtenir lors d’une mesure expe´rimentale de la conductance.
• Re´gime isolant
Lorsque la longueur de localisation est beaucoup plus petite que la taille de la re´gion
de´sordonne´e, la re´sistance devient relativement importante si bien que ρ2 >> ρ.
L’e´quation de Fokker-Planck admet comme solution :
P (ρ, t) =
1√
4pitρ
e−(ln(ρ)−t)
2/4t (6.32)
Cette solution conduit a` une loi dite log normale pour la transmittance. C’est une
loi large dont les moments augmentent exponentiellement avec la taille L si bien que
les fluctuations de la transmittance autour de sa moyenne sont tre`s importantes. La
moyenne n’est plus repre´sentative des valeurs prises par la transmittance qui sera
caracte´rise´e par sa valeur la plus probable de´finie par :
T (L) ≈ exp(−2L/ξ) (6.33)
On observe alors une de´croissance exponentielle de la conductance quantique en fonc-
tion de la taille du conducteur qui conduit a` l’annulation de tout transport. Ainsi, a`
cause du de´sordre, le conducteur quantique se comporte comme un isolant.
6.4 Re´ponse spectrale et fonction Green
Comme nous l’avons discute´ dans les chapitres pre´ce´dents, la connaissance de la fonction
de Green G(ω) joue un roˆle fondamental pour e´tudier une grande varie´te´ de phe´nome`nes.
Elle permet de calculer les amplitudes de transition, la densite´ d’e´tats ou les e´nergies propres
du re´seau par l’interme´diaire de ces poˆles. Dans ce contexte, une multitude d’e´tudes furent
mene´es pour caracte´riser la fonction de Green d’un re´seau de´sordonne´. La plupart des ap-
plications de ces recherches e´taient (et sont encore) la de´termination de la re´ponse spectrale
du re´seau. En effet, selon la the´orie de la re´ponse line´aire, la fonction de Green permet de
de´finir le spectre d’absorption d’excitons e´lectroniques ou vibrationnels lorsque le syste`me
est soumis a` une onde laser visible ou infra-rouge. A travers ces quelques lignes, nous allons
donc montrer comment e´valuer la re´ponse spectrale en utilisant une me´thode approche´e qui
est base´e sur l’approximation dite des phases ale´atoires.
Pour cela, nous conside´rerons le mode`le de liaisons fortes ale´atoire suivant. Soit un re´seau
contenant N sites re´gulie`rement distribue´s. Chaque site n est caracte´rise´ par un e´tat quan-
tique local |n〉, d’e´nergie ωn, dans lequel se trouve la particule lorsqu’elle est localise´e sur
le site n. Sur le re´seau, la particule est autorise´e a` se de´placer de sites en sites par effet
tunnel et on note −J la constante de saut entre deux sites plus proches voisins. Dans ces
conditions, la dynamique quantique de la particule est de´crite par un Hamiltonien de liaisons
fortes de´fini par :
H =
∑
n
ωn|n〉〈n| − J(|n〉〈n+ 1|+ |n+ 1〉〈n|) (6.34)
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Comme pre´ce´demment, la notion de de´sordre e´merge du fait que les e´nergies propres ωn =
ω0 − ∆n varie ale´atoirement de sites en sites si bien que l’ensemble des ∆n repre´sente N
variables ale´atoires inde´pendantes et de valeur moyenne nulle. A ce re´seau de´sordonne´, on
associera un re´seau de re´fe´rence ide´al, dont l’Hamiltonien est de´fini par :
H0 =
∑
n
ω0|n〉〈n| − J(|n〉〈n+ 1|+ |n+ 1〉〈n|) (6.35)
6.4.1 La re´ponse spectrale : une grandeur auto-moyennante
Comme nous l’avons de´montre´ au cours du chapitre 2, le spectre d’absorption d’un re´seau
quelconque, invariant par translation ou non, est de´fini a` partir de la somme des e´le´ments
de la fonction de Green G(ω + i0+) = (ω −H)−1 :
I(ω) =
∑
nn′
Gnn′(ω + i0
+) (6.36)
En pratique, le caracte`re ale´atoire de la matrice H rend tre`s difficile, voire impossible, le
calcul de la fonction de Green G(ω) qui de´pend fortement des configurations microscopiques
du de´sordre. Cependant, ce calcul est facilite´ par le fait que re´aliser une mesure expe´rimentale
revient a` effectuer une moyenne sur le de´sordre de sorte que la de´termination d’une fonction
de Green moyenne est suffisante pour interpre´ter les re´ponses optiques du re´seau. En effet, la
re´ponse spectrale I(ω) est une grandeur expe´rimentale de´finie comme la somme des e´le´ments
de la fonction de Green sur l’ensemble des sites. Le propagateur Gnn′(ω + i0
+) est une
proprie´te´ locale qui de´pend de l’environnement microscopique au voisinage des sites n et n′.
Compte tenu du de´sordre, la fonction de Green varie de fac¸on ale´atoire d’un site a` l’autre du
re´seau. Par contre, la somme de ces variables ale´atoires est une quantite´ auto-moyennante
en vertu de la loi faible des grands nombres.
En introduisant de fac¸on arbitraire le nombre de sites N et en re´alisant le changement
de variable n′ = n+m , la re´ponse spectrale peut s’e´crire sous la forme :
I(ω) ∝ 1
N
∑
n
[
∑
m
Gn,n+m(ω + i0
+)] (6.37)
La somme sur tous les sites n de l’e´chantillon macroscopique de la grandeur ale´atoire situe´e a`
l’inte´rieur du crochet fait apparaˆıtre l’ensemble des configurations microscopiques locales pos-
sibles et repre´sente par conse´quent une grandeur moyenne inde´pendante du site de re´fe´rence.
Ainsi, nous pouvons re´aliser cette moyenne en fixant n et n′ et en effectuant directement une
moyenne du propagateur sur toutes les configurations possibles du de´sordre : la moyenne sur
l’e´chantillon macroscopique se re´duit a` une moyenne sur les configurations du de´sordre.
Par la suite, nous allons donc pre´senter un formalisme base´ sur l’approximation ATA
(average T matrix approximation) pour e´valuer le propagateur moyen du re´seau de´sordonne´.
6.4.2 Me´thode des phases ale´atoires
Dans la me´thode des phases ale´atoires, le calcul de la fonction de Green est base´e sur
un de´veloppement en termes de matrices T associe´es a` la pre´sence de de´fauts (voir chapitre
3, paragraphe 3.1.2). Dans les chapitres pre´ce´dents, nous avions conside´re´ un re´seau ide´al
perturbe´ par la pre´sence de de´fauts de petites tailles et en nombre limite´. Dans un re´seau
de´sordonne´, chaque site doit eˆtre conside´re´ comme un de´faut. Re´aliser un de´veloppement en
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matrices T consiste alors a` analyser l’influence d’un de´faut ponctuel pour ensuite envisager
la pre´sence de N de´fauts.
Ainsi, soit un re´seau ide´al d’Hamiltonien H0 et de propagateur G
0(ω). Sur ce re´seau, on
suppose que le site n pre´sente un de´faut correspondant a` un trou d’e´nergie ωn = ω0 −∆n.
D’apre`s les re´sultats du chapitre 3, la fonction de Green en pre´sence du de´faut s’e´crit G =
G+G0TnG0 ou` Tn est la matrice T de´finie par :
Tn = |n〉〈n| −∆n
1 +G0nn∆n
(6.38)
On posera par la suite g0 = G
0
nn ∀n.
Maintenant, pour une configuration donne´e du de´sordre, c’est-a`-dire pour un jeu fixe´ des
variables ale´atoires ∆n, notre re´seau de re´fe´rence montre un ensemble de de´fauts ponctuels.
La fonction de Green admet alors un de´veloppement en matrices T qui s’e´crit (voir Eq.
(3.18)) :
G = G0 +G0
∑
i
(Ti +
∑
j 6=i
TiG0Tj +
∑
j 6=i
∑
k 6=j
TiG0TjG0Tk + ...)G0 (6.39)
Introduisons le propagateur modifie´ G¯0 dont les e´le´ments sont de´finis par :
G¯0nn′ = G
0
nn′ − g0δnn′ (6.40)
Ce propagateur interdisant d’avoir deux diffusions successives par un meˆme de´faut, ce type
de processus e´tant de´ja` inclut de par la pre´sence des matrices T , le de´veloppement de la
fonction de Green se re´e´crit selon la relation :
G = G0 +
∑
i
G0TiG0 +
∑
ij
G0TiG¯0TjG0 +
∑
ijk
G0TiG¯0TjG¯0TkG0 + ... (6.41)
L’expression Eq.(6.41) e´tant e´value´e pour un jeu donne´ des diffe´rentes variables ale´atoires, la
discussion effectue´e au cours du paragraphe pre´ce´dent nous conduit maintenant a` de´terminer
la valeur moyenne 〈G〉 du propagateur sur l’ensemble des configurations possibles du de´sordre :
〈G〉 = G0 +∑
i
G0〈Ti〉G0 +
∑
ij
G0〈TiG¯0Tj〉G0 +
∑
ijk
G0〈TiG¯0TjG¯0Tk〉G0 + ... (6.42)
Si formellement cette expression admet une resommation exacte, elle est tre`s difficile a` e´valuer
compte tenu de la pre´sence du de´sordre. Pour surmonter cette difficulte´, plusieurs strate´gies
ont e´te´ e´labore´es par le passe´. La plus simple, que nous allons illustrer a` travers ces quelques
lignes, permet d’e´valuer le propagateur moyen dans la limite d’un faible de´sordre.
Ainsi, la me´thode des phases ale´atoires (ou` me´thodes des matrices T moyenne´es) consiste
a` e´crire la moyenne d’un produit de matrices T comme le produit des moyennes de ces meˆmes
matrices. Dans ces conditions, l’Eq.(6.42) se simplifie et devient :
〈G〉 = G0 +∑
i
G0〈Ti〉G0 +
∑
ij
G0〈Ti〉G¯0〈Tj〉G0 +
∑
ijk
G0〈Ti〉G¯0〈Tj〉G¯0〈Tk〉G0 + ... (6.43)
Or, d’apre`s l’Eq.(6.38), la matrice T moyenne 〈Tn〉 devient un objet qui se re´duit au projec-
teur sur le site associe´ :
〈Tn〉 = |n〉〈n|t(ω)⇒ t(ω) = 〈 −∆n
1 + g0(ω)∆n
〉 (6.44)
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ou` t(ω) est une grandeur moyenne´e inde´pendante de la position du de´faut. Par conse´quent,
la valeur moyenne de la fonction de Green peut eˆtre resomme´e exactement si bien que l’on
a :
〈G〉 = G0 + tG0G0 + t2G0G¯0G0 + t3G0G¯0G¯0G0 + ... = G0 + tG0 1
1− tG¯0G
0 (6.45)
En utilisant l’Eq.(6.40), on a :
1− tG¯0 = 1− tG0 + tg0 = (1 + g0t)(1− 1
1 + g0t
G0) (6.46)
D’ou`
〈G〉 = G0 + t
1 + g0t
G0[1− t
1 + g0t
G0]−1G0 = [1− t
1 + g0t
G0]−1G0 (6.47)
Finalement, cette dernie`re e´quation permet de montrer que la moyenne de la fonction de
Green s’e´crit comme l’inverse d’un ope´rateur de´fini par :
〈G〉 = [ω −H0 − Σ(ω)]−1 avec Σ(ω) = t(ω)
1 + g0(ω)t(ω)
(6.48)
D’apre`s les expressions Eq.(6.48), la quantite´ Σ apparaˆıt comme une correction des
e´le´ments diagonaux de l’Hamiltonien du re´seau ide´al H0. Cette correction uniforme est
inde´pendante du site conside´re´. Elle agit de la meˆme fac¸on au niveau de chaque site du
re´seau si bien que tout se passe comme si le syste`me de´sordonne´ e´tait de´crit par un Ha-
miltonien effectif Heff (ω) = H0 + Σ(ω). Cet Hamiltonien effectif caracte´rise les proprie´te´s
dynamiques d’un re´seau spatialement pe´riodique. De`s lors, si la pre´sence de de´fauts ponc-
tuels distribue´s ale´atoirement sur les sites du re´seau de´truit l’invariance translationnelle,
cette proprie´te´ essentielle est re´introduite naturellement lorsque l’on effectue la moyenne sur
les configurations microscopiques du de´sordre.
Dans ces conditions, les e´tats propres de Heff (ω) sont des ondes de Bloch. Ainsi, le
vecteur d’onde q de l’exciton dans un re´seau ide´al reste un bon nombre quantique pour
de´crire les e´tats du re´seau de´sordonne´e. Cependant, les valeurs propres de Heff (ω) diffe`rent
de celles de H0 compte tenu de la pre´sence de la correction Σ(ω). Pour chaque vecteur d’onde
q, ces valeurs propres sont des grandeurs complexes de´finies par :
λq = ω0 − 2J cos(q) + Σ(ω) (6.49)
La grandeur Σ(ω), appele´e self-energy, traduit ainsi un correction des e´nergies du re´seau
ide´al compte tenu de la pre´sence du de´sordre. C’est une grandeur complexe de´finie par :
Σ(ω) = Σ′(ω)− iΣ′′(ω). La partie re´elle Σ′(ω) repre´sente une correction des e´nergies propres
du re´seau ide´al alors que la partie imaginaire caracte´rise l’inverse de la dure´e de vie de ces
meˆmes e´tats propres.
De´veloppant la fonction de Green moyenne dans la base de Bloch, on obtient finalement :
〈Gnn′(ω)〉 = 1
N
∑
q
eiq(n−n
′)
ω − ω0 + 2J cos(q)− Σ′(ω) + iΣ′′(ω) (6.50)
La re´ponse spectrale se re´duit alors a` la composante de vecteur d’onde nulle si bien que le
spectre d’absorption du re´seau de´sordonne´ devient (voir Eq.(2.44)) : 1
I(ω) ∝ 1
ω − ω0 + 2J − Σ′(ω) + iΣ′′(ω) ⇒ A(ω) ∝
Σ′′(ω)
(ω − ω0 + 2J − Σ′(ω))2 + Σ′′(ω)2 (6.51)
1. Le spectre d’absorption est proportionnel a` la partie imaginaire de la re´ponse spectrale.
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Ainsi, dans un re´seau ide´al, le spectre d’absorption se re´duit a` un pic de Dirac centre´ sur le
fre´quence de vecteur d’onde nulle. Dans un re´seau de´sordonne´, la pre´sence de de´fauts entraˆıne
un e´largissement de la re´ponse dont la largeur est caracte´rise´e par la grandeur Σ′′(ω). En
pratique, cette largeur de´pend de la fre´quence. Cependant, on peut l’estimer dans la limite
du faible de´sordre en fixant la valeur de la fre´quence a` ω0. On a alors
Σ′′(ω0) ≈ −Im t(ω0) ≈ < ∆
2 >
2J
(6.52)
Bibliographie
[1] B. Kramer and A. MacKinnon, Rep. Prog. Phys. 56, 1469 (1993).
[2] R.J. Elliott, J.A. Krumhansl and P.L. Leath, Rev. Mod. Phys. 46, 465 (1974).
[3] F.J. Dyson, Phys. Rev. 92, 1331 (1953).
[4] H. Shmidt, Phys. Rev. 105, 425 (1957).
[5] J.M. Luck, Syste`mes de´sordonne´s unidimensionnels (CEA, Saclay, 1992).
[6] P.W. Anderson, Phys. Rev. 109, 1492 (1958).
[7] D.J. Thouless, Phys. Rep. 13C, 93 (1974).
[8] F.J. Wegner, Z. Phys. 25, 327 (1976).
[9] E. Abrahams, P.W. Anderson, D.C. Licciardello and T.V. Ramakrishnan, Phys. Rev.
Lett. 42, 673 (1979).
[10] K.N. Efetov, Adv. Phys. 32, 53 (1983).
87
88 BIBLIOGRAPHIE
Chapitre 7
Couplage avec un environnement
7.1 Introduction
Jusqu’a` pre´sent, nous avons restreint notre analyse a` l’e´tude de certaines proprie´te´s d’une
particule (ou d’une excitation) se propageant le long d’un re´seau 1D. La dynamique de cette
particule e´tait de´crite de manie`re quantique et nous nous sommes inte´resse´s a` l’influence de
divers de´fauts. Ces de´fauts brisant l’invariance par translation, ils entraˆınent la re´flexion, la
transmission et/ou la localisation de l’onde de´crivant l’amplitude de probabilite´ de pre´sence
de la particule sur le re´seau. Dans ce contexte, la particule e´tait suppose´e isole´e du reste
de l’univers si bien que sa nature ondulatoire e´tait la source de l’ensemble des phe´nome`nes
que nous avons de´crit. Une telle situation est bien entendu ide´ale puisqu’en pratique la
particule sur le re´seau interagit avec un environnement forme´ par d’autres degre´s de liberte´
qui participent a` la dynamique du re´seau. La conse´quence principale de cette interaction est
d’induire des fluctuations stochastiques des parame`tres caracte´ristiques de la dynamique de
la particule (e´nergie des site et constantes de saut) qui tendent a` de´truire la cohe´rence de
la particule. Celle-ci perd sa capacite´ a` former des interfe´rences si bien que son caracte`re
ondulatoire disparaˆıt pour faire place a` un comportement corpusculaire quasi-classique : c’est
le phe´nome`ne de de´cohe´rence quantique qui prend naissance sur une e´chelle de temps
note´e temps de de´phasage et sur une e´chelle de longueur note´e longueur de cohe´rence.
Dans ce chapitre, nous allons donc e´tudier l’influence sur la particule du couplage avec un
environnement que l’on appelle ge´ne´ralement un bain thermique. Pour cela, il n’est plus
possible de raisonner sur l’Hamiltonien de la particule isole´e mais il convient de travailler
sur l’Hamiltonien du super syste`me particule + bain thermique. Dans ces conditions, l’e´tat
quantique du super syste`me n’est ge´ne´ralement qu’imparfaitement connu et une description
statistique est requise. Une telle approche est base´e sur l’utilisation du formalisme de la
matrice densite´ dont les rudiments sont rappele´s dans les appendices. De plus, pour de plus
amples informations, nous invitons le lecteur a` consulter les articles cite´s dans le bibliographie
associe´e a` ce chapitre.
7.2 Position du proble`me
En utilisant les notations introduites dans les chapitres pre´ce´dents, on conside`re un re´seau
contenant N sites re´gulie`rement distribue´s. Chaque site n est caracte´rise´ par un e´tat quan-
tique local |n〉, d’e´nergie ω0, dans lequel se trouve la particule lorsqu’elle est localise´e sur le
site n. L’ensemble des vecteurs { |n〉 } forme la base locale qui sous tend l’espace des e´tats
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EA de la particule. Sur le re´seau, la particule se de´place de site en site par effet tunnel et
on note −J la constante de saut entre deux sites plus proches voisins. Dans ces conditions,
la dynamique quantique de la particule est de´crite par l’Hamiltonien de liaisons fortes de´fini
par :
HA =
∑
n
ω0|n〉〈n| − J(|n〉〈n+ 1|+ |n+ 1〉〈n|) (7.1)
Cette particule n’est plus isole´e mais elle interagit avec un bain thermique dont la dy-
namique propre est de´crite par l’Hamiltonien HB. Sans perte de ge´ne´ralite´, nous noterons
par des indices grecs |α〉 les e´tats propres de HB associe´s aux e´nergies propres Ωα. Ces e´tats
propres sous tendent l’espace des e´tats du bain note´ EB. A titre d’exemple, le bain thermique
peut correspondre aux phonons basse fre´quence du re´seau qui traduisent les mouvements col-
lectifs des sites du re´seau. A tempe´rature finie, l’influence de ces mouvements est double.
Tout d’abord, ils produisent une variation de l’environnement physico-chimique de chaque
site ce qui entraˆıne une fluctuation de l’e´nergie des e´tats |n〉. Ainsi l’e´nergie du site n devient
une variable stochastique ωn = ω0 + ∆ωn ou` ∆ωn est un ope´rateur qui ne de´pend que des
degre´s de liberte´ du bain. Ensuite, modifiant les distances entre sites voisines, les mouve-
ments collectifs du re´seau produisent des fluctuations ∆Jn de la constante de saut reliant les
sites n et n+ 1. Par conse´quent, ces variations stochastiques des parame`tres dynamiques de
la particule traduisent l’existence d’un couplage ∆H entre la particule et le bain thermique.
En de´veloppant ce couplage sur la base locale, on obtient (on peut aussi travailler dans la
base de Bloch) :
∆H =
∑
n
∆ωn|n〉〈n|+ ∆Jn(|n+ 1〉〈n|+ |n〉〈n+ 1|) (7.2)
Dans ces conditions, comprendre la dynamique quantique de la particule sur le re´seau revient
a` e´tudier l’e´volution du super syste`me particule + bain qui est de´crit par l’Hamiltonien total
H :
H = HA +HB + ∆H (7.3)
Pour re´aliser cette e´tude, nous supposerons qu’a` un instant initial t = 0 le super syste`me
est de´crit par une matrice densite´ ρ qui s’e´crit comme le produit suivant :
ρ = ρAρBρc (7.4)
ρA est la matrice densite´ initiale de´crivant l’e´tat de la particule. Nous ne pre´ciserons pas
sa nature pour le moment sachant que selon les situations que nous analyserons ρA pourra
de´crire la cre´ation de la particule en un site donne´, une situation d’e´quilibre thermodyna-
mique ou encore l’excitation initiale d’un mode d’onde plane de vecteur d’onde q. A l’inverse,
nous supposerons que la matrice densite´ initiale du bain, ρB, de´crit une situation d’e´quilibre
thermodynamique. Le bain formant un re´servoir d’e´nergie, nous le supposerons a` l’e´quilibre a`
la tempe´rature T si bien que sa matrice densite´ correspond a` une distribution de Boltzmann
dans l’ensemble canonique de´finie par :
ρB = exp(−βHB)/Tr[exp(−βHB)] (7.5)
ou` β = 1/kBT , kB e´tant la constante de Boltzmann. Finalement, ρc tient compte de l’exis-
tence e´ventuelle de corre´lations statistiques initiales entre la particule et le bain thermique.
A partir de ces conditions initiales, l’e´volution de la matrice densite´ au cours du temps
est gouverne´e par l’e´quation de Liouville :
i∂tρ(t) = [H, ρ(t)]⇒ ρ(t) = e−iHtρeiHt (7.6)
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La connaissance de ρ(t) nous permet alors de de´terminer l’e´volution temporelle de n’importe
quelle observable O apre`s une double moyenne quantique et statistique qui s’e´crit (voir
appendices) :
〈O(t)〉 = Tr[Oρ(t)]⇒ 〈O(t)〉 = Tr[Oe−iHtρeiHt] (7.7)
Le proble`me est qu’en pratique le bain thermique forme un syste`me souvent complexe si bien
que l’e´quation de Liouville ne peut pas eˆtre re´solue exactement. Il n’est donc pas possible
de de´terminer l’expression de la matrice densite´ totale a` l’instant t. Or, ge´ne´ralement, cette
matrice densite´ contient plus d’information que ne´cessaire. En effet, bien que l’e´volution
du super syste`me particule + bain soit gouverne´e par l’Hamiltonien total H, on s’inte´resse
ge´ne´ralement aux seules proprie´te´s de la particule. Par exemple, pour caracte´riser la pro-
babilite´ de pre´sence de la particule en tel ou tel site du re´seau, on sera amene´ a` e´tudier la
densite´ d’e´nergie de´finie par :
Pn(t) = Tr[|n〉〈n|ρ(t)] (7.8)
Dans le meˆme esprit, le flux d’e´nergie le long du re´seau sera entie`rement de´fini par la connais-
sance de la densite´ de courant qui s’e´crit :
jn(t) = −iJTr[(|n〉〈n+ 1| − |n+ 1〉〈n|)ρ(t)] (7.9)
En d’autres termes, seules les moyennes d’observables associe´es a` la particule vont nous
inte´resser. De telles moyennes se de´duisent facilement a` partir de la matrice densite´ re´duite
σ(t) qui est de´finie par :
σ(t) = TrB[ρ(t)] (7.10)
ou` TrB de´signe une trace partielle sur les e´tats du bain uniquement (voir appendices). Ainsi,
la matrice densite´ re´duite constitue l’objet central de l’e´tude de la dynamique d’une particule
en contact avec un bain thermique. Elle tient compte du fait que l’e´volution du syste`me ne
se re´duit pas a` celle de la seule particule mais fait intervenir celle de l’ensemble particule +
bain en interaction. Dans les paragraphes suivants, nous allons alors construire une e´quation
maˆıtresse ge´ne´ralise´e qui va nous permettre de caracte´riser l’e´volution temporelle de la ma-
trice densite´ re´duite. Dans le cas du transport sur re´seau, ce type d’e´quations sera appele´
une e´quation cine´tique quantique. A ce stade on utilisera le nom usuel RDM, de l’anglais
reduced density matrix, pour nommer la matrice densite´ re´duite σ(t).
7.3 Equation maˆıtresse
7.3.1 Expression de la RDM dans l’espace de Liouville
Pour caracte´riser l’e´volution de la RDM, il est plus simple de travailler dans l’espace de
Liouville dont la de´finition est introduite dans les appendices. Cet espace est de´fini de telle
sorte que les matrices densite´s, qui sont des ope´rateurs dans l’espace des e´tats E du syste`me
particule + bain deviennent des vecteurs dans l’espace de Liouville L = E ⊗ E†. Dans ces
conditions, l’e´quation de Liouville devient isomorphe a` l’e´quation de Schro¨dinger est s’e´crit :
i∂tρ(t) = Lρ(t) (7.11)
ou` L = [H, ...] est appele´ le Liouvillien associe´ a` l’Hamiltonien H. Ce Liouvillien est un super
ope´rateur dans le sens ou` il repre´sente un ope´rateur agissant dans l’espace de Liouville. Dans
ces conditions, l’inte´gration formelle de l’e´quation de Liouville conduit a` deux expressions
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e´quivalentes de la matrice densite´ en fonction du super ope´rateur d’e´volution associe´ au
Liouvillien U(t) = exp(−iLt) :
ρ(t) = U(t)ρ = ρ U †(t) car ρ(t) = ρ(t)† ∀t (7.12)
Dans ces conditions, a` partir de la relation ge´ne´rale :
Aij = Tr[|j〉〈i|A] = Tr[A|j〉〈i|] , (7.13)
la repre´sentation de la RDM dans la base locale |n〉 s’e´crit :
σn1n2(t) = Tr[|n2〉〈n1|U(t)ρ] = Tr[ρ U †(t)|n2〉〈n1|] (7.14)
De la meˆme fac¸on, dans la base des ondes de Bloch qui sont e´tats propres de l’Hamiltonien
de la particule, la repre´sentation de la RDM devient :
σq1q2(t) = Tr[|q2〉〈q1|U(t)ρ] = Tr[ρ U †(t)|q2〉〈q1|] (7.15)
Quel que soit le choix de la base pour repre´senter la RDM, les Eqs.(7.14) et (7.15) montrent
que la matrice densite´ re´duite peut s’exprimer sous deux formes diffe´rentes faisant intervenir
soit l’ope´rateur d’e´volution U(t) soit son dual U †(t). Ces deux expressions sont a` l’origine de
deux me´thodes diffe´rentes pour construire l’e´quation maˆıtresse ge´ne´ralise´e. Par expe´rience,
l’expression contenant U †(t) permet de re´aliser des de´veloppements plus simples et plus intui-
tifs. Nous utiliserons donc cette repre´sentation. De`s lors, compte tenu que la matrice densite´
initiale du super syste`me particule + bain se factorise, il est possible de faire apparaˆıtre une
trace partielle sur les e´tats de la particule et une trace partielle sur les e´tats du bain.
Par conse´quent, dans la base locale |n〉, la repre´sentation de la RDM sera de´finie par :
σn1n2(t) = TrA{ρA TrB[ρBρcU †(t)] |n2〉〈n1|} (7.16)
De fac¸on similaire, dans la base de Bloch |q〉 cette repre´sentation s’e´crit :
σq1q2(t) = TrA{ρA TrB[ρBρcU †(t)] |q2〉〈q1|} (7.17)
Par la suite, nous serons amene´s a` de´velopper des calculs dans l’espace de Liouville. De`s
lors, la notion de Liouvillien se ge´ne´ralise et l’on de´finit successivement les super-ope´rateurs
LA, LB et ∆L qui correspondent aux Liouvilliens associe´s aux Hamiltoniens HA, HB et
∆H. L’e´volution libre du syste`me, c’est-a`-dire lorsque l’interaction entre la particule et le
bain n’est pas prise en compte, est de´crite par le Liouvillien L0 associe´ a` l’Hamiltonien
H0 = HA +HB.
7.3.2 Me´thode des projecteurs et e´quation maˆıtresse
De fac¸on ge´ne´rale, la me´thode des projecteurs consiste a` introduire des objets mathe´matiques
permettant d’e´liminer l’information sans inte´reˆt (les variables du bain thermique) et d’ex-
traire uniquement l’information qui nous inte´resse (e´volution de la RDM).
Ainsi, introduisons le projecteur P qui re´alise une moyenne sur les e´tats du bain au sens
de la matrice densite´ initiale ρB. Il est de´fini par :
PA = TrB[ρBA] = 〈A〉B ∀A ∈ L (7.18)
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L’Eq.(7.18) de´finit bien un projecteur puisque P2 = P . De la meˆme fac¸on, on introduit le
projecteur comple´mentaire Q = 1 − P tel que QP = PQ = 0. On notera que PB = 0 si
B ∈ L est un super ope´rateur de Liouville associe´ a` un ope´rateur B agissant uniquement dans
l’espace des e´tats du bain qui ve´rifie [B, ρB] = 0. En particulier, si LB = [HB, ...] de´signe le
Liouvillien associe´ a` l’Hamiltonien du bain HB, on a PLB = 0.
A partir de ces de´finitions, la RDM s’exprime en fonction de la projection du super
ope´rateur d’e´volution selon la relation :
σn1n2(t) = TrA{ρA PρcU †(t)P |n2〉〈n1|} (7.19)
De`s lors, caracte´riser l’e´volution temporelle de la RDM revient donc a` analyser celle de la
projection du super ope´rateur d’e´volution. Pour re´aliser cette proce´dure, introduisons tout
d’abord les deux ope´rateurs suivants :
U †PP (t) = PρcU †(t)P
U †PQ(t) = PρcU †(t)Q (7.20)
Dans ce contexte, l’e´volution temporelle du super ope´rateur d’e´volution s’e´crit :
∂tρcU †(t) = iρcU †(t)L = iρcU †(t)(P +Q)L (7.21)
En projetant cette e´quation sur P par la gauche puis en re´alisant une projection successive-
ment sur P et Q par la droite, on obtient un syste`me d’e´quations couple´es :
∂tU †PP (t) = iU †PP (t)PLP + iU †PQ(t)QLP (7.22)
∂tU †PQ(t) = iU †PP (t)PLQ+ iU †PQ(t)QLQ (7.23)
La re´solution de ce syste`me consiste a` re´soudre l’Eq.(7.23) pour de´terminer l’e´volution tem-
porelle formelle de U †PQ(t) en fonction de U †PP (t). La solution ainsi obtenue est ensuite injecte´e
dans l’Eq.(7.22) de manie`re a` obtenir une e´quation d’e´volution pour U †PP (t) qui est la seule
grandeur ne´cessaire pour caracte´riser la RDM. Ainsi, la solution ge´ne´rale de l’Eq.(7.23) est
la somme d’une solution homoge`ne de l’e´quation sans second membre et d’une solution parti-
culie`re de l’e´quation avec second membre. Apre`s quelques calculs e´le´mentaires, cette solution
s’e´crit :
U †PQ(t) = U †PQ(0)eiQLQt + i
∫ t
0
dt1U †PP (t1)PLQeiQLQ(t−t1) (7.24)
avec U †PQ(0) = PρcQ. A ce stade, cette solution se simplifie en remarquant queQ exp(iQLQt) =
exp(iQLt)Q. De plus, en effectuant le changement de variable t1 → t − t1 dans l’inte´grale
du second membre, on en de´duit finalement :
U †PQ(t) = PρceiQLtQ+ i
∫ t
0
dt1U †PP (t− t1)PLeiQLt1Q (7.25)
Par conse´quent, l’e´volution de l’ope´rateur U †PP (t) est gouverne´e par l’e´quation exacte :
∂tU †PP (t) = iU †PP (t)PLP −
∫ t
0
dt1U †PP (t− t1)PLeiQLt1QLP
+ iPρceiQLtQLP (7.26)
Cette e´quation ge´ne´rale se met sous une forme plus simple et permet d’e´tablir ce qu’il
est commune´ment appele´ une the´orie de champ moyen. En effet, d’apre`s l’expression de la
RDM, U †PP (t) agit par la droite sur un ope´rateur qui ne de´pend que des degre´s de liberte´ de
la particule. Par conse´quent, si on note O ∈ EA un tel ope´rateur, on obtient les proprie´te´s
e´le´mentaires suivantes :
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• Renormalisation de l’Hamiltonien de la particule :
PLPO = PLO = P(LA + ∆L)O = (LA + 〈∆L〉B)O (7.27)
car LBO = 0 et PLA = 〈LA〉B = LA. En d’autres termes, tout se passe comme
si l’e´volution libre de la particule e´tait gouverne´e par un Hamiltonien effectif HA +
〈∆H〉B. La correction correspondante traduit alors la moyenne sur les e´tats du bain a`
l’e´quilibre thermodynamique du couplage particule / bain. Cette correction de´pendant
de la tempe´rature du bain, il en est de meˆme de l’Hamiltonien effectif de la particule.
Par la suite, nous ne changerons pas nos notations si bien que la renormalisation de
l’Hamiltonien de la particule revient a` re´aliser le changement de variables :
HA → HA + 〈∆H〉B
∆H → ∆H − 〈∆H〉B (7.28)
Dans ces conditions, la moyenne du couplage e´tant inte´gre´e dans l’e´volution libre, la
valeur moyenne du couplage re´siduel s’annule.
• Action de QLP sur O :
QLPO = QLO = Q(LA + ∆L)O = (1− P)(LA + ∆L)O (7.29)
Sachant que PLA = LA on en de´duit (1 − P)LA = 0. De plus, ayant renormlise´ le
couplage, on a maintenant P∆L = 0. On en de´duit donc :
QLPO = ∆LO (7.30)
• Action de PLeiQLt1QLP sur O :
PLeiQLt1QLPO = PLeiQLt1Q∆LO (7.31)
En de´veloppant L, on voit clairement que seule la contribution ∆L produira une valeur
non nulle. En effet, nous avons de´ja` mentionne´ que l’action du projecteur P sur LB est
identiquement nulle puisque HB commute avec ρB. De plus, P n’agissant pas sur LA,
on voit apparaˆıtre un terme en PQ = 0. Par conse´quent, on en de´duit :
PLeiQLt1QLPO = P∆LeiQLt1∆LO (7.32)
En utilisant l’ensemble de ces proprie´te´s, on obtient finalement une forme compacte pour
l’e´quation d’e´volution de la projection de l’ope´rateur d’e´volution dans Liouville qui s’e´crit :
∂tU †PP (t) = iU †PP (t)LA −
∫ t
0
dt1U †PP (t− t1)M(t1) + F(t) (7.33)
avec
M(t) = P∆LeiQLt∆L = 〈∆LeiQLt∆L〉B
F(t) = iPρceiQLt∆L = i〈ρceiQLt∆L〉B (7.34)
L’e´quation d’e´volution Eq.(7.33) est une e´quation inte´gro-diffe´rentielle exacte. A ce stade,
aucune approximation n’a encore e´te´ re´alise´e. Elle pre´sente trois contributions. Le premier
terme caracte´rise l’e´volution libre de la particule, en l’absence de l’interaction avec le bain
thermique, dans l’approximation de champ moyen. Il de´crit une e´volution cohe´rente de la
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particule sous l’unique influence de l’Hamiltonien effectif HA ≡ HA+ < ∆H >B. Le second
terme rend compte de l’ensemble des phe´nome`nes dits de relaxation dont l’origine provient
du couplage avec le bain thermique. Il tient compte de la modification de la dynamique de la
particule a` l’instant t a` travers toute l’histoire de son interaction avec le bain entre les instants
t = 0 et t. Cette histoire est quantifie´e dans le noyau me´moireM(t) qui confe`re a` l’e´quation
d’e´volution un caracte`re temporel non local via l’apparition d’un produit de convolution.
La dernier terme, proportionnel a` l’ope´rateur F(t) joue le roˆle d’une force exte´rieure dont
l’origine provient de l’existence de corre´lations statistiques initiales entre la particule et le
bain.
Sous sa forme ge´ne´rale, l’e´quation d’e´volution Eq.(7.33) ne peut pas eˆtre re´solue, meˆme
de manie`re nume´rique. Par conse´quent, on fait souvent appel a` une the´orie des perturba-
tions base´es sur un de´veloppement par rapport au couplage particule bain. Une telle ap-
proche traduit le de´veloppement perturbatif du noyau me´moire et de la force initiale. La
proce´dure est la suivante. L’eq.(7.34) montre clairement que le noyau me´moire et la force
initiale s’expriment en fonction de l’ope´rateur exp(iQLt). L’ide´e principale consiste donc a`
de´velopper cet ope´rateur en une se´rie perturbative par rapport a` ∆H. Ainsi, l’e´volution du
super ope´rateur d’e´volution e´tant donne´e par l’e´quation :
∂tU †(t) = iU †(t)L = iU †(t)(P +Q)L , (7.35)
on va chercher une solution de la forme U †(t) = V†(t) exp(iQLt). Apre`s quelques calculs
e´le´mentaires, on obtient l’identite´ suivante :
U †(t) = eiQLt + i
∫ t
0
dt1U †(t1)PLeiQL(t−t1) (7.36)
Soit :
eiQLt = U †(t)− i
∫ t
0
dt1U †(t1)PLeiQL(t−t1) (7.37)
En reportant cette expression dans les e´quations Eq.(7.34), on en de´duit l’expression du
noyau me´moire et de la force intiale en fonction du super ope´rateur d’e´volution U †(t) :
M(t) = 〈∆LU †(t)∆L〉B − i
∫ t
0
dt1 < ∆LU †(t1) >BM(t− t1)
F(t) = i〈ρcU †(t)∆L〉B +
∫ t
0
dt1 < ρcU †(t1) >BM(t− t1) (7.38)
A partir de ces e´quations, la the´orie des perturbations s’obtient en effectuant le de´veloppement
de Dyson du super ope´rateur d’e´volution U †(t) par rapport a` ∆L :
U †(t) = U †0(t) + i
∫ t
0
dt1 U †0(t1)∆L U †0(t− t1)
+ i2
∫ t
0
∫ t1
0
dt1dt2 U †0(t2)∆L U †0(t1 − t2)∆L U †0(t− t1)
+ ... (7.39)
ou` U †0(t) = exp(iL0t) = exp(i(LA + LB)t) est le super ope´rateur d’e´volution libre. Dans ces
conditions, a` l’ordre deux des perturbations, le noyau me´moire et la force initiale sont de´finis
par :
M(t) = 〈∆LU †0(t)∆L〉B (7.40)
F(t) = i〈ρcU †0(t)∆L〉B
−
∫ t
0
dt1〈(ρc − 〈ρc〉B)U †0(t1)∆LU †0(t− t1)∆L〉B
On notera que l’approximation ρc ≈ 〈ρc〉B conduit a` une force initiale nulle.
96 CHAPITRE 7. COUPLAGE AVEC UN ENVIRONNEMENT
7.3.3 Evolution pour la RDM
Pour e´tudier l’e´volution temporelle de la matrice densite´ re´duite, nous allons simplifier
l’apporche ge´ne´rale pre´ce´dente. Tout d’abord, nous allons supposer un de´couplage statistique
initial entre la particule et le bain si bien que la matrice densite´ a` t = 0 se factorise sous la
forme ρ = ρAρB. On donc ρc = 1 ce qui entraˆıne l’annulation de la force initiale. Ensuite,
nous utiliserons une the´orie des perturbations d’ordre 2 par rapport au couplage particule /
bain. Dans ce contexte, l’e´volution de la projection du super ope´rateur U †PP (t) s’e´crit :
∂tU †PP (t) = iU †PP (t)LA −
∫ t
0
dt1U †PP (t− t1)〈∆LU †0(t1)∆L〉B (7.41)
En reportant cette e´quation dans l’expression de la RDM, on obtient la forme ge´ne´rale de
l’e´quation maˆıtresse :
∂tσn1n2(t) = iT r[ρAU †PP (t)LA|n2〉〈n1|]
−
∫ t
0
dt1Tr[ρAU †PP (t− t1)〈∆LeiL0t1∆L〉B|n2〉〈n1|] (7.42)
A ce stade, on obtient la forme finale de l’e´quation maˆıtresse ge´ne´ralise´e en de´veloppant
l’expression pre´ce´dente dans l’espace de Hilbert. On laissera le soin au lecteur de montrer
que le premier terme du second membre se re´duit au commutateur de HA avec σ(t). Par
contre, le calcul du second terme e´tant plus complique´, nous allons en de´tailler les grandes
lignes. Ainsi on a :
∆L|n2〉〈n1| = ∆H|n2〉〈n1| − |n2〉〈n1|∆H
eiL0t∆L|n2〉〈n1| = U †0(t)∆H|n2〉〈n1|U0(t)− U †0(t)|n2〉〈n1|∆HU0(t) (7.43)
ou` U0(t) = exp(−iH0t) est l’ope´rateur d’e´volution libre. A partir de ce dernier re´sultat, une
nouvelle action du Liouvillien d’interaction conduit a` :
∆LeiL0t∆L|n2〉〈n1| = ∆HU †0(t)∆H|n2〉〈n1|U0(t)−∆HU †0(t)|n2〉〈n1|∆HU0(t)
− U †0(t)∆H|n2〉〈n1|U0(t)∆H + U †0(t)|n2〉〈n1|∆HU0(t)∆H (7.44)
En inse´rant par la gauche et par la droite deux relation de fermeture dans la base locale, on
en de´duit :
∆LeiL0t∆L|n2〉〈n1| =
∑
n¯1n¯2
|n¯2〉〈n¯1| ×
+ 〈n¯2|∆HU †0(t)∆H|n2〉〈n1|U0(t)|n¯1〉
− 〈n¯2|∆HU †0(t)|n2〉〈n1|∆HU0(t)|n¯1〉
− 〈n¯2|U †0(t)∆H|n2〉〈n1|U0(t)∆H|n¯1〉
+ 〈n¯2|U †0(t)|n2〉〈n1|∆HU0(t)∆H|n¯1〉 (7.45)
Finalement, en inse´rant cette expression dans l’Eq.(7.42), on voit naturellement apparaˆıtre
σn¯1n¯2(t) si bien que
∂tσn1n2(t) = −i〈n1|[HA, σ(t)]|n2〉 −
∑
n¯1n¯2
∫ t
0
dt1J(n1n2, n¯1n¯2, t1)σn¯1n¯2(t− t1) (7.46)
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ou` le super-ope´rateur J(t1), appele´ noyau me´moire, est de´fini par :
J(n1n2, n¯1n¯2, t1) = TrBρB × (7.47)
〈n¯2|U †0(t1)|n2〉〈n1|∆HU0(t1)∆H|n¯1〉+ 〈n¯2|∆HU †0(t1)∆H|n2〉〈n1|U0(t1)|n¯1〉
− 〈n¯2|U †0(t1)∆H|n2〉〈n1|U0(t1)∆H|n¯1〉 − 〈n¯2|∆HU †0(t1)|n2〉〈n1|∆HU0(t1)|n¯1〉
Soit, en notant G(t) = exp(−iHAt) l’ope´rateur d’e´volution libre de la particule :
J(n1n2, n¯1n¯2, t1) =
∑
m1m2
+ 〈∆Hn1m1(t1)∆Hm2n¯1(0)〉BGm1m2(t1)G∗n2n¯2(t1)
+ 〈∆Hn2m1(t1)∆Hm2n¯2(0)〉∗BG∗m1m2(t1)Gn1n¯1(t1)
− 〈∆Hm1n2(t1)∆Hm2n¯1(0)〉BGn1m2(t1)G∗m1n¯2(t1)
− 〈∆Hm1n1(t1)∆Hm2n¯2(0)〉∗BG∗n2m2(t1)Gm1n¯1(t1) (7.48)
ou` ∆H(t1) de´note une repre´sentation de Heisenberg par rapport a` l’Hamiltonien du bain
uniquement. On notera que pour obtenir l’expression du noyau me´moire nous avons utilise´
les proprie´te´s suivantes :
G†n1n2(t) = G
∗
n1n2
(t) et ∆H†n1n2 = ∆Hn2n1
〈∆Hn1n2(t)∆Hn3n4(0)〉∗B = 〈∆Hn4n3(0)∆Hn2n1(t)〉B (7.49)
L’e´quation maˆıtresse Eq.(7.46) est une e´quation inte´gro-diffe´rentielle qui pre´sente deux
contributions. Le premier terme caracte´rise l’e´volution libre de la particule, en l’absence
de l’interaction avec le bain thermique, sous l’unique influence de l’Hamiltonien effectif du
re´seau HA + 〈∆H〉B. Il de´crit une e´volution cohe´rente de la particule dont le comporte-
ment ondulatoire se manifeste par sa capacite´ a` se de´localiser telle une onde plane ou une
superposition cohe´rente d’ondes planes (paquet d’ondes). Par contre, le second terme rend
compte de l’ensemble des phe´nome`nes dits de relaxation dont l’origine provient du couplage
avec le bain thermique. Il tient compte de la modification de la dynamique de la particule a`
l’instant t a` travers toute l’histoire de son interaction avec le bain entre les instants t = 0 et
t. Cette histoire est quantifie´e dans le noyau me´moire J(t) qui confe`re a` l’e´quation maˆıtresse
son caracte`re temporel non local.
A ce stade, seule une approche nume´rique permet de re´soudre l’e´quation maˆıtresse sous
sa forme ge´ne´rale. Cependant, ils existent beaucoup de situations dans lesquelles la nature
non locale en temps disparaˆıt. Ceci provient essentiellement de la nature du bain et conduit
a` la limite markovienne que nous allons discuter dans le paragraphe suivant.
• Remarque : une me´thode simple sans passer dans l’espace de Liouville
Il est possible d’e´tablir une e´quation maˆıtresse d’ordre deux pour la RDM sans intro-
duire l’espace de Liouville ni la notion de projecteur. Pour cela, le point de de´part est
l’e´quation de Liouville pour la matrice densite´ totale :
∂tρ(t) = −i[H, ρ(t)] (7.50)
On e´limine alors l’e´volution libre en introduisant la repre´sentation d’interaction :
ρ(t) = U0(t)ρ˜(t)U
†
0(t) (7.51)
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L’e´quation de Liouville devient :
∂tρ˜(t) = −i[∆H˜(t), ρ˜(t)] avec ∆H˜(t) = U †0(t)∆HU0(t) (7.52)
En inte´grant cette e´quation a` l’ordre 1 on obtient et en re´injectant la solution obtenue
dans son propre second membre, on en de´duit :
∂tρ˜(t) = −i[∆H˜(t), ρ˜(0)]−
∫ t
0
dt1[∆H˜(t), [∆H˜(t1), ρ˜(t1)]] (7.53)
A ce stade, il convient de remarquer que la matrice densite´ re´duite s’e´crit :
σ(t) = G(t)σ˜(t)G†(t) avec σ˜(t) = TrB[ρ˜(t)] (7.54)
Sachant que 〈∆H˜(t)〉B = 0, on en de´duit :
∂tσ˜(t) = −
∫ t
0
dt1TrB[∆H˜(t), [∆H˜(t1), ρ˜(t1)]] (7.55)
A partir de cette e´quation, on obtient une e´volution maˆıtresse d’ordre deux en utilisant
l’approximation de Born. Cette approximation consiste a` dire que le bain forme un
gros syste`me qui affecte profonde´ment la propagation de la particule tout en restant
insensible a` celle-ci. Par conse´quent, la matrice densite´ se factorise quel que soit le
temps selon la relation :
ρ˜(t) ≈ σ˜(t)⊗ ρB (7.56)
En inse´rant cette expression dans l’e´quation d’e´volution, on retrouve l’e´quation maˆıtresse
Eq.(7.46).
7.4 Limite markovienne
La nature non locale en temps de l’e´quation maˆıtresse prend son origine dans le pro-
duit de convolution entre le noyau me´moire J(t) et la RDM. D’une manie`re ge´ne´rale, le
noyau me´moire est de´fini en termes des fonctions de corre´lations du couplage ∆H. De telles
corre´lations mesurent la me´moire que posse`de le bain thermique a` un instant t d’une interac-
tion re´alise´e avec la particule a` un instant initial t = 0. Dans la plupart des cas, c’est-a`-dire
lorsque le bain repre´sente un gros syste`me dont le spectre e´nerge´tique est continu, cette
me´moire n’est significative que sur une e´chelle de temps relativement courte appele´e temps
de corre´lation du bain τc. Pour simplifier l’e´quation maˆıtresse, nous allons alors supposer
que τc est tre`s court devant le temps typique d’e´volution libre de la particule. En d’autres
termes, sur une e´chelle de temps de l’ordre de τc, le propagateur de la particule sur le re´seau
n’e´volue pas : Gn1n2(t) ≈ δn1n2 . De plus, on sait par expe´rience que la contribution des
auto-corre´lations au noyau me´moire est ge´ne´ralement beaucoup plus importante que celle
des corre´lations croise´es. Ces deux remarques fondamentales nous permettent de simplifier
le noyau me´moire qui devient :
J(n1n2, n¯1n¯2, t1) =
+
∑
m
[〈∆Hn1m(t1)∆Hmn1(0)〉B + 〈∆Hn2m(t1)∆Hmn2(0)〉∗B]δn1n¯1δn2n¯2
− 2Re〈∆Hn¯1n1(t1)∆Hn1n¯1(0)〉Bδn1n2δn¯1n¯2 (7.57)
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En inse´rant l’Eq.(7.57) dans l’e´quation d’e´volution Eq.(7.46), on obtient la limite marko-
vienne de l’e´quation maˆıtresse ge´ne´ralise´e qui s’e´crit : 1
∂tσn1n2(t) = −i〈n1|[HA, σ(t)]|n2〉 − Γ∗n1n2(1− δn1n2)σn1n2(t)
+ δn1n2
∑
n¯1
[Wn¯1→n1σn¯1n¯1(t)−Wn1→n¯1σn1n1(t)] (7.59)
avec
Γ∗n1n2 =
∫ ∞
0
∑
m
[〈∆Hn1m(t)∆Hmn1(0)〉B + 〈∆Hn2m(t)∆Hmn2(0)〉∗B]dt
Wn1→n¯1 = 2Re
∫ ∞
0
〈∆Hn1n¯1(t)∆Hn¯1n1(0)〉Bdt (7.60)
En plus du terme d’e´volution libre cohe´rente, on voit maintenant que le terme de relaxa-
tion conduit a` l’apparition de deux contributions.
La premie`re, qui n’agit que sur les cohe´rences σnn′(t) avec n 6= n′, traduit le phe´nome`ne
de de´phasage. En effet, la particule se de´localisant le long du re´seau par effet tunnel, son
e´tat quantique, quelles que soient les conditions initiales, correspond a` une superposition
cohe´rente d’e´tats localise´s. La nature cohe´rente d’une telle superposition provient du fait que
durant l’e´volution temporelle il existe une relation de phase bien pre´cise entre les diffe´rents
poids de la superposition. Cette relation de phase est de´finie par l’Hamiltonien libre de la
particule HA. Cependant, au cours de cette propagation, le couplage avec le bain induit des
fluctuations stochastiques de chaque phase de la superposition qui provient des variations
ale´atoires des parame`tres dynamiques que sont les e´nergies de site et les constantes de saut.
Par conse´quent, de telles fluctuations tendent a` de´truire la cohe´rence de la superposition
si bien que le mouvement de la particule tend vers un mouvement dit incohe´rent similaire
a` celui d’une particule classique qui diffuse ale´atoirement de sites en sites. Ce processus
de de´phasage, aussi appele´ processus de de´cohe´rence, est caracte´rise´ par la constante de
de´phasage Γ∗n1n2 .
La seconde contribution n’agit que sur les populations σn1n1(t). Elle traduit un transfert
de populations incohe´rent entre deux sites voisins induit uniquement par les fluctuations
des constantes de saut. En effet, la particule initialement sur un site n1 peut effectuer un
saut vers un site voisin n¯1 en e´changeant de l’e´nergie avec le bain thermique. Le bain ne
ve´hiculant pas la me´moire de l’e´tat initial de la particule, il n’y pas cre´ation d’une superpo-
sition cohe´rente entre l’e´tat |n1〉 et ces voisins |n¯1〉. On peut simplement dire que la particule
se trouve dans l’e´tat |n1〉 avec une probabilite´ σn1n1(t) ou dans les e´tats |n¯1〉 avec une pro-
babilite´ σn¯1n¯1(t). La probabilite´ de transition par unite´ de temps entre deux sites voisins est
alors donne´e par la taux de transition Wn1→n¯1 .
Ces diffe´rents processus de relaxation assurent le retour vers l’e´quilibre. Clairement, les
me´canismes de de´phasage entraˆınent qu’a` l’e´quilibre toutes les cohe´rences s’annulent. De
plus, les sauts incohe´rents entre sites voisins favorisent une distribution uniforme de la po-
pulation des sites. La matrice densite´ d’e´quilibre devient stationnaire et, dans le cadre du
1. Pour obtenir cette e´quation, nous avons ne´glige´ les effets me´moires du bain ce qui revient a` supposer
que les fonctions de corre´lations du couplage se comportent comme des fonctions de Dirac. Par conse´quent, le
produit de convolution disparaˆıt si bien que l’e´quation d’e´volution devient locale en temps. Ceci est possible
en utilisant l’approximation suivante :∫ t
0
J(τ)σ(t− τ)dτ ≈
∫ ∞
0
J(τ)dτσ(t) (7.58)
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pre´sent mode`le, est de´finie par :
σeqn1n2 =
δn1n2
N
(7.61)
En d’autres termes, a` l’e´quilibre, la particule est de´crite par un me´lange statistique des
e´tats de la base locale. La de´cohe´rence induite par le bain fait que la particule n’est plus
capable de de´velopper un comportement ondulatoire. Elle se localise en un site particulier
du re´seau et ne peut plus se propager de manie`re cohe´rente. Cependant, elle peut occuper
l’ensemble des sites avec une meˆme probabilite´ e´gale a` 1/N .
A ce stade, compte tenu d’une part de l’expression du couplage entre la particule et le
bain thermique (voir Eq.(7.2)) et d’autre part de l’invariance translationnelle du re´seau, les
constantes de de´phasage Γ∗n1n2 ainsi que les taux de transition Wn1→n¯1 apparaissent claire-
ment inde´pendants de la position des sites mis en jeu. Ainsi, on posera :
Γ∗n1n2 = Γ + 2W
Wn1→n¯1 = W (δn¯1,n1+1 + δn¯1,n1−1) (7.62)
ou`
Γ = 2Re
∫ ∞
0
〈∆ωn(t)∆ωn(0)〉Bdt
W = 2Re
∫ ∞
0
〈∆Jn(t)∆Jn(0)〉Bdt (7.63)
Les transitions incohe´rentes ne prennent place qu’entre sites plus proches voisins compte
tenu des fluctuations stochastiques des constantes de saut correspondantes. Par contre, le
de´phasage prend son origine a` la fois dans les fluctuations des e´nergies de site et dans celles
des constantes de saut.
Dans ces conditions, l’e´quation maˆıtresse ge´ne´ralise´e se met sous la forme simple suivant :
∂tσnn′(t) = −i〈n|[HA, σ(t)]|n′〉 − (Γ + 2W )(1− δnn′)σnn′(t)
+ Wδnn′ {σn+1,n+1(t) + σn−1,n−1(t)− 2σn,n(t)} (7.64)
On notera qu’il est possible de re´aliser une e´tude similaire non pas dans la base locale mais
dans la base de Bloch forme´e par les e´tats propres de l’Hamiltonien HA de la particule. Ainsi,
la repre´sentation de la RDM dans la base des ondes planes se de´duit de celle dans la base
locale via les transformations suivantes :
σqq′(t) =
1
N
∑
nn′
σnn′(t)e
−i(qn−q′n′)
σnn′(t) =
1
N
∑
qq′
σqq′(t)e
+i(qn−q′n′) (7.65)
Dans ces conditions, l’e´quation maˆıtesse s’e´crit :
∂tσqq′(t) = −i(ωq − ωq′)σqq′(t)− (Γ + 2W )σqq′(t)
+ (Γ + 2W cos(q − q′)) 1
N
∑
q¯q¯′
σq¯q¯′(t)δ(q−q′),(q¯−q¯′) (7.66)
ou` ωq = ω0−2J cos(q) est l’e´nergie propre d’une onde plane de vecteur d’onde q. L’Eq.(7.66)
re´ve`le que les processus de relaxation conservent la diffe´rence entre les deux vecteurs d’ondes
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q et q′ d’une cohe´rence σqq′(t). Cela permet de re´aliser un changement de variable et de
travailler avec la matrice densite´ re´duite σq+k,q(t). Dans ce cas, on dira que le vecteur d’onde
k est un bon nombre quantique qui offre une diagonalisation partielle du Liouvillien effectif
de´crivant l’e´volution de la RDM. Avec ces nouvelles variables, l’e´quation maˆıtresse devient
un syste`me de N e´quations inde´pendantes (une e´quation pour chaque valeur de k) de´fini
par :
∂tσq+k,q(t) = [−i(ωq+k − ωq)− Γ∗]σq+k,q(t) + Γ + 2W cos(k)
N
∑
q′
σq′+k,q′(t) (7.67)
7.5 Diffusion quantique
De manie`re ge´ne´rale, lorsqu’un syste`me est place´ dans une situation hors e´quilibre, toutes
les quantite´s qui ne sont pas conserve´es par les me´canismes de relaxation e´voluent tre`s
rapidement vers leur valeur d’e´quilibre. Par conse´quent, au bout d’un temps assez court,
seules les quantite´s qui sont conserve´es au cours des processus de relaxation se trouvent
encore dans une situation hors e´quilibre. Le retour vers l’e´quilibre de ces quantite´s conserve´es
s’effectue sur un temps plus long a` travers l’apparition de phe´nome`nes de transport. Ce
transport est de´crit par des e´quations dites hydrodynamiques et les taux avec lesquels le
retour vers l’e´quilibre est assure´ sont appele´s coefficients de transport.
Dans notre cas, nous allons supposer qu’a` un instant initial la particule est cre´e´e en un
site n = 0 :
σn1n2(t = 0) = δn10δn20 ⇒ σq+k,q(t = 0) = 1/N (7.68)
Le re´seau se trouve alors dans un e´tat hors e´quilibre, celui-ci correspondant a` une distribution
uniforme de la particule sur l’ensemble des sites du re´seau. Au cours de la relaxation, les
quantite´s non conserve´es sont les cohe´rences qui tendent rapidement vers ze´ro au bout d’un
temps t∗ = 1/Γ∗ dit temps de de´phasage. Par contre, les quantite´s conserve´es sont les
populations. Le phe´nome`ne de diffusion est dont un processus de transport qui de´crit le
retour vers une distribution uniforme de la population des e´tats de la base locale.
Dans la the´orie classique du transport, pour un milieu continu, le retour vers l’e´quilibre
de la densite´ de probabilite´ P (x, t) est de´crit par la loi de Fick :
∂tP (x, t) = D∂xxP (x, t) (7.69)
ou`D de´fini le coefficient de diffusion. Par transforme´e de Fourier, cette e´quation montre que le
retour vers l’e´quilibre est de´crit par des modes hydrodynamiques de fre´quence Ωk = ±iDk2.
En d’autres termes, il est possible de de´terminer le coefficient de diffusion D en e´tudiant
les perturbations de grande longueur d’onde (petite valeur de k) de l’e´quation cine´tique qui
gouverne l’e´volution de la particule. Cependant, il existe une autre de´finition du coefficient
de diffusion qui caracte´rise l’e´volution aux temps longs du carre´ moyenne de la densite´ de
probabilite´ :
< x2(t) >≈ 2Dt quand t est grand (7.70)
Dans ces conditions, nous allons de´terminer l’expression microscopique du coefficient de
diffusion en e´tudiant le comportement du carre´ moyen associe´ a` la distribution σnn(t) de la
population des e´tats de la base locale. Ce carre´e moyen est de´fini par :
< n2(t) >=
∑
n
n2σnn(t) = −
∑
q
∂2σq+k,q(t)
∂k2
|k=0 (7.71)
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7.5.1 Etude de l’e´quation maˆıtresse dans le base des ondes planes
Pour caracte´riser l’e´volution temporelle du carre´ moyen associe´ a` la distribution Pn(t) =
σnn(t) de la population des e´tats de la base locale, nous allons re´soudre l’e´quation maˆıtresse
dans la base de Bloch Eq.(7.67). Sans perte de ge´ne´ralite´, cette equation peut s’exprimer
sous la forme ope´ratorielle suivante :
∂t|σ(k, t)〉 = [−h(k) + x(k)
N
U ]|σ(k, t)〉 (7.72)
ou` |σ(k, t)〉 est un vecteur de dimension N contenant l’ensemble des e´le´ments de la RDM
σq+k,q(t). En d’autres termes, dans une repre´sentation note´e |q〉, σq+k,q(t) n’est rien d’autre
que la projection de |σ(k, t)〉 sur |q〉. Avec ces notations, les ope´rateurs introduits dans
l’e´quation pre´ce´dente sont de´finis par :
hqq′(k) = δqq′ [i(ωq+k − ωq) + Γ∗]
Uqq′ = 1 ∀q, q′
x(k) = Γ + 2W cos(k) (7.73)
Par conse´quent, en re´alisant une transformation de Laplace, l’inte´gration formelle de l’e´quation
maˆıtresse s’e´crit :
|σ˜(k, s)〉 = G(k, s)|σ(k, t = 0)〉 (7.74)
avec
G(k, s) = [s+ h(k)− x(k)
N
U ]−1 (7.75)
G(k, s) de´signe la fonction de Green associe´e a` l’ope´rateur h(k) − x(k)U/N qui assure
l’e´volution de la RDM. Avec ces notations, la transforme´e de Laplace du carre´ moyen s’ex-
prime directement en fonction de la fonction de Green :
< n˜2(s) >= − 1
N
∑
qq′
∂2Gqq′(k, s)
∂k2
|k=0 (7.76)
L’inte´reˆt de cette approche re´side dans le fait que la fonction de Green peut eˆtre calcule´e
exactement, essentiellement compte tenu de la simplicite´ du noyau me´moire dans la limite
markovienne. Pour cela, posons :
G0(k, s) = 1
s+ h(k)
⇒ G0qq′(k, s) =
δqq′
s+ i(ωq+k − ωq) + Γ∗ (7.77)
La fonction de Green G(k, s) admet alors un de´veloppement de Dyson de la forme :
G(k, s) = G0(k, s)+G0(k, s)x(k)
N
UG0(k, s)+G0(k, s)x(k)
N
UG0(k, s)x(k)
N
UG0(k, s)+... (7.78)
Sachant que Uqq′ = 1 ∀q, q′, on en de´duit :
Gqq′(k, s) = G0qq′(k, s) +
x(k)
N
∑
q1q2
G0qq1(k, s)G0q2q′(k, s)
+
x(k)2
N2
∑
q1q2q3q4
G0qq1(k, s)G0q2q3(k, s)G0q4q′(k, s) + ... (7.79)
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En posant
M(k, s) = 1
N
∑
qq′
G0qq′(k, s) =
1
N
∑
q
1
s+ i(ωk+q − ωq) + Γ∗ (7.80)
on en de´duit :
1
N
∑
qq′
Gqq′(k, s) = M(k, s) + x(k)M2(k, s) + x(k)2M3(k, s) + ...
=
M(k, s)
1− x(k)M(k, s) (7.81)
Ainsi, en utilisant ces re´sultats, la transforme´e de Laplace du carre´ moyen s’e´crit :
< n˜2(s) >= − ∂
2
∂k2
M(k, s)
1− x(k)M(k, s) |k=0 (7.82)
Par conse´quent, en re´alisant un de´veloppement limite´ a` l’ordre 2 par rapport au vecteur
d’onde k, on en de´duit finalement :
< n˜2(s) >=
2 < v2 >
s2(s+ Γ∗)
+
2W
s2
(7.83)
Par transforme´e de Laplace inverse, le carre´ moyen devient :
< n2(t) >= 2 < v2 > [
t
Γ∗
+
e−Γ
∗t − 1
Γ∗2
] + 2Wt (7.84)
avec < v2 >= 2J2 la moyenne sur la bande permise du carre´ de la vitesse de groupe de la
particule.
Aux temps courts, c’est-a`-dire lorsque Γ∗t << 1, le carre´ moyen montre deux contribu-
tions de´finies par :
< n2(t) >≈< v2 > t2 + 2Wt (7.85)
Le terme en < v2 > t2 co¨ıncide avec le terme obtenu dans les Eqs.(2.83) et (2.84) du chapitre
2. Il caracte´rise l’e´volution du carre´ moyen lorsque la particule se de´localise le long du re´seau
a` l’instar d’une onde. En effet, tant que Γ∗t << 1, les fluctuations du bain n’ont pas encore
permis de de´truire la cohe´rence de la particule dont la nature ondulatoire est comple`tement
exalte´e. La particule se comporte alors comme si elle e´tait libre si bien que sa propagation
est uniquement alte´re´e par le phe´nome`ne de dispersion intrinse`que a` la nature du re´seau. Par
contre, un second terme apparaˆıt qui e´tait absent dans notre description du chapitre 2. Ce
terme est en re´alite´ une erreur qui provient du fait que la limite markovienne ne s’applique
pas aux temps courts. Dans une the´orie plus e´labore´e, ce terme est absent aux temps courts
mais apparaˆıt naturellement aux temps plus longs.
Ce re´gime transitoire prenant naissance durant un temps t ≈ 1/Γ∗, on de´finit ge´ne´ralement
la longueur de cohe´rence LΦ comme la distance parcourue par la particule de manie`re
cohe´rente :
LΦ =
√
< v2 >
Γ∗
(7.86)
Lorsque la nature cohe´rente de la particule a disparu, c’est-a`-dire lorsque Γ∗t >> 1,
le carre´ moyen montre une e´volution temporelle line´aire en accord avec le me´canisme de
diffusion :
< n2(t) >≈ [2 < v
2 >
Γ∗
+ 2W ]t (7.87)
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Le coefficient de diffusion est alors de´fini par :
D =
< v2 >
Γ∗
+W (7.88)
Le coefficient de diffusion montre deux contributions d’origine diffe´rentes. Tout d’abord, on
trouve un terme de´crivant le phe´nome`ne de diffusion incohe´rente qui est caracte´rise´ par le
taux de transition entre sites voisins W . Ensuite, un second terme apparaˆıt que l’on qualifie
ge´ne´ralement de coefficient de diffusion cohe´rent car il de´pend de la constante de saut J .
L’origine de ce terme est la suivante. Sous l’action de la constante de saut J , la particule
en n a` tendance a` se de´localiser vers un site voisin n+ 1. Elle est alors porte´e dans un e´tat
qui devient une superposition cohe´rente des e´tats |n〉 et |n+ 1〉. Cependant, compte tenu du
de´phasage, la cohe´rence de cette superposition disparaˆıt si bien que la particule se retrouve
de´crite par un me´lange statistique des deux e´tats |n〉 et |n+ 1〉. Puisque e´tant initiallement
dans |n〉, tout se passe comme s’il existait un taux de transitions qui lui offrait la possibilite´
de transiter dans |n+1〉 de manie`re incohe´rente. Ainsi, c’est la limitation de la de´localisation
cohe´rente par le processus de de´phasage qui conduit a` des transitions incohe´rentes entre e´tats
voisins et qui contribue a` la diffusion de la particule. Par conse´quent, pour les temps longs
devant le temps de de´phasage, la particule perd totalement son caracte`re ondulatoire et
diffuse de site en site a` l’instar d’une particule classique.
• Remarque : de l’e´quation maˆıtresse a` la loi de Fick
A partir de l’e´quation maˆıtresse Eq.(7.64), l’e´volution de la population des e´tats de la
base locale Pn(t) = σnn(t) est donne´e par :
∂tPn(t) = −2J Im[σn+1,n(t) + σn−1,n(t)] +W [Pn+1(t) + Pn−1(t)− 2Pn(t)] (7.89)
La population du site n de´pend alors des cohe´rences ”voisines” σn±1,n(t) dont les va-
riations temporelles sont gouverne´es par l’e´quation :
∂tσn+1,n(t) = iJ (σn+2,n(t)− σn+1,n−1(t) + Pn(t)− Pn+1(t)]− Γ∗σn+1,n(t)
∂tσn−1,n(t) = iJ (σn−2,n(t)− σn−1,n+1(t) + Pn(t)− Pn−1(t)]− Γ∗σn−1,n(t)(7.90)
En ne´gligeant l’influence des cohe´rences entre sites seconds voisins, les cohe´rences
σn±1,n(t) deviennent :
σn±1,n(t) ≈ iJ
∫ t
0
dt1e
−Γ∗(t−t1)[Pn(t1)− Pn±1(t1)] (7.91)
En injectant cette solution dans l’e´quation d’e´volution des populations, on obtient :
∂tPn(t) ≈ 2J2
∫ t
0
dt1e
−Γ∗(t−t1)[Pn+1(t1) + Pn−1(t1)− 2Pn(t1)]
+ W [Pn+1(t) + Pn−1(t)− 2Pn(t)] (7.92)
Finalement, en supposant que le temps de de´phasage est court devant le temps typique
d’e´volution des populations, la limite Markovienne de cette e´quation donne :
∂tPn(t) ≈
(
W +
2J2
Γ∗
)
[Pn+1(t) + Pn−1(t)− 2Pn(t)] (7.93)
On trouve alors une forme discre`te de la loi de Fick qui montre bien le phe´nome`ne de
diffusion selon le coefficient D = W + 2J2/Γ∗
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Figure 7.1 – Repre´sentation de l’espace de Liouville 2D
7.5.2 Invariance translationelle dans l’espace de Liouville
Dans le paragraphe pre´ce´dent, nous avons de´termine´ le coefficient de diffusion en exploi-
tant les proprie´te´s de l’e´quation maˆıtresse ge´ne´ralise´e repre´sente´e dans la base de Bloch. Il
est alors possible d’aboutir au meˆme re´sultat mais en travaillant dans la base locale. Plus
pre´cise´ment, l’analyse de l’e´quation maˆıtresse ge´ne´ralise´e dans la base locale re´ve`le des pro-
prie´te´s de syme´tries spe´cifiques qui peuvent eˆtre exploite´es pour re´aliser une re´solution simple
du proble`me.
Ainsi, dans la base locale, l’e´quation maˆıtresse ge´ne´ralise´e Eq.(7.64) s’e´crit :
∂tσnn′(t) = iJ
∑
s=±1
[σn+s,n′(t)− σn,n′+s(t)]
− (Γ + 2W )(1− δnn′)σnn′(t)
+ Wδnn′ {σn+1,n+1(t) + σn−1,n−1(t)− 2σn,n(t)} (7.94)
Cette e´quation montre clairement que l’e´quation maˆıtresse est isomorphe a` une e´quation de
Schro¨dinger de´crivant la dynamique d’une particule fictive se de´plac¸ant sur un re´seau 2D
(voir Fig. 7.1). Un tel re´seau, dont la position de chaque site est repe´re´e par les deux indices
n et n′, constitue une repre´sentation graphique de l’espace Liouville dans lequel e´volue la
matrice densite´. Dans ce contexte, σnn′(t) joue le roˆle d’une fonction d’onde pour la particule
fictive dont la dynamique est gouverne´e par un Hamiltonien 2D non hermitien appele´ Liou-
villien effectif. A travers cette e´quivalence, les termes du second membre de l’Eq.(7.94) qui
caracte´risent l’e´volution cohe´rente conduisent a` une dynamique anisotrope (late´ral +J selon
une direction et late´ral −J selon l’autre direction) invariante par translation selon les deux
directions principales du re´seau 2D. Par contre, les autres termes de l’e´quation maˆıtresse
ge´ne´ralise´e brisent cette invariance translationnelle 2D. Cependant, comme le montre clai-
rement la Fig. 7.1, l’espace de Liouville reste invariant par translation selon la direction
diagonale spe´cifie´e par l’e´galite´ n = n′.
Cette invariance par translation sugge`re de re´aliser un de´veloppement de la RDM sur
une base de Bloch approprie´e. Pour cela, il pourrait sembler judicieux d’introduire les coor-
donne´es de Wigner spe´cifie´es par :
X =
n+ n′
2
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m = n′ − n (7.95)
Avec de telles variables, l’invariance par translation de l’espace de Liouville s’effectue selon la
direction du centre de masse X. Malheureusement, sur un re´seau, il convient d’eˆtre prudent
car X peut ne pas appartenir a` un site du re´seau. En effet, si n = 1 et n′ = 4 alors X = 2.5 !
Pour reme´dier a` ce proble`me, nous allons introduire les variables suivantes :
x = n
m = n′ − n (7.96)
Dans ces conditions, la RDM s’e´crivant σnn′(t) = σx,x+m(t), elle admet un de´veloppement
sous la forme d’ondes de Bloch de la forme :
σx,x+m(t) =
1
imN
∑
k
Ψk(m, t)e
−ik(x+m/2)
Ψk(m, t) = i
m
∑
x
σx,x+m(t)e
ik(x+m/2) (7.97)
ou` le facteur im est introduit pour simplifier les e´critures qui vont suivre. Le vecteur d’onde
k est un bon nombre quantique qui prend N valeurs dans la premie`re zone de Brillouin du
re´seau physique re´el 1D. Puisque k devient un bon nombre quantique, le Liouvillien effectif
est diagonal par block si bien que l’e´quation maˆıtresse ge´ne´ralise´e, avec les nouvelles variables
Ψk(m) s’e´crit :
i∂tΨk(m, t) = −iΓ∗Ψk(m, t)− Jk[Ψk(m+ 1, t) + Ψk(m− 1, t)]
+ iδm,0[Γ + 2W cos(k)]Ψk(m, t) (7.98)
avec Jk = 2J sin(k/2). Ainsi, pour chaque vecteur d’onde k, l’e´quation maˆıtresse ge´ne´ralise´e
se re´duit a` une e´quation isomorphe a` l’e´quation de Schro¨dinger pour une particule fictive
en mouvement sur un re´seau 1D. Chaque site de ce re´seau, dont la position est repe´re´e par
l’indice m, posse`de une e´nergie propre complexe −iΓ∗ et deux sites plus proche voisins sont
couple´s a` travers la constante de saut Jk. De plus, ce re´seau e´quivalent pre´sente un de´faut
sur le site m = 0 dont l’e´nergie propre complexe se re´duit a` −2iW [1− cos(k)].
Dans ces conditions, le calcul du coefficient de diffusion se re´duit au calcul de la fonction
de Green d’un re´seau 1D qui posse`de un de´faut ponctuel. En effet, a` partir de l’Eq.(7.97),
on montre facilement que la population du site n, c’est-a`-dire σnn(t), est donne´e par la
transforme´e de Fourier de la fonction Ψk(m = 0, t). L’e´volution temporelle du carre´ moyen
de la densite´ de probabilite´ est alors gouverne´e par le comportement aux grandes longueurs
d’onde de la projection sur le site m = 0 de la fonction Ψk(m = 0, t) selon la relation :
< n2(t) >= −
(
∂2Ψk(0, t)
∂k2
)
k=0
(7.99)
En re´alisant une transformation de Laplace, cette relation se re´e´crit :
< n˜2(s) >= −i
(
∂2Gk(0, 0, is)
∂k2
)
k=0
(7.100)
ou` Gk(is) de´signe la fonction de Green du re´seau 1D pre´sentant le de´faut. En utilisant le
formalisme de la fonction de Green du chapitre 3, la projection Gk(0, 0, is) de cette fonction
de Green se de´duit de la fonction de Green du re´seau ide´al selon la relation :
Gk(0, 0, is) =
1
1−G(0)k (0, 0, is)V
G
(0)
k (0, 0, is) (7.101)
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avec V = i[Γ+2W cos(k)] et ou` la projection de la fonction de Green du re´seau ide´al s’e´crit :
G
(0)
k (0, 0, is) =
1
i
√
4J2k + (s+ Γ
∗)2
(7.102)
Finalement, en effectuant un de´veloppement limite´ pour les faibles valeurs de k, on obtient :
< n˜2(s) >=
2W
s2
+
4J2
s2(s+ Γ∗)
(7.103)
L’Eq.(7.103) e´tant e´quivalente a` l’e´quation Eq.(7.83), on retrouve facilement l’expression du
carre´ moyen obtenue dans le paragraphe pre´ce´dent, ainsi que celle du coefficient de diffusion.
7.6 Un mode`le simple de couplage bain / particule
Pour appre´hender les me´canismes de relaxation de manie`re plus pre´cise, nous allons in-
troduire le mode`le du potentiel de de´formation qui est couramment utilise´ dans la litte´rature
pour e´tudier les processus de relaxation en matie`re condense´e. Dans ce mode`le, la particule
en mouvement sur le re´seau interagit avec les phonons de ce re´seau qui sont les excitations
collectives de´crivant les vibrations longitudinales des sites.
Ainsi, on associe a` chaque site n une entite´ atomique ou mole´culaire rigide de masse
M qui effectue un petit mouvement d’amplitude un autour de sa position d’e´quilibre. Dans
l’approximation harmonique, l’Hamiltonien qui gouverne la dynamique de ces mouvements
est de´fini par :
HB =
∑
n
P 2n
2M
+
w
2
(un+1 − un)2 (7.104)
ou` Pn de´signe le moment conjugue´ de un et w la constante de force entre deux sites plus
proches voisins. Par transformation de Bloch, l’HamiltonienHB s’e´crit comme la somme deN
oscillateurs harmoniques inde´pendants. Un oscillateur de vecteur d’onde k et de fre´quence
Ωk =
√
4w/M | sin(k/2)| de´crit alors un ensemble de phonons de quasi-impulsion h¯k et
d’e´nergie h¯Ωk. En introduisant les ope´rateurs cre´ation et annihilation de phonons, cet Ha-
miltonien se re´e´crit sous la forme usuelle (en unite´ h¯ = 1) :
HB =
∑
k
Ωka
†
kak (7.105)
A l’instar des photons associe´s au champ e´lectromagne´tique, les phonons sont les quasi-
particules qui e´mergent du traitement quantique des vibrations du re´seau. Ils de´crivent le
champ de vibration qui se propage sous la forme d’ondes acoustiques le long du re´seau. Le
relation de dispersion de ces ondes, Ωk = Ωc| sin(k/2)|, de´finit une bande permise qui s’e´tend
de ze´ro jusqu’a` une fre´quence de coupure Ωc =
√
4w/M . A l’inte´rieur de cette bande, la
densite´ de modes est donne´e par :
g(Ω) =
2
piΩc
1√
1− ( Ω
Ωc
)2
(7.106)
Dans le mode`le du potentiel de de´formation, le couplage entre la particule et les phonons
prend son origine dans la modulation stochastique des e´nergies de site ωn. En d’autres termes,
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les mouvements atomiques du re´seau modifient l’environnement physico-chimique de chaque
site si bien que l’e´nergie propre de l’e´tat local |n〉 e´volue de manie`re ale´atoire autour de sa
moyenne ω0. On notera que dans ces conditions, le couplage avec le bain est uniquement
responsable d’une de´cohe´rence quantique mais il ne produit pas de sauts incohe´rents. Pour
mode´liser cet effet, on suppose ge´ne´ralement que la modulation des e´nergies de site est une
fonction line´aire des de´placements atomiques. Le couplage particule-phonons se met sous la
forme :
∆H =
∑
n
∆ωn|n〉〈n| avec ∆ωn =
∑
k
1√
N
[∆kna
†
k + ∆
∗
knak] (7.107)
ou` ∆kn de´signe l’amplitude de l’interaction entre la particule sur le site n et les phonons
de vecteur d’onde k. Son module est inde´pendant de n compte tenu de l’invariance par
translation du re´seau. Sous l’action d’une telle interaction, les proprie´te´s de relaxation de
la particule sont entie`rement caracte´rise´es par la donne´e de la fonction de distribution du
couplage J(Ω) de´finie par :
J(Ω) =
1
N
∑
k
|∆kn|2δ(Ω− Ωk) (7.108)
J(Ω) de´crit l’intensite´ du couplage entre la particule et les phonons dont la fre´quence est
comprise entre Ω et Ω+dΩ. De manie`re ge´ne´rale, |∆kn|2 est une fonction dont la de´pendance
en k s’exprime via les fre´quences Ωk du bain de phonons : |∆kn|2 = |∆(Ωk)|2. La distribution
de couplage de´pend alors de la densite´ de modes selon la relation : 2
J(Ω) = |∆(Ω)|2g(Ω) (7.110)
Bien que par la suite nous donnerons une expression explicite de J(Ω) dans le cadre
de la the´orie de Davydov, il convient de noter qu’il existe diffe´rents mode`les pour spe´cifier
la forme de la distribution du couplage. Ces mode`les conduisent ge´ne´ralement a` une loi de
puissance dans le domaine des basses fre´quences suivie d’une de´croissance dans le domaine
des hautes fre´quences. Cette de´croissance permet alors de rendre compte de l’existence d’une
fre´quence de coupure dans le spectre des phonons. A titre d’exemple, on peut citer le mode`le
dit ohmique pour lequel la distribution de couplage varie selon la loi :
J(Ω) = J0Ω
αe−Ω/Ωc (7.111)
avec α = 1. Les cas α > 1 et α < 1 caracte´risent respectivement les situations super-ohmique
et sub-ohmique. De meˆme, le mode`le de Debye conduit a` une distribution de couplage Lo-
rentzienne donne´e par :
J(Ω) = J0
Ω
Ω2 + Ω2c
(7.112)
Dans ces conditions, le couplage avec le bain e´tant uniquement responsable d’un phe´nome`ne
de de´cohe´rence, la constante de de´phasage est de´finie par :
Γ = 2Re
∫ ∞
0
dt〈∆ωn(t)∆ωn(0)〉B
2. On rappelle que la densite´ de modes s’exprime comme une somme de fonctions de Dirac :
g(Ω) =
1
N
∑
k
δ(Ω− Ωk) (7.109)
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= 2Re
∫ ∞
0
dt
1
N
∑
k
|∆kn|2[nkeiΩkt + (nk + 1)e−iΩkt]
= 2
∫ ∞
0
dt
1
N
∑
k
(2nk + 1)|∆kn|2 cos(Ωkt) (7.113)
ou` nk = 1/[exp(βΩk) − 1] est la distribution de Bose-Einstein associe´e au mode k, c’est-a`-
dire le nombre moyen de phonons qui occupent le mode k a` l’e´quilibre thermodynamique
a` la tempe´rature T . Dans l’Eq.(7.113), la somme sur k se transforme en une inte´grale sur
les fre´quences ponde´re´e par la densite´ de modes des phonons g(Ω) : 1/N
∑
k →
∫ Ωc
0 dΩg(Ω).
Dans ce contexte, la constante de de´phasage se re´e´crit sous la forme suivante :
Γ = lim
T→∞
2
∫ T
0
dt
∫ Ωc
0
dΩ(2n(Ω) + 1)g(Ω)|∆(Ω)|2 cos(Ωt)
= lim
T→∞
2
∫ Ωc
0
dΩ(2n(Ω) + 1)J(Ω)
sin(ΩT )
Ω
(7.114)
Soit, finalement : 3
Γ = lim
Ω→0
pi(2n(Ω) + 1)J(Ω) = 2pikBT lim
Ω→0
J(Ω)
Ω
(7.116)
Pour illustrer ce re´sultat, conside´rons le mode`le de Davydov qui de´crit la dynamique d’un
exciton vibrationnel couple´ aux phonons dans une he´lice-α. Dans ce mode`le, la modulation
de l’e´nergie du site n de´pend de la de´formation du re´seau au voisinage de ce meˆme site.
En d’autres termes, ∆ωn est une fonction line´aire de la diffe´rence des de´placements un+1 −
un−1 des sites qui entourent le site n. En de´veloppant les de´placements un en fonction des
ope´rateurs phonons, on montre alors que l’amplitude du couplage exciton-phonon s’e´crit sous
la forme :
∆kn = −i∆0 sin(k)√| sin(k/2)|e−ikn (7.117)
ou` ∆0 caracte´rise la force du couplage. A partir de la relation de dispersion des phonons, on
montre alors facilement que l’intensite´ du couplage s’e´crit :
|∆kn|2 = ∆20
4 sin2(k/2) cos2(k/2)
| sin(k/2)| = 4∆
2
0
Ωk
Ωc
[
1−
(
Ωk
Ωc
)2]
(7.118)
Dans ces conditions, la distribution du couplage de´finit un mode`le ohmique selon la relation :
J(Ω) =
8∆20Ω
piΩ2c
√√√√1− ( Ω
Ωc
)2
(7.119)
La constante de de´phasage du mode`le de Davydov devient finalement :
Γ =
16kBT∆
2
0
Ω2c
(7.120)
3. On utilisera les proprie´te´s
lim
t→∞
sin(Ωt)
Ω
= piδ(ω) et
∫ Ωc
0
δ(ω)dω = 1/2 (7.115)
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Ce re´sultat, bien que relativement simpliste, montre clairement que le longueur de cohe´rence
est inversement proportionnelle a` la tempe´rature et de´croˆıt avec l’intensite´ du couplage entre
la particule et le bain :
LΦ =
√
2JΩ2c
16kBT∆20
(7.121)
Un calcul nume´rique montre que la longueur de cohe´rence est voisine de 20 unite´s peptidiques
a` 50 K alors qu’elle se re´duit a` 3 unite´s peptidiques a` tempe´rature biologique. La nature
cohe´rente de la particule est donc particulie`rement exalte´e a` basse tempe´rature uniquement.
De plus, puisque la diffusion incohe´rente est absente, on constate que le coefficient de diffusion
cohe´rent diverge lorsque la tempe´rature tend vers ze´ro :
D =
J2Ω2c
8kBT∆20
=
√
2JLΦ (7.122)
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Chapitre 8
Proble`mes et exercices
8.1 Fonction de Green
8.1.1 Exercice 1
Soit un syste`me quantique d’Hamiltonien H. On de´finit la fonction de Green avance´e
par :
K−(t) = iθ(−t)U(t) (8.1)
Montrer que :
(i∂t −H)K−(t) = δ(t) (8.2)
Soit G−(ω) le propagateur associe´ de´fini par :
G−(ω) =
∫ +∞
−∞
dtK−(t)eiωt (8.3)
Montrer que :
G−(ω) = lim
→0+
[ω −H − i]−1 (8.4)
8.1.2 Exercice 2
Soient G±(ω) = [ω − H ± i0+]−1 les fonctions de Green (propagateurs) respectivement
retarde´e et avance´e. Montrer que :
U(t) =
1
2ipi
∫ +∞
−∞
dω[G−(ω)−G+(ω)]e−iωt (8.5)
En de´duire l’expression de l’ope´rateur d’e´volution comme une inte´grale dans le plan complexe
sur la re´solvante G(z) = [z −H]−1.
8.1.3 Exercice 3
Soit Pn/n0(t) la probabilite´ d’observer une particule sur le site n a` l’instant t sachant
qu’elle se trouve sur le site n0 a` l’instant t = 0. Montrer que :
lim
t→+∞Pn/n0(t) = lim→0+

pi
∫ +∞
−∞
dω|Gnn0(ω + i)|2 (8.6)
On pourra utiliser l’identite´ :∫ +∞
−∞
dω(
1
ω − a− iη )(
1
ω − b+ iη ) =
2ipi
a− b+ 2iη (8.7)
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8.1.4 Exercice 4
En utilisant les re´sultats de l’exercice pre´ce´dent, montrer que le coefficient de diffusion
d’une particule en mouvement sur un re´seau 1D est de´fini par :
D = lim
→0+
2
pi
∫ +∞
−∞
dω〈G(ω − i)X2G(ω + i)〉 (8.8)
ou` le symbole < ... > de´signe une moyenne sur l’e´tat initial de la particule et ou` X de´signe
l’ope´rateur position sur re´seau :
X =
∑
n
n|n〉〈n| (8.9)
8.1.5 Exercice 5
Soit un re´seau 1D invariant par translation. En mouvement sur ce re´seau, un particule
posse`de comme e´tats propres des ondes de Bloch de vecteur d’onde q et d’e´nergie ωq. La
particule e´tant initialement en n = 0, montrer que la carre´ moyen de sa position e´volue selon
la loi :
< n2(t) >=
1
N
∑
q
v2q t
2 (8.10)
ou` vq de´signe la vitesse de groupe de la particule.
8.1.6 Exercice 6
Selon la the´orie de la re´ponse line´aire, le spectre d’absorption optique d’un syste`me
quantique initialement dans l’e´tat |i〉 est donne´ par la partie imaginaire de la susceptibilite´ :
χ′′(ω) =
∑
f
pi|µfi|2[δ(ω − ωfi)− δ(ω + ωfi)] (8.11)
En supposant maintenant que le syste`me se trouve a` l’e´quilibre thermodynamique a` la
tempe´rature T (situation canonique), montrer que le spectre s’e´crit :
χ′′(ω) =
1
2
(1− e−βω)
∫ +∞
−∞
dteiωt < µˆ(t)µˆ(0) > (8.12)
ou` β = 1/kT , ou` < ... > de´signe une moyenne statistique sur l’e´tat initial et ou` µˆ(t) est la
repre´sentation de Heisenberg de l’ope´rateur moment dipolaire.
8.1.7 Exercice 7
Soit une particlue libre de masse m en mouvement dans un espace continu a` une dimen-
sion. L’Hamiltonien de la particule est de´fini par :
H =
p2
2m
(8.13)
ou` p est l’ope´rateur impulsion dont la repre´sentation coordonne´e s’e´crit p = −ih¯∂x. Soit
G(E) = (E −H)−1 la fonction de Green de la particule libre. Montrer qu’en repre´sentation
coordonne´e la fonction de Green ve´rifie l’e´quation :
(
h¯2
2m
∂2
∂x2
+ E)G(x, x′) = δ(x− x′) (8.14)
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En posant K =
√
2mE/h¯2, on cherche une solution de la forme
G(x, x′) = AeiK|x−x
′| (8.15)
De´terminer A. En comparant l’expression de G(x, x′) et celle de la fonction de Green du
mode`le des liaisons fortes Gnn′(ω) montrer la relation entre la masse de la particule libre et
la constante de saut J : J = h¯2/2ma2. Conclure !
8.2 Conductivite´ et Fonction de Green
8.2.1 Relation entre la conductivite´ et la susceptibilite´
Dans cette premie`re partie, nous allons utiliser une approche purement classique pour
e´tablir une relation tre`s ge´ne´rale entre la partie imaginaire de la susceptibilite´ et la partie
re´elle de la conductivite´ d’un me´tal. Ainsi, on conside`re un gaz classique d’e´lectrons libres
de densite´ n. Ce gaz est place´ dans un champ e´lectrique sinuso¨ıdale E(t) = E(ω)e−iωt.
Chaque e´lectron de charge −e et de masse m est soumis a` une force F (t) = −eE(t). De
plus, pour tenir compte des effets de dissipation (collisions des e´lectrons avec les phonons
et les impurete´s du re´seau), chaque e´lectron est soumis a` une force de frottement visqueux
f = −(m/τ)v, ou` v de´signe la vitesse de l’e´lectron. Le temps τ de´finit le temps typique entre
deux collisions.
Pour simplifier notre analyse, nous travaillerons a` une dimension. Dans ce cas la polari-
sation du gaz e´lectronique est de´finie par
P (ω) = −nex(ω) = χ(ω)E(ω) (8.16)
ou` χ(ω) est la susceptibilite´ line´aire du milieu. De meˆme, la densite´ de courant e´lectronique
est donne´e par
J(ω) = −nev(ω) = σ(ω)E(ω) (8.17)
ou` σ(ω) est la conductivite´ e´lectrique du milieu.
1) Ecrire l’e´quation du mouvement d’un e´lectron
2) En cherchant une solution de la forme x = x(ω)e−iωt, de´terminer l’amplitude x(ω) en
re´gime permanent. Montrer que la susceptibilite´ s’e´crit :
χ(ω) = −ne
2τ
iωm
1 + iωτ
1 + (ωτ)2
(8.18)
3) En cherchant la vitesse de la forme v = v(ω)e−iωt, de´terminer l’amplitude v(ω) en re´gime
permanent. Montrer que le conductivite´ s’e´crit :
σ(ω) =
ne2τ
m
1 + iωτ
1 + (ωτ)2
(8.19)
4) En de´duire Re σ(ω) = ω Im χ(ω).
Bien que base´e sur une approche tre`s simpliste, il s’ave`re que cette relation est ge´ne´rale
que le syste`me soit traite´ de manie`re classique ou quantique. Elle nous servira de base pour
de´terminer la conductivite´ en fonction de la fonction de Green.
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8.2.2 Expression ge´ne´rale de la conductivite´
A partir de la the´orie de la re´ponse line´aire, on montre que la partie imaginaire de la
susceptibilite´ d’un syste`me quantique quelconque s’e´crit :
χ′′(ω) =
pi
V h¯
∑
if
Pi|µfi|2(δ(ω − ωfi)− δ(ω + ωfi)) (8.20)
ou` |i〉 et |f〉 sont les e´tats propres de l’Hamiltonien H du syste`me associe´s aux valeurs
propres h¯ωi et h¯ωf . Dans cette expression, Pi de´signe la probabilite´ d’observer le syste`me
dans l’e´tat |i〉 et µfi est un e´le´ment de matrice de l’ope´rateur moment dipolaire. On notera
que pour e´viter les confusions, h¯ a e´te´ re´introduit ainsi que le volume V du syste`me. De plus,
pour simplifier, nous ne conside´rerons qu’une seule direction de l’espace. Pour un e´lectron,
le moment dipolaire est de´fini par µ = −ex, ou` x est l’ope´rateur position.
1) En jouant sur les indices, montrer que cette expression s’e´crit :
χ′′(ω) =
pie2
V h¯
∑
if
(Pi − Pf )|xfi|2δ(ω − ωfi) (8.21)
2) En me´canique quantique, l’ope´rateur vitesse associe´ a` l’ope´rateur position est de´fini par
la relation v = x˙ = i
h¯
[H, x]. Montrer que :
vfi = iωfixfi (8.22)
En de´duire
χ′′(ω) =
pie2
V h¯
∑
if
(Pi − Pf )
ω2
|vfi|2δ(ω − ωfi) (8.23)
3) Compte tenu de la relation e´tablie dans la premie`re partie, montrer que la partie re´elle
de la conductivite´ s’e´crit :
Re σ(ω) =
pie2
V h¯
∑
if
f(ωi)− f(ωi + ω)
ω
|vfi|2δ(ω − ωfi) (8.24)
ou` f(ωk) = Pk est la distribution de Fermi-Dirac qui spe´cifie la population e´lectronique d’un
e´tat d’e´negie h¯ωk. En de´duire que :
Re σ(ω) =
pie2
V h¯
∫
dΩ
∑
if
f(Ω)− f(Ω + ω)
ω
|vfi|2δ(ω + Ω− ωf )δ(Ω− ωi) (8.25)
4) En introduisant les e´le´ments de matrice de la fonction de Green retarde´e, en de´duire
l’expression ge´ne´rale de la partie re´elle de la conductivite´ :
Re σ(ω) =
e2
piV h¯
∫
dΩ
f(Ω)− f(Ω + ω)
ω
Tr[Im G(Ω + i0+)vIm G(Ω + ω + i0+)v] (8.26)
ou` le symbole Tr de´signe une trace sur l’ensemble des e´tats propres de H.
5) La conductivite´ statique s’obtient en passant a` la limite ω → 0. Montrer qu’elle s’e´crit :
σ0 = − e
2
piV h¯
∫
dΩ
∂f(Ω)
∂Ω
Tr[Im G(Ω + i0+)vIm G(Ω + i0+)v] (8.27)
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6) Finalement, en de´duire qu’a` basse tempe´rature la conductivite´ devient :
σ0 =
se2
piV h¯
Tr[Im G(ωF + i0
+)vIm G(ωF + i0
+)v] (8.28)
ou` h¯ωF de´signe l’e´nergie de Fermi, ou` s = 2 tient compte du fait que deux e´lectrons de spins
oppose´s contribuant de la meˆme manie`re au courant.
Cette relation, assez complexe en pratique, est couramment utilise´e dans les ouvrages
spe´cialise´s pour appre´hender les proprie´te´s de transport e´lectronique dans les syste`mes
me´soscopiques. Elle fournit une expression tre`s ge´ne´rale en fonction de la fonction de Green
du syste`me. Elle ne se re´duit pas aux proprie´te´s d’un syste`me ide´al et permet de calculer
la conductivite´ en pre´sence de de´fauts, de de´sordre, d’un couplage e´lectron-e´lectron et d’un
couplage e´lectron-phonon.
8.3 Localisation
8.3.1 Probabilite´ de survie
Soit un re´seau semi-infini forme´ par les sites n = 1, 2, 3, .... Sur ce re´seau, la dynamique
d’une particule est gouverne´e par un Hamiltonien de liaisons fortes H de parame`tres ω0 et
−J .
1) Montrer que la projection de la fonction de Green G(ω) = (ω − H)−1 sur le site n=1
s’e´crit :
G11(ω) = − τ
J
avec τ(ω) = −ω − ω0
2J
+ i
√
1− (ω − ω0
2J
)2 (8.29)
2) En de´duire que la probabilite´ de survie de l’e´tat de bord n = 1 s’e´crit :
P1(t) = |J0(2Jt) + J2(2Jt)|2 =
(
J1(2Jt)
Jt
)2
(8.30)
On rappelle que les fonctions de Bessel de premie`re espe`ce sont de´finies par :
Jn(z) =
i−n
2pi
∫ pi
−pi
dqei[qn+z cos(q)] (8.31)
Ces fonctions ve´rifient :
Jn(−z) = (−1)nJn(z) ; J−n(z) = (−1)nJn(z) et Jn(z) = z
(
Jn−1(z) + Jn+1(z)
2n
)
(8.32)
3) Sachant que pour z >> 1 on a
Jn(z) ≈
√
2
piz
cos(z − npi/2− pi/4), (8.33)
montrer que P1(t) de´croˆıt tre`s rapidement selon une loi en 1/t
3. Dans un re´seau infini, la
probabilite´ de survie d’un e´tat local de´croˆıt e´galement mais selon une loi en 1/t. Pourquoi
cette diffe´rence ?
118 CHAPITRE 8. PROBLE`MES ET EXERCICES
8.3.2 Etats de surface et/ou de bord
Soit un re´seau semi-infini forme´ par les sites n = 1, 2, 3, .... Sur ce re´seau, la dynamique
d’une particule est gouverne´e par un Hamiltonien de liaisons fortes de parame`tres ω0 et −J .
De plus, le re´seau posse`de un de´faut traduisant un de´placement de l’e´nergie du site n = 1 :
ω1 = ω0 + ∆. Dans cet exercice, on supposera ∆ > 0.
1) Pour un re´seau semi-infini sans de´faut, la fonction de Green s’e´crit :
G0nn′ =
τ |n−n
′| − τn+n′
J(τ − τ−1) avec τ = e
ik(ω) et ω = ω0 − 2J cos(k) (8.34)
Montrer qu’en pre´sence du de´faut la fonction de Green G(ω) devient :
Gnn′ = G
0
nn′ +G
0
n1G
0
1n′
∆
1 + ∆
J
τ
(8.35)
2) En e´tudiant les poˆles de G(ω), montrer qu’il existe un e´tat localise´ de vecteur d’onde
complexe k(ω) = pi + iκ(ω) avec :
e−κ(ω) =
J
∆
(8.36)
En de´duire que cet e´tat localise´ apparaˆıt si et seulement si ∆ est supe´rieur a` une valeur
critique ∆∗ que l’on de´terminera.
3) Pour ∆ > ∆∗, de´terminer la longueur de localisation ξ = κ(ω)−1 ainsi que l’e´nergie de
l’e´tat localise´. Etudier les variations de cette dernie`re en fonction de ∆.
8.4 Conductance quantique : 2 re´sistances en se´rie
8.4.1 Premie`re Partie
Dans cette premie`re partie, nous allons de´finir la re´sistance d’un conductance quantique
correspondant a` un re´seau 1D pre´sentant un de´faut local en un site particulier. En l’absence
de de´faut, la dynamique des e´lectrons de conduction du re´seau 1D est de´crite par un mode`le
de liaisons fortes dont l’Hamiltonien s’e´crit :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (8.37)
On suppose maintenant que le re´seau pre´sente un de´faut sur le site n = 0. Ce de´faut corres-
pond a` un mur de potentiel traduisant le fait que l’e´nergie de l’orbitale du site n = 0 s’e´crit
ω0 + ∆.
1) Montrer qu’en pre´sence du de´faut, on peut e´crire l’Hamiltonien de l’e´lectron sous la forme
H = H0 + V avec V = ∆|0〉〈0|. Par la suite on notera ED le sous espace associe´ au de´faut.
De dimension 1, ce sous espace est sous tendu par la base re´duite BD = {|0〉}. On posera
P = |0〉〈0| le projecteur sur le sous espace ED.
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2) Montrer que la fonction de Green G(ω) = (ω−H)−1 du re´seau re´el s’exprime en fonction
de la fonction de Green G0(ω) = (ω −H0)−1 du re´seau ide´al selon la relation :
G(ω) = G0(ω) +G0(ω)T (ω)G0(ω) (8.38)
avec
T (ω) = PV (1− PG0V P )−1 (8.39)
En de´duire que la matrice T n’a qu’un seul e´lement non nul qui correspond a` sa restriction
au sous espace ED. Montrer que cet e´le´ment est de´fini par :
T00(ω) =
∆
1−∆G000(ω)
(8.40)
3) Dans un re´seau ide´al, les e´lements de la fonction de Green sont de´finis par :
G0nn′(ω) =
eik(ω)|n−n
′|
2iJ sin(k(ω))
(8.41)
Quelle est la relation qui relie le vecteur d’onde k(ω) a` l’e´nergie ω ?
On introduit alors le parame`tre µ(ω) de´fini par :
µ(ω) = − ∆
2J sin(k(ω))
(8.42)
En de´duire que l’unique e´lement de la matrice T (ω) s’e´crit :
T00(ω) =
∆
1− iµ(ω) (8.43)
4) Montrer que le coefficient de transmission d’une onde de fre´quence ω a` travers le de´faut
s’e´crit :
t(ω) =
1
1− iµ(ω) (8.44)
5) Le re´seau 1D est connecte´ par la droite et par la gauche a` deux re´servoirs d’e´lectrons entre
lesquels on e´tablit une diffe´rence de potentiel. Sachant que dans le re´seau on suppose que
chaque site ”fournit” un e´lectron de conduction, quelle est la valeur du niveau de Fermi ? En
de´duire le vecteur d’onde de Fermi qF ? En utilisant la Formule de Landauer, montrer que
la conductance quantique est de´finie par :
g1 =
2e2
h
1
1 + ( ∆
2J
)2
(8.45)
6) Dans la limite ∆ >> J , montrer que la re´sistance du conducteur quantique s’e´crit :
R1 = R0
(
∆
2J
)2
(8.46)
Que vaut R0 ?
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8.4.2 Seconde partie
Dans cette partie, on se propose d’e´tudier la re´sistance d’un conducteur quantique qui
pre´sente deux de´fauts localise´s sur les sites n = 0 et n = L, respectivement. Chaque de´faut
traduit l’existence d’un mur de potentiel correspondant a` une self-e´nergie des sites n = 0 et
n = L e´gale a` ω0 + ∆. En d’autres termes, le conducteur apparaˆıt e´quivalent a` la mise en
se´rie de deux conducteurs pre´sentant chacun un seul de´faut !
1) Montrer qu’en pre´sence des de´faut, on peut e´crire l’Hamiltonien de l’e´lectron sous la forme
H = H0 +V avec V = ∆(|0〉〈0|+ |L〉〈L|). Par la suite on notera ED le sous espace associe´ au
de´faut. De dimension 2, ce sous espace est sous tendu par la base re´duite BD = {|0〉; |L〉}.
On posera P = |0〉〈0|+ |L〉〈L| le projecteur sur le sous espace ED.
2) Montrer que la fonction de Green G(ω) = (ω−H)−1 du re´seau re´el s’exprime en fonction
de la fonction de Green G0(ω) = (ω −H0)−1 du re´seau ide´al selon la relation :
G(ω) = G0(ω) +G0(ω)T (ω)G0(ω) (8.47)
avec
T (ω) = PV (1− PG0V P )−1 (8.48)
En de´duire que la matrice T n’a que quatre e´lements T00, T0L, TL0 et TLL. Dans le sous espace
ED, montrer que la repre´sentation de la matrice T est la suivante :
T (ω) =
∆
(1− iµ)2 − (iµ)2e2ikL
(
1− iµ iµeikL
iµeikL 1− iµ
)
(8.49)
ou` µ ≡ µ(ω) et k ≡ k(ω) ont e´te´ de´finis dans la premie`re partie.
3) En utlisant la relation de Lippman-Schwinger, montrer que le coefficient de transmission
a` travers les deux de´fauts s’e´crit :
t(ω) =
1
(1− iµ)2 − (iµ)2e2ikL (8.50)
4) Le re´seau 1D est connecte´ par la droite et par la gauche a` deux re´servoirs d’e´lectrons entre
lesquels on e´tablit une diffe´rence de potentiel. Si L est pair, montrer que la conductance
quantique vaut :
g12 =
2e2
h
1
1 + 4( ∆
2J
)2
(8.51)
A l’inverse, si L est impair, montrer que la conductance s’e´crit :
g12 =
2e2
h
1
1 + 4( ∆
2J
)4
(8.52)
5) Dans la limite ∆ >> J , montrer que la re´sistance du conducteur quantique s’e´crit :
R12 = 4R0
(
∆
2J
)2
si L est pair
R12 = 4R0
(
∆
2J
)4
si L est impair (8.53)
6) Quelle est votre conclusion sur la mise en se´rie de deux re´sistances ? Peut-on ge´ne´raliser
cette approche au cas d’un ensemble de re´sistances monte´es en se´rie ?
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8.5 Le proble`me du cluster attache´ a` un nano-fil
8.5.1 Premie`re Partie
Le but de cette premie`re partie est d’e´tablir l’expression de la conductance quantique
d’un fil atomique qui pre´sente un de´faut local en un site particulier. Pour cela, on conside`re
tout d’abord la propagation d’un e´lectron dans un re´seau 1D. La dynamique du re´seau e´tant
de´crite par un mode`le de liaisons fortes, chaque site n du re´seau est caracte´rise´ par une
orbitale locale |n〉 dont l’e´nergie est note´e ω0. L’e´lectron est capable de sauter de sites en
sites et on notera −J la constante de saut associe´e. L’Hamiltonien de liaisons fortes est alors
de´fini par :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (8.54)
On suppose maintenant que le re´seau pre´sente un de´faut sur le site n = 0. En d’autres
termes, l’e´nergie de l’orbitale du site n = 0, diffe´rente de celle des autres sites, s’e´crit ω0 +∆.
1) Montrer qu’en pre´sence du de´faut, on peut e´crire l’Hamiltonien de l’e´lectron sous la forme
H = H0 + V avec V = ∆|0〉〈0|. Par la suite on notera ED le sous espace associe´ au de´faut.
De dimension 1, ce sous espace est sous tendu par la base re´duite BD = {|0〉}. On posera
P = |0〉〈0| le projecteur sur le sous espace ED.
2) Soit G(ω) = (ω − H)−1 la fonction de Green du re´seau en pre´sence du de´faut et soit
G0(ω) = (ω − H0)−1 celle du re´seau ide´al. Montrer que G(ω) est relie´e a` G0(ω) par l’in-
terme´diaire de la matrice T selon la relation :
G(ω) = G0(ω) +G0(ω)T (ω)G0(ω) (8.55)
avec
T (ω) =
∆
1−∆G000(ω)
|0〉〈0| (8.56)
3) Dans un re´seau ide´al, on rappelle que les e´le´ments de la fonction de Green sont de´finis
par :
G0nn′(ω) = g0(ω)τ
|n−n′|(ω) avec g0(ω) =
1
J(τ(ω)− τ−1(ω)) (8.57)
ou` τ(ω) = exp[iq(ω)]. Quelle est la relation qui relie le vecteur d’onde q(ω) a` l’e´nergie ω ?
En de´duire que l’unique e´le´ment de la matrice T (ω) s’e´crit :
T00(ω) =
∆
1− g0(ω)∆ (8.58)
4) Montrer que le coefficient de transmission d’une onde de fre´quence ω a` travers le de´faut
s’e´crit :
t(ω) =
1
1− g0(ω)∆ (8.59)
5) Le re´seau 1D est connecte´ par la droite et par la gauche a` deux re´servoirs d’e´lectrons entre
lesquels on e´tablit une diffe´rence de potentiel. Sachant que dans le re´seau on suppose que
chaque site ”fournit” un e´lectron de conduction, quelle est la valeur du niveau de Fermi ?
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En de´duire le vecteur d’onde de Fermi et montrer que la conductance quantique est de´finie
par :
g =
2e2
h
1
1 + ( ∆
2J
)2
(8.60)
8.5.2 Seconde partie
Dans cette partie, on se propose d’utiliser le formalisme e´tabli dans la premie`re partie
pour calculer la conductance quantique d’un nanofil lorsque celui-ci est perturbe´ par la
pre´sence d’un cluster. Nous conside´rerons le cas d’un cluster forme´ par un atome puis le
cas d’un cluster forme´ par deux atomes. Une ge´ne´ralisation au cas d’un cluster forme´ de L
atomes (L > 2) sera envisage´e dans la dernie`re question.
Ainsi, comme le montre la figure, chaque atome du cluster est caracte´rise´ par une orbitale,
note´e |a〉 et |b〉, capable d’accepter un e´lectron du re´seau. Pour simplifier la discussion, les
e´nergies de ces orbitales seront identiques a` celles qui de´finissent le re´seau ide´al, a` savoir
ω0. Depuis le re´seau ide´al, un e´lectron peut sauter sur l’orbitale |a〉 uniquement selon une
constante de saut −J0 qui re´alise une connexion avec le site 0 du re´seau ide´al. De plus,
lorsque le cluster posse`de deux atomes, la constante de saut entre les orbitales |a〉 et |b〉 sera
e´gale a` −J , c’est-a`-dire celle du re´seau ide´al.
Lorsque le cluster est forme´ par un atome dont l’orbitale est note´e |a〉, son Hamiltonien
propre est de´fini par l’unique e´le´ment H = ω0|a〉〈a|. Par contre, lorsque le cluster est forme´
par deux atomes, son Hamiltonien est repre´sente´ par une matrice (2×2) qui est de´finie, dans
le base {|a〉; |b〉}, par :
H =
(
ω0 −J
−J ω0
)
. (8.61)
1) En utilisant la me´thode des projecteurs, montrer que la restriction de la fonction de Green
a` l’ensemble des sites du re´seau ide´al s’e´crit :
G(ω) =
1
ω −H0 − J20Gaa(ω)|0〉〈0|
(8.62)
ou` G(ω) = (ω −H)−1 est la fonction de Green du cluster lorsque celui-ci est isole´ du re´seau
1D. La notation Gaa(ω) de´signe l’e´le´ment de matrice de G(ω) dans l’orbitale |a〉
2) En de´duire que tout se passe comme si la pre´sence du cluster e´tait e´quivalente a` la pre´sence
d’un de´faut sur le site n = 0. Le de´faut traduit un de´placement de l’e´nergie du site n = 0
donne´ par :
∆(ω) = J20Gaa(ω) (8.63)
3) En de´duire l’expression de la conductance quantique du nanofil en fonction de la fonction
de Green du cluster.
4) Lorsque le cluster est forme´ par un seul atome, montrer que Gaa(ω) = 1/(ω − ω0). En
de´duire la valeur de la conductance.
8.6. ETUDE D’UNE JONCTION ME´TAL-MOLE´CULE-ME´TAL 123
Figure 8.1 – Mode´lisation d’un cluster attache´ a` un nano-fil.
5) Lorsque le cluster est forme´ par deux atomes, montrer que
Gaa(ω) = (ω − ω0)
(ω − ω0)2 − J2 (8.64)
En de´duire la valeur de la conductance.
6) Pour analyser le comportement de la conductance lorsque le nombre d’atomes du cluster
est supe´rieur a` 2, nous allons conside´rer que le cluster est forme´ par une chaˆıne contenant L
atomes repe´re´s par l’indice m = 1, ..., L. Dans ce cas, en utilisant la me´thode du clivage, on
montre que la fonction de Green du cluster s’e´crit, ∀ m et m′ ∈ [1, L] :
Gmm′(ω) = τ
|m−m′| − τm+m′
J(τ − τ−1) −
τ 2L+2
1− τ 2L+2
(τm+m
′
+ τ−(m+m
′) − τm−m′ − τm′−m)
J(τ − τ−1) (8.65)
avec τ ≡ τ(ω) = eiq(ω). Le cluster e´tant attache´ au re´seau 1D par l’interme´diaire du site
m = 1, tout se passe comme si la pre´sence du cluster e´tait e´quivalente a` la pre´sence d’un
de´faut d’e´nergie ∆(ω) = J20G11(ω) sur le site n = 0 du re´seau ide´al. En de´duire l’expression
de la conductance du fil ide´al en fonction de la taille du cluster. Pour cela, on montrera qu’au
niveau de Fermi on a :
G11(ω0) = 1
iJ
(
1− (−1)L
1 + (−1)L
)
(8.66)
8.6 Etude d’une jonction me´tal-mole´cule-me´tal
8.6.1 Introduction
L’e´lectronique mole´culaire repose sur l’ide´e que le moyen d’atteindre les dimensions na-
nome´triques est d’utiliser directement des mole´cules organiques qui posse`dent naturellement
cette dimension. Dans ce contexte, le dispositif principal e´tudie´ en e´lectronique mole´culaire
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Figure 8.2 – Mode´lisation de la jonction me´tal-mole´cule-me´tal
est une jonction me´tal-mole´cule-me´tal dans laquelle deux e´lectrodes me´talliques constituent
un re´servoir d’e´lectrons qui sont injecte´s dans une mole´cule.
Pour appre´hender la physique mise en jeu dans ce type de dispositif, nous allons conside´rer
le cas simple ou` la mole´cule joue le roˆle de pont nanome´trique permettant le transfert des
e´lectrons entre les extre´mite´s de deux nano-e´lectrodes. Pour construire ce dispositif, nous
allons conside´rer un re´seau infini 1D. Sur ce re´seau, la propagation e´lectronique est de´crite
par un mode`le de liaisons fortes : chaque site n du re´seau est caracte´rise´ par une orbitale
locale |n〉 dont l’e´nergie est note´e ω0. L’e´lectron est capable de sauter de sites en sites et on
notera −J la constante de saut associe´e. l’Hamiltonien des liaisons fortes H0 est de´fini par :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (8.67)
Pour simuler la pre´sence d’une jonction, nous allons supposer que l’influence de la mole´cule
sur les proprie´te´s de transport de l’e´lectron revient a` changer localement une constante de
saut. En d’autres termes, le syste`me apparaˆıt comme deux re´seaux semi-infinis, c’est-a`-dire
deux nano-e´lectrodes, relie´s par un pont mole´culaire. Ce pont mole´culaire traduit une per-
turbation de la constante de saut entre les sites n = 0 et n = 1 qui est e´gale a` −J ′. En
pre´sence de ce de´faut ponctuel, on notera H = H0 + V l’Hamiltonien e´lectronique.
8.6.2 Conductance quantique
Le but de cette premie`re partie est d’e´tudier les variations de la conductance quantique
de la jonction me´tal-mole´cule-me´tal en fonction de la valeur de la constante de saut J ′.
1) Montrer qu’en pre´sence du de´faut, on peut e´crire l’Hamiltonien de l’e´lectron sous la forme
H = H0 + V avec V = δJ [|0〉〈1| + |1〉〈0|]. Que vaut δJ ? En de´duire que le de´faut agit
uniquement dans le sous espace ED de dimension 2 sous tendu par la base BD = {|0〉, |1〉}.
On posera P = |0〉〈0|+ |L〉〈L| le projecteur sur le sous espace ED. La restriction de PV P a`
ED est donc une simple matrice (2× 2).
2) Soit G(ω) = (ω − H)−1 la fonction de Green du re´seau en pre´sence du de´faut et soit
G0(ω) = (ω − H0)−1 celle du re´seau ide´al. Montrer que G(ω) est relie´e a` G0(ω) par l’in-
terme´diaire de la matrice T selon la relation :
G(ω) = G0(ω) +G0(ω)T (ω)G0(ω) (8.68)
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Seule la restriction de la matrice T au sous espace ED est non nulle. On montrera alors que
dans la base BD, la matrice T est une matrice (2× 2) de´finie par :
T =
1
(1−G001δJ)2 − (G000δJ)2
(
G000δJ
2 δJ(1−G001δJ)
δJ(1−G001δJ) G000δJ2
)
. (8.69)
3) Dans un re´seau ide´al, on rappelle que les e´le´ments de la fonction de Green sont de´finis
par :
G0nn′(ω) =
τ(ω)|n−n
′|
J [τ(ω)− τ−1(ω)] (8.70)
avec
τ(ω) = eik(ω) (8.71)
Quelle est la relation qui relie le vecteur d’onde k(ω) a` l’e´nergie ω ? En posant g0(ω) = G
0
00(ω),
re´e´crire la matrice T (ω) en fonction de δJ , g0, et τ . Pour simplifier l’e´criture, on pourra
omettre la de´pendance en ω de g0 et de τ .
4) En utilisant les re´sultats du cours, montrer que le coefficient de transmission d’une onde
de fre´quence ω a` travers la jonction s’e´crit :
t(ω) =
1− g0δJ(τ − τ−1)
(1− g0δJτ)2 − (g0δJ)2 (8.72)
5) Le re´seau 1D est connecte´ par la droite et par la gauche a` deux re´servoirs d’e´lectrons entre
lesquels on e´tablit une diffe´rence de potentiel. Sachant que dans le re´seau on suppose que
chaque site ”fournit” un e´lectron de conduction, quelle est la valeur du niveau de Fermi ? En
de´duire le vecteur d’onde de Fermi kF ? Montrer que le coefficient de transmission au niveau
de Fermi est de´fini par :
tF =
1
1 + x
2
2(1−x)
(8.73)
ou` x = δJ/J
6) En de´duire l’expression g(x) de la conductance de la jonction me´tal-mole´cule-me´tal en
fonction du parame`tre x. Etudier le comportement de la conductance g(x) en fonction de
x. En particulier, montrer que g(x) s’annule pour une valeur particulie`re de x. Pourquoi ?
Montrer que g(x) admet deux maximum pour des valeurs spe´cifiques de x. Lesquelles ? En
de´duire les valeurs correspondantes de J ′. Donner une repre´sentation graphique de l’allure
de la courbe g(x).
7) A partir des re´sultats pre´ce´dents, montrer que la re´sistance quantique de la jonction
s’e´crit :
R = R0
(
J ′
2J
+
J
2J ′
)2
(8.74)
avec 1/R0 = 2e
2/h.
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8.6.3 Localisation
Le but de cette seconde partie est de montrer que le re´seau pre´sente des e´tats localise´s
qui apparaissent lorsque J ′ prend des valeurs bien pre´cises.
1) En pre´sence du de´faut, les e´nergies propres sont donne´es par les poˆles de G(ω). Ainsi, en
plus des e´nergies propres du re´seau ide´al correspondant aux poˆles deG0(ω), on voit apparaitre
de nouvelles e´nergies propres associe´es aux poˆles de la matrice T . Dans ce contexte, montrer
que ces poˆles sont donne´s par les e´quations
(1− x)τ 2 + xτ − 1 = 0 (8.75)
(1− x)τ 2 − xτ − 1 = 0 (8.76)
ou` l’on rappelle que x = δJ/J et ou` τ(ω) = exp(ik(ω))
2) Nous allons nous inte´resser a` l’existence d’e´tats localise´s. De tels e´tats apparaissent en
dehors de la bande de conduction. Ils sont caracte´rise´s par un vecteur d’onde complexe
k(ω) = iκ(ω) ou k(ω) = pi + iκ(ω). Pourquoi ? En discutant les valeurs possibles de κ(ω),
montrer que les solutions recherche´es τ(ω) sont comprises dans l’intervalle τ(ω) ∈]− 1, 1[.
3) En e´tudiant les Eqs.(8.75) et (8.76), montrer que le re´seau est le sie`ge de deux e´tats lo-
calise´s qui apparaissent simultane´ment en dessous et au dessus de la bande de conduction
si et seulement si J ′ > J ou` J ′ < −J .
4) En supposant J ′ > J , de´terminer la longueur de localisation et l’e´nergie des deux e´tats
localise´s. Re´aliser une repre´sentation graphique sommaire de l’e´volution des e´nergies en fonc-
tion de J ′.
5) En supposant J ′ < −J , de´terminer la longueur de localisation et l’e´nergie des deux
e´tats localise´s. Re´aliser une repre´sentation graphique sommaire de l’e´volution des e´nergies
en fonction de J ′.
8.7 Le graphe en forme de peigne
8.7.1 Questions pre´liminaires
Sur le re´seau ide´al de la Figure 1.(a), la propagation d’un e´lecton est de´crite par un
mode`le de liaisons fortes. Chaque site n est caracte´rise´ par une orbitale |n〉 d’e´nergie ω0 et
on note −J la constante de saut entre deux orbitales voisines. L’Hamiltonien du re´seau est
de´fini par :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (8.77)
La fonction de Green du re´seau a` la fre´quence ω = ω0 − 2J cos(k(ω)) s’e´crit :
G0nn′(ω) = g0(ω)e
ik(ω)|n−n′| avec g0(ω) = G000(ω) =
1
2iJ sin(k(ω))
(8.78)
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On suppose maintenant que le re´seau pre´sente un de´faut sur le site n = 0 traduisant le
fait que l’e´nergie de l’orbitale |n = 0〉 s’e´crit ω0 + ∆ (voir Figure 1.(b)).
1) Montrer qu’en pre´sence du de´faut la fonction de Green du re´seau re´el s’e´crit :
G(ω) = G0(ω) +G0(ω)T (ω)G0(ω) avec T (ω) =
∆
1−∆g0(ω) |0〉〈0| (8.79)
2) Montrer que la restriction g(ω) = G00(ω) de la fonction de Green sur le site occupe´ par
le de´faut s’e´crit :
g(ω) =
g0(ω)
1−∆g0(ω) (8.80)
3) Montrer que le coefficient de transmission d’une onde de fre´quence ω a` travers le de´faut
s’e´crit :
t(ω) =
1
1−∆g0(ω) (8.81)
8.7.2 Transmission a` travers un re´seau connecte´ a` un second re´seau
On se propose de calculer le coefficient de transmission d’une onde de fre´quence ω a`
travers le re´seau A de la Figure 2.(a), celui-ci e´tant connecte´ a` un second re´seau B au niveau
du site n = 0. Dans ce proble`me, et dans la suite de l’exercice, toutes les e´nergies de site
sont e´gales a` ω0 et toutes les constantes de saut sont e´gales a` −J
1) Montrer que pour la propagation e´lectronique le long du re´seau A, tout se passe comme
si la connexion avec le re´seau B e´tait e´quivalente a` la pre´sence d’un de´faut sur le site n = 0
(Voir Figure 2.(b)). Ce de´faut traduit un de´placement de l’e´nergie de l’orbitale |n = 0〉 de´fini
par :
∆1(ω) = J
2g0(ω) (8.82)
2) En de´duire que le coefficient de transmission d’une onde de fre´quence ω a` travers le re´seau
A est de´fini par :
t1(ω) =
1
1− J2g20(ω)
(8.83)
3) Montrer que la restriction g1(ω) = G00(ω) de la fonction de Green totale sur le site 0 du
re´seau A s’e´crit :
g1(ω) =
g0(ω)
1− J2g20(ω)
(8.84)
8.7.3 Transmission a` travers un re´seau connecte´ a` deux re´seaux
On se propose maintenant de calculer le coefficient de transmission d’une onde de fre´quence
ω a` travers le re´seau A de la Figure 3.(a), celui-ci e´tant connecte´ a` deux re´seaux B et C au
niveau du site n = 0.
1) Comme pre´ce´demment, montrer que pour la propagation le long du re´seau A, tout se passe
comme si la pre´sence des deux autres re´seaux e´tait e´quivalente a` la pre´sence d’un de´faut sur
le site n = 0 (Voir Figure 3.(b)) qui traduit un de´placement de l’e´nergie de l’orbitale |n = 0〉
donne´ par :
∆2(ω) = J
2g1(ω) (8.85)
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2) En de´duire que le coefficient de transmission a` travers le re´seau A est de´fini par :
t2(ω) =
1
1− J2g20(ω)
1−J2g20(ω)
(8.86)
3) Montrer que la restriction g2(ω) = G00(ω) de la fonction de Green total sur le site 0 du
re´seau A s’e´crit :
g2(ω) =
g0(ω)
1− J2g20(ω)
1−J2g20(ω)
(8.87)
8.7.4 Transmission a` travers un re´seau connecte´ a` trois re´seaux
On se propose finalement de calculer le coefficient de transmission d’une onde de fre´quence
ω a` travers le re´seau A de la Figure 4.(a), celui-ci e´tant connecte´ a` trois re´seaux B, C et D,
au niveau du site n = 0.
1) Montrer que pour la propagation le long du re´seau A, tout se passe comme si la pre´sence
des trois autres re´seaux e´tait e´quivalente a` la pre´sence d’un de´faut sur le site n = 0 (Voir
Figure 4.(b)) d’intensite´ :
∆3(ω) = J
2g2(ω) (8.88)
2) En de´duire l’expression du coefficient transmission a` travers le re´seau A.
3) Calculer la restriction g3(ω) = G00(ω) de la fonction de Green totale sur le site 0 du re´seau
A.
8.7.5 Transmission a` travers un graphe en forme de peigne
Nous allons maintenant ge´ne´raliser l’approche pre´ce´dente au cas ou` le re´seau A est
connecte´ a` un nombre quelconque m de re´seaux. Pour simplifier les calculs nous nous place-
rons a` l’e´nergie de Fermi ω = ω0.
1) Calculer les coefficients de transmission t1, t2 et t3 au niveau de Fermi.
2) D’apre`s les re´sultats pre´ce´dents, on s’aperc¸oit que le coefficient de transmission a` travers
le re´seau A lorsqu’il est connecte´ a` m re´seaux est donne´ par une suite re´currente :
t0 = 1
tm =
1
1 + tm−1
4
(8.89)
Ve´rifier que l’on retrouve bien les expressions de t1, t2 et t3. Montrer que lorsque m tend
vers l’infini, tm tend vers t
∗ = 2(
√
2− 1).
3) En de´duire la conductance quantique d’un graphe en forme de peigne (m tend vers l’infini)
lorsque l’on connecte les extre´mite´s du re´seau A a` deux e´lectrodes.
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Figure 8.3 – Q. H. Wang and M. C. Hersam, J. Am. Chem. Soc. 130 (2008) 12896.
8.8 Nanofils orthogonaux interconnecte´s
8.8.1 Pre´ambule
Comme illustre´ sur la premie`re figure, l’e´quipe du Professeur Mark Hersam de l’Universite´
Northwestern a re´alise´ des nano-structures unidimensionnelles interconnecte´es et orthogo-
nales entre elles. Pour obtenir un tel syste`me, l’ide´e de base consiste a` utiliser le phe´nome`ne
d’auto-organisation des mole´cules adsorbe´es sur une surface de Silicium. Ainsi, un premier
de´poˆt permet la re´alisation d’un nanofil qui s’auto-organise spontane´ment selon une direction
particulie`re. Un second de´poˆt entraˆıne la formation d’une chaˆıne mole´culaire auto-assemble´e
selon une direction orthogonale et qui vient se connecter au premier nanofil. Les chercheurs
ont montre´ que cette approche e´tait relativement ge´ne´rale et qu’elle pouvait s’appliquer a` une
multitude de mole´cules, organiques et inorganiques, qui forment spontane´ment des chaˆınes
sur une surface de Silicium.
Dans ce contexte, le but de ce proble`me est d’e´tudier de manie`re simplifie´e les proprie´te´s
de transport et de localisation au niveau de deux nanofils orthogonaux et interconnecte´s.
8.8.2 Mode`le
On conside`re tout d’abord un re´seau 1D infini note´ A (Voir la seconde figure). Sur ce
re´seau, la propagation e´lectronique est de´crite par un mode`le de liaisons fortes : chaque site
n du re´seau A est caracte´rise´ par une orbitale locale |n〉 dont l’e´nergie est note´e ω0. On
notera −J la constante de saut entre orbitales voisines. L’Hamiltonien de liaisons fortes du
re´seau A isole´ sera note´ H0 :
H0 =
∑
n
ω0|n〉〈n| − J [|n〉〈n+ 1|+ |n+ 1〉〈n|] (8.90)
La fonction de Green du re´seau A isole´, note´e G0(ω), s’e´crit :
G0nn′(ω) =
eik(ω)|n−n
′|
2iJ sin(k(ω))
∀n, n′ ∈]−∞,+∞[ (8.91)
avec ω = ω0 − 2J cos(k(ω)).
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Figure 8.4 – Mode`le de deux re´seaux orthogonaux interconnecte´s
Au niveau du site n = 0, le re´seau A est connecte´ a` un second re´seau semi-infini note´ B.
On supposera que la dynamique e´lectronique sur le re´seau semi-infini B est de´crite par le
meˆme mode`le de liaisons fortes d’Hamiltonien H1. Le long de ce re´seau, les sites sont repe´re´s
par l’indice m = 1, ...,∞ et on notera |m〉 les orbitales associe´es. D’apre`s le cours, la fonction
de Green du re´seau semi-infini B isole´, note´e G1(ω), s’e´crit :
G1mm′(ω) =
eik(ω)|m−m
′| − eik(ω)(m+m′)
2iJ sin(k(ω))
∀m,m′ ∈ [1,+∞[ (8.92)
Le couplage entre les re´seaux A et B traduit la capacite´ des e´lectrons a` transiter entre
les sites n = 0 de A et m = 1 de B. La constante de saut associe´e sera note´e −J0 si bien que
l’Hamiltonien de couplage entre les deux re´seaux s’e´crit :
W = −J0[|m = 1〉〈n = 0|+ |n = 0〉〈m = 1|] (8.93)
Finalement, on notera H = H0 + H1 + W l’Hamiltonien total de´crivant la propagation
e´lectronique au niveau des deux nanofils interconnecte´s.
8.8.3 Hamiltonien effectif du re´seau A
Soit P = ∑n |n〉〈n| le projecteur sur l’ensemble des sites du re´seau A et soit Q =∑
m≥1 |m〉〈m| le projecteur sur l’ensemble des sites du re´seau B. A partir de la me´thode
des projecteurs introduite en cours, la projection de la fonction de Green du syste`me total
G(ω) = 1/(ω −H) sur les sites du re´seau A s’e´crit :
G(ω) = PG(ω)P = P
ω −H0 − PWQG1(ω)QWP (8.94)
Montrer que pour la propagation e´lectronique le long du re´seau A, tout se passe comme si
la connexion avec le re´seau B e´tait e´quivalente a` la pre´sence d’un de´faut sur le site n = 0.
Ce de´faut traduit un de´placement dynamique de l’e´nergie de l’orbitale |n = 0〉 de´fini par :
∆(ω) = J20G
1
11(ω) (8.95)
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Donner l’expression de ∆(ω) en fonction de J0,J et k(ω) ?
8.8.4 Fonction de Green
En utilisant la the´orie des fonctions de Green applique´e au cas d’un de´faut ponctuel, montrer
que la fonction Green projete´e G(ω) s’e´crit sous la forme :
G(ω) = G0(ω) +G0(ω)T (ω)|0〉〈0|G0(ω) (8.96)
Donner l’expression de T (ω) en fonction de ∆(ω) et G000(ω).
8.8.5 Transmission et Re´flexion
Une diffe´rence de potentiel est impose´e entre les deux extre´mite´s du re´seau A pour ge´ne´rer
un courant. Sachant que dans ce re´seau on suppose que chaque site ”fournit” un e´lectron
de conduction, quelle est la valeur du niveau de Fermi ωF ? En de´duire le vecteur d’onde de
Fermi kF = k(ωF ).
Calculer le coefficient de transmission tF d’une onde de Bloch de vecteur d’onde kF . Calculer
le coefficient de re´flexion rF d’une onde de Bloch de vecteur d’onde kF . Montrer que |rF |2 +
|tF |2 ≤ 1. Pourquoi ? Pour J0 = J , montrer que |rF |2 + 2|tF |2 = 1. Pourquoi ?
8.8.6 Conductance Quantique
En utilisant la formule de Landauer, calculer la conductance quantique g(J0). Discuter som-
mairement le comportement de la conductance en fonction des valeurs de J0 (J0 = 0, J0 = J ,
J0 >> J).
8.8.7 Localisation
En e´tudiant les poˆles de la fonction de Green G(ω), montrer l’existence d’un e´tat localise´ dont
l’e´nergie ωL se situe en dessous de la bande de conduction du re´seauA. Etudier sommairement
les variations de ωL en fonction de x = J0/J .
Annexe A
Ope´rateur densite´
A.1 De´finitions
Le proble`me pose´ par la description d’un super syste`me est le suivant : comment incorpo-
rer dans le formalisme l’information incomple`te que l’on a sur l’e´tat du syste`me pour pouvoir
faire ensuite des pre´dictions qui tiennent compte au maximum de cette information partielle ?
De manie`re ge´ne´rale, cette information incomple`te se pre´sente de la fac¸on suivante : l’e´tat du
syste`me peut eˆtre soit l’e´tat |Ψ1〉 avec une probabilite´ p1, soit l’e´tat |Ψ2〉 avec une probabilite´
p2 ... etc avec
∑
k pk = 1. On dit alors que le syste`me est de´crit par un me´lange statistique
des e´tats |Ψi〉 avec les probabilite´s pi. Dans ce contexte, que se passe-t-il si on re´alise une
mesure sur le syste`me. Si l’e´tat du syste`me e´tait |Ψi〉, on pourrait calculer la probabilite´
quantique d’obtenir tel ou tel re´sultat. Une telle e´ventualite´ ayant une probabilite´ pi, il faut
ponde´rer le re´sultat obtenu par pi et re´aliser une moyenne statistique sur les diffe´rents
e´tats du me´lange.
Pour appre´hender ce type de proble`mes, on introduit un nouvel objet appele´ ope´rateur
densite´. Pour introduire simplement cette notion, conside´rons tout d’abord le cas simple ou`
l’e´tat du syste`me est parfaitement connu. Soit |Ψ(t)〉 cet e´tat a` l’instant t. Nous allons voir
qu’il est comple`tement e´quivalent de de´crire la dynamique du syste`me par son vecteur d’e´tat
|Ψ(t)〉 ou par l’ope´rateur densite´ note´ ρ(t).
Ainsi, a` partir de conditions initiales spe´cifiques, l’e´volution de l’e´tat du syste`me d’Ha-
miltonien H est gouverne´e par l’e´quation de Schro¨dinger :
ih¯∂t|Ψ(t)〉 = H|Ψ(t)〉 (A.1)
La connaissance de |Ψ(t)〉 permet de de´terminer la moyenne quantique de toute observable.
Pour cela, introduisons |un〉 une base orthonorme´e qui sous tend l’espace des e´tats. La
de´composition de |Ψ(t)〉 sur cette base s’e´crit :
|Ψ(t)〉 = ∑
n
cn(t)|un〉 (A.2)
Si A de´signe une observable, sa moyenne quantique < A(t) > est alors de´finie par :
< A(t) >= 〈Ψ(t)|A|Ψ(t)〉 = ∑
n,m
c∗n(t)cm(t)Anm (A.3)
avec Anm = 〈un|A|um〉
Une description e´quivalente s’obtient en introduisant l’ope´rateur densite´ ρ(t) de´fini par :
ρ(t) = |Ψ(t)〉〈Ψ(t)| (A.4)
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A partir de l’e´quation de Schro¨dinger, on montre facilement que l’e´volution temporelle de
l’ope´rateur densite´ est de´crite par l’e´quation de Liouville de´finie par :
ih¯∂tρ(t) = [H, ρ(t)] (A.5)
Dans ce contexte, la repre´sentation de l’ope´rateur densite´ dans la base |un〉 s’e´crit simplement
ρnm(t) = cn(t)c
∗
m(t). Par conse´quent, la moyenne d’une observable A se re´e´crit :
< A(t) >=
∑
n,m
Anmρmn(t) = Tr[Aρ(t)] (A.6)
ou` le symbole Tr de´signe l’ope´ration de trace inde´pendante du choix de base et telle que
Tr[ρ(t)] = 1 ∀t. Ces e´quations montrent donc clairement que l’on peut de´crire totalement la
dynamique du syste`me avec le formalisme de l’ope´rateur densite´.
Si dans le cas pur cela n’a que peu d’inte´reˆt, ce formalisme devient fondamental dans
l’e´tude des me´langes statistiques d’e´tats. Ainsi, pour un me´lange statistique des e´tats |Ψi〉
avec les probabilite´s pi, l’ope´rateur densite´ est de´fini par :
ρ =
∑
i
pi|Ψi〉〈Ψi| (A.7)
Les proprie´te´s de l’ope´rateur densite´ sont les suivantes :
• La conservation des probabilite´s entraˆıne que la trace de la matrice densite´ est e´gale a`
l’unite´ :
Tr[ρ] = 1 (A.8)
• La double moyenne au sens quantique puis statistique d’une observable A est de´finie
par l’ope´ration de trace :
< A >= Tr[Aρ] = Tr[ρA] (A.9)
• L’e´volution temporelle de l’ope´rateur densite´ est gouverne´e par l’e´quation de Liouville :
ih¯∂tρ(t) = [H, ρ(t)] (A.10)
• L’ope´rateur densite´ est hermitique :
ρ(t) = ρ(t)† (A.11)
• Les e´le´ments diagonaux de l’ope´rateur densite´ sont appele´s populations. Ainsi dans
une base quelconque |un〉 on a :
ρnn(t) =
∑
i
pi|cni(t)|2 avec cni(0) = 〈un|Ψi〉 (A.12)
|cni(t)|2 est la probabilite´ que le syste`me se trouve dans l’e´tat |un〉 (sous-entendu si l’on
effectue une mesure) lorsqu’il est de´crit par l’e´tat |Ψi〉. ρnn(t) est donc la probabilite´
moyenne de trouver le syste`me dans |un〉. Cette grandeur est appele´e la population de
l’e´tat |un〉.
• Les e´le´ments non diagonaux de l’ope´rateur densite´ sont appele´s cohe´rences. Ainsi
dans une base quelconque |un〉 on a :
ρnm(t) =
∑
i
picni(t)c
∗
mi(t) (A.13)
Le terme cni(t)c
∗
mi(t) traduit les effets d’interfe´rences quantiques entre les e´tats |un〉 et
|um〉 qui peuvent apparaˆıtre lorsque l’e´tat du syste`me |Ψi〉 fait intervenir une superposi-
tion cohe´rente de |un〉 et |um〉. ρnm(t) est donc la moyenne de ces termes d’interfe´rences.
Si ρnm(t) = 0, l’ope´ration de moyenne sur le me´lange statistique a` fait disparaˆıtre les
interfe´rences quantiques. Par contre, si ρnm(t) 6= 0, il existe une certaine cohe´rence
entre les deux e´tats si bien que ces e´le´ments non diagonaux sont appele´s cohe´rences.
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A.2 Matrice densite´ re´duite
Soit |n〉 une base orthonorme´e permettant de de´crire l’espace des e´tats EA d’un syste`me
A auquel on s’inte´resse. Ce syste`me est en interaction avec un bain thermique B et notera
|α〉 une base qui sous tend l’espace des e´tats du bain EB. Par conse´quent, l’ensemble des
vecteurs |nα〉 = |n〉 ⊗ |α〉 forme une base comple`te et orthonorme´e qui sous tend l’espace
des e´tats E = EA ⊗ EB du syste`me total A+B.
Notre me´connaissance de l’e´tat quantique initial du super syste`me A+B fait qu’il convient
de le de´crire par une matrice densite´ ρ(t). Cependant, cette matrice contient plus d’informa-
tion que ne´cessaire pour la seule compre´hension de la dynamique du syste`me A. En effet, pour
caracte´riser les proprie´te´s de A, nous serons amene´s a` e´tudier des moyennes d’observables
qui ne de´pendent que des degre´s de liberte´ du syste`me A et qui n’agissent pas explicitement
dans l’espace des e´tats du bain. Une telle observable, note´e O, est diagonale par rapport aux
vecteurs du bain si bien que sa repre´sentation est de´finie par :
Onα,n′α′ = Onn′δαα′ (A.14)
Par conse´quent, la double moyenne au sens quantique et statistique d’une telle observable
s’e´crit :
< O(t) > = Tr[Oρ(t)] =
∑
nn′
∑
αα′
Onα,n′α′ρn′α′,nα(t)
=
∑
nn′
On,n′
∑
α
ρn′α,nα(t) (A.15)
Cette e´quation sugge`re d’introduire un nouvel objet appele´ matrice densite´ re´duite σ(t)
dont les e´le´ments de matrice sont de´finis par :
σnn′(t) =
∑
α
ρnα,n′α(t)⇒ σ(t) = TrB[ρ(t)] (A.16)
ou` TrB de´signe une ope´ration de trace partielle sur l’ensemble des degre´s de liberte´ du bain
thermique uniquement. Ainsi, la matrice densite´ re´duite (RDM pour reduced density matrix)
devient un ope´rateur densite´ qui agit uniquement dans l’espace des e´tats EA du syste`me A
qui nous inte´resse. Finalement, la moyenne de l’observable O se re´duit a` une trace partielle
sur les degre´s de liberte´ du syse`me A :
< O(t) >= TrA[Oσ(t)] (A.17)
A.3 Espace de Liouville
Une fac¸on simple d’introduire l’espace de Liouville est de comparer les e´quations de
Schro¨dinger et de Liouville pour respectivement le vecteur d’e´tat |Ψ(t)〉 et l’ope´rateur densite´
ρ(t), d’un super syste`me A+B d’Hamiltonien H. Ainsi, l’e´quation de Schro¨dinger s’e´crit :
ih¯∂t|Ψ(t)〉 = H|Ψ(t)〉 (A.18)
alors que l’e´quation de Liouville est de´finie par :
ih¯∂tρ(t) = [H, ρ(t)] (A.19)
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Introduisons alors l’objet mathe´matique L en posant :
Lρ(t) ≡ 1
h¯
[H, ρ(t)] (A.20)
L’e´quation de Liouville devient :
i∂tρ(t) = Lρ(t) (A.21)
Le ket |Ψ(t)〉 est un vecteur de l’espace des e´tats du syste`me, qui est un espace de Hil-
bert note´ E . L’hamiltonien H est un ope´rateur appartenant a` E . Par analogie, on introduit
un nouvel espace, L, dans lequel l’ope´rateur densite´ ρ(t) est un vecteur note´ |ρ(t)〉〉. L’ob-
jet mathe´matique L est un ope´rateur agissant dans ce nouvel espace si bien que dans L,
l’e´quation de Liouville devient formellement isomorphe a` l’e´quation de Schro¨dinger de´finie
dans E . Intuitivement, on sait que dans E l’ope´rateur densite´ est le produit d’un bra par un
ket. Si |ρ(t)〉〉 devient maintenant un vecteur de l’espace de Liouville, celui-ci sera de´fini en
relation avec le produit tensoriel de E par son dual.
Par la suite, nous e´nonc¸ons quelques proprie´te´s e´le´mentaires de l’espace de Liouville de
fac¸on a` ce que le lecteur non initie´ puisse trouver les bases ne´cessaires a` la compre´hension
du texte.
• Espace de Hilbert :
Soit un syste`me physique d’Hamiltonien H. Soit |a〉 l’ensemble des vecteurs propres
de H qui sous tendent l’espace des e´tats E . Tout vecteur |Ψ〉 ∈ E , peut s’e´crire comme
une combinaison line´aire des vecteurs de base :
|Ψ〉 = ∑
a
Ca|a〉 avec Ca = 〈a|Ψ〉 (A.22)
De meˆme, tout ope´rateur A agissant dans E peut s’exprimer sous la forme :
A =
∑
ab
Aab|a〉〈b| avec Aab = 〈a|A|b〉 (A.23)
• Espace et vecteurs de Liouville :
L’ensemble des ope´rateurs agissant dans E qui posse`de la forme d’un produit |a〉〈b|
de´finit une base de l’espace vectoriel L, dit espace de Liouville. Puisque |a〉 ∈ E et
〈b| ∈ E†, L est le produit tensoriel de E par son dual : L = E ⊗ E†. On note alors
|ab†〉〉 ≡ |a〉〈b|. Ainsi, tout vecteur |A〉〉 ∈ L correspond a` un ope´rateur A qui agit dans
E et on a :
|A〉〉 = ∑
ab
Aab|ab†〉〉 (A.24)
• Produit scalaire et relation de fermeture :
Soient |A〉〉 et |B〉〉 deux vecteurs de L. On de´finit le produit scalaire dans L a` partir
de l’ope´ration de trace dans E selon la relation :
〈〈A|B〉〉 = Tr[A†B] (A.25)
Ainsi, on ve´rifie facilement l’ope´ration suivante :
〈〈c†d|ab†〉〉 = δcaδbd (A.26)
La de´finition du produit et de la de´composition de tout vecteur de L sur la base |ab†〉〉
entraˆıne l’existence d’une relation de fermeture de´finie par :∑
ab
|ab†〉〉〈〈a†b| = 1 (A.27)
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• Super-ope´rateur :
Soit LV un ope´rateur agissant dans L associe´ a` un ope´rateur h¯−1V de Hilbert. LV est
un super-ope´rateur de´fini par :
LV =
∑
abcd
|ab†〉〉〈〈a†b|LV |cd†〉〉〈〈c†d| (A.28)
Les e´le´ments de matrice de LV sont relie´s a` ceux de V par la relation :
〈〈a†b|LV |cd†〉〉 = 1
h¯
(〈a|V |c〉δbd − 〈d|V |b〉δca) (A.29)
Un ope´rateur important est le Liouvillien L associe´ a` l’Hamiltonien h¯−1H. Si |a〉 consti-
tue l’ensemble des vecteurs propres de H associe´s aux valeurs propres Ea, alors les
vecteurs |ab†〉〉 sont les vecteurs propres du super-ope´rateur L qui correspondent aux
valeurs propres h¯−1(Ea − Eb) = ωab :
L|ab†〉〉 = ωab|ab†〉〉 (A.30)
• Ope´rateur d’e´volution :
Dans E , la repre´sentation de Heisenberg d’un ope´rateur V est :
V (t) = U−1(t)V U(t) (A.31)
ou` U(t) = exp(−iHt/h¯) est l’ope´rateur d’e´volution des e´tats de l’Hamiltonien station-
naire H. Dans l’espace de Liouville, on introduit l’ope´rateur d’e´volution U(t) de´fini
par :
U(t) = e−iLt (A.32)
Si |A (t)〉〉 est le vecteur de L associe´ a` A (t) alors on a :
|A (t)〉〉 = U−1 (t) |A〉〉 (A.33)
Si LV (t) = U−1 (t)LV U (t), il vient :〈〈
a†b
∣∣∣LV (t) ∣∣∣cd†〉〉 = 〈a|V (t) |c〉 δbd − 〈d|V (t) |b〉 δca (A.34)
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Annexe B
Equation maˆıtresse : syste`mes non
markoviens
B.1 Introduction
Dans la the´orie du transport discute´e dans les paragraphes pre´ce´dents, nous avons in-
troduit une me´thode des projecteurs permettant d’obtenir une e´quation d’e´volution pour la
matrice densite´ re´duite (RDM) d’une particule en contact avec un bain thermique. Cette
e´quation maˆıtresse pre´sente une forte non-localite´ temporelle caracte´rise´e par l’apparition
d’un produit de convolution entre la RDM et un objet appele´ noyau me´moire. Une telle
structure montre clairement que l’e´tat de la particule a` un instant t de´pend de l’ensemble
de l’histoire entre 0 et t de son interaction avec le bain thermique. Dans ces conditions, nous
avons mentionne´ que le noyau me´moire est ge´ne´ralement une fonction qui de´croˆıt rapide-
ment au cours du temps sur une courte e´chelle appele´e le temps de corre´lation du bain. Un
tel comportement permet alors d’utiliser la limite markovienne et donc de s’affranchir de la
convolution.
Dans les syste`mes nanoscopiques ou` les effets de taille sont importants, une telle situation
peut ne pas se produire. En effet, le comportement du noyau me´moire est intimement relie´ a` la
nature du spectre e´nerge´tique du bain thermique. Pour un bain relativement grand, le spectre
est ge´ne´ralement continu ce qui conduit a` un temps de corre´lation tre`s court. Par contre, dans
un re´seau de petite taille, le spectre du bain peut pre´senter une nature discre`te relativement
prononce´e. Dans ces conditions, les fonctions de corre´lation du couplage particule / bain
ne tendent pas vers ze´ro et montrent des re´currences temporelles. La dynamique devient
fortement non markovienne et la non-localite´ temporelle de l’e´quation maˆıtresse ne peut
plus eˆtre ignore´e.
Compte tenu de cette non-localite´, l’e´quation maˆıtresse est relativement difficile a` re´soudre
sous cette forme. Dans ces conditions, une autre technique de projecteur a e´te´ mise au point
pour ge´ne´rer des e´quations d’e´volutions locales en temps. De telles me´thodes, qui sont base´es
sur l’e´laboration d’une renormalisation diffe´rente de la se´rie des perturbations, conduisent
a` une e´quation maˆıtresse dite sans produit de convolution ( time-convolutionless master
equation ). Elles permettent ainsi une caracte´risation syste´matique de la dynamique non
markovienne d’un syste`me quantique ouvert. Dans cet appendice, nous ne donnerons qu’un
court aperc¸u de ces me´thodes de manie`re a` e´tablir l’e´quation fondamentale de la the´orie.
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B.2 Equation d’e´volution locale en temps
Nous avons vu dans les paragraphes pre´ce´dents que l’e´volution de la RDM e´tait entie`rement
caracte´rise´e a` partir de celle du super ope´rateur d’e´volution U †(t) = exp(iLt). Plus pre´cise´ment,
seule la moyenne de cet ope´rateur sur les degre´s de liberte´ du bain joue un roˆle fondamental
si bien que, en conside´rant l’existence e´ventuelle de corre´lations statistiques initiales entre
la particule et le bain, nous avions introduit les deux projections :
U †PP (t) = PρcU †(t)P (B.1)
U †PQ(t) = PρcU †(t)Q (B.2)
ou` P re´alise une moyenne sur le bain. A partir de l’e´quation d’e´volution de U †(t), la dyna-
mique de ces deux projections ve´rifie un syste`me d’e´quations couple´es :
∂tU †PP (t) = iU †PP (t)PLP + iU †PQ(t)QLP (B.3)
∂tU †PQ(t) = iU †PP (t)PLQ+ iU †PQ(t)QLQ (B.4)
Pour re´soudre ce syste`me, nous avions inte´gre´ formellement le seconde e´quation dont la
solution e´tait :
U †PQ(t) = PρceiQLtQ+ i
∫ t
0
dt1U †PP (t− t1)PLeiQLt1Q (B.5)
L’approche utilise´e pre´ce´demment consistait alors a` injecter cette solution dans l’e´quation
d’e´volution de U †PP (t) pour obtenir une e´quation maˆıtresse intre´gro-diffe´rentielle caracte´risant
la seule e´volution de l’ope´rateur d’e´volution moyenne´ sur le bain.
Pour obtenir une e´quation locale en temps, la proce´dure est le´ge`rement diffe´rente. Ainsi,
elle repose sur l’identite´ :
U †PP (t− t1) = PρceiL(t−t1)P = PρceiLte−iLt1P (B.6)
En inse´rant la relation de fermeture P +Q = 1, on en de´duit :
U †PP (t− t1) = PρceiLt(P +Q)e−iLt1P (B.7)
Soit
U †PP (t− t1) = U †PP (t)Pe−iLt1P + U †PQ(t)Qe−iLt1P (B.8)
Ainsi, en reportant cette e´quation dans l’Eq.(B.5), le lien entre U †PQ(t) et U †PP (t) devient
local en temps selon la relation :
U †PQ(t) = PρceiQLtQ + iU †PQ(t)Q
∫ t
0
dt1e
−iLt1PLeiQLt1Q
+ iU †PP (t)P
∫ t
0
dt1e
−iLt1PLeiQLt1Q (B.9)
Dans ce contexte, nous allons introduire l’objet central de l’e´tude des e´quations cine´tiques
sans produit de convolution. Cet objet est le super ope´rateur de Liouville de´fini par :
Σ(t) = i
∫ t
0
dt1e
−iLt1PLeiQLt1Q (B.10)
En utilisant l’Eq.(B.10), la relation Eq.(B.5) devient finallement :
U †PQ(t) = PρceiQLtQ(1− Σ(t))−1 + U †PP (t)Σ(t)(1− Σ(t))−1 (B.11)
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A ce stade, l’e´volution de U †PP (t) s’obtient en reportant l’Eq.(B.11) dans l’Eq.(B.2). On en
de´duit :
∂tU †PP (t) = iU †PP (t)PLP + iU †PP (t)Σ(t)(1− Σ(t))−1QLP
+ iPρCeiQLtQ(1− Σ(t))−1QLP (B.12)
Compte tenu de la de´finition de l’ope´rateur Σ(t), on remarque imme´diatement que Σ(t)Q =
Σ(t). Ceci permet de simplifier l’e´quation pre´ce´dente si bien que l’e´volution de la projection
du super ope´rateur d’e´volution est gouverne´e par une e´quation locale en temps de la forme :
∂tU †PP (t) = iU †PP (t)L(t) + F(t) (B.13)
avec :
L(t) = P(1− Σ(t))−1LP
F(t) = iPρCeiQLtQ(1− Σ(t))−1LP
Σ(t) = i
∫ t
0
dt1e
−iLt1PLeiQLt1Q (B.14)
Ainsi, l’Eq.(B.13) montre que la dynamique de la partie pertinente du super ope´rateur
d’e´volution est gouverne´e par un Liouvillien effectif qui de´pend du temps. De plus, l’existence
de corre´lations statistiques initiales entraˆıne l’apparition d’une force supple´mentaire qui varie
au cours du temps. A ce stade, on notera que l’Eq.(B.13) est exacte. Cependant, son existence
est relie´e a` la condition fondamentale de la de´finition de l’ope´rateur inverse (1 − Σ(t))−1.
Ce dernier existe si et seulement si il admet un de´veloppement en se´rie de Taylor. Il a e´te´
montre´ qu’un tel de´veloppement est toujours possible dans la limite des temps courts ainsi
que pour un couplage ∆H assez faible. Malheureusement, la condition d’existence peut eˆtre
viole´e dans le cas d’un fort couplage avec le bain thermique.
Sans exposer les de´tails des calculs, on montre apre`s quelques manipulations alge´briques
que Σ(t) est de´fini par le syste`me de deux e´quations couple´es suivant :
Σ(t) = i
∫ t
0
dt1U †(−t1)PLeiQLt1Q
eiQLtQ = U †(t)Q− U †(t)Σ(t) (B.15)
ou` U †(t) = exp(iLt) est le super ope´rateur d’e´volution. En effectuant un de´veloppement
de Dyson de cet ope´rateur par rapport au couplage ∆H, on montre alors que l’e´quation
cine´tique sans produit de convolution a` l’ordre deux des perturbations se met sous la forme :
∂tU †PP (t) = iU †PP (t)(LA + δL(t)) + F(t) (B.16)
ou` F(t) est donne´e par l’Eq.(7.41) et ou` :
δL(t) = i
∫ t
0
dt1 < U †0(−t1)∆LU †0(t1)∆L > (B.17)
L’e´quation Eq.(B.16) de´finie l’e´quation fondamentale de la the´orie des e´quations maˆıtresses
sans produit de convolution.
