ABSTRACT Ultrasonogram is one of the main techniques for the non-invasive observation and the diagnosis of the thyroid gland. And, the thyroid papillary carcinoma (TPC) was usually diagnosed during the regular examination of the thyroid gland. The current diagnosis guideline heavily replies on the experienced clinical endoscopists. This paper comprehensively evaluated four classification algorithms and five image feature extraction algorithms for the TPC diagnosis problem. Our data demonstrated that the Hessian features extracted from the transverse ultrasonograms performed better than those from the longitudinal view. The best model (Acc = 0.9949) was achieved by the seven-layer shallow neural network with the LBP and Hessian features extracted from both the longitudinal and transverse views of the ultrasonograms.
I. INTRODUCTION
Thyroid gland is an endocrine organ in the front of the neck and secretes essential hormones for metabolisms [1] and protein synthesis [2] . Thyroid hormones may be produced at the amount exceeding the regular body needs, which may be caused by various factors including the autoimmune disorder Graves' disease [3] , [4] . Thyroid cancer has the symptoms of lumps in the neck and may be caused by the radiation exposures and genetic risks [5] . Thyroid papillary carcinoma (TPC) is the major subtype of thyroid cancer and has very good prognosis [6] .
TPC has no symptoms at the early stages [7] , [8] and was usually diagnosed incidentally during other regular health
The associate editor coordinating the review of this manuscript and approving it for publication was Haiyong Zheng. checkup by ultrasonogram [9] , [10] . As high as 7% of American adults have thyroid palpable nodules [11] , and about 10% of these thyroid nodules may be malignant [12] , [13] . So the current clinical thyroid guideline recommends all patients with thyroid nodules to take ultrasonogram [14] . A clinician may decide whether to proceed with further tests after integrating the clinical factors and the ultrasonogram results [15] . Finally the guideline suggests a fine-needle aspiration biopsy with cytology (FNAB) to determine whether to do the thyroid surgery.
Various types of features were extracted from the ultrasonogram images and machine learning algorithms were utilized to build the predictive models for clinical phenotypes. The histogram of oriented gradient (HOG) features extracted from the ultrasonograms was utilized to predict the pediatric abnormalities of the kidney and urinary tract and achieved the prediction accuracies between 81% and 87% [16] . Local binary patterns (LBP) was a popular algorithm to describe the image texture patterns and was utilized to detect breast lesion [17] , [18] . The recent study demonstrated that the integration of multiple image feature types may improve the diagnosis accuracy of breast cancer [18] . A number of other feature extraction algorithms were also explored for their applicability in ultrasonogram-based disease predictions, e.g., the gray-level co-occurrence matrix (GLCM) [19] , the Hessian matrix (Hessian) [20] and the Canny operator [20] , etc. The recent state-of-the-art TPC prediction study proposed to use the convolutional neural network (CNN) to detect TPC based on the ultrasonogram images and achieved 93.5% in the TPC detection accuracy [21] .
This study hypothesized that the ultrasonogram based TPC prediction model may be improved by integrating various feature types. We firstly described the ultrasonogram images in the following types of features, i.e., histogram of oriented gradient (HOG) [16] , local binary patterns (LBP) [17] , [18] , gray-level co-occurrence matrix (GLCM) [19] , the Hessian matrix (Hessian) [20] and the Canny operator [20] . Then we evaluated how these types of features were integrated to improve the ultrasonogram based TPC prediction model.
II. MATERIALS AND METHODS

A. DATA SET
This study established a cohort of thyroid papillary carcinoma (TPC) patients and their controls in the China-Japan Union Hospital of the Jilin University. Patients and controls were diagnosed by the experienced clinicians and the ultrasonograms were collected as JPG images. Each participant has the transverse and longitudinal ultrasonograms captured according to the guidelines [22] . This cohort has 114 TPC patients and 59 controls. This study was approved by the IRB committee of the China-Japan Union Hospital of the Jilin University. Each participant signed his or her informed consent form. After removing the personal information and clinical annotations, a rectangle of 730 × 420 pixels in size was extracted to contain the maximal ultrasonogram data.
B. PROBLEM MODEL AND PERFORMANCE MEASUREMENTS
A binary classification problem between TPC and control ultrasonograms was investigated in this study. A TPC patient was a positive sample, and there were P positive samples. While a control participant was a negative sample and the number of negative samples was N.
The binary prediction model was evaluated for its sensitivity (Sn), specificity (Sp) and accuracy (Acc). The numbers of correctly and incorrectly predicted positive samples were denoted as True Positive (TP) and False Negative (FN). And the sensitivity was defined as the percentage of correctly predicted positive samples, i.e., Sn = TP/(TP + FN) = TP/P. The specificity was defined as the percentage of correctly predicted negative samples, i.e., Sp = TN/(TN + FP) = TN/N, where TN (true negative) and FP (false positive) were the numbers of correctly and incorrectly predicted negative samples, respectively. The overall prediction accuracy was defined as Acc = (TP + TN)/(TP + FN + TN + FP) = (TP + TN)/(P + N).
The Matthews' correlation coefficient has been widely used to evaluate biomedical prediction models based on protein sequences [23] , small molecules [24] and images [25] . It was defined as MCC = (TP×TN-FP×FN)/sqrt((TP + FP) ×(TP + FN) ×(TN + FP) × (TN + FN) ), where sqrt(x) was the squared root of x.
All the models were run by 5-fold cross validation and the model performances were calculated over 20 random runs. Three popular classifiers were evaluated on the binary classification problem. The classifier Gaussian naïve Bayes (NBayes) was utilized to build the binary prediction model [26] , [27] . K nearest neighbor (KNN) algorithm was a simple but powerful classifier that relied on the definition of the inter-sample distance [28] , [29] . The support vector machine (SVM) was another widely-used classifier and has been used in various types of applications, e.g., genomics [30] and fMRI imaging data [31] . The SVM model with the linear kernel was utilized in this study.
C. FEATURE EXTRACTION ALGORITHMS
Five popular types of features were extracted from an ultrasonogram image. Due to the personal heterogeneity in sizes and lesion locations, thyroid ultrasonograms of two persons cannot be directly compared. The statistical and other types of features were usually calculated from an image and a comparative modeling was then carried out among these features [32] , [33] .
The histogram of oriented gradients (HOG) algorithm has been widely applied for the object detection [34] , [35] . The gradient features generated by HOG were also successfully applied to predict lung cancers [36] .
The local binary patterns (LBP) exhibits the inherent characteristics of rotation-invariance and image texture description [37] , [38] . LBP was initially proposed as a special case of the Texture Spectrum model [39] , [40] and has been widely used to discriminate among different types of textures [41] - [43] . A major improvement may be achieved if the LBP features were combined with the HOG features to describe the image textures [44] . LBP has also been successfully applied to the problem of background subtraction [45] .
The gray-level co-occurrence matrix (GLCM) describes the co-occurring gray-scale values in an image and the calculated spatial inter-pixel relationships were widely used in medical image analysis [46] - [48] . Integration of GLCM and LBP features may improve the coronary plague detection based on the intravascular ultrasound images [49] and the stroke detection based on the skull CT images [50] .
Hessian matrix (Hessian) consists of the second-order partial derivatives of a scalar-value function, and describes a multi-variate function's local curvatures [ref] . A convex function has a positive semi-definite Hessian matrix and may VOLUME 7, 2019 easily derive a local optimality [51] . Hessian matrix was used to quantitatively describe the vascular structures [52] and the microcalcification clusters [53] .
The Canny operator (Canny) with appropriate thresholds was widely used to detect the boundaries in images [54] . The thresholds need to be carefully chosen with adaptive rules [55] , and the Otsu algorithm performs the best in most cases [55] .
D. FEATURE SELECTION BY GRADIENT BOOSTING DECISION TREE
A feature selection algorithm may select phenotypeassociated features and exclude redundant features [56] . A gradient boosting decision tree (GBDT) algorithm builds an ensemble of multiple weak regression model [57] . GBDT iteratively improves weak learners with smaller differences between the predicted phenotypes and the real ones, and is used to rank target objects in many cases, e.g., the web search engines [58] . GBDT returns the importance factor for each feature, and the features with importance no smaller than a user-defined threshold will be selected for further analysis. The default threshold was set to 0.005.
E. IMPLEMENTATION
This study was carried out using the Python version 3.6 programming environment. The machine learning packages were sklearn version 0.20.3 and GBDT was implemented in sklearn.ensemble. Deep learning algorithms were implemented in keras version 2.2.4 and tensorflow version 1.12.0.
All the experiments were executed in an Inspur Gene Server G100 with 256GB memory, 28 Intel Xeon R CPU cores (2.4GHz), and 26 TB hard disk.
III. RESULTS AND DISCUSSION
A. EVALUATION OF FIVE FEATURE EXTRACTION ALGORITHMS ON THE LONGITUDINAL ULTRASONOGRAMS
This study kept the top-ranked 20 features of each feature type for further evaluation. GLCM extracted 64 features from a given image while all the other four algorithms generated over 300 thousand features. In order to integrate these five feature types by a similar number of features, each feature type was evaluated for the individual feature The prediction models were built using three popular classifiers, i.e., NBayes, KNN and SVM. Five types of feature extraction algorithms were evaluated, i.e., HOG, LBP, GLCM, Hessian and Canny, on the longitudinal ultrasonogram images.
Five feature extraction algorithms were evaluated for their performances of predicting TPC samples using the longitudinal ultrasonograms, as shown in Figure 2 . The feature type Hessian achieved the best averaged prediction accuracy The next two best prediction models were achieved by the classifier KNN on the two feature types Hessian (Acc = 0.9697) and HOG (Acc = 0.9654), respectively. All the other models didn't achieve Acc better than 95%.
The classifier KNN performed the best averaged prediction accuracy 0.8521 among the three utilized classifiers. Although the maximal prediction accuracy 0.9825 was achieved by the classifier SVM on the Hessian features, KNN's best prediction accuracy 0.9697 on the Hessian features was only 0.0128 smaller than the maximal accuracy (Acc = 0.9825). Zhang, H et al., confirmed the observation that the classifier KNN usually outperformed two popular classifiers SVM and NBayes in most cases [59] .
B. EVALUATION OF FIVE FEATURE EXTRACTION ALGORITHMS ON THE TRANSVERSE ULTRASONOGRAMS
The prediction models were built using three popular classifiers, i.e., NBayes, KNN and SVM. Five types of feature extraction algorithms were evaluated, i.e., HOG, LBP, GLCM, Hessian and Canny, on the transverse ultrasonogram images.
The Hessian features demonstrated better discrimination powers between the TPC samples and controls using the transverse ultrasonogram, as shown in Figure 3 . All the top three TPC prediction accuracies 0.9828, 0.9762 and 0.9717 were achieved on the same feature type (Hessian) by the classifiers SVM, KNN and NBayes, respectively. KNN performed the best on the transverse ultrasonograms, with at least 0.9000 in the TPC prediction accuracy on all the five feature types. Its averaged prediction accuracy was 0.9410, much better than that (Acc = 0.8893) of NBayes.
C. COMPARISON BETWEEN THE LONGITUDINAL AND TRANSVERSE ULTRASONOGRAMS
The prediction models were built using three popular classifiers, i.e., NBayes, KNN and SVM. Five types of feature extraction algorithms were evaluated, i.e., HOG, LBP, GLCM, Hessian and Canny, on the longitudinal and transverse ultrasonogram images. The vertical axis was the accuracy difference of a classifier on a feature type between the transverse and longitudinal ultrasonograms.
The prediction models using the transverse ultrasonograms generated better or equal accuracies compared with the longitudinal ones in most cases, as shown in Figure 4 . The only exception was the feature type HOG, where the models using the transverse ultrasonograms performed slightly worse than the longitudinal ones. The prediction accuracies were decreased no more than 0.0200 for all the three classifiers. The averaged prediction accuracy improvements were similar for all the three classifiers SVM (0.0729), NBayes (0.0977) and KNN (0.0888), respectively. So overall, the transverse ultrasonogram provides better information for the TPC prediction using the classic machine learning algorithms. In additional to the classic classification algorithms, this study further evaluated how a convolutional neural network performed on the dataset, as shown in Figure 5 (a) . The deep neural network LeNet-5 was utilized in this study [60] . Figure 5 (b) illustrated that LeNet-5 didn't outperform the classic classifiers. LeNet-5 achieved the best accuracy 0.9482 on the GLCM features of the longitudinal view, which was worse than the best model of a classic algorithm (SVM, Acc = 0.9828) on the Hessian features, as shown in Figure 3 . All the other feature types didn't achieve accuracies better than 0.7000. This may be due to the limited number of images for training LeNet-5. Another popular deep learning VOLUME 7, 2019 framework AlexNet was also evaluated for our problem [61] . AlexNet performed similarly well with the previous model but still only achieved prediction accuracies less than 0.7000. So the two popular deep learning classifiers didn't outperform the classic machine learning algorithms.
E. COMPARISON OF A SHALLOW NEURAL NETWORK WITH THE THREE CLASSIFIERS
The four classifiers were sNN, NBayes, KNN and SVM. The shallow neural network (sNN) was a seven-layer neural network with four completely-coupled nodes. The detailed definition may be found in this section. The vertical axis was the prediction accuracy of a classification model. Each of the five feature types extracted from the longitudinal or transverse ultrasonograms was evaluated for its prediction performance with one of the four classifiers.
The shallow completely-joined neural network (sNN) was constructed from the sequential model. This model has seven layers, i.e., four layers of completely-coupled nodes and three interface layers (two dropout layer and one completely connected layer), all of which utilized the relu activation functions and its dropout parameter was 0.3. This classifier was denoted as sNN.
The classifier sNN achieved the best TPC prediction accuracies on both longitudinal and transverse views of the ultrasonograms, as shown in Figure 6 . The best longitudinal model of sNN achieved the accuracy Acc = 0.9876, while the best transverse model achieved Acc = 0.9885. Both of the two best models were based on the Hessian features, suggesting that the Hessian features may extract essential information from the biomedical ultrasonograms [62] , [63] . This observation was further supported by that the second best models of both the longitudinal and transverse views were trained by the same classifier SVM on the Hessian features, as shown in Figure 6 . And the overall best model was achieved by the classifier sNN with the Hessian features. 
F. TWO FEATURES TYPES ARE BETTER THAN ONE BASED ON NEURAL NETWORKS
Each grid was the best 5-fold cross validation accuracy of a classifier C using two types of features (AlgA, AlgB) of either longitudinal or transverse ultrasonograms. AlgA or AlgB could be one of the five feature types, i.e., HOG, LBP, GLCM, Hessian and Canny. The accuracy in the upper triangle was calculated by combining the features of AlgA and AlgB and then selecting features with GBDT. This feature selection strategy was denoted as C-FS. The accuracy in the lower triangle was calculated by selecting features in AlgA and AlgB separately and then combining the selected features. This was denoted as the FS-C feature selection strategy. The classifier C was the shallow neural network with hidden layers of fully connected nodes.
The SVM model performed the best (Acc = 0.9828) using a single feature type Hessian in the previous sections and may be improved by integrating other feature types, as shown in Figure 7 . This best model based on one feature type was improved by at least 0.0058 in accuracy by the Canny features. And the best model based on two feature types achieved Acc = 0.9943 by integrating the GLCM and Hessian features. Figure 7 also demonstrated that a better prediction accuracy may be achieved by selecting features for each feature type and then integrating the chosen features (FS + C strategy), compared with the strategy of selecting features after combining two feature types (C + FS strategy). And the Hessian features collaborated well with the other feature types, with an improved prediction accuracy when being integrated with any of the other four feature types. It's interesting to observe that one feature type could always be improved by integrating other feature types, but it's important to select a good collaborator, as shown in Figure 7 . For example, only 0.9714 in Acc was achieved by integrating the HOG and GLCM features, while the HOG features alone generated a model with Acc = 0.9717.
G. INTEGRATING BOTH VIEWS OF ULTRASONOGRAMS
Each column was the TPC prediction accuracy calculated by integrating two feature types with the FS + C strategy. The data series ''Longitudinal'', ''Transverse'' and ''L + T'' were based on the longitudinal, transverse and both views of the ultrasonograms.
The feature type Hessian represented the best information source for the TPC prediction, as shown in Figure 8 . Three of the four best models were achieved by the two feature types Hessian and LBP, and the integration of the two ultrasonogram views (Acc = 0.9949) outperformed either view alone. Except for the integration of the LBP and GLCM features using two ultrasonogram views (Acc = 0.9823), all the other models using the LBP features performed worse than 0.9800 in Acc. Actually the LBP features achieved Acc = 0.9183, only better than the Canny features with Acc = 0.9022, as shown in Figures 2 and 3 .
So the best TPC prediction model was achieved using the Hessian and LBP features of both ultrasonogram views. The features were selected by the FS + C strategy and the prediction accuracy was Acc = 0.9949.
Uliyan, DM et al., demonstrated that a combination of LBP and Hessian features performed very well on the biomedical image-based classification problem [64] . Figure 1 suggested that LBP and Hessian had the largest averaged values among the five feature types. Our comprehensive evaluation of all the duets of feature types also supported that the integration of LBP and Hessian feature types achieved the best prediction performances, as shown in Figure 8 .
IV. CONCLUSION AND FUTURE SCOPES
This study investigated the ultrasonogram-based thyroid papillary carcinoma (TPC) prediction problem. Five popular types of features were extracted from the two ultrasonogram views, i.e., longitudinal and transverse. The best model achieved the prediction accuracy 0.9949 using the LBP and Hessian features extracted from both longitudinal and transverse views of the ultrasonograms.
An integrated model of two feature types tended to outperform the models using only one feature type. The Hessian features outperformed any one of the other four feature types, and the Hessian-based model may be further improved by integrating one more feature type.
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