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Abstract. Nowadays the interoperability in Healthcare Information Sys-
tems (HIS) is a fundamental requirement. The Agency for Integration,
Diffusion and Archive of Medical Information (AIDA) is an interoper-
ability healthcare platform that ensures these demands and it is imple-
mented in Centro Hospitalar do Porto (CHP), a major healthcare unit
in Portugal. Therefore, the overall performance of CHP HIS depends on
the success of AIDA functioning.
This paper presents monitoring and prevention systems implemented in
the CHP, which aim to improve the system integrity and high availability.
These systems allow the monitoring and the detection of situations con-
ducive to failure in the AIDA main components: database, machines and
intelligent agents. Through the monitoring systems, it was found that
the database most critical period is between 11:00 and 12:00 and the
resources are well balanced. The prevention systems detected abnormal
situations that were reported to the administrators that took preventive
actions, avoiding damage to AIDA workflow.
Keywords: Healthcare Information Systems; Interoperability; Availabil-
ity; Monitoring Systems; Preventing Systems.
1 Introduction
In healthcare area, information systems are in fast evolution, the main goal is
convert paper-based practices into computerized processes in order to ensure the
healthcare delivery and improve services quality. After dematerialization, Health-
care Information Systems (HIS) can provide a better coordination between med-
ical professionals and applications, allowing the reduction of the number and the
incidence of medical errors. Furthermore it enables the reduction of healthcare
costs and may provide a means to improve the hospital management [1, 2].
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Nowadays a hospital constitutes an environment with many and complex
information systems. They are heterogeneous, distributed and they speak in
different languages. Consequently, the impact of these systems in a hospital
environment is low, once they manipulate the information in an individualized
way, which does not allow a proper interaction among the different systems [1,3].
In this way, it emerges the necessity of to establish a communication link
among the systems that constitutes the HIS. This lack is filled through the inter-
operability, which is the ability of independent systems to exchange meaningful
information and initiate actions from each other, in order to operate together
to mutual benefit. The main goal of interoperability in healthcare is to connect
applications and data can be shared and exchanged across the healthcare en-
vironment and distributed to medical staff or patients whenever and wherever
they need it [4].
The interoperability implementation in HIS must hold mechanisms that en-
sure the information security. More specifically mechanisms that ensure the
confidentiality, the integrity and the availability of the information. This issue
will be presented in the Section 2 together with the presentation of the AIDA
platform, a solution to achieve interoperability in HIS. The Section 3 presents
the MEWS (Modified Early Warning Score) model, which is a fault forecasting
model used in the Intensive Care Units that monitors the patient vital signs
and it predicts organ failures. The work presented in this paper aims to increase
the AIDA availability through monitoring and prevention systems, which will be
presented in the Section 4. The systems developed and presented are based on
the MEWS model. In the Section 5 the results of their implementation in the
AIDA (Agency for Integration, Diffusion and Archive of Medical Information)
installed in the Centro Hospitalar do Porto (CHP) will be discussed, critical
situations conducive to failure were detected and fixed. It was possible to study
the workload of the AIDA main components too. Finally, in the Section 6 the
conclusions and future work are exposed.
2 Interoperability in HIS
There are a variety of methodologies and architectures through which it is pos-
sible to implement interoperability between HIS. These methodologies are based
on common communication architectures and standards. The multi-agent system
(MAS) technology is being to stand out in the area of interoperability, including
interoperability in healthcare, addressing the concerns mentioned above. The
autonomy and pro-activeness features of an agent allow it to plan and perform
tasks defined to accomplish the design objectives. The social abilities enable an
agent to interact in MAS and cooperate or complete to fulfil its goals. The agents
in a healthcare facility configure applications or utilities that collect information
in the organization. Once collected, this information can be provided directly to
other entities, e.g. a doctor or to a server, stored in a file or sent by e-mail to
someone for it to be treated at a later date [5].
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2.1 AIDA
In this context, it arises an intelligent and dynamic platform with the purpose of
making the HIS interoperable: the Agency for Integration, Diffusion and Archive
of Medical Information (AIDA). This platform is developed by researchers at the
University of Minho and it is implemented in several large health organizations in
Portugal, including the CHP. AIDA is responsible for the process of integration
of different information sources. To achieve that, it uses the Service Oriented
Architecture (SOA) and MAS to implement interoperability in a distributed
and specific environment in accordance with standards. This platform provides
intelligent electronic agents, best known as software agents that besides they
have a pro-active behaviour, they provide many services such as [4, 6]:
– The communication among different sub-systems, sending and receiving in-
formation (e.g. clinical or medical reports, images, data collections, prescrip-
tions);
– Managing and archiving the information;
– Responding to requests, with the necessary resources to carry them out
correctly and timely.
2.2 Information Security
Once AIDA stores and manipulates human related information, it is crucial to
ensure its protection. The information security is based on three attributes that
should be on the AIDA characteristics [7–9]:
– Confidentiality: provided by mechanisms that prevent unauthorized per-
sons access and publicized private information;
– Integrity: this is the property that ensures that the information retains all
the original features established by the owner even after handling, in other
words the information should be inviolable, incorrupt and consistent;
– Availability: provided by mechanisms to access the required information in
time by those who are authorized. In addition, it should have mechanisms
for fault prevention and tolerance, so that the system be able to continue
operating despite the failure of any component.
2.3 AIDA Availability
The AIDA should have a high level of availability and a proper functioning
twenty-four hours a day. A short stop period or the system slowness may bring
serious consequences for the services quality delivered. The AIDA platform has
already implemented fault tolerance mechanisms such as: the Oracle Real Appli-
cation Clusters (RAC) system, which improves the availability and the scalability
of AIDA database; and a data guard solution, which consists in a replica of the
original database, situated in a different place. This database is accessed when
the original database is unavailable. In spite of all advantages, the fault toler-
ance tools do not allow the focus on the faults themselves, but only on the faults
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effects, trying to minimize them. Thus, it is necessary to perform a proactive
monitoring on AIDA platform, taking actions before the fault occurs [10].
The AIDA availability is directly connected to its main components workflow.
These main components are: its database, its agents and the machines wherein
the agents perform their tasks. AIDA is a platform that ensures the interoper-
ability in a healthcare environment and consequently, it strongly improves the
quality of the healthcare services delivered to the patients. In spite of the high
level of maturity of the AIDA platform, it has some flaws that influence this
quality. The high availability is a strong demand in this platform and without
a proper functioning of one of AIDA main components, its availability is com-
promised. In this context, the monitoring and prevention systems presented in
this paper include these three components and they aim increase the AIDA high
availability.
3 MEWS
In medicine there is already a model for the prediction, in advance, of serious
health problems. This model is called Modified Early Warning Score (MEWS)
and it is used in several healthcare units in the world. Particularly in the CHP,
this model has been applied in the Intensive Care Unit [11].
MEWS assumes that a serious problem of health is often preceded by phys-
iological deterioration. The use of MEWS implies a strict monitoring of the
patient’s vital signs. Then, using the decision table (Table 1), the scores are cal-
culated to determine the level of risk of each patient, trying to understand when
a serious problem will occur. The monitoring of patient’s vital signs should be
continuous and all values must be archived so that it becomes possible to un-
derstand the behaviour of the vital signs over the time [12,13].
Table 1. MEWS Scores (adapted) [12].
MEWS Score 3 2 1 0 1 2 3
Temperature
(oC)
< 35.0 35.1-36.0 36.1-38.0 38.1-38.5 > 38.6
Heart rate
(min−1) < 40 41-50 51-100 101-110 111-130 > 131
Systolic BP
(mmHg)
< 70 71-80 81 - 100 101 - 199 > 200
Respiratory
rate (min−1) < 8 8-14 15-20 21-29 > 30
Blood
oxygen (%)
< 85 85-89 90-93 > 94
Urine output
(ml/kg/h)
Nil < 0.5
Neurological
New
confusion
Alert
Reacting
to voice
Reacting
to pain
Unresponsive
In order to classify the health state of the patient, the seven scores are ex-
tracted from Table 1 and then they are summed, obtaining the total score. The
patient’s state is characterized according to the following guidelines [12,13]:
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– When one of the parameters has the score two, the patient should be observed
frequently;
– If the patient’s total score is four or if there is an increase of two values of
the total score, the patient requires urgent medical attention;
– If the total score is more than four, the patient is at risk of life.
This model is endowed with several advantages such as: enabling to set pri-
orities for the interventions to be carried out; knowing better the physiological
tendencies of the patient’s organism through the monitoring process; assisting
in making medical decisions, once it uses a quantitative criteria; predicting sit-
uations that the patient need internment in the Intensive Care Unit [11–13].
4 Monitoring and Preventing Systems
This section presents the monitoring and prevention systems developed for the
database, machines and agents of AIDA. Once all of them are based on MEWS, it
was created three score tables, one for each AIDA main component. To develop
prevention system, it is indispensable to realize a monitoring process. A high
knowledge about the system is demanded in order to select the performance
indicators properly. These indicators should be based on the system workload
and other parameters that are important to prevent faults [14].
4.1 Database
Through the performance views, a tool provided by Oracle to collect information
about database state, it was possible to collect the AIDA database performance
indicators, in addition Unix scripts were responsible to collect information about
the processor and memory of database server. In this way, the twelve performance
indicators selected to accomplish the monitoring and prevention faults were [15]:
– Processor utilization: high values may seriously compromise the database
workflow;
– Memory utilization: it is also a fundamental key to a database proper
functioning;
– DB time: this is the time elapsing between the instant of placing of the
query by the user to the reception of all results, this time should be the
lowest possible;
– Number of transactions: It is the sum of the number of commits and the
number of rollbacks effectuated by users;
– Number of operations: one transaction consists in a set of operations,
depending on the query it can have more or less operations per transaction;
– Calls ratio: it is the ratio between recursive calls and total calls (sum of
recursive calls and user calls ). A recursive call occurs when a user request
needs one query SQL that needs another SQL query. Ideally, this ratio should
be lower as possible;
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– Number of current sessions: a high number of sessions opened may cause
an excessive use of memory;
– Size of redo file: the amount (KBytes) of redo files;
– Buffer cache ratio: the percentage of data that is in memory cache, if this
ratio decreases, this may indicate memory problems;
– Amount of I/O requests: a high value of this parameter may indicate
memory problems and frequent access to the disc;
– Amount of redo space requests: it indicates if there is enough space to
write in the buffer;
– Volume of network traffic: it is the network that interconnects all the
components of the database. If this value is very high, the database becomes
slower and it compromises the users requests.
In the Table 2 it is presented the score table for AIDA database. The scores
attribution is made through percentiles, inspired in the 95th percentile method
used for billing in Internet Service Providers and websites [16]. In the Table 2,
all performance indicators have the same limits to establish the score to each
one.
Table 2. Score table for the AIDA database based on the performance indicators
selected.
Score 0 1 2 3
Values ≤ p80 ]p80, p85] ]p85, p95] > p95
Once this score table is based on percentiles, it was necessary collect a rea-
sonable amount of data related to each performance indicator during a period
of time. It is important to refer that there is a specific percentile for each score
of each performance indicator for each hour of the day. The system developed is
upgradeable, new percentiles are calculated at the end of the day based on new
measurements.
After a discussion among the system administrators and Information Systems
(IS) specialists, it was decided that the total score is calculated 15 in 15 minutes
using the averages of all performance indicators collected during this period.
In this way false positive situations are avoided and the effectiveness of this
prevention system is increased. Similarly to the MEWS, if the total score is more
than four, it is a critical situation that compromises the database availability.
This situation is conducive to fault occurrence, so the system developed send
an email to system administrators warning the database state in order to they
take preventive actions, avoiding damage in the HIS. For less serious situations
(total score less than 5 or an increase of 2 values), visual warnings appear in the
monitoring dashboards developed with the objective to monitor the activity of
the database, machines and agents.
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4.2 Machines
With the purpose of to know the AIDA machines behaviour and then to prevent
possible faults, three performance indicators were selected, all of them related to
their workload (free percentage of processor, memory and disk space). These pa-
rameters were collected through Windows Management Instrumentation (WMI)
technology, which enables a simple exchange of information through a power-
ful set of tools based on standards. With a simple query-based language named
Windows Query Language (WQL), this technology allows the user to obtain a
wide range of information about the hardware and software of a specific machine.
Obviously the user must know the required credentials.
In the case of the machines, initially there was an attempt to create a score
table based on percentiles as the Table 2 previously presented, but it did not
succeed. The application sent several warnings false positives per day. The com-
puter performance limits for a good operation is an issue that varies a lot. Those
limits depend of the objectives that the system administrators want for a specific
machine. So, the score table was created with default fixed limits based on the
administrators experience, their knowledge about the system and opinions from
IS specialists. Through a management page, the administrators can change these
limits for each parameter either generally or specifically for one machine, any-
time. The default score table for all machines, based on MEWS, it is presented
in the Table 3.
Table 3. Score table for the AIDA machines.
Score 0 1 2 3
Free processor (%) ≥ 50 ]50, 25] ]25, 10] < 10
Free memory (%) ≥ 15 ]15, 10] ]10, 5] < 5
Free disk space (%) ≥ 15 ]15, 10] ]10, 5] < 5
As in MEWS, the following situations can occur:
– If the sum of all parameters score is more than four, critical situations are
detected and a warning (email) is sent to the administrators in order to they
take preventive actions;
– If there is an increase of two values, it is considered that the situation is very
grave, such as a situation wherein the total score is four. In these cases a
warning will appear in the monitoring dashboards.
Another adaptation of this fault prevention system was considered that when
one of the parameters showed in the Table 3 has the score three it is a critical
situation, which triggers an email warning. It was important to implement this
adaptation because any of the machines performance indicators is fundamental
for a good performance. If one of these resources is overly consumed, the machine
will have serious problems of accomplishing its tasks.
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4.3 Agents
In the two systems of monitoring and prevention presented above, the perfor-
mance indicators intervene in the process of prevention faults and in the moni-
toring process. In the case of agents, the prevention and monitoring systems are
separated. The monitoring system collects information related to the workload
of each agent so that they are analyzed in the monitoring dashboards. For the
prevention of the faults, the system is based on the frequency of agent activity.
In other words, it is the frequency that the agent is executed. It also can be
interpreted by the interval of time that the agent takes to refresh the log file
with its newest activity. To collect the values of this indicator, it is used the
Directory class of .NET framework and a batch script that creates the mapped
drives for the AIDA machines that execute the agents and it is where the log
files are.
The agents monitoring system collects and disseminates the values of various
performance indicators such as: processor and memory utilization by agent, I/O
of data per second and execution time. The first three indicators are also collected
through WQL queries. In this way, the system administrators can access the
monitoring dashboards and to consult the agents behaviour anytime.
In the Table 4, it is presented the score table for AIDA agents based on its
activity frequency (in minutes) and percentiles (inspiration in the 95th percentile
method again [16]). Once there is one variable in the score table, it was added
the score four, becoming the system more accurate. After obtaining the results
from the first tests of this prevention system, the Table 4 was adapted. The
95th percentile was replaced for the 97.5th percentile and consequently the other
limits were modified, with also the purpose of increase the system accuracy.
Table 4. Score table for the AIDA agents based on its activity frequency.
Score 0 1 2 3 4
Activity frequency (min) ≤ p85 ]p85, p90] ]p90, p95] ]p95, p97, 5] > p97, 5
Before beginning the prediction process, it is indispensable to collect several
data about agents’ activity frequency during a reasonable period of time. In
this way it is possible to evaluate the normal behaviour of agents and start the
prevention process based on the interpretation of MEWS scores:
– If the score obtained was less than four then a visual warning will be issued
on the monitoring dashboards;
– If the score was equal to four an email is sent to the system administrators
in order to they take speedy action to restore the normal workflow and to
prevent future damages.
New limits are constantly calculated for each agent improving the system
efficacy. Besides that, this application is endowed with persistency in relation
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to the database state. If the database is down, all SQL statements are recorded
in a file and the administrators are warned. When the database returns back to
normal all registers are inserted and the limits are refreshed. During the database
down time, scores do not stop of being calculated and abnormal situations are
detected, however the limits are not refreshed and the limits in the score table
are the last ones calculated. It is important to refer that this application does not
use the same database that the AIDA uses, avoiding an overload in the AIDA
database and allowing a dependency on the application operation.
5 Results
The systems presented in the Section 4 were implemented in the AIDA installed
in the CHP. Besides prevention damage to AIDA workflow, detecting critical
situations through the prevention systems, these systems also allowed to realize
a study about the workload of the AIDA main components. This study increased
the administrators’ knowledge about the AIDA platform, enabling them to de-
tect situations that need to be fixed and fragile situations that require special
attention, to establish priorities for taking action and still to manage the plat-
form in order to obtain the best balance of resources.
All the graphs presented in this section were extracted from the monitor-
ing dashboards developed through an open source Business Intelligence (BI)
tool named Pentaho Community, which revealed to be an easy handling tool,
it improved the consolidation of the data and it provided a greater support for
decision making [17].
5.1 Workload Results
Database
In the Table 5 is possible to verify that the AIDA database has a high utilization,
an average number of sessions in the order of 681 sessions. Furthermore, it can
observe that are executed on average about 214 transactions per second, resulting
742 operations per second in the database, which proves that this is a database
with a very high workload.
The Figure 1 shows the values of four performance indicators in a specific
regular day: number of sessions, processor utilization, DB time and network
traffic. On this day, no abnormal situations were detected in AIDA components.
The graphs are composed by two limits, the 25th and 75th percentiles (p25 and
p75 in the Figure 1). Consequently, 50% of the data collected is in the range
defined by these limits and it is expected that the next measurements occur in
the same range. All four graphs in the Figure 1 present a significant peak at
the end of the morning. The other performance indicators (not included in the
Figure 1) also demonstrated this behaviour on this day, although not in such
an obvious way. It may be concluded that, in a regular day, the period between
11:00 and 12:00 is the most critical for AIDA database.
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Table 5. Average values of AIDA database performance indicators during the study
period.
Performance indicators Average values
Processor utilization (%) 18
Memory utilization (%) 98
DB time per second 6
Transactions per second 214
Operations per second 742
Calls ratio 0.14
Number of sessions 681
Redo file size (KBytes per second) 152
Buffer cache ratio 0.998
I/O requests per second 632
Redo space requests per second 0.55
Network Traffic Volume (KBytes per second) 671
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Fig. 1. Values of four performance indicators of AIDA database during a regular day.
A: Number of sessions; B: Processor utilization; C: DB time; D: Network traffic.
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Machines and Agents
During a month it was collected the machines performance indicators. As the
Figure 2 presents, among the five machines that execute AIDA agents, the ma-
chine 08 is the one that consumes more CPU (an average of 14.09%) and the
machine 01 is the one that consumes more memory RAM (an average of 42,38%).
On the other hand, machine 01 is the one that consumes less CPU (an average
of 5.5%) and machine 08 and machine 04 are the ones that consume less memory
RAM (an average of 14.23% and 12.93%, respectively). It was also possible to
confirm in the monitoring dashboards that the CPU consume was constant only
varying from 5 to 10% in maximum. The consumption of memory RAM was
very constant.
Fig. 2. AIDA machines workload (processor and memory utilization).
Relative to agents workload, it was possible to uncover that agents that are
continually being executed and are responsible for archives transfer and provide
web services, consume more RAM memory. That is the case of the machine
01 that only have agents with these functions. As it is possible see through
Figure 2, the machine 01 is the one that consumes more RAM memory. In this
case, talking about the machines prevention system, the administrators should
lower the memory limits of this machine in the score table for machines (Table 3)
in order to avoid being warned in regular situations.
The high number of agents that are executed in machine 08 justifies the
high consumption of processor. In this machine are installed agents that are
responsible for archives transfer, billing, requests processing and verifications.
Besides the number of agents, most of these are often performed, which also
justifies the elevated use of CPU in machine 08.
The machine 04 is the machine that has more resources available as it can be
seen in the Figure 2. So, it may be concluded that when a new agent is created, it
should be installed in this machine. This conclusion can be taken from the mon-
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itoring dashboards, which acts as a decision support system. These dashboards
also enable to the system administrators to monitor the AIDA components in
real time and to study their behaviours in the past, in a period selected by the
user.
5.2 Preventing Systems Results
Database
During the period of this study, the database prevention system did not detect
any situation with the total score more than four. However, abnormal situations
for each performance indicator were detected. The memory utilization, the calls
ratio, the amount of I/O requests and the number of transactions were the
indicators with more occurrences: 377, 369, 362 and 352 respectively. The reason
why there is no critical situation reported with a total score more than four and at
the same time there is a high number of abnormal situations is explained through
several facts: the abnormal situations are verified every minute and the total
score is only calculated 15 in 15 minutes with the average values of this period;
the average value of the indicators rarely is high; abnormal situations normally
happen before and after regular situations; and usually when the performance
indicators have high scores, it does not coincide with high scores of the other
indicators.
Machines
During the study phase, the machines prevention system detected four critical
situations, which are presented in the Table 6. For instance, the first critical
situation detected on the 30th July in machine 02 achieved the total score of six.
Analysing this situation and remembering the Table 3 presented in the Section 4,
it is verified that the high utilization of processor and memory implied the total
score obtained. On the other hand, the occurrences of the machine 04 achieved
a total score of four, because in both situations there was an increase of two
values relative to the previous score. Although the total scores are lower than
five, it was considered as a critical situation because the processor utilization
had the maximum score and according the mentioned in the Section 4, these
are situations propitious to faults. All four situations presented in the Table 6
were reported successfully to a system administrator who quickly identified and
repaired the problem. In this way, he prevented bigger damages in the normal
workflow of the AIDA.
Agents
The study phase for the agents prevention system lasted almost two months and
it was realized after collecting data about the agents activity frequency during
two weeks. Three maintenance situations were realized in different days during
this phase. The process of maintenance, naturally, caused a stop in several agents
activities. In all of these three situations, the agents prevention system detected
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Table 6. Critical occurrences per machine.
Machine Date-time
Free
processor
(%)
Free
memory
(%)
Free
disk
space (%)
Score
machine 02
30th July
16:00-16:30
3 9 50 6
24th-25th September
22:40-00:15
1 4 50 6
machine 04
27th August
12:40
0 81 34 4
5th September
16:15-17:30
6 88 34 4
that those agents stopped. This fact proves that the system is capable of quickly
detect an irregular situation of the agents, preventing bigger damages.
Ignoring the occurrences from maintenance situations, it was detected abnor-
mal activities of some AIDA agents. In the Figure 3, it is visible the occurrences
where certain agents reached the score four, triggering the sending of warning
emails.
machine 08, agent 59 
machine 04, agent 36 
machine 04, agent 35 
machine 08, agent 60 
machine 09, agent 61 
machine 09, agent 391 
0 
 
1 
 
2 
 
3 
 
Number of warning emails 
Fig. 3. Number of warning emails (critical situations) per agent during the study phase
for agents prevention system. The occurrences relative to the maintenance situations
are ignored in this graph.
In all occurrences shown in the Figure 3, the agents presented an abnormal
behaviour. They remained too long without performing their tasks. These situ-
ations must be carefully analyzed to determine if is necessary to modify these
agents or other components.
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6 Conclusions and Future Work
The adaptation of the model MEWS in medicine for the AIDA main components
(database, machines and intelligent agents) was conceivable, detecting critical
situations conducive to failures. However, it is very important to refer that is
essential have a high knowledge of the system to make possible this adapta-
tion and the development of the monitoring and prevention systems. Through
the process of monitoring, these systems should be accompanied and refined
continually. Furthermore, the monitoring of these components assists in making
decisions about the system and it enables a better resource management of each
of these components.
Relative to workload results, it may be concluded that the AIDA database
of the CHP has a high workload, mainly between 11:00 and 12:00. According
to the results obtained in the Section 5, the machine 08 and the agents that
it executes, deserve a special attention from system administrators. This is due
to the fact that a great number of agents perform their tasks in the machine
08. The machine 02 should be observed frequently, once critical situations were
detected either for the machine or for the agents that run there. The workload of
the AIDA agents and machines demonstrated that the system resources are well
balanced. However, minor repairs could be made such as the transfer of one or
more agents of the machine 08 to the machine 04. Thus the high importance of
high availability of the machine 08 would be decentralized, i.e., if this machine
failed, the damage would not be as great.
It also may be concluded that the monitoring systems contribute to the
improvement of AIDA integrity, because they provide a greater control on AIDA
main components.
The prevention systems presented in this paper, contribute to increase the
AIDA availability, once these systems avoid critical situations where failure can
arise easily. They allow the administrators repair irregular situations quickly,
ensuring the best performance of the AIDA platform. In this way these systems
contribute to assist the system administrators to manage the AIDA platform and
consequently, to the improvement of the healthcare information systems quality.
As future work will be possible to give mobility to agents so that they can mi-
grate from a machine to another depending on the resources there are available.
The warning module will be improved through the sending of messages via SMS
in extreme cases or when a critical situation lasts long. The data mining process
should be applied to the data that concerns about these three main components.
In order to recognize correlations and standards in the components behaviour.
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