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ASYMPTOTIC BEHAVIOR OF THE OCCUPANCY DENSITY FOR
OBLIQUELY REFLECTED BROWNIAN MOTION IN A HALF-PLANE
AND MARTIN BOUNDARY
PHILIP A. ERNST AND SANDRO FRANCESCHI
Abstract. Let pi be the occupancy density of an obliquely reflected Brownian motion in the
half plane and let (ρ, α) be the polar coordinates of a point in the upper half plane. This work
determines the exact asymptotic behavior of pi(ρ, α) as ρ→∞ with α ∈ (0, pi). We find explicit
functions a, b, c such that
pi(ρ, α) ∼
ρ→∞
a(α)ρb(α)e−c(α)ρ.
This closes an open problem first stated by Professor J. Michael Harrison in August 2013.
We also compute the exact asymptotics for the tail distribution of the boundary occupancy
measure and we obtain an explicit integral expression for pi. We conclude by finding the Martin
boundary of the process and giving all of the corresponding harmonic functions satisfying an
oblique Neumann boundary problem.
Contents
1. Introduction 1
2. A kernel functional equation 3
3. Boundary occupancy measure 7
4. Inverse Laplace transform 11
5. Saddle-point method and asymptotics 12
6. Martin boundary 16
Acknowledgments 17
References 18
Appendix A. Generalization of parameters 19
A.1. Generalization to arbitrary covariance matrix 19
A.2. Initial state x 19
A.3. Case µ2 > 0 20
Appendix B. Technical lemmas 20
1. Introduction
In 2013, Professor J. Michael Harrison raised a fundamental question regarding the asymptotic
behavior of the occupancy density for reflected Brownian motion (RBM) in the half plane [10].
We shall state Harrison’s problem on the following page after introducing the necessary back-
ground for the statement of the problem. The purpose of the present paper is to close this open
problem.
Let B(t) + µt be a two-dimensional Brownian motion with identity covariance matrix, drift
vector µ = (µ1, µ2), and initial state (0, 0).
1 Let R = (r, 1) be reflection vector and, for all t > 0,
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1Appendix A generalize our results to any covariance matrix and to any starting point.
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2 PHILIP A. ERNST AND SANDRO FRANCESCHI
let
`(t) := − inf
06s6t
(B2(s) + µ2s) and Z(t) := B(t) + µt+R`(t) ∈ R× R+.
It is said that (Z, `) solves the Skorokhod problem for B(t)+µt with respect to upper half-plane
and to R. The process Z is a reflected Brownian motion (RBM) in the upper half-plane and `
is the local time of Z on the abscissa. We shall assume throughout that
µ1 + rµ
−
2 < 0,
2 (1)
ensuring that Z1(t)→ −∞ as t→∞ (see Appendix B, Lemma 15). Throughout this work, our
primary concern shall be the case where
µ2 < 0.
3 (2)
Under (2), `(t) → ∞, µ−2 = −µ2, and (1) is equivalent to rµ2 − µ1 > 0. Figure 1 below gives
two examples of parameters satisfying (1) and (2).
Figure 1. Two examples of parameters satisfying the inequality in (1) and (2).
µ is the drift and R is the reflection vector
Let pt(z) denote the density function of the random vector Z(t) at the point z in the upper
half-plane. For any bounded set A, define
pi(z) :=
∫ ∞
0
pt(z)dt, (3)
and
Π(A) :=
∫
A
pi(z)dz = E
[∫ ∞
0
1A(Z(t))dt
]
.
We call Π the Green’s measure of the process Z and pi the occupancy density (alternatively, the
Green’s function) of the process Z. Let (ρ, α) be the polar coordinate representation of a point
z in the upper half-plane. The occupancy measure on the boundary (alternatively, the “pushing
measure” or the “Green’s measure”) is defined as
ν(A) := E
[∫ ∞
0
1A(Z(t))d`(t)
]
.
Notice that ` increases only when Z2(t) = 0, which corresponds to the support of ν lying on the
abscissa. Indeed, ν is the product measure and has density with respect to Lebesgue measure
on the abscissa (see Harrison and Williams [9, §8]). In particular, let ν1 be the density such that
ν(dz) = ν1(z1)dz1 × δ0(dz2).
With the above preparations now in hand, we now state Harrison’s open problem.
Harrison’s Problem [10]: Determine the exact asymptotic behavior of pi(ρ, α) with ρ → ∞
and α fixed.
Theorem 6 of this paper closes this problem. In the process of finding the exact asymptotic
2The symmetrical case µ1 + rµ
−
2 > 0 ensures that Z1(t)→∞. It can be treated in the same way.
3See Appendix A.3 for the case µ2 > 0.
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behavior of pi(ρ, α) with ρ→∞ and α fixed, we also determine the exact tail asymptotic behav-
ior of the boundary occupancy measure ν (Proposition 4) and an explicit integral expression for
the occupancy density pi (Proposition 5). These asymptotics lead us to explicitly determine all
harmonic functions of the Martin compactification and to obtain the Martin boundary of the
process (Proposition 13).
The significance of Harrison’s problem is directly related to the task of finding the exact
asymptotic behavior of the stationary density of RBM in a quadrant. Referring to this task,
Harrison remarks that “given the ‘cones of boundary influence’ discovered by Avram et al. [1],
one may plausibly hope to crack the problem by piecing together the asymptotic analyses of
occuupancy densities for three much simpler processes: a RBM in the upper half-plane that is
obtained by removing the left-hand boundary of the quadrant; a RBM in the right half-plane
that is obtained by removing the lower boundary of the quadrant; and the unrestricted Brow-
nian motion that is obtained by removing both of the quadrant’s boundaries.” ([10]). Harrison
further emphasizes the importance of the problem at hand by writing that “at the very least,
the solution of the problem posed above may provide a deeper understanding or alternative
interpretation of recent results on the asymptotic behavior of various quantities associated with
the stationary distribution of RBM in a quadrant,” as in Dai and Miyazawa [4, 5], Franceschi
and Kourkova [8].
The tools in this paper are, in part, inspired by methods introduced by the seminal work of
Malyshev [19], which studies the asymptotic behavior of the stationary distribution for random
walks in the quadrant. Subsequent works studying asymptotics in the spirit of Malshev’s ap-
proach include Kourkova and Malyshev [13], which studies the Martin boundary of random walks
in the quadrant and in the half-plane; Kourkova and Suhov [14], which extends the methods
of Malyshev to the join-the-shorter-queue paradigm; Kourkova and Raschel [12], which studies
the asymptotics of the Green’s functions of random walks in the quadrant with non-zero drift
absorbed at the axes, and Franceschi and Kourkova [8], which extends Malyshev’s method to
computing asymptotics in the continuous case.
A second group of literature closely relating to the present paper is that which concerns
the asymptotics of the stationary distribution of semi-martingale reflecting Brownian motion
(SRBM) in the quadrant (Dai and Miyazawa [4, 5]) or in the orthant (Miyazawa and Kobayashi
[21]). These three papers develop a similar analytic method and contain similar asymptotic
results to those for SRBM arising from a tandem queue (Lieshout and Mandjes [17, 18], Miyazawa
and Rolski [22]).
The remainder of the paper is organized as follows. Proposition 2 of Section 2 establishes
a kernel functional equation linking the moment generating functions of the measures pi and
ν. Section 3 is concerned with the boundary occupancy measure. An explicit expression for
its moment generating function is established in Lemma 3 and its singularities are studied.
The exact tail asymptotics of ν are subsequently given in Proposition 4. Proposition 5 of
Section 4 expresses the occupancy density pi as a simple integral via Laplace transform inversion.
Theorem 6 in Section 5 provides the paper’s key result on the exact asymptotic behavior of
pi(ρ, α) as ρ → ∞ with α ∈ (0, pi). Section 6 is devoted to the study of the Martin boundary
and to the corresponding harmonic functions.
2. A kernel functional equation
We begin by defining the moment generating function (MGF) (alternatively, bilateral Laplace
transform) of the measures pi and ν. For θ = (θ1, θ2) ∈ C2, let
f(θ) := pˆi(θ) =
∫
R×R+
eθ·zpi(z)dz = E
[∫ ∞
0
eθ·Z(s)ds
]
,
and
g(θ1) := νˆ(θ) = νˆ1(θ1) =
∫
R
eθ1·z1ν1(z1)dz1 = E
[∫ ∞
0
eθ·Z(s)d`(s)
]
.
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We note that g depends only on θ1; it does not depend on θ2 since the support of ν lies on the
abscissa. Further, f is a two-dimensional Laplace transform which is bilateral for one dimension.
We wish to establish a kernel functional equation linking the moment generating functions f
and g (Proposition 2).
Consider the kernel
Q(θ) :=
1
2
(θ21 + θ
2
2) + µ1θ1 + µ2θ2 =
1
2
(|θ + µ|2 − (µ21 + µ22)). (4)
Note that Q(θ)t = logE[eθ·Xt ] is the cumulant-generating function of Xt. The kernel Q is also
called the “characteristic exponent” or the “Le´vy exponent” of Xt. Let Θ
±
2 (θ1) denote the
functions which “cancel” the kernel, i.e. the functions Q(θ1,Θ
±
2 (θ1)) = 0. This yields
Θ±2 (θ1) := −µ2 ±
√
(µ21 + µ
2
2)− (θ1 + µ1)2 , (5)
where
θ±1 := −µ1 ±
√
µ21 + µ
2
2 , (6)
denotes the points which cancel the quantity under the square root. It is evident that (5) is
analytic on C \ ((−∞, θ−1 ] ∪ [θ+1∞)). Note also that θ+1 > 0 and that θ−1 < 0. Let
θp1 :=
2(rµ2 − µ1)
r2 + 1
∈ (0, θ+1 ),
be the first coordinate of the point of intersection between the circle γ(θ) = 0 and the line
R · θ = 0 (see Figure 2 below).
Figure 2. Circle Q(θ) = 0, line R · θ = 0 and points θ±1 and θp1.
Define the sets
E := {θ ∈ C2 : ∃ θ˜ ∈ R2 such that θ˜1 = <θ1, <θ2 6 θ˜2, θ˜ ·R < 0, and Q(θ˜) < 0}.
and
F := {θ ∈ C2 : 0 < <θ1 < θp1 and <θ2 6 0}.
Figure 3 below provides a visual representation of E ∩ R2 and F ∩ R2.
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Figure 3. In the first two pictures, the domain E ∩R2 is colored in red and the
hatched subset of E ∩ R2 is the set {θ ∈ R2 : R · θ < 0 and Q(θ) < 0}. In the
last two pictures, the domain F ∩ R2 is colored in blue. In the two pictures on
the left, r > 0 and E ⊂ F . In the two pictures on the right, r < 0 and F ⊂ E.
We now turn to studying the domains of convergence for f and g.
Lemma 1. For θ ∈ E ∪ F we have that
lim
t→∞E[e
θ·Z(t)] = 0. (7)
Further,
f(θ) = E
[∫ ∞
0
eθ·Z(s)ds
]
<∞ and g(θ1) = E
[∫ ∞
0
eθ·Z(s)d`(s)
]
<∞. (8)
Proof. We consider the two cases θ ∈ E and θ ∈ F separately below.
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(i) Let θ ∈ E. Consider θ˜ satisfying the conditions stated in the definition of the set E, that
is θ˜1 = <θ1, <θ2 6 θ˜2, θ˜ ·R < 0, and Q(θ˜) < 0. We have
E[|eθ·Z(t)|] = E[e<θ·Z(t)] 6 E[eθ˜·Z(t)], (since <θ2 6 θ˜2 and Z2(t) > 0),
6 E[eθ˜·(B(t)+µt)+(θ˜·R)`(t)],
6 E[eθ˜·(B(t)+µt)], (since θ˜ ·R < 0 and `(t) > 0),
6 eQ(θ˜)t, (the MGF of a Gaussian)
and then E[eθ·Z(t)] −→
t→∞ 0 for Q(θ˜) < 0.
From the inequality E[eθ·Z(t)] 6 eQ(θ˜)t and by Fubini’s theorem, E
[∫∞
0 e
θ·Z(s)ds
]
< ∞.
Letting t tend to infinity in equation (12), we easily obtain that E
[∫∞
0 e
θ·Z(s)d`(s)
]
<∞.
(ii) Let θ ∈ F . Let a := <θ1. Noting that Z2(t) is non-negative for every t > 0 and <θ2 6 0,
we have ∣∣∣eθ·Z(t)∣∣∣ = ∣∣∣eθ1Z1(t)+θ2Z2(t)∣∣∣ 6 e<θ1Z1(t)+<θ2Z2(t) 6 eaZ1(t).
Noting that B1(t) and B2(t) are assumed independent, and employing the inequality in
(28) of the Appendix, we have that∣∣∣E [eθ·Z(t)] ∣∣∣ 6 E [eaZ1(t)]
6 E
[
ea((µ1+rµ
−
2 )t+B1(t)+|r| sup06s6t |B2(s)|)
]
= ea(µ1+rµ
−
2 )t · E
[
eaB1(t)
]
· E
[
ea|r| sup06s6t |B2(s)|
]
= ea(µ1+rµ
−
2 )t · e 12 a2t · E
[
sup
06s6t
ea|r||B2(s)|
]
.
Since x 7→ exp(a|r||x|) is a convex function, exp(a|r||B2(t)|) is a submartingale. By
Doob’s L2 Maximal Inequality, we have(
E
(
sup
06s6t
ea|r||B2(s)|
)) 1
2
6 2
(
sup
06s6t
Eea|r||B2(s)|
) 1
2
6 2
(
sup
06s6t
2 · Eea|r|B2(s)
) 1
2
= 2
√
2 e
1
4
a2r2t.
Thus
E
(
sup
06s6t
ea|r||B2(s)|
)
6 8 e 12a2r2t,
and ∣∣∣E [eθ·Z(t)] ∣∣∣ 6 8 e(a(µ1+rµ−2 )+ 12 a2+ 12 a2r2)t. (9)
Since θ ∈ F , we have 0 < a < θp1 = 2(rµ2−µ1)r2+1 and
a
(
µ1 + rµ
−
2
)
+
1
2
a2 +
1
2
a2r2 < 0.
Equation (7) now follows immediately from the inequality in (9). The first statement of
convergence in (8) follows from the inequality in (9) and by Fubini’s theorem. As in the
case θ ∈ E, we conclude the proof letting t go to infinity in equation (12). The second
statement of convergence in (8) then immediately follows.

ASYMPTOTIC BEHAVIOR OF THE OCCUPANCY DENSITY FOR RBM IN A HALF-PLANE 7
We now turn to Proposition 2, which provides a kernel functional equation linking the func-
tions f and g.
Proposition 2. For all θ = (θ1, θ2) in the set E ∪F , the integrals f(θ) and g(θ1) are finite and
the following functional equation holds
0 = 1 +Q(θ)f(θ) + (R · θ)g(θ1), (10)
where Q is the kernel defined in (4).
Proof. For f ∈ C2(R× R+), we have by Itoˆ’s Lemma that
f(Z(t))− f(Z(0)) =
∫ t
0
∇f(Z(s)).dB(s) +
∫ t
0
Lf(Z(s))ds+
∫ t
0
R · ∇f(Z(s))d`(t), (11)
where L is the generator
L = 1
2
4+ µ.∇.
For z ∈ R × R+, we shall let f(z) = eθ·z. We proceed to take expectations of the equality in
(11). The integral
∫ t
0 ∇f(Z(s)).dBs is a martingale and thus its expectation is zero. This yields
E[eθ·Z(t)]− 1 = 0 +Q(θ)E
[∫ t
0
eθ·Z(s)ds
]
+ (R · θ)E
[∫ t
0
eθ·Z(s)d`(s)
]
. (12)
We now invoke Lemma 1. For θ ∈ E ∪ F , E[eθ·Z(t)] −→
t→∞ 0. Further, by Lemma 1, the integrals
E
[∫∞
0 e
θ·Z(s)d`(s)
]
and E
[∫∞
0 e
θ·Z(s)ds
]
are finite. Letting t tend to infinity in equation (12),
we obtain
0− 1 = Q(θ)E
[∫ ∞
0
eθ·Z(s)ds
]
+ (R · θ)E
[∫ ∞
0
eθ·Z(s)d`(s)
]
,
which indeed is equation (10). This concludes the proof. 
We shall use the convergence of f and g on the set E in the proof of Lemma 3. The convergence
on the set F will be employed in the proof of Proposition 5.
3. Boundary occupancy measure
This section concerns the study of the boundary occupancy measure. We shall find an explicit
expression for its MGF in Lemma 3 and Proposition 4 provides its exact asymptotics. Through-
out, denote
√· to be the principal square root function which is analytic on C \ (−∞, 0] and
such that
√
1 = 1.
Lemma 3. The moment generating function of the boundary occupancy measure can be mero-
morphically continued to the set C \ ((−∞, θ−1 ] ∪ [θ+1 ,∞)) and is equal to
g(θ1) =
−1
rθ1 + Θ
−
2 (θ1)
=
1
−rθ1 + µ2 +
√
(µ21 + µ
2
2)− (θ1 + µ1)2
, (13)
for all θ1 ∈ C\((−∞, θ−1 ]∪ [θ+1 ,∞)). The function g then has a simple pole at 0 and has another
pole in C \ ((−∞, θ−1 ] ∪ [θ+1 ,∞)) if and only if
rθ+1 − µ2 > 0. (14)
When it exists, the other (simple) pole is
θp1 :=
2(rµ2 − µ1)
r2 + 1
∈ (0, θ+1 ).
Finally, in the neighborhood of θ+1 ,
g(θ1) =
θ1→θ+1

1
−rθ+1 +µ2
− 1
(−rθ+1 +µ2)2
√
(θ+1 − θ1)(θ+1 − θ−1 ) +O(θ1 − θ+1 ) if rθ+1 − µ2 6= 0,
1√
(θ+1 −θ1)(θ+1 −θ−1 )
+O(1) if rθ+1 − µ2 = 0 .
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Proof. For ε > 0, let us denote θ˜ = (θ1,Θ
−
2 (θ1) + ε). One may easily verify that for both θ1 > 0
sufficiently small and ε > 0 sufficiently small we have that v · θ˜ < 0 and Q(θ˜) < 0. Together,
these inequalities imply that (θ1,Θ
−
2 (θ1)) ∈ E. E is an open set and by continuity we have that
(θ1,Θ
−
2 (θ1)) ∈ E for θ1 in some open non-empty set.
We now evaluate the functional equation (10) at the points (θ1,Θ
−
2 (θ1)) ∈ E. Since
Q(θ1,Θ
−
2 (θ1)) = 0,
equation (13) is satisfied for θ1 in some open non-empty set. By the principle of analytic
continuation, we may continue g on the set C \ ((−∞, θ−1 ] ∪ [θ+1 ,∞)), the latter being the
domain of the function in equation (13). The square root at the denominator of this function
can be written as √
(θ+1 − θ1)(θ1 − θ−1 ).
We emphasize have taken the principal square root function with a cut on (−∞, 0] and such
that
√
1 = 1.
The remainder of the proof proceeds in a straightforward manner. Finding the poles of the
function
1
−rθ1 + µ2 +
√
(µ21 + µ
2
2)− (θ1 + µ1)2
,
in C \ ((−∞, θ−1 ] ∪ [θ+1 ,∞)) is equivalent to finding the zeros of the function −rθ1 + µ2 +√
(µ21 + µ
2
2)− (θ1 + µ1)2, i.e. solving for θ1 in the equation
rθ1 − µ2 =
√
(µ21 + µ
2
2)− (θ1 + µ1)2 .
The above equation is equivalent to the following equations
(rθ1 − µ2)2 =
(
µ21 + µ
2
2
)− (θ1 + µ1)2, (15)
<(rθ1 − µ2) > 0. (16)
The inequality in (16) follows because the branch we select for
√
(µ21 + µ
2
2)− (θ1 + µ1)2 will
ensure that the real part of rθ1 − µ2 is positive. The roots of (15) are θ1 = 0 and
θ1 = 2(rµ2 − µ1)/(r2 + 1).
Together with (16), we see that θ1 = 0 is a pole of g because we assumed that µ2 < 0. Further,
θ1 = 2(rµ2 − µ1)/(r2 + 1) is a pole of g if and only if(
r2 − 1)µ2 − 2rµ1 > 0. (17)
Under conditions (1) and (2), it is straightforward to see that (17) is equivalent to (14). The
behavior of g in the neighborhood of θ+1 is then easily obtained as desired in the statement of
the Lemma. 
Figure 4 provides a geometric interpretation of the condition in (14), namely the condition for
g to have a pole other than 0. The figure also illustrates the different asymptotic cases in Propo-
sition 4. The following proposition establishes the exact asymptotics for the tail distribution
of ν.
Proposition 4. The asymptotics of ν1 are given by
ν1(z1) ∼
z1→+∞

Ae−θ
p
1z1 if rθ+1 − µ2 > 0,
Bz
− 1
2
1 e
−θ+1 z1 if rθ+1 − µ2 = 0,
Cz
− 3
2
1 e
−θ+1 z1 if rθ+1 − µ2 < 0,
(18)
and by
ν1(z1) ∼
z1→−∞
D,
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Figure 4. From the left to the right: rθ+1 −µ2 > 0, rθ+1 −µ2 = 0, and rθ+1 −µ2 <
0. Recall that R = (r, 1).
where
A =
1
r2 + 1
(r2 − 1)µ2 − 2rµ1
rµ2 − µ1 , B =
1√
pi(θ+1 − θ−1 )
, C =
√
(θ+1 − θ−1 )
2
√
pi(−rθ+1 + µ2)2
,
and
D =
µ2
µ1 − rµ2 .
The exact tail asymptotics of ν, that is the asymptotics of ν((z1,∞)), are also given by equa-
tion (18), but with different constants: A′ = A/θp1, B
′ = B/θ+1 and C
′ = C/θ+1 .
Proof. The above results are a direct consequence of Lemma 3 and of classical transfer theorems
which link the asymptotics of a function to the singularities of its Laplace transform. These
theorems rely on the complex inversion formula of a Laplace transform. For a precise statement
of these theorems, we refer the reader to Doetsch [6, Theorem 37.1], Dai and Miyazawa [4,
Lemma C.2] and, most importantly, to Dai and Miyazawa [5, Lemmas 6.2 and 6.3], as the latter
directly works with the tail distribution. The methods we shall employ to obtain the exact
asymptotics for the tail distribution of boundary measures are similar in each step to those in
Dai and Miyazawa [5, Section 6]
Let a and b be the singularities which define the strip of convergence of the bilateral Laplace
transform g(θ1) =
∫
R e
θ1z1ν(dz1), i.e. the integral converges for a < <θ1 < b. Note that g remains
defined outside this strip thanks to its analytic continuation. For some constants c, c0, and k,
and for Γ the gamma function, the classical transfer theorems imply as follows:
(i) If
g(θ1)− c ∼
b
c0
(b− θ1)k ,
then
ν1(z1) ∼
+∞ bν((z1,∞)) ∼+∞
c0
Γ(k)
zk−11 e
−bz1 .
(ii) If
g(θ1)− c ∼
a
c0
(θ1 − a)k ,
then
ν1(z1) ∼−∞
c0
Γ(k)
(−z1)k−1eaz1 .
We now apply the consequences in (i) and (ii) above to the study of the singularities of g in
Lemma 3. For rθ+1 − µ2 6 0, the convergence strip of the integral which defines the Laplace
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transform has its extremities at a = 0 and at b = θ+1 . For rθ
+
1 − µ2 > 0, the convergence strip
of the integral has extremities at a = 0 and b = θp1. Lemma 3 gives
g(θ1) ∼
0
Res0(g)
θ1
,
and so a = 0, c0 = Res0(g), k = 1, Γ(1) = 1. The transfer theorems then imply that
ν(z1) ∼
z1→−∞
Res0(g).
We now apply Lemma 3 to obtain the following asymptotics in +∞ for the three distinct cases
given below.
(1) If rθ+1 − µ2 < 0, then
g(θ1)− 1−rθ+1 + µ2
∼
θ+1
− 1
(−rθ+1 + µ2)2
√
(θ+1 − θ1)(θ+1 − θ−1 ) ,
and so b = θ+1 , c0 = −
√
(θ+1 −θ−1 )
(−rθ+1 +µ2)2
, k = −12 , Γ(−12) = −2
√
pi. By the transfer theorems,
ν(z1) ∼
z1→+∞
Cz
− 3
2
1 e
−θ+1 z1 .
(2) If rθ+1 − µ2 = 0, then
g(θ1) ∼
θ+1
1√
(θ+1 − θ1)(θ+1 − θ−1 )
,
and so b = θ+1 , c0 =
1√
(θ+1 −θ−1 )
, k = 12 , Γ(
1
2) =
√
pi. By the transfer theorems,
ν(z1) ∼
z1→+∞
Bz
−−1
2
1 e
−θ+1 z1 .
(3) If rθ+1 − µ2 > 0, then
g(θ1) ∼
θp1
Resθp1 (g)
θ1 − θp1
,
and so b = θp1, c0 = Resθp1 (g), k = 1, Γ(1) = 1. By the transfer theorems,
ν(z1) ∼
z1→+∞
−Resθp1 (g)e
−θ+1 z1 .
We proceed to compute the residues to obtain explicit expressions for the constants. Let
h(θ1) := −rθ1 + µ2 +
√(
µ21 + µ
2
2
)− (θ1 + µ1)2.
The first derivative of h(θ1) is
h′(θ1) = −r − θ1 + µ1√(
µ21 + µ
2
2
)− (θ1 + µ1)2 .
Since θ1 = 0 and θ1 = θ
p
1 are simple zeros of h(θ1), we have that
1
Res0(g)
= h′(0) = −r − µ1|µ2| =
µ1 − rµ2
µ2
. (19)
Then
1
Resθp1 (g)
= h′ (θp1) = (1 + r
2)
µ1 − rµ2
(r2 − 1)µ2 − 2rµ1 , (20)
provided that θp1 is a zero of h(θ1). Equations (19) and (20) give the values of A and D, thereby
completing the proof. 
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4. Inverse Laplace transform
The transfer lemmas in the previous section only apply to univariate functions, and hence cannot
be applied to the function f . In order to obtain the asymptotics of the occupancy density pi,
we first invert the two dimensional Laplace transform f . We then proceed to reduce its inverse
to a single valued integral which gives an explicit expression of pi. All of the above tasks are
accomplished by Proposition 5 below.
Proposition 5. For any (z1, z2) ∈ R× R+ and ε > 0 sufficiently small, the density occupancy
measure can be written as
pi(z1, z2) =
−1
ipi
∫ ε+i∞
ε−i∞
e−z1θ1−z2Θ
+
2 (θ1)
rθ1 + Θ
−
2 (θ1)
dθ1 =
1
ipi
∫ ε+i∞
ε−i∞
e−z1θ1−z2Θ
+
2 (θ1)g(θ1)dθ1.
Proof. By Proposition 2, the Laplace transform f(θ1, θ2) converges in the set F which, for ε > 0
sufficiently small, contains (ε + iR) × (iR). Then, Laplace transform inversion (Doetsch [6,
Theorem 24.3 and 24.4] and [2]) gives
pi(z1, z2) =
1
(2pii)2
∫ ε+i∞
ε−i∞
∫ i∞
−i∞
e−z1θ1−z2θ2f(θ1, θ2)dθ1dθ2.
Recall from Section 2 the kernel
Q(θ) =
1
2
(θ2 −Θ+2 (θ1))(θ2 −Θ−2 (θ1)).
Equations (10) and (13) yield that
f(θ1, θ2) =
−1− (R · θ)g(θ1)
Q(θ)
=
2
(θ2 −Θ+2 (θ1))(rθ1 + Θ−2 (θ1))
,
and
pi(z1, z2) =
1
2pii
∫ ε+i∞
ε−i∞
2e−z1θ1
rθ1 + Θ
−
2 (θ1)
(
1
2pii
∫ +i∞
−i∞
e−z2θ2
1
θ2 −Θ+2 (θ1)
dθ2
)
dθ1.
We now need show that
1
2pii
∫ +i∞
−i∞
e−z2θ2
θ2 −Θ+2 (θ1)
dθ2 = −e−z2Θ
+
2 (θ1). (21)
For some A > 0, denote the half circle
CA = {θ2 ∈ C : |θ2| = A and <θ2 > 0}.
We now employ Cauchy’s integral formula, integrating on the closed contour of Figure 5. Paying
close attention to the direction of orientation, we obtain
1
2pii
(∫ −iA
iA
+
∫
CA
)
e−z2θ2
θ2 −Θ+2 (θ1)
dθ2 = e
−z2Θ+2 (θ1).
Note that since we have assumed throughout that µ2 < 0, we have <Θ+2 (θ1) > 0. It now remains
to take the limit of the integrals when A→∞ and to show that the limit of ∫CA is zero. Indeed,∫
CA
e−z2θ2
θ2 −Θ+2 (θ1)
dθ2 =
∫ pi
2
−pi
2
e−z2Aeit
Aeit −Θ+2 (θ1)
iAeitdt,
which, by dominated convergence, converges to 0 when A→∞. We thus obtain (21), completing
the proof.

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Figure 5. Integration contour.
5. Saddle-point method and asymptotics
This goal of this section is to determine the exact asymptotic behavior of pi(ρ, α) as ρ→∞ with
α ∈ (0, pi). Let (ρ, α) the polar coordinates of z, that is ρ > 0, α ∈ (0, pi) and z = ρeα, where
eα = (cosα, sinα). Let the saddle point be defined by
θα := (θα1 ,Θ
+
2 (θ
α
1 )) = (−µ1 + cosα
√
µ21 + µ
2
2,−µ2 + sinα
√
µ21 + µ
2
2),
and
θ˜α := (θα1 ,Θ
−
2 (θ
α
1 )) = (−µ1 + cosα
√
µ21 + µ
2
2,−µ2 − sinα
√
µ21 + µ
2
2).
The poles are defined by
θp := (θp1, θ
p
2) =
(
2(rµ2 − µ1)
r2 + 1
,Θ+2 (θ
p
1)
)
,
and
θ0 := (0,−2µ2).
Recall that by Lemma 3, θ01 = 0 is a simple pole of g(θ1). Further, if rθ
+
1 − µ2 > 0, then θp1 is
also a simple pole of g. See Figure 6 below for a geometric interpretation of θα, θp, θ0. We now
proceed with the main theorem of the present paper.
Theorem 6. The asymptotic behavior of the occupancy density is given by
pi(ρeα) ∼
ρ→∞

C1ρ
− 1
2 e−ρθα·eα if 0 < θα1 < θ
p
1 or rθ
+
1 − µ2 6 0,
C2e
−ρθp·eα if 0 < θp1 6 θα1 and rθ+1 − µ2 > 0,
C3e
−ρθ0·eα if θα1 6 0,
where
θα · eα = −µ · eα + ‖µ‖, θp · eα = θp1 cosα+ θp2 sinα, θ0 · eα = −2µ2 sinα,
and the constants satisfy
C1 =
√
−2
piS′′(θα1 )
−1
R · θ˜α
C2 = 2(1 + r
2)
(r2 − 1)µ2 − 2rµ1
rµ2 − µ1 , C3 =
2µ2
µ1 − rµ2 , (22)
when θα1 6= θp1 and θα1 6= 0. Furthermore, when a pole coincides with the saddle point, i.e. when
θα1 = θ
p
1 or θ
α
1 = 0, the value of the constants C2 and C3 is half the value established in (22).
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Figure 6. The circle corresponds to Q(θ) = 0; the straight line corresponds to
R · θ = 0. The poles θp and θ0 are displayed in red and the saddle point θα of S
is displayed in green.
Proof. Let S denote the function
S(θ1) = θ1 cosα+ Θ
+
2 (θ1) sinα.
It is then straightforward to verify that
θα1 = −µ1 + cosα
√
µ21 + µ
2
2 ,
is the saddle point of S, which means that S′(θα1 ) = 0 and S′′(θα1 ) < 0. By Proposition 5, we
have
pi(ρeα) =
−1
ipi
∫ ε+i∞
ε−i∞
e−ρS(θ1)
rθ1 + Θ
−
2 (θ1)
dθ1 =
1
ipi
∫ ε+i∞
ε−i∞
e−ρS(θ1)g(θ1).
We now shift the contour of integration up to the saddle point (see Figure 7 below). The curves
of steepest descent are orthogonal. Let γα denote the steepest-descent contour near θ
α
1 , that
is =S(θ1) = 0, which is orthogonal to the abscissa (for further details, see the orange curve on
Figure 7 as well as the proof of Lemma 16 in the Appendix). We now proceed by analyzing two
separate cases: θα1 > 0 and θ
α
1 < 0.
Figure 7. Shifting the contour. The left figure concerns the case θα1 > 0. The
right figure concerns the case θα1 < 0.
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Case I: θα1 > 0. Shifting the integration contour, it is possible to cross a simple pole θ
p
1 coming
from the zero rθ1 + Θ
+
2 (θ1), which itself is a pole of g. By Lemma 3, the function g has a pole
in θp1 if and only if rθ
+
1 − µ2 > 0. Shifting the integration contour, a pole is then crossed if and
only if θp1 < θ
α
1 and rθ
+
1 − µ2 > 0. Cauchy’s formula gives(
−
∫ ε+i∞
ε−i∞
+
∫
γα
+
∫
Γα
)
e−ρS(θ1)g(θ1)dθ1 =
{
0 if 0 < θα1 < θ
p
1 or rθ
+
1 − µ2 6 0,
2piiResθp1 (g)e
−ρS(θp1) if 0 < θp1 < θ
α
1 and rθ
+
1 − µ2 > 0.
By the method of steepest descent (see [7, §4 (1.53)] as well as Lemma 16 in the Appendix),∫
γα
e−ρS(θ1)g(θ1)dθ1 ∼
ρ→∞ i
√
−2pi
ρS′′(θα1 )
e−ρθ
α·eαg(θα1 ).
Lemma 18 in the Appendix shows that the integral on the contour Γα is negligible compared
to the integral on γα. The asymptotics of pi are then given by the pole when θ
p
1 < θ
α
1 (as
S(θp1) < S(θ
α
1 )), and by the saddle point otherwise. We thus have that
pi(ρeα) ∼
ρ→∞
{
C1√
ρe
−ρθα·eα if θα1 < θ
p
1 or rθ
+
1 − µ2 6 0,
C2e
−ρθp·eα if θp1 < θ
α
1 and rθ
+
1 − µ2 > 0,
where
C1 =
√
−2
piS′′(θα1 )
g(θα1 ) and C2 = −2Resθp1 (g) = 2(1 + r
2)
(r2 − 1)µ2 − 2rµ1
rµ2 − µ1 .
The last equality above follows from (20). Furthermore, from (13) we have g(θα1 ) = −1/(R · θ˜α).
Lemma 19 of the Appendix deals with the final case in which θp1 = θ
α
1 . In this case the pole
“prevails” and the asymptotics are given by −Resθp1 (g)e−ρθ
p·eα .
Case II: θα1 < 0. Shifting the integration contour, we cross the simple pole θ
0
1 coming from the
zero of rθ1 + Θ
+
2 (θ1), which itself is a pole of g. Cauchy’s formula then implies that, for θ
α
1 < 0,(∫ ε+i∞
ε−i∞
+
∫
γα
+
∫
Γα
)
e−ρS(θ1)g(θ1)dθ1 = 2piiRes0(g)e−ρS(0).
The method of steepest descent ([7, §4 (1.53)]) yields∫
γα
e−ρS(θ1)
rθ1 + Θ
−
2 (θ1)
dθ1 ∼
ρ→∞ −i
√
2pi
−ρS′′(θα1 )
e−ρθα·eα
(rθα1 + Θ
−
2 (θ
α
1 ))
.
Lemma 18 shows that the integral on the contour Γα is negligible in comparison to the integral
on γα. The asymptotics of pi are thus given by the pole since the contribution of the saddle
point is negligible compared to that of the pole for S(θp1) < S(θ
α
1 ). We thus have that
pi(ρeα) ∼
ρ→∞ C3e
−ρθ0·eα if θα1 < 0,
where
C3 = 2Res0(g) =
2µ2
µ1 − rµ2 .
Note that the last equality above follows from (19). The case in which θα1 = 0 is relegated to
Lemma 19 of the Appendix. In this final case, the asymptotics are given by Res0(g)e
−ρθ0·eα .
This concludes the proof and closes Harrison’s open problem. 
Remark 7. One can also use the saddle point method to determine asymptotics for all orders
(see [7, (1.22)]). For all n ∈ N, we have for some constants ck (where c0 = C1) that
pi(ρeα) = C2e
−ρθp·eα1{0<θp16θα1 and rθ+1 −µ2>0}+C3e
−ρθ0·eα1{θα1 60}+e
−ρθα·eα
n∑
k=0
ckρ
−k− 1
2 +o(e−ρθ
α·eαρ−n−
1
2 ).
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Remark 8. The asymptotic behavior of the occupancy density for a non-reflected Brownian
motion B(t) + µt is given by ρ−
1
2 e−ρ(‖µ‖−µ·eα). Harrison explains this simpler case in his note
[10]. Our results show that, when 0 < θα1 < θ
p
1 or rθ
+
1 − µ2 6 0, the asymptotics are the same
for both reflecting Brownian motion and for non-reflecting Brownian motion.
Let αµ denote the angle between the x-axis and −µ (the opposite of the drift), and let αR
be the angle between the x-axis and R (the reflection vector), as illustrated in Figure 8 below.
As we have seen above, Theorem 6 gives for a fixed angle α the asymptotic behavior of pi(ρ, α)
when ρ → ∞ according to the value of the parameters µ and R. It is also useful to state the
asymptotics for fixed µ and R and varying α. We do so in Corollary 9 below. See Figure 9 for
an illustration.
Figure 8. Angles αR and αµ.
Corollary 9. If rθ+1 − µ2 6 0, then
pi(ρeα) ∼
ρ→∞
{
C1ρ
− 1
2 e−ρθα·eα if 0 < α < α0,
C3e
−ρθ0·eα if α0 6 α < pi,
and if rθ+1 − µ2 > 0, then
pi(ρeα) ∼
ρ→∞

C1ρ
− 1
2 e−ρθα·eα if α1 < α < α0,
C2e
−ρθp·eα if 0 < α 6 α1,
C3e
−ρθ0·eα if α0 6 α < pi,
where
α0 = pi − αµ and α1 = pi + αµ − 2αR.
Proof. The proof follows immediately from Theorem 6 by defining α0 and α1 such that both
θα11 = θ
p
1 and θ
α0
1 = 0. Doing so, we obtain
α0 = arccos
µ1√
µ21 + µ
2
2
= pi − αµ,
and
α1 = arccos
µ1 + θ
p
1√
µ21 + µ
2
2
= pi + αµ − 2αR.

Figure 9. Asymptotics by direction. The figure to the left considers the case
rθ+1 − µ2 6 0 and the figure to the right considers the case rθ+1 − µ2 > 0.
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6. Martin boundary
The goal of this section is to obtain the Martin boundary and the corresponding harmonic
functions for the diffusion processes studied in this article. To this end, we recall the notion of
harmonic function for a Markov process as well as the key relevant results from Martin boundary
theory. We then proceed with the result in Proposition 13.
Let X(t) be a transient Markov process on a state space E and with transition density pt(x, y).
We recall a few definitions below.
Definition 10. A function h is harmonic for the process X (or pt-harmonic) if the mean value
property
Ex [h(XτK )] = h(x)
is satisfied for every compact K ⊂ E, where τK is the first exit time of X from K.
Definition 11. The function h is pt-superharmonic if Ex [f(XτK )] 6 f(x) for all compact K.
Definition 12. A non-negative harmonic function h is minimal if for each harmonic function
g such that 0 6 g 6 h we have g = ch for some constant c.
The C2 harmonic functions for Z, the reflected Brownian motion (RBM) in the upper half-plane,
are the functions which cancel the generator and the boundary generator, i.e. the functions
h ∈ C2(R× R+) such that
Lh = 0, (23)
on the half plane and
R · ∇h = 0 (24)
on the abscissa. This can be directly shown by the equality in (11). Equations (23) and (24)
imply that a function is pt-harmonic if it satisfies the classical Dirichlet problem in the half-plane
with the oblique Neumann boundary condition.
We now recall a few relevant key results in Martin boundary theory (for further details on
Martin boundary theory, the reader may consult Chung and Walsh [3], Kunita and Watanabe
[15, 16], and Martin [20]). As in (3), the Green’s function is equal to
pix(y) :=
∫ ∞
0
pt(x, y)dt.
For some reference state x0, the Martin kernel is defined as
kxy :=
pix(y)
pix0(y)
.
The Martin compactification E is the smallest compactification of E such that y 7→ kxy extends
continuously. The Martin boundary is defined as the set
∂E := E \ E.
The function x 7→ kxy is superharmonic for all y ∈ E. The “minimal” Martin boundary is
defined by
∂mE := {y ∈ ∂E : x 7→ kxy is minimal harmonic}.
Finally, for any non-negative pt-harmonic function h, there exists a unique finite measure m
such that for all x ∈ E,
h(x) =
∫
∂mE
kxym(dy).
With these definitions and key results on Martin boundary theory in hand, we turn to Proposi-
tion 13.
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Proposition 13. Let Z be the oblique RBM in the half plane starting from x and let kxy be its
Martin kernel for the reference state x0 = (0, 0). Let us take y = ρeα. If rθ
+
1 − µ2 6 0, then
lim
ρ→∞ k
x
y =

(
(R · θα)eθ˜α·x − (R · θ˜α)eθα·x
)
1
(θα2−θ˜α2 )
if 0 < α < α0,
1 if α0 6 α < pi,
and if rθ+1 − µ2 > 0, then
lim
ρ→∞ k
x
y =

(
(R · θα)eθ˜α·x − (R · θ˜α)eθα·x
)
1
(θα2−θ˜α2 )
if α1 < α < α0,
eθ˜
p·x if 0 < α 6 α1,
1 if α0 6 α < pi,
where α0 and α1 are as defined in Corollary 9. The Martin boundary coincides with the minimal
Martin boundary and is homeomorphic to [0, α0] if rθ
+
1 −µ2 6 0 and is homeomorphic to [α1, α0]
if rθ+1 −µ2 > 0. The above limits give all the harmonic functions of the minimal Martin boundary.
Proof. To find the Martin boundary, it is sufficient to study the limits of the Martin kernel kxy
when y →∞ in each direction. Combining the results in Corollary 9 and Appendix A.2 provides
the asymptotics of pix(y), that is, the Green’s function of the process starting from x. It also
implies the following two limits. Firstly, if rθ+1 − µ2 6 0, then
lim
ρ→∞ k
x
y =
{
C1(x)/C1(0) if 0 < α < α0,
C3(x)/C3(0) if α0 6 α < pi.
Secondly, if rθ+1 − µ2 > 0, then
lim
ρ→∞ k
x
y =

C1(x)/C1(0) if α1 < α < α0,
C2(x)/C2(0) if 0 < α 6 α1,
C3(x)/C3(0) if α0 6 α < pi.
The constants C1(x), C2(x) and C3(x) are given by (26) and (27) in Appendix A.2. It is
straightforward to verify that each of these functions are positive harmonic. They are also
minimal. We have thus provided all of the harmonic functions of the Martin compactification.
The Martin boundary coincides with the minimal Martin boundary and is homeomorphic to
[0, α0] if rθ
+
1 − µ2 6 0 and is homeomorphic to [α1, α0] if rθ+1 − µ2 > 0. 
Remark 14. Proposition 13 gives a similar result to that obtained in the discrete case for
reflected random walks in the half plane [13, Theorem 2.3]. The work of Ignatiouk-Robert [11]
states that the t-Martin boundary of a reflected random walk in a half-space is not stable. It
would be worthy to study this problem in the case of reflected Brownian motion.
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Appendix A. Generalization of parameters
The calculations in the main text were simplified by letting B(t) + µt be a two-dimensional
Brownian motion with identity covariance matrix and initial state (0, 0). In Section A.1, we
show that the results of the present paper may be easily generalized to the case of a general
covariance matrix Σ. In Section A.2, it is shown that our results may be generalized to the
choice of any starting point z0. As in the main text of the paper, we shall restrict our focus to
µ2 < 0; however, the same methodology shall apply to the case where µ2 > 0, as we shall show
in Section A.3.
A.1. Generalization to arbitrary covariance matrix. Let Z˜ = (Z˜1, Z˜2) to be a reflected
Brownian motion in the half-plane with covariance matrix
Σ =
(
σ11 σ12
σ12 σ22
)
,
a drift µ˜, and a reflection vector R˜ = (r˜, 1). Let its occupancy density be denoted by pi. Consider
the linear transformation given by
T =
(√
σ11σ22
det Σ 0−σ12√
σ22 det Σ
1√
σ22
)
,
which satisfies TΣT> = Id. Then Z := Z˜T is a reflected Brownian motion in the half-plane
with identity covariance matrix, drift µ = µ˜T , and reflection vector R =
√
σ22R˜T = (r, 1). By
a change of variables, we have that for all z˜ ∈ R× R+
pi(z˜) = |detT |pi(z˜T ). (25)
From equation (25), we may immediately derive the asymptotics of pi from those of pi.
A.2. Initial state x. In lieu of the initial state (0, 0), we now consider an arbitrary initial point
x = (x1, x2) ∈ R× R+. We have Z(t) = x+B(t) + µt+R`(t) where the local time of RBM on
the abscissa is now
`(t) := − inf
06s6t
{0 ∧ (x2 +B2(s) + µ2s)}.
Recall Proposition 2. The corresponding kernel functional equation to that of (10) is
0 = eθ·x +Q(θ)f(θ) + (R · θ)g(θ1).
The corresponding equation to that of (13) is then
g(θ1) =
−e(θ1,Θ−2 (θ1))·x
rθ1 + Θ
−
2 (θ1)
.
Similarly to Proposition 5, we obtain
pix(z1, z2) =
1
ipi
∫ ε+i∞
ε−i∞
(
e(θ1,Θ
+
2 (θ1))·x − rθ1 + Θ
+
2 (θ1)
rθ1 + Θ
−
2 (θ1)
e(θ1,Θ
−
2 (θ1))·x
)
e−z1θ1−z2Θ
+
2 (θ1)
(Θ+2 (θ1)−Θ−2 (θ1))
dθ1.
Theorem 6 and Corollary 9 remain valid but with different constants depending of the starting
point x. We obtain
C1(x) =
√
−2
piS′′(θα1 )
(
eθ
α·x − R · θ
α
R · θ˜α
eθ˜
α·x
)
1
(θα2 − θ˜α2 )
, (26)
and
C2(x) = 2(1 + r
2)
(r2 − 1)µ2 − 2rµ1
rµ2 − µ1 e
θ˜p·x, C3(x) =
2µ2
µ1 − rµ2 , (27)
where θ˜p := (θp1,Θ
−
2 (θ
p
1)). Note that for i ∈ {1, 2, 3} we have Ci(0) = Ci.
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A.3. Case µ2 > 0. We have assumed throughout that the inequality in (2) holds. We may
use the exact same methodology we have developed for the case µ2 < 0 for the case µ2 > 0 or
µ2 = 0. As the following results are obtained using straightforward calculations, the details are
left to the reader. For µ2 > 0, we have the following:
(i) The equality in (13) remain valid and gives the value of the function g. However, 0 is
no longer a pole and the pole θp1 is negative if rθ
−
1 − µ2 > 0.
(ii) The asymptotics of ν1 are given by
ν1(z1) ∼
z1→+∞

Ae−θ
p
1z1 if rθ+1 − µ2 > 0,
Bz
− 1
2
1 e
−θ+1 z1 if rθ+1 − µ2 = 0,
Cz
− 3
2
1 e
−θ+1 z1 if rθ+1 − µ2 < 0,
and by
ν1(z1) ∼
z1→−∞

Deθ
p
1z1 if r − θ−1 − µ2 > 0,
E(−z1)− 12 e−θ−1 z1 if rθ−1 − µ2 = 0,
F (−z1)− 32 e−θ−1 z1 if rθ−1 − µ2 < 0.
(iii) The asymptotics of pi are given by
pi(ρeα) ∼
ρ→∞
{
C1ρ
− 1
2 e−ρθα·eα if 0 6 θα1 < θ
p
1 or θ
p
1 < θ
α
1 6 0 or (rθ+1 − µ2 6 0 and rθ−1 − µ2 6 0),
C2e
−ρθp·eα otherwise.
Similar results hold for µ2 = 0.
Appendix B. Technical lemmas
Lemma 15. We have that
Z1(t) 6 (µ1 + rµ−2 )t+B1(t) + |r| sup
06s6t
|B2(s)|. (28)
If (µ1 + rµ
−
2 ) < 0 is verified then we have Z1(t)→ −∞ for t→∞.
Proof. By the definition of `(t),
`(t) = sup
06s6t
(−B2(s)− µ2s) 6 sup
06s6t
(−B2(s)) + sup
06s6t
(−µ2s) = sup
06s6t
(−B2(s)) + µ−2 t,
and
`(t) = sup
06s6t
(−B2(s)− µ2s) > inf
06s6t
(−B2(s)) + sup
06s6t
(−µ2s) = inf
06s6t
(−B2(s)) + µ−2 t.
Together with the definition of Z1(t), we have
Z1(t) 6
{
(µ1 + rµ
−
2 )t+B1(t) + r sup06s6t (−B2(s)) , if r > 0,
(µ1 + rµ
−
2 )t+B1(t) + r inf06s6t (−B2(s)) , if r < 0.
(29)
The inequality in (28) now immediately follows from (29). 
Lemma 16. The saddle point method gives∫
γα
e−ρS(θ1)g(θ1)dθ1 ∼
ρ→∞ i
√
−2pi
ρS′′(θα1 )
e−ρS(θ
α
1 )g(θα1 ). (30)
Proof. The reader may consult [7, §4 (1.53)] for details about the saddle point method. We
first offer a heuristic proof of the Lemma, which we then follow with a formal proof. The main
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contribution to the integral in (30) is in the saddle point θα1 . For some δ > 0, the curve γα can
be replaced by its tangent [θα1 − iδ, θα1 + iδ]. The Taylor series of S is
S(θα1 + it) = S(θ
α
1 )−
S′′(θα1 )
2
t2 + o(t2).
We may proceed to calculate
∫
γα
e−ρS(θ1)g(θ1)dθ1 ∼
ρ→∞ g(θ
α
1 )
∫ iδ
−iδ
e−ρS(θ1)dθ1,
∼
ρ→∞ g(θ
α
1 )e
−ρS(θα1 )
∫ δ
−δ
eρ
S′′(θα1 )
2
t2idt,
∼
ρ→∞ ig(θ
α
1 )e
−ρS(θα1 )
√
−2
S′′(θα1 )ρ
∫ ∞
−∞
e−u
2
du︸ ︷︷ ︸√
=pi
,
∼
ρ→∞ i
√
−2pi
ρS′′(θα1 )
e−ρθ
α·eαg(θα1 ).
We now offer a rigorous proof. For =S(θ1) = 0, there are two level curves which are orthogonal
and which intersect at the saddle point θα1 . These curves are the curves of “steepest descent”
of <S(θ1). One of them the abscissa, namely [θ−1 , θ+1 ]. The other curve, which we call γα, is
orthogonal to the abscissa in θα1 . Let γ(t) : [−1, 1] → γα be a parametrization of γα such that
γ(0) = θα1 and γ
′(0) = i. Noting that S′(γ(0)) = S′(θα1 ) = 0, the Taylor series expansion of S is
S(γ(t))− S(γ(0)) = t
2
2
(γ′(0))2S′′(γ(0)) + o(t2) = − t
2
2
S′′(θα1 )(1 + o(1)).
Since S′′(θα1 ) < 0, there exists a C1-diffeomorphic function u defined in a neighborhood of 0 such
that
S(γ(t))− S(θα1 ) = −
t2
2
S′′(θα1 ) + o(t
2) = u2(t).
The yields that
u(t) = t
√
−S′′(θα1 )
2
+ o(t).
Note that u(−1) < 0 and u(1) > 0. Let the inverse of u be v = u−1. Then v(0) = 0 and
v′(0) =
1
u′(0)
=
√
−2
S′′(θα1 )
.
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We proceed to calculate∫
γα
e−ρS(θ1)g(θ1)dθ1 =
∫ 1
−1
e−ρS(γ(t))g(γ(t))γ′(t)dt
= e−ρS(θ
α
1 )
∫ 1
−1
e−ρu
2(t)g(γ(t))γ′(t)dt
with a change of variables u(t) = s and t = v(s)
= e−ρS(θ
α
1 )
∫ u(1)
u(−1)
e−ρs
2
g(γ(v(s)))γ′(v(s))v′(s)ds
∼
ρ→∞ e
−ρS(θα1 ) g(γ(v(0)))︸ ︷︷ ︸
=g(θα1 )
γ′(v(0))︸ ︷︷ ︸
=i
v′(0)︸︷︷︸
=
√
−2
S′′(θα1 )
∫ u(1)
u(−1)
e−ρs
2
ds︸ ︷︷ ︸
∼
√
pi
ρ
∼
ρ→∞ i
√
−2pi
ρS′′(θα1 )
e−ρS(θ
α)g(θα1 ).

Lemma 17. For some c1 > 0, c2 > 0, and B > 0, the following two statements hold:
(1) inf
a∈[θ+1 ,θ−1 ]
<S(a+ ib) > −c1 + c2 sinα|b| for all |b| > B,
(2) For fixed a ∈ [θ+1 , θ−1 ], the function b 7→ <S(a+ ib) is increasing on [0,∞) and decreasing
on (−∞, 0].
Proof. We first calculate
<S(a+ ib) = a cosα− µ2 sinα+ sinα<
√
µ21 + µ
2
2 − (a+ ib+ µ1)2.
The two claimed properties then follow from straightforward calculus. For further details, we
refer the reader to the proof of Lemma 19 of [8]. 
Lemma 18. We may choose Γα and γα such that∫
Γα
e−ρS(θ1)g(θ1)dθ1 = o
(∫
γα
e−ρS(θ1)g(θ1)dθ1
)
.
Proof. Note that γα is the contour of steepest descent. Recall that the saddle point θ
α
1 is a
minimum of <S on the curve γα and note that <S is increasing as one moves away from θα1 .
For δ > 0, let A ± iB˜ be the endpoints of γα chosen such that S(A ± iB˜) = S(θα1 ) + δ. For B
sufficiently large, we shall choose a contour Γα such that (see Figure 10)∫
Γα
=
∫ ε−iB
ε−i∞
+
∫ A−iB
ε−iB
+
∫ A−iB˜
A−iB
+
∫ A+iB
A+iB˜
+
∫ ε+iB
A+iB
+
∫ ε+i∞
ε+iB
. (31)
We now seek to show that, for some δ > 0, the six integrals in (31) are O(e−ρ(S(θα1 )+δ)). Noting
that <S(θ1) = <S(θ1), it is enough to show this property for the last three integrals in (31). We
first work with the third from the last integral of (31). By the first statement in Lemma 17, we
have for all θ1 ∈ [A+ iB˜, A+ iB] that
<S(θ1) > S(A+ iB˜) = S(θα1 ) + δ.
Then ∣∣∣∣∫ A+iB
A+iB˜
e−ρS(θ1)g(θ1)dθ1
∣∣∣∣ 6 e−ρ(S(θα1 )+δ) ∫ A+iB
A+iB˜
|g(θ1)|dθ1.
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Figure 10. The contour Γα and γα
We continue with the second to last integral in (31). Let us consider B such that
−c1 + c2 sinαB > S(θα1 ) + δ.
By the first statement in Lemma 17, we have that for all θ1 ∈ [A+ iB, ε+ iB],
<S(θ1) > −c1 + c2 sinαB > S(θα1 ) + δ.
Thus ∣∣∣∣∫ ε+iB
A+iB
e−ρS(θ1)g(θ1)dθ1
∣∣∣∣ 6 e−ρ(S(θα1 )+δ) ∫ ε+iB
A+iB
|g(θ1)| dθ1.
We now work with the final integral in (31). By the first statement of Lemma 17, we have for
all θ1 ∈ [0,∞] that
<S(ε+ iB + it) > −c1 + c2 sinαB + c2t > S(θα1 ) + δ + c2t.
Then ∣∣∣∣∫ ε+i∞
ε+iB
e−ρS(θ1)g(θ1)dθ1
∣∣∣∣ 6 ∫ ∞
0
e−ρ<S(ε+iB+it) |g(θ1)| dt
6 e−ρ(S(θα1 )+δ)
∫ ∞
0
e−ρc2t |g(ε+ iB + it)| dt.︸ ︷︷ ︸
<∞
Combining the above results, we have∫
Γα
e−ρS(θ1)g(θ1)dθ1 = O(e−ρ(S(θ
α
1 )+δ)).
The proof then concludes by applying Lemma 16. 
Lemma 19. If θα1 = 0, then
pi(ρeα) ∼
ρ→∞ Res0(g)e
−ρS(0).
If θp1 = θ
α
1 > 0, then
pi(ρeα) ∼
ρ→∞ −Resθp1 (g)e
−ρS(θp1).
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Proof. In these two cases the pole coincides with the saddle point. In this case we cannot
integrate on the steepest descent contour because the integral will not converge. We thus (see
Figure 11 below) employ alternative contours of integration near the pole. We shall consider
two cases of interest separately.
Figure 11. Shifting the contour. The left figure considers the case θα1 = 0. The
right figure considers the case θp1 = θ
α
1 > 0.
Case I: θα1 = 0. Consider the contour of integration
1
2 C0 pictured in orange in Figure 11 below.
The contour is half of the small circle with center 0 oriented in the positive direction. The Taylor
series of S is
S(θ1) = S(0) +
S′′(0)
2
θ21 + o(θ
2
1).
In addition,
g(θ1) =
Res0(g)
θ1
+O(1).
We then have the following equivalence∫
1
2
C0
e−ρS(θ1)g(θ1)dθ1 ∼
ρ→∞ Res0(g)e
−ρS(0)
∫
1
2
C0
1
θ1
eρ
S′′(0)
2
θ21dθ1 = ipiRes0(g)e
−ρS(0). (32)
The equivalence in (32) comes from the same change of variables we employed in the proof of
Lemma 16. The last equality in (32) comes from the fact that∫
1
2
C0
1
t
eρ
S′′(0)
2
t2dt =
1
2
∫
C0
1
t
eρ
S′′(0)
2
t2dt = ipi, (33)
where the equality in (33) illustrates that a change of variables enables us to integrate over the
whole circle C0. Cauchy’s residue theorem yields(∫ ε+i∞
ε−i∞
−
∫
1
2
C0
+
∫
Γα
)
e−ρS(θ1)g(θ1)dθ1 = 0.
We now recall by Proposition 5 that
pi(ρeα) =
1
ipi
∫ ε+i∞
ε−i∞
e−ρS(θ1)g(θ1)dθ1,
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as well as by Lemma 18 that the integral on Γα is negligible compared to that on
1
2C0. By the
equivalences given in (32), it then follows that
pi(ρeα) ∼
ρ→∞
1
ipi
∫
1
2
C0
e−ρS(θ1)g(θ1)dθ1 ∼
ρ→∞ Res0(g)e
−ρS(0).
Case II: θp1 = θ
α
1 > 0. The proof is identical to that of the previous case. The only difference is
that we need to take into account that the orientation of the contour yields a minus sign.

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