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Abstract
The latent growth model has been widely used to analyze longitudinal data
in social science research. The model examines the development of subjects
on one or more outcome variables over time and captures subject diﬀerences
in development by using the latent variables (random eﬀects). Missing values
in the analysis of longitudinal study often occur as dropout. If data has a
large proportion of dropout and if dropout is not at random, the analytic re-
sult tends to be biased without paying attention to the dropout process. The
present study develops a Bayesian analysis of the latent growth model with
informative dropout data. The key idea is to combine the Lee’s Bayesian
approach (Song and Lee, 2002; Lee and Tang, 2006) with the data augmen-
tation and the MCMC and the dropout process approach taken by Diggle
and Kenward (1994). The simulation study conﬁrms the accuracy of the
Bayesian estimates. We then bring the method to the Longitudinal Study of
American Youth math data and compare the performance of the proposed
method with that based on more traditional EM algorithm.
i
1 Introduction
The latent growth models (henceforth LGM) have been widely used to
analyze longitudinal data in social science research (e.g. Lee and Chang,
2000; Duncan and Duncan, 2004; Elliott et al ., 2005; Zhang et al ., 2007).
The LGM examines the development of subjects on one or more outcome
variables over time. In the LGM, random eﬀects are used to capture subject
diﬀerences in development and they are treated as latent variables. Covari-
ates aﬀecting these latent variables are included in the LGM. By doing so,
we evaluate which covariates aﬀect the development of subjects’ outcomes
through random eﬀects. This means that subjects with diﬀering covariate
values exhibit diﬀering initial status and growth curves. LGM gives us a
tool to examine complicated relationships between covariates aﬀecting latent
growth factors. Figure 1 shows path diagram of the LGM with time invariant
covariates used in illustrative example.
Figure 1: Path diagram of the LGM. The manifest variables are in box and
the latent variables are in oval.
Longitudinal data for the LGM often contains missing value in the form
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of dropouts, which is a special missing pattern in that once participants leave
the study, they do not return. For instance, the Longitudinal Study of Amer-
ican Youth1 (Miller et al., 1992; henceforth LSAY) analyzed through the
LGM by Wilkins and Ma (2002) contains a signiﬁcant number of dropouts.
Speciﬁcally the number of students dropping out is 990, which accounts for
31.77% of total 3,116 students in the study. Of this number 259 at grade
8, 376 at grade 9, and 355 at grade 10 are missing. As seen in Wilkins and
Ma (2002), past longitudinal studies using the LGM often fail to account for
the dropout phenomenon. But it is diﬃcult to justify analyzing such data
sets with large dropout proportion without paying attention to the dropout
mechanism.
Underneath the observed as well as the missing outcomes lie the cor-
responding latent growth factors—both initial status and growth rate and
these latent factors determine subject-speciﬁc characteristics. Since these
observed and missing outcomes aﬀect how the dropout occurs, one can con-
clude the dropout process depends on these latent growth factors in the
LGM. Little (1995) used the term “random-coeﬃcient-based drop-out” for
only dropout mechanism inﬂuenced by random eﬀects. Wu and Carroll
(1988), Wu and Bailey (1989), De Gruttola and Tu (1994), and Follmann
and Wu (1995) presented longitudinal analyses of the latent variable model
with “random-coeﬃcient-based dropout” mechanism. Roy and Lin (2002)
developed the analysis of multivariate longitudinal outcomes under random-
coeﬃcient-based dropout using the longitudinal latent variable model. They
1The LSAY is national longitudinal study of the development of students’ achievement
in several areas of mathematics and natural sciences in middle and high school. The
covariates such as parents’ educational level, household possesion of educational resources,
encouragement from parents, peer inﬂuence, and students’ educational expectation are
observed as well.
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modeled frequentist hierarchical linear model in which outcomes depend on
unobserved latent variables and in which the latent variable is regressed by
covariates.
In the past LGM or its related longitudinal models with random-coeﬃcient-
based dropouts, the maximum likelihood estimation with EM algorithm was
commonly used for parameter estimation (De Gruttola and Tu, 1994; Molen-
berghs et al ., 1997; Roy and Lin, 2002). Owing to the recent advances
in statistical computing, a Bayesian approach for the LGM with random-
coeﬃcient-based dropouts becomes a realistic alternative. The importances
of the Bayesian approach for analyzing LGM are mainly twofold: it gives
reliable statistical inference even in small sample because Bayesian method
does not rely on asymptotic theory. It also gives comprehensive analysis of
a statistical model with the missing data and the latent variables.
In this paper, we develop a Bayesian analysis under the LGMwith random-
coeﬃcient-based dropout. The key idea is to combine the Lee’s Bayesian ap-
proach (Song and Lee, 2002; Lee and Tang, 2006) with the dropout process
approach taken by Diggle and Kenward (1994). The simulation study con-
ﬁrms the accuracy of the proposed Bayesian estimates. We then bring the
method to the LSAY mathematics data and evaluate our analysis with the
analysis based on more traditional EM algorithm. This paper is organized
as follows: Section 2 introduces the LGM and the dropout process model.
In Section 3 we present the Bayesian approach including likelihood, poste-
rior, and the MCMC algorithm for Bayesian inference in the proposed model.
Section 4 gives simulation studies to evaluate the Bayesian estimate and in
Section 5 we illustrate an analysis of the LSAY data using our Bayesian
approach.
3
2 Model
2.1 Latent Growth Model
Model Speciﬁcation
Suppose yi is the outcome for subject i, and it satisﬁes the following
measurement equation:
yi = Λ´i + ²i; (2.1)
where yi is a T £1 vector of observable outcomes (that is, both observed and
missing included), Λ is a T £M matrix of coeﬃcients with the ﬁrst column
often deﬁned to be unity, ´i is a M £ 1 vector of latent growth factors for
subject i, and ²i is a T £ 1 vector of measurement errors associated with yi.
0The Λ denotes the time score which reﬂects the numerical value of “time,”
but is measured in units depending upon situations (e.g., seconds, minutes,
decades, or grades in middle to high schools).
For a simple linear trajectory model, the time score is measured equidis-
tantly and as such is deﬁned to be ¸t0 = 1 and ¸t1 = t¡1, where t = 1; : : : ; T ,
otherwise is 0, where T represents the number of time points in the elements
notation (??). Intercept growth factor ´0i measures systematic part of the
variation in the outcome variable at the time point where the time score is
zero. Slope growth factor ´1i measures systematic part of the increase in the
outcome variable for a time score increase of one unit. Suppose the latent
growth factors (´0i; ¢ ¢ ¢ ; ´M¡1;i)T satisfy the following structural equation:
´i = ¹+ Γxi + ³i; (2.2)
where ¹ is aM£1 vector of intercepts across all subjects, Γ is aM£K matrix
of coeﬃcients, xi is a K £ 1 vector of observed time invariant covariates,
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and ³i is a M £ 1 vector of errors or random disturbances of latent growth
factors. Here we assume that there are no missing observations in xi. The
measurement model (2.1) or (??) denotes the trajectory of the subject’s
growth over time, while the structural equation model (2.2) or (??) represents
the subject’s diﬀerences of their growth factors caused by subject-speciﬁc
covariates.
2.2 Dropout
Terminology
Let us assume without loss of generality, individuals observed up to time
T are ordered from those with the complete measurements to those who drop
out earliest in the course of study. This forms the monotone pattern shown
in Figure 2. For those with complete measurements, yi;obs = (y1i; ¢ ¢ ¢ ; yTi)T
in the data set Y obs = (y1;obs; ¢ ¢ ¢ ;yn;obs) is a T £1 vector of outcomes. Let a
T £n matrix of data Y = fY obs;Y misg, where Y obs consists of the observed
part of Y and Y mis represents missing part of Y . Let yi be the ith column
of the T £ n matrix Y . For each subject i, deﬁne that Ri = (Ri1; ¢ ¢ ¢ ; RiT )T
is T £ 1 observation indicator in which Rij = 1 if yij is observed or Rij = 0
if yij is missing. The Ri = (1; ¢ ¢ ¢ ; 1; 0; ¢ ¢ ¢ ; 0)T means i-th individual drops
out from the study at the timepoint at which zero in Ri starts. We let the
scalar random variable Di be the variable indicating at which time dropout
occurs for individual i, that is, dropout-time indicator
Di =
TX
j=1
Rij + 1:
The Di = t indicates that a subject i drops out between the (t ¡ 1)-th and
t-th observation time; that is, y1i; : : : ; yt¡1;i are observed and yti; : : : ; yTi are
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Figure 2: Data set with dropout
missing. Specially, if Di = T + 1, outcomes for subject i are completely
observed.
Random-Coeﬃcient-Based Dropout
In our dropout modeling, dropout mechanism is supposed to depend on
the latent variables (random eﬀects) underlying the observed and missing
outcomes: This dropout mechanism assumption appeals to us because inﬂu-
ence of outcomes on dropout mechanism is condensed in the latent variables
and because if the values of latent variables were inferred, then the dropout
mechanism would be determined (Roy and Lin, 2002). Since both the mea-
surement and the dropout processes share random eﬀect in their models,
this random eﬀect model for missing or dropout data is called “random-
coeﬃcient-based drop-out” in Little (1995), “shared parameter model” in
biostatistics, or “sample selection model” in econometrics. Several researcher
analyzed their longitudinal model using random-coeﬃcient-based dropout
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(e.g. Wu and Carroll, 1988; Wu and Bailey, 1989; De Gruttola and Tu, 1994;
Follmann and Wu, 1995; Pulkstenis et al ., 1998; Ten Have et al ., 1998; Alfo
and Aitkin, 2000; Ten Have et al ., 2000). The crucial condition for the
random-coeﬃcient-based dropout is the independence of the measurement
process from the dropout process conditional on the random eﬀect underly-
ing those two processes. De Grutolla and Tu (1994), Little (1995), and Ten
Have et al . (1998) interpreted that the outcomes have no longer information
on dropout process model given random eﬀect if random eﬀect is regarded
as true response variable measured with error. However if the measurement
error is large and random eﬀect does not explain the trajectory of outcomes
over time well, then the observed outcome variable may be needed to predict
dropout mechanism. Moreover we might be able to interpret that random
eﬀect explains dropout tendency over study period while outcome explains
temporary trend in dropout process.
In the following we assume a dropout of an individual subject of a longi-
tudinal study depends on his/her past observed measurements and random
eﬀects. If so, an advantage of longitudinal studies is that we can partially
recover missing information from earlier waves of data and from random
eﬀects predicted by covariates in the LGM. Note that in practice, the im-
plementation of random-coeﬃcient-based dropout can be diﬃcult bacause
inferences can be quite sensitive to misspeciﬁcation of the dropout process
model (Follumann and Wu, 1995; Ten Have et al ., 1998).
Dropout Probability
Diggle and Kenward (1994) took advantage of results in survival analysis
as in Appendix A when they formulated their dropout mechanism. We
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assume that the marginal dropout probability at each time point di (the
counterpart of the likelihood in (??)) for subject i is expressed as a product of
two probabilities, the ﬁrst being the probability that subject i does not drop
out up to time di¡1 expressed as
Qdi¡1
k=2
n
1¡p(Di = kjDi ¸ k;yi;obs;´i;Á)
o
and the second being the probability that subject i drops out between di¡ 1
and di expressed as p(Di = dijDi ¸ di;yi;obs;´i;Á):
p(Di = dijyi;obs;´i;Á) =
8>>>>>>>>>><>>>>>>>>>>:
p(Di = dijDi ¸ di;yi;obs;´i;Á)
£Qdi¡1k=2 n1¡ p(Di = kjDi ¸ k;yi;obs;´i;Á)o
for di · T
QT
k=2
n
1¡ p(Di = kjDi ¸ k;yi;obs;´i;Á)
o
for di > T
(2.3)
Consider the conditional probability p(Di = tjDi ¸ t;yi;obs;´i;Á) of dropout
at time t for subject i. Since the random variable Di is categorical, we postu-
late that the conditional probability is modeled as a logistic linear regression
similar to Diggle and Kenward (1994), as
logitfp(Di = tjDi ¸ t; yt¡1;i;´i;Á)g = Á0 + Á1yt¡1;i +
M+1X
j=2
Áj´j¡2;i ´ ÁTwti;
(2.4)
where Á = (Á0; ¢ ¢ ¢ ; ÁM+1)T is a (M + 2) £ 1 parameter vector and wti =
(1; yt¡1;i; ´0;i; ¢ ¢ ¢ ; ´M¡1;i)T . For brevity, we assume in (2.4) the dropout pro-
cess depends only on the immediate preceding observed outcome rather than
on the previous outcomes. The following model for dropout mechanism is
thus assumed to hold from (2.4). We have
p(Di = tjDi ¸ t; yt¡1;i;´i;Á) =
exp
¡
ÁTwti
¢
1 + exp
¡
ÁTwti
¢ : (2.5)
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The dropout probability at time di for subject i in (2.3) is thus rewritten by
(2.5) as
p(Di = dijyt¡1;i;´i;Á) =
exp
¡
ÁTwdi;i
¢Qdi
k=2
n
1 + exp
¡
ÁTwk;i
¢o (2.6)
if subject i drops out during the study period. Otherwise,
p(Di = dijyt¡1;i;´i;Á) =
1QT
k=2
n
1 + exp
¡
ÁTwk;i
¢o : (2.7)
3 Bayesian Estimation of Latent GrowthModel
with Time Invariant Covariates and with
Drop-Out
In this section, we propose our Bayesian approach based on the Lee’s
Bayesian SEM (Song and Lee, 2002; Lee and Tang, 2006) with the data
augmentation and the Markov chain Monte Carlo (MCMC) procedure.
3.1 Likelihood, Priors, and Posteriors
The model parameters and the prior distributions
For subject i = 1; : : : ; n, we consider a data set Y obs = (y1;obs; : : : ;yn;obs),
where yi;obs is a T £ 1 vector for subject i with complete observation. A
T £ n matrix Y = fY obs;Y misg has a monotone pattern of missing data
as in Figure 2. We assume that the ²i in (2.1) and the ³i in (2.2) are
independently distributed with respect to i and with respect to each other
as
²ijΨ² »MVN(0;Ψ²); (3.1)
³ijΨ³ »MVN(0;Ψ³); (3.2)
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where Ψ² is a T £ T diagonal matrix2 and Ψ³ is a M £ M matrix, not
necessarily diagonal, of covariances of ²i’s and ³i’s respectively. Suppose
Λ, ¹, Γ, Ψ², and Ψ³ are model parameters. We need data distribution
and the prior distributions to calculate the joint posterior distribution of
the parameters. We can specify the distributional form of yi from (2.1) by
incorporating (3.1) as
yijΛ;´i;Ψ² »MVN(Λ´i;Ψ²): (3.3)
We also know the distribution of ´i from (2.2) and (3.2) as
´ij¹;Γ;xi;Ψ³ »MVN(¹+ Γxi;Ψ³): (3.4)
The following conjugate prior distributions will be used to derive the
posterior distributions (see Appendix B.1 for Λ, Ψ², Γ, and Ψ³):
ΛkjÃ²k »MVN(Λ0k; Ã²kH0²k); (3.5)
Ã²k » IG(®0²k; ¯0²k); (3.6)
¹ »MVN(¹0;Σ0); (3.7)eΓjΨ³ »MVN(eΓ0;Ψ³ ­H0³); (3.8)
Ψ³ » IW (R¡10 ; ½0); (3.9)
where ΛTk is a 1 £ M row vector of unknown parameters in the k-th row
of Λ; Ã²k is the k-th diagonal element of Ψ²; eΓ is a MK £ 1 vector manu-
factured by the transposed row vectors of Γ connected vertically downward,
deﬁned as vec(ΓT ) with vec operator; IG(®0²k; ¯0²k) denotes the inverted
Gamma distribution with shape parameter ®0²k and with scale parameter
2This assumption about the disturbance ²i that it is non-autocorrelated, Cov(²ti; ²si) =
0 (t 6= s), makes (??) easy to handle because observed and missing components of yi
become mutually independent.
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¯0²k; IW (R
¡1
0 ; ½0) denotes the inverted Wishart distribution with ½0 degrees
of freedom and with the precision matrix R¡10 ; Λ0k; ®0²k; ¯0²k;¹0; eΓ0; ½0, and
positive deﬁnite matricesH0²k;H0³ ;Σ0;R0 are hyper-parameters whose val-
ues are assumed to be given by prior information. The Ψ³ ­ H0³ is a
MK £MK matrix denoted by Kronecker product.
The posterior distribution
Let µ = (Λ;¹;Γ;Ψ²;Ψ³) be the parameter vector, µy = (Λ;Ψ²) and
µ´ = (¹;Γ;Ψ³) be the parameters included in y’s in the measurement model
(2.1) and ´’s in the structural equation model (2.2), and Á be the unknown
parameter vector to describe the dropout mechanism. We assume the prior
of Á follows the normal distribution with mean Á0 and variance V , where
Á0 and V are the hyperparameters whose value are assumed to be given by
prior information. We assume that individuals i are sampled independently
for i = 1; : : : ; n. The joint posterior density of µ and Á given Y obs and D is
desired and is expressed as
p(µ;ÁjY obs;D;X) / p(Y obs;Djµ;Á;X)p(µ;Á)
=
Z Z
p(Y j´;µy)p(´jµ´;X)p(DjY obs;´;X;Á) d´dY mis
£p(µ;Á)
=
Z Z
p(Y j´;Λ;Ψ²)p(´j¹;Γ;Ψ³ ;X)p(DjY obs;´;X;Á)
£
TY
k=1
©
p(ΛkjÃ²k)p(Ã²k)
ª
p(¹)p(eΓjΨ³)p(Ψ³)p(Á) d´dY mis;
(3.10)
under the selection modeling case. The observed data likelyhood function is
decomposed into the density of the outcome variable, the density of the latent
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growth variable, and the conditional density of the latent factor given the
covariates, the density of the dropout mechanism, conditional on the observed
outcomes and on the latent growth factors. Note that the advantage of the
selection model is that it immediately models the distributions which interest
us.
Owing to the existence of missing data Y mis and the existence of the
latent variable ´, the likelihood function (??) has multiple integrals. Thus
the posterior distribution (3.10) is diﬃcult to calculate. Taking advantage
of current statistical computing, Song and Lee (2002) and Lee and Tang
(2006) conducted posterior analyses with the data augmentation technique
and the MCMC algorithm. They introduced the missing data set Y mis to
the posterior distribution as unknown parameter to estimate. In addition
to “real” missing data, they treated the latent variables ´ as a hypothetical
missing data. We call (´;Y mis) latent data.
The distribution of the missing data
Now we introduce the distribution of the missing data under random-
coeﬃcient-based dropout, which is required in the data augmentation and
the MCMC. Note that yi = (y
T
i;obs;y
T
i;mis)
T , where yi;obs is the set of observed
data of yi with di ¡ 1 elements and yi;mis is the set of missing components
consisting of NAs of yi with T ¡ di + 1 elements.
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The component expression of measurement model with dropout for sub-
ject i is denoted from (2.1) as0BBBBBBB@
y1i
...
ydi¡1;i
[ydii;mis]
...
[yTi;mis]
1CCCCCCCA
=
0BBBBBBBB@
¸10 ¢ ¢ ¢ ¸1;M¡1
...
. . .
...
¸di¡1;0 ¢ ¢ ¢ ¸di¡1;M¡1
[¸di;0i;mis ¢ ¢ ¢ ¸di;M¡1i;mis ]
...
. . .
...
[¸T0i;mis ¢ ¢ ¢ ¸T;M¡1i;mis ]
1CCCCCCCCA
0B@ ´0i...
´M¡1;i
1CA+
0BBBBBBB@
²1i
...
²di¡1;i
[²dii;mis]
...
[²Ti;mis]
1CCCCCCCA
;
where the notation [¢] denotes missing component and the upper-right indices
denote the location of these elements within their corresponding vectors or
matrices. The yi’s are normally distributed and Ψ² is a diagonal matrix, so
that yi;mis given (µy;´i) is independent with yi;obs. The random-coeﬃcient-
based dropout assumption and the non-autocorrelation assumption imply
that the missing data in yi directly depend only on the latent variable ´i not
yi itself.
For i = 1; : : : ; n, since yijµ;´i are assumed independent with respect to
i, yi;mis’s given (µ;´i)’s are also independent. Therefore the full conditional
distribution of Y mis given µ, ´, Y obs, X, D, Á for the Gibbs sampler in the
MCMC is
p(Y misj´;µ;Y obs;X;D;Á) =
nY
i=1
p(yi;misj´i;µ;yi;obs;xi; di;Á)
=
nY
i=1
p(yi;misj´i;µy)
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and the right hand side of this equation is
p(yi;misj´i;µy) = jΨ²;i;misj¡
1
2
£ exp
½
¡ 1
2
(yi;mis ¡Λi;mis´i)TΨ¡1²;i;mis(yi;mis ¡Λi;mis´i)
¾
=
T¡di+1Y
k=1
jÃ²;i;mis;kj¡ 12
£ exp
½
¡ 1
2
(yi;mis;k ¡Λi;mis;k´i)TÃ¡1²;i;mis;k(yi;mis;k ¡Λi;mis;k´i)
¾
;
(3.11)
where the Λi;mis is a (T ¡ di + 1) £ M submatrix of Λ with rows corre-
sponding to missing components and Ψ²;i;mis is a (T ¡ di + 1)£ (T ¡ di + 1)
submatrix of Ψ² with rows and columns corresponding to missing values.
The index k denotes the k-th element, diagonal element, or row vector in
corresponding vector or matrices. As shown in (3.11), even the form of
Y mis is complicated with any monotone pattern of dropout, its conditional
distribution only involves a product of normal distributions. As a result,
the computational burden for simulating Y mis is light. In this sense, the
Bayesian estimating procedure under the random-coeﬃcient-based dropout
and the non-autocorrelated measurement error is almost the same as the
parameter estimation procedure under the complete data set with the data
augmentation and the MCMC.
3.2 Data Augmentation and MCMC Procedure
We form an algorithm of the data augmentation technique for the desired
joint posterior density p(µ;ÁjY obs;X;D) of (µ;Á) given the observed data
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and the dropout indicator
p(µ;ÁjY obs;X;D)
=
Z Z
p(µ;Áj´;Y mis;Y obs;X;D)
£
½Z Z
p(´;Y misjµ;Á;Y obs;X;D)p(µ;ÁjY obs;X;D) dµdÁ
¾
d´dY mis:
(3.12)
The fact that p(µ;ÁjY obs;X;D) appears on both sides of (3.12) gives the
following iterative algorithm. Given the values of µ and Á, we generate
(´l;Y mis;l) for l = 1; : : : ; L from the joint density p(´;Y misjµ;Á;Y obs;X;D)
of the latent data (´;Y mis) given µ, Á, Y obs, X, and D. This method is
called the composition method, which reexpresses p(´;Y misjY obs;X;D) as
the expression in the brace in (3.12) so that we can obtain random draws
of (´;Y mis) from p(´;Y misjY obs;X;D). With these samples (´l;Y mis;l),
we manufacture p(µ;Áj´l;Y mis;l;Y obs;X;D) and approximate the desired
posterior density p(µ;ÁjY obs;X;D) by
g(µ;ÁjY obs;X;D) = 1
L
LX
l=1
p(µ;Áj´l;Y mis;l;Y obs;X;D): (3.13)
Assume the g(µ;ÁjY obs;X;D) is a good approximation of the posterior
p(µ;ÁjY obs;X;D), we generate µ and Á and we repeat this process until
convergence by the standard Monte Carlo.
We propose the following MCMC algorithm.
MCMC 0 Set µ(0), Á(0), and Y
(0)
mis.
At the j-th iteration j = 1; : : :,
MCMC 1 (MC 1-1) For i = 1; : : : ; n,
generate ´¤i from MVN(B´b´;B´) with B´ = (Ψ
¡1
³ + Λ
TΨ¡1² Λ)
¡1
and b´ = Λ
TΨ¡1² yi +Ψ
¡1
³ (¹+ Γxi) in (??).
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MCMC 2 (MC 1-2) Calculate
R´¤i = min
Ã
1;
p(dijyi;obs;´¤i ;Á)
p(dijyi;obs;´(j¡1)i ;Á)
!
in (??).
MCMC 3 (MC 1-3) Set ´
(j)
i = ´
¤
i with probability R´¤i or ´
(j)
i = ´
(j¡1)
i
with probability 1¡R´¤i .
MCMC 4 (MC 2) For i = 1; : : : ; n,
generate y
(j)
i;mis from MVN(Λi;mis´i;Ψ²;i;mis) in (3.11).
MCMC 5 (MC 3) For k = 1; : : : ; T ,
generate Λ
(j)
k from MVN(ak;Ak) with Ak = (H
¡1
0²k + ´´
T )¡1 and
ak = Ak(H
¡1
0²kΛ0k + ´Y k) in (??).
MCMC 6 (MC 4) For k = 1; : : : ; T ,
generate Ã
(j)
²k from IG
³
n
2
+®0²k; ¯0²k+2
¡1¡Y TkY k¡aTkA¡1k ak+ΛT0kH¡10²kΛ0k¢´
in (??).
MCMC 7 (MC 5) Generate ¹(j) fromMVN(b¹;B¹) with B¹ = (Σ
¡1
0 +
nΨ¡1³ )
¡1 and b¹ = nΨ¡1³ ¯´ +Σ
¡1
0 ¹0 in (??).
MCMC 8 (MC 6) Generate eΓ(j) from MVN(eaΓ;Ψ³ ­AΓ) with eaΓ =
vec(aTΓ), a
T
Γ = AΓ
©
H¡10³ Γ
T
0 +X(´¡¹)T
ª
, and AΓ = (H
¡1
0³ +XX
T )¡1
in (??).
MCMC 9 (MC 7) Generate Ψ
(j)
³ from IW (R
¡1
0 + S; ½0 + n) with S =
(´ ¡ ¹¡ aΓX)(´ ¡ ¹¡ aΓX)T + (aΓ ¡ Γ0)H¡10³ (aΓ ¡ Γ0)T in (??).
MCMC 10 (MC 8-1) Generate Á¤ fromMVN(Á(j¡1); ¾2ÁΩÁ) withΩ
¡1
Á =
V ¡1 +
Pn
i=1
Pdi
k=2wkiw
T
ki in (??).
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MCMC 11 (MC 8-2) Calculate
RÁ¤ = min
Ã
1;
nY
i=1
p(dijyi;obs;´i;Á¤)p(Á¤)
p(dijyi;obs;´i;Á(j¡1))p(Á(j¡1))
!
in (??).
MCMC 12 (MC 8-3) Set Á(j) = Á¤ with probability RÁ¤ or Á
(j) = Á(j¡1)
with probability 1¡RÁ¤ .
MCMC 13 (MC 9) If the conditional distribution p(µyj´;Y ) in (??)
converges when using the conditional distribution in MCMC 5 and
MCMC 6, if the conditional distribution p(µ´j´;X) in (??) con-
verges as well when using the conditional distribution in MCMC 7
to MCMC 9, and if the conditional distribution p(Áj´;Y obs;D) con-
verges in MCMC 10, then p(µ;ÁjY obs;X;D) is the stationary dis-
tribution from (??). Hence, stop the iteration. Otherwise return to
MCMC 1.
4 Simulation Study
We will examine the eﬀectiveness of our proposed Bayesian method through
four simulation studies: a study to verify the accuracy of the proposed es-
timates, a study to see the sensitivity of the estimates to dropout mecha-
nism misspeciﬁcation, a study to examine their robustness in relation to the
changes in dropout proportion, and a study to assess their sensitivity for the
changes in hyper-parameter values.
The complete data set Y with 100 subjects and 5 time points are gener-
ated 100 times from the model in (2.1) and (2.2). The values of the population
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parameters are set as below.
ΛT =
µ
1:0¤ 1:0¤ 1:0¤ 1:0¤ 1:0¤
0:0¤ 1:0¤ 2:0 3:0 4:0
¶
;
Ψ² = diag(1:0; ¢ ¢ ¢ ; 1:0);
¹T = (0:0; 0:0);
Γ =
µ
1:0 0:5
0:5 1:0
¶
;
Ψ³ =
µ
1:0 0:3
0:3 1:0
¶
;
ÁT = (¡1:0; 0:5; 0:5; 0:5);
The asterisks in ΛT are the values ﬁxed for identiﬁcation and will not be
estimated. For subject i, we generate randomly xTi = (x1i; x2i) and ³
T
i =
(³0i; ³1i) from MVN(0; I) and MVN(0;Ψ³) respectively, and calculate ´i
in (2.2). Then we calculate yi in (2.1) by using random ²i generated from
MVN(0;Ψ²) and the ´i. Repeating these steps for 100 subjects, we obtain a
complete set of the simulated data. The conditional distribution for unknown
parameters in Λ and that for corresponding Ã²k’s are given in Appendix C.
Missing data satisfying random-coeﬃcient-based dropout mechanism in (2.6)
are created via the following steps:
(i) We select 75 out of 100 subjects randomly as possible candidates for
dropouts. This reduces the number of subjects with dropout to be less
than or equal to 75.
(ii) We generate a random number º from the uniform distribution U(0; 1).
This will be used for all the subjects and for all the simulated sets.
(iii) For each of the selected 75 subjects, if º · p(Di = tjyi;obs;´i;Á) in
(2.6) for t = 2; : : : ; 5, then we change yti; : : : ; y5i to be missing.
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We repeat (i) and (iii) for 100 times to generate 100 sets of the simulated
data with dropouts. After taking these steps, we have roughly 43 subjects
dropping out on average for the 100 simulated data with dropouts. See
Figure 3. In Figure 4 we present the overall picture as to when the dropouts
occur in the 100 simulated data sets, each of which consist of 100 subjects. Of
the total 4,341 subjects who drop out sometime during the ﬁve observation
sequence, 3,396 drop out at time 2, 654 at time 3, 202 at time 4, and 89 at
time 5. Since the remaining 5,659 subjects are fully observed, of the 5 £ 100
£ 100 data points, the average proportion of 4 £ 3,396 + 3 £ 654 + 2 £
202 + 1 £ 89 = 14,734 or 29.47% are missing.
The number of dropouts in a simulated data of 100 subjects in 100 data set
Fre
que
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15
Figure 3: The histogram of the number of dropouts in a simulated data of
100 subjects in 100 data sets.
4.1 Examining the accuracy of the proposed estimates
The purpose of the ﬁrst simulation study is to examine the accuracy of
the proposed estimates. We obtain the estimates using three types of data:
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Figure 4: The total number of subjects dropping out at each time
A 100 sets of the simulated complete data.
B 100 sets of the simulated data with dropouts.
C 100 sets of the simulated but listwisely deleted data when subjects drop
out sometime during the ﬁve observation sequence. Because of listwise
deletion, the number of subjects in a set may vary from 26 to 76.
For the result in Table ??, three data sets are estimated using the Bayesian
framework. For the data set A and C, there are no dropouts and so the es-
timation is done using the proposed algorithm in principle, but those parts
dealing with the dropouts are removed.
The hyper-parameter values in priors are set as ¸0k = k ¡ 1 for k =
3; : : : ; 5, ®0²k = 10, ¯0²k = 8, ¹0 = (0; 0)
T , eΓ0 = (1:0; ¢ ¢ ¢ ; 1:0)T , ½0 = 8,
Á0 = (¡0:5; 0:25; 0:25; 0:25)T , c = 0:25,Σ0 is diagonal matrix with diagonally
element 0.01,H0³ and V are diagonal matrices with 0.25, andR
¡1
0 is 5 times
indentity matrix. The variance ¾2Á in the M-H algorithm is chosen as 0.05 to
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give acceptance probability almost 0.4. For the data sets A and C, Á0, V ,
and ¾2Á are of course unnecessary. This setting can be regarded as a situation
under good prior information.
We conduct the Bayesian estimation based on 5,000 iterations after throw-
ing out the ﬁrst 5,000 burn-in. The posterior means and their standard errors
(SE) for the parameters are computed. Results are given in Table ??. We see
that the estimates ¸’s, ¹’s, °’s, Ã²’s, and Ã³ ’s under our proposed method in
the fourth column from the left are similar to those under the complete data
in the second column from the left, assuming we know the true parameter
values. In the dropout process model, Á2 and Á3 are overestimated while
Á0 and Á1 are underestimated relative to the corresponding true values. In
one of the preceding studies, Roy and Lin (2002) observed similar compen-
sated tendency of parameter estimates in dropout process in their sensitivity
analysis when they formulate the dropout probability in terms of logistic re-
gression, although they speciﬁed that the dropout probabilities depend on
both the last observed and the current missing outcomes. Note that our
dropout probabilities depend on the latent variables as well. The standard
errors of ¸’s, ¹’s, °’s, Ã²’s, and Ã³ ’s in the ﬁfth column from the left under the
proposed model is larger relative to those in the third column under the com-
plete data. This elevated standard errors are observed for the following two
reasons: First, under the proposed model, there are four more parameters to
be estimated with the same number of data points, thereby increasing the
ﬂuctuation of the parameter estimates; Second, by introducing the dropout
process, we also introduce the number of data available for estimation to be
variable as well as seen in Figure 3. Table ?? shows the average of the 100
maximum likelihood (ML) estimates and their corresponding standard errors
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using the software Mplus 4.21 (Muthe´n & Muthe´n, 2006) for the data set
A and C. The ML estimates resemble our Bayesian estimates in the mean
estimates. Notice that the underestimation of the estimate for Ã³12 in any
one of the ﬁve cases. Hence we conclude that the severe underestimation
observed in the fourth column of Table ?? is not due to the algorithm, but
because of the unfortunate chance consequence of the simulated data.
4.2 Sensitivity of the proposed estimates to the dropout
mechanism misspeciﬁcation
The second simulation study gives how sensitive the proposed estimates
are in terms of the dropout mechanism misspeciﬁcation. We calculate the
estimates under the following three dropout mechanism, of which only the
ﬁrst case identiﬁes the true dropout mechanism.
I The dropout probability is regressed on the last observation and the
latent variables. This dropout mechanism assumption is the same as-
sumption used for the data set B in the ﬁrst simulation. It corresponds
to the case where the true dropout mechanism is identiﬁed.
II Dropout is supposed to follow the pure random-coeﬃcient-based dropout
process model as
logitfp(Di = tjDi ¸ t;´i;Á)g = Á0 + Á2´0i + Á3´1i:
The dropout probability is regressed only on the latent variables. In
other words, the dropout mechanism is misspeciﬁed in the sense that
the eﬀect of the lastly observed data points is ignored.
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III Dropout is supposed to follow random-coeﬃcient-based dropout process
model as
logitfp(Di = tjDi ¸ t; yt¡1;i; ´1i;Á)g = Á0 + Á1yt¡1;i + Á3´1i:
The dropout probability is regressed on the last observation and the la-
tent growth rate. Again the dropout mechanism is misspeciﬁed because
inﬂuence from the initial status ´0i is ignored.
Table 2 gives the results. In all three models, the data set B are used.
The parameter estimates ¸’s, ¹’s, °’s, Ã²’s, and Ã³ ’s and their correspond-
ing standard errors under the two misspeciﬁed models show relatively few
discrepancies from the correctly speciﬁed model. This is due to the fact
that these two misspeciﬁcations are not serious ones. As for the parameter
estimates for Á’s, we observe that the estimates for Á1 under the correctly
speciﬁed and the misspeciﬁed (III) vary little, while Á3 under the the cor-
rectly speciﬁed diﬀers more from the estimate for the misspeciﬁed (III). This
is because Á2, which is removed from the misspeciﬁed (III), has positive sign,
meaning that the two latent variables are correlated.
4.3 Robustness of the proposed estimates to dropout rate
The third simulation study evaluates how robust the proposed estimates
are in relation to the changes in dropout proportion. As the rate of dropout
varies, this also alters at which point the dropout occurs. We consider the
following three cases, of which the second one corresponds to the data set B
in the ﬁrst simulation:
1 The average number of dropouts is roughly 17. Of total 1,739 dropouts in
100 sets of the simulated data, 859 drop out at time 2, 656 at time 3, 164
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Table 2: Performance of the Bayesian estimates under three diﬀerent dropout
mechanism (mis)speciﬁcations
True parameter Correctly spec. Misspec. (II) Misspec. (III)
values Mean SE Mean SE Mean SE
¸32 = 2:0 2.032 0.136 2.048 0.141 2.030 0.262
¸42 = 3:0 3.031 0.191 3.060 0.193 3.033 0.446
¸52 = 4:0 4.042 0.256 4.081 0.239 4.044 0.655
¹1 = 0:0 -0.051 0.088 -0.045 0.078 -0.048 0.082
¹2 = 0:0 0.107 0.146 0.116 0.122 0.143 0.138
°11 = 1:0 0.974 0.125 0.984 0.123 0.993 0.142
°12 = 0:5 0.480 0.115 0.477 0.111 0.491 0.195
°21 = 0:5 0.649 0.163 0.646 0.152 0.666 0.189
°22 = 1:0 1.054 0.221 1.066 0.180 1.054 0.324
Ã²1 = 1:0 1.074 0.280 1.035 0.183 1.053 0.611
Ã²2 = 1:0 1.012 0.219 0.975 0.181 0.979 0.214
Ã²3 = 1:0 1.057 0.465 0.969 0.250 1.034 0.419
Ã²4 = 1:0 1.225 0.890 1.047 0.481 1.254 0.947
Ã²5 = 1:0 1.427 1.661 1.111 0.902 1.467 1.590
Ã³11 = 1:0 1.007 0.251 1.003 0.221 1.014 0.340
Ã³12 = 0:3 0.168 0.231 0.161 0.199 0.186 0.268
Ã³22 = 1:0 1.603 0.871 1.507 0.898 1.873 1.478
Á0 = ¡1:0 -1.879 0.557 -1.790 0.564 -2.074 0.395
Á1 = 0:5 0.131 0.610 - - 0.130 0.241
Á2 = 0:5 0.719 0.856 0.718 0.538 - -
Á3 = 0:5 0.789 0.696 0.799 0.482 1.043 0.510
Note. the entries recorded as - are the ones whose parameter estimates do not exist by
deﬁnition.
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at time 4, and 60 at time 5. The average proportion of the missing data
is 11.58% of complete data points.
2 As explained above, this data set is the same data set used for case B in
the ﬁrst simulation. Note that the average number of dropout is roughly
43 and the average proportion of the missing data is 29.47%.
3 The average number of dropouts is roughly 61. Of total 6,054 dropouts in
100 sets of the simulated data, 5,366 drop out at time 2, 458 at time 3,
157 at time 4, and 73 at time 5. The average proportion of the missing
data is 46.14%.
The two cases are generated by increasing the aforementioned º by the
factor of 2 and 1/3 for cases 1 and 3 respectively. The proposed Bayesian
estimates under the three dropout patterns are presented in Table 3. As
expected, we generally observe that small proportion of dropout leads to
more reliable results in ¸’s, ¹’s, °’s, Ã²’s, and Ã³ ’s in terms of the standard
errors. However the proposed estimates are reasonably close to the true
parameter values for the dropout proportion as high as 46.14%. There are
something else is going on, however, in estimating Á’s which describe the
dropout processes. The estimates of Á2 and Á3, which describe how dropout
processes are inﬂuenced by the two latent variables—initial status and growth
rate, generally show the improvement in accuracy in terms of the standard
errors, as the number of dropouts decreases. The estimates of Á1, on the
other hand, show noticeable deterioration in the estimates as the number of
dropout decreases. This is because this parameter explains how the dropout
processes are inﬂuenced by the last observations before the subjects drop
out, and the very data points for which this information is contained—the
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Table 3: Performance of the Bayesian estimates with three settings of dropout
patterns
True parameter 11.58% Missing 29.47% Missing 46.14% Missing
values Mean SE Mean SE Mean SE
¸32 = 2:0 2.039 0.109 2.032 0.136 2.000 0.145
¸42 = 3:0 3.054 0.141 3.031 0.191 2.987 0.193
¸52 = 4:0 4.070 0.174 4.042 0.256 3.980 0.234
¹1 = 0:0 -0.011 0.081 -0.051 0.088 -0.055 0.084
¹2 = 0:0 0.015 0.069 0.107 0.146 0.156 0.152
°11 = 1:0 0.986 0.116 0.974 0.125 0.977 0.123
°12 = 0:5 0.477 0.106 0.480 0.115 0.478 0.111
°21 = 0:5 0.544 0.093 0.649 0.163 0.689 0.143
°22 = 1:0 0.976 0.105 1.054 0.221 1.107 0.223
Ã²1 = 1:0 1.019 0.181 1.074 0.280 1.028 0.236
Ã²2 = 1:0 0.981 0.157 1.012 0.219 0.971 0.190
Ã²3 = 1:0 0.944 0.142 1.057 0.465 0.949 0.209
Ã²4 = 1:0 0.980 0.160 1.225 0.890 0.986 0.390
Ã²5 = 1:0 0.950 0.179 1.427 1.661 1.058 0.565
Ã³11 = 1:0 0.967 0.223 1.007 0.251 1.058 0.253
Ã³12 = 0:3 0.065 0.136 0.168 0.231 0.130 0.270
Ã³22 = 1:0 1.041 0.177 1.603 0.871 1.606 0.333
Á0 = ¡1:0 -2.760 0.121 -1.879 0.557 -0.668 0.372
Á1 = 0:5 -0.031 0.062 0.131 0.610 0.598 0.683
Á2 = 0:5 0.312 0.211 0.719 0.856 0.346 1.057
Á3 = 0:5 0.471 0.154 0.789 0.696 1.153 0.615
data point after which the subjects dropout—proportionally decrease as the
number of dropout decreases.
4.4 Sensitivity of the proposed estimates to the prior information
We ﬁnally give the simulation study as to how sensitive the proposed
estimates are in terms of the changes in prior information. The following
three settings—we characterize them informative, improper, and diﬀuse—of
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hyper-parameter values are used:
a The hyper-parameters for ¸0k for k = 3; : : : ; 5, ¹0, eΓ0, and Á0 are set as
the true values of their corresponding population parameters. The other
hyper-parameter values are also set as ®0²k = 10, ¯0²k = 8, ½0 = 8, c =
0:25, Σ0 is diagonal matrix with its diagonal elements 0.05, H0³ and V
are diagonal matrices with their diagonal elements 0.25, and R¡10 is 5
times indentity matrix. They generate parameter values very close to the
population parameter values.
b The hyper-parameters for ¸0k’s and ¹0 increase the true values of their
corresponding population parameters by one, and eΓ0 and Á0 are twice
the true values of their corresponding population parameters. The other
hyper-parameter values are the same as those in I. This setting of hyper-
parameters gives improper prior information in their averages. However
their variances are unchanged from I.
c The matricesH0³ , V , and R
¡1
0 are 5 times as large as their corresponding
matrices in setting I. The other hyper-parameter values are the same as
those in I. The set of these hyper-parameter values gives diﬀuse priors.
As shown in Table 4, the informative setting I has more accurate estimates
than the other two settings. Speciﬁcally we ﬁnd the parameter vector Á to
deﬁne the dropout patterns fails to specify the true values under improper or
diﬀuse priors. This is likely to have caused wildly over- or underestimation
of other model parameters.
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Table 4: Performance of the Bayesian estimates with three types of hyper-
parameter values
True parameter Informative Improper Diﬀuse
values Mean SE Mean SE Mean SE
¸32 = 2:0 2.046 0.156 2.190 0.172 1.855 0.236
¸42 = 3:0 3.055 0.221 3.245 0.248 2.745 0.400
¸52 = 4:0 4.069 0.294 4.297 0.332 3.625 0.562
¹1 = 0:0 -0.058 0.090 0.404 0.119 -0.289 0.454
¹2 = 0:0 0.108 0.155 0.558 0.127 -0.201 0.622
°11 = 1:0 0.982 0.128 1.070 0.138 0.824 0.226
°12 = 0:5 0.476 0.111 0.509 0.116 0.524 0.198
°21 = 0:5 0.601 0.155 0.792 0.198 0.496 0.388
°22 = 1:0 1.048 0.205 1.194 0.177 0.795 0.539
Ã²1 = 1:0 1.097 0.265 1.303 0.613 2.515 1.806
Ã²2 = 1:0 1.041 0.246 1.077 0.248 1.555 0.695
Ã²3 = 1:0 1.134 0.549 1.004 0.306 1.215 0.501
Ã²4 = 1:0 1.395 1.104 1.088 0.543 1.387 1.155
Ã²5 = 1:0 1.766 2.019 1.266 1.105 2.014 1.984
Ã³11 = 1:0 1.001 0.245 1.260 0.318 1.760 1.166
Ã³12 = 0:3 0.168 0.229 0.460 0.343 -0.100 0.544
Ã³22 = 1:0 1.621 0.947 2.057 0.791 3.672 2.873
Á0 = ¡1:0 -2.045 0.606 -2.629 0.444 -4.163 1.956
Á1 = 0:5 0.131 0.621 0.131 0.869 4.152 6.382
Á2 = 0:5 0.757 0.881 0.216 0.996 2.175 7.841
Á3 = 0:5 0.919 0.699 1.432 0.311 -2.318 5.205
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5 An Illustrative Example
Data for an illustration of the proposed method was taken from the Longi-
tudinal Study of American Youth (LSAY) conducted by the National Science
Foundation. The LSAY is a national longitudinal study of the development
of students’ attitude and achievement in science and mathematics in middle
and high school. The study randomly sampled approximately 60 students
in 7th grade and 60 students in 10th grade in each of 60 selected schools in
the US. The students were followed for six years starting 1987 (Miller et al .,
1992). Data includes students’ family and school background information,
attitude, and achievement test scores in science and mathematics collected
from the students, their parents, teachers, and principals. Here we focus
on these whose mathematics scores are available and it includes 3,116 7th
graders in 1987. Their four repeated outcomes from grade 7 through grade
10 are used in the present study.
We delete subjects whose relevant covariates are missing because we only
model dropouts in math scores. We also delete subjects who returned to
the study. This reduces the number of subjects to be 2,194, in which 722
subjects recorded dropouts, which account for 32.91% of the 2,194. Of the
722 dropout data, 149 at grade 8, 275 at grade 9, and 298 at grade 10.
Table 5 gives descriptive statistics of the LSAY mathematics achievement
for the students at each grade from grade 7 to 10. This table suggests that
mathematics achievement is improved in terms of mean as well as of median
from grade 7 to 10 (their mean values are 51.11 at grade 7, 54.60 at grade 8,
59.41 at grade 9, and 64.70 at grade 10).
Table 6 gives the diﬀerences of descriptive statistics in grade 7 to 9 be-
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Table 5: Descriptive statistics of the LSAY math data
Grade 7 Grade 8 Grade 9 Grade 10
Sample size n=2,194 n=2,045 n=1,770 n=1,472
Mean 51.11 54.60 59.41 64.70
Median 51.04 55.08 60.04 66.16
Variance 104.89 119.84 159.34 181.82
Max. 85.02 88.54 94.19 95.17
Min. 28.37 24.92 28.63 29.60
Table 6: Descriptive statistics of the LSAY math data for returning and
dropout students
Grade 7 Grade 8 Grade 9
Stay 8 Drop 8 Stay 9 Drop 9 Stay 10 Drop 10
Sample size n=2,045 n=149 n=1,770 n=275 n=1,472 n=298
Mean 50.96 53.11 55.12 51.26 60.14 55.83
Median 50.94 52.12 55.46 50.95 60.86 56.18
Max. 85.02 84.15 88.54 80.18 94.19 90.11
Min. 28.37 31.06 26.09 24.92 29.29 28.63
Note. the term “Stay 8” stands for students staying in the study at grade 8, while “Drop
8”stands for those dropping out before grade 8. “Stay 9” and “Drop 9,” as well as “Stay
10” and “Drop 10,” are interpreted same manner.
tween students staying in the study at next grade level and those dropping
out sometime before he or she reaches his/her next grade level. This result
shows lower achievement scores in the dropout unit in grade 8 and 9, al-
though the pattern is reversed in grade 7, the magnitude of reverse, however,
is about the half of those in grade 8 and 9. Hence listwisely deleting subjects
who drop out gives rise to a sample generally with higher achievements, the
likely existence of dropout bias.
Based on the results in Table 6, we hypothesize that dropout process
is inﬂuenced by latent growth variables and/or the most recently available
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mathematics scores. Hence we model the three dropout processes as
logitfp(Di = tjDi ¸ t; yt¡1;i;´i;Á)g = Á0 + Á1yt¡1;i + Á2´0i + Á3´1i: (5.1)
logitfp(Di = tjDi ¸ t;yi;obs;´i;Á)g = Á0 + Á1yt¡1;i + Á3´1;i (5.2)
logitfp(Di = tjDi ¸ t;´i;Á)g = Á0 + Á2´0;i + Á3´1;i (5.3)
for the speciﬁcation of dropout mechanism. We call these three dropout
patterns (5.1), (5.2), and (5.3) as Dropout Pattern 1, 2, and 3 respectively.
We use the LGM with time invariant covariates to examine which fac-
tors and how much of their factors inﬂuence students’ mathematics achieve-
ment in middle and high school. Based on preceding studies including Fan
(2001), Seginer and Vermulst (2002), Wilkins and Ma (2002), Ma (2005), and
Byrnes and Miller (2007), we select in this analysis the following covariates:
parents’ educational level; socioeconomic status; home resources; student’s
educational expectation; parents’ mathematics push; and peer mathematics
inﬂuence. See Appendix D on how these variables are measured or man-
ufactured from the multiple measurements. These covariates are treated as
continuous variables.
We consider the following hyper-parameters as prior information: ¸0k =e¸
k for k = 3; 4, ¹0 = e¹, and Γ0 = eΓ, with the e¸k, e¹, and eΓ obtained by
the ML estimation. The Á0 = (¡1:0; 0:4;¡0:5;¡1:0)T , ®0²k = 10, ¯0²k = 4,
½0 = 8, c = 10
¡4, Σ0 is identity matrix, H0³ and V are diagonal matrices
with 0:01, and R¡10 is 5 times eΨ³ . In the MH algorithm, we set the variance
¾2Á = 0:1 for Á to give approximately acceptance probability 0.4. To reduce
the computational burden, we randomly select 500 subjects from the 2,194
subjects in our sample and use them in the analysis. Note that 166 dropout
samples in the selected data include 29 at grade 8, 67 at grade 9, and 70
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at grade 10. We use 25,000 simulated observations after 25,000 burn-in for
Bayesian estimates.
In addition to the analysis by the proposed Bayesian method, the max-
imum likelihood estimates with EM algorithm under random dropout as-
sumption and with listwise deletion for dropouts are estimated for compar-
ison purpose with our Bayesian estimates in Table 7. The inference by the
ML method is executed by using Mplus.
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The estimates of parameters with our method are shown in Table 7. A
positive value of Á1 implies that a student with higher mathematics achieve-
ment has higher possibility of dropping out in next grade level from the study,
which generally contradicts the results in Table 6. This unexpected result
indicates that the possibility of high correlation between the yt¡1;i and the
latent growth factor ´0i or ´1i in the dropout process in (5.1) and (5.2) and/or
the inﬂuence of results in Grade 7 as seen in Table 6. We conclude that the
LSAY math data does not support the dropout mechanism assumption (5.1)
and (5.2). As for signs of Á2 and Á3, they show the patterns similar to many
previous studies. According to Wilkins and Ma (2002), students with higher
initial values of achievement “start out near their peak of growth having al-
ready begun to level oﬀ and naturally grow slower toward the peak,” whereas
students with lower initial value, “starting far below the peak, exhibit faster
growth rates.” That is, it is expected that coeﬃcient Á2 of the intercept
growth variable has negative sign, while that Á3 of the slope growth variable
has positive sign in the dropout process model. Dropout pattern 3 shows that
the coeﬃcient Á2 of initial status variable has negative sign, while that of the
growth rate, Á3 has positive sign in the dropout process model as expected.
Neither of their estimates contain zero in their 95% posterior interval as
well. In terms of the random-coeﬃcient-based dropout models, Verbeke and
Molenberghs (2000) suggested that “inferences are necessarily highly depend
on parametric modeling assumptions that cannot be assessed from the data
under analysis” and Follumann and Wu (1995) also made a similar claim.
In dropout pattern 1 and 2, we observe the phenomena they pointed out in
estimation of the variance parameters Ã²1, Ã²2, Ã²3, Ã²4, Ã³12, and Ã³22 rela-
tive to dropout pattern 3. Therefore we conclude that the dropout pattern
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3 seems more reasonable in its speciﬁcation of the LSAY math achievement.
The plots of the sequences generated from observations of parameters are
presented in Figure 5 for monitoring convergence. These plots suggests that,
after 50,000 iterations, the desired convergence is achieved for these param-
eters. We further give the densities of marginal posteriors in Figure 6. All
the plots shows that the stable posterior distribution is obtained after 50,000
iterations, though the plot of Á0 show slight irregularities.
Compared with the ML estimates with random dropout, we observe in
the estimates of dropout pattern 3 signiﬁcantly positive values of °15 and
°16 which imply positive inﬂuences of mathematics push from parents and
of peers on the initial status. Under dropout pattern 3, eﬀects of variables
other than mathematics push from parents on the growth rate are insigniﬁ-
cant, while under the RD assumption, the maximum likelihood estimates for
parent socioeconomic status and for home resources signiﬁcantly aﬀect the
growth rate. Since our estimates of dropout pattern 3 all show the respective
inﬂuence of the initial status as well as the growth rate in their 95% poste-
rior intervals, we are conﬁdent that the LGM under the dropout pattern 3
speciﬁcation describes the LSAY data better.
In summary, with our proposed method in dropout pattern 3, the in-
ﬂuences of covariates on the latent growth variables are shown as follows:
parents’ educational level, parents’ socioeconomic status, home resources,
student’s educational expectation, and peer mathematics inﬂuence aﬀects
initial status positively, and parents’ mathematics push aﬀects both initial
status and growth rate positively.
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6 Discussion
In this paper we have proposed a Bayesian analysis for the LGM with
random-coeﬃcient-based dropout. One advantage of our Bayesian method
for the LGM is that it provides us with comprehensive analysis of a longitudi-
nal data with the dropout. It enable us to analyze for a complex LGM with
dropout by using the data augmentation and the MCMC. The simulation
study shows the estimates based on the proposed method perform well when
we have good prior information. We ﬁnd that the proposed estimates are
robust with respect to the change in dropout proportion and the estimates
are reliable even when more than half of all subjects drop out.
However we also see the coeﬃcient associated with the past observed
outcome in a dropout process becomes harder to estimate as the number of
dropouts decreases. This is because as dropout decreases, the data point
available for estimation of this coeﬃcient decreases as well. Simply put, if
there are so few dropouts, it is not worthwhile to model the dropout process
altogether.
The proposed method requires the speciﬁcation of dropout mechanism in
practice. In the LSAY analysis, we observe an example of dropout mechanism
misspeciﬁcation in our dropout pattern 1 and its consequences. The result
there conﬁrms the assertion by Fullmann and Wu (1995) and Ten Have et al .
(1998) that the random-coeﬃcient-based dropout is quite sensitive to the
assumed dropout process model.
Several researchers such as Rubin (1994), Laird (1994), Little (1995),
Molenberghs et al . (1997), and Verbeke and Molenberghs (2000) pointed
out this sensitivity of the estimates and suggested that for ﬁtting dropout
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process model, researchers need to investigate the sensitivity of parameter
estimates with respect to assumptions for dropout process model. Random-
coeﬃcient-based dropout process model in (5.3) has the advantage over the
earlier outcome-based dropout process model in the sense that it considers a
clear underlying trend in responses for a subject, not directly depending on
responses.
In the LSAY analysis, with enough number of dropouts, we ﬁnd that
random-coeﬃcient-based dropout process model (5.3) performs better than
the random-coeﬃcient-based dropout plus the previously observed outcome
model (5.1). This shows that the subjects in the LSAY data chose or were
forced to drop out because of their initial status as well as the growth rates
in learning mathematics. For future research, we could extend the proposed
method to the LGM with time-varying covariates, or with the covariates
part of which is missing, because these are important part of the LSAY data
collection.
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Figure 5: Convergence monitoring plots of sequences for dropout pattern 2
with three diﬀerent starting values for ¹1, ¸32, °11, Ã²3, Ã³11, and Á0 from
the top panel.
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Figure 6: The density plots of parameters ¹1, ¸32, °11, Ã²3, Ã³11, and Á0.
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