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ABSTRACT 
 
 
 
 
The evolution in micro-electro-mechanical systems technology (MEMS) has 
triggered the need for the development of wireless sensor network (WSN). These 
wireless sensor nodes has been used in many applications at many areas. One of the 
main issues in WSN is the energy availability, which is always a constraint. In a 
previous research, a relocating algorithm for mobile sensor network had been 
introduced and the goal was to save energy and prolong the lifetime of the sensor 
networks using Particle Swarm Optimization (PSO) where both of sensing radius and 
travelled distance had been optimized in order to save energy in long-term and short-
term. Yet, the previous research did not take into account obstacles’ existence in the 
field and this will cause the sensor nodes to consume more power if obstacles are 
exists in the sensing field. In this project, the same centralized relocating algorithm 
from the previous research has been used where 15 mobile sensors deployed 
randomly in a field of 100 meter by 100 meter where these sensors has been 
deployed one time in a field that obstacles does not exist (case 1) and another time in 
a field that obstacles existence has been taken into account (case 2), in which these 
obstacles has been pre-defined positions, where these two cases applied into two 
different algorithms, which are the original algorithm of a previous research and the 
modified algorithm of this thesis. Particle Swarm Optimization has been used in the 
proposed algorithm to minimize the fitness function. Voronoi diagram has also used 
in order to ensure that the mobile sensors cover the whole sensing field. In this 
project, the objectives will be mainly focus on the travelling distance, which is the 
mobility module, of the mobile sensors in the network because the distance that the 
sensor node travels, will consume too much power from this node and this will lead 
to shortening the lifetime of the sensor network. So, the travelling distance, power 
consumption and lifetime of the network will be calculated in both cases for original 
algorithm and modified algorithm, which is a modified deployment algorithm, and 
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compared between them. Moreover, the maximum sensing range is calculated, which 
is 30 meter, by using the binary sensing model even though the sensing module does 
not consume too much power compared to the mobility module. Finally, the 
comparison of the results in the original method will show that this algorithm is not 
suitable for an environment where obstacle exist because sensors will consume too 
much power compared to the sensors that deployed in environment that free of 
obstacles. While the results of the modified algorithm of this research will be more 
suitable for both environments, that is environment where obstacles are not exist and 
environment where obstacles are exist, because sensors in this algorithm .will 
consume almost the same amount of power at both of these environments. 
  
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
 
 
 
ABSTRAK 
 
 
 
 
Evolusi dalam teknologi sistem mikro elektrik-mekanik (MEMS) telah mencetuskan 
keperluan terhadap pembangunan dalam rangkaian pengesan tanpa wayar (WSN).  
Nod pengesan tanpa wayar telah banyak digunakan dalam aplikasi pelbagai bidang. 
Salah satu isu penting dalam WSN ialah ketersediaan tenaga yang selalu menjadi 
kekangan. Dalam penyelidikan terdahulu, pindahan semula algoritma untuk 
rangkaian pengesan mudah alih telah diperkenalkan dan matlamatnya ialah untuk 
menjimatkan tenaga dan memanjangkan jangkahayat pengesan rangkaian dengan 
menggunakan Pengoptimuman Gerombolan Zarah (PSO) di mana kedua-dua jarak 
pengesanan dan jarak ditempuhi telah dioptimumkan bertujuan untuk menjimatkan 
tenaga dalam jangka panjang dan jangka pendek. Namun penyelidikan sebelumnya 
tidak mengambil kira halangan yang wujud dalam lapangan dan ini akan 
menyebabkan nod pengesan menggunakan lebih kuasa jika halangan wujud dalam 
lapangan pengesanan. Dalam projek ini, algoritma relokasi terpusat yang sama dari 
penyelidikan terdahulu telah digunakan di mana 15 sensor mudah alih digunakan 
secara rawak dalam bidang 100 x 100 meter di mana sensor ini telah digunakan satu 
kali dalam bidang bahawa halangan tidak wujud (case 1 ) Dan satu lagi masa dalam 
bidang bahawa kewujudan halangan telah diambil kira (kes 2), di mana halangan-
halangan ini telah ditentukan sebelumnya, di mana kedua-dua kes ini digunakan 
dalam dua algoritma yang berbeza, iaitu algoritma asal penyelidikan terdahulu Dan 
algoritma yang diubahsuai dalam tesis ini. Pengoptimuman Swarm Partikel telah 
digunakan dalam algoritma yang dicadangkan untuk meminimumkan fungsi 
kecergasan. Rajah Voronoi juga telah digunakan untuk memastikan bahawa sensor 
mudah alih meliputi seluruh bidang penderiaan. Dalam projek ini, matlamat akan 
menjadi fokus utama pada jarak perjalanan, iaitu modul mobiliti, sensor mudah alih 
dalam rangkaian kerana jarak yang nod sensor bergerak, akan menggunakan terlalu 
banyak kuasa dari nod ini dan ini akan membawa kepada Memendekkan jangka 
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hayat rangkaian sensor. Oleh itu, jarak perjalanan, penggunaan kuasa dan hayat 
rangkaian akan dikira dalam kedua-dua kes untuk algoritma asal dan algoritma yang 
diubahsuai, iaitu algoritma penggunaan yang diubah suai, dan membandingkan di 
antara mereka. Selain itu, julat penderiaan maksimum dikira, iaitu 30 meter, dengan 
menggunakan model penginderaan binari walaupun modul pengesan tidak 
menggunakan terlalu banyak kuasa berbanding dengan modul mobiliti. Akhirnya, 
perbandingan hasil dalam kaedah asal akan menunjukkan bahawa algoritma ini tidak 
sesuai untuk persekitaran di mana penghalang wujud kerana sensor akan 
menggunakan kuasa terlalu banyak berbanding dengan sensor yang digunakan dalam 
persekitaran yang bebas daripada halangan. Walaupun hasil algoritma yang diubah 
suai bagi penyelidikan ini akan lebih sesuai untuk kedua-dua persekitaran, iaitu 
persekitaran di mana rintangan tidak wujud dan persekitaran di mana rintangan 
wujud, kerana sensor dalam algoritma ini akan memakan hampir jumlah kuasa yang 
sama pada kedua-dua Persekitaran ini. 
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  CHAPTER 1
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Research Background 
 
 
Wireless sensor network is a network system that formed by a number of sensor 
nodes working together for gathering information from the surroundings of an 
environment and then transmitting the data to a base station in order to process the 
received information (X. Zhang, 2012). After collecting the information from the 
environment and sending them to the base station, which provides a connection to 
the wired world, the collected data is processed, analyzed and presented into useful 
applications as shown in Figure 1.1. 
 
 
Figure 1.1: Wireless Sensor Network General Function 
(GUPTA & SINHA, 2014) 
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The sensor node is a distinct small device that usually consists of four main 
units which are sensing, processing, communication and power supply (GUPTA & 
SINHA, 2014). Wireless sensor network (WSN) may be deployed using hundreds or 
thousands of these tiny sensor nodes in order to monitor a certain physical 
phenomena or to detect and track a certain objects in the area of interest. These 
WSNs have gained worldwide attention in recent years specially with the increasing 
in micro-electro-mechanical systems (MEMS) technology, wireless communications 
and digital electronics that enabled the development of a low-cost, low-power, 
multifunctional and smart sensor nodes which are small in size and communicate 
untethered in short distances (Akyildiz, Su, Sankarasubramaniam, & Cayirci, 2002). 
 
Smart sensor nodes are low power devices which equipped with one or more 
sensors, a processor, memory, a power supply, a radio, and an actuator. Different 
types of sensors, which are mechanical, thermal, biological, chemical, optical, and 
magnetic, might be attached to the sensor node for measuring the properties of the 
environment. Since the sensor nodes have limited memory and are typically 
deployed in difficult-to-access locations, a radio is implemented for wireless 
communication to transfer data to a base station (e.g., a laptop, a personal handheld 
device, or an access point to a fixed infrastructure). Battery is the main power source 
in a sensor node. Secondary power supply that harvests power from the environment 
such as solar panels may be added to the node depending on the appropriateness of 
the environment where the sensor will be deployed. Depending on the application 
and the type of sensors used, actuators may be incorporated in the sensors (Yick, 
Mukherjee, & Ghosal, 2008). 
 
Wireless sensor networks offer new applications in the areas of habitat and 
environment monitoring, disaster control and operation, military and intelligence 
control, object tracking, video surveillance, traffic control, as well as in health care 
and home automation. Moreover, the integration of multiple types of sensors such as 
seismic, acoustic, optical, etc. in one network platform and the study of the overall 
coverage of the system also presents several interesting challenges and one of these 
challenges is power efficiency (García-hernández, Ibargüengoytia-gonzález, García-
hernández, & Pérez-díaz, 2007). It is likely that the deployed sensors will be battery-
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powered, which will limit the energy capacity significantly. Thus, energy efficiency 
becomes one of the main challenges that need to be taken into account. For this 
project, the application used in wireless sensor networks will be for measuring 
humidity. Since the major contribution of this research is saving the power of the 
sensor nodes and prolong the lifetime of the sensor network in term of mobility, it 
will be better to assume a simple application measurement, which is humidity, so that 
sensing, communication and computation mode will not consume too much power. 
 
 
1.2 Problem Statement 
 
 
The advances in Micro-Electro-Mechanical Systems, digital electronic and wireless 
communication have led to emergence of wireless sensor networks (WSNs), which 
consist of a large number of sensing devices each capable of sensing, processing and 
transmitting environmental information. A single sensor node may only be equipped 
with limited computation and communication capabilities. However, these 
approaches are not energy efficient (Guide to Wireless Sensor Networks - Google 
Books, n.d.). 
 
It has been widely argued that the transmission and reception energy per bit is 
much larger than sensing and processing energy per bit. So, energy availability has 
always been a constraint in WSN because the power supply of a single sensor node 
relies on battery of limited energy in general. Recharging the nodes’ battery is very 
difficult after the deployment of these sensor nodes. Therefore, it is better to design 
energy efficient algorithms to save energy and prolong the lifetime of the sensing 
nodes. (Qu & Georgakopoulos, 2012) proposed a centralized relocating algorithm for 
mobile sensor network aiming to save energy and prolong the lifetime of sensor 
networks. This algorithm uses Particle Swarm Optimization (PSO) and both of the 
sensing radius and travelled distance are optimized to save the energy in long- and 
short-term.  
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The problem in the proposed algorithm is that it does not take into account 
the existence of obstacles in the sensing field, which means the nodes deployed in a 
free space. Therefore, in this thesis we will show the consequences of the original 
algorithm by applying obstacles in the sensing field. Then, try to come up with a 
suitable modification to the original algorithm to make it suitable for both 
environments, which are the free space environment and obstacle existence 
environment, in term of power consumption and finally compare the results of the 
original algorithm of (Qu & Georgakopoulos, 2012) and the modified algorithm. 
 
 
1.3 Objectives 
 
 
The objectives of this project are: 
 
1. To study the power consumption technique of the sensor nodes in the original 
algorithm once without obstacles in the sensing field, which is assumed to be 
case 1, and another time in a field where obstacles are considered in the sensing 
field, which is assumed to be case 2. 
 
2. Develop an algorithm to save the energy of the sensor node to be suitable for 
both cases, which are in free space and in obstacles existence environment, and 
also compare between these cases. 
 
3. Evaluate the results of the original algorithm and the modified algorithm in term 
of travelling distance, power consumption and lifetime of the network for each in 
both cases and then compare between both of these two algorithm in term of 
fitness function in case 2, where obstacles exist, to check which algorithm is 
more suitable for this environment. 
 
 
 
 
5 
 
1.4 Scope of Study 
 
 
By setting a sensing field with obstacles exist in it, consider that the obstacle will be 
in the way of the movement of the sensor node as shown in Figure 1.2. So, if the 
initial deployment position of a sensor exists for example in the opposite of the 
obstacle and the destination (final) position of that sensor exists behind that obstacle, 
it means that the mobile sensor can't move at line of sight from its initial position to 
its final position, therefore we will prepare a set of algorithms to solve this problem. 
 
 
Figure 1.2: The problem of obstacles existence in the sensing field 
 
The proposed algorithms consist of few steps by testing if there are any 
structures in the field where the sensor node deployed and no restriction there in the 
movement of the sensor node (as previously referred to it as the initial deployment 
point and the destination point). If there is any restriction in the sensor’s movement 
because of the existence of obstacles, then a proper calculation of the distance 
between the initial deployment point and the starting point will be considered 
otherwise, the sensor node can move to the destination point freely and without any 
restrictions. 
 
6 
 
In case of the existence of obstacles in front of the sensor node, the procedure 
is taking the shortest route around the obstacle as in Figure 1.3. The shortest route 
will be determined by calculating the traveling distance from the initial position to 
destination position using the Euclidian equation in order to reduce energy 
consumption and lead to prolong the lifetime of the sensor network.  
 
 
Figure 1.3: the proposed routs of the discussed problem in case of one obstacle existence 
 
In addition to the calculation of traveling distance and power consumption, 
models and diagrams will be used like the sensing model, which responsible for 
calculation the sensing radius of each sensor and also Voronoi diagram has been used 
to make sure that sensors will cover the whole sensing field. Moreover, particle 
swarm optimization will be used in order to minimize the fitness function. 
 
Since the aiming to reduce energy consumption and prolong the lifetime of 
the sensor network by optimizing both of sensing radius and travel distance, we can 
suppose that the travel distance of mobile sensor would not exceed a squared area 
from its center of the initial deployment position of that sensor with its side length is 
L meter. We will use the concept of this area to initialize the particles, and we expect 
that PSO algorithm with this modification will reach the solution faster than the 
original PSO algorithm due to that the particles are initialized in near positions to 
their final positions. 
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1.5 Thesis Organization 
 
 
The rest of this thesis is organized as follows: Chapter 2 presents a survey about the 
major challenges and issues in the wireless sensor networks and an overview about 
the each function mode in the sensor node and their roles in power consumption with 
the methods from previous researches, explained briefly, for energy conservation. 
Also, the literature will explain the theory and types of localization and particle 
swarm optimization that used in previous researches. The methodology of the 
project, parameters and simulation tools, which are the equations, will be explained 
in chapter 3.  The simulation results and analysis are presented in chapter 4. Finally, 
the project conclusion and the future works will be done in Chapter5.
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  CHAPTER 2
 
 
 
 
LITERATURE REVIEW 
 
 
 
 
2.1 Introduction 
 
 
This chapter provides insights about the major challenges and issues in wireless 
sensor network, energy consumption in different modes of the sensor node, energy 
conservation techniques that used in a previous researches, particle swarm 
optimization methods in WSN, and localization algorithms for understanding the 
lifetime extension of the sensor network. 
 
 
2.2 Major Challenges and Issues in Wireless Sensor Networks 
 
 
The major issues and challenges that will be reviewed briefly in wireless sensor 
network are for hardware of the sensor node, operating system and software 
programming, wireless radio communication, architecture, wireless network layers, 
deployment, synchronization and localization, security, and energy. 
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2.2.1    Hardware of the Sensor Node in WSNs 
 
 
As explained before, the mobile sensors are tiny devices that use for sensing, 
processing and transmitting the sensed data from the physical environment that used 
in many applications and these sensors called nodes. A sensor node consists of 
processor, memory, battery, A/D converter for connecting to a sensor and a radio 
transmitter for forming an ad hoc network (Vieira, Coelho, Da Silva, & Da Mata, 
2003). The structure of the sensor node is as shown in Figure 2.1. 
 
 
Figure 2.1: Structure of Sensor Node 
(Bansal, 2015) 
 
The hardware design issues in the these sensor nodes are (P. Zhang, Sadler, 
Lyon, & Martonosi, 2004): 
1. Radio Range of nodes should be high (1-5 kilometers). Radio range is crucial 
for ensuring network connectivity and data gathering in a network as the 
environment being examined may not have an installed infrastructure for 
communication. 
2. Sensor Networks consists of hundreds of thousands of nodes. It is preferred 
only if the node is cheap like using a flash memory as a chip of memory 
because it is reprogramed, inexpensive and non-volatile. 
3. The central processing unit of sensor node determines energy consumption 
and computational capabilities of a node. 
 
In the research area, there are different methods to deal with the hardware 
issues in order to improve signal reception, design of low power, less cost sensors 
and processing units. One of these researches is for saving of power of 
10 
 
microcontroller by designing it in three states, which are active, sleep and idle. Also, 
various schemes to conserve node power consumption and node optimization and 
simple modulation schemes may also be considered for sensor nodes. 
 
 
2.2.2    Operating System and Software Programming 
 
 
Operating System architecture for the sensor nodes is usually separated 
(independent) from the hardware of these nodes. It plays an important role in solving 
many important design issues regarding memory management and resource 
management. Generally, the operating system (OS) should be less complex than the 
general operating systems and must have an easy programming model due to power, 
processing and storage constraints that require power efficiency (Eswaran, Rowe, & 
Rajkumar, 2005), reactivity, mobility, fault tolerance, and concurrency. There are 
various operating systems developed for sensor nodes and the most known types of 
these operating systems are: Mantis-OS (Abrach et al., 2003), Nano-Qplus (Abrach 
et al., 2003) and Tiny-OS (Levis et al., 2004), which is implemented in NesC 
language (Gay et al., 2003). 
 
On the other hand, programmers deal with too many low levels details 
regarding sensing and communication of software programming in the sensor nodes. 
For example, they typically deal with particular node to node communication and 
deal with sensing, fusing and moving data and also. Researches in programming 
abstractions for WSN can be categorized into 7 areas: environmental, middleware 
APIs, database centric, event based, virtual machines, script and component-based. 
As an example, consider an environmental based abstraction called Enviro-Track 
(Abdelzaher et al., 2004). 
 
Application developers should be able to concentrate on their application 
logic instead of being concerned with the low level hardware issues like scheduling, 
preempting and networking. 
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2.2.3    Wireless Radio Communication 
 
 
Performance of wireless sensor networks depends on the quality of wireless 
communication yet wireless communication in sensor networks is known for its 
unpredictable nature. The main issues of the wireless communication in WSN are 
(Vieiral et al., 2003): 
1. Facilitating low duty cycle operation, local signal processing, to in order to 
lower the consumption of the power. 
2. Distributed sensing effectively towards various environmental obstacles and 
this will affect the strength of the signal and the effective radio range. 
3. Multi-hop networking may be adapted among sensor nodes to reduce 
communication link range and also density of sensor nodes should be high. 
4. Long range communication is typically point to point and requires high 
transmission power, with the danger of being eavesdropped. 
5. Errors during the wireless communications. 
 
Research areas include designing low power consuming communication 
systems and complementary metal oxide semiconductor (CMOS) circuit technique 
specifically optimized for sensor networks, designing new architecture for integrated 
wireless sensor systems and modulation method and data rate selection. 
 
 
2.2.4    Architecture 
 
 
Architecture can be considered as a set of rules and regulation for implementing 
some functionality along with a set of interfaces, functional components, protocols 
and physical hardware (Jangra, 2010). Lack of overall sensor network architecture is 
limiting the progress in this field. Software architecture is needed to bridge the gap 
between a hardware capabilities and a complete system. Sensor network architecture 
should be durable and scalable in order to allow changes in topology with minimum 
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update messages being transmitted. It also must be flexible to meet the wide range of 
target application scenario. The architecture must decouple the data path speed and 
the radio transmission rate with the control of transmission timing because direct 
coupling between processing speed and communication bit rates can lead to 
suboptimal energy performance (Duan & Yuan, 2006) (Hill, 2003). 
 
 
2.2.5    Wireless Network Layers Issues 
 
 
The data transfer in wireless sensor network also based on standard layered 
architecture where each layer has issues as follows (Potnis & Rajeshwari, 2015). 
1. Physical Layer: Types of sensors, distance between sensor nodes, path loss, 
reflection, absorption and scattering loss, interference like co-channel and 
inter-channel interferences, modulation techniques, signal quality and 
strength are the major issues related to the physical layer data transfer. 
2. Data Link Layer: Data link layer’s major responsibility is to ensure 
interoperability amongst communication between nodes. This layer deals 
error detection and correction, flow control, multiplexing for WSN. 
Moreover, to create secure key during network deployment and maintenance, 
some scientist suggested the probable use of public key cryptography, and 
secure code distribution (Pathan, Lee, & Hong, 2006). 
3. Network Layer: Optimized path selection for the packet routing is the major 
responsibility of network layer. Network layer works for routing the data 
from node to node, node to sink, node to base station, node to cluster head 
and vice versa .Identification number based protocols and data centric 
protocols are used by WSN for routing mechanism. Due to the broadcast 
nature of transmission for WSN, secure routing protocol is an essential 
requirement. 
Separate encryption and decryption techniques are utilized for secure routing 
4. Transport Layer: As external sensor network connected to the internet can use 
the same Transport layer set up for the data transfer, however it is the main 
difficult issue in wireless sensor networks. 
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5. Application Layer: Application layer is used to display ultimate yield by 
guarantee reliable data flow to lower layers. This layer is in charge of data 
collection, management and processing of the data by using the application 
software to obtain reliable data transmission. 
 
 
2.2.6    Deployment 
 
 
Deployment means positioning the wireless sensor network in real world 
environmental locations (Ringwald & Romer, 2007). It is very laborious and 
cumbersome activity and depends on the demographic location of the application and 
it has no influence over the quality of wireless communication. The deployment is 
either deterministic (fixed), by placing one node after the other in the sensing field, 
or it is random, by dropping them from a plane. 
 
Energy management issues like battery recharge and changing are challenges 
in real world scenarios and this will lead to wrong sensor readings when the sensor 
node deployed. Deployment of sensor networks results in network congestion due to 
many concurrent transmission attempts made by several sensor nodes. Low data 
yield is a problem in real world scenario as network delivers insufficient amount of 
information (Jinghao et al., 2006) (Ahmed, Ali, Raza, & Abbas, 2007). 
 
Research issues include improving the range and visibility of the radio 
antennas when deployed in various physical phenomena, detecting wrong sensor 
readings at the earliest, to reduce latency and reduce congestion. Also, self-
configuration of sensor networks without human intervention is needed due to 
random deployment of sensor nodes. 
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2.2.7    Synchronization and Localization Issues 
 
 
Time Synchronization in a sensor network aims to provide a common Time-scale for 
local clocks of nodes in the network. A global clock in a sensor system will help 
process and analyze the data correctly and predict future system behavior. Some 
applications that require global clock synchronization are environment monitoring, 
navigation guidance, vehicle tracking etc (PalChaudhuri, Saha, & Johnson, 2004). 
 
Energy utilization in some synchronization schemes is more compared to 
other schemes due to energy consumption equipment like GPS (Global Positioning 
System) receivers or NTP (Network Time Protocol). Sensor nodes need to 
collaborate and coordinate for achieving the data fusion and to avoid inaccurate data 
estimation. Some synchronization protocols have high accuracy so they need more 
resources which results in energy loss. So, synchronization needs to be implemented 
correctly based on the application (Sivrikaya & Yener, 2004) (Elson & Kay, 2002). 
 
Various research issues include building analytical model for 
synchronization, improving the radio communication in the existing synchronization 
protocols like RBS (Reference Broadcast Synchronization) and LTS (Light-Weight 
Tree Based Synchronization). 
 
On the other hand, sensor localization is a fundamental and essential issue for 
network management and operation. In many of the real world scenarios, the sensors 
are deployed without knowing their positions in advance and also there is no 
supporting infrastructure available to locate and manage them once they are 
deployed. So, localization method used in order to determine the physical location of 
the sensors after they have been deployed (Hu & Evans, 2004). 
 
The localization algorithm should be distributed since a centralized approach 
requires high computation at selective nodes to estimate the position of nodes in the 
whole environment. This increases signaling bandwidth and also puts extra load on 
nodes close to center node. Also, Techniques that depend on measuring the ranging 
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information from signal strength and time of arrival require specialized hardware that 
is typically not available on sensor nodes (Xia & Chen, 2007). In addition, it is 
shown in (Savvides, Han, & Strivastava, 2001) that the precision of the localization 
increases with the number of beacons. A beacon is a node which is aware of its 
location. But the main problem with increased beacons is that they are more 
expensive than other sensor nodes and once the unknown stationary nodes have been 
localized using beacon nodes then the beacons become useless. 
 
The research on mobile nodes localization will continue to grow as sensor 
networks are deployed in large numbers and as applications become varied. 
Scientists in numerous disciplines are interested in methods for tracking the 
movements and population counts of animals in their habitat i.e. passive habitat 
monitoring. Another important application is to design a system to track the location 
of valuable assets in an indoor environment. We need to improve the maximum 
likelihood estimation in a distributed environment like sensor networks. Developing 
mobile assisted localization is another important research area. One needs to improve 
the localization accuracy which depends on ToA or TDoA. 
 
 
2.2.8    Security Issues 
 
 
Security is important as power consumption and it is a challenging issue in WSN. 
Since sensor networks are still a developing technology, researchers and developers 
agree that their efforts should be concentrated in developing and integrating security 
from the initial phases of sensor applications development because they hope to 
provide a stronger and complete protection against illegal activities and maintain 
stability of the systems at the same time (Wang, Attebury, & Ramamurthy, 2006). 
 
Confidentiality is required in sensor networks to protect information traveling 
between the sensor nodes of the network or between the sensors and the base station; 
otherwise it may result in eavesdropping on the communication. In sensor networks, 
it is essential for each sensor node and the base station to have the ability to verify 
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that the data received was really sent by a trusted sender and not by an adversary that 
tricked legitimate nodes into accepting false data. A false data can change the way a 
network could be predicted. Also, Integrity of data should be maintained. Data 
should not change and accurate data must reach at user end (Madhav, Rajendra, & 
Selvaraj, 2010). Different types of threats in sensor networks are spoofing and 
altering the routing information, passive information gathering, node subversio, 
sinkhole attacks, sybil attacks, Denial of service attack and jamming. 
 
The security issues posed by sensor networks are a rich field for research 
problems. Designing routing protocols that consisting security features, which is a 
new symmetric key cryptography for sensor networks, designing secure data 
aggregation protocols, designing intrusion detection systems, and security systems 
for multimedia sensors. 
 
 
2.2.9    Energy Issues 
 
 
Sensors require power for various operations. Energy is consumed in data collection, 
data processing, and data communication (Mohammad Hossein Anisi Abdul Hanan 
Abdullah, 2011); also, continuous listening to the medium for faithful operation 
demands a large amount of energy by node components (CPU, radio, etc.) even if 
they are idle. Batteries providing power need to be changed or recharged after they 
have been consumed. Sometimes it becomes difficult to recharge or change the 
batteries because of demographic conditions (Dargie, n.d.). The most crucial research 
challenge for the WSN researchers is to design, develop and implement energy 
efficient hardware and software protocols for WSNs. 
 
 These are the most common issues in wireless sensor network and there are 
other issues and challenges like Quality of Service (QoS), Calibration, Data 
Aggregation and Data Dissemination, Middleware, Data Centric and Querying, 
Heterogeneity and etc.  
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2.3 Energy Consumption in Wireless Sensor Network Modes 
 
 
Energy consumption is the most important factor to determine the life of a 
sensor network because generally sensor nodes are determined by battery and 
have very low power resources. This makes energy optimization more complex 
in sensor networks since it implicated not only in diminution of energy 
utilization but also prolonging the life of the network in so far as doable. This 
can be done by having energy awareness in every aspect of design and 
operation. The sensor nodes operate in the three modes of sensing, computing 
and communications, and all of which consume energy. 
 
 
2.3.1    Mobility Mode 
 
 
The nodes in WSN can move from one location to another. This movement of nodes 
is helping in effectively avoiding the network disconnection due to node failures 
making the network fault tolerant. The mobility of nodes helps achieve scalability 
and energy efficiency. Mobility can be associated with sinks and nodes. When sink 
moves around in the network, the data collection from nodes will be easy and 
increases the efficiency of the network. Mobile nodes can replace the nodes dead due 
to exhaustion of battery. The mobility in WSN is deliberate and hence the 
movement of nodes can be controlled and coordinated (Patil & Vijayakumar, 2016). 
 
The mobility is an issue that is not addressed to an appreciable level in WSN. 
As many of the proposed schemes use only static WSN where all nodes have fixed 
location after deployment. But introduction of mobility in turn introduces a great 
challenge of localizing the nodes. It is also playing a very effective role in consuming 
the energy of the sensor nodes in WSN for all types the deployment (Pandey, 2011). 
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2.3.2    Sensing Mode 
 
 
It consists of a group of sensors and actuators that links the node to the outside world 
(Science, Bhopal, Science, & Bhopal, n.d.). The sensing unit is entrusted with the 
responsibility to detect the physical characteristics of the environment and has an 
energy consumption that varies with the hardware nature and applications. However, 
sensing energy represents a mere percentage of the entire energy consumption within 
the entire WSN. In comparison, computations energy is much more. Energy 
consumption can be reduced by using low power components and saving power at 
the cost of performance which is not required (Tarannum, 2010). 
 
 
2.3.3    Communication Mode 
 
 
Communication energy contributes to data forwarding and it is determined with the 
transmission range that in-creases with the signal propagation in an exponential way. 
The energy consumption model includes the five states: Acquisition, Transmission, 
Reception, Listen and Sleep. These states are described as followed (Handbook of 
Sensor Networks: Compact Wireless and Wired Sensing Systems - Google Books, 
n.d.): 
 
 Acquisition: The acquisition state includes sensing, A/D conversion, pre-
processing and eventually storage of these data. 
 Reception: The transmission state includes processing, packet forming, 
encoding, framing, queuing and base band adapting to RF circuits. 
 Transmission: This state is responsible for low noise amplification, down 
converter oscillator, filtering, detection, decoding, error detection, address 
checking and random reception. 
 Listen: The listen state is similar to reception and involves the processes of low 
noise amplification, down convertor oscillator, filtering and terminates at 
detection. 
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 Sleep: The sleep state expends least energy as compared to the other states. 
 
It is important to completely shut down the radio rather than put it in the idle 
mode when it is not transmitting or receiving because of the high power consumed in 
this mode. Also, There are some elements in the sensor node that consume power 
like the protocol layers as the physical protocol, data-link protocol, networking 
protocol, transport protocol, and application protocol and also the cross-layer 
(Aslam, Farooq, & Sarwar, 2009). 
 
 
2.3.4    Computation Mode 
 
 
It consists of a microprocessor (microcontroller unit, MCU) which is responsible for 
the control of the sensors and effecting of communication protocols. MCU’s by and 
large maneuver beneath various operating modes for power management purposes. 
But shuttling among these operating modes involves utilization of power, so the 
energy consumption levels of the various modes should be considered while looking 
at the battery lifetime of each node (Science et al., n.d.). 
 
 
2.4 Energy Conservation Techniques 
 
 
Based on what explained before about the power breakdown, several approaches 
have to be exploited, to reduce the power consumption in wireless sensor networks. 
Broadly, there are three main enabling techniques that have been used, namely, duty 
cycling, data-driven approaches, and mobility (Giuseppe Anastasi, Conti, Di 
Francesco, & Passarella, 2009) as shown in Figure 2.2. 
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Figure 2.2: approaches to energy saving in sensor networks 
 
 
2.4.1    Duty-Cycling 
 
 
As shown in Figure 2.3, duty cycling can be achieved through two different and 
complementary approaches. From one side, it is possible to exploit node redundancy, 
which is typical in sensor networks, and adaptively select only a minimum subset of 
nodes to remain active for maintaining connectivity. Nodes that are not currently 
needed for ensuring connectivity can go to sleep and save energy. By finding the 
optimal subset of nodes that guarantee connectivity is referred to as topology control. 
Therefore, the basic idea behind topology control is to exploit the network 
redundancy to prolong the network longevity, typically increasing the network 
lifetime by a factor of 2–3 with respect to a network with all nodes always on 
(Ganesan et al., 2003). 
 
On the other hand, active nodes (i.e., nodes selected by the topology control 
protocol) do not need to maintain their radio continuously on. They can switch off 
the radio (i.e., put it in the low-power sleep mode) when there is no network activity, 
thus alternating between sleep and wakeup periods. It will be referred to duty cycling 
operated on active nodes as power management. 
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Therefore, topology control and power management are complementary 
techniques that implement duty cycling with different granularity. Power 
management techniques can be further subdivided into two broad categories 
depending on the layer of the network architecture they are implemented at. As 
shown in Figure 2.3, power management protocols can be implemented either as 
independent sleep/wakeup protocols running on top of a MAC protocol (typically at 
the network or application layer), or strictly integrated with the MAC protocol itself. 
The latter approach permits to optimize medium access functions based on the 
specific sleep/wakeup pattern used for power management. On the other hand, 
independent sleep/wakeup protocols permit a greater flexibility as they can be 
tailored to the application needs, and, in principle, can be used with any MAC 
protocol. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3: Duty cycling schemes 
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2.4.2    Data-Driven Approaches 
 
 
Data-driven approaches in Figure 2.4 can be divided according to the problem they 
address. Specifically, data-reduction schemes address the case of unneeded samples, 
while energy-efficient data acquisition schemes are mainly aimed at reducing the 
energy spent by the sensing subsystem. However, some of them can reduce the 
energy spent for communication as well. Also in this case, it is worth discussing here 
one more classification level related to data-reduction schemes, as shown in Figure 
2.4. All these techniques aim at reducing the amount of data to be delivered to the 
sink node. However the principles behind them are rather different. In-network 
processing consists in performing data aggregation (e.g., computing average of some 
values) at intermediate nodes between the sources and the sink. In this way, the 
amount of data is reduced while traversing the network towards the sink. The most 
appropriate in-network processing technique depends on the specific application and 
must be tailored to it. As data aggregation is application-specific, in the following we 
will not discuss it (Pradhan & Ramchandran, 2003). 
 
Data compression can be applied to reduce the amount of information sent by 
source nodes. This scheme involves encoding information at nodes which generate 
data, and decoding it at the sink. As compression techniques are general (i.e. not 
necessarily related to WSNs), so it is better to focus on other approaches specifically 
tailored to WSNs (Min, Kim, & Kwon, 2012). 
 
Data prediction consists in building an abstraction of a sensed phenomenon, 
i.e. a model describing data evolution. The model can predict the values that have 
been sensed by sensor nodes within certain error bounds, and resides both at the 
sensors and at the sink. If the needed accuracy is satisfied, queries issued by users 
can be evaluated at the sink through the model without the need to get the exact data 
from nodes. On the other side, explicit communication between sensor nodes and the 
sink is needed when the model is not accurate enough, i.e. the actual sample has to be 
retrieved and/or the model has to be updated. On the whole, data prediction reduces 
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the number of information sent by source nodes and the energy needed for 
communication as well. 
 
An emerging class of applications is actually sensing-constrained. This is in 
contrast with the general assumption that sensing in not relevant from energy-
consumption standpoint. In fact, the energy consumption of the sensing subsystem 
not only may be relevant, but it can also be greater than the energy consumption of 
the radio or even greater than the energy consumption of the rest of the sensor node 
(Alippi & Anastasi, 2007). This can be due to many different factors like power 
hungry transducers, power hungry A/D converters, active sensors and long 
acquisition time. In this case reducing communications may be not enough, but 
energy conservation schemes have to actually reduce the number of acquisitions (i.e. 
data samples) Figure 2.4. It should also be pointed out that energy-efficient data 
acquisition techniques are not exclusively aimed at reducing the energy consumption 
of the sensing subsystem. By reducing the data sampled by source nodes, they 
decrease the number of communications as well. Actually, many energy-efficient 
data-acquisition techniques have been conceived for minimizing the radio energy 
consumption, under the assumption that the sensor consumption is negligible 
(Raghunathan, Generiwal, & Srivastava, 2006). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4: Data-driven approaches to energy conservation 
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2.4.3    Mobility-Based Schemes 
 
 
As shown in Figure 2.5, mobility-based schemes can be classified as mobile-sink and 
mobile-relay schemes, depending on the type of the mobile entity. It is worth 
pointing out that, when considering mobile schemes, the important issue is the type 
of control the sensor-network designer has on the mobility of nodes. Mobile nodes 
can be divided into two broad categories: they can be specifically designed as part of 
the network infrastructure, or they can be part of the environment. When they are 
part of the infrastructure, their mobility can be fully controlled as they are, in general, 
robotized. When mobile nodes are part of the environment they might be not 
controllable. If they follow a strict schedule, then they have a completely predictable 
mobility (e.g., a shuttle for public transportation). Otherwise they may have a 
random behavior so that no reliable assumption can be made on their mobility. 
Finally, they may follow a mobility pattern that is neither predictable nor completely 
random (Conti, Passarella, & Pelusi, 2009). 
 
Mobility is also useful for reducing energy consumption. Packets coming 
from sensor nodes traverse the network towards the sink by following a multi-hop 
path. When the sink is static, a few paths can be more loaded than others, depending 
on the network topology and packet generation rates at sources. Generally, nodes 
closer to the sink also have to relay more packets so that they are subject to 
premature energy depletion, even when techniques for energy conservation are 
applied. On the other hand, the traffic flow can be altered if a designated mobile 
device makes itself responsible for data collection (mobile data collector). Ordinary 
nodes wait for the passage of the mobile device and route messages towards it, so 
that the communication with mobile data collector takes place in proximity (directly 
or at most with a limited multi-hop traversal). As a consequence, ordinary nodes can 
save energy thanks to reduced link errors, contention overhead and forwarding. In 
addition, the mobile device can visit the network in order to spread more uniformly 
the energy consumption due to data communication (G Anastasi, Conti, Francesco, 
& Passarella, 2008). 
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