The three dimensional time-dependent field model known as JASMINE has been applied to several experimental fire configurations for validation purposes. Comparisons of predictions with non-spreading experimental fires conducted in a forced ventilated fire test cell (6 m x 4 m x 4,5 m), closed six-bed hospital ward (7.3 m x 7.9 m x 2.7. m) and a railway tunnel, both forced and naturally ventilated (390 m x 5 m x 4 m) are summarised in this paper.
INTRODUCTION
Mathematical fire models will only enjoy widespread acceptance when and if sufficient validation can be demonstrated for them.
The prospective user must have enough confidence in a model to be able to apply it to situations, new building types for example, in which there is no practical experience of fire behaviour.
There is limited value in developing an accurate model that can only be applied to one size of compartment for example.
It is the generality of the field modelling approach to the problem that should offer significant advantages in terms of the transportability of models to very different compartment types. It is not the intention of this paper to describe in detail the mathematical field model being employed in these studies. The reader will find these elsewhere and in particular in refs 1 to 3.
Suffice it to say here that the so-called field modelling approach is essentially a first-principles approach, solving the classical equations of motion for the gas at descrete points in space and time, retaining as much rigour as is practically possible.
The need to treat turbulent mixing by a turbulence model, and the use of numerical methods to solve the equations, are the principle points of departure from full rigour.
However these departures are not unique to fire research problems and have evolved in many other areas of application of computational fluid dynamics to engineering problems. Although not without controversy, there is a growing body of evidence to support its successful practical application.
. (1) The object of this contribution is to summarise some recent validation work with the Fire Research Station's field model known as JASMINE (for Analysis of Smoke Movement in Enclosures) in three distinctly different situatio~s. Two of these concern r~~ms-of similar size, in one case with no significant ventilation openings and in the other with forced ventilation. The third case concerns a railway tunnel both naturally and forced ventilated and with a slope from one end to the other.
These represent the most recent phase of a progressive validation and development study starting with its two-dimensional, non reacting steady-state predecessor through studies of the validity of traditional scaling relationships to the current three-dimensional, time-dependent version including chemical reaction. Some of these studies have been described in references 1 to 5.
II THEORETICAL FOUNDATION OF THE MODEL
Field models are based on the solution of the partial differential equation set describing the conservation of mass, momentum, heat, and species concentration etc., and therefore represent a first principles approach to the problem.
In fire problems the flow is generally dominated by buoyancy. This gives rise to large scale turbulent motion which controls the rate of diffusion of mass, momentum and the mixing of fuel volatiles with air.
The rate of reaction of fuel and air is also controlled by this relatively slow turbulent mixing process rather than the faster chemical kinetics. The non-uniform buoyancy forces not only drive the flow but also increase turbulent mixing in the rising plume and inhibit it in hot stratified layers.
These characteristic features of fire have been incorporated in JASMINE. In summary, the model solves simultaneous non-linear partial differential equations for the nine dependent variables describing the system, ie, the three velocity components (u,v,w), the pressure (p), the enthalpy (h), the mixture and mass fractions of the fuel (f,m f ), the turbulent kinetic energy (k) and its disipation rate (€). U All these dependent variables, with the exception of pressure, appear as the subjects of differential equations of the general form:
where </> stands for a general ,fluid property and p, U',:r ,S</> are density, velocity vector, diffusive-f i u x vector and source rate per unit volume, respectively. The diffusive flux J¢ is given by:
where r</> denotes the 'effective exchange coefficient of </>' determined from the turbulence parameters k and €.
The pressure variable is associated with the continuity equation: dp + div (pli) = 0 The fuel injection rate was 13.1 gm/s adjusted to give a heat release rate of 400 kW, assuming efficient combustion. The ventilation extraction rate, which was adjusted to 500 litres/s of air prior to ignition, had dropped to 400 litres/s just before test completion (20 minutes from ignition). At this time, experimental conditions were assumed to have reached a quasi-steady state for which the predictions were made with a global heat transfer coefficient of 20
Complete oxidation of the fuel was assumed in a one-step combustion model for this and the following studies.
(
ii) Zwenberg tunnel
The experiments are those conducted1~n the disused railway tunnel at Zwenberg, Austria and described by Fiezlmayer . The tunnel is 390 m long and 5 m across with a false ceiling 4 m above the floor. There is a 2.18% gradient from the south to the north portal. Since the fire was symmetrically situated in the experiment, the calculation domain occupied one half of the tunnel from the symmetry plane (through the axis of symmetry) down the centre of the tunnel across to the east wall, and contained a total of 1566 grid nodes distributed in a nonuniform manner with six nodes across the tunnel half-width, 9 nodes vertically and 29 along the length. The tunnel was sealed at the south portal and an injection fan inserted in the end wall. In the test cases considered here, the fan was either switched off (natural ventilation from the open north portal) .or produced a forced air flow in the traffic space of 2 mls and 4 m/s (cases of pure longitudinal ventilation). All three ventilation cases involved fires of 200 litres of petroleum fuel burnt in a 2.6 m square tray. The fire source in each case was situated 108 m from the south portal. The fuel mass loss rates for the three ventilation conditions were calculated using the data of Yumoto 11 to allow for theincrease of linear regression rate with increased air flow rate. The effect of the resolved components of the gravitational acceleration on the vertical and 'along the slope' directions were included in the formulation.
Steady state predictions were compared with the experimental data towards the end of the fire. Hexane was considered as an idealisation for petrol.
The heat losses to the walls were calculated using a heat transfer coefficient varying linearly between 5 W/T~OK and 40 W/m' OK with gas temperature as sugested by the Harvard zone model (iii) Six bed hospital ward
The experimental six bed hospital ward, in which bedding fires are being studied studied by the Fire Research Station is 7.33 m x 7.85 m in plan and 2.7 m high, discretised into 14 x 13 x 11 grid nodes for its numerical representation. Six 1 kW radiators situated close to the north wall have been represented by one floors tanding 6 kW heater, 7.85 m in width and 0.5 m in height. The fire source was assumed to occupy a fixed area of 0.45 m x 0.5 m of polyurethane (PU) foam mattress, situated next to the pillow 0.25 m away from the east wall. The actual fuel was far more complex than just PU foam, comprising a small wood crib for ignition and including cotton, nylon and polyester bedding materials. However for modelling purposes, PU foam, being the major component, was considered to be a reasonable approximation for the fuel.
Prior to the start of the experimental fire, the steady-state natural convection conditions were established by leaving the heaters on for several hours. The bed was ignited by a small wood crib. Three distinct phases of mass loss were evident from load cell measurements. The first phase lasted for about 3 minutes where the wood crib was mainly involved and the heat output was estimated at approximately 5 kW, assuming a combustion efficiency of 0.65. In the second phase, up to 7 minutes from ignition, the PU foam mattress was more actively involved with the heat output rising to about 20 kW. In the third phase the pillow also became involved and the flames lengthened to around one metre and heat release rose to approximately 80 kW until about 12 minutes from ignition when the test was abandoned. Transient calculations were performed by assuming that these three phases could be represented by three stepped levels of mass release following a steady state calculation for the prefire conditions.
The heat losses to the walls were calculated as in the Zwenberg tunnel case.
IV RESULTS (i) Lawrence Livermore National Laboratory fire test call.
One of the difficulties of validating this type of model is the considerable quantity of detailed information predicted and the very difficult task of obtaining enough experimental data to examine the details. Even in such a thoroughly instrumented experimental rig as the LLNL test cell it is only possible to compare predictions and experiments at comparatively few points.
Predictions of velocity vectors are shown on two orthogonal planes in a perspective view of the cell viewed from the east in Fig 1. The two planes are the horizontal one through the air inlet slot and the vertical one through the centre of the fire tray and extract duct (hereinafter known as the central plane). The processes of air entrainment into the fire, buoyant vertical acceleration of the plume, formation of a ceiling jet and the establishment of recirculation in the cell are clearly evident. Examination of vectors, on vertical planes parallel to that shown here, clearly demonstrates a leaning of the fire towards the south wall. A sample streamline is illustrated in Fig 1, starting at the inlet slot and rising three times before finally leaving at the extract duct.
The predictions of temperature, mass fractions of fuel, oxygen and product on the vertical plane through the centre of fire tray and exit duct are shown in Fig 2. The oxygen mass fraction above about 0.5 m from the floor is uniform at between 10% and 11% and product (3 CO, + 4H, 0) mass fraction at between 16% and 17%. The unburnt fuel mass fraction is everywhere very low except at the source. Gas temperatures in the compartment show a steady increase from floor to ceiling in good agreement with the experiment. Over and within the fire source itself temperatures decay in the expected way but peak values are low compared with exp erimental determinations (around 1250 K). This may be the result of either the simplicity of the combustion model used or even the coarseness of the grid in the vicinity of the source (approximately 0.25 m cube). It is well known that .: Temperatures measured at two vertical thermocouple rakes situated 1.5 m either side of the fire tray on the central plane, and each comprising 15 thermocouples are compared with predictions in Fig 3. Wall surface temperature predictions are also compared in Fig 3 with measurements on the vertical centreline of the south wall and on the continuation of this line onto the ceiling to its centre (over the fire tray). Overall agreement can be seen to be reasonably good, although gas temperatures close to the floor and ceiling are predicted somewhat high.
Overall properties and some point determinations are compared in Table I . In general, agreement is seen to be excellent. The difference beween computed inlet and outlet mass flow rates corresponds to the 13 grams/s injection rate of fuel. The gas composition predictions are somewhat disappointing compared with the success of the thermal predictions. This again is likely to be due to the source prescription problem mentioned earlier.
The predicted pressure at the level of the extract duct differs markedly from the measurement. The reason for this is not clear but is likely to be caused by the contribution (Q)fdynamic pressure to the measurement. Lack of space here precludes further discussion but more details will be found in Ref Exit°2 concentration (%) (dried gas) 7. Detailed comparisons between the predictions and measurements for one test case (4 m/s) are shown in Table II . It is clear from these tabulated results and from those for naturally ventilated and lower forced ventilated situations (not shown because of space limitations) that the agreement throughout is reasonably good except very close to the fire. The discrepancy between the predictions and measurements immediately above the fire is due to radiant heat transfer (not included in the predictions) whereas that within the flames due to the coarse grid and the simple combustion model used, as mentioned earlier.
It is interesting to compare e~&imates of flame angles from the model with (iii) Six bed hospital ward Buoyancy driven flow in a sealed cavity is 0~7 of the most challenging problems in the field of computational fluid dynamics . Therefore this particular test case is one of considerable interest.
Since the previous two test cases have already demonstrated a wide variety of predictive capabilities of this type of mathematical model, only direct comparison of the predicted transient results with the measurements is shown for this case. In Fig 5a and b the evolution of predicted and measured gas temperatures and CO, concentration is shown at some selected locations. The temperature 75mm below the ceiling, directly above the fire, has been chosen to demonstrate a worst case. The three phases of fire development can be clearly seen particularly in the predictions. At similar heights, further from the source, agreement is better as was experienced in the previous test cases.
The CO, concentrations shown are for 'nose' and 'bed' heights close to the bed and respectively 1.5 m and 0.9 m above the floor. At nose height the predictions are in reasonable agreement but at bed height they are considerably in error. Although detailed gas concentration profiles were not measured it appears that the model has overpredicted the extent of species diffusion in the vertical direction (Fig 5c) , whilst the corresponding temperature profiles do agree reasonably well (Fig 5d) . With the complex solid fuel involved in the experiment, questions remain as to whether this difficulty occurs as a result of the oversimplified prescription of the source or again the problems of turbulencechemistry interaction and coarseness of grid at the source. These possibilities are currently under investigation.
V CONCLUSIONS
It has not been possible, in the space available, to give full details of each validation study but more on the LLNL and Zwenberg tunnel comparisons will be found in Refs 3 and 6. However it can be concluded that although not perfect, and by no means exhaustively validated, JASMINE does appear to offer a reliable tool for the prediction~detailed thermal properties of non-spreading fire problems where radiant heat transfer is relatively less important than convection. Developments concentrate now more on improving details. at least for smoke movement problems, rather than the overall solution concept.
Several aspects still need improvement, particularly the treatment of the turbulence-chemistry interaction, if more accurate gas concentration predictions are to be made. Furthermore a more universal treatment for the calculation of heat losses to the boundaries is required to maintain the generality of solution technique aspired to by the field modelling approach. Clearly a more realistic treatment of the source will be necessary if the model is to be used to predict surface flame spread and mass burning rates.
