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I. INTRODUCTION 
In this paper we study nonlinear boundary value problems of the form 
subject to 
-t(t) =“I”(& x(t)), tE[-1, l] (1.1) 
G(x) = 0, (1.2) 
where f and G are smooth nonlinear mappings, f: [ - 1, I] x R” ---f R” and 
G:X-tW, where X=(C[-1, 11, R”, ii.l\,). 
This boundary value problem will be studied via Galerkin’s method. 
More precisely, system (1.1 )-( 1.2) will be analyzed through finite dimen- 
sional approximations of the form 
(I- Qk) 
-?k(.)-f(., Xk(.)) 
G(x, 1 
(1.3) 
where xk belongs to TC~, a finite dimensional subspace of 
(Cc-l, 11, R”, il.II,), and (I-QJ is a projection mapping (CC-l, 11, 
R”, I( .I[ ,) x R” onto a subspace of (C[ - 1, 11, R”, 11. II,) having the same 
dimension as rck. 
There is a vast collection of literature concerning the application of 
Galerkin’s method to differential equations [ 1, 3-12, 16231. We make a 
special reference to the papers of Cesari [4,5] and Urabe [22,23]. Our 
results provide an extension and a unification of previous results of Urabe 
that were conderned with the determination of periodic solutions to 
systems of ordinary differential equations [22] and with the solvability of 
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ordinary differential equations subject to linear, multipoint boundary 
conditions [23]. 
Assuming certain smoothness and regularity conditions on the differen- 
tial equation as well as on the boundary conditions, we prove that if k is 
an isolated solution of the boundary value problem (l.l)-( 1.2), then there 
exists an index k such that for all k >R, Eq. (1.3) has a solution X, in 7r/, 
and that {X, } converges uniformly to X. 
A procedure is presented by which the existence of a solution X to the 
boundary value problem (l.lt(l.2) can be determined based on the 
solvability of the Galerkin equations. The procedure also provides an error 
bound between the solution of the boundary value problem and the 
solution of the Galerkin equations. 
The general theory is illustrated using the finite dimensional approxima- 
tions generated through Legendre expansions. 
The results in this paper extend those of Urabe [22,23] in the following 
ways: 
1. We allow nonlinear boundary conditions. 
2. It is proved that the rate at which the Galerkin approximations 
converge to the solution of the boundary value problem is determined by 
the smoothness of the function f and on specific properties of the 
approximating subspaces. 
3. The generality of the procedure presented here allows for greater 
flexibility in the choice of approximating subspaces and it sheds light on 
the underlying structure of the problem. 
II. PRELIMINARIES 
If Y and Z are Banach spaces and Q : Y -+ Z is linear, we say it is a pro- 
jection if Q2 = Q and Q is continuous. If Q is a projection we write ker(Q) 
and Im(Q) to denote the null space and range of Q, respectively. If F is a 
Frechet differentiable map we denote its derivative by either P’ or DF; 
higher order Frechet derivatives will be written as D”‘F. 
The space (C[ - 1, 11, R”, 11 .I1 ,) will be denoted by X and we will write 
Y=XxR”. If(f) belongs to Y we write il(~)ll,=il~l/,+loI, where 1.1 
denotes the Euclidean norm on R”. We will frequently need to make 
estimates using the L2 norm. If 4 belongs to (L2[ - 1, 11, R”, /I liL2) 
and u belongs to R” we write Il($)l/i2 = I/d, II L2 + 1 v 1, where 
II 4 )I L2 = (J?, I d(t)/ 2 dt)“2. If 4: [ - 1, 1 ] + R” is m-times continuously 
differentiable we write (/ 4 I( Hm to denote the Sobolev norm; that is, 
II dllfP= E/m=0 j’. 1 14’“‘(t)12 w’2. 
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We suppose that {P, } is a sequence of orthogonal projections from 
(L2[ - 1, 11, R”, /I. /I Lo) into itself such that for each k 2 1: 
(i) The dimension of the image of P, is finite dimensional and if 
0 E Im(P,) then 4 is infinitely differentiable. 
(ii) P, is continuous from (C[ - 1, 11, R”) into itself with the II.11 ~- 
structure in this space. 
(iii) If xk E Im( Pk ), then 1, E Im(P, ~. , ). 
lam (iv) There exists a decreasing sequence o,(k) such that 
k-m c,(k) = 0 and such that for each continuously differentiable 
function 4 : [ - 1, 1 ] -+ R” we have that 
(v) There exists a decreasing sequence o,(k) such that 
lim k-cc g2 (k) = 0 and such that for every m-times continuously differen- 
tiable 4: [ - 1, l] + IR”, with m 3 3 we have that 
II~~~~~~~/I~~~~~~~~lldII~~~ 
Furthermore, for each such cp lim, _ % II (I - Pk ) cp II H~ = 0. 
Remarks. (a) It is well known [13] that there exists a contant c such 
that for every continuously differentiable function 4 : [ - 1, 1 ] + R” 
II 4 II cc 6 c II 4 II H’ . 
(b) Since Im( Pk) is finite dimensional we know that for each k 2 1 
there exists a constant Ijk such that for each xk E Im(P,) 
11 xk iI 6 flk I/ xk /I Lz. 
Of course, we also know that there exists a constant d such that for each 
XE(C[-l,l], [Wn) 
II x II Lz G d II x II z . 
DEFINITION. For each k> 1, Qk: Y-* Y is given by 
v-Pkbl)d 
Q,(f>=[ 0 1. 
We assume that the map f: [ - 1, l] x R” + (w” in (1.1) is m-times con- 
tinuously differentiable, where m B 3. We assume that G: X--f IL!” is con- 
tinuously Frechet differentiable and that for each bounded set 98 in X there 
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exists a constant K(g) such that 11 DG(4, ) - DG(&)II n; G K(a)11 b1 - bz 1) iu 
for each c$, & in 93. 
As a matter of notation we introduce the following: 
F: X -+ X is defined by 
F(#)(t) =A& d(t)), 
9: X+ Y is given by 
f’(4) F(4)= G(4) [ 1 
and 
where the domain of 9 consists of the continuously differentiable maps 
from [ - 1, l] into R”. 
It is obvious that with this notation, the boundary value problem 
(1.1 )( 1.2) is equivalent to 
9x = F(x). (2.1) 
Remark. It is known [6] that 9 is continuously Frechet differentiable 
and that 
DF(@)h= DF(d)h [ 1 DG(d)h ’
where DF(++)(h)(t) = (@j/ax)(t, d(t)) h(t). It is important to note that this 
does not hold when the space used is L2 [14]. 
PROPOSITION 2.1. Suppose that X is a solution of (1.1 t( 1.2) and that the 
only solution of the linearized boundary value 
3(t) =-$ (t, 4t))y(t), tE c-1, l] (2.2) 
subject to 
DG(x) y = 0 (2.3) 
is the trivial one. Then [P’ - S’(X)] maps D(9) one-to-one and onto Y and 
the inverse is continuous. 
116 JEStiS RODRIGUEZ 
ProoJ: It is known [21] that if (t) belongs to Y and r: X+ R” is 
bounded and linear then the boundary value problem 
At= A(t) Y(f) + h(t), fE c-1, l] 
ry=v 
has one and only one solution for each such (:) iff the unique solution of 
j(t) = A(t) y(t), fE c-1, l] 
ry=o 
is the trivial one. 
We see that the first part of the proposition is an obvious consequences 
of this fact with A(t) = (aflax)(t, Z(t)) and r=DG(Z). 
Since 9 is closed and D%(X) is continuous, it follows that 
[9’ - D9(X)] is also closed and hence, so is 19 - DF(X)] -‘. Since Y is 
a Banach space, the continuity of [9 -D9(.%)]~’ follows from the 
Closed Graph Theorem [ 151. 
PROPOSITION 2.2. Suppose X is a solution of (1.1 )-( 1.2) and that the only 
solution of (2.2)-(2.3) is the trivial one. Then X is an isolated solution of 
(l.l)-( 1.2). 
ProoJ It is clear that if T is defined by 
T(x)= [Y-9’(x)]-’ [F(x)-F’(x)x], 
then the fixed points of T are precisely the solutions of 3x= 9(x). We 
observe that T is continuously Frechet differentiable and that 
T’(x) = [Y-F’(X)] ---I [9’(x) - p’(X)]. 
Since 9 is continuously Frtchet differentiable, it follows that there exists 
an r>O such that IIT’(x)68<1 for all x~{y:jly-Z1/6r). Also, if 
Ilx-Xl1 <r then /I T(x)-Xl1 < I/ T(x)-T(X)11 <0 (Ix--XII dr. 
By the Contraction Mapping Principle we see that T has a unique fixed 
point in {x E X: 1) x - X 1) < r>. Consequently, X is an isolated solution of the 
boundary value problem ( 1.1 )-( 1.2). 
For this reason we introduce the following definition. 
DEFINITION. A solution X of (1.1 )-( 1.2) is said to be a regular isolated 
solution if the only solution to the linearized boundary value problem 
O(I)=$(I, 3t))y(t), tE c-1, l] 
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subject to 
DC(x) y = 0 
is the trivial one. 
PROPOSITION 2.3. Suppose that X is a regular isolated solution of the 
boundary value problem (l.l)-(1.2). Then there exists a positive integer k 
such that for all k > k [S? - F*II(PkX)] maps D(9) one-to-one and onto Y. 
There exists a constant A4 such that /I [9 - F’(PkX)] ~ ’ 1) 6 M for all k > k 
and also (1 [A? -F’(X)] -’ 11 < M. 
Proof: Let @ be the principal matrix solution at t, = - 1 of the system 
b(t) = g (6 x(t)) Y(f) 
and let Qk be the principal matrix solution at t, = - 1 of the system 
I’(t) = $ (t, P/At)) v(t). 
If X is a regular isolated solution of (l.l)-( 1.2), it follows [21] that the n 
by n matrix 
!P= (I)‘, . ..) l+P) 
is nonsingular, where 
II/‘= DC(x)(@) 
and 4’ is the jth column of @. If (i) belongs to Y we see that the system 
~(t)=~(t,~(t))l.(t)+h(i), tE[-1, l] 
subject to 
DC(x) y = u 
has a unique solution and it is given by 
y(t)=@(t)yo+@(t)j’ @-‘(s)h(s)ds, 
where 
y~=~-lu-~-‘iDG(~),~~~),~, C’(s)h(s)ds,j. 
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This establishes a formula for the map [LZ- F’(X)] -’ whose existence 
has been established before. 
Since we are assuming that fis at least C3 we see that it is a consequence 
of property (v) and the remark following it that lim, _ ~ /( P,X - X 11 r = 0. 
From this it follows (see [9, p. 831) that lim,, 3( 11 Qk - @ I/ ~ = 0. By 
continuity it follows that there exists a positive integer L such that for all 
k 2 k, ‘Y,, defined by 
yk = WP/A(@k), 
is nonsingular. Proceeding as before we see that 
[Z- F’(P,X)] : D(9) + Y 
is a bijection and its inverse is given by 
[A?-F’(P&-’ “, (t) 
0 
=Qk(t) !?+-Y;’ { DG(P X) @ (.) k [ k 1^, , @?bids]}] 
+@k(t) f i @; ’ (s) h(s) ds. -1 
Since lim, _ o. @k = @ it is clear that there exists a constant M such that 
II[~--~‘(~)]~‘l16Mand II[~--‘(P,x)]-‘jl6Mfor all kZk 
Following the same line of reasoning we arrive at the following result. 
PROPOSITION 2.4. The maps [Z’ - F’(X)] - ’ and [6p - F’(PkX)] ~ ’ 
from (C[ - 1, 11, R”) x 03” into (C[ - 1, 11, W) with the L.’ and L2 structure 
respectively satisfy 
II[4” - F(X)] ~ l 11 < M 
and 
ll[y-F’(P,X)]-‘11 <A4 forall k>k. 
Except for trivial details the proof is the same as that of the previous 
proposition. For this reason it is omitted. 
III. MAIN RESULTS 
DEFINITION. For each k > 1 we define 
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PROPOSITION 3.1. Suppose X is a regular isolated solution of the 
boundary value problem 
i;-(t) =f(4 x(t)), tE c-1, l] 
subject to 
G(x) = 0. 
Then, there exists a positive integer R such that for all k 2 k 
S’(P,X) : Im(P,) + Im(Z- Qk) 
is a bijection and there exists a constant I@ such that 
II[S’(P,X)]-‘11 <&i forall k>k. 
ProoJ: Suppose (z)~Irn(Z- Qk) and that there exists an x,~Irn(P,) 
such that 
S’(P,X) Xk = ; 
0 
equivalently, 
Since ik E Im( P,- 1 ) it follows that 
(I- Qk)(2’xk) = = Yx,. 
Therefore, 
9x, - p’(P,.f) xk = ; 
0 
- Qk(F’(Pk?) xk) 
which implies 
xk = [6p - s’(P,x)] --I 
[( > 
; - Q,(F’(P,.f) Xk) 1 
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Using Proposition 2.4 we see that for all k large enough 
+ 11 (I- pk - 1 )(F’(Pkx) xk /I L2 . 
i2 1 
We know that 
II(I-P,-,)(F’(Pkx)xk)ll.2~o,(k-1) -$(F.(pkx)xk) 
II II “1’ 
Since f is at least three times continuously differentiable, then X is four 
times continuously differentiable and hence (by Property (v), Section II) 
we have that lim, _ o. )I (I- Pk) X 11 H~ = 0. This together with the fact that 
there exists a constant c such that II k - (Pk $11 o. < c /I k - ( Pkk)ll H1 gives 
us that { Il(d/dt)(Pk%)l],} is a bounded sequence. 
The above mentioned differentiability off implies that F is three times 
continuously differentiable [6] and 
~*FU’,-f) ; (Pkz) (Xk)(t) = @f(6 (PkX)(t)) A (p -)(f) (xk(t)), 
( > (dt kx > 
where D*f(s, y) represents the second derivative off with respect to its 
second variable. Using this and the fact that P,X converges uniformly to x 
we have that there exists a constant c1 such that 
~~oi2’F(p,a)(~(p,i))(x,)~~~2de, II&IIL2 forallsuchk. 
It should be observed that this last estimate does not follow from just the 
smoothness of F. 
It is clear that 
&=F’(Pk.f)(Xk)+y-Qk(F’(Pk.f)&. 
Therefore, 
11 ik 11~2 < c2 11 xk 11~2 + tI y II ~2 + l/(1- pk- I)(F’(Pkz) xk)ll~2 
for some constant c2. 
Consequently, 
II ; (F’(Pkx) x/c) 11 SC1 IixkIIL2+c2 /IxkiiL2+ II.diL2 H’ 
+ II(z-Pk-,)(F’(Pkx)xk)l\,2 
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and hence 
lI(I-P,-,)(F’(PI,x)xk)ll,26o,(k- 1) Cl I/xklIL~+c* IlxkIIL2+ ; 
[ IK )I1 i2 1 
+ ll(~-- Pk- lW(PP) Xk)ll L2 a,@- 1). 
This implies that there exist constants d,, d, such that 
and hence 
/I xk II L2 d M 
i* 
+d,a,(k-l)I/XkIIL2+d2~1(k-l) ; 
IK )ll I i2 ’ 
Since lim, _ oc cr, (k) =O, we have that there exists a constant A such 
that 
11 xk II L2 G H 
for all k sufhciently large. This shows that for each such k, &(Pki?) is a 
bijection and that 
for all k 3 R. 
Remark. This result is a generalization of results in [22, 231. The 
method of proof is similar to the ones used there. Our proof allows the 
treatment of nonlinear boundary conditions and imposes less restrictions 
on the approximating subspaces. 
We should recall from Section II that we use Bk to denote the constants 
that satisfy 
11 xk 11 cc 6 pk II xk I/ i2 
for all xk E Im( Pk ). 
It should also be noted that on Im(Pk) and on Im(Z- Qk ) we have been 
using the L* and i’ norms, respectively. Hence, when we write 
11 [s’(Pk%)]~‘II we mean the operator norm when the Im(P,) and 
Im(l- Qk) are endowed with the L* and i’ structure, respectively. 
In the proof of the following theorem we will make estimates using both 
the L” and L2 norms. 
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THEOREM 3.2. Suppose X is a reguar isolated solution of (1.1 )-( 1.2). Zf 
lim k _ 3c /?,a,(k) = 0, then there exists k such that for each k 3 k, the 
Galerkin equations 
have solutions X, in Im(P,). The sequence { Xk } converges untformly to X; 
more precisely, there exists a constant C such that 11 x, -X I/ 3c < Co,(k). 
Proof We have seen that there exists a constant M such that 
II CS’(P,-f)l-’ II GM 
for all k sufficiently large. From the assumptions onfand G it follows that 
for each r > 0, there exists a constant K(r) such that if II x (I 3c, /I y I/ 5 6 r 
then II9’(x)-9’(y)Il <K(r)llx-yll,. Since IlP,X--XII, converges to 
zero as k + CC, it follows that if (6, } is a sequence of positive numbers 
such that lim, _ o. (S,p,) < cc then there exists a number r> 0 such that if 
{ yk} is any sequence such that y,~Irn(P,) and II y,-- PkXljL2 d6, we 
have that sup, (( yk I/ 5 d 7. 
Let { 6,) be such a sequence and define 
T,: {xEIm(P,)I /Ix-P,XII~~<~~} -+Im(P,) 
Tk(x)=x- [Sh(PkX)]-’ S,(x). 
It follows that 
T;(x)=Z- [S;(P,X)]-’ S;(x) 
= cwJw)l-’ cs;(p,(~)-s;(x)l 
= [S;(P,X)]-’ [(I-Qk)(9-‘(x)-9’(PkX))]. 
It is clear that there exists a positive constant b such that if 6, < b//Ik 
then for all k 3 L we have that 
sup sup 
k3R (,vkcIm(fk): ll.vk-Pk~~ll~~~B~} 
II T,lbk)ll G t. 
If x E Im(P,) and II x - P,X /I L2 d 6, we have that 
II Tk(x)- PkXlILz< II Tk(x)- 7’,(P,X)ll~+ II T~(f’d)--~k~lI/~~ 
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We see that if 11 Sk(P,X)ll L2 6 6,/2M then T, maps 
{xEIm(P,): llx-Pk~llL2<~k} 
into itself and it is a contraction. It is obvious that if T, is a contraction 
on this set, the unique fixed point of Tk will be a solution of the Galerkin 
equations. We now proceed to show that there exists a sequence { Ljk } such 
that Tk is a contraction on {x E Im(P,) : // x - P,X /I Lo < S,}. Furthermore, 
it will be shown that the sequence dk is such that lim, _ r S,Bk = 0. Since 
llx-~k~ll,~~k lIx-P,.dlLb this implies that the solution of the 
Galerkin equations, X,, satisfy lim, _ JL II Xk - P,Z Ij a = 0. 
We have seen that 
IIS~(Pd)IIL~= I/(~-Q~)(~PI,~-~(P~X)I/LZ 
= /I LP,x-(Z-Q,)~(P,x)ll.2 
< (1 LPkx - Lx (( Lz + (/ 9(X) - 9(PkX)l( Lz + II QpF(PkX)ll Lz 
6l~(I-P~)XllLZ+bII(I-P~~~I/,+lI~~-PPk~,~~~P~~~llL~ 
for some constant b. We know that if f is C” then X is Cm+‘. Therefore, 
it follows from property (v) and the remark following it, that II Sk(PkX)Il L2 
is 0(0,(k)). If /?,a,(k) -+ 0 as k -+ cc it is clear that a sequence 6, can be 
chosen so that II Sk (Pk.?)11 L2 < 6,/2M and lim, _ 53 hkBk = 0. From this it 
follows that the solution of Sk(xk) = 0, Xk, satisfies 1) X,-X I/ 3( = O(a, (k)). 
In the next theorem conditions are established for the existence of a 
solution to the boundary value problem (l.l)-( 1.2) based on the existence 
of a solution to the Galerkin equations. 
THEOREM 3.3. Suppose G is twice continuously FrCchet differentiable and 
that jk E Im(P,) is a solution of the Galerkin equations, S,(x,) = 0, that 
[2’ - 9’(jk)] -I exists and that there exists a number 6 > 0 such that: 
0) ll[I~-~‘(~k)l~LIl IIQk~;(.FkNl GW and 
(ii) IIC~-~‘(jk)lp’ II wfXtX: IlX-ykll~6~ II ‘2’~(x)/l 2~ <1. 
Then, there exists Z E {x: II x - jk 11 o. < 6) which solves the boundary 
value problem (l.l)-( 1.2). The solution Z can be obtained as the uniform 
limit of the sequence {z,, }, where z0 = jk and z, + , = [ 2 - 9’( jk )] e-L 
C~(z,)-~‘(Yk)Znl. 
Proof: For each XE {xEX: llx-jk(I ~6) define T(x) = 
[9 - 9’(jk)] -’ [9(x) - 9’(jk) x]. It is straightforward to verify that 
su~(.~e~:/1x~-~k1/~6~ II T’(x)ll < 1. 
124 JESiiS RODRIGUEZ 
We see that 
T(x)-y,= [~-syj,)]-’ [F(x)-F’(yk)X- (LcF(Jk))jk] 
= [9-9’(jk)] -’ [9(x)-F(y,)-F’(yk)(x-yk) 
because 
and 
Therefore, 
+ (I- Pk.- 1) F(‘(yk)l 
=KFk = (I- Qk) F(L.k) 
II Qk~(.Fk)ll = lI(I- Pk- I) F(Yk)ll. 
IIW)-Ykll G lIC~-~‘(~k)lrlIl Clltr-pk 1)Wk)ll 
+ sup II ~2s(x)ll II x -vk II2 (91 6 6. 
{xtX:lI.x Qll16) 
From this we see that T maps {x E X: II x - yk // d S} into itself and that 
it is a contraction. It is trivial to verify that the fixed point of T is a solu- 
tion of the boundary value problem (l.l))( 1.2). The remaining part of the 
theorem is a trivial consequence of the Contraction Mapping Principle. 
It is easy to verify that if X is a regular isolated solution of the boundary 
value problem (l.l)-( 1.2) the conditions of the last theorem will be satisfied 
for some index k. 
We will now present a sequence of projections that satisfy conditions 
(i)-(v) in Section II. 
The Legendre polynomials [3] can be defined on the interval [ - 1, l] 
by the formulas 
L,(t) = 1, L,(t) = t 
for all TV C-1, l] and 
Lk+Ar)=($y) IL,(Z)-(&) Lkpl(f). 
It is known that IL,(t)l<l for every t~[-1, l] and that L,(fl)= 
( rt 1 I”. 
For each d E X define 
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In [3] the following results are found: 
(a) If 4 is m-times continuously differentiable, then, for m 2 1 
(b) If 4 is m-times continuously differentiable, 
lI(Z-~~)~ll~~~Ck2’~m~“2 Il~llHm. 
In both (a) and (b), the constant C is independent of 4. 
It is clear that conditions (i)-(iii) in Section II are satisfied when we use 
Pk# as the kth-order truncated Legendre expansion of 4. If 4 is con- 
tinuously differentiable, we see that condition (iv) is satisfied if we take 
(pi = Ck-‘; of course, if 4 is smoother the rate of convergence is better. 
If 4 is m-times continuously differentiable with m 2 3 we can take 
a2(k) = tZk(3’2)--m. 
To estimate the constants bk in Section II we note that if 4 E Im(P,) then 
q5(t)=~,k=Oa,Lj(t), where tx,~[W” for eachj=O, l,..., k. 
k k 
Id(t)I “,go lajl ILjCt)l G 1 I@-jl. 
j=O 
Since {L,} are orthogonal we have that II 4 I/ L2 = (c,“= o ( aj I 2). Since 
i /ai/ <(i jaj12)“’ (k-t 1)lj2 
j=O j=O 
we obtain that Ijk < (k + 1)“‘. From Theorem 3.2 we obtain that if 
lim k.,m (k+ 1)1’2 k(3’2)-m=0, th en the Galerkin equations have solutions, 
these solutions converge uniformly to X, provided the latter is a regular 
isolated solution, and the error is of the order of k(3’2)--m. Certainly if 
f is three times continuously differentiable the above conditions will be 
satisfied. 
It seems worthwhile to investigate the existence and behavior of 
solutions to the Galerkin equations when projections associated with 
eigenfunction expansions for generalized boundary conditions [2, 18, 193 
are used. 
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