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to fail when parameters are varied, and it must be able to treat useful configurations, ultimately the complete aircraft. Finally, reasonable accuracy should be attainable at reasonable cost. Much progress has been made in these directions (Murman and Cole, 1971 ; James on, 1974; 1987; Jameson and Caughey, 1977; Bristeau et al., 1985; Jameson et al., 1981 Jameson et al., , 1986 Ni, 1982; Pulliam and Steger, 1985; Mac Cormack, 1985) . In many applications where the flow is unseparated, including designs for transonic flow with weak shock waves, useful predictions can be made quite inexpensively using the potential flow equation (Murman and Cole, 1971; Jameson, 1974; Jameson and Caughen, 1977; Bristeau etal., 1985) . Methods are also available for solving the Euler equations for two-and three-dimensional configurations up to a complete aircraft (Jameson et al., 1981 (Jameson et al., , 1986 Ni, 1982; Pulliam and Steger, 1985; MacCormack, 1985; Jameson, 1987) . Viscous simulations are generally complicated by the need to allow for turbulence: while the Reynolds averaged equations can be solved by current methods, the results depend heavily on the choice of turbulence models.
Given the range of well-proven methods now available, one can distinguish objectives for computational aerodynamics at several levels:
1. Capability to predict the flow past an airplane or important components in different flight regimes such as take-off or cruise, and off design conditions such as flutter.
2. Interactive design calculations to allow rapid improvement of the design.
Automatic design optimization.
Substantial progress has been made toward the first objective, and in relatively simple cases such as an airfoil or wing in inviscid flow, calculations can be performed fast enough that the second objective is within reach. The third objective has also been addressed for various special cases. In particular it has been recognized that the designer generally has an idea of the kind of pressure distribution that will lead to the desired performance. Thus it is useful to consider the problem of calculating the shape that will lead to a given pressure distribution. Such a shape does not necessarily exist, unless the pressure distribution satisfies certain constraints, and the problem must therefore be very carefully formulated: no shape exists, for example, for which stagnation pressure is attained over the entire surface.
The problem of designing a two dimensional profile to attain a desired pressure distribution was first studied by Lighthill, who solved it for the case of incompressible flow by conformally mapping the profile to a unit circle (Lighthill, 1945) . The speed over the profile is
where ~b is the potential for flow past a circle, and h is the modulus of the mapping function. The solution for ~b is known for incompressible flow. Let qd be the desired surface speed. Then the surface value of h can be obtained by setting q = qa in Eq. (1.1), and since the mapping function is analytic, it is uniquely determined by the value of h on the boundary. A solution exists for a given speed q~ at infinity only if
and there are additional constraints on q if the profile is required to be closed.
Lighthill's method was extended to compressible flow by McFadden (1979) . Starting with a given shape, and a corresponding mapping function h ~~ the flow equations can be solved for the potential ~b ~~ which now depends on h ~~ A new mapping function h ~) is then determined by setting q = qd in Eq. (1.1), and the process is repeated. In the limiting case of zero Mach number the method reduces to Lighthill's method, and McFadden gives a proof that the iterations will converge for small Mach numbers. He also extends the method to treat transonic flow through the introduction of artificial viscosity to suppress the appearance of shock waves, which would cause the updated mapping function to be discontinuous. This difficulty can also be overcome by smoothing the changes in the mapping function. Such an approach is used in a computer program written by the author for Grumman Aerospace. It allows the recovery of smooth profiles that generate flows containing shock waves, and it has been used to design improved blade sections for propellers (Taverna, 1983) . A related method for three-dimensional design was devised by Garabedian and McFadden (1982) . In their scheme the steady potential flow solution is obtained by solving an artificial time-dependent equation, and the surface is treated as a free boundary. This is shifted according to an auxiliary time-dependent equation in such a way that the flow evolves toward the specified pressure distribution.
Another way to formulate the problem of designing a profile for a given pressure distribution is to integrate the corresponding surface speed to obtain the surface potential. The potential flow equation is then solved with a Dirichlet boundary condition, and a shape correction is determined from the calculated normal velocity through the surface. This approach was first tried by Tranen (1974) . Volpe and Melnik (1986) have shown how to allow for the constraints that must be satisfied by the pressure distribution if a solution is to exist. The same idea has been used by Henne (1980) for three-dimensional design calculations.
The hodograph transformation offers an alternative approach to the design of airfoils in transonic flows. Garabedian and Korn (1971) achieved a striking success in the design of airfoils to produce shock-free transonic flows by using the method of complex characteristics to solve the equations in the hodograph plane. Another design procedure has been proposed by Giles, Drela, and Thompkins (1985) , who write the two-dimensional Euler equations for inviscid flow in a streamline coordinate system, and use a Newton iteration. An option is then provided to treat the surface coordinates as unknowns, while the pressure is fixed.
Finally, Hicks and Henne (1979) have explored the possibility of meeting desired design objectives by using constrained optimization. The configuration is specified by a set of parameters, and any suitable computer program for flow analysis is used to evaluate the aerodynamic characteristics. The optimization method then selects values of these parameters that maximize some criterion of merit, such as the lift-to-drag ratio, subject to other constraints such as required wing thickness and volume. In principle this method allows the designer to specify any reasonable design objectives. The method becomes extremely expensive, however, as the number of parameters is increased, and its successful application in practice depends heavily on the choice of a parametric representation of the configuration.
The purpose of this paper is to propose that there are benefits in regarding the design problem as a control problem in which the control is the shape of the boundary. A variety of alternative formulations of the design problem can then be treated systematically by using the mathematical theory for control of systems governed by partial differential equations (Lions, 1971) . Suppose that the boundary is defined by a function f(x), where x is the position vector. As in the case of optimization theory applied to the design problem, the desired objective is specified by a cost function I, Which may, for example, measure the deviation from a desired surface pressure distribution, but could also represent other measures of performance such as lift and drag. The introduction of a cost function has the advantage that if the objective is unattainable, it is still possible to find a minimum of the cost function. Now a variation in the control 8f leads to a variation 81 in the cost. It is shown in the following sections that 8I can be expressed to first order as an inner product of a gradient function g with 8f:
Here g is independent of the particular variation 6fin the control, and can be determined by solving an adjoint equation. Now choose where 2 is a sufficiently small positive number. Then
assuring a reduction in L After making such a modification, the gradient can be recalculated and the process repeated to follow a path of steepest descent until a minimum is reached. In order to avoid violating constraints, such as a minimum acceptable wing thickness, the steps can be taken along the projection of the gradient into the allowable subspace of the control function. In this way one can devise design procedures that must necessarily converge at least to a local minimum, and which might be accelerated by the use of more sophisticated descent methods. While there is a possibility of more than one local minimum, the cost function can be chosen to reduce the likelihood of difficulties caused by such a contingency, and in any case the method will lead to an improvement over the initial design. The mathematical development resembles in many respects the method of calculating transonic potential flow proposed by Bristeau, Pironneau, Glowinski, Periaux, Perrier, and Poirier (1985), who reformulated the solution of the flow equations as a least-squares problem in control theory. In order to illustrate the application of control theory to design problems in more detail, the following sections present design procedures for three examples. Section 2 discusses the design of two-dimensional profiles for compressible potential flow when the profile is generated by conformal mapping. This leads to a generalization of the methods of Lighthill and McFadden. Section 3 discusses the same problem when the flow is governed by the inviscid Euler equations. Finally, Section 4 addresses the three-dimensional design problem for a wing, assuming the flow to be governed by the inviscid Euler equations. The procedures that are presented require the solution of several partial differential equations at each step. The question of the most efficient discretization of these equations is deferred for future investigation.
DESIGN FOR POTENTIAL FLOW USING CONFORMAL MAPPING
Consider the case of two-dimensional compressible inviscid flow. In the absence of shock waves an initially irrotational flow will remain irrota-tional, and we can assume that the velocity vector q is the gradient of a potential ~b. In the presence of weak shock waves this remains a fairly good approximation. Let {, T, and S denote vorticity, temperature, and entropy. Then according to Crocco's Theorem, vorticity in steady flow is associated with entropy production through the relation qx~+TVS=0 Thus, the introduction of a potential is consistent with the assumption of isentropic flow, and shock waves are modeled by isentropic jumps. Let p, p, c, and M be the pressure, density, speed of sound, and Mach number q/c. Then the potential flow equation is
where the density is given by
Here M~ is the Mach number in the free stream, and the units have been chosen so that p and q have the value unity in the far field. Equation (2.2) is a consequence of the energy equation in the form C2 q2
Suppose that the domain D exterior to the profile C in the z plane is conformally mapped onto the domain exterior to a unit circle in the plane as sketched in v h 3r
In the far field the potential is given by an asymptotic estimate, leading to a Dirichlet boundary condition at r = 0 (Jameson, 1974) . Suppose that it is desired to achieve a specified velocity distribution qd on C. Introduce the cost function
I~-2 fc (q--qd)2 dO
The design problem is now treated as a control problem where the control function is the mapping modulus h, which is to be chosen to minimize I subject to the constraints defined by the flow equations (2.2)-(2.7).
A modification Oh to the mapping modulus will result in variations &b, 6u, Or, and 6p to the potential, velocity components and density. The resulting variation in the cost will be
where on C q = u. Also
Oqb o Oh
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Here the first term represents the direct effect of the change in the metric, while the area integral represents a correction for the effect of compressibility. Equation (2.14) can be further simplified to represent 6I purely as a boundary integral because the mapping function is fully determined by the value of its modulus on the boundary. Set Arbitrary variations 6f cannot, however, be admitted. The condition that f~ 0 in the far field, and also the requirement that the profile should be closed, imply constraints that must be satisfied by f on the boundary (7. Suppose that log(dz/da) is expanded as a power series 
fc(g-~) ~ dO=O
and if we take it follows that to first order
6f= -2~ c~I-). fc gg dO= -2 fc (g + g-g) g dO= -2 fc g2 dO <O
If the flow is subsonic this procedure should converge toward the desired speed distribution since the solution will remain smooth, and no unbounded derivatives will appear. If, however, the flow is transonic, one must allow for the appearance of shock waves in the trial solutions, even if qa is smooth. Then q-qa is not differentiable. This difficulty can be 
6/'= -2~
and return to step 1.
DESIGN FOR THE EULER EQUATIONS USING CONFORMAL MAPPING
This section treats the case of two-dimensional compressible flow where the potential flow equation is replaced as a mathematical model by the inviscid Euler equations. Let p, p, u, v, E, and H denote the pressure, density, Cartesian velocity components, total energy, and total enthalpy. For a perfect gas p = (~' -1 
pE L_ pull _J L. pvH
As in the previous section, suppose that the domain D exterior to the profile C in the z plane is mapped conformally onto the domain exterior to a unit circle in the a plane (see Fig. 1 ). Assume also that the outer boundary B of the domain is very far from the profile. Let the derivative of the mapping function be dz da = hei~ (3.5) Also let r and 0 be polar coordinates in the ~ plane, where in this case it is more convenient to take r as the true radial coordinate denoted by R in the previous section, and 0 is measured in the clockwise direction. Define the rotation parameters (3.6) and rotated velocity components At the far field boundary B conditions can be specified for incoming waves, while outgoing waves are determined by the solution.
c=cos(fl-O), s=sin(fl-O)
In contrast to the case of potential flow, the pressure is not determined solely by the speed, and assuming that one wishes to control the surface pressure distribution, a suitable cost function is I= 89 ~c (p_ pj)2 dO (3.11) where Pa is the desired pressure. A modification to the mapping function wil! influence Eqs. (3.8) and (3.9) through changes 6h and 6/~ in both the modulus and argument of dz/da, finally leading to a variation in the cost function 61= ~c (p -Pd) 6p dO (3.12) where 6/) is the variation of the pressure. 
61= -2 ;c 52 dO < 0
If the flow is transonic, shock waves are likely to be formed, and again it may be desirable to use a more sophisticated cost function to produce a smooth shape change. In this case we can set 1 I1~182 
WING DESIGN USING THE EULER EQUATIONS
In order to illustrate further the application of control theory to aerodynamic design problems, this section treats the case of three-dimensional wing design, again using the inviscid Euler equations as the mathematical model for compressible flow. In this case it proves convenient to denote the Cartesian coordinates and velocity components by xl, x2, x3 and ul, u2, u3, and to use the convention that summation over i= 1-3 is At the far field boundary, conditions can be specified for incoming waves as in the two-dimensional case, while outgoing waves are determined by the solution.
Suppose now that it is desired to control the surface pressure by varying the wing shape. It is convenient to retain a fixed computational domain. Variations in the shape then result in corresponding variations in the mapping derivatives defined by H. Introduce the cost function I= 89 fj;,, (p -pd) 2 dxl dx3 (4.1o) where Pd is the desired pressure. A variation in the shape will cause a variation 6/) in the pressure and consequently a variation in the cost function 6I= ffm, (p-pj) 6p dXl dX3 At the outer boundary incoming characteristics for t) correspond to outgoing characteristics for 6w. Consequently, as in the two-dimensional case, one can choose boundary conditions for t) such that
If the coordinate transformation is such that 6(JH -~) is negligible in the far field, the only remaining boundary term is
--ffBw t) T (~F2 dX I dX 3
Let t) satisfy the boundary condition
Then, since it follows from Eq. (4.17) that at) r C. 6w dV = 0 fv aXi ' we find that at) 
61= fie EP(X, z) 6S + Q(X, z) 3s x + R(X, Z) 6Sz] dX dZ
Also the shape change will be confined to a bounded region of the X-Z plane, so we can integrate by parts to obtain
~x ~ 6s ax dz
Thus to reduce I we can choose
OQ 0R)
6S=-2 P c~X -~
where 2 is sufficiently small and non-negative.
In order to impose a thickness contraint we can define a base-line surface So(X, Z) below which S(X, Z) is not allowed to fall. Now if we take ~o = 2(X, Z) as a non-negative function such that
s(J;, z) + 6s(x, z) >I So(X, z)
Then the constraint is satisfied, while
6I= -ff )o(P OQ OR) 2 ~?X ~ZJ dX dZ <~ O
CONCLUSION
The purpose of the last three sections is to demonstrate by representative examples that control theory can be used to formulate computationally feasible procedures for aerodynamic design. The cost of each iteration is of the same order as two flow solutions, since the adjoint equation is of comparable complexity to the flow equation, and the remaining auxiliary equations could be solved quite inexpensively. Provided, therefore, that one can afford the cost of a moderate number of flow solutions, procedures of this type can be used to derive improved designs. The approach is quite general, not limited to particular choices of the coordinate transformation or cost function, which might in fact contain measures of other criteria of performance such as lift and drag. For the sake of simplicity certain complicating factors, such as the need to include a special term in the mapping function to generate a corner at the trailing edge, have been suppressed from the present analysis. Also it remains to explore the numerical implementation of the design procedures proposed in this paper.
