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Abstract
Using the S-matrix for the d(2, 1;α)2 symmetric spin-chain of AdS3/CFT2, we
propose a new set of all-loop Bethe equations for the system. These equations
differ from the ones previously found in the literature by the choice of relative
grading between the two copies of the d(2, 1;α) superalgebra, and involve four
undetermined scalar factors that play the role of dressing phases. Imposing crossing
symmetry and comparing with the near-BMN form of the S-matrix found in the
literature, we find several novel features. In particular, the scalar factors must
differ from the Beisert-Eden-Staudacher phase, and should couple nodes of different
masses to each other. In the semiclassical limit the phases are given by a suitable
generalization of Arutyunov-Frolov-Staudacher phase.
1 Introduction
The AdS/CFT correspondence is a striking and thought-inspiring conjecture. The
strongly coupled regime of gravity theories, such as superstring theories, on AdSd+1×X
with X a compact space should be dual to a weakly coupled, d-dimensional, conformal
field theory (CFT) on the boundary of AdSd+1, and vice-versa [1]. This can allow us to
deepen our understanding of gravity and quantum field theory.
Another remarkable aspect of the correspondence is that, in the ’t Hooft limit, in-
tegrable structures may arise on both sides of the correspondence. The first and most
studied example of integrability in this context is AdS5/CFT4 that relates superstrings
on a Ramond-Ramond (RR) AdS5 × S
5 background to N = 4 supersymmetric Yang-
Mills theory (SYM); there, one is in principle able to compute the exact spectrum of
any string state by integrability, and match it with perturbative calculations in either
theory, see [2] for a review.
Here we will focus on another instance of the duality where integrability seems to
be playing a role, that is when the superstring RR background is AdS3 × S
3 × S3 × S1.
This preserves 16 supercharges provided that the radii of the warped spaces satisfy the
triangle equality
1
R2AdS
=
1
R21
+
1
R23
, (1.1)
where 1 and 3 denote the two three-spheres. We are therefore dealing with a family of
backgrounds that can be labeled by
α =
R2AdS
R21
= 1−
R2AdS
R23
, (1.2)
with 0 < α < 1, each corresponding to a two-dimensional CFT with large N = 4
superconformal symmetry [3]. The Green-Schwarz action for the superstrings can be
rewritten as a supersymmetric coset model on [4]
D(2, 1;α)× D(2, 1;α)
SU(1, 1)× SU(2)× SU(2)
,
plus an additional decoupled massless scalar from the S1 in the background. The advan-
tage of the coset description is that it makes classical integrability manifest, from which
finite gap equations can be written down [4, 5]. These describe the semiclassical string
spectrum, and are a limit of the all-loop Bethe ansatz (BA) equations that describe
the full asymptotic spectrum. In [4] knowledge of the finite gap equations was used to
reverse-engineer the all-loop BA, that was further analyzed in [6] where an alternating
symmetric d(2, 1;α)2 spin-chain description was derived.
The spectrum described by the finite gap equations is missing two massless modes.
One mode corresponds to excitations on S1, and the other to a mode shared by the
two spheres that is not present in the coset model since the Virasoro constraints are
overimposed there. These modes can be put back by hand at the classical level [4, 7],
but it is not yet clear how to do that at the quantum level. See [8] for a discussion about
massless modes in the weakly coupled spin-chain.
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s Left Right
α φ1, ψ1 φ1¯, ψ1¯
1− α φ3, ψ3 φ3¯, ψ3¯
Table 1: Fundamental excitations of the d(2, 1;α)2 symmetric alternating spin-chain divided
by chirality (columns) and mass s (rows).
Here we want to take a different route: in [9], the all-loop S-matrix was bootstrapped
out of the symmetries of the theory.1 Building on that, it is a relatively straightforward
task to write down the resulting Bethe ansatz equations. However, we will find some
unexpected features. In particular the resulting equations are written in a different,
and seemingly inequivalent, grading of d(2, 1;α)2 compared to the one used in [4, 6].
Furthermore, they feature new couplings between particles of different mass. We also
find that the scalar factors that appear in the BA, while not being simply related to
the Beisert-Eden-Staudacher dressing phase of AdS5/CFT4 [11] and AdS4/CFT3 [12],
are expressible in terms of the one of Arutyunov, Frolov and Staudacher [13] in the
semiclassical limit.
The plan of the paper is as follows. In section 2 we will briefly recall the form of
the all-loop S-matrix of [9]; this involves some undetermined scalar factors, that are
however constrained by a set of crossing equations, which we also present. In section 3
it is shown how the nesting procedure can be used to diagonalise the S-matrix, in a
way similar to [14, 15, 16]. In section 4 the resulting Bethe equations are presented,
their fermionic dualization is constructed and the constraints on the scalar factors are
discussed. Section 5 compares our results with other known results in the finite gap [4, 5]
and near-BMN [17] limits. In doing this, we find what appears to be a contradiction
between the two semiclassical results.
2 The S-matrix
The S-matrix for the d(2, 1;α)2 symmetric alternating spin-chain was derived in [9] by
imposing invariance under the residual symmetry algebra preserved by the spin-chain
ground-state, which is a centrally extended su(1|1)2 algebra. Here we recap the results
that we need in order to construct the Bethe ansatz.
The fundamental excitations of the spin-chain are doublets of one boson and one
fermion, that can have mass s equal to either α or 1− α, and left or right chirality. We
will denote the bosons by φip and the fermions by ψ
i
p, where p is the momentum of the
excitation and the index i labels the remaining flavors. Table 1 summarizes our notation.
The matrix elements are naturally expressed in terms of the Zhukovski variables x±p ,
1A different all-loop S-matrix was recently proposed in [10]. That S-matrix reproduces the Bethe
equations of [4, 6], but as discussed in [9], the underlying spin-chain does not have a well-defined notion
of length. For further discussion on this point, see appendices D and F of [9].
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which satisfy
x+p
x−p
= eip,
(
x+p +
1
x+p
)
−
(
x−p +
1
x−p
)
=
2is
h
, (2.1)
where h > 0 is the coupling constant. We will generally denote the Zhukovski variables
as x±p when s = α and as z
±
p when s = 1 − α. As discussed in [9] the S-matrix is
reflectionless and is naturally expressed in terms of the blocks appearing in the different
sectors.
2.1 The 11, 1¯1¯, 33 and 3¯3¯ sectors
In all these sectors we are scattering excitations having the same flavors. Then the
S-matrix acts as
S |φipφ
i
q 〉 = A
ii
pq |φ
i
qφ
i
p 〉 , S |φ
i
pψ
i
q 〉 = B
ii
pq |ψ
i
qφ
i
p〉+ C
ii
pq |φ
i
qψ
i
p〉 ,
S |ψipψ
i
q〉 = F
ii
pq |ψ
i
qψ
i
p〉 , S |ψ
i
pφ
i
q 〉 = D
ii
pq |φ
i
qψ
i
p〉+ E
ii
pq |ψ
i
qφ
i
p〉 ,
(2.2)
where i = 1, 1¯, 3, 3¯. When i = 1, 1¯, the S-matrix elements assume the form
Aiipq = +(S
ii
pq)
−1 x
+
q − x
−
p
x−q − x
+
p
, Biipq = (S
ii
pq)
−1 x
+
q − x
+
p
x−q − x
+
p
, Ciipq = (S
ii
pq)
−1 x
+
q − x
−
q
x−q − x
+
p
ηp
ηq
,
F iipq = −(S
ii
pq)
−1, Diipq = (S
ii
pq)
−1 x
−
q − x
−
p
x−q − x
+
p
, Eiipq = (S
ii
pq)
−1 x
+
p − x
−
p
x−q − x
+
p
ηq
ηp
,
(2.3)
where
ηp =
√
i(x−p − x
+
p ), (2.4)
and Siipq are undetermined scalar factors. By virtue of a discrete Z2 symmetry between
left and right movers (“LR-symmetry”), we have that S11pq = S
1¯1¯
pq .
The form of the matrix elements (2.3) does not depend on the value of the mass s
in (2.1). Therefore, when i = 3, 3¯ they take the same form as before, up to replacing every
x± 7→ z± and allowing for different phases S33pq and S
3¯3¯
pq . Again, LR-simmetry imposes
that S33pq = S
3¯3¯
pq . Furthermore, we expect that S
11
pq and S
33
pq have the same functional form
up to specifying the value of the mass.
2.2 The 11¯, 1¯1, 33¯ and 3¯3 sectors
When scattering particles having the same mass but opposite chirality, we find2
S |φipφ
ı¯
q 〉 = A
i¯ı
pq |φ
ı¯
qφ
i
p 〉+B
i¯ı
pq |ψ
ı¯
qψ
i
pZ
−〉 , S |φipψ
ı¯
q 〉 = C
i¯ı
pq |ψ
ı¯
qφ
i
p〉 ,
S |ψipψ
ı¯
q〉 = E
i¯ı
pq |ψ
ı¯
qψ
i
p〉+ F
i¯ı
pq |φ
ı¯
qφ
i
pZ
+〉 , S |ψipφ
ı¯
q〉 =D
i¯ı
pq |φ
ı¯
qψ
i
p〉 .
(2.5)
2Note that here we may have to insert or remove a vacuum site after the scattering. These length-
changing effects are accounted for by a Z+ or Z− insertion respectively.
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where it is understood that ¯¯ı = i and i = 1, 3, 1¯, 3¯. Then for i = 1, 1¯ the coefficients read
Ai¯ıpq = +(S
i¯ı
pq)
−1
1− 1
x+p x
−
q
Ω+pq Ω
−
pq
, B i¯ıpq = −(S
i¯ı
pq)
−1 ηpηq
x−p x
−
q
1
Ω+pq Ω
−
pq
, C i¯ıpq = (S
i¯ı
pq)
−1Ω
−
pq
Ω+pq
,
E i¯ıpq = −(S
i¯ı
pq)
−1
1− 1
x−p x
+
q
Ω+pq Ω
−
pq
, F i¯ıpq = −(S
i¯ı
pq)
−1 ηpηq
x+p x
+
q
1
Ω+pq Ω
−
pq
, Di¯ıpq = (S
i¯ı
pq)
−1Ω
+
pq
Ω−pq
,
(2.6)
where
Ω±pq =
√√√√1− 1
x±p x
±
q
. (2.7)
LR-symmetry and unitarity impose that S 1¯1pq = S
11¯
pq . The equations for 33¯ and 3¯3 can
be found by replacing x± 7→ z±, and we expect the scalar factors S 3¯3pq = S
33¯
pq to have the
same functional form as S 1¯1pq and S
11¯
pq , up to the different value of the mass.
2.3 The 13, 1¯3¯, 31 and 3¯1¯ sectors
We now consider scattering between two excitations having the same chirality but dif-
ferent mass. The S-matrix in this case is similar to the one found above, but for later
convenience we will use a different normalization of the S-matrix elements, where
S |φipφ
j
q 〉 = A
ij
pq |φ
j
qφ
i
p〉 , S |φ
i
pψ
j
q〉 = B
ij
pq |ψ
j
qφ
i
p〉+ C
ij
pq |φ
j
qψ
i
p〉 ,
S |ψipψ
j
q〉 = F
ij
pq |ψ
j
qψ
i
p〉 , S |ψ
i
pφ
j
q〉 =D
ij
pq |φ
j
qψ
i
p〉+ E
ij
pq |ψ
j
qφ
i
p〉 ,
(2.8)
with ij = 13, 31, 1¯3¯ or 3¯1¯. Let us consider first the case where ij = 13 or 1¯3¯. Then
Aijpq = +(S
ij
pq)
−1, Bijpq = (S
ij
pq)
−1 z
+
q − x
+
p
z+q − x
−
p
, Cijpq = (S
ij
pq)
−1 z
+
q − z
−
q
z+q − x
−
p
ηp
ηq
,
F ijpq = −(S
ij
pq)
−1 z
−
q − x
+
p
z+q − x
−
p
, Dijpq = (S
ij
pq)
−1 z
−
q − x
−
p
z+q − x
−
p
, Eijpq = (S
ij
pq)
−1x
+
p − x
−
p
z+q − x
−
p
ηq
ηp
,
(2.9)
where once again the antisymmetric scalar factors satisfy S13pq = S
1¯3¯
pq . Again, to obtain
the two remaining sectors it is enough to account for the values of the mass by swapping
x± ↔ z±. In this case the scalar factors are related by unitarity.
2.4 The 13¯, 1¯3, 31¯ and 3¯1 sectors
Finally, let us consider the scattering of excitations with different mass and chirality,
S |φipφ
¯
q〉 = A
i¯
pq |φ
¯
qφ
i
p〉+B
i¯
pq |ψ
¯
qψ
i
pZ
−〉 , S |φipψ
¯
q〉 = C
i¯
pq |ψ
¯
qφ
i
p〉 ,
S |ψipψ
¯
q〉 = E
i¯
pq |ψ
¯
qψ
i
p〉+ F
i¯
pq |φ
¯
qφ
i
pZ
+〉 , S |ψipφ
¯
q〉 =D
i¯
pq |φ
¯
qψ
i
p〉 ,
(2.10)
with ij = 13, 31, 1¯3¯ or 3¯1¯ and ¯¯ = j. If we take ij = 13 or 1¯3¯ we have
Ai¯pq = +(S
i¯
pq)
−1
1− 1
x+p z
−
q
Ω+pq Ω
−
pq
, Bi¯pq = −(S
i¯
pq)
−1 ηpηq
x−p z
−
q
1
Ω+pq Ω
−
pq
, Ci¯pq = (S
i¯
pq)
−1Ω
−
pq
Ω+pq
,
Ei¯pq = −(S
i¯
pq)
−1
1− 1
x−p z
+
q
Ω+pq Ω
−
pq
, F i¯pq = −(S
i¯
pq)
−1 ηpηq
x+p z
+
q
1
Ω+pq Ω
−
pq
, Di¯pq = (S
i¯
pq)
−1Ω
+
pq
Ω−pq
,
(2.11)
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where we, with a small abuse of notation, let Ω±pq depend on momenta through the
appropriate Zhukovski parameterizations, i.e.,
Ω±pq =
√√√√1− 1
x±p z
±
q
. (2.12)
As before, the remaining blocks can be easily obtained by swapping x± ↔ z±, and the
four scalar factors all take essentially the same form.
2.5 Crossing equations
There are four distinct undetermined scalar factors in the S-matrix, playing a role akin
to the one of the AdS5 × S
5 dressing phase. They are constrained by a set of crossing
equations [9].3 For particles of the same mass these read, e.g.,
S11pq S
11¯
pq¯ =
x−p − x
+
q
x−p − x
−
q
√√√√x+p
x−p
x−p − x
−
q
x+p − x
+
q
, S11pq¯ S
11¯
pq =
1− 1
x+p x
+
q
1− 1
x+p x
−
q
√√√√√1−
1
x−p x
−
q
1− 1
x+p x
+
q
, (2.13)
and for different masses they are, e.g.,
S31pq S
31¯
pq¯ =
z+p − x
−
q
z−p − x
−
q
√√√√z+p
z−p
z−p − x
−
q
z+p − x
+
q
, S31pq¯ S
31¯
pq =
z+p
z−p
1− 1
z+p x
+
q
1− 1
z−p x
+
q
√√√√√1−
1
z−p x
−
q
1− 1
z+p x
+
q
. (2.14)
These functional equations involve one scalar factor evaluated at physical value of the
momenta p and q, and one where the rapidity corresponding to q has been analytically
continued to q¯ so that x±q¯ = 1/x
±
q and the chirality of the corresponding excitation has
been reversed.
The crossing equations are quite different from the one of AdS5/CFT4 [18]. However,
taking the product of the two equations in (2.13) we find a crossing equation for S11pqS
11¯
pq
which takes a form resembling the one of AdS5/CFT4. Indeed the equation for the
product can be solved at all-loop by
S11pqS
11¯
pq =
(
x−p
x+p
x+q
x−q
)1/4
σBES(p, q) , (2.15)
where σBES is the BES phase [11]. This form of the phase is similar to what was recently
found in AdS3×S
3×T4 [19], as well as for Pohlmeyer reduced strings on AdS3×S
3 [20].
3 Diagonalisation of the S-matrix
The S-matrix presented in the previous section satisfies the Yang-Baxter equation [9]
and is therefore compatible with factorized scattering. We can then use the two-particle
3With respects to the first versions of this paper, we have rewritten the crossing equations in such a
way that p, q are on the real line and q¯ is shifted upward by half of the imaginary period of the rapidity
torus, following a standard convention.
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S-matrix to construct eigenstates of the spin-chain Hamiltonian H. In this section we
will construct asymptotic eigenstates, living on a spin-chain of infinite length. In the
next section we will adapt them to live on a finite periodic spin-chain, thereby obtaining
a set of Bethe equations. An eigenstate of the spin-chain hamiltonian H containing K
excitations takes the form
|Ψ〉 =
∑
π∈SK
Sπ |Ψ〉
I , (3.1)
where π ∈ SK is a permutation and |Ψ〉
I is a wavefunction. Thanks to the factorization
of scattering, the K-body S-matrix can be written as a product of two-body S-matrices,
Sπ =
∏
(k,l)∈π
Skl, (3.2)
so that when acting on |Ψ〉 it permutes its excitations,
Sπ |Ψ〉 = Sπ |Ψ〉π . (3.3)
From the form of the S-matrix we already know that some excitations do not scatter by
a pure transmission of all the quantum numbers among each other. We thus need the
nesting procedure of [14, 15, 16] to perform the diagonalisation.
We call level-I vacuum |0〉I the usual su(1|1)2 invariant one. Rather than considering
all of its possible excitations at once, we will first restrict to a (maximal) set of excitations
that scatter by transmitting all quantum numbers and construct a level-II vacuum |0〉II
out of these fields. The other fields are then interpreted as level-II excitations on top of
this new vacuum. In principle one needs to repeat the procedure and restrict to those
excitations that level by level transmit all the quantum numbers in a scattering process,
until all the fields of the theory are accounted for. We will see that we only need to
introduce two levels.
Level-I. The level-I vacuum is defined as |0〉I ≡ |ZL〉 and all the fields can be viewed as
excitations on this vacuum. This is the interpretation that was used in [9] to derive the
S-matrix. Therefore, the S-matrix given in the previous section is the level-I S-matrix
and we will denote it by SI.
Level-II vacuum. Let us first choose a maximal set of excitations that transmit all
the quantum numbers in a scattering process. From the form of SI we see that there are
two possible choices,
V IIA = {φ
1, ψ1¯, φ3, ψ3¯} or V IIB = {ψ
1, φ1¯, ψ3, φ3¯}. (3.4)
Note that picking any particular excitation and letting it belong to the level-II vacuum
(say, φ1) fixes this choice. For definiteness, we will use the set V IIA to construct the level-II
vacuum. This is consistent with the choice of QL and SR as lowering operators. The
Bethe equations that can be derived by choosing V IIB are consistent with the choice of
QR and SL as lowering operators and are related to the previous Bethe equations by a
fermionic duality (see section 4.1).
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We define the level-II vacuum as
|0〉II = |X i1p1X
i2
p2
· · · X iKpK 〉
I
, (3.5)
where X
ij
pj is one of the excitations in V
II
A , and we use the index ij = 1, 3, 1¯, 3¯ to distinguish
the different flavors. In total we have K1 excitations of type φ
1, K1¯ excitations of type ψ
1¯,
K3 of type φ
3 and K3¯ of type ψ
3¯, with K1 +K1¯ +K3 +K3¯ = K. By construction, for
any permutation π the S-matrix SIπ acts on the level-II vacuum as
SIπ |0〉
II = SIπ |0〉
II
π , |0〉
II
π = |X
ipi(1)
ppi(1) · · · X
ipi(K)
ppi(K) 〉
I. (3.6)
In the out-state the momenta, as well as the other quantum numbers, are permuted
according to π. The phase SIπ is given by the product of the S-matrix elements corre-
sponding to the two-particle scatterings
SIπ =
∏
(k,l)∈π
SI,Iikil(pk, pl), (3.7)
where
SI,Iij (p, q) = A
ij
pq, S
I,I
i¯ (p, q) = C
i¯
pq, S
I,I
ı¯j (p, q) = D
ı¯j
pq, S
I,I
ı¯¯ (p, q) = F
ı¯¯
pq, (3.8)
for i, j = 1, 3 and ı¯, ¯ = 1¯, 3¯.
Propagation. To take the other types of excitations into account, we can think of
them as level-II excitations on the level-II vacuum. In order to do that we can act with
the (super-)charges of the symmetry algebra on the states that compose the level-II vac-
uum. In particular, when we act with QL on |φ1〉 , |ψ1¯〉 , |φ3〉 , |ψ3¯〉, we obtain respectively
|ψ1〉 , |φ1¯Z+〉 , |ψ3〉 , |φ3¯Z+〉. We will use y to parameterize the corresponding level-II ex-
citations. Similarly, the action of SR will create respectively |ψ1Z−〉 , |φ
1¯〉 , |ψ3Z−〉 , |φ3¯〉.
The corresponding level-II excitations are now parametrized by y¯. In what follows we
will illustrate the diagonalization of the S-matrix when considering the lowering operator
QL only. The calculations for SR are the same up to exchanging the left and right flavors.
If we denote the excitation generated by the action of QL on |X ikpk 〉 by |Y
ik
pk
〉, a level-II
state containing a single excitation takes the form4
|Yy〉
II =
K∑
k=1
χk(y) |X
i1
p1 · · · Y
ik
pk
· · · X iKpK 〉
I
. (3.9)
We make a plane wave ansatz for the wave function χk(y) and write
χk(y) = fik(y, pk)
k−1∏
l=1
SII,Iikil(y, pl). (3.10)
4Whether |Yikpk〉 is bosonic or fermionic depends on the statistics of the level-II vacuum state from
which it is created.
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The function SII,Iikil(y, pl) represents the scattering between the level-II excitation of type
ik and the level-I excitation of type il and it is the coefficient that will appear in the
Bethe equations to describe such an interaction. The factor fik(y, pk) is associated with
the creation of the level-II excitation on top of the level-I field. These two functions are
determined by imposing compatibility of the S-matrix with the level-II excitation,
SIπ |Yy〉
II = SIπ |Yy〉
II
π , |Yy〉
II
π =
K∑
k=1
χπ,k(y) |X
ipi(1)
ppi(1) · · · Y
ipi(k)
ppi(k) · · ·X
ipi(K)
ppi(K) 〉
I
, (3.11)
where the wave function for the permuted state is given by
χπ,k(y) = fipi(k)(y, pπ(k))
k−1∏
l=1
SII,Iipi(k)ipi(l)(y, pπ(l)). (3.12)
To perform the calculations it is enough to consider a state containing only two
excitations. We will consider separately left and right level-II excitations and their
interaction with the left and right fields of the level-II vacuum. To make the notation
simpler we will just present the calculations in the case of excitations of mass α, as the
generalization to mass 1 − α and different masses is straightforward. Starting from a
level-II vacuum defined as |0〉II11 = |φ
1
pφ
1
q〉 we can write
|Yy〉
II
11 = f1(y, p) |ψ
1
pφ
1
q〉+ f1(y, q)S
II,I
11 (y, p) |φ
1
pψ
1
q〉 ,
|Yy〉
II
11,π = f1(y, q) |ψ
1
qφ
1
p〉+ f1(y, p)S
II,I
11 (y, q) |φ
1
qψ
1
p〉 ,
(3.13)
where we use the subscript “11” to indicate the level-II vacuum. The compatibility
equation
SIπ |Yy〉
II
11 = A
11
pq |Yy〉
II
11,π (3.14)
is solved by
f1(y, p) = g1(y)
ηp
h1(y)− x+p
, SII,I11 (y, p) =
h1(y)− x
−
p
h1(y)− x+p
, (3.15)
where h1(y), g1(y) are arbitrary functions of y.
We can repeat the same procedure for right excitations that scatter with right fields
of the level-II vacuum. Starting from |0〉II1¯1¯ = |ψ
1¯
pψ
1¯
q〉, the two-particle states are
|Yy〉
II
1¯1¯ = f1¯(y, p) |φ
1¯
pZ
+ψ1¯q 〉+ f1¯(y, q)S
II,I
1¯1¯
(y, p) |ψ1¯pφ
1¯
qZ
+〉 ,
|Yy〉
II
1¯1¯,π = f1¯(y, q) |φ
1¯
qZ
+ψ1¯p〉+ f1¯(y, p)S
II,I
1¯1¯
(y, q) |ψ1¯qφ
1¯
pZ
+〉 .
(3.16)
We now impose the equation
SIπ |Yy〉
II
1¯1¯ = F
1¯1¯
pq |Yy〉
II
1¯1¯,π , (3.17)
which is solved by
f1¯(y, p) =
−ig1¯(y)
x+p
ηp
1− 1
h1¯(y) x
−
p
, SII,I
1¯1¯
(y, p) = −
1− 1
h1¯(y) x
+
p
1− 1
h1¯(y) x
−
p
. (3.18)
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As before h1¯(y), g1¯(y) are generic functions of y.
If the level-II excitations are well defined, the above results should also be consistent
with the case in which an excitation scatters with a level-II vacuum site of the opposite
chirality. Let us consider for example the level-II vacuum |0〉II11¯ = |φ
1
pψ
1¯
q〉 and write
|Yy〉
II
11¯ = f1(y, p) |ψ
1
pψ
1¯
q〉+ f1¯(y, q)S
II,I
1¯1
(y, p) |φ1pφ
1¯
qZ
+〉 ,
|Yy〉
II
11¯,π = f1¯(y, q) |φ
1¯
qZ
+φ1p〉+ f1(y, p)S
II,I
11¯
(y, q) |ψ1¯qψ
1
p〉 .
(3.19)
The equation
SIπ |Yy〉
II
11¯ = C
11¯
pq |Yy〉
II
11¯,π (3.20)
is solved by
h1¯(y) = h1(y) ≡ y, g1¯(y) =
g1(y)
h1(y)
,
SII,I
1¯1
(y, p) = SII,I11 (y, p), S
II,I
11¯
(y, p) = SII,I
1¯1¯
(y, p).
(3.21)
Similar equations are valid when starting with the level-II vacuum |0〉II1¯1 = |ψ
1¯
pφ
1
q〉. The
last line in (3.21) can be considered a consistency check – the level-II excitations produced
by acting with QL have a level-II scattering matrix that only depends on the state of the
level-II vacuum that they scatter with.
The above calculation does not make use of the mass of the involved excitations.
Hence, the resulting S-matrix elements are the same if we change the type of one or
more excitation from 1 or 1¯ to 3 or 3¯, provided we replace the parameters x± by z±. We
can also consider the excitations created by SR. Again the result is the same, up to the
fact that we need to exchange left- and right-movers and replace the parameter y by y¯.
Scattering. We now consider a state with two level-II excitations
|Yy1Yy2〉
II =
K∑
k,l=1
k<l
χk(y1)χl(y2) |X
i1
p1 · · · Y
ik
pk
· · · Y ilpl · · ·X
iK
pK
〉
I
. (3.22)
The above state satisfies the condition SIπ |Yy1Yy2〉 = S
I
π |Yy1Yy2〉π, except when the two
level-II excitations sit on neighboring sites. It is therefore again enough to consider a
state with K = 2. Considering, e.g., the level-II vacuum |0〉II11 = |φ
1
pφ
1
q〉, we find the a
two-excitation states
|Yy1Yy2〉
II
11 = f1(y1, p)f1(y2, q)S
II,I
11 (y2, p) |ψ
1
pψ
1
q〉
+ f1(y2, p)f1(y1, q)S
II,I
11 (y1, p)S
II,II
11 (y1, y2) |ψ
1
pψ
1
q〉 ,
|Yy1Yy2〉
II
11,π = f1(y1, q)f1(y2, p)S
II,I
11 (y2, q) |ψ
1
qψ
1
p〉
+ f1(y2, q)f1(y1, p)S
II,I
11 (y1, q)S
II,II
11 (y1, y2) |ψ
1
qψ
1
p〉 .
(3.23)
Demanding, as before, the compatibility condition
SIπ |Yy1Yy2〉
II
11 = A
11
pq |Yy1Yy2〉
II
11,π (3.24)
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to be satisfied, we find that the S-matrix element for the scattering of two level-II exci-
tations is given by
SII,II(y1, y2) = −1, (3.25)
so that the excitations scatter trivially. It is straightforward to check that the above
result is independent of what level-II vacuum we start with. We have therefore dropped
the “11” subscript on SII,II.
If we instead consider the case where one or both excitations are created by SR we
again find that the corresponding matrix elements SII,II(y, y¯) and SII,II(y¯1, y¯2) are trivial.
4 Bethe Equations
In the following we denote the length of the spin-chain by L. We can express L as
L = N(Z) +
(
N(φ1) +N(φ3) +N(ψ1¯) +N(ψ3¯)
)
+
(
N(ψ1) +N(ψ3) +N(φ1¯) +N(φ3¯)
)
,
(4.1)
where N(Z) is the number of vacuum sites and N(X ) is the number of excitations of the
corresponding type.
Thanks to the diagonalization procedure and the factorized scattering we can act with
the S-matrix on an eigenstate |Ψ〉 and obtain a new state that is just proportional to the
one in which all the excitations are permuted: the proportionality factor is given by the
product of all the S-matrix elements of the pairwise scatterings. Note that each scattering
must be performed at all the levels, namely S |Xp1Yp2〉 =
∏II
B=0 S
A,B(xA1 , x
B
2 ) |Yp2Xp1〉,
where A indicates the level of excitation X and B the level of Y . In particular, when
a level-I excitation scatters with a level-0 (vacuum) one, we get a phase SI,0(xj , ·) =
x+pj/x
−
pj
= eipj . The Bethe equations can thus be written as
1 =
L∏
j=1
j 6=k
II∏
Bj=0
SA,Bj (xAk , x
Bj
j ). (4.2)
The total momentum of physical states should vanish i.e., they should be annihilated by
the central charges P,P† [9]. This is the level-matching condition, which can be written
as
K1∏
j
x+j
x−j
K3∏
j
z+j
z−j
K1¯∏
j
x¯+j
x¯−j
K3¯∏
j
z¯+j
z¯−j
= 1. (4.3)
In the following, all the 16 scalar factors Sij will appear. Recall that they are related
among themselves by LR-symmetry and unitarity as explained in section 2, but we will
not make these constraints explicit here.
Once the level matching condition and Bethe ansatz equations are imposed, the
energy of a multi-excitation state can be found from the momenta of its constituents
through the dispersion relation
E = E1 + E1¯ + E3 + E3¯, Ej =
Kj∑
k=1
√
s2j + 4h
2 sin2
pk
2
, (4.4)
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where s1 = s1¯ = α and s3 = s3¯ = 1− α. The all-loop Bethe ansatz equations then take
the form
(
x+k
x−k
)L
=
K1∏
j=1
j 6=k
x+k − x
−
j
x−k − x
+
j
S11(xk, xj)
K2∏
j=1
x−k − yj
x+k − yj
K3∏
j=1
S13(xk, zj)
×
K1¯∏
j=1
√√√√√√
1− 1
x+
k
x¯+
j
1− 1
x−
k
x¯−
j
S11¯(xk, x¯j)
K2¯∏
j=1
1− 1
x−
k
y¯j
1− 1
x+
k
y¯j
K3¯∏
j=1
√√√√√√
1− 1
x+
k
z¯+
j
1− 1
x−
k
z¯−
j
S13¯(xk, z¯j),
(4.5)
1 =
K1∏
j=1
yk − x
+
j
yk − x
−
j
K3∏
j=1
yk − z
+
j
yk − z
−
j
K1¯∏
j=1
1− 1
ykx¯
−
j
1− 1
ykx¯
+
j
K3¯∏
j=1
1− 1
yk z¯
−
j
1− 1
yk z¯
+
j
, (4.6)
(
z+k
z−k
)L
=
K3∏
j=1
j 6=k
z+k − z
−
j
z−k − z
+
j
S33(zk, zj)
K2∏
j=1
z−k − yj
z+k − yj
K1∏
j=1
S31(zk, xj)
×
K3¯∏
j=1
√√√√√√
1− 1
z+
k
z¯+
j
1− 1
z−
k
z¯−
j
S33¯(zk, z¯j)
K2¯∏
j=1
1− 1
z−
k
y¯j
1− 1
z+
k
y¯j
K1¯∏
j=1
√√√√√√
1− 1
z+
k
x¯+
j
1− 1
z−
k
x¯−
j
S31¯(zk, x¯j),
(4.7)
(
x¯+k
x¯−k
)L
=
K1¯∏
j=1
j 6=k
S 1¯1¯(x¯k, x¯j)
K2¯∏
j=1
x¯+k − y¯j
x¯−k − y¯j
K3¯∏
j=1
x¯−k − z¯
+
j
x¯+k − z¯
−
j
S 1¯3¯(x¯k, z¯j)
×
K1∏
j=1
√√√√√√
1− 1
x¯−
k
x−
j
1− 1
x¯+
k
x+
j
S 1¯1(x¯k, xj)
K2∏
j=1
1− 1
x¯+
k
yj
1− 1
x¯−
k
yj
K3∏
j=1
√√√√√√
1− 1
x¯−
k
z−
j
1− 1
x¯+
k
z+
j
S 1¯3(x¯k, zj),
(4.8)
1 =
K1¯∏
j=1
y¯k − x¯
−
j
y¯k − x¯
+
j
K3¯∏
j=1
y¯k − z¯
−
j
y¯k − z¯
+
j
K1∏
j=1
1− 1
y¯kx
+
j
1− 1
y¯kx
−
j
K3∏
j=1
1− 1
y¯kz
+
j
1− 1
y¯kz
−
j
, (4.9)
(
z¯+k
z¯−k
)L
=
K3¯∏
j=1
j 6=k
S 3¯3¯(z¯k, z¯j)
K2¯∏
j=1
z¯+k − y¯j
z¯−k − y¯j
K1¯∏
j=1
z¯−k − x¯
+
j
z¯+k − x¯
−
j
S 3¯1¯(z¯k, x¯j)
×
K3∏
j=1
√√√√√√
1− 1
z¯−
k
z−
j
1− 1
z¯+
k
z+
j
S 3¯3(z¯k, zj)
K2∏
j=1
1− 1
z¯+
k
yj
1− 1
z¯−
k
yj
K1∏
j=1
√√√√√√
1− 1
z¯−
k
x−
j
1− 1
z¯+
k
x+
j
S 3¯1(z¯k, xj).
(4.10)
4.1 Fermionic duality
Under a fermionic duality [21, 15] the Bethe equations are modified but the spectrum
of the theory remains invariant. The idea is that one can write a new set of equations
equivalent to the previous one, in which all the auxiliary roots y, y¯ are replaced by a
dual set of auxiliary roots y˜, ˜¯y. Here we highlight a nice feature of the Bethe equations,
namely that a fermionic duality exchanges the left and right sectors.
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Define the polynomial P (ξ) as
P (ξ) =
K1∏
j=1
(ξ − x+j )
K3∏
j=1
(ξ − z+j )
K1¯∏
j=1
(ξ −
1
x¯−j
)
K3¯∏
j=1
(ξ −
1
z¯−j
)
−
K1∏
j=1
(ξ − x−j )
K3∏
j=1
(ξ − z−j )
K1¯∏
j=1
(ξ −
1
x¯+j
)
K3¯∏
j=1
(ξ −
1
z¯+j
).
(4.11)
This is a polynomial of degree n = K1 +K3 +K1¯ +K3¯ − 1. Then the Bethe equations
for excitations of type 2 and 2¯ can be rewritten respectively as
P (y) = 0, P (1/y¯) = 0. (4.12)
Another zero of the polynomial is at ξ = 0 (the equation P (0) = 0 is equivalent to
the level-matching condition). We denote the remaining zeros by y˜ and ˜¯y, because they
correspond to the dualization of respectevely 2 and 2¯ excitations. We can thus rewrite
P (ξ) as
P (ξ) = ξ
K2∏
j=1
(ξ − yj)
K˜2∏
j=1
(ξ − y˜j)
K2¯∏
j=1
(ξ −
1
y¯j
)
K˜2¯∏
j=1
(ξ −
1
˜¯yj
) (4.13)
for K˜2 = K1+K3−K2−1 and K˜2¯ = K1¯+K3¯−K2¯−1 roots. In the following we dualize
the Bethe equations for excitations of type 1 and 1¯ (the procedure and the results are
the same for 3 and 3¯). We can now write the expression P (x+k )/P (x
−
k ) using the two
possible representations for the polynomial, getting the equation
x+k
x−k
K2∏
j=1
x+k − yj
x−k − yj
K˜2∏
j=1
x+k − y˜j
x−k − y˜j
K2¯∏
j=1
x+k − 1/y¯j
x−k − 1/y¯j
K˜2¯∏
j=1
x+k − 1/˜¯yj
x−k − 1/˜¯yj
=
−
K1∏
j=1
x+k − x
−
j
x−k − x
+
j
K3∏
j=1
x+k − z
−
j
x−k − z
+
j
K1¯∏
j=1
x+k − 1/x¯
+
j
x−k − 1/x¯
−
j
K3¯∏
j=1
x+k − 1/z¯
+
j
x−k − 1/z¯
−
j
(4.14)
that becomes (
x+k
x−k
)−1−K2¯−K˜2¯+K1¯+K3¯ K1∏
j=1
j 6=k
x+k − x
−
j
x−k − x
+
j
K2∏
j=1
x−k − yj
x+k − yj
K2¯∏
j=1
1− 1
x−
k
y¯j
1− 1
x+
k
y¯j
=
K˜2∏
j=1
x+k − y˜j
x−k − y˜j
K˜2¯∏
j=1
1− 1
x+
k
˜¯yj
1− 1
x−
k
˜¯yj
K3∏
j=1
x−k − z
+
j
x+k − z
−
j
K1¯∏
j=1
1− 1
x−
k
x¯−
j
1− 1
x+
k
x¯+
j
K3¯∏
j=1
1− 1
x−
k
z¯−
j
1− 1
x+
k
z¯+
j
,
(4.15)
where the exponent of x+k /x
−
k is in fact 0. With the help of this substitution, the Bethe
equation for type 1 excitations can thus be rewritten as(
x+k
x−k
)L
=
K1∏
j=1
j 6=k
S11(xk, xj)
K˜2∏
j=1
x+k − y˜j
x−k − y˜j
K3∏
j=1
x−k − z
+
j
x+k − z
−
j
S13(xk, zj)
×
K1¯∏
j=1
√√√√√√
1− 1
x−
k
x¯−
j
1− 1
x+
k
x¯+
j
S11¯(xk, x¯j)
K˜2¯∏
j=1
1− 1
x+
k
˜¯yj
1− 1
x−
k
˜¯yj
K3¯∏
j=1
√√√√√√
1− 1
x−
k
z¯−
j
1− 1
x+
k
z¯+
j
S13¯(xk, z¯j).
(4.16)
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This equation has the same form of the original equation for 1¯ and is actually the same
if one exchanges left and right.
Similarly, using P (1/x¯+k )/P (1/x¯
−
k ), one can obtain the dualized Bethe equation for
type 1¯ excitations
(
x¯+k
x¯−k
)L
=
K1¯∏
j=1
j 6=k
x¯+k − x¯
−
j
x¯−k − x¯
+
j
S 1¯1¯(x¯k, x¯j)
K˜2¯∏
j=1
x¯−k − ˜¯yj
x¯+k − ˜¯yj
K3¯∏
j=1
S 1¯3¯(x¯k, z¯j)
×
K1∏
j=1
√√√√√√
1− 1
x¯+
k
x+
j
1− 1
x¯−
k
x−
j
S 1¯1(x¯k, xj)
K˜2∏
j=1
1− 1
x¯−
k
y˜j
1− 1
x¯+
k
y˜j
K3∏
j=1
√√√√√√
1− 1
x¯+
k
z+
j
1− 1
x¯−
k
z−
j
S 1¯3(x¯k, zj),
(4.17)
which has the same form as the original Bethe equations for type 1 excitations.
After dualizing also the Bethe equations for 3 and 3¯ (with the same procedure and
with similar results), one obtains a new set of Bethe equations. It is easy to see that
such equations take the same form of the original ones up to exchanging left with right
excitations and by substituting (y,K2) and (y¯, K2¯) by (y˜, K˜2) and (˜¯y, K˜2¯), respectively.
4.2 Small h limit and Cartan matrix
It is interesting to look at the weak-coupling expansion of the spin-chain. As explained
in [22, 6], from the one-loop spin-chain BA we can read off the simple roots and the
weights of the underlying d(2, 1;α)2 representation. In fact, we expect the BA equation
for the l-th node to take the form
(
ul,i +
i
2
wl
ul,i −
i
2
wl
)L
=
Kl∏
k=1
k 6=i
ul,i − ul,k +
i
2
All
ul,i − ul,k −
i
2
All
∏
l′ 6=l
Kl′∏
k=1
ul,i − ul′,k +
i
2
All′
ul,i − ul,k −
i
2
All′
, (4.18)
where wl are weights and All′ is an element of the Cartan matrix. When h ≪ 1, let us
expand
x± ≈
ux ± i α
h
, y ≈
uy
h
, z± ≈
uz ± i (1− α)
h
, (4.19)
in the left sector, where ui are finite as h→ 0, and similarly in the right sector.
If we assume that the scalar factors Sij expand trivially in this limit, we indeed find
that the Bethe ansatz takes the form (4.18). Furthermore, the left and right sectors
decouple, and the simple roots indeed correspond to the ones of d(2, 1;α)2. In fact it is
immediate to read off the resulting Cartan matrix
A =


4α −2α 0 0 0 0
−2α 0 −2(1− α) 0 0 0
0 −2(1− α) 4(1− α) 0 0 0
0 0 0 0 2α −2
0 0 0 2α 0 2(1− α)
0 0 0 −2 2(1− α) 0


, (4.20)
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Figure 1: Two of the Dynkin diagrams for d(2, 1;α). The crossed notes are fermionic and the
labels indicate the momentum carrying roots in the Bethe equations. The d(2, 1;α)2 Cartan
matrix (4.20) corresponds to using diagram (a) for the left-movers and diagram (b) for the
right-movers.
which is the one of d(2, 1;α)2 in the mixed grading of figure 1. Furthermore, we find that
the weights appearing in (4.18) are given by w1 = w1¯ = 2α and w3 = w3¯ = 2(1− α).
The mixed grading did not appear in [4, 6] and is here a result of the nesting procedure
of section 3. In fact, as explained in [9], it can be seen as arising from our choice of the
highest weight states of the left and right copies of su(1|1) used in the construction of
the central extension [9].
At the one-loop level, we have complete freedom in picking different simple roots
for either copy of the algebra, and in particular to cast the Dynkin diagram in the
form of [4, 6].5 However, there seems to be no way to do this in the all-loop Bethe
ansatz. Indeed the fermionic duality of section 4.1 yields again equations corresponding
to a mixed grading of the algebra, and the resulting Cartan matrix can be found by
swapping the two diagonal blocks of (4.20). It may still be possible that there exists
some transformation on the all-loop equations that casts them in a different grading
while preserving the spectrum, just as it happens at one-loop, but it is not clear which
form it should take. This situation is similar to what happens in AdS5/CFT4, where
such a transformation is also unknown in the all-loop case.
4.3 Constraints on the scalar factors
To fully determine the Bethe ansatz equations, we need to find the form of the scalar
factors Sij. As discussed above, this amounts to finding four functions (depending on
whether the scattering occurs between excitations of the same or different masses and
on the chiralities involved) constrained by the crossing equations (2.13) and (2.14). In
the case of AdS5/CFT4 and AdS4/CFT3 something similar happens, and the resulting
dressing phases can be found in terms of the BES phase and simple functions of the
Zhukovski variables [11, 23]. Here, this seems not to be the case. Nonetheless, we can
solve the crossing equations in the semiclassical limit. Knowing the pole structure arising
in the near-BMN limit [17] or in the finite gap equations [4, 5], we can solve (2.13) by
5As we will see later, the same is true when constructing the finite gap equations, i.e., in the limit
of large excitation numbers and strong coupling h≫ 1.
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the ansatz
S11(x1, x2) =
(
x−1
x+1
x+2
x−2
)1/2+γ11¯ 1− 1x+1 x−2
1− 1
x−1 x
+
2


1+2γ11¯
σ2+4γ11¯(x1, x2), (4.21)
S11¯(x1, x¯2) =
(
x−1
x+1
x¯+2
x¯−2
)1/2+γ11¯ 1− 1x+1 x¯−2
1− 1
x−1 x¯
+
2


1/2+2γ11¯
σ2+4γ11¯(x1, x¯2), (4.22)
where the function σ(x1, x2) is an antisymmetric phase that reduces to the AFS one [13]
in the semiclassical limit.6 Similar results hold for S33, S33¯ after replacing x± 7→ z±. We
call γ33¯ the corresponding undetermined coefficient.
We will assume that the equations for S31 and S31¯ can be solved in the semiclassical
limit in terms of a suitable generalization of the AFS phase [13], coupling particles of
different masses. We therefore define
σ(x1, x2) =

1− 1x−1 x+2
1− 1
x+1 x
−
2



1− 1x+1 x−2
1− 1
x+1 x
+
2
1− 1
x−1 x
+
2
1− 1
x−1 x
−
2


i h
W12
(x1+1/x1−x2−1/x2)
, (4.23)
where
W12 = 4
s1 s2
s1 + s2
=

2 s1 for s1 = s2.4 s1 s2 for s1 + s2 = 1. (4.24)
For the case of excitations of different masses we solve equation (2.14) by writing
S31(z1, x2) =
(
z−1
z+1
x+2
x−2
)γ31¯1− 1z+1 x−2
1− 1
z−1 x
+
2


1+2γ31¯
σ2+4γ31¯(z1, x2), (4.25)
S31¯(z1, x¯2) =
(
z−1
z+1
x¯+2
x¯−2
)γ31¯1− 1z+1 x¯−2
1− 1
z−1 x¯
+
2


3/2+2γ31¯
σ2+4γ31¯(z1, x¯2). (4.26)
The remaining scalar factors can be written down in a similar way, introducing several
real constants γij. As we have argued earlier, we expect the whole description of the
spin-chain to be invariant under left-right symmetry which, as we have seen above,
amounts to a fermionic duality on the BA equations. Furthermore, we assume that
the real parameters in our ansa¨tze do not depend explicitly on the mass, so that, e.g.,
γ11¯ = γ33¯. Supplementing these requirements by unitarity, we can conclude that only
two free parameters appear in the semiclassical limit of our Bethe ansatz. One coefficient
γ ≡ γi¯ı is common to all phases relating particles of the same mass, and the other Γ ≡ γi¯
is common to the ones relating different masses.
This residual freedom is an artifact of our perturbative approach. Once suitable
analytic properties for the scalar factors are assumed, we expect the crossing equations
to have a unique set of solutions. However, this perturbative analysis already gives
some interesting insight on the scalar factors. In particular, it is easy to check that the
6Requiring that this is compatible with (2.15) would set γ11¯ = −3/8.
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Dynkin links
Fermionic inversion symmetry links
Dressing phases Sii and S i¯ı
Dressing phases Sij and Si¯
Figure 2: The Dynkin diagram for d(2, 1;α)2 in the mixed grading (4.20), with the various
interaction terms in (4.5) indicated.
solution Γ = −1/2, where only simple phases couple the nodes of different masses, is not
a solution of the crossing equations to all-loop orders. This implies that a non-trivial
coupling among such nodes has to be in the Bethe ansatz.
The various couplings appearing in the Bethe equations are summarized in figure 2.
5 Semiclassical spectrum and comparisons
Here we will compare our all-loop BA with the finite gap [4, 5] and near-BMN spectra [17].
As a preliminary step, we will briefly present the construction of the finite gap equations
for the supersymmetric coset with grading (4.20).
5.1 Finite gap equations from supersymmetric coset
In this section we repeat the finite gap construction of [4, 5] to obtain a set of equations
written in the mixed grading and to highlight some aspects of this construction. Note
that the resulting equations are equivalent to those of [4], but written using a different
grading of the algebra. The two gradings are related by a fermionic duality.7
The finite gap (FG) equations describe a class of solutions of a classical integrable
model. In our case, classical integrability immediately follows from the presence of an
additional Z4 symmetry in the coset model. Each FG solution is described by a Riemann
surface of finite genus, parameterized by a spectral parameter x. The eigenvalues of the
monodromy matrix are related to a set of quasi-momenta pl(x) that take value on the
Riemann sheets. The quasi-momenta have poles at x = ±1 parameterized by
pl(x) =
1
2
κl ± 2πml
x∓ 1
+ · · · , (x→ ±1). (5.1)
They also present discontinuities at the cuts of the Riemann sheets. The monodromies
around the branching points xi are given by
pl(x)→ pl(x) + Alk pk(x) + 2πnl,i, (5.2)
7The procedure is similar to the one discussed in section 4.1, but at the level of finite gap equations
it can be performed independently in the left- and right-moving sectors.
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where Alk are the elements of the Cartan matrix, which in our case is given by (4.20).
The Z4 symmetry of the coset is implemented by the block-antidiagonal matrix S
that can be taken to be S = σ1 ⊗ S˜, where in our grading
S˜ = ±

 1 0 01 −1 1
0 0 1

 . (5.3)
The choice of the overall sign corresponds to a choice of the relative signs of the Car-
tan elements in the right moving sector with respect to the ones in the left moving
one. In particular, the two possibilities are compatible with two ways of identifying the
hamiltonian H in terms of the left and right d(2, 1;α) generators, namely
H = HL ∓HR. (5.4)
In order to compare the finite gap equations with our Bethe ansatz, the preferred choice
is to pick a negative overall sign in the definition of S˜, consistent with the positive
choice in the definiton of the spin-chain energy (5.4).8 The action of the Z4 symmetry
is implemented on the quasi-momenta as pl(1/x) = Slm pm(x) that gives
Slkκk = −κl, Slkmk = −ml. (5.5)
We can then write the quasi-momenta in terms of densities ρl(x) with support on the
cuts as
pl(x) = −
κlx+ 2πml
x2 − 1
+
∫
ρl(y)
x− y
dy − Slm
∫
ρm(y)
x− 1/y
dy
y2
. (5.6)
The vector κ can be found by imposing the Virasoro constraints, which translate into
the null condition
0 = (κl ± 2πml)Alk(κk ± 2πmk),
2πml = (δlk − Slk)
∫ dx
x
ρk(x) ≡ (δlk − Slk) Pk,
(5.7)
where we define
Pi =
∫
ρi(x)
x
dx. (5.8)
The null condition is fulfilled if κ = −2πE(0, 1, 0, 0, 1, 0)t and if two distinct conditions
on the momenta are satisfied
P1 + P1¯ = 0, P3 + P3¯ = 0. (5.9)
These two conditions are stronger that the usual level-mathcing condition, which reads
0 = Ptot ≡ α (P1 + P1¯) + (1− α) (P3 + P3¯) . (5.10)
8The other choice would lead to an equivalent set of finite gap equations, which can also be obtained
by flipping the sign of the denisities and mode numbers in the right-moving sector.
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The stronger condition (5.9) is not due to our choice of the grading. A similar constraint
appears to emerge from solving the null condition also in the original construction of [4, 5].
Finally, the finite gap equations can be written as
2πnl = −Alk
κk x+ 2πmk
x2 − 1
+ Alm −
∫
ρm(y)
x− y
dy − AlkSkm
∫
ρm(y)
x− 1/y
dy
y2
, (5.11)
where the spectral parameter takes values on the physical domain |x| > 1 and the winding
numbers ml are given by (5.7).
Let us give the explicit form of the FG equations in our preferred grading (4.20),
2πn1 = −2α
x
x2 − 1
2πE + 4α −
∫
ρ1(y)
x− y
dy − 2α
∫
ρ2(y)
x− y
dy
+ 2α
∫
ρ1¯(y)
x− 1/y
dy
y2
+ 2α
∫
ρ2¯(y)
x− 1/y
dy
y2
− 2α
∫
ρ3¯(y)
x− 1/y
dy
y2
+ 2α
1
x2 − 1
(−2P1 + P2 − P1¯ − P2¯ + P3¯),
2πn2 = −2α
∫ ρ1(y)
x− y
dy − 2(1− α)
∫ ρ3(y)
x− y
dy − 2α
∫ ρ1¯(y)
x− 1/y
dy
y2
− 2(1− α)
∫
ρ3¯(y)
x− 1/y
dy
y2
+ 2
1
x2 − 1
(αP1 + (1− α)P3 + αP1¯ + (1− α)P3¯),
2πn3 = −2(1− α)
x
x2 − 1
2πE − 2(1− α)
∫
ρ2(y)
x− y
dy + 4(1− α) −
∫
ρ3(y)
x− y
dy
− 2(1− α)
∫
ρ1¯(y)
x− 1/y
dy
y2
+ 2(1− α)
∫
ρ2¯(y)
x− 1/y
dy
y2
+ 2(1− α)
∫
ρ3¯(y)
x− 1/y
dy
y2
+ 2(1− α)
1
x2 − 1
(P2 − 2P3 + P1¯ −P2¯ − P3¯),
2πn1¯ = −2α
x
x2 − 1
2πE + 2α
∫
ρ1(y)
x− 1/y
dy
y2
− 2α
∫
ρ2(y)
x− 1/y
dy
y2
− 2(1− α)
∫
ρ3(y)
x− 1/y
dy
y2
+ 2α
∫
ρ2¯(y)
x− y
dy − 2
∫
ρ3¯(y)
x− y
dy
+ 2
1
x2 − 1
(−αP1 + αP2 + (1− α)P3 − αP2¯ + P3¯),
2πn2¯ = +2α
∫ ρ1(y)
x− 1/y
dy
y2
+ 2(1− α)
∫ ρ3(y)
x− 1/y
dy
y2
+ 2α
∫ ρ1¯(y)
x− y
dy
+ 2(1− α)
∫
ρ3¯(y)
x− y
dy − 2
1
x2 − 1
(αP1 + (1− α)P3 + αP1¯ + (1− α)P3¯),
2πn3¯ = −2(1− α)
x
x2 − 1
2πE − 2α
∫
ρ1(y)
x− 1/y
dy
y2
− 2(1− α)
∫
ρ2(y)
x− 1/y
dy
y2
+ 2(1− α)
∫ ρ3(y)
x− 1/y
dy
y2
− 2
∫ ρ1¯(y)
x− y
dy + 2(1− α)
∫ ρ2¯(y)
x− y
dy
+ 2
1
x2 − 1
(αP1 + (1− α)P2 − (1− α)P3 + P1¯ − (1− α)P2¯).
(5.12)
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Note that the winding contribution in the equations for 2 and 2¯ is proportional to the
total momentum Ptot, and therefore vanishes upon imposing the level-matching condi-
tion (5.10). Similarly, by (5.10) we can simplify the winding contribution for 1, 1¯ and 3, 3¯
so that excitations of the same mass have the same winding. If we furthermore impose
the stronger level matching condition (5.9), we also find that the winding for 1, 1¯ and
3, 3¯ equals to 2αM and 2(1− α)M respectively, where
M = −
P1 −P1¯
2
+ P2 − P2¯ −
P3 − P3¯
2
. (5.13)
It would be worth investigating which one of the two conditions (5.9) and (5.10) holds in
string theory, for instance by explicitly constructing classical solutions with non-trivial
winding.
5.2 Comparison with finite gap limit
The finite gap equations that we found by classical integrability can also be thought
of as the semiclassical limit of the all-loop Bethe equations. Let us take the spin-chain
to be long and consider the case where both the coupling constant h and the number
of excitations Ki are large. Then, since h ≫ 1, the quantum fluctuations of the string
are suppressed. In the thermodynamic limit L ≈ Ki ≫ 1 we expect the Bethe roots
to condense on the cuts that appear in the finite gap equations. Strictly speaking, one
would need to prove that this is the case, as it was done e.g. in [24] for AdS5/CFT4. Here
we shall assume so for the purpose of comparing the form of the resulting equations.
Let us then take the semiclassical limit of our all-loop conjectured Bethe ansatz.
Following a standard route, we take the densities to be given, in terms of the Bethe
roots, by
ρi(x) =
Ki∑
k=1
x2
x2 − 1
δ(x− xi,k), i = 1, 2, 3, 1¯, 2¯, 3¯. (5.14)
where the excitation numbers are large Ki ≫ 1 and we make use of the expansion
x±i ≈ xi ± i
si
h
x2
x2 − 1
, (5.15)
where si is α or 1− α depending on the type of excitation.
Let us introduce the notation
ǫi =
∫
ρi(x)
x2
dx, (5.16)
and observe that
Ki =
∫
x2 − 1
x2
ρi(x)dx =
∫
dx
Ki∑
k=1
δ(x− xi,k). (5.17)
It is now easy to see that the limit of the Bethe ansatz correctly reproduces the interaction
terms that appear in the finite gap equations, as well as the winding termM. In place of
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the residue of the quasi-momentum E , in each equation there appear expressions involving
the chain length L and combinations of ǫi and Ki. If we denote such contributions by Ei,
we find
E1 = E1¯ = L+ 2(γ + 1)ǫ1 − ǫ2 + (2Γ + 1)ǫ3 + (2γ + 1)ǫ1¯ + ǫ2¯ + 2Γǫ3¯
+ (γ + 1/2)K1 + ΓK3 + (γ + 1/2)K1¯ + ΓK3¯, (5.18)
E3 = E3¯ = L+ (2Γ + 1)ǫ1 − ǫ2 + 2(γ + 1)ǫ3 + 2Γǫ1¯ + ǫ2¯ + (2γ + 1)ǫ3¯
+ ΓK1 + (γ + 1/2)K3 + ΓK1¯ + (γ + 1/2)K3¯. (5.19)
From the finite gap construction we expect
E1 = E1¯ = E3 = E3¯ ≡ E , (5.20)
which is indeed possible if
Γ = γ +
1
2
. (5.21)
In this case the relation between E and L is
E = L+2(1+γ)(ǫ1+ǫ3)−ǫ2+(1+2γ)(ǫ1¯+ǫ3¯)+ǫ2¯+
(
γ+
1
2
)
(K1 +K3 +K1¯ +K3¯) . (5.22)
5.3 Comparison with the near-BMN limit
We now consider the near-BMN expansion of our conjectured equations, where we again
take h ≫ 1 but let the number of excitation be small, Ki ≪ L [25]. For this purpose,
it is sufficient to recall that by imposing that momentum scales as p = p/h where p is
finite when h≫ 1, we find
x±i =
si + ωpi
pi
+O(h−1), ωpi =
√
s2i + p
2
i . (5.23)
The expansion is straightforward, but it is interesting to observe the result in the
simple case where only excitations of type 1 and 3 are present, following [17]. Recall
that semiclassically we take the scalar factors to be given by (4.21) and (4.25). It is then
easy to compute
−ih log
x+p1 − x
−
q1
x−p1 − x
+
q1
S11(p1, q1) ≈
p1 − q1
2
−
s1
2
(p1 + q1)
2
p1 ωq1 − q1 ωp1
− (1 + 2γ)
(
p1 ωq1
2 s1
−
q1 ωp1
2 s1
)
,
−ih log
z+p3 − z
−
q3
z−p3 − z
+
q3
S33(p3, q3) ≈
p3 − q3
2
−
s3
2
(p3 + q3)
2
p3 ωq3 − q3 ωp3
− (1 + 2γ)
(
p3 ωq3
2 s3
−
q3 ωp3
2 s3
)
,
−ih log Sij(pi, qj) ≈
pi − qj
2
− (1 + 2Γ)
(
pi ωqj
2 sj
−
qj ωpi
2 si
)
. (5.24)
When taking the limit of the all-loop Bethe equations, the terms in the first two lines
proportional to (pi + qi)
2 correctly reproduce the one-loop S-matrices [17], whereas the
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remaining terms can be interpreted as shifts in the spin-chain length L. The limit of the
equation for particles of type 1 and 3 then reads
eip1,kL = e
ip1,k(
1
2
K1−
1+2γ
2 s1
E1+
1
2
K3−
1+2Γ
2 s3
E3)
∏
j 6=k
S1-loop11 (p1,k, q1,j),
eip3,kL = e
ip3,k(
1
2
K3−
1+2γ
2 s3
E3+
1
2
K1−
1+2Γ
2 s1
E1)
∏
j 6=k
S1-loop33 (p3,k, q3,j),
(5.25)
so that the spin-chain length must scale as L ≈ 2πh when h ≫ 1. Here we used the
short-hand notation for the total energy of each type of excitation
Ej =
Kj∑
k=1
ωpj,k , (5.26)
and assumed a configuration satisfying
exp

i K1∑
k=1
p1,k

 = 1 = exp

i K3∑
k=1
p3,k

 . (5.27)
This particular level matching condition is a simplifying assumption that allows us to
compare with the explicit near-BMN calculation of [17]. In order to reproduce the energy
shifts computed there, we must recast the one-loop Bethe equation in such a way that
the equations of modes with different masses decouple, so that
eip1,kℓ =
∏
j 6=k
S1-loop11 (p1,k, q1,j), e
ip3,kℓ =
∏
j 6=k
S1-loop33 (p3,k, q3,j), (5.28)
where the one-loop S-matrix must be
− ih logS1-loopii (pi, qi) ≈ −
si
2
(pi + qi)
2
pi ωqi − qi ωpi
. (5.29)
We can do this by fixing the relation between the string length ℓ and the spin-chain
length L to be
ℓ = L−
1
2
(K1 +K3) +
1 + 2γ
2 s1
E1 +
1 + 2γ
2 s3
E3, (5.30)
provided that
Γ = γ. (5.31)
Surprisingly, this is inconsistent with the condition we found from the finite-gap con-
struction (5.21). In order to further investigate this mismatch, let us directly compare
the two semiclassical pictures.
5.4 Comparing the coset construction to near-BMN expansion
To highlight the mismatch between the near-BMN limit and the finite gap equations it is
sufficient to consider the simpler case where only excitations of type 1 and 3 are present.
22
We can also overlook the contributions due to winding terms. The finite gap equations
then simply read
2πn1 = −
2 s1 x
x2 − 1
2πE + 4 s1 −
∫
ρ1(y)
x− y
dy (5.32)
2πn3 = −
2 s3 x
x2 − 1
2πE + 4 s3 −
∫
ρ3(y)
x− y
dy. (5.33)
If we now assume that the densities emerge from
ρi(x) =
Ki∑
j=1
x2
x2 − 1
δ(x− xi,j), with xi ≈
si + ωpi
pi
, (5.34)
we can expand the interaction kernel as
4 s1 −
∫ ρ1(y)
x− y
dy ≈
K1∑
j 6=k
s1 (p1,k + p1,j)
2
2(p1,kωp1,j − p1,jωp1,k)
+
1
2 s1
p1,kE1, (5.35)
so that
2πn1 = −p1,k
(
2πE +
1
2 s1
E1
)
+
K1∑
j 6=k
log S1-loop11 (p1,k, p1,j), (5.36)
and likewise
2πn3 = −p3,k
(
2πE +
1
2 s3
E3
)
+
K3∑
j 6=k
log S1-loop33 (p3,k, p3,j). (5.37)
The coefficients of the terms that are linear in the momenta should be identified with
the string length ℓ. However, the two coefficients are not equal. Therefore, it appears
impossible to find a unique relation between E and ℓ. It would seem that this mismatch
does not depend on the details of our all-loop construction or on the ansatz for the
scalar factors that we conjecture, but emerges already at the level of the semiclassical
constructions.
It is worth remarking that the S-matrix elements can indeed shift by terms of the
form piEj when modifying the choice of the light-cone gauge, even if the spectrum should
be gauge invariant. Therefore a possible way to investigate the mismatch could be to
repeat the calculation of [17] by allowing for a more general light-cone gauge such as the
a-gauge of [26] in place of the uniform light-cone gauge [27].
Another possibility is that the algebraic curve does not quite reproduce the original
string theory. To some extent, this was always known as the algebraic curve construction
overimposes the Virasoro conditions, requiring the worldsheet momentum to vanish sep-
arately on the two three-spheres, which results in the elimination of a physical massless
mode from the spectrum. Perhaps, in addition to that, the requirement that the residue
of the quasimomentum E is the same on cuts of type 1 and 3 is also an artifact of the
construction, and we should really allow E1 6= E3. Unfortunately we are at the moment
unable to determine which possibility is correct.
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6 Discussion and outlook
Building on [9], we have written down a set of all-loop Bethe equations for the d(2, 1;α)2
symmetric alternating spin-chain. These should reproduce the asymptotic spectrum of
massive excitations of strings on AdS3 × S
3 × S3 × S1. However, before the quantum
behavior of the massless modes of AdS3 × S
3 × S3 × S1 is understood we cannot be
sure that our Bethe ansatz truly describes a consistent sector of the string theory, and
indeed understanding the massless modes is one of the most important challenges for
integrability in AdS3/CFT2.
Our Bethe ansatz is naturally written in a grading of d(2, 1;α)2 different from and
seemingly inequivalent to the one conjectured earlier [4, 6]. The equations involve four
undetermined scalar factors that play the role of a dressing phase. In contrast with what
happens in AdS5/CFT4 and AdS4/CFT3, it appears that crossing symmetry imposes
that these factors differ from the BES phase [11], that seems to be consistent with the
recent findings of [28, 19]. Here we have investigated their form only in the large h limit
(i.e., semi-classical strings), and established that they must also non-trivially couple
nodes of different mass – another new feature with respect to [4, 6].
It seems that in the semiclassical limit all scalar factors can be expressed in terms
of an AFS-like phase [13]. This is also compatible with [28], where such a form is
necessary to reproduce the Lu¨scher corrections computed from the finite gap equations.
However, when we tried to fix the semiclassical scalar factors we apparently encountered
a contradiction between the finite gap construction of [4, 5] and the near-BMN expansion
of [17]. At the moment it is not clear how this mismatch will be resolved. This is a further
motivation to solve the crossing equations at all-loop, which may be a non-trivial task.
Besides the analytical complexity of the problem, this may require some physical input
on the bound-state spectrum of the theory. As remarked in [9], representation theory of
centrally extended su(1|1)2 allows for bound states of particles of different mass. If such
modes are present one should allow for suitable poles in the corresponding scalar factors.
Solving the crossing equations for the d(2, 1;α)2 spin-chain would allow to address
several physical issues. A significant one is the α → 0 limit of the theory, where one
sphere blows up and two modes become massless. Upon compactification, this would give
an AdS3×S
3×T4 background, that also appears to be integrable [4, 5, 19]. Understanding
how these massless modes decouple may shed light on how to incorporate the AdS3 ×
S3× S3× S1 modes that the are not captured by the coset construction. A first effort to
understand this was taken in [8] and it would be interesting to continue the investigation
at all-loop. It would also be interesting to investigate whether quantum integrability
can be extended to AdS3 backgrounds containing NS-NS flux [29]. We hope to return to
some of these questions in the future.
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