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This chapter explains the principal concepts of organic light-emitting diodes (OLEDs).
It gives an overview of the current understanding of the physical quantities central to
the first part of the thesis, namely the work function and surface stability of metals. It
also summarises the principles behind the ab initio computational method used up to
the last chapter. There, a method to simulate injection into disordered organics is devel-
oped, which is intimately connected with the results and is introduced in the chapter
itself. Finally, the relations are given with the other topics studied in the thesis.
1.1 OLEDs
Displays are increasingly incorporated into devices. Examples range from television and
personal computer screens to mobile phones, cars and ticket machines. Even refrigerators
are being supplied with displays nowadays.
Traditionally, displays are made of CRTs (cathode ray tubes). However, their disadvan-
tages are evident: they are large and heavy, consume a lot of energy and are (relatively)
expensive. LCDs (liquid crystal displays), au contraire, are the technology of choice for
small displays, because they have a reduced size and weight. However, the viewing angle,
resolution, luminosity, color purity and response time are all diminished, because the func-
tioning of LCDs is based on the blocking of light from the back of the display by somewhat
slow liquid crystals. Plasma screens, finally, are bright and fast and can be made both large
and thin. However, they consume even more power than CRTs and are quite expensive.
Organic light-emitting diodes (OLEDs, see Fig. 1.1) are the display type at hand. They do
not suffer from the disadvantages of LCD screens because they generate light themselves.
Moreover, OLEDs are efficient and can be made extremely thin and even flexible, as they
are made from [semiconducting] organic materials (plastics: polymers and small molecule
materials). These are abundantly available and the processing is, in principle, very simple
and so OLEDs can become very cheap.
Plastics are used in a multitude of products such as dispensable bags or high end medi-
cal applications (e.g. prostheses). They were insulators until 1977 when Shirakawa et al.1
11
CHAPTER 1. INTRODUCTION 12
Figure 1.1: A 33 cm full colour OLED display from Philips (left) and
E-ink displays with organic electronics from Polymer vision (right).
The flexibility possible is one of the advantages of organic displays.
discovered high conductivity in poly-acetylene (PA) doped with halogens. PA is a poly-
mer with a repeat unit of just two carbon and two hydrogen atoms and is quite unstable.
Many other semiconducting organic materials have been found since. Pentacene (shown
in Fig. 1.2) is the material of choice in the area of small molecules. In the area of polymers,
poly-phenylene vinylene (PPV, also depicted in Fig. 1.2) is often the starting point. The
multiple carbon rings in both compounds increase their stabilities.
Conjugation is the central property of all semiconducting organics. There is a backbone of
carbon atoms electronically connected by alternating single and double bonds. This type
of bonding causes a (not too large) gap in energy (band gap) between the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). In gen-
eral, there are different ways to generate free charge carriers in semiconductors: thermal
excitation of electrons from the HOMO to the LUMO, and chemical and electrical doping.
For OLEDs only electrical doping is relevant, though, because band gaps are appreciable
and the two types of charge carriers are needed. They are produced by injecting the holes
and electrons from electrodes with different work functions into the organic semiconduc-
tor. A current flows and light of a specific colour is generated when electrons and holes
recombine to an exciton and this decays into a photon.
OLEDs have developed very rapidly. According to www.oled-info.com some highlights
were:
• Light emission from conjugated polymers was discovered in 1990 by Burroughes et al.2
• In 1996, CDT (Cambridge display technology) gave a demonstration of light emitting
polymer devices.
• Kodak and Sanyo showed in 1998 a full-color active-matrix organic display.
• In 2000, LG Electronics developed organic electro-luminescent (EL) displays for mobile
gadgets.
• In 2001 Sony developed a full color OLED of 33 cm diagonal with a resolution of 800×600
pixels.
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Figure 1.2: The structure and unit cell of pentacene (left) Structure of PPV and electron
distribution of the HOMO (right) Blue and red spheres are H and C atoms, respec-
tively. The sign of the wave function is indicated with green and white colours.
• In 2002, Samsung developed a 5.59 cm active-matrix organic display for mobile phones.
• In 2003, Philips invented an EL material to generate both red and green light and Kodak
introduced a digital camera with an OLED display.
• In 2004, Philips applied OLED technology in the ’Magic Mirror’ display of a mobile
phone.
• Also, Sony released a PDA (personal digital assistant) with an OLED screen of nearly
10 cm and a resolution of 480×320 pixels and AU (Acer-Unipac) Optronics developed a
double sided active matrix OLED.
• In 2005, UDC (Universal display corporation) made a blue phosphorescent OLED with
over 15,000 hours of lifetime.
• To conclude, Konica Minolta demonstrated white OLEDs with an efficacy of 64 lm/W
in June 2006, which is the present record. White OLEDs can be used in general lighting
applications.
The most important quantities in the functioning of a typical OLED device are schemat-
ically displayed in Fig. 1.3. An OLED consists of an organic material (in this case PPV)
in between two metal contacts: a cathode where a current of electrons is injected and an
anode, made from transparent Indium Tin Oxide (ITO), where holes are injected (electrons
extracted). Injection strongly depends on the alignment of the Fermi level in the anode
and the HOMO on one hand and the Fermi level in the cathode and the LUMO on the
other hand. The injection barriers (Δh and Δe, respectively) are determined in first order
approximation by the differences between the work functions (Φ) of the metal contacts
and either the ionisation potential (IP) or the electron affinity (EA) of the semiconductor.3
Non-matching vacuum levels (also called interface dipoles) change this simple picture
somewhat. They are caused either by the “pillow-effect” or by charge transfer between
the metal and organic material, and are an active area of research.4 Difficult injection of
charges inherently leads to a drop in efficiency, because it is not possible to regain the extra
energy that the injection process requires. The work functions of metals and the related
issue of their surface stability (of importance for the life-time of an OLED) are discussed
further in section 1.3.


























In the organic material, holes and electrons recombine to form singlet (S) and triplet (T)
excitons∗ with formation rates of σS and σT, respectively. The increase of σS over σT is sig-
nificant to enhance the efficiency of the device because only singlets can radiatively decay
(the colour of the light is, thus, determined by the energy of the singlet state). Spin-orbit
coupling (L · S) in the polymer also leads to an increased efficiency because it slightly
mixes triplet and singlet states, and the (non-radiative) relaxation time of triplets (τT) is
significantly larger than the (radiative) time of singlets (τS). The process is called phos-
phorescence and materials that display it are ‘triplet emitters’. Bright-blue triplet emitters,
however, are rare, because exchange correlation (XC) decreases the energy of the triplet
with respect to that of the singlet. The correct implementation of spin-orbit coupling in
two often used programmes is investigated in chapter 8. The chapter also presents the de-
termination of the Lande´ g-factor of the most stable organic material (graphite), which is a
first step to study the spin-orbit coupling in organic semi-conductors.
A third issue in (polymer) OLEDs is connected with the transport of charges through the
polymer. The large flexible chains often do not crystallise neatly, but form big lumps of
’spaghetti’. It leads to (energetic) disorder and low mobilities, both for electrons (μe) and
for holes (μh). However, disorder favourably influences the injection of charges through a
(large) barrier. In chapter 9, we develop a numerical model to study the effect of disorder
on both the carrier transport and its injection in full OLED devices.
∗It might disturb the reader that two-particle states are included in a (seemingly) one-particle figure.
However, one-particle states also require a reference energy and thus a reference state to be physically mean-
ingful (we cannot create an electron out of thin air). Therefore, the only difference between a one-particle and
a two-particle state is that in the latter case the reference is already specified.












The ab initiomethod used to study the materials and their properties has no fitting param-
















t,{r,s,R} is the multi-particle wave function that depends on time and the collection
of wave vectors, spins and electronic and nuclear coordinates. M{r,R} and ∇2{r,R} are the
masses and kinetic energy operators of the respective particles and V{r,R} are the interac-
tion terms.
For most systems a non-relativistic description suffices. When the nuclei are more massive,
however, the momenta of the electrons are increased and relativistic corrections need to be















where p is the (linear) momentum andl and s are, respectively, the orbital moment and
spin of the electron. From the left to the right, these are the mass-velocity, Darwinc) and
spin-orbit coupling terms for a central potential.
Not all particles need to be described with a wave function. The deBroglied) wavelength




where v is the velocity of the particle. When λdB is smaller than the typical variation dis-
tance of the potential in which the particle moves, for all practical purposes the particle
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Figure 1.4: Periodic table of the elements
can be treated classically. Because the nuclei in a lattice are quite heavy, their positions (no
wave functions) are adequate to study the materials’ properties. Semi-classical methods
are generally required in considering the phonons (lattice vibrations) of the first handful
of elements in the periodic system (Fig. 1.4).
The dynamics of the nuclei can also be separated, because protons (the minimum con-
stituent of a nucleus) are orders of magnitude more massive than electrons: mpme ≈ 1837. In
consequence, the timescale of the dynamics of the nuclei is much larger than that of the
electrons and so the Borne)-Opperheimerf) approximation can be applied: for each lattice
configuration the electrons are in their instantaneous ground state.
Now let us focus on the Hamiltonian.g) It combines the kinetic energy and interaction po-





























|r−r′ | , (1.4)
which only depends on the distance between the two particles.
Without this interaction term themulti-particle wave function (Ψ) would simply be a prod-
uct of single-particle wave functions (Φ). In Slater’si) so called Xα method6 of 1951, prop-
erties are calculated from one-electron theory using a statistical approximation, but only
for the effect of exchange and correlation. The latter was obtained by Slater as an average
over the Fermij) sea of the self-energy of the homogeneous electron gas. In effect, the inter-
electron part of the Hamiltonian is approximated by a sum of terms corresponding to each
electron moving in some average field of all the other electrons.
In fact, the exact ground state energy (EGS) and charge density (ρGS) of correlated electrons
in a lattice of ions is equal to that of uncorrelated, so called, “quasi-particles” in an effective
potential UXC that only depends on the charge density. It is most simply derived by a
















































where the quasi-particle wave functions Φ˜{k}{i} (r, s) are introduced for convenience. In the
derivation, the Dirack) bracket notation is used and both summation over discrete vari-











ables and integration over continuous ones are assumed (Einsteinl) summation conven-
tion). This theorem7 of Hohenbergm) and Kohnn) from 1964 is the basis of the much cele-
brated density functional theory (DFT).8












| r′ −r |
)
Φ˜ki (r, s) = 	iΦ˜
k
i (r, s), (1.6)
where the difference between the functionals UXC and VXC is the Coulomb potential. From
these equations the quasi-particle wave functions, energies and the charge density can
be determined self-consistently, given the exchange correlation potential functional (VXC).
The wave functions need to be orthogonal because the Paulip) exclusion principle states
that no two fermions can occupy the same state.
The first proposal for VXC in 19659 was the expression for the exchange and correlation
energy of an electron in a homogeneous charge density (SI units are used):
VLDAXC [ρ(r)] = −10.0ρ1/3(r)−
0.768
1+ 0.0017ρ−1/3(r) . (1.7)
This approach is called the local density approximation (LDA) because only the density at
the position under consideration is used. Later, the expression has been somewhat refined,
but also other functionals are being considered. Those depend on the gradient of the charge
density as well and are called the generalised gradient approximation (GGA).
For each quasi-particle a wave function needs to be determined in the space of a fixed
lattice configuration. Regular lattices have translational symmetry in three dimensions.
Therefore, the Blochq) theorem10 makes it possible to forget about the crystal as a whole
and many of the wave functions as it says that the components of each of the wave func-
tions must have the same translational symmetry as the lattice multiplied by a certain
phase. As a result, just some of the wave functions are needed and only in the unit cell for
a collection of wave vectors from the Brillouinr) zone.











Moreover, even part of the electrons in the unit cell can be excluded. Those bound most
strongly to the nuclei, hardly participate in the chemical binding. Each of them can, there-
fore, very accurately be described by a single atomic function independent of the environ-
ment of the nuclei. The moderately bound electrons do correlate with their neighbours;
still, they can be described quite accurately by atomic functions. Blo¨chlss) projector aug-
mented wave (PAW) method,11, 12 for that reason, keeps the core electrons fixed to their
atomic orbitals. For the rest of the electrons it uses a basis set that adds in a clever and well
defined way (localised) atomic functions to (completely de-localised) plane waves.
Planeswaves are highly desirable basis functions because they are efficiently transformable
from real (coordinate) to momentum (k-)space using FFT’s (fast Fouriert) transforms). The
basis thus constructed is complete (in principle) andmost adequately resembles the ground
state wave functions in general, and so will guarantee a fast convergence and accurate re-
sults.
The whole method described above is implemented in the total energy and molecular dy-
namics programme VASP (ViennaAb-initio Simulation Package).15–19 Implemented as well
are Monkhorstu)-Packv) k-point grids,20 a modified tetrahedron method12 for the Brillouin
zone integration, non-linear core corrections,21 Born-Opperheimer forces and the stress
tensor. The exchange correlation potential used in this thesis is the GGA parametrisation
u) Hendrik J.
Monkhorst 19..–.
v) J.D. Pack 19..–
(not found). w) John P. Perdew.
x) Y. Wang 19..–
(not found).
CHAPTER 1. INTRODUCTION 20
Figure 1.5: Increase in com-
puting power per cost
in the last century (from
www.3dluvr.com). MIPS are
Millions of Instructions Per
Second. Data points for cur-
rent desktop computers seem
to be situated near the 1995
trend. Supercomputers score
(much?) worse on this scale, as
they are quite expensive and
optimised for FLOPs (floating
point operations per second)
instead of MIPS. However,
they have shown an increase
in performance with a factor of
(around) 2 per year for the last
thirteen years, which is above
the 1995 trend (see Fig. 1.6).
of Perdeww) andWangx) from 1992.13, 14 Other aspects that affect the accuracy of a specific
calculation are the kinetic energy cut offs and the energy convergence criteria. The time of
the calculation is, of course, determined by the speed of the computer used.
Computer power has increased to such level, nowadays, (see Figs. 1.5 and 1.6) that very ac-
curate calculations of the Eigen-functions and -energies are possible for systems containing
hundreds of atoms and over a thousand of electrons.
Figure 1.6: Performance devel-
opment of the top 500 super-
computers in the world in the
last thirteen years.
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1.3 Work function and surface stability
Electron-emitting materials are applied in many types of technology. Some examples are
vacuum electronic devices such as cathode-ray tubes, microwave ovens, free electron lasers
and organic light-emitting diodes. Important desirable properties of a cathode metal are a
low work function and a high (surface) stability. Ideally, they are combined in one surface
of one compound (see Fig. 1.7).
For elements the work function of a surface is strongly correlated with its stability. Ele-
ments with low Φ’s (caesium, 2.14 eV; barium, 2.32 eV)22 are invariably very reactive and
melt at (relatively) low temperatures. Noble metals (silver/gold/platinum), on the other
hand, are hardest to oxidise, but their work functions are at least twice as large (4.25/
5.1/5.65 eV, respectively).22
Figure 1.7: Impression of the
charge density at the barium
terminated (001) surface of
BaAl4. See also chapter 3.
The surface anisotropy of the work function also needs
to be considered as it can be as large as 1 eV (tungsten).23
Nevertheless, the relation between Φ and stability for
the different elements holds as well for different surfaces
of the same element. Already in 1941, it was theoretically
addressed by Smoluchowski.24 According to his model,
at a “more open”a surface, relaxation of the electrons
from the bulk termination “smooths” the surface charge.
A dipole moment builds up that decreases the work
function.b It is schematically shown in Fig. 1.8. Open
surfaces tend to be less stable, though. As a consequence,
stable and low-work-function surfaces are forbidden by
the model.
Hardly any extension to the model has been suggested
since,25 certainly not for more complex metals. Actually,
experimental results on transition metal alloys suggest
the so-called alloy effect.26 It implies that the stabil-
ity and Φ of alloys interpolate between those of the
constituting elements. This also supports the common
view that easily emittable electrons cannot be strongly
bonded, i.e., low work function surfaces cannot be stable
in general.
aAn open surface is understood as one with a relatively small
number of atoms per unit area.
bThe energy of a surface dipole is the work it costs to move
an electron through this dipole. A dipole moment is not unique,
though, but needs a reference. Within the bulk, the potential is peri-
odic (no dipole) and outside the bulk there is no charge. It follows
that the reference for the charge smoothing dipole is the average
(electrostatic) potential on the outer surface of the bulk unit cells,
which is surface-dependent. Therefore, it cannot be used to split the
work function into a bulk and a surface part, as is often done in lit-
erature. Bulk work functions are discussed in Chapter 3.
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Figure 1.8: Schematic illustration of Smoluchowski
smoothing of the electron charge density (striped
area) at an open surface. The grey (triangular) ar-
eas indicate bulk Wigner-Seitz cells. Signs show the
net charge. The dipole thus formed lowers the work
function.
Still, the work functions and stability of compound surfaces and their relation mainly con-
stitute a terra incognita. In practice, a thin layer of a (partly oxidised) low-Φ metal is often
present on top of a structurally stable material to enhance the electron-emitting properties
of the cathode in a CRT.27 Moreover, OLEDs with an alloy interface between the cathode
and the polymer have been found to be superior, in terms of life-time and luminosity, to
those with single-element cathodes.28, 29 It is a fundamental challenge to understand why
this approach should work.
Stability is a complex concept: a metal can become unstable in various ways. Some ex-
amples are a transition towards another crystal structure, roughening or reconstruction
of a metal surface, decomposition of a compound into its elemental metals, and chemical
reaction with, for example, oxygen from the surrounding environment. For OLEDs, sta-
bility with respect to oxidation is the most important one but the hardest to investigate as
the process is very complex and largely unknown. The binding energy of a compound esti-
mates its stability towards decomposition. The anisotropy in the surface energy determines
the stability towards deformation. The stability towards roughening also contains contri-
butions from surfaces of other indices. In fact, each type of stability of a structure originates
from an energy difference with the corresponding (transition) state. Thus, decreasing the
energy of the surface under consideration increases its stability indiscriminately. The (rel-
ative) surface energy (γ) will, therefore, be taken as the measure of the stability.
In general, crystal surfaces with low energies are formed with large surface areas and vice
versa.30 Only the most stable one will be formed, however, of the different surface termina-
tions with the same index.
1.3.1 Calculation method
Thework function is defined as theminimum amount of energy it takes to extract electrons
from a metal. It is surface dependent at locations that are microscopically far from the
material, but macroscopically near. The work function at large distance then is an average
over the various surfaces (see Fall et al.).31
In order to determine Φ, two numbers are needed: the maximum energy of an electron
inside the material, defined to be the Fermi level (EF), and the minimum energy outside
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the material, the vacuum potential (VVAC):
Φ = VVAC − EF. (1.8)
A bulk calculation provides an accurate EF. VVAC is calculated next by constructing a super
cell with a slab of material, with only one surface, and vacuum.¶ Fig. 1.9 illustrates this
using the (001) Ba terminated surface of LaB6. About 10 A˚ empty space suffices for the
electrostatic potential to converge to its vacuum value.† In some cases it will be necessary
to do a calculation on a slab with two different surface terminations. Then an artificial
dipole is placed in the middle of the vacuum to cancel the potential difference between
the two surface terminations. In the end, the bulk and surface calculations can be linked
by setting the average potential in the bulk (< V >) equal to the average potential in
the middle of the slab. We get Φ by subtracting EF (from the bulk) from VVAC (from the
slab). Accuracies better than a tenth of an eV can thus be achieved with only moderate
slab widths.32
The surface energy is calculated as the difference between the energy of a slab and the
equivalent bulk, normalised to unit area. For non-stoichiometric slabs no equivalent bulk
exists. A surface energy can be calculated, nevertheless, that varies with chemical potential,
when a thermodynamic equilibrium is assumed between the bulk and reservoirs of the
constituting elements. For the general compound BAx the chemical potentials of the A
(μA) and B (μB) reservoirs are linked to the total energy per F.U. (EBA,bulk) of the compound
itself:
EBA,bulk = μB + x · μA. (1.9)
The energy of a general surface is the total energy of a slab with these surfaces exclusively
(Eslab) minus the number of A atoms (NA) and B atoms (NB) times their respective chem-
ical potentials and normalised to surface area (2AS). With eq. 1.9, μA can be eliminated in
favour of EBA,bulk. The energy of surfaces of non-stoichiometric slabs (NAx − NB = 0) will
depend on μB with a slope that is determined by the (relative) difference of the number of
A and B atoms:33
2AS · γsurf(μB) = Eslab − NAμA − NBμB = Eslab − NAx EBA,bulk + (
NA
x − NB)μB (1.10)
For example, the energy of the B surface (see Fig. 1.10) has a slope of −1μB/2AS. The B
chemical potential can, in principle, be varied during crystallisation. Droplets of element
A or B will form, however, when the chemical potential of the respective element is larger
than its elemental bulk energy (EA,bulk, respectively, EB,bulk). Combining the definition of
the binding energy (EBA,bind):
EBA,bind = EB,bulk + x · EA,bulk − EBA,bulk, (1.11)
with Eq. 1.9, we find that μA and μB are related:
EBA,bind = EB,bulk + x(EA,bulk − μA)− μB. (1.12)
¶Periodicity is required in all directions. This has the advantage that there is only one surface and no
influences from other ones as is the case in experiments.
†The exchange correlation part of the potential is not needed because it vanishes in the vacuum. Further-
more, including it is impractical as its range is longer.




















Figure 1.9: The Lanthanum hexa-
boride (001) surface with a mono-
layer Ba on top. The charge density
(ρ, arbitrary units) and electrostatic
potential (V, eV relative to EF) are lat-
erally averaged and plotted as func-
tion of position perpendicular to the
surface (z). The potential is, for each
z, also averaged over a bulk unit cell.
Layers of La, B and Ba are indicated
with blue, red and black circles. The
average bulk potential is −8.71 eV.
The work function results in 1.43 eV.
The B chemical potential ranges thus from its elemental bulk value to that minus the bind-
ing energy of the compound BAx:
−EB,bulk < −μB < −(EB,bulk − EBA,bind) (1.13)
In section 1.1 it was explained that a reduction of the work function of the cathode in com-
bination with an increased stability of the respective surface is important to the efficiency
and life-time of an OLED. This section explained how these quantities are to be deter-
mined and that compounds are the most promising candidates. In chapters 2, 3, 4, 5 and
6 we, therefore, investigate the work function and surface energy anisotropy of the com-
pounds Ca2N, BaAl4, CaAl4, BaAuIn3, LaB6 and CrO2. For the study of LaB6 in chapter 5
we needed an (accurate) energy for the ground state of boron. The ground state of the fifth





Figure 1.10: Schematic view
on the thermodynamic equilib-
rium between elemental reser-
voirs and the B-surface of a
non-stoichiometric slab of the
general compound BAx. The
surface area AS and width of
one formula unit (F.U.) is indi-
cated.
Chapter 2
Low work function of the (1000) Ca2N
surface
Polymer light emitting diodes require cathodes that do not corrode, but do have low
work functions to minimise the electron injection barrier. First-principles calculations
demonstrate that the work function of the (1000) surface of the compound Ca2N is half
an eV lower than that of the elementalmetal Ca (2.35 vs. 2.87 eV).Moreover, its reactivity
is expected to be smaller. This makes Ca2N an interesting candidate to replace calcium
as cathode material for polymer light emitting diode devices.‡
2.1 Introduction
One of the great challenges for polymer light emitting diodes is the electron injection bar-
rier as well as the performance degradation caused by chemical reactions of the cathode
with the polymer.36 State-of-the-art devices37 use PPV (poly phenylene vinylene) as electro
luminescence material. Often the cathode is made out of calcium, because of its low work
function (2.87 eV)22 and the presumed alignment of its Fermi level with the lowest unoc-
cupied molecular orbital of PPV (electron affinity 2.73-2.8 eV).38, 39 Biases actually used are
much higher than the optical band gap of PPV (2.4 eV)40 namely in the order of 10 V,36
which suggests that there is some barrier formation between the cathode and the polymer.
This is further confirmed by the observation that the decrease of performance is much less
for devices in which the cathode is formed at a small residual oxygen pressure.41 In such a
device some oxidation prevents reaction of the cathode with the polymer.
It would be a major breakthrough when stable, low work function metals are found. Sub-
nitrides are fascinating candidates because, as in the case of caesium sub-oxides,42, 43 it is
expected that through quantum confinement their work functions are lower than those of
the elemental metals while at the same time ionic bonding reduces reactivity.
The Ca2N crystal44 and electronic structure (bulk and single slab)45 are known. It is an ionic
compound, built out of slabs of alternating (Ca-N-Ca) hexagonal layers. The inter-slab
distance between Ca layers is 3.81 A˚ and Ca layers inside a slab are only 2.45 A˚ apart. This
is much smaller than the ordinary fcc Ca (111) layer distance (3.18 A˚) and can be attributed
to the ionic binding. The band structure shows fully occupied N 2s and N 2p states and a
‡This chapter is based on M.A. Uijttewaal, G.A. de Wijs and R.A. de Groot J. Appl. Phys. 96 (2004) 1751.35
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Figure 2.1: Charge density
(dashed line, arbitrary units)
averaged over (0001) planes
and potentials (relative to
EF, eV) averaged over (0001)
planes and bulk unit cells
(solid/dotted lines, respec-
tively) as function of position
(A˚). The horizontal line at
-3.83 eV refers to the average
bulk potential.
quasi 2D free-electron state in the space between the slabs which further confirms the idea
that this is an ionic compound.
In this chapter the Ca2N work function (Φ) and surface energy (γ) are determined for both
the (0001) and the (1000) surface. An indication of the materials stability is obtained from
its binding energy and degree of surface relaxation.
2.2 Computational details
Non-linear core corrections were applied for calcium. The unit cells contained 18 and 42
atoms for the (0001) and the (1000) surfaces, respectively. The Kohn-Sham orbitals were
expanded in plane waves with cutoffs of 37 Ry. 12× 12× 1 and 1 · 12 · 4 Monkhorst-Pack
k-point grids, respectively, were used to sample the Brillouin zones resulting in 74 and 26
k-points, respectively, in their irreducible parts.
2.3 Results
The work function for the (0001) surface is determined using 6 slabs of Ca-N-Ca and 19 A˚
of vacuum. It can be extracted from Fig. 2.1 and equals 3.43 eV.
Another unit cell was made to find the work function for the (1000) surface of Ca2N. It
contained 14 layers and 20 A˚ of vacuum. At this surface, several bonds are severed and it
is necessary to relax the atomic positions. The result is shown in Fig. 2.2 where the view is
along the displacement vector from one slab to the next. The nitrogen atoms at the surface
are displaced somewhat (0.24 A˚) inwards, the nitrogens in the second layer a little (0.17 A˚)
outwards, while the surface calciums tend to move in the direction of the surface nitrogens.
This can be understood from an ionic point of view. Nitrogen favours an environment of
high electron density while calcium shows the opposite trend.
Although the structure has changed very little, the effect of the relaxation on the work
function is substantial (Fig. 2.3). Before relaxation we find Φ = 2.56 eV, already lower than
that of pure calcium, but after relaxation it has even decreased to 2.35 eV. Not only is
this comparable to the smallest work function for an element (Cs, 2.14 eV),22 but also the










difference of 1.08 eV with the (0001) surface is larger than that between any two surfaces
of tungsten,23 which is known for its large work function anisotropy. Both the drop in Φ
after relaxation and the large surface-anisotropy can be explained by the Smoluchowski
model24 and not by quantum confinement as this is a bulk model and not one of surfaces
and their relaxation. According to Smoluchowski on the other hand, the more “open” a
surface is the more the charge density can be smoothed, and this lowers the work function.
However more-open surfaces tend to have higher surface energies and this makes them
less stable. For the (0001) and (relaxed) (1000) surface we find γ is 2.7 and 5.3 eV/nm2,
respectively, which confirms the trend.
Because Baker et al.44 suggested that Ca2N can also be made with a larger c axis (inter-slab
separation), we examined whether this changes the (1000) work function. After we en-
larged cwith 2% and subsequently relaxed the atoms, the structural changes are small and
the trends already indicated are a little more pronounced. The slab thickness (distance be-
tween Ca layers within a slab), however, has decreased to almost (+0.5%) its former value.
The averaged charge density and local potential are plotted in Fig. 2.4. Before relaxation,
the work function is decreased from 2.35 to 2.24 eV, but relaxation increases it again to









Figure 2.3: Charge densities aver-
aged over (1000) planes (arbitrary
units) and potentials (relative to EF,
eV) averaged over (1000) planes and
bulk unit cells, for both the re-
laxed (solid lines) and the unrelaxed
(dashed lines) structure as function
of position (A˚). The potentials con-
verge to 2.35 eV and 2.56 eV in the
vacuum, respectively. The horizon-
tal line is the average bulk potential.









Figure 2.4: Charge densities averaged
over (1000) planes (arbitrary units) and
potentials (relative to EF, eV) averaged
over (1000) planes and bulk unit cells,
for both the relaxed (solid lines) and the
unrelaxed (dashed lines) structure for a
2% larger c axis as function of position
(A˚). The potentials converge to 2.35 eV
and 2.24 eV in the vacuum, respectively.
The horizontal line is the average bulk
potential and it can be seen that relax-
ation has no observable effect on the
charge density.
makes the surface more open. We conclude that the work function does not (significantly)
change when c is enlarged.
Finally the reactivity of Ca2N is briefly discussed. Inspection of the binding energy shows
that it is 5.6 eV per formula unit (with respect to half a nitrogen molecule and 2 calcium
atoms) for a single slab and 0.6 eVmore for the bulk. This gives evidence that the reactivity
of Ca2N is smaller than that of calcium, of which the binding energy is just 1.9 eV per
atom. It was shown earlier that relaxation of the atomic positions after bonds are cut or c
is enlarged, does not have a substantial effect on the structure. These facts taken together
indicate that the reactivity of this sub-nitride is less than that of pure calcium, although it
is still air sensitive.44
Table 2.1: Sum-




System Φ (eV) γ (eV/nm2)
Ca (expt.) 2.87
Ca (001) 2.81 3.0
Ca (111) 3.08 3.2




In summary, we have shown using first-principles calculations that the work function of
Ca2N has an anisotropy of more than 1 eV, with a minimum of 2.35 eV (cf. Ca,Φ = 2.87 eV)
for the (1000) surface. Its surface energy (5.3 eV/nm2) however is almost the double of
that of the (0001) surface. The low work function does not (significantly) depend on the
inter-slab separation and we argued that this material is not as reactive as calcium. The
lower work function and reduced reactivity make Ca2N a promising metal to replace Ca
in cathodes of polymer light emitting diodes.
Figure 3.1: Body centred
tetragonal unit cell of
BaAl4 containing 2 for-
mula units. The labels
refer to the layer and atom
type. 1Al and 3Al atoms
are equivalent in the bulk.
Chapter 3
Interrelation of work function and
surface stability: the case of BaAl4
The relationship between the work function and the surface stability of compounds is,
to our knowledge, unknown, but very important for applications such as organic light-
emitting diodes. This relation is studied using first-principles calculations on various
surfaces of BaAl4. The most stable surface [Ba terminated (001)] has the lowest work
function (1.95 eV), which is lower than that of any elemental metal, including Ba. The
addition of barium to this surface neither increases its stability nor lowers its work func-
tion. BaAl4 is also strongly bound. These results run counter to the common perception
that stability and a lowwork function are incompatible. Furthermore, a large anisotropy
and a stable low-work-function surface are predicted for intermetallic compounds with
polar surfaces.¶
¶This chapter is based on M.A. Uijttewaal, G.A. de Wijs, R.A. de Groot, R. Coehoorn, V. van Elsbergen
and C.H.L. Weijtens Chem. Mater. 17 (2005) 3879.46
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3.1 Introduction
The work function and stability of compounds mainly constitute a terra incognita. In this
chapter, we study the relationship between Φ and stability of compounds for the first time
by calculating ab initio the structural relaxation, work function and surface energy of vari-
ous surfaces of BaAl4. The motivation to study the BaAl4 system was the successful use of
Ba-Al-alloy cathodes in OLEDs and the high melting point of this compound (>1000 ◦C).
In the Ba-Al phase diagram,47 the melting point of BaAl4 is the highest, much higher than
those of the constituents, which indicates a strongly bound structure. Moreover, we show
that the work function for one of the crystal surfaces is very low.
3.2 Structural details
The BaAl4 crystal structure48 is depicted in Fig. 3.1. It is centred tetragonal, with alternately
three aluminium layers (1Al, 2Al and 3Al) and one barium layer (1Ba) in the [001] direc-
tion. Both Al and Ba atoms are located approximately according to their elemental crystal
structures (bcc and fcc, respectively). The (100) surface is stoichiometric and there are four
(001) surfaces. We construct them by cutting the bulk above the accordingly labelled layers
in Fig. 3. Two other (001) surfaces are also considered: “2Ba” (one bcc barium layer added
to 1Ba) and “12Ba” (half a barium layer removed from 1Ba).
From bulk calculations we find that a = 4.56 A˚, that c = 11.39 A˚ and that the remaining
free parameter in the structure, the height of the third aluminium layer, is 0.381 · c. These
values compare very well (deviations ≈ 1%) with those obtained experimentally.48 The
bulk density of states (DOS) shows a quasi-gap just below the Fermi level, in accordance
with the previously calculated DOS of BaAl4 and other isoelectronic compounds with the
same structure.48 The valence electrons are mainly located on Al atoms. The binding en-
ergy (EBIND) is 1.42 eV/F.U. with respect to the elemental bulk metals. Together with the
quasi-gap, it hints at BaAl4’s stability.
Nonlinear core corrections were applied for both barium and aluminium. A semi-core of
Ba 5s and 5p electrons was included. The Kohn-Sham orbitals were expanded in plane
waves with cutoffs of 18 Ry. The Brillouin zones for the (100) and (001) surface calculations
were sampled with 1× 16× 8 and 12× 12× 1 Monkhorst-Pack k point grids, respectively,
resulting in eight and 21 k points, respectively, in their irreducible parts. The (periodically
repeated) unit cell for the (100) surface calculation contained a slab with a thickness of
seven bulk unit cells and 16 A˚ vacuum. The super-cells for the (001) surface calculations
contained slabs with thicknesses of six formula units (F.U.) and 20 A˚ vacuum.
3.3 Work function
The work function of the (100) surface is reduced by structural relaxation from 3.54 eV
to 3.43 eV. The work functions of the (001) 1Al, 2Al and 3Al surfaces are 4.38 eV, 4.48 eV





Figure 3.2: Work functions (eV)
of the BaAl4 (001) surfaces. Ex-
perimental bulk values for bar-
ium and aluminium are indi-
cated at the borders. Lines con-
nect the data points. Φ for the
(100) surface before and after
relaxation is inserted. (The dot-
ted line is Vmax)†
and 3.98 eV, respectively. Relaxation has negligible effect. The work functions of the var-
ious surfaces are summarised in Fig. 3.2. As plotted there, the work function (2.29 eV) is
already greatly reduced after the Al surface is covered with half a monolayer of barium
(thus forming the 12Ba surface). The 1Ba work function is reduced even more to a surpris-
ingly low value of 1.95 eV. This is below the Φ of any element.22 Fig. 3.3 illustrates the
potential and charge density at the 1Ba surface.† An additional layer of barium (thus form-
ing the 2Ba surface) increases Φ (2.13 eV) again. Experimental bulk values for Al (4.2 eV)
and Ba (2.32 eV) are plotted for reference.22 These compare favourably with calculated
work functions of bcc-barium [2.36 eV (100) and 2.27 eV (111)] and fcc-aluminium [4.34 eV
(100) and 4.17 eV (111)].
The huge (>2 eV) variation in the (001) surface work function can be (qualitatively) ex-
plained from the difference in the atomic electronegativities. Ba is less electronegative
(0.9)49 than Al (1.5),49 effecting charge transfer from barium to aluminium. The resulting
surface dipole moment decreases the work function of the Ba surface to even under the
elemental barium bulk value and increases Φ of the Al surfaces considerably. The depen-
dence of Φ on Al coverage of the 1Ba surface can be understood if one realises that the
1Al and 3Al surfaces are more open than the 2Al surface. According to the Smoluchowski
model, Φ must then be lowered. The decrease in Φ during relaxation of the (100) surface
can also be understood by combining charge transfer with Smoluchowski smoothing. The
barium atoms at the surface move out (≈ 0.1 A˚), as they favour an environment with a
lower charge density, while the aluminium atoms at the surface tend to get closer together,
as they favour an environment of a high charge density. We conclude that a mono-layer
coverage yields an extreme work function.
†Although it is impossible to sharply define a surface dipole moment (a bulk reference must be chosen)
still it would be useful to introduce a bulk Φ. Fig. 3.3 shows three bulk reference potentials: EF, < V >BULK
and the highest potential in the bulk (VMAX). If we choose EF, it follows that there is no bulk work function
at all. If we use < V >BULK, ΦBULK even becomes negative, which suggests that the bulk material does not
bind electrons. ΦBULK = VMAX remains. It can be located at a precise position, namely as far as possible from
the nuclei, i.e., in a corner of a Wigner-Seitz cell, it is always positive (2.79 eV for BaAl4), and the surface
dipole can have either sign, as can be read from Fig. 3.2.

























Figure 3.3: The BaAl4 (001) 1Ba sur-
face. Laterally averaged charge den-
sity (ρ solid line, arbitrary units)
and (electrostatic) potential (V dashed
line, eV relative to EF) as function of
position perpendicular to the surface
(z). The positions of Ba and Al lay-
ers are indicated with light and dark
spheres, respectively. At −5.12 eV is
the average bulk potential and at
2.79 eV is the highest potential in the
bulk.† The work function is 1.95 eV.
3.4 Surface energy
The surface energies are drawn in Fig. 3.4. Structural relaxation of the (100) surface lowers
its energy from 4.96 eV/nm2 to 4.82 eV/nm2. The energy of the (001) 12Ba surface equals
13.3 eV/nm2 and is outside the range of the plot. For the other (001) surface, γ depends
on the barium chemical potential. In the figure, μBa varies over the thermodynamically
allowed range between the Ba andAl bulk chemical potentials50 as phase separation occurs
outside this range. The single barium surface is the most stable one in the entire region and
so other (001) surfaces cannot be formed.
The unusual stability of the low-Φ surface is explained in the same way as the relaxation
of the (100) surface. Since barium is the less electronegative element, it favours a low elec-
tron density and makes the most stable surface. Additional barium layers at the surface
decrease this stability, as Ba-Ba bonds are less strong than Al-Ba bonds, especially when
the barium in contact with aluminium is (partially) ionised.
As both the low Φ of the 1Ba surface and its stability followed from Ba’s lower electroneg-
ativity, we come to a remarkable prediction: for an intermetallic compound with polar
surfaces, like BaAl4, the most stable surface has the lowest work function and relaxation
can only decrease it further.












2Al Figure 3.4: Surface energies
(eV/nm2) for the BaAl4 sur-
faces as function of the barium
chemical potential (eV). The
potential ranges from the value
for Al bulk to that of Ba bulk.
The difference is the binding
energy of BaAl4. For the (100)
surface the effect of relaxation is
indicated. The (001) 1Ba surface
is the most stable.
3.5 Conclusions
To summarise, we used first-principles calculations on various surfaces of BaAl4 to study
the interrelation of work function and stability. The bulkwork function of BaAl4 is 2.79 eV,†
its anisotropy (1.5 eV) is huge, and the most stable surface (Ba terminated 001) has the
lowest Φ (1.95 eV), which is even lower than that of pure Ba. The addition of barium to
this surface neither increases its stability nor lowers its work function. The binding energy
of 1.42 eV/F.U., the quasi-gap in the DOS, and its melting temperature of over 1000 ◦C
indicate BaAl4’s stability. These results contradict the common perception that stability and
a low Φ are incompatible. They also run counter to the effect that alloy work functions are
in between those of the constituting elements. Its stable, very-low-Φ surface and the stable
structure probably make BaAl4 a good electron-emitting material. Furthermore, a stable
low-work-function surface promises to be general for intermetallic compounds with polar
surfaces.
Chapter 4
Generalised coexistence of a low work
function and a stable surface: CaAl4 and
BaAuIn3
Cathodes are used in many devices ranging from microwave ovens to organic light-
emitting diodes (OLEDs). Crucial materials properties are a lowwork function (Φ) and a
(relatively) stable surface. The relation between the two was not clear for more-complex
metals. The previous chapter predicted, on the basis of results on BaAl4, that stable
low-work-function surfaces are more general for intermetallic compounds with polar
surfaces. This chapter strengthens the prediction by first-principles calculations on var-
ious surfaces of CaAl4 and BaAuIn3.‡
4.1 Introduction
Previous work46 showed that the surface with the lowest work function is also the most
stable one, at least for BaAl4. From analysis of the results we predicted that this should be
a more general feature of complex metals, more specifically of intermetallic compounds
with polar unit cells. The electronegativity difference of the constituting elements of the
compound improves both the work function and the stability of the cationic surface. In
this chapter, the validity of the prediction is clarified by ab initio calculating the structural
relaxation, work functions and surface energies of various surfaces of the intermetallic
compounds CaAl4 and BaAuIn3.
‡This chapter is based on M.A. Uijttewaal, G.A. de Wijs and R.A. de Groot Surf. Sc. 600 (2006) 2495.51
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4.2 Computational details
Nonlinear core corrections were applied for all atoms. A semi-core of Ba 5s and 5p electrons
was included as well as 4d electrons for In. The Kohn-Sham orbitals were expanded in
plane waves with kinetic energy cutoffs of 18 Ry. The Brillouin zones for the calculations of
the tetragonal BaAuIn3 surfaces (see below) were sampled with 1× 4× 6 (100) and 8× 8×
1 (001) Monkhorst-Pack k point grids, resulting in 12 and 25 k points, respectively, in their
irreducible parts. The (periodically repeated) unit cells contained slabs with thicknesses
of six bulk unit cells and at least 11 A˚ vacuum. The Brillouin zones for the calculations
of mono-clinic CaAl4 surfaces (see below) were sampled with 1× 8× 8 (010), 1× 8× 6
(ab) and at least 8× 8× 1 {various (001)} Monkhorst-Pack k point grids, resulting in 34,
26 and at least 36 k points, respectively, in their irreducible parts. Except for (001)Al, their
unit cells contained slabs with thicknesses of minimally six bulk unit cells and at least 11 A˚
vacuum.
4.3 Crystal and electronic structures
The crystal structures of CaAl452 and BaAuIn353 are depicted in Fig. 4.1 and 4.2. Both are
based on the BaAl4 structure,48 a very frequently occurring crystal structure. It is body-
centred tetragonal, with alternately three aluminium layers and one barium layer in the
[001] direction. The CaAl4 structure has a small mono-clinic distortion below 170 ◦C caused
by the smallness of Ca atoms with respect to the surrounding Al cages. Experimentally de-
termined lattice constants are a = 6.153 A˚, b = 6.173 A˚, β = 118.15◦ and c = 6.329 A˚.
Our theoretical values deviate less than 0.6%. The lattice parameters of the CaAl4 struc-
ture are about 5% smaller than that of BaAl4, not unexpected since the atomic radius of
Ca is 10% smaller than that of Ba. The binding energy per formula unit (F.U.) is calcu-
lated at 1.19 eV with respect to the elemental metals Ca and Al. It compares favourably
with the experimental enthalpy of formation at 527 ◦C of 1.04 eV54 and is somewhat less
than the (calculated) binding energy of BaAl4 (1.42 eV/F.U.). The calculated binding en-
ergy of BaAuIn3 is 2.61 eV/F.U. There is no experimental report to compare with, unfor-
tunately, but it is quite larger than that of BaAl4. In the BaAuIn3 structure gold randomly
replaces In in layers neighbouring Ba. It is modelled by placing the Au atoms on next-
nearest-neighbouring sites. The unit cell then contains 2 F.U. Calculated lattice constants
for BaAuIn3 are a = 6.86 A˚, b = 6.83 A˚ and c = 12.08 A˚. These differ less than 1% from
those determined experimentally. BaAuIn3 is about 8% larger than BaAl4 following the
17% larger atomic radius of In with respect to that of Al.
Various surfaces can be constructed from the depicted bulk unit cells. Already 4 different
surface terminations are possible in the [001] direction of both compounds: surfaces only
consisting of Ba (for BaAuIn3, called Ba) or Ca (Ca) for CaAl4, aluminium surfaces ending
with one, two or three Al layers (Al1, Al2, Al3) for CaAl4, and for BaAuIn3 a pure In sur-
face (In2) and two mixed Au/In surfaces (AuIn1 and AuIn3). Only one surface is possible
in the [100] direction of BaAuIn3, which necessarily is stoichiometric. In the case of CaAl4
the stoichiometric surface is the one normal to the [a + b] direction. We call it (ab). The
CaAl4 (010) surface containing Ca is also considered in this study as well as (001) surfaces
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Figure 4.1: Top and side view of the mono-
clinically distorted body centred tetragonal
unit cell of CaAl4 containing 2 formula units.
whose calciums are replaced by Sr or Ba (respectively, Sr and Ba).
The bulk density of states (DOS) of CaAl4 has a tendency toward a quasi gap just below
the Fermi level as shown in Fig. 4.3. This is common for the BaAl4 structure.48 It compares
very well with the DFT pseudo-potential calculation from Ha¨ussermann et al.48 It strongly
differs, however, from the extended Hu¨ckel tight-binding result of Miller et al.52 From the
plotted partial DOS it can be seen that calcium is all but deprived of its s electrons, which
suggests charge transfer to aluminium. The density of states at the Fermi level is mainly a
combination of Ca d states and Al p states. The DOS of BaAuIn3 (Fig. 4.4) shows a quasi-
gap about 1 eV above the Fermi level. The density at the Fermi level mainly consists of Ba d
Figure 4.2: BCT unit
cell of BaAuIn3 con-
taining 4 F.U. and
showing the mod-
elled disorder in Au
positions.
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Figure 4.3: Density of
states (states/eV) of
CaAl4. Integrated DOS
and partial DOS of crystal-
lographic nonequivalent
atoms are also plotted. Al1
atoms neighbour calciums.
The radii used for the
atoms are 2.0 A˚ (Ca) and
1.43 A˚ (Al).
Figure 4.4: The density
of states (states/eV) of
BaAuIn3. The integrated
and partial DOS of the
3 atomic species are also
plotted. The radii used for
the atoms are 2.2 A˚ (Ba),
1.44 A˚ (Au) and 1.67 A˚ (In).
states and In p states. These results differ strongly from the extended Hu¨ckel tight-binding
calculation of Shengfeng et al,53 which used the virtual crystal approximation to model the
BaAuIn3 crystal structure. We cannot tell whether this disagreement merely reflects the
increased accuracy of the method or signifies the different modelling of the Au positional
disorder.
4.4 Work function
Figures 4.5 and 4.6 display the work functions of the various CaAl4 and BaAuIn3 surfaces,
respectively. Experimental (polycrystalline) Φ values of the different elements are shown
at the figure borders for comparison. Those for Ba (2.32 eV), Ca (2.87 eV) and Al {4.41 eV
(100) and 4.24 eV (111) }22 compare favourably with our calculated work functions of bcc-
barium [2.36 eV (100) and 2.27 eV (111)], fcc-calcium [2.81 eV (100) and 3.08 eV (111)] and
fcc-aluminium [4.34 eV (100) and 4.17 eV (111)]. No experimental work functions of CaAl4
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Figure 4.5: Work functions (eV)
of the CaAl4 (001) surfaces both
before and after structural relax-
ation. Names of the surfaces are ex-
plained in the text. Structural relax-
ation of Sr starts at the relaxed Ca
positions and that of Ba at the unre-
laxed ones. Experimental polycrys-
talline values for calcium and alu-
minium are indicated at the bor-
ders. Lines connect the data points.
Φ’s for the (010) and (ab) surfaces











Figure 4.6: Work functions (eV) of
the BaAuIn3 (001) surfaces both be-
fore and after structural relaxation.
Names of the surfaces are explained
in the text. Experimental polycrys-
talline values for barium and in-
dium are indicated at the borders.
Lines connect the data points. Φ’s
for the (100) surface before and after
relaxation are inserted.
and BaAuIn3 are available to compare with the calculated results.
Structural relaxation of the BaAuIn3 (100) surface makes the surface indium atoms move
outwards by about 0.2 A˚ while both barium and gold move inwards, Ba by less than 0.1 A˚
and Au by about 0.15 A˚. As a consequence the (100) work function increases 0.16 eV. On the
other hand the Φ’s of the (001)Ba and (001)AuIn3 surfaces are somewhat lowered by relax-
ation. The Ba surface atoms have moved inwards by nearly 0.2 A˚ while the neighbouring
Au and In have moved outwards by 0.2 A˚, respectively 0.25 A˚. The resulting Φ for (001)Ba
is 2.00 eV, quite lower than the elemental work function of barium. The CaAl4 work func-
tions of both the (010) and the (ab) surface increase during relaxation of the structure. The
(010) surface starts out lower (it contains more Ca) and increases more (the surface density
of atoms is lower). The calciums of the (001) Ca surface move 0.4 A˚ in during relaxation
while the neighbouring aluminiums move 0.2 A˚ out. This increases the work function by
0.3 eV. Still, it is 0.3 eV below the elemental value of Ca.
It is interesting to consider what happens when we substitute calcium atoms of the (001)Ca
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surface with Sr or Ba. Fig. 4.5 reveals that these modifications have a favourable influence
on the work function. Two atomic properties are responsible for this. In the first place, Ba
and Sr are more electropositive than Cawhich causes a larger charge transfer to the anions.
Secondly, the surface filling has increased as the atomic radii of Ba and Sr are larger than
that of Ca. Therefore, the Al contribution to the work function has decreased. Structural
relaxation enhances Φ further. For the Sr surface it reduces the displacements of (001)Ca
by a factor of two. Relaxation of the Ba surface is started at the original (bulk) positions
and hardly displaces barium atoms inwards while neighbouring aluminiums move 0.1 A˚
outwards. The new minimum value of the work function (1.95 eV for Ba substitution) is
equal to the (001)Ba surface of BaAl4.
Concluding this section we can say that at least low work functions are not confined to
BaAl4. Moreover surface atom modifications can even improve them.
4.5 Surface stability
The surface energies of CaAl4 and BaAuIn3 are drawn in Fig. 4.7 and 4.8, respectively.
They cannot be compared to experiments because of lack of (experimental) data. For all
surfaces the decrease in energy with relaxation is plotted. (001)dip indicates the energy of
a (001) BaAuIn3 slab with one Ba surface and one AuIn3 surface. It is the average of their
γ’s. The green line named AuIn1/In2 is also an average, namely of γ’s of (001)AuIn1
and (001)In2 surfaces. These cannot be split up since the third atomic species in BaAuIn3
introduces an extra degree of freedom and thus an uncertainty in the surface energies. This
is largest at the barium bulk chemical potential (the right hand side of the figure). Only the
combination AuIn1/In2 has a unique γ. No single surface is themost stable over the entire
range of the ordinate, contrary to the case of BaAl4. Still the (001)Ba surface of BaAuIn3 is
significantly lower in energy than the other ones inmost part of the plot. For the compound
CaAl4, the (001)Al1 and (001)Al2 surface are averaged for simplicity. The (010) surface is
a little higher in energy than the (ab) surface in accordance with traditional arguments for
a surface with a decreased Φ. On the other hand, the relaxed (001)Ca surface is the most
stable one in the entire range of chemical potentials, although its work function is much
lower than that of either the (010) or the (ab) surface. It nicely confirms the prediction that
for a polar intermetallic compound like CaAl4, the lowest-work-function surface is also the
most stable.
Let’s again consider (001) CaAl4 surfaces ending with an additional monolayer Ba or Sr.
Their surface energies are governed by an extra free parameter namely the chemical po-
tential of the surface ad-atoms. By fixing the potentials at their elemental bulk values, the
energies of these surfaces can be compared with the γ’s of CaAl4 surfaces. The Ba sur-
face then becomes the most stable one followed by the Sr surface. Their energies are 0.34
eV/nm2, respectively 0.95 eV/nm2 at the chemical potential of calcium bulk. In most part
of the plot they are even negative, which means that CaAl4 with a barium or strontium
surface is favoured over bulk CaAl4 and elemental bulk Ba or Sr. The unusual stability
of the Ba and Sr surfaces is explained by noticing that BaAuIn3 and SrAl4 are both more
stable than CaAl4. Therefore Ba-Al and Sr-Al bonds must be stronger than Ca-Al bonds.














Al3 Figure 4.7: Surface energies (eV/nm2) for
the CaAl4 surfaces as function of the cal-
cium chemical potential (eV). The po-
tential ranges from the potential of Ca
bulk to that minus the binding energy of
CaAl4. Surface names are explained in the
text. The effect of relaxation is indicated
for each surface. The energies of the Al1
and Al2 surfaces are averaged for sim-
plicity. The (001)Ca surface is the most
stable in the entire plot.
Figure 4.8: Surface energies (eV/nm2) for
the BaAuIn3 surfaces as function of the
barium chemical potential (eV). The po-
tential ranges from the potential of Ba
bulk to that minus the binding energy of
BaAuIn3. Surface names are explained in
the text. The effect of relaxation is indi-
cated for each surface. The energies of the
AuIn1 and In2 surface are averaged. The
(001)Ba surface is the most stable in the

















To summarise, we usedfirst-principles calculations on various surfaces of CaAl4 and BaAuIn3
to further clarify the relation between work function and surface energy in more-complex
metals. The binding energies of these compounds are 1.19 eV/F.U. and 2.61 eV/F.U., re-
spectively, and these compare favourably with available experimental results. As in the
previous chapter (3) the most-stable surfaces {Ca and Ba terminated (001) for CaAl4 and
BaAuIn3, respectively} have the lowest Φ of the compound surfaces considered. These are
significantly lower than the elemental work function values of Ca and Ba even when full
structural relaxation is taken into account. Moreover, in the case of CaAl4 results can be
improved by replacing surface calciums with barium or strontium. Then both work func-
tion and surface energy are reduced further.
These results strengthen the prediction that stable, low-Φ surfaces are generic for inter-
metallic compounds with polar unit cells. They also point the direction for improvement
of cathodes in, for example, OLEDs.
Chapter 5
Ab initiowork function and surface
energy anisotropy of LaB6
Lanthanumhexaboride is one of the cathodematerialsmost used in high-power vacuum-
electronics technology, but the many experimental results do not provide a consistent
picture of the surface properties. Therefore, we report the first ab initio calculations of
the work functions and surface energies of the (001), (011), (111), (112) and (012) surfaces
of LaB6 by considering the different surface terminations and structural relaxation. Ei-
ther the (111) B- or the (001) La-terminated surfaces is the most stable, depending on La
chemical potential. The work function of the latter is the lowest (2.07 eV) of the surfaces
considered. Both thework function and surface energy decrease furtherwhen surface La
is replaced by Ba and they become, respectively, 1.43 eV and 7.7 eV/nm2 at the chemical
potentials of elemental lanthanum and barium bulk. These results compare favourably
with previous work on the intermetallics BaAl4, CaAl4 and BaAuIn3. Their most stable
surfaces possess the lowest work function. Now, we study a compound with a decid-
edly different crystal type and with its constituting elements from column three of the
periodic table, of which one is nonmetallic.¶
5.1 Introduction
Lanthanumhexaboride is an excellent thermionic electron-emission source with high bright-
ness, low volatility and long service life.56 It functions equally well as a thermal field emit-
ter,57 is easy cleavable and stable, even in air.58 The crystal morphology depends on the
preparation conditions: needles, rods and nanowires are possible with different orienta-
tions as well as plates and cubic crystals. The melting point of LaB6 is 2715 ◦C and it is
only reactive in molten state.59 Lanthanum hexaboride is a purple metal and its electron
conductivity is about 1/5 of that of copper.60
¶This chapter is based on M.A. Uijttewaal, G.A. de Wijs and R.A. de Groot J. Phys. Chem. B 110 (2006)
18459.55
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The work functions of cubic LaB6 have been studied intensively, but there is little con-
sensus. Already, before 1976, values ranging from 2.3 eV up to 3.2 eV were published for
the (001) surface according to Yamauchi.61 Later reports of Aono et al.,62 Mogren et al.,63
Marchenko et al.,58 Waldhauser et al.64 and Kawanowa et al.65 present work functions of,
respectively, 2.1, 3.3, 2.5, >2.6 and 2.3 eV.
There is no agreement, either, on the order of work function values for the different sur-
faces. Most papers state that Φ(001)<Φ(011)<Φ(111) (Takigawa et al.)66 as, for example,
Nishitani et al.:67 2.3, 2.5 and 3.3 eV, respectively. This ordering was explained by a surface
dipole moment that lowers the work function. Others obtained orderings of 2.68 eV (011)
<2.86 eV (001)<3.4 eV (111) (Oshima et al.).68 Nevertheless, some groups presented lower
work functions for higher index surfaces: • 2.2 eV (012), which is smaller than those of
the (001), (011) and (111) surfaces (Oshima et al.),69 • 2.5 eV (013) <Φ(012) <Φ(001) <Φ(011)
<Φ(111) <Φ(112) (Gesley et al.),70 • 2.41 eV (346), 2.5 eV (001), 2.64 eV (011), 2.90 eV (111)
(Swanson et al.).71 The last group mentioned, however, that much heating was required
to get reproducible values. Moreover, Φ(346), as determined by thermionic emission (TE)
above 1200 K, agreed poorly with the RT (room temperature) value from the field emission
retarding potential (FERP) method.
Conflicting evidence also exists on the temperature dependence of the work function.
Fomenko72 stated that, when using the contact potential difference (CPD) method at RT,
it is approximately 2 eV and that it increases to about 3 eV at 1000 K as determined by
TE. According to Samsonov et al.,73 on the other hand, the value is 2.95 eV and it hardly
depends on temperature. Kuznetsov et al.74 even reported that the mono-crystalline work
function decreases with temperature. They gave values of 2.64 eV (001), 2.81 eV (polycrys-
talline) and 2.76 eV (polished polycrystalline), all at high T. Other work functions obtained
for polycrystalline samples by Yutani et al.,75 Ebihara et al.76 and Baikie et al.,77 respec-
tively, are 2.7–2.8 (thin films), 2.68 and 2.55 eV, which rises to 3.65 eV when poisoned with
residual gas. Nakamoto et al.57 used a similar phenomenon (oxidation) to explain the dif-
ference between their measured 3.7 eV and the reference value of 2.8 eV. Pelletier et al.,78
using a Richardson method, also found a polycrystalline work function of 2.70 eV, but that
decreased to 2.36 eV when the molybdenum contaminations were removed from the sur-
face. They conclude that the variations in work function are generally caused by surface
impurities.
It is interesting to see what more controlled modifications of the surface can do. Chambers
et al.79 reported that the work functions of the (001) and (011) surfaces of LaB6 are both
2.78 eV and that Cs absorption lowers them to, respectively, 1.97 and 1.88 eV. The work
function even becomes as low as 1.35 and 1.47 eV, respectively, when there is preabsorbed
oxygen present on the surface before the caesium is deposited. Danielsen80 reported that
a thick layer of caesium oxide at LaB6 causes a work function as low as 1.0 eV and that
this layer is stable up to 390 K. By linearly extrapolating his TE results around 1000 K,
Fomenko81 hinted that the work function of a layer of BaB6 could be as low as 1.38 eV for
low temperatures. There is one theoretical paper on the Φ(001) of LaB6 by Monnier et al.60
According to their DFT calculation, surface atom relaxation lowers the value from 2.45 to
2.27 eV.
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There is incomplete knowledge on the stability of lanthanum hexaboride surfaces. Zhang
et al.56 created a nanowire with a [111] growth direction and find that the (001), (011) and
(111) planes are the principal terminating facets and thus the most stable ones. It might
be concluded from the terminating area sizes that the (001) surface is somewhat more sta-
ble than the (011) surface and that the (111) surface is less stable still. The conclusion is
supported by the flat termination of nanowires with a [001] growth direction82 and X-ray
diffraction, both on thin films75 and coatings on molybdenum64 of LaB6. Takigawa et al.66
found that emission from the [001] cathodes is unstable in contrast with emission from
[011] and [111] cathodes. It was explained by evaporation of the (001) surface from the
top of the [001] cathode and formation of (001) surfaces on the slope of the [011] and [111]
cathodes. Again, the (001) surface is most stable. In addition, Oshima et al.69 measured the
stability of the (012) surface against oxygen chemisorption. It is comparable to that of the
(011) surface, but low with respect to that of the (111) and (001) surfaces, though.
A better picture can be given of the structure of LaB6 surfaces. The (001) surface is unrecon-
structed and terminated by lanthanum atoms.65 The top layer is somewhat displaced in-
wards with respect to the bulk positions. Oshima et al.69 observed a 1×1 La structure at the
(012) surface, which they modelled with repeated steps of (001) and (011) faces. However,
the XPS (X-ray photo-emission spectroscopy) results at large angles gave more lanthanum
than the model can account for. The (111) surface is also unreconstructed, it is supposed
to be terminated by B atoms and subsurface La atoms have, most likely, moved outwards.
The lanthanums at the (011) surface are also displaced outwards, but no consensus exists
on its reconstruction. Oshima et al.,68 saw (111) facets on the (011) surface (at 1400 ◦C and
lower vacuum) and, according to Nishitani et al.,67 there is a c(2×2) reconstruction caused
by the La atoms. Watson et al.83 analysed its surface structure and mentioned that the (011)
surface appears neither to facet nor to reconstruct, though, in accordance with low-energy
electron diffraction (LEED) results of Swanson et al.71
From theory side, Monnier et al.60 found that (001) La atoms move inwards by 6.5% of the
lattice constant during structural relaxation, that the relaxation energy is 0.4 eV per surface
unit cell and that there is an 8.4 eV/atom energy difference between the (001)La surface
and the (001)B one, with the surface lanthanums removed to the vacuum.
In this chapter, the theoretical anisotropy of the work function and surface energy of LaB6
is reported by ab initio calculations on the (001), (011), (111), (112) and (012) surfaces of
lanthanum hexaboride, including the different surface terminations and structural relax-
ations. No reconstructions are considered, but we do consider [001] steps at the (012) sur-
face and monolayers of Ba and Cs as well as bi-layers of La at the (001) and (112) surfaces.
The chapter is organised as follows. First, the details of the calculations are given. Next,
the crystal and electronic structure are reported. The section following it is devoted to the
work functions of LaB6. After that one, the surface stabilities are discussed and finally, the
conclusions are presented.
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Figure 5.1: Simple cubic crys-
tal structure of LaB6. Each
lanthanum atom is enclosed
in a boron cage of 24 atoms.
Figure 5.2: The BDIP (left) and La (right)
terminations of the (111) surface of LaB6.
The [112] direction is also indicated.
5.2 Computational details
Nonlinear core corrections were applied for all atoms. Semi-cores of Cs, Ba and La 5s and
5p electrons were included. The Kohn-Sham orbitals were expanded in plane waves with
cutoffs of 400 eV for the bulk and the (001)La surface calculations and 319 eV for the rest.
The Brillouin zones were sampled with 12 · 12 · 1 {(001) surfaces}, 12 · 8 · 1 (011), 8 · 8 · 1
(111), 6 · 6 · 1 (112) and 8 · 2 · 1 (012) Monkhorst-Pack k point grids. They had symmetries
of, respectively, C4v, C2v, C3v, C1 and C1h which resulted in 28, 35, 10, 13 and 10 k points,
respectively, in their irreducible parts. The (periodically repeated) unit cells contained slabs
with thicknesses of 4 [(001) boron], 5 [other (001)], 6 [(011) and (112)] and 9 [(111) and (012)]
bulk unit cells. Dipole corrections were used for slabs with two different surfaces.
5.3 Structure
The LaB6 crystal structure84 is depicted in Fig. 5.1. It is simple cubic (space group 221) and
each La is enclosed in a B cage of 24 atoms that makes for the rigidity of the structure.
The lattice constant is experimentally determined at c = 4.153 A˚, with a boron positional
parameter of z = 0.1993. Our theoretical values of c = 4.145 A˚ and z = 0.1996 deviate
less than 0.2%. It follows that inter-octahedral boron bonds (a in the figure) are 94% of
the length of the intra-octahedral ones (b). The binding energy is calculated at 3.96 eV
per formula unit (F.U.) with respect to hexagonal lanthanum and α-rhombohedral boron.
It compares well with formation enthalpies given by Topor et al. (−4.15 eV/F.U.)85 and
Meschel et al. (−3.6 eV/F.U.).86
The (001), (011), (111), (112) and (012) surfaces are considered in this study. For each di-
rection, one termination is possible with lanthanum atoms (called La) and two or three
consisting only of boron atoms (see also Fig. 5.2). The latter either form a stoichiometric







slab by themselves† or together with the lanthanum surface. They are called BSTOI and
BDIP, respectively. The (001) and (112) surfaces with an extra La layer (named 2La) or with
all surface La replaced with Ba (Ba) or Cs (Cs) are also studied, as well as [001] La steps on
the (012) surface. The latter is depicted in Fig. 5.3.
The bulk density of states (DOS), integrated DOS and partial DOS per atom of LaB6 are
shown in Fig. 5.4. The DOS has a peak at 2 eV above the Fermi level consisting of La f
states. The corresponding band structure is depicted in Fig. 5.5. It compares very well to
that of Van der Heide et al.87 and to the FLAPW (full potential linearised augmented plane
waves) LDA band structure from Kubo et al.88 The main difference is that, in the latter
results, the band between M and Γ is not split up.
5.4 Work function
Figure 5.6 displays the work functions of the surfaces considered. The names are explained
in the previous section. LaB6 surfaces containing La possess the lowest work function for
each direction and, surprisingly, those are all about 2.4 eV. Except for the (001) surface,
the work functions increase considerably by structural relaxation. This can be attributed
to the relatively small amount of (La) atoms per surface area for these surfaces. The lan-
thanum atoms then move inwards during relaxation, and so boron atoms come closer to
the surface. The ionic surface dipole that decreases the work function is reduced. The op-
posite reasoning explains that adding an extra La layer to the (112)La surface decreases the
work function considerably, as this increases the surface atom density. Both the amount
of relaxation is reduced, and the ionic surface dipole is increased. Replacement of surface
lanthanum by Cs or Ba atoms does not quite have this effect. We get an idea of the size
of the ionic surface dipoles by comparing the work function of La surfaces with those for
(0001) and (0120) surfaces of elementary lanthanum. Calculations show that they are 3.13
and 2.92 eV, respectively, and that dipole moments are considerable.
†Technically, the stoichiometric slabs in the [001] and [112] direction are formed by two different boron
surfaces. However, neither their work functions nor their surface energies play a role of importance. There-
fore, their differences will be ignored.
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Figure 5.4: Density of states (DOS,
states/eV/F.U.) of LaB6 as a function
of energy relative to EF. Integrated DOS
(number of electrons) and partial DOS
(states/eV/atom) of crystallographic
nonequivalent atoms are also plotted. La f
states are scaled down by a factor of 4. The









































Figure 5.6: Work functions (Φ, eV) of the
LaB6 surfaces. Arrows indicate the effect
of structural relaxation. No arrowmeans
that only the work function of the re-
laxed surface is plotted. Names of the
surfaces are explained in the text. Lines
connect the data points. The lowest work
function value (1.43 eV) is for the (001)
surface with a monolayer Ba on top.
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Lanthanum atoms at the (001)La surface relax no less than 0.3 A˚ inwards, in good agree-
ment with Monnier et al.60 However, the effect of relaxation on our work function (2.50 eV
decreases to 2.07 eV) is a little larger thanwhat they find.Moreover, the effect is opposite to
that at the other surfaces, where the work function increases, because the lanthanum den-
sity at the (001) surface is larger. The inward movement of surface atoms now increases the
ionic dipole moment, because the remaining electrons of the La atoms can then participate
in a surface state with the B atoms, as observed by angle-resolved UPS89 and shown by
Monnier et al.60 We also find this surface state. The increased density of atoms at the sur-
face also makes that addition of an extra layer of La at the (001) surface does not decrease
the work function, but replacing the original (surface) lanthanum with barium does, even
to an astonishingly low value of 1.43 eV. The value agrees very well with the work function
of a layer of BaB6, as hinted by Fomenko.81 The charge density and potential at the (001)Ba
surface are displayed in Fig. 5.7.
The work functions of the boron-terminated surfaces range from less than 4 eV to nearly
6 eV and also the effect of relaxation greatly varies: work functions mostly decrease, that
of the (001)BDIP surface even by 1 eV, but, for example, the work function of the (011)BDIP
surface increases by a few tenths of an electron-volt. On one hand, an increase is expected
from the Smoluchowski rule: relaxation ‘closes’ the surface and reduces the smoothing of
the electrons. An open B-terminated surface neighbouring a La layer, on the other hand,
would show a decrease, because relaxation then makes lanthanum atoms move closer to
the surface and thereby decreases the ionic surface dipole moment. These considerations
explain the relaxation effects for all but the (001)BDIP surface. At that surface, the outer B
layer moves in by 0.2 A˚ and so flattens the octahedra of which it is part. Apparently, it
makes the ionic surface dipole decrease exceptionally.
We conclude with the (012) surface. It is a good example of a higher index surface for
which the Smoluchowski rule predicts a decreased work function and stability. Moreover,
Gesley et al.70 and Oshima et al.69 even reported that its work function is lower than that
of the (001) surface. Therefore, it makes for a good test case both to estimate the relevance
of the results on low index surfaces and to check the appropriateness of the old rule, as
this is a quite open surface. Our calculations show that the work function of the (012) La
termination is 3.63 eV and that relaxation increases it to 3.92 eV. The BDIP termination is
even more dramatic: it possesses a work function of 5.20 eV (5.77 eV before relaxation).
The Smoluchowski model cannot explain these results.
The enormous discrepancy between the measured and the calculated (012) work function
could be resolved by considering steps on the (012) surface. Oshima et al.69 proposed a
model of repeated [001] and [011] faces. Their model, however, cannot fully account for
the amount of lanthanum as seen by XPS, and the (011) work function is quite a bit larger
than that of the (001) surface. Therefore, we consider only steps of [001] faces. These steps
do decrease the work function considerably, to 2.88 eV before and 2.38 eV after relaxation,
but it remains above the (001) one. The results are displayed in Fig. 5.8.
This surface already shows rather extreme behaviour, but does not improve on the results
of the surfaces of lower index, and so we presume that it is not necessary to study surfaces
of even higher index.




















Figure 5.7: The LaB6 (001) surface with
a monolayer Ba on top. The charge den-
sity (ρ, arbitrary units) and electrostatic
potential (V, eV relative to EF) are later-
ally averaged and plotted as a function
of position perpendicular to the surface
(z). The potential is, for each z, also av-
eraged over a bulk unit cell. Layers of
La, B and Ba are indicated with blue, red
and black circles, respectively. The aver-
age bulk potential is −8.71 eV. The work
function (Φ) results in 1.43 eV.
Figure 5.8:Work functions (Φ,
eV) of the LaB6 (012) surfaces
terminated by lanthanum, by
boron and by [001] steps, as
explained in the text. Arrows




























Figure 5.9: Surface energies (γ,
eV/nm2) of the LaB6 (011) surfaces
as a function of the lanthanum
chemical potential (μ, eV). Its range
and the surface names are explained
in the text. The arrows indicate the
effect of relaxing the stoichiometric
slabs, possibly terminated by differ-
ent surfaces. The (011)La surface is
the most stable one.

















Figure 5.10: Surface energies (γ,
eV/nm2) of the (001) surfaces as a
function of the La chemical potential
(μ, eV). −3.96 eV is the binding
energy of lanthanum hexaboride.
Surface names are explained in the
text. The arrows indicate the effect
of relaxation for two of the surfaces.
For the others, only the energy of the
relaxed surface is plotted. (001)La is
the most stable LaB6 surface, but the
Ba surface is even more stable.
5.5 Surface stability
The surface energies of LaB6 are reported in Figs. 5.10 up to 5.12, for the (011), (001), (111)
and (112) surfaces, respectively. For all surfaces, the decrease in energy with structural
relaxation is indicated. The relaxation energy of the (001)La surface (0.44 eV per surface
unit cell) compares very well with that reported by Monnier et al.60 The most stable LaB6
terminations are the (001)La, the (011)La, the (111)Bstoi and the (112)La surfaces. Now, we
focus on the (012) surface. The (average) surface energy of the La and BDIP terminations is
22.2 eV/nm2 and both do not depend strongly on the chemical potential. They do not need
to be considered further. The (012) surface with steps of [001] faces is much more stable,
though.
It is depicted in Fig. 5.13 together with the most stable surfaces of other indexes. Of these,
the most stable are the (111) surface and the (001) surface, depending on chemical potential.
The (112) surface is a little more stable than the (011) surface and the (012) surface is least
stable of all.
Concerning surface ad-layers, substitution of La with Ba on the (001) and (112) surfaces
stabilises those further (the chemical potential of elemental barium is taken). This is in
contrast with addition of an extra layer of lanthanum. The effects are understood by real-
ising that the binding between lanthanums is weaker than the bond between a lanthanum
and a boron atom and that barium at the surface has one few broken bond than lanthanum.
The (001)Ba surface is most stable.
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Figure 5.11: Surface energies (γ,
eV/nm2) of the LaB6 (111) surfaces
as a function of the La chemical
potential (μ, eV). Its range and the
surface names are explained in the
text. The arrows indicate the effect of
relaxing each stoichiometric slab. The
















To summarise, we carried out first-principles calculations on the (001), (011), (111), (112)
and (012) surfaces of lanthanum hexaboride to study the anisotropy of both the work func-
tion and the surface energy, and their relationship. The different surface terminations and
structural relaxation were taken into account. No reconstructions were considered, but we
did include [001] steps at the (012) surface. We also studied the influence of monolayers of
Ba and Cs and bi-layers of La at both the (001) and the (112) surfaces. Of LaB6’s intrinsic
surfaces, both the (111)B and the (001)La surface are most stable, depending on chemi-
cal potential. The latter has a very low work function of 2.07 eV. By substituting barium
atoms for surface lanthanums, both the energy and the work function decrease even fur-
ther. The resulting work function and surface energy values are, respectively, 1.43 eV and
≈ 2 eV/nm2 in the middle of the range of the chemical potential.
Let us nowmake contact with experiment. Our work function for the (001)La surface com-
pares very well to that reported by Aono et al.62 (2.07 vs 2.1 eV). Our work functions for the
stepped (012), (011)La and (111)B surfaces (respectively, 2.38, 2.94 and 3.98 eV) correspond


















Figure 5.12: Surface energies (γ,
eV/nm2) of the (112) surfaces as a
function of the La chemical potential
(μ, eV). Its range and the surface
names are explained in the text. The
arrows indicate the effect of relaxing
the stoichiometric slabs. For the other
surfaces, only the relaxed energies are
plotted. (112)La is the most stable LaB6
surface. However, in nearly the whole
plot, the Ba surface is even lower.
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Figure 5.13: Surface energies (γ,
eV/nm2) of the LaB6 surfaces as a
function of the lanthanum chem-
ical potential (μ, eV). It ranges
from the potential of La bulk to
that minus the binding energy
of LaB6. Surface names are ex-
plained in the text. The (001)Ba
surface is the most stable for

















duced is the La termination of the (001) and (011) surfaces, the B termination of the (111)
surface, as well as the large variation seen in polycrystalline work function: in changing
the lanthanum chemical potential, we can turn a crystal with mainly (001) surfaces into one
with mainly (111) surfaces (see Fig. 5.13). The work functions of the two differ by nearly
2 eV. Moreover, both the energy and the work function of a lanthanum hexaboride surface
strongly depend on its termination (and possible modifications of surface atoms), and so
small surface contaminations are expected to have strong effect. Pelletier et al.,78 Chambers
et al.79 and Fomenko81 all confirm this.
The results on the polar compound LaB6 compare well to those on the intermetallics BaAl4,
CaAl4 and BaAuIn3.46, 51 Those compounds contain metallic elements from different co-
lumns in the periodic system and the surfaces terminating with the most electropositive
elements are most stable. Moreover, their work functions are lowest and decreased with re-
spect to their elemental values. Lanthanum hexaboride crystallises in a decidedly different
structure and the constituting elements are from column three of the periodic table. One
is even nonmetallic (B). As a consequence either a La surface {(001)} or a boron surface
{(111)} is most stable, depending on chemical potential. The lanthanum and boron layers
at the latter surface are nearly equiplanar and as a result, the work functions of those ter-
minations differ least (Φ = 3.26 and 3.98 eV, respectively). We conclude that LaB6 is a more
complex compound; nevertheless, the generality of a stable and low-work function surface
still holds.
Chapter 6
Ab initiowork function and surface
energy anisotropy of half-metallic CrO2
CrO2 is one of the proto-type materials in spintronics. Spintronics aims to integrate the
control of spin degrees of freedom with the conventional charge based electronics. In
spin-injection, the focus has been on obtaining half-metallic interfaces and surfaces, but
the importance of electrical aspects to spin-injection has recently become apparent. The
difference in the chemical potential in the spin-injector and the semiconductor forms a
potential barrier across the interface and limits the electrical injection. The height of this
barrier is related to thework function of the injector, and trends in thework function are
likely to hold for interfaces. We calculate the anisotropy in the work function and the
surface stability of half-metallic CrO2, and find an anisotropy of 3.8 eV.We generalize an
earlier model for the relation betweenwork function and surface stability to include the
transition-metal oxides. For metallic compounds the lowest work function is obtained
for surfaces with the most electropositive element, whereas the stable surfaces are those
containing the element with the lowest valency.¶∗
6.1 Introduction
Electron-emitting materials are applied in many established and emerging areas of tech-
nology. Some examples of the former are vacuum electronic devices such as cathode-ray
tubes (CRTs), microwave devices and free electron lasers (FELs). Emerging areas are, for
example, organic light emitting diodes (OLEDs) and spintronics.
The work function (Φ) determines the electron emitting properties of the cathode material.
The lifetime of the device is related to the surface stability and the applied voltage. This of-
ten implies that cathodes need to have a low work function and a high surface stability. At
first, these properties appear to be incompatible: a low Φ means loosely bound electrons
that can easily mediate reactions. This reasoning holds for the elements. For instance, cae-
¶This chapter is based on J.J. Attema, M.A. Uijttewaal, G.A. de Wijs and R.A. de Groot J. Am. Chem. Soc.
submitted (2007).90
∗J.J. Attema contributed equally to this study.
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Figure 6.1: A drawing of the energy levels
at an injector/semiconductor interface.
Filled and empty states are dark and light
gray, respectively. The work function of
the injector (Φ) is the difference between
the chemical potential in the bulk and the
vacuum potential. A mismatch between
the chemical potential and the conduc-
tion band of the semiconductor results in
a potential barrier at the interface (ΔV).
Shown is an ideal interface at which the
vacuum levels are aligned.
sium has a low work function, Φ = 2.14 eV, but it is highly reactive, whereas gold is stable
but has a high work function Φ = 5.1 eV.22 Experimental results for alloys suggest the
alloy effect: the work function and surface stability interpolate between those of the con-
stituting elements.26 However, recent theoretical work has shown a different picture for
inter-metallic compounds. If a crystal structure allows the formation of polar surfaces, a
resulting surface dipole influences the work function. The work function may be lowered
to even below those of the constituting elements. This was first demonstrated in a com-
putational study for BaAl4.46 The barium terminated (001) surface has a work function of
1.95 eV which is lower than that of elemental barium (2.32 eV).22 It is even lower than that
of any element,22 clearly in contradiction with the alloy effect. It is important to notice that
the work function for polar compounds, i.e. compounds containing atoms with different
electronegativity, is expected to show a large anisotropy, as the surface dipole depends
on surface orientation. For BaAl4 and similar compounds51, 55 the surface with the lowest
work function was calculated to be the most stable one as well. The following model was
formulated: the surface stability is determined by the valency of the atoms and the atoms
with the lowest valency form the most stable surface. The work function is determined by
the electronegativity of the atoms and the surface with the most electropositive atom has
the lowest work function. For the intermetallic compounds the most electropositive atom
generally also has the lowest valency, resulting in stable, low-work function surfaces. Moti-
vated by the success of this model for inter-metallic compounds, we extend it to a different
part of the periodic system. For the transition-metal oxides the situation is reversed: the
lowest valency occurs for the most electronegative atom, in this case oxygen. Some of the
transition-metal oxides are also magnetic; they provide a good test case for the model. In
this paper, we investigate the anisotropy in the work function and the surface stability of
ferromagnetic CrO2.
This material is also interesting for application in spintronics. Spintronics aims to integrate
the control of spin degrees of freedom with the conventional charge based electronics.
Spin-injection requires a reliable source of spin polarised electrons. Half-metals are often
considered for spin-injection as they intrinsically have a 100% spin polarisation. CrO2 is
widely studied and its half-metallic character has been experimentally confirmed.
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Figure 6.2: Per-
spective view




atoms are in blue,
chromium atoms
are in grey.
Work on spin-injection focuses mainly on obtaining a spin polarization as high as pos-
sible at surfaces and interfaces.91 Recently, the importance of the work function for spin-
injection has become apparent.92, 93 Ideally, the conduction band of the half-metal is aligned
with the valence band of the semiconductor (into which spin-polarised carriers are in-
jected). In practice there is a difference in chemical potential (see Fig. 6.1). This poten-
tial difference causes a barrier at the interface and reduces the electrical efficiency of the
spin-injection. In first order approximation the height of this barrier is directly related to
the work function,94 so low-work function ferromagnets are desirable. For a given half-
metal/semiconductor interface the anisotropy in work function can be used to minimize
the potential barrier.
This paper is organised as follows. First we describe the computational method. Then re-
sults on bulk CrO2 are briefly discussed. Results on the structural relaxation are presented,
followed by the work function, the surface stability and an outlook.
6.2 Computational method
The calculations were carried out using spin density functional theory (DFT) using the
PW91 generalised gradient approximation (GGA) functional.14, 95 We used the projector
augmented plane wave mathod (PAW)5,11 as implemented in the Vienna Ab initio Sim-
ulation Package (VASP).15, 18, 19 We used a kinetic energy cut-off of 400 eV. The Brillouin
zones were sampled with a 6×6×8 Monkhorst-Pack k-point grid for bulk CrO2, 1×6×8
k-points for the (100) surfaces, 1×4×8 k-points for the (110) and a 7×7×1 grid for the (001)
and (011) surfaces. The work function and surface stability were calculated using a super-
cell approach. The supercell contained slabs with thicknesses of 6 bulk unit cells for (001),
(100), (011) and 8 bulk unit cells for (110), and at at least 10 A˚ of vacuum was added. Both
surfaces of a slab are identical and so some slabs are non-stoichiometric. During relaxation,
the central region of the slab was held fixed for comparison with the bulk.
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Oxygen Figure 6.3: Calcu-
lated spin density
of states for bulk
CrO2. It shows
the partial DOS
for Cr and O as
well.
6.3 Bulk structure of CrO2
The crystal structure of CrO2 is depicted in Fig. 6.2. It crystallises in the rutile structure,
tetragonal (spacegroup 136), with experimental lattice parameters a = 4.4218 A˚ and c =
2.9182 A˚. The chromium is at position 2a, oxygen is at position 4f with parameter x =
0.301.96 The chromium atoms are almost perfectly octahedrally surrounded by oxygen
atoms, with a Cr-O distances of 1.90 and 1.89 A˚; each oxygen atom has three chromium
neighbours. CrO2 is a half-metallic ferromagnet with a Curie temperature of 386 K.97 Ex-
perimentally, the half-metallic character of CrO2 and several CrO2 surfaces (100 and 110)
has been shown using spin-resolved photo emission,98, 99 X-ray absorption,100, 101 optical
spectroscopy102 and point contact Andreev reflection.103 Earlier photo emission measure-
ments found a small intensity near EF, but this was probably due to surface disorder or the
formation of Cr2O3 at the surface.98
After relaxation of the lattice parameters and the positional parameter of oxygen, the cal-
culation gave values of a = 4.405 A˚, c = 2.905 A˚ and the oxygen is at 2f with x = 0.303.
The calculated parameters agree with the experimental values (within 0.5%) and they will
be used in this paper. The calculated electronic structure of bulk CrO2 has been extensively
studied before.104–106 Basically, CrO2 is an ionic compound containing Cr4+ and O2− and
the half-metallicity in CrO2 is a consequence of its chemical composition. It has a mag-
netic moment of 2 μB per formula unit, located almost entirely on the chromium atoms.
For convenience, we show the calculated density of states (DOS) in Fig. 6.3. It shows the
crystal field splitting of the chromium 4d-band. The chromium atoms have an octahedral
coordination and its d-band splits into a threefold degenerate t2g band and a doubly de-
generate eg band, centered, respectively, at 0 eV and 2 eV, for the majority spins. Due to a
small deformation in the octahedron, the t2g have split in a doubly degenerate band just
below the Fermi level (at -0.5 eV) and a band at +0.5 eV. In the minority spin direction, the
exchange interaction shifts the chromium 4d-band completely above the Fermi level and
opens a band-gap.
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6.4 Surfaces of CrO2
Although bulk CrO2 is a half-metal, it is not a priori clear that surfaces of CrO2 should
be half-metallic. For NiMnSb, the first discovered half-metal and consequently the most
extensively studied one, surfaces and interfaces are generally not half-metallic.107 The
half-metallic character of NiMnSb is a consequence of the specific symmetry in the bulk.
This symmetry is destroyed at the interface, and therefore the half-metallic character is
lost. Only with careful engineering can half-metallic interfaces be constructed.91 The half-
metallic properties in CrO2 are mainly caused by its chemical composition rather than its
crystal structure and we can expect the surfaces to be less problematic. Indeed, earlier cal-
culations showed that the half-metallic character was maintained at the surface.108, 109 In
this section we describe the calculated surfaces, both before and after structural relaxation,
and compare with the literature when available. We used a minimal unit cell in the direc-
tions orthogonal to the surface. Surface reconstructions involving more than one unit cell,
or formation of an Cr2O3 surface layer were not considered. The electronic and magnetic
structure of the surfaces is discussed at the end of the section.
6.4.1 The (100) surfaces
In the [100] direction, three different surfaces can be constructed. One surface containing
a chromium atom (100 Cr), and two surfaces each containing one oxygen atom; the differ-
ence between the two oxygen terminations being the number of oxygen layers before the
first chromium layer, see Fig. 6.4.
For the (100 Cr) surface, the chromium in the first layer shifts 0.11 A˚ inwards. It has only
three oxygen neighbours and after relaxation the nearest neighbour distance is 1.80 A˚ on
average. The oxygen atoms move -0.28 A˚ and 0.15 A˚ along [010] and 0.61 A˚ and 0.24 A˚ out-
wards for the second and fifth layers, respectively. The third layer moves 0.13 A˚ outwards.
The relaxed structure agrees with the calculations reported by Hong et al.109
Upon relaxation of the (100 O) surface, chromium atoms in the second layer shift -0.10 A˚
along [010]. The second and fifth layers also shift 0.10 A˚ outwards. The oxygen atoms shift
0.24 A˚ and 0.16 A˚ along [010] and 0.20 A˚ and 0.28 A˚ outwards for the first and third layers,
respectively. Compared to Hong et al., the relaxation parallel to the surface is similar, but
our shift perpendicular to the surface is larger.
For the (100 OO) surface, the first oxygenmoves 0.18 A˚ outwards, the oxygens in the fourth
layer move 0.14 A˚ outwards. The chromium atoms in the third layer move 0.41 A˚ outwards
and 0.15 A˚ along [010], the chromium atoms in the sixth layer move 0.14 A˚ outwards. The
oxygen atom in the top layer has only one chromium neighbour, and as a result the Cr-O
distance after relaxation is reduced to 1.59 A˚.
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6.4.2 The (001) surface
In the [001] direction only one termination is possible, see Fig. 6.5. The surface is stoi-
chiometric, containing 1 Cr and 2 O atoms. The oxygen atoms in the top layer have lost
one chromium neighbour, the chromium has 4 oxygen neighbours. After relaxation, the
chromium atoms move 0.15 A˚ inwards and 0.23 A˚ outwards for the first and second layer,
respectively. The oxygen atoms in the first layer move 0.31 A˚ outwards and 0.23 A˚ along
[110] towards the nearest chromium atom. The Cr-O distance for the surface oxygens is
1.72 A˚.
6.4.3 The (110) surfaces
In the [110] direction, there are again three different terminations. One containing two
oxygen and two chromium atoms (110 CrO), and two surfaces containing one oxygen, the
(110 O) and (110 OO) surfaces, see Fig. 6.6.
After relaxation of the (110 CrO) surface, the fivefold surrounded chromium atom in the
top layer moves 0.16 A˚ outwards, the fourfold surrounded chromium atom moves 0.05 A˚
inwards. The oxygen atoms in the first layer move 0.51 A˚ outwards. The second and third
oxygen layers move 0.10 A˚ and 0.21 A˚ outwards, respectively.
Adding another oxygen layer produces the (110 O) surface. Upon relaxation, the oxygen
in the first layer moves 0.10 A˚ outwards. The oxygens in the second layer move 0.24 A˚
outwards. The second layer also contains two chromium atoms, one with 5 oxygen neigh-
bours and onewith 6 neighbours. The sixfold surrounded chromiummoves 0.27 outwards,
the fivefold surrounded chromium moves slightly inwards. The third layer oxygen moves
0.13 A˚ outwards.
Finally, the (110 OO) surface is obtained by adding another oxygen layer. All chromium
atoms have a bulk-like sixfold coordination, but the first two oxygen layers lack some
neighbours. The first layer oxygen atom has only one neighbouring chromium, the second
layer oxyen atoms has two. The oxygens in the first layer relax 0.11 A˚ outwards. In the
third layer, one chromium moves 0.41 A˚ outwards reducing the distance with the first
layer oxygen to 1.59 A˚; the other chromium moves 0.15 A˚ outwards.
6.4.4 The (011) surfaces
In the [011] direction, CrO2 consists of planes containing either 2 oxygen or 2 chromium
atoms, see Fig. 6.7. There are three possible terminations: a chromium terminated surface
(011 Cr), one with a single oxygen layer (011 O) and one with two oxygen layers (011 OO).
For (011 O), the relaxation has only a small effect. The chromium atoms in the second
layer only have 5 nearest oxygen atoms; they relax slightly outwards. The oxygens in the
first layer also lack a neighbour; they move a little inwards. The final Cr-O distance at the
surface is 1.81 A˚.
At the (011 OO) surface, the first layer oxygens only have one chromium neighbour. They
move 0.23 A˚ along [011] and 0.07 A˚ inwards, reducing the Cr-O distance to 1.59 A˚. The oxy-
gen atoms in the second layer have 2 neighbours and they move +/-0.09 A˚ along [100], re-
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Figure 6.4: A view along [001] of the three (100) surfaces,
with the (100 Cr) surface (left), the (100 O) surface (mid-
dle) and the (100 OO) surface (right). The top of the figure
is the surface facing the vacuum, the bottom is towards
the bulk. Oxygen atoms are shown in red, chromiums in
blue and transparent atoms indicate initial positions.
Figure 6.5: A view along
[100] of the (001) sur-
face. The top of the fig-
ure is the surface facing
the vacuum, the bottom
is towards the bulk.
spectively, 0.18 A˚ along [011] and 0.14 A˚ inwards. The third layer chromium moves 0.27 A˚
outwards, reducing the Cr-O distance to 1.79 A˚ and 1.77 A˚, respectively.
The chromium terminated surface (011 Cr) shows the largest relaxation. The surface chromi-
ums only have 3 oxygen neighbours. They relax -1.52 A˚ along [011¯] and 0.56 A˚ inwards.
The second layer oxygens move -2.15 A˚ along [011¯] and 0.31 A˚ outwards, and -0.66 A˚ and
0.70 A˚ along [100], respectively. The first and second layers have merged, forming a mixed
chromium / oxide layer. The chromium atoms are now located above the center of a rect-
angle formed by two oxygens from the newly formed outer layer and two oxygens from a
lower layer.
Figure 6.6: A view along [001] of the (110) surfaces, with the (110 CrO)
surface (left), the (110 O) surface (middle) and the (110 OO) surface
(right). The top of the figure is the surface facing the vacuum, the bottom
is towards the bulk. Oxygen atoms are shown in red, chromiums in blue
and transparent atoms indicate initial positions.
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Figure 6.7: A view along [100] of the (011) surfaces with the (011 Cr) surface (left), the
(011 O) surface (middle) and the (011 OO) surface (right). The top of the figure is the
surface facing the vacuum, the bottom is towards the bulk. Oxygen atoms are shown
in red, chromiums in blue and transparent atoms indicate initial positions.
From the relaxations described in the previous sections, we can draw the following conclu-
sion. CrO2 tries to maintain the sixfold coordination of the chromium at the surface. Con-
sequently, the chromium moves down into the surface and the oxygens move upwards
for chromium terminated or mixed surfaces. To compensate for the lower coordination at
the surface, the chromium-oxygen nearest-neighbour distances at the surface are reduced
by about 5% to 1.82 A˚. From this, we can expect a smaller surface dipole for the relaxed
surface. For the double-oxygen terminated surfaces some of the oxygens only have a sin-
gle chromium neighbour compared to three neighbours in the bulk. Upon relaxation the
chromium moves to 1.59 A˚ distance from such a oxygen, lowering the surface dipole even
further.
All the surfaces considered here are half-metallic, except for the (100 OO) surface before
relaxation and the (011 OO) surface after relaxation. They show states in the minority spin
band-gap, derived from the surface oxygens. In both cases, the oxygen at the surface shows
a considerable amount of holes at the Fermi level. The half-metallicity is restored for the
(100 OO) case after relaxation. The isolated surface oxygen moves close enough to the
chromium and consequently its hole states are filled. For the relaxed (011 OO) surface the
Cr:O ratio is too low and the half-metallicity is lost.
6.5 Work function
The work function is defined as the difference between the Fermi level and the vacuum
potential. They are calculated as described in chapter 1.3.
The calculated work functions are presented in table 6.1. The variation in work function is
very large, 3.8 eV for the relaxed surfaces. This is mainly due to a different surface termi-
nation. We see that an increasing oxygen covering leads to a significant increase in work
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Table 6.1: Work func-
tions (eV) for the CrO2
surfaces with their
different terminations.
Both the values for the
relaxed and for the
unrelaxed structures
are shown.
Φunrelaxed (eV) Φrelaxed (eV)
(100) Cr 3.64 3.40
(100) O 6.38 6.23
(100) OO 8.59 7.20
(110) CrO 3.16 4.28
(110) O 6.25 5.80
(110) OO 8.45 7.13
(001) 4.72 6.30
(011) Cr 3.38 3.99
(011) O 5.83 5.54
(011) OO 8.06 6.94
function from 3.4 eV for the (100) Cr surface to 7.2 eV for the (100) OO surface. The value
of 3.4 eV is quite lower than ΦCr (4.5 eV).22 If we consider only the single oxygen termi-
nated surfaces the anisotropy is 0.69 eV. For the surfaces with a double oxygen layer the
anisotropy is only 0.26 eV. The lowest work functions and largest anisotropy are found
in the mixed oxygen/chromium surfaces and the pure chromium surfaces. For the oxy-
gen terminated surfaces the relaxation lowers the work function. According to the Smolu-
chowski model24 an open surface has a low work function. We expect the relaxation to
smooth the surface and this would imply an increase in the work function. However, the
decrease in work function can be explained by a smaller dipole moment due to the smaller
Cr-O distance at the surface. The smaller (negative) dipole at the surfaces also explains the
increase in work function for the chromium terminated surfaces.
We conclude that the work function is mainly determined by the electronegativity of the
surface atoms.
6.6 Surface stability
The concept of stability and its determination are detailed in chapter 1.3. The binding en-
ergy of chromium di-oxide is 5.85 eV with respect to chromium bulk and a magnetic oxy-
gen molecule.
We start with the three (011) surfaces. Their surface energies are shown in Fig. 6.8. The
surface energy of the single oxygen surface is relatively low initially and relaxation does
not decrease it much. This corresponds well to the small movements of the atoms at this
surface. Both the chromium and the double oxygen surfaces are very unstable initially and
are significantly stabilised by relaxation. This can be attributed to the incomplete coordi-
nation before and the improved coordination after relaxation of the chromium and oxygen
atoms at the surface. In fact, the chromiums at the surface move in, past the subsurface
oxygens, leading to an oxygen terminated surface. For all three surfaces a region of sta-
bility exists. For the chromium terminated surface the region is very small, though. The
instability of the Cr surface is explained by noting that chromium has six neighbours in
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the bulk compared to only three neighbours for the oxygen atoms.
The (110) surface is shown in Fig. 6.8. Before relaxation all three terminations are quite
unstable. The relaxation considerably changes this picture. Again stability regions for all
three terminations exist, but that of the single O surface is largest. Interestingly, the en-
ergy of the CrO surface is negative close to the chromium bulk potential, i.e., the surface
becomes unstable.
The (100) surfaces (depicted in Fig. 6.9) show a quite different situation. The amount of re-
laxation is moderate for both the Cr and the (single) O termination and is directed (again)
to improve the oxygen coordination of chromium. The outer oxygen at the double oxy-
gen surface only has one Cr neighbour, which explains its initial instability. The largest
difference with the other directions is that here only oxygen terminated surfaces are stable.
The (001) surface is stoichiometric. The surface is moderately stable initially with
γ = 13.76 eV/nm2. The relaxation turns the surface into a purely oxygen one, but it stays
relatively unstable, γ = 8.34 eV/nm2. The cause is the partial coordination of the surface
chromium by oxygen, as well. All stable terminations are in fact oxygen surfaces even
those that are (partially) Cr terminated initially. Moreover, the energy variation is, surpris-
ingly, small. It seems that all the surfaces try to attain a similar surface structure.
In summary, we find that the oxygen terminated surfaces of CrO2 are the most stable,
because those provide an optimal coordination for the chromium atoms. With the same
reasoning, the single oxygen terminated surfaces are more stable than the double oxygen
terminated surfaces. The double oxygen terminated surfaces contain oxygens with a very
low coordination, whereas at the single oxygen terminated surfaces the oxygen coordi-
nation is more like in the bulk. We conclude that the surface stability is predominantly
determined by the valency of the surface atoms. For a given index, the most stable surface
is generally the one containing atoms with the lowest valency.
6.7 Conclusion
Summarising, we find that the work function of CrO2 strongly increases with the number
of oxygen layers at the surface. Moreover it exhibits a sizeable anisotropy. The oxygen
terminated surfaces tend to be the most stable, but with controlled growth conditions a
wide range of surface terminations and hence of work functions is accessible.
In previous studies of the work function and surface stability anisotropy of compounds
a model was formulated for the relation between work function and stability for inter-
metallic compounds.46, 51, 55
Briefly stated: the surface stability is determined by the valency of the atoms and the atoms
with the lowest valency forms the most stable surface. The work function is determined
by the electronegativity of the atoms and the surface with the most electropositive atom
has the lowest work function. We have shown that this model applies more generally.
Specifically, it also holds for the transition-metal oxide CrO2.























+Cr - +Cr, bulk (eV) -->
(110)O (110)CrO
(110)OO
Figure 6.8: Surface energy (eV/nm2) of the different (011) (left) and (110) (right)
surfaces and their relaxations as function of the chromium chemical potential
(μCr, eV). The chemical potential ranges from the chromium bulk one to that mi-
nus the binding energy of CrO2. The (011) surface with a single oxygen layer is
stable in the largest part of the left plot. The single oxygen (110) surface is stable
in the largest part of the right plot.
Finally, wewill try to apply our results to interfaces. Although a conductor/semiconductor
interface is very different from a surface, the work function of the conductor still gives a
reasonable indication of the potential barrier at the interface.4 Instead of a surface dipole,
we can create an interface dipole to lower the resistance of an interface. As shown by
Min et al.93 adding an electropositive element, in their case gadolinium, to an ferromag-
net/insulator/semiconductor contact lowers the interface resistance. However, an inter-
face dipole is not formed by the metal contact exclusively. Contributions from the semi-










+Cr - +Cr, bulk (eV) -->
(100)Cr
(100)O(100)OO
Figure 6.9: Surface energy (eV/nm2) of
the different (100) surfaces and their re-
laxations as function of the chromium
chemical potential (μCr, eV). The chemi-
cal potential ranges from the chromium
bulk one to thatminus the binding energy
of CrO2. The single oxygen surface is the
most stable one.
Chapter 7
Thermodynamic stability of boron: the
role of defects and zero point motion
Its lowweight, highmelting point and large degree of hardnessmake elemental boron a
technologically interesting material. The large number of allotropes, mostly containing
over a hundred atoms in the unit cell, and their difficult characterisation put both experi-
mentalists and theoreticians for a challenge. Even the ground state of this element is still
under discussion. For over 30 years, other scientists have attempted to determine the rel-
ative stability of α and β rhombohedral boron. We use density functional calculations in
the generalised gradient approximation to study a broad range of possible β rhombohe-
dral structures containing interstitial atoms and partially occupied sites within the 105
atoms framework. The two most stable structures are practically degenerate in energy
and semiconducting. One contains the experimental 320 atoms in the hexagonal unit
cell and the other contains 106 atoms in the trigonal unit cell. When populated with the
experimental 320 electrons, the 106 atom structure exhibits a band gap of 1.4 eV and an
in-gap hole trap at 0.35 eV above the valence band, consistent with known experiments.
The total energy of these two structures is 23 meV/B lower than the original 105 atom
framework, but it is still 1 meV/B above the α phase. The addition of zero point ener-
gies finally make the β phase the ground state of elemental boron by 3 meV/B. At finite
temperatures the difference becomes even larger.‡§
7.1 Introduction
The element boron has exceptional properties such as a low volatility and a high melt-
ing point (2450 ◦C), it is stronger than steel, harder than corundum and lighter than alu-
minium.111 Moreover, boron has a small reactivity at room temperature. It is under inves-
tigation as a constituent in hydrogen storage materials (e.g. LiBH4),112 it is used in high
power electronics (LaB6),56 in superconductors (MgB2, TC = 39 K),113 in heat resistant al-
‡This chapter is based on M.J. van Setten, M.A. Uijttewaal, G.A. de Wijs and R.A. de Groot J. Am. Chem.
Soc. 129 (2007) 25.. .110
§M.J. van Setten contributed equally to this study.
63
CHAPTER 7. BORON 64
loys, as wall coatings in nuclear reactors and as dopant in or alternatives to carbon systems
(nanotubes, polymers, diamond, graphite).
Even though there is a wide interest in boron, the element is far from completely under-
stood. As many as 16 boron allotropes are known. The cubic form is only known to encom-
pass 1708 atoms in the a = 23.472 A˚ unit cell114 and the 192 atom tetragonal and the 12
atom α rhombohedral (AR) crystal structures are the only ones that are well characterised.
However, the most stable polymorph, at least at high temperatures, is the β rhombohedral
(BR) structure.115 In 1970, a framework consisting of 105 atoms was proposed.116 Later,
in 1988, it was shown experimentally that the trigonal cell contains 320 valence electrons
(10623 atoms), in which the electron count was corrected by interstitial atoms and partial
occupations.117, 118 At the same time, BR boron was found to be a semiconductor with a
band gap of 1.6 eV.
Various theoretical paperswere dedicated to finding the BR structure. The first calculations
on the BR 105 atom framework were performed by Bullett119 in 1982. He discusses the
electronic structure of AR and BR boron in terms of icosahedra, the building blocks of both
structures. Both structures try to reconcile the five-fold symmetry of the perfect icosahedra
with a space filling crystal structure. In 2001, Jemmis et al.120, 121 analysed the bonding in
the 105 atom framework by a cluster fragment approach. They divided the structure into
B57 and B12 units and used their recent nmo-rule to show that the former have electron
excess, whereas the latter are electron-deficient. The net count provides a rationalisation
of the electron-deficiency of BR boron that was already pointed out by Bullett. They gave
rules for vacancies and interstitials to correct the electron deficiency. Next, in 2002, Imai
et al.122 considered a single atom substitution using density functional theory (DFT) in
the local density approximation (LDA), and this increased the stability. In 2005, Prasad et
al.123 concluded from DFT/LDA calculations that AR boron is more stable than the BR 105
atom framework. Finally in a very recent paper by Masago et al.,124 a DFT/LDA study is
reported in which more systematic single atom substitutions were made in the 105 atom
framework. Furthermore, they calculated Γ-phonon modes to investigate the temperature
dependence of the relative stability of AR boron and the 105 atom framework of BR boron.
They concluded that above 1400 K the latter is thermodynamically more stable. However,
no BR structure with the right number of electrons has yet been calculated. Moreover, no
calculation produced a gap in the electronic density of states (DOS). Neither is it clear that
BR boron then provides the ground state structure.
In this chapter, we investigate the ground state structure of boron, by means of ab initio
calculations. We study various atomic substitutions in, and extensions to the 105 atom
BR framework and develop general rules to guide us to the ground state structure. Total
energies and electronic DOS are also calculated for AR boron. Finally we investigate how
phonons, both in the zero point energy (ZPE) and at finite temperatures, determine the
relative stability of the BR and the AR structure.
The chapter is organised as follows. We first give the details of the computational methods.
Then we discuss the AR boron structure. The following section is dedicated to the various
BR structures. Next, the AR and BR structures are compared and finally we state the main
conclusions.
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7.2 Computational details
Nonlinear core corrections were taken into account. The Kohn-Sham orbitals were ex-
panded in plane waves with kinetic energy cutoffs of 400 eV (the total energy differences
listed in Table 7.3 were calculated with this cutoff). We checked basis-set completeness by
calculating the total energy difference between AR and BR boron both with 400 and 700 eV
cutoff. A change in the cutoff affected the total energy difference by merely 0.03 meV/B.
The Brillouin zones were sampled with 10× 10× 10 (12 AR), 4× 4× 4 (105 and 111 BR),
3× 3× 3 (106 BR) and 3× 3× 1 (320 BR) Monkhorst-Pack k-point grids, resulting in 110,
13, 14 and 5 k-points, respectively, in the irreducible parts. The calculated total energy dif-
ference between the boron phases and the BR structures are of the order of several meV per
atom. Such energy difference may seem small, and one might wonder whether they can be
calculated reliably (with a method such as the PAWmethod). However, they are calculated
as energy differences between cells that contain many atoms and are structurally similar.
We obtain, for example, energy differences of several meV/atom when moving one boron
atom from one site to another site within an otherwise unaffected cell (save for relaxation
in response to the moving atom) of approximately a hundred atoms (see Table 7.3). The
actual energy change for the displacement of this single atom is two orders of magnitude
larger. By similar reasoning the small energy differences between the AR and BR struc-
tures can also be reliably calculated as both phases have many structural similarities (both
being based on the icosahedron as basic building block). Very high accuracies have even
been obtained with (more-approximate) pseudo-potential methods, for example for the
free energy difference between α- and β-Sn.126
Phonon frequencies were calculated with a finite difference method.17 Displacements of
5 mA˚ and super-cells of 2× 2× 2 primitive cells for AR boron and the primitive cell for BR
boron were found to give frequencies numerically converged to within 1 cm−1. From the
phonon modes we calculated the ZPEs and temperature dependent crystal free energies in
the full Brillouin zone. The ZPEs are estimated to be converged to within 0.1 meV/B.
Table 7.1: Optimised






Cell parameters a (A˚) c (A˚) volume (A˚3)
exp. (a) 4.9179 12.5805 263.50
this work 4.9027 12.5367 260.97
Wyckoff positions x z
B1 18h exp. (a) 0.1189 0.8913
this work 0.1185 0.8914
B2 18h exp. (a) 0.1969 0.0243
this work 0.1963 0.0241









a function of energy
(eV, relative to EF) of
AR boron. Integrated
DOS (IDOS) (number
of electrons / 36) is
also plotted.
7.3 α-rhombohedral boron
The crystal structure, bonding and lattice dynamics of AR boron are well understood and
described extensively in the literature, (see, for example, Bullett119 or Vast et al.127, 128 and
references therein). However, we need a very accurate total energy for AR boron to deter-
mine whether AR or BR boron is most stable. We, therefore, perform a complete relaxation
of all atomic and cell parameters and calculate the total energy and electronic DOS. Ta-
ble 7.1 shows that both the lattice parameters and atomic positions of the fully relaxed cell
agree with the experimental values to a degree that is usual for DFT calculations.
The total energy of the experimental cell with relaxed atomic positions is −6.6879 eV per
boron atom (eV/B). Subsequent relaxation of the cell parameters lowers the total energy by
only 0.2 meV/B to −6.6881 eV/B. The energies are relative to those of non-spin-polarised
atoms. The calculated packing fraction in this cell is 41%.∗ The calculated bulk modulus
is 208 GPa, whereas the experimental values range from 213 to 224 GPa.129 Previously
calculated bulk moduli range from 222 to 260 GPa.130–132
In Figure 7.1, the calculated electronic DOS of AR boron is shown. AR boron has an in-
direct band gap of 1.54 eV and a direct band gap of 1.94 eV. Dipole allowed optical tran-
sitions have an onset at 2.59 eV. Previous calculations produced indirect band gaps of 1.4
to 1.7 eV119, 131, 133, 134 and direct gaps from 1.8 to 2.3 eV.119, 131, 134 On the basis of optical
experiments, Horn suggests a (direct) gap of approximately 2.0 eV.135 Ternauchi et al.136
derive a (direct) optical gap of 2.4 eV from their electron-energy-loss experiment. Thus,
also the excited state properties of boron are reproduced remarkably well by ground state
DFT.
∗The packing fractions are calculated with a radius of 0.89 A˚ for the boron atoms.
CHAPTER 7. BORON 67
7.4 β-rhombohedral boron
7.4.1 The 105 atom framework and B16 interstitial position
The 105 atom framework for BR boron that was proposed by Hoard116 is very open and
consists of 15 nonequivalent boron positions (B1 up to B15). It is well described in the
literature (see, for example, Jemmis et al.120) and shown in Fig. 7.2. We only mention here
that the single B15 atom, at the centre, connects two B28 fragments by bonding to the six
atoms at B13 sites. This framework is the starting point for further study. The BR structure
has space group R3¯m (166) with lattice constants a = 10.139 A˚ and α = 65.2◦.116 These
values were used for all BR structure calculations up to the point where the AR and BR
structures are finally compared. The atomic positions were of course optimised in all those
calculations.
The calculated electronic DOS of this structure is plotted in Fig. 7.3. There is an energy
gap of 1.13 eV at an electron count of 320 whereas the structure itself holds 315 electrons.
The DOS compares well with the calculated band structure by Prasad et al.,123 which has
a gap of 1.03 eV. In their calculation, however, the 105 atom BR structure is 280 meV/B
less stable than the AR structure while we only find a difference of 26 meV/B. We do not
understand this large discrepancy. Ha¨ussermann et al.133 found an energy difference of
20 meV/B, which agrees well with our value. Nevertheless, BR boron is known to be a
semiconductor. This indicates that additional atoms are required.
The BR structure was experimentally refined by Callmer et al.137 They found one additional
boron position (B16) that was fully occupied and so get a unit cell of 111 atoms. After
structural relaxation we find that this structure is 100 meV/B less stable than the 105 atom
framework. The DOS of the refined structure is also shown in Fig. 7.3. The energy gap is
now 0.84 eV and is positioned below EF.
7.4.2 Partial occupations
Further experimental refinement of the BR boron structure by Slack117 showed that the
(hexagonal) unit cell contains 320 atoms with lattice constants a = 10.93 A˚ and c = 2.178a.
This results in a density of 2.333 g/cm3 and a packing fraction of only 38% which is even
lower than the value for AR boron. The atoms are distributed over four additional sites
(B17 up to B20) and the previously mentioned B13 and B16 positions are also partially
occupied. The atomic occupation numbers of the B13 and B16 to B20 positions for the
three samples reported are given in Table 7.2.
Jemmis et al.120 analysed the bonding in the 105 atom framework by means of electronic
structure calculations in the molecular fragments approach. They find that three B13 sites
must be vacant and eight boron atoms should be distributed over B16, B19 and B20 sites
to saturate all bonds in the hexagonal unit cell. The B16, B19 and B20 sites are placed
around the so called “A” hole in the framework and form tetrahedra. These tetrahedra are
connected in triples by means of the atoms at the B16 sites.
The B13, B16 and B19 positions are depicted in Fig. 7.4. The left panel shows that the par-
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Figure 7.2: Side view
of the unit cell of
105 atom BR boron.
Most atoms are part
of icosahedra. The
central atom (purple)
is in the B15 posi-
tion and connects
the two groups of
three interpenetrating
icosahedra via atoms
at B13 sites (red).
tially occupied sites are located in three equivalent slabs in the hexagonal unit cell. Each
B17 site (not shown for clarity) is located very close to two B13 sites and is somewhat dis-
placed towards the middle of the slab. The atoms at the B18 sites bond to atoms at B17
sites and are located very close to the B19 sites on the other side of the slab. We intro-
duce a numbering scheme to be able to address all atoms individually. The three slabs are
numbered 1 to 3. Within each slab there is a 3¯ axis as schematically illustrated in Fig. 7.5.
Starting from a triple of B13 sites we call the 3 directions in the slab a, b and c. The other
three (point symmetric) B13 sites are then positioned in the a¯, b¯ and c¯ direction. The same
nomenclature applies to all the B16 up to B20 sites as they are all placed within the slabs
and according to the same three-fold axis. For example, the B16 site that lies along the same
vector as the 3a¯ B13 site (3 is the slab number) is the 3a¯ B16 site and the B17 site connecting
both 2a and 2b B13 sites is the 2c¯ B17 site. Except for a pair of B20 sites, every site has a
unique designation.
Table 7.2: Partial oc-
cupation (number
of atoms) of sites of
BR boron according
to Slack et al.117 for
the three samples
reported (A, B and C).
Site Wyckoff position A B C
B13 18h 14.0 13.4 13.1
B16 18h 4.6 4.9 5.1
B17 18h 1.2 1.5 1.7
B18 18h 1.0 1.2 1.3
B19 18h 1.3 1.2 1.3
B20 36h 0.0 1.3 0.9
Total 22.1 23.5 23.4
In the following, we shall consider several structures in unit cells containing up to 320












a function of energy
(eV, relative to EF)
of 105 and 111 atom
BR boron. Integrated
DOS (number of elec-
trons/320) are also
plotted. The energy
gaps are at an electron
count of 320.
Figure 7.4: The most important partial
occupied sites of BR boron in the hexag-
onal cell, seen along the (1000) vector
(left), along the (1202) vector (middle)
and along the (0001) vector (right). B13
atoms are indicated in red, B16s in yel-
low and B19 sites in dark blue. The
numbering scheme introduced in the
text is indicated. It makes the atoms in-
dividually addressable.
Figure 7.5: Naming
scheme for the B13,
B16 and B19 sites
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atoms that are approximations to the experimental ground state structure. The (free) ener-
gies of those structures provide an upper bound to those of the experimental structure.
The first step to the ground state structure is to consider single atom substitutions in the
105 atom framework. Theory120 and experiments, see Table 7.2, agree that at least one
B13 site is vacant and one atom should be added at a B16 site. This is precisely what was
done by Imai et al.,122 but it was not mentioned at which B16 site the boron was added.
Furthermore, no structural relaxation was included. The energy decreased by no less than
20 meV/B, but they indicate that their kinetic energy cutoff was not large enough to have
reached convergence. The DOS from these calculations has a large band gap of 1.3 eV above
EF.
This gap is reproduced (1.4 eV) in our DOS as shown in Fig. 7.6. In our structure (labelled
105B16, see Table 7.3), the atom at the aB13 site is moved to the (nearest) aB16 site. This
decreases the energy by 10 meV/B.
Recently Masago et al.124 have also calculated the effect of B13-B16 swaps, considering all
B16 sites possible within the 105 atom unit cell. They find that the energy decreases by 4
meV/B. We attribute this difference to the different exchange-correlation functionals used:
Masago et al. used plain LDA, whereas we employ the Perdew-Wang ’91 GGA.
Motivated by symmetry considerations we subsequently added an atom at the a¯B16 site
(106B16a). The energy lowers by another 8 meV/B. The gap in the DOS, at an electron
count of 320, has decreased quite somewhat to 0.65 eV (Fig. 7.6). However, these structures
are still electron deficient.
Imai et al.122 also considered a 106 atom structure, in which they filled a B17 site. It resulted
in a raising of the total energy per atom compared tot the 105 atom framework, which is
presumably due to them not having carried out a structural relaxation.
Next, total energy calculations were done in the (three times as large) hexagonal 320 atom
unit cell. We considered three vacant B13 sites and various distributions of the eight inter-
stitial atoms. We conclude the following from these calculations:
1. A B17 site can only be occupied when the two neighbouring B13 sites are vacant.
2. Simultaneously, the neighbouring B18 sites must be filled.
3. A B16 and B19 boron should not neighbour an occupied B17 site.
4. It is in fact favoured to leave the B17 and B18 positions vacant altogether.
5. At each side of a slab at least one B16, B19 or B20 site should be occupied.
6. No neighbouring B16-B19-B20 sites should be filled simultaneously.
7. The opposite interstitial sites, e.g., a and a¯, in one slab should not be occupied simul-
taneously.
8. A filled B19 site is slightly more stable than a B20 site.
9. The filled B16 sites are more stable than the B19 interstitial sites.
10. When a B19 site is occupied it should neighbour a vacant B13 site.










Figure 7.6: Electronic DOS
(states/eV/B) as a function of
energy (eV, relative to EF) of
105B16 (grey, upper graph) and
106B16a (black, lower graph)
atom BR boron. The aB13 atom
is removed and the aB16 and
the ±aB16 atoms are added,
respectively. The Fermi levels are
indicated with vertical lines and
the IDOS (number of electrons /
320) is also plotted.
The picture that emerges from these considerations is that in addition to the three vacant
B13 sites the eight interstitial boron atoms should be distributed over six B16 and two
B19 interstitial sites as homogeneously as possible, in accordance with previous work by
Jemmis et al.120 Both occupied B19 sites should lie along the same vector as a vacant B13
site (e.g. a 2a and 3aB19 whereas the 2a and 3aB13s are vacant).
In the discussion of their X-ray data, Slack et al.117 note that B17 is probably only occupied
whenever the neighbouring B13E and B13D (in the notation of Slack) are vacant. Indeed,
we also observe that a B17 atom can only occur if two neighbouring B13 sites are vacant.
Moreover, we find that the neighbouring B18 site has to be filled simultaneously. This gives
support to the suggestion by Slack et al. that B17 and B18 atoms occur in pairs. However
(item 4 above) we also see that it is energetically not favoured to occupy any B17 and B18
positions. Slack et al. also postulate that B19 and B20 occur in pairs, and that such pairs
only occur when a neighbouring B16 is present. Our findings suggest such triples are not
energetically favoured.
Slack’s samples were grown from the melt. Defects (complexes) that are unlikely from total
energy considerations may be stabilised by entropic effects at elevated temperatures, and
could be “frozen” into the samples upon cooling. We believe this may explain the partial
agreement between our total energy studies and the experimental results.
We now use the conclusions listed above to further improve the 106 atom structure. When
an atom is moved from the a¯B16 to a b¯ site (106B16b) the energy decreases by 5 meV/B,
resulting 23 meV/B below the 105 structure. The gap in the DOS splits into two gaps, one
of 0.35 eV at EF and one of 1.0 eV, at an electron count of 320 (Fig. 7.7). The peak above the
Fermi level is analysed to belong to atoms between the (vacant) aB13 and the (occupied)
aB16 sites. We move the atom at the aB16 site to the aB19 site (106B19), since the B19 site
is closer to the B13 site than the B16 site. (Two B19 atoms are needed anyway in the 320
atom unit cell, and this is a good check on their effect.) The energy, however, increases by
2 meV/B and the gaps in the DOS reunited to one gap of 1.3 eV (Fig. 7.7).
Three final calculations are done with 320 atoms in the unit cell. The first calculation
(320B16) has six B16 and two B19 interstitial sites as described above, the second one










Figure 7.7: Electronic DOS
(states/eV/B) as a function of
energy (eV, relative to EF) of
106 atom BR boron. Integrated
DOS (number of electrons /
320) is also plotted. The aB13
atom is replaced by the b¯B16
boron and, respectively, the
aB16 (106B16b) (red, upper
graph), and the 106B19 (blue,
lower graph) boron.
(320B19) has one B16 less and one B19 more in the same manner, and in the last one
(320EXP) we modelled the experimentally observed atomic occupation numbers from Ta-
ble 7.2 as well as possible. The precise positioning of interstitial atoms in the calculations
are brought together in Table 7.3. No disorder in the missing B13 atoms is considered
since the 106 atom cell already gave very good results for the total energy and the gap
in the DOS. The total energies of the 320 atom structures are not improved over that of the
106B16b structure. The energy of the 320EXP calculation is only 17 meV/B lower than that
of the 105 structure. The 320B19 calculation is slightly lower in energy than the 320B16, but
slightly higher than that of the 106B16b calculation. The DOS of 320B19 and 320EXP are
displayed in Fig. 7.8. That of 320EXP has a small gap (0.2 eV) just below the Fermi level
and a fairly large gap (0.6 eV) just above. It is no semiconductor and thus cannot represent
the experimental structure, which has an observed (optical) gap of 1.6 eV.117 The gap of
320B19 is somewhat smaller (0.35 eV), but it leads to a semiconductor.
Summarising the study on the interstitial atoms, we found one structure of 106 atoms and
one of 320 atoms that are nearly degenerate (−23 meV/B) and show the same band gap
(0.35 eV). At first sight it seems that these cannot represent the experimental structure as
the observed gap is no less than 1.6 eV wide.117 However, thermally-stimulated currents,
space charge limited currents and transient photo currents measurements of the electronic
structure of BR boron by Prudenziati et al.138, 139 found that there are (localised) hole traps
between 0.23 and 0.36 eV above the valence band. Schmechel andWerheit report gap states
in the range from 0.16 to 0.27 eV above the valence band edge.140, 141 These are attributed
to probably preferable B13-vacancies or other interstitials. In the DOS of the 106B16b struc-
ture (Fig. 7.7) there is also a localised state above the valence band. It only has contributions
from a handful of neighbouring atoms and transitions from the valence band to this state
are dipole forbidden (both have only p character). The optical gap that results is at least
1.4 eV, in good agreement with experimental findings. If two additional electrons (from,
for example, carbon impurities) fill the localised state, it would act as a hole trap instead of
an electron trap, as found in experiment. Moreover, the two impurity electrons would also
bring the total number of electrons in the unit cell to 320, what would make the agreement
with experiment nearly perfect.










Figure 7.8: Electronic DOS
(states/eV/B) as a function of
energy (eV, relative to EF) of 320
atom hexagonal boron. Both
320B19 (red, upper curve) and
320EXP (blue, lower graph)
are shown as well as their
IDOS (number of electrons /
960). The 320B19 structure is a
semiconductor with a gap of
0.35 eV.
We like to stress that although the 106B16b structure is still electron-deficient, it exhibits an
electronic structure very similar to experiment for a specific configuration of a B13-vacancy
and two occupied interstitials. This, and it having the lowest energy calculated, strongly
suggest that such combinations of defect sites are an essential building block of BR boron.
In terms of partial occupancies, this structure has B13(83%), B16(33%), B17 and higher
(0%). The average occupancy of the samples studied by Slack give: B13(75%), B16(27%),
B17(7%), B18(7%), B19(7%), B20(2%). Given that the 106B16b only has 3 defects (one va-
cancy and two interstitials) the compositions agree well, indeed with only 3 defects one
can hardly approach the experimental compositions better. So there seems ample room
within the experimental constraints for 106B16b-defect complexes to occur in large quan-
tities. Moreover, Slack’s experimental samples may contain “frozen-in” defect structures
that are not stable at low temperatures, as noted above. Therefore, perfect agreement with
experiment is not to be expected. Of course, many other defect configurations than 106B16b
can also occur. Interestingly, Slack et al. do not point out correlations between the occupa-
tion of B16 sites, whereas we do find that a specific configuration of B16 occupations gives
a considerably lowering of the total energy. We speculate that such correlations might have
been overlooked, as the B16 atoms involved are at a considerable distance apart. It might
be an interesting topic for further experimental investigation.
Finally we also relaxed the lattice parameters (including the cell volume) of the 106B16b
structure. This led to a decrease of 0.4% in the volume and marginal changes in the lat-
tice parameters.† We found a bulk modulus of 199 GPa, which agrees excellently with the
experimental values of 185 to 210 GPa.129, 142 With the same high kinetic energy cutoffs
as used for the AR structure, the total energy of this structure becomes −6.687 eV/B. We
conclude that on the basis of total energies the AR boron is 1 meV/B more stable than the
most stable BR structure found.
†Because of the interstitials the rhombohedral symmetry is broken. Asmentioned, changes are very small.
The unit cell parameters and positions of the 106B16b structure are included in appendix A.
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Table 7.3: Total energies
(E, meV/B relative to
the BR 105 structure)
and description of all
calculated structures of
BR boron, indicating the
vacant B13 and the filled
B16 to B20 sites. The
nomenclature from the
text is used to describe
the unit cell.
Defects − B13 + B16 B17 B18 B19 B20 E
Slab 1 2 3 1 2 3
105 - - - - - - - - - - 0
111 - - - all all all - - - - 100
105B16 a a a a a a - - - - −10
106B16a a a a aa¯ aa¯ aa¯ - - - - −18
106B16b a a a ab¯ ab¯ ab¯ - - - - −23
106B19 a a a b¯ b¯ b¯ - - 123a - −21
320EXP a a bc ab¯ b¯ ab¯ 3a¯ 3a¯ 2a 2c −17
320B16 a a a cb¯ cb¯ ab¯ - - 12a - −22
320B19 a a a cb¯ cb¯ b¯ - - 123a - −23




or Infrared (IR)] of α
rhombohedral boron,
compared to the ex-
perimental values: (a)
Raman127, 128 and (b)
Infrared.143
Mode active this work exp.(a) exp.(b)
A1g R 1171 1186
Eg R 1118 1122
A2u IR 929
A1g R 921 925
Eg R 870 870
A2u IR 809
Eu IR 801 806
A2u IR 792
A1g R 792 793
A1u 787
Eu IR 786
Eg R 773 774
A2g 714
Eg R 708 708
Eu IR 700 705
A1g R 691 692
Eu IR 595
Eg R 582 586
Eu IR 550 548
Eg R 521 525
A2g 499
A1u 475
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7.5 Zero point energy and temperature dependence
The comparison of total energies from static electronic structure calculations alone neglects
the ZPE of a system. Whereas for heavier elements neglection of the ZPE is reasonable, for
the lighter elements, including boron, it is not. Therefore, in the optimised cells, we calcu-
lated the phonon frequencies. The number of atoms in the unit cell differs greatly between
AR and BR boron. This causes the band dispersion of the phonon modes to have a large
(relative) effect: For AR boron the difference in ZPE with (full Brillouin zone integration)
and without (only the Γ-point phonons) band dispersion is 3 meV/B whereas for BR it
is only 0.2 meV/B. This is mainly caused by the acoustic modes that do not contribute
when one uses only Γ-point phonons. In AR boron, the acoustic modes account for 1/12th
of the total number of modes, whereas in BR they account for only 1/106th. All phonons
contributions reported here are integrated over the entire Brillouin zone.
In Table 7.4, the calculated Γ-point frequencies for AR boron are compared to experimental
values. They agree extremely well. By integrating phonon frequencies over the Brillouin
zone we obtain a ZPE of 130 meV/B. This brings the total energy of AR boron, with ZPE,
to −6.558 eV/B.
The same procedure was carried out for the most stable 106 structure (106B16b). This
gave a ZPE of 126 meV/B, bringing the total energy of 106B16b BR boron, with ZPE, to
−6.561 eV/B. For the first time, this gives a BR energy lower than that of AR boron.
The above reported total energies are, in fact, the Helmholtz free energies at 0 K. At higher
temperature the phonon modes are occupied according to Bose-Einstein statistics. In the
harmonic approximation the Helmholtz free energy is determined by the harmonic lattice
vibrations, i.e., the phonons, at a volume V:144













The first term (U0) is the total energy of the crystal. The integration is over the entire Bril-
louin zone of which ΩBZ denotes the volume. A modified tetrahedron integration method
is used.12 The first term in the integral is the zero point energy, where the ωq,i are the
phonon angular frequencies at wave vector q. The second term in the integral refers to the
thermally induced occupation of the various phonon modes.
We fix the volume to the equilibrium value at 0 K and neglect thermal expansion. The bulk
moduli of the AR and BR structure are rather similar so we expect the thermal expansions
to be similar as well. Since we are only interested in the differences between AR and BR
boron, we assume this to be a good approximation.
At finite temperature, there is also a contribution to the free energy from the configura-
tional entropy (CE):







where gi and Ei are the multiplicities and energies of the various (defect) structures. For BR
boron many defect structures are possible. At a certain temperature and in thermodynamic
equilibrium, only those structures significantly contribute whose energies are within kBT
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0 K equilibrium vol-
ume, of AR and BR
boron as a function of
temperature (K).
of the ground state structure. If we only consider the multiplicities of the 106B16b and
320B19 structures the ΔFCE is −0.6 meV/B at 300 K. Moreover, if one takes more struc-
tures into account the CE of BR boron lowers further. At higher temperatures, the config-
urational entropy will push down the BR free energy more. Moreover, well above room
temperature other defect structures become thermodynamically favoured, and we expect
that BR boron is further stabilised. AR boron, on the other hand, has no intrinsic defects at
low temperatures and hence no CE contribution. As the CE effects are small below 300 K,
they will not be considered further.
The free energies as a function of temperature are depicted in Fig. 7.9. The difference be-
tween AR and BR boron at higher temperatures is marginally larger than at 0 K. This
means that BR boron is the thermodynamically stable allotrope, in correspondence with
experimental findings. At temperatures well beyond room temperature, the entropy of the
defects will become considerable and thus will stabilise the BR structure even more.
7.6 Conclusions
To summarise, we used first-principles (DFT, GGA) calculations on BR and AR boron to
determine the boron ground state structure. The calculated properties of AR boron, such
as Γ-point phonon modes, electronic band gap and bulk modulus compare very well to
experimental values.
The BR 105 atom framework is 26 meV/B higher in energy than AR boron, but is stabilised
by partial occupations and interstitial atoms. The most stable structure is a 106 atom struc-
ture with one B13 site vacant and two atoms added at specific B16 sites. On the basis of this
structure we also constructed a 320 atom unit cell that is nearly as stable. Both are semicon-
ductors with a gap of 0.35 eV. The optical gap of the 106 atom structure is (at least) 1.4 eV,
which compares favourably with the experimental gap of 1.6 eV. Relative to AR boron
these structures are still 1 meV/B higher in energy. However, the ZPE makes that the BR
boron with the 106 atom unit cell wins 4 meV with respect to AR boron and becomes the
ground state. The inclusion of temperature effects does not change this picture.
Finally, the experimentally determined atomic occupations of BR boron were modelled in
a unit cell of 320 atoms. The structure is unstable by 6 meV/B and no semiconductor.






An important means to increase the efficiency of OLEDs is introducing spin-orbit cou-
pling into organic materials. As explained in the introduction, spin-orbit coupling (SO)
mixes singlet and triplet excitons. Only singlets contribute to the light output of an
OLED and thus spin-orbit coupling brings a 100% quantum efficiency into view. In this
chapter two things will be studied. First, the correct implementation of spin-orbit cou-
pling in current programmes is checked. This we do by comparing results of VASP to
those of WIEN2k for the system lead-telluride, which is well known for its large spin-
orbit coupling. The SO in the other lead-chalcogenides (PbS and PbSe) is also briefly
studied in WIEN2k. This study will settle an old dispute on the wave function char-
acter of the top of the valence band and the bottom of the conduction band. Second,
the method is applied to the graphitic form of carbon. Its Lande´ g-factor is calculated
and compared to experiment. The g-factor is an important measure on the size of orbital
moments in the material. Graphite has the same sp2 bonding as organic semiconductors
and so it is expected that these results are highly relevant to the efficiency of OLEDs.
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8.1 PbTe, PbSe and PbS
The three lead-chalcogenides are IV-VI semiconductors with small gaps and have been
a subject of heavy dispute within the electronic structure community. On one hand DFT
seems to predict their band-gaps surprisingly well and on the other hand, the effect of SO
is very large in these materials and different codes give a different wave function character
at the Fermi level (EF). Remarkably, the temperature coefficients of their gaps are positive.
Moreover, they are also interesting from a technological point of view as they possess a
high carrier mobility and find application in infrared quantum dot lasers.145 Our main
interest is to check the correct implementation of SO in VASP by comparing its results for
PbTe to those of the program WIEN2k. This will also advance the dispute about the wave
function character of the HOMO and the LUMO.
This section is built up as follows. First the computational details are given. Then the crys-
tal structures, density of states (DOS) and band structures are shown. Finally, the effect of
SO and the differences between VASP and WIEN2k are discussed.
8.1.1 Computational details
For VASP both LDA and GGA (PW91) calculations were done. Nonlinear core corrections
were taken into account for all atoms. The f states were included for all atoms. The Kohn-
Sham orbitals were expanded in plane waves with cutoffs of 175 eV and the augmentation
charge cutoff was 369 eV. The Brillouin zones were sampled with 12× 12× 12 Monkhorst-
Pack k point grids. SO broke the Oh symmetry of the lattice to C3v and inversion symmetry
was not applied, either. This resulted in 72 k points (no SO) and 364 k points (with SO) in
the irreducible parts. Scalar relativistic corrections were included. No structural relaxation
was considered for easy comparison. The remaining pressures were smaller than 20 kB.
For WIEN2k146 the (L)APW (linearised augmented plane waves) method with local or-
bitals for Te d states was used in the LDA as well as in both the PW91 and PBE96 GGA
parametrisation of the exchange correlation potential. Grids of 1200 up to 1700 k points
were used to sample the Brillouin zone. Other settings were -6 Ry (separation core/valence
states), RMT·Kmax = 7, gmax = 14 (largest vector in charge density Fourier expansion) and
the muffin-tin radii (RMT) used were 3 Bohr (1.59 A˚), respectively 2.4 Bohr (1.27 A˚) for Pb
and Te. Telluride was put in the origin of the unit cell.
8.1.2 Crystal and electronic structure
The lead-chalcogenides crystallise in the rock-salt crystal structure (FM3¯M, nr. 225), dis-
played in Fig. 8.1. PbTe has an unusual large lattice constant.147 The precise values for all
three lead-chalcogenides are shown in Table 8.1.
Concerning their electronic properties, they all have a direct gap at the L point in the Bril-
louin zone and the gap decreases from PbS to PbTe to PbSe.148 The experimental values



















Figure 8.2: Density of states (states/eV) for PbTe from VASP us-
ing GGA (PW91) both without and with SO (left and right, respec-
tively). Partial DOS and integrated DOS (IDOS) are also shown. The
radii used are 1.75 A˚ and 1.37 A˚ for Pb and Te, respectively.
are shown in Table 8.1. For completeness, we also give the effective masses of the electrons
and holes for the three lead-chalcogenides as determined by Nimtz et al.148
Table 8.1: Lattice constants (a),147 band gaps (EG) and effective
masses of electrons and holes148 of the three lead-chalcogenides
valence band conduction band
a (A˚) EG (eV) m‖/m0 m⊥/m0 m‖/m0 m⊥/m0
PbS 5.936 0.29 0.11 0.08 0.11 0.08
PbSe 6.124 0.17 0.07 0.03 0.07 0.04
PbTe 6.462 0.19 0.31 0.02 0.24 0.02
The GGA density of states of PbTe from VASP both with and without SO are shown in
Fig. 8.2. The partial DOS is plotted as well. The LDA results are left out as hardly any
difference with the GGA DOSs were found. SO decreases the gap and influences the states
near the Fermi level on both sides of it. The valence band s states are mainly located on
Pb and the valence band p states mainly on Te. It is reversed for the conduction band. The
results from WIEN2k are very similar.
The LDA band structures fromWIEN2k and VASP, both with and without SO are depicted
in Fig. 8.3. It is clearly seen that SO decreases the gap at the L point. GGA results are nearly
equal and not shown.
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Figure 8.3: Band structure for PbTe along special k point directions from WIEN2k
(left) and VASP (right) in the LDA both with (blue crosses) and without (red
pluses) SO. Energy is in eV relative to the Fermi level.
Table 8.2: Energy gaps (Eg) and valence and conduction band
character at the L point in the Brillouin zone (VB@L, re-
spectively CB@L) of PbTe within WIEN2k and VASP with
different exchange and correlation potentials and with self-
consistent (sc), non-self-consistent (nsc) and no SO.
programme potential SO Eg (eV) VB@L CB@L
WIEN2k LDA no 0.649 Te p Pb p
sc 0.144 Pb p Te p
PBE96 no 0.732
nsc 0.118
sc 0.068 Pb p Te p
PW91 no 0.718 Te p Pb p
nsc 0.146 Pb p Te p
sc 0.097 Pb p Te p
VASP LDA no 0.632 Te p Pb p
sc 0.076 Pb p Te p
PW91 no 0.717 Te p Pb p
sc 0.005 Pb+Te p Pb+Te p
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8.1.3 Gap state comparison
The energy gaps and wave function character of the top of the valence band and bottom of
the conduction band are collected in Tab. 8.2 for all the calculations done. The results can
be summarised as follows:
• WIEN2k and VASP compare very well, although SO in WIEN2k is ≈ 0.1 eV larger.
• GGA gives ≈ 0.1 eV larger gaps than LDA.
• SO exchanges the wave function character of the top of the valence and the bottom
of the conduction band.
• SO is largest (≈ 0.85 eV) when applied non-self-consistently.
We conclude that the best correspondence with experiment is produced by WIEN2k with
a non-self-consistent SO calculation within the LDA. The differences are small, though.
Let’s compare our results to those of Albanesi et al.150 Using the 1997 version ofWIEN, they
find band gaps for PbTe of (a) 0.57 eV (LDA, no SO), (b) 0.028 eV (LDA SO), (c) 0.73 eV
(PW91, no SO) and (d) 0.16 eV (GGA SO). The top of the valence band has Te p character
in all cases what means that SO is too weak to exchange the state at the top of the valence
band with that at the bottom of the conduction band. The implementation of SO in WIEN
must have changed crossing the millennium.
We now briefly study the other two lead-chalcogenides: PbS and PbSe. The results from
WIEN2k are collected in Table 8.3. Both the gapwithout SO as the effect of SO are smaller in
PbS and PbSe; still the same conclusions as for PbTe apply. Compared to the experimental
gaps (Table 8.1), the smallness of the gaps in PbSe without SO (resulting in too large gaps
with SO) are very striking.
Table 8.3: Energy gaps (Eg, eV) and valence and conduction band character at the
L point in the Brillouin zone (VB@L, respectively CB@L) of PbS and PbSe within
WIEN2k (W) and VASP (V) with different exchange and correlation potentials
and with self-consistent (sc), non-self-consistent (nsc) and no SO. The VASP re-
sults are from G.A. de Wijs.149
PbS PbSe
potential SO EgW Eg V VB@L CB@L EgW Eg V VB@L CB@L
LDA no 0.211 0.174 S p Pb p 0.193 0.166 Se p Pb p
sc 0.210 0.189 Pb p S p 0.271 0.242 Pb p Se p
PW91 no 0.330 0.305 S p Pb p 0.287 Se p Pb p
nsc 0.155 Pb p S p
sc 0.102 0.063 Pb p S p 0.189 Pb p Se p
Previously, G.A. de Wijs149 has done calculations on the lead-chalcogenides using VASP.
The results are also shown in Table 8.3 and compare very well to those of WIEN2k.
This line of research was not pursued further, as Kerstin Hummer from the group of
George Kresse in Vienna was already actively researching SO in lead-chalcogenides.
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Figure 8.4: AB stacked
hexagonal structure of
graphite. The graphite




Graphite is a most interesting material. It is the stable form of carbon, its melting point
is just above 3900 K, but different hexagonal layers can easily be separated. Graphene is
then produced, a true 2D solid with remarkable properties such as a new quantum Hall
effect and electrons that have a linear dispersion relation just as if they were fully relativis-
tic.151, 152
The graphite layers are fully conjugated: the carbon atoms are held together by sp2 bonds.
Therefore, it is safe to assume that the SO in graphite will equal that in conjugated organic
semiconductors. There, it mixes singlet and triplet excitons and as only singlets contribute
to the light output of an OLED, spin-orbit coupling brings a 100% quantum efficiency into
view. The first step towards the SO is the Lande´ g-factor of graphite, because it is an impor-
tant measure on the size of orbital moments in the material. An anisotropic and tempera-
ture dependentmeasurement is available by Stankowski et al.153 The g-factor parallel to the
c axis (g‖) increases with decreasing temperature. At room temperature, g⊥ = 2.003 and
g‖ = 2.049. At 97 K, g‖ is already 2.114 and extrapolation to 0 K even results in g‖ ≈ 2.16.
These results express that orbital moments in graphite are directed parallel to the c axis.
We try to calculate g‖ in this section.
8.2.1 Computational details
For VASP, a PAW potential with projector functions for the d states was available for car-
bon only within the LDA. No GGA calculations were possible since the d states turned
out to be crucial for the orbital moments. Nonlinear core corrections were taken into ac-
count. The Kohn-Sham orbitals were expanded in plane waves with cutoffs of 473 eV and
the augmentation charge cutoff was 926 eV. The Brillouin zones without SO were sam-
pled with maximally 36× 36× 18 Monkhorst-Pack k point grids, resulting in 1270 k points











Figure 8.5: Density of
states (states/eV/unit
cell) for graphite as
function of energy
(eV) for an LDA cal-
culation from VASP.
Partial DOS per non-
equivalent carbon in
the unit cell is also
plotted. The radius
used is 1.05 A˚.
in the irreducible part. SO broke the symmetry of the lattice to C1 and inversion sym-
metry was not applied either. The Brillouin zones were now sampled with maximally
25 × 25 × 10 Monkhorst-Pack k point grids resulting in 6250 k points. SO was applied
non-self-consistently as well. Scalar relativistic corrections were included. No structural
relaxation was considered. The remaining pressure was -83 kB.
For WIEN2k, the (L)APW (linearised augmented plane waves) method with local orbitals
was used in LDA as well as in the PW91 and PBE96 GGA parametrisations of the ex-
change correlation potential. Grids of 18× 18× 5 k points were used to sample the Brillouin
zone. Other settings were -4 Ry (separation core/valence states), RMT·Kmax = 7 (even 9 for
PBE96), gmax = 14 (largest vector in charge density Fourier expansion) and the muffin-tin
radius (RMT) used for carbon was 1.3 Bohr (0.69 A˚). SO was applied (second variationally)












Figure 8.6: The band structure (eV) of graphite without (blue pluses) and with SO (red
crosses, on top of the blue pluses) along special k point directions. The region around
the Fermi level is blown up. SO effects no detectable changes.
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8.2.2 Crystal and electronic structure
Three types of stacking of the hexagonal layers exist: AA, AB and ABC. The AB stack-
ing is slightly preferred over the other two. It has symmetry P63/mmc (space group 194)
and is depicted in Fig. 8.4. The experimental lattice constants are a = 2.461237 A˚ and
c/2 = 3.353 A˚. It is well known that DFT does not accurately describe the van-der-Waals
bonding that keeps the graphite layers together. An LDA calculation still finds a bounded
minimum, but does not provide the right in-plane lattice constant. Therefore, the experi-
mental values were taken.
The DOS of graphite from VASP without SO as a function of energy is plotted in Fig. 8.5.
Partial DOSs are also included. Graphite is a semi-metal with 0.0077 states/eV at the Fermi
level. This compares very well with the experimental value of 0.01066 states/eV,154 cer-
tainly when it is realised that the experimental determination is at elevated temperature
and that the Fermi surface of graphite is very hard to sample computationally. Even with-
out SO there is a small d contribution at both sides of EF, coming from tails of the p func-
tions on neighbouring atoms.
The DOS cannot be compared to one with (a self-consistent) SO because the amount of
k points is too large when using the same grid (the symmetry is broken) and in using
a smaller grid either the Fermi level is not sampled or it is oversampled and we get an
(unphysical) magnetic solution. Comparison is possible with LDA, PW91 and PBE96 (in-
cluding SO) DOSs from WIEN2k. However, no differences were found.
The graphite band structures from WIEN2k in LDA are shown in Fig. 8.6 both with and
without SO. The region around the Fermi level is separately depicted. It consists of the 4 pz
states on the 4 atoms in the unit cell (2 are degenerate). SO effects no detectable changes.
No differences with bands from VASP were detected either. The splittings at the Fermi
level are smaller than 10−4 eV. At the H point the energy difference of the two bands near
the Fermi level (Δ) is just over 0.02 eV.
Already in 1961, McClure and Yafet did extensive and general work on g-factors, also in
graphite. They used various parameters to model its band structure. The two values that
are relevant here are the SO splitting (2.2 · 10−4 eV) and Δ (0.1 eV).157 Ours are quite smaller.
Tatar et al.155 were the first to calculate the 3D band structure from first principles, using
the KKR technique and the Slater Xα method. They gave a clear explanation of the graphite
structure, its Brillouin zone and also made a considerable comparison with previous work.
Good correspondence exists with our bands. They report that Δ = 0.008 eV. Much later,
Boettger156 calculated a full-potential LDA band structure with Gaussian type orbitals and
compared it to earlier LDA calculations. We find excellent agreement with his results. No
values for the McClure and Yafet parameters could be extracted, but Boettger’s energy
differences between the π bands at K are within 5% of ours.
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8.2.3 Lande´ g-factor





|L+ S|2 = 2+ 1/(1+ Sz/Lz), (8.1)
where it is assumed that the orbital moment (Lz) is small and opposite to the spin moment
(Sz). Otherwise the g-factor is less than 2, in contradiction with experiment. Note that,
although the spin-orbit coupling does not enter this expression, it is essential, because it
aligns the orbital and spin moments. Without it, g = 2 indiscriminately. The moments are
those of electrons that circle over the Fermi surface around the direction of the applied
magnetic field. An integration over the whole Fermi surface is thus necessary, in principle,
but a g-value can also be derived for a single k point.
The π bands that cross the Fermi level in graphite mainly consist of pz orbitals (on C2
atoms), but they also have a small d contribution (this resides on neighbouring C1 atoms).
An electron in a pz orbital on a C2 atom carries no angular momentum, it only contributes
to the spin moment. The orbital induces dxz and dyz states at neighbouring C1 atoms,
though, and those combine to a d state that does carry angular momentum (in the c/z
direction):
d∓1 = (dxz ± idyz)/
√
2. (8.2)
The spin moment is the sum of the contributions of the p and the d states.
Table 8.4: Wave function character at the Fermi level of
graphite and the Lande´ g-factor derived from it for the
PAWprojection scheme of VASP and projection within
a sphere of 0.69 A˚ for both VASP and WIEN2k.
Program Projection Wave function at EF g
VASP PAW 0.579pz + 0.036d±1 2.066
Sphere 0.367pz + 0.008d±1 2.021
WIEN2k 0.202pz + 0.0054d±1 2.027
The wave function character of graphite at the Fermi level at the k point nearly halfway
K and H and the resulting g-factors are shown in Table 8.4, both for the PAW projection
scheme in VASP and projection within a sphere of 0.69 A˚ in VASP and WIEN2k. Both
the absolute and the relative occupation of the orbitals depend strongly on the projection
scheme and on the radius used. The PAWprojection scheme uses a built-in radius of 0.74 A˚.
A larger radius (1.05 A˚) results in an even larger (relative) d contribution: 0.080 (cf. p =
0.692). As a consequence also the g-factors strongly vary. VASP and WIEN2k agree very
well if both use the atomic projection scheme and a radius of 0.69 A˚. The PAW result is
thrice as large, though, and is within a factor of two from the experimental value.153 The
even larger radius of 1.05 A˚ produces g = 2.106, but this radius is considered rather large.
All in all, the model brings about a very reasonable result considering its simplicity.
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It is checked, within VASP, that the wave function character at other points of the Fermi
surface is very similar to that between K and H, especially the ratio of p to d orbitals. As
a consequence the g-factor is (nearly) equal for the whole Fermi surface and integration
is not necessary. It is expected that this d to p ratio is universal for sp2 bonded C and so
the same will be true of orbital moments. Nevertheless, conjugated materials are semi-
conductors and, thus, have no Fermi surface or (intrinsic) g-factors. Moreover, neither the
expression for g nor its experimental determination include (the size of) the coupling con-
stant between the spin and the orbital moment. This means that the results for the g-factor
in graphite is just the first step to predict the SO and ratio between singlets and triplets in
organic semiconductors. For the SO, a determination of the coupling constant is necessary.
Furthermore, a rate of formation of singlets and triplets is required as well to calculate the




(Energetic) disorder in organic semiconductors leads to low mobilities, but favourably
influences the injection of charges through a (large) barrier, as mentioned in the intro-
duction, . In this chapter we study the effect of disorder on both the carrier transport and
its injection into full OLED devices. Themain goal is to increase our understanding and
to percieve the trends. For this purpose, we develop a programme based on the master
equation approach. It operates on a three-dimensional lattice of sites (representing the
conjugated segments of the organic material) and includes a self-consistent field, an in-
jection barrier and the possibility of image potentials near the cathode and the anode.
These contacts are modelled by a monolayer of sites at a fixed potential that have un-
limited supply of and space for electrons. Two types of contact models are applied: an
“Ohmic” contact that aligns the Fermi level in the metal with that in the first organic
layer and a “Schottky” contact where the offset is determined self-consistently by al-
lowing the charges to hop from themetal to the organic material. Parameters such as the
temperature, the potential difference, the lattice constants, the hopping range and the
width of the DOS can all be varied. The main results are the current – voltage character-
istics for a range of material parameters consistent with experiment. From the results it
is concluded that an advanced continuum description fails for devices far from equilib-
rium. Next, filamentarity is strong in all devices, but the introduced parameter might be
improved with the inclusion of the absolute current in the definition. Further, disorder
decreases the differences in the boundary and increases the overall charge density. Also,
the Schottky contact model has a smaller injection dependence than that of Arkhipov.180
Finally, the Ohmic and the Schottky contacts show quite similar trends and a transfor-
mation ismade between their boundary concentrations at the cathode. Schottky contacts
would seem physically more appropriate.∗
∗The author would like to thank Prof. R. Coehoorn, Dr. P.A. Bobbert, M.Sc. R. Balasubramanian andM.Sc.
K.M. Meisel for valuable help and comments.
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9.1 Introduction
9.1.1 Experiment
It is increasingly evident that semiconducting organic materials exhibit a large degree of
disorder. They contain many (intrinsic or extrinsic) defects (trap states). Moreover, poly-
mers form large chunks of ‘spaghetti’ instead of single-crystals. Burrows et al.158 found,
for example, that the current in their device was limited by a large density of (exponential)
traps with a trap depth of 0.15 eV. Because of disorder, electrons (e) are generally localised
in organic materials. Moreover, in real OLED devices the interfaces can play a significant
role; the interface with the cathode can be especially problematic for blue polymers and
Ba/Al cathodes, because of misalignment of the energy levels. The injection can be further
hampered by partial oxidation of the cathode,159 and an interface dipole mainly caused
by transfer of charge from the metal to the (first) organic layers.160 The injection of charge
into organic semiconductors is a thermally assisted tunnelling process for which the im-
age potential at the metallic contact is a crucial ingredient. Charge transport in the bulk is
achieved by site-to-site hopping (sites representing segments of conjugation). Many exper-
imental complications arise, however, in determining the various parameters that govern
these processes; the injection barrier is especially elusive.161 Van Woudenberg et al.162 dis-
covered that the injection of charge is dominated by a few sites deep in the tail of the
disordered DOS (density of states). This suggests that, in the case of an injection barrier,
the injection of current could be positively influenced by disorder in the polymer, which is
what Arkhipov et al. indeed predicted.163
9.1.2 Modelling of bulk transport
There is a rich history in the modelling of the injection and/or transport of charges into/in
(organic) semiconductors. Still, a more satisfactory theory would be welcome; models of-
ten do not take the inherent disorder into account.161 In this section we discuss the devel-
opment in the modelling of bulk transport and in the next we focus on injection models.
In 1972, de Levie et al.164 showed that analytic, although complicated, solutions exist to
the transport of charges that obey (simple) drift and diffusion equations. The case of fixed
carrier densities at the boundaries of the material that one models and a fixed mobility (μ)
was treated.
The next step was to include a field dependence (Poole-Frenkel factor)165 in the mobility:
μ = μ0 exp(γ
√
F) (9.1)
Experimental results were not reproduced well enough and so a multitude of models ap-
peared that included some sort of carrier concentration dependence of the mobility. In
2005, Coehoorn et al.166 analysed this dependence in five semi-analytical models with
Gaussian disorder. This type of disorder was revealed by direct measurements of Hulea et
al.167 on an electrochemically gated polymer transistor. The model of Arkhipov et al.,163 the
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mean medium approximation model of Roichman and Tessler (RT)168 and that of Martens
et al.169 were shown to require corrections and that of Movaghar and Schirmacher170 and
the random resistor network model of Vissenberg and Matters171 were applied to the spe-
cific case of a Gaussian DOS. The master equation (ME) results of Pasveer et al.172 (see be-
low) were used as a benchmark. The focus was on the low-field limit and small carrier con-
centrations (no space charge effect). Two remarkable results were derived: the crossover
mobility (μcr) between the independent and the interacting electron regime (Boltzmann
versus Fermi-Dirac statistics) is twice the zero concentration mobility, i.e., μcr = 2μ0, and





2 , σˆ =
σ
kT , (9.2)
independent of the model. σˆ is the disorder width normalised to temperature. Notice that
the (crossover) concentration is strictly smaller than 1. This is generally true as the con-
centration is the average occupation of a segment of conjugation and, due to the strong
Coulomb interaction, no two charge carriers can occupy a segment at the same time. The
models appear to be essentially equivalent for the zero concentration mobility and a gen-





where a is the lattice constant, ν0 the attempt frequency and e the elementary unit of charge.
For all the models the c1 parameter is just under one half. The Pasveer results produce
c1 = 0.42 and c2 = 1.8 · 10−9. The relative carrier dependent mobilities are very similar
for all models as well, except for the RT model. The adapted Arkhipov model compares,
relatively, the best to the results of Pasveer et al. The similarity of all the models is explained
by their common notion of critical hops that determine the size of the current. For higher
concentrations the mobility is better described with an exponential of the (linear) disorder
width. A full expression for the mobility is put together:
p μ(p) = e ν0
kT N2/3t









b, b′ and d are constants of O(1), Nt is the site density, α the inverse localisation length of
the wave function and the Fermi energy (EF) possesses the strongest concentration depen-
dence. The Pasveer results produce p0 = 19.85, b = 0.562 and d/p0 = 0.383.
The recent and already mentioned numerical model of Pasveer et al.172 resembles that of
Tutisˇ,173 discussed in the next section. It does not describe injection, though, only charge
transport and the disordered energy landscape is uncorrelated. The site-to-site hopping is
a thermally assisted tunnelling process coupled to a bath of acoustical phonons and is gov-
erned by Miller-Abrahams rates174 that allow for variable range hopping. It is observed,
though, that the shortest range hopping (third nearest neighbour) is sufficient within the
parameter range studied. They present analytical parametrisations for the field and occu-
pation dependent mobility that fit the measurements remarkably well, thus establishing
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that the charge carrier concentration dependence is very important and why μ is three or-
ders of magnitude larger in a FET (field effect transistor) than in a diode.175 The expression
for the occupation dependence of the mobility corresponds to that of Coehoorn (above).
The field dependence only adds a prefactor:
μ(p, F) = μ(p) · exp{0.44(σˆ3/2 − 2.2)[
√
1+ 0.8(Fea/σ)2 − 1]}. (9.5)
The most important aspect of an OLED not included in the Pasveer description is the de-
scription of charge injection, which is very important to the performance of an OLED.
Therefore, we extend the Pasveer model in this chapter and study the effect of disorder on
a full OLED device, within the ME approach.
Another point not included in the Pasveer description is the effect of space charge on the
electric field, i.e., a field that is caused (solely) by all charges in the device. Its applicability
is, therefore, restricted to low charge concentrations (compared to the charges at the inject-
ing contact). A FET geometry might also apply because charges are compensated for more
or less on the spot. We will add the space charge effect to the model as well.
Before we describe the model in detail (in section 9.2), we first put it in the context of the
existing injection models.
9.1.3 Injection models
One early attempt to describe injection was that of Emtage and O’Dwyer (EO) in 1966.177
They describe thermionic emission from a metallic cathode over a barrier into a (one di-
mensional continuum) insulator including both drift and diffusion (the hopping process).
The following current (J)– field (F, at the interface) dependence results:
J = N0 μ
√
kT 2(π 	 	0 F3/e)1/4e−eΔ/kT+
√
f , (9.6)
in the high field limit, whereas at low fields:
J = N0 μ F e e−eΔ/kT, (9.7)
with Δ the offset between Fermi level and LUMO, N0 the electron density at the interface,
f = e3F/(4π	0	k2T2) the reduced field, 	 the dielectric constant of the insulator and T the
temperature.
Then in 1997, Campbell Scott et al.178 modelled both the electron and the hole injection
in OLEDs, and their recombination (according to the Langevin179 equation), again in one
continuous dimension. The model suffers, however, from the uncertainty in the interface
structure. Moreover, many assumptions are made: the diffusion is neglected with respect
to the drift of the charges, there are no deep traps and the mobility (μ) is independent of
the field.
The next year, Arkhipov et al.180 made an injection model that included disorder and an
image potential, but it still ignores the discreteness of the sites.
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Another year later, Campbell Scott (CS) et al. al.181 addressed the charge injection at the
metal-organic interface more specifically than in 1997 by means of a hopping process
driven by field-enhanced diffusion in the image potential. They explicitly acknowledge the
amorphous state of the semiconductor but do not take the corresponding energy broaden-
ing into account. They find the following current–(interface) field dependence:
J = 4ψ2N0 e μ Fe−Δ/kT+
√
f , (9.8)
where ψ is an initially strongly decreasing function of the reduced field. The CS results are
very similar to those of the EO model.
Another two years later, Masenelli et al.182 described the injection with a one dimensional
discrete model that, again, does not include disorder, but it does combine tunnelling through
a barrier with thermal emission from the “well” of the image potential. No analytic expres-
sion was given. Indeed, in 1999 Tutisˇ et al.183 already pointed out that the image force is
essential to understand the semiconductor-metal interface.
In 2004, Tutisˇ et al. al.173 constructed a 3Dmodel based on the ME approach with correlated
disorder originating from a random distribution of dipoles. The energies of the sites near
the cathode are lowered by the image potential and the occupation of the first and the
last organic layer results from perfect equilibrium with the metal and are kept constant
throughout the calculation. They observe current channels that extend 100 nm into the
organic semiconductor. There are, however, some drawbacks to the model: the electric
field is not determined self-consistently (SC) from the charges (no space charge effect) and
all neighbours are treated equally, independent of their distance. When further simplified
to the case of no disorder and low fields, the expression for the current density becomes:
J = 2e ν0a2
(






The field here is taken constant, a is the lattice constant and ν0 an attempt frequency.
One year later, Berner et al.184 step-by-step modelled an effective one dimensional mul-
tilayer OLED with their “MOLED” programme that incorporates image forces and 3D
effects at the injecting contacts and Langevin recombination of the charge carriers in the
bulk. The model only allows nearest neighbour hops, is discrete and includes space charge
effects. The mobility is required as input, though, and correlated Gaussian disorder can be
put in as well. The (electron) injection barrier is Δ = 0.6 eV and they conclude that image
force effects dominate the charge injection. Although both their approach and the system
they model are quite different from ours, we also see that image forces are important.
A note on the type of disorder is in order here. Novikov et al.176 revealed that electrostatic
based disorder (from dipoles or quadrupoles) decreases towards the electrodes as these are
at a constant potential. The type of disorder we like to describe, though, does not originate
from electrostatics but from the breaking of the conjugation in the polymer semiconductor.
It does not depend on the distance from the metallic contact.






The models proposed for treating bulk transport and carrier injection in OLEDs are based
on the assumption that the conductivity is due to hopping between localized sites. In order
to facilitate making a proper comparison of the model developed in this chapter with the
most relevant other models, they are put into relation in Fig. 9.1.
Themodels are divided into two classes, because two extreme points of view for describing
the metal-organic interfaces have been adopted:
A. “Ohmic contacts”
The carrier concentration at the interfaces, p0, is assumed to be a fixed number, i.e.
independent of the applied voltage, V, and determined by the height of the injection
barrier. The current density is obtained from a bulk drift-diffusion model. The image
potential is thus neglected, but the effect of the space charge everywhere in the semi-
conductor on the potential is taken into account.
In the case of a large injection barrier and a large applied voltage, the (small) carrier
density in the device is uniform and equal to the carrier density at the interface. It
has almost no effect on the field in the device, which is thus everywhere close to V/L
(where L is the device thickness). The injection limited current density is then pro-
portional to V, and given by J = eμp0V/L, with e the elementary charge and μ the
mobility. Ohms law applies then to the device.
The de Levie results164 fall into the lowest box of this category. The Mathematica
continuum model constructed by R. Coehoorn belongs to box two. At TU/e in Eind-
hoven an extension to the master-equation (Hopping) programme of Pasveer has
been developed to describe this type of boundary condition (HopRam).185 Also the
HopIn programme we develop in this chapter, incorporates this type of boundary
condition.
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B. “Schottky contacts”
The current density is obtained from an interfacial drift-diffusion model. In a thin
interfacial zone, the injected carriers only feel the (local) field due to their image
charge and the (laterally averaged) field due to the applied voltage and due to all
other charges. The current is due to a diffusion process out of the potential well that
is formed by these two fields (as in the Onsager model186 for the dissociation of an
electron-hole pair in a field). The effective barrier becomes smaller with increasing
V, so that the effective carrier concentration at the interface is not fixed. The current
density is a superlinear function of V.
Generally, space charge cannot be neglected and the selfconsistent field at the inter-
face is determined by iteration. This type of contact model allows for more variation
as it is somewhat more complicated.
Still, the models of Tutisˇ,173 Arkhipov180 and Campbell Scott181 can be said to belong
to this class. The HopIn programme describes this type of boundaries as well.
Note that within both types of models there is a sheet of charges at the interface, even
for V = 0. The Schottky contact model seems most appropriate in the limit of small space
charge densities (at the interface), i.e., in the case of large injection barriers and no disorder.
It might overestimate the effect of the image potential for larger interface densities. On the
other hand, disorder and an applied voltage decrease the effect of the image potential (see
the rest of this chapter). Moreover, the potential itself hampers the injection of the extra
interface charges.
Fig. 9.1 shows a development towards an increasing degree of sophistication in both types
of models: inclusion of disorder and the use of a Master Equation approach instead of a
continuum approach. The filamentary nature of the injection and bulk transport is thus
treated more appropriately.
The HopIn programme treats the image charge effect and the space charge in a selfcon-
sistent way, albeit that the Coulomb interaction between charge carriers is approximated
by calculating it on the basis of the laterally averaged space charge density. In a further
improved version, ”HopIn-2”, it might be based on the actual site resolved charge den-
sities. It is also not clear to what extend the mean field approximation made within ME
calculations affects the predictions concerning the current density.
The ’ultimate’ approach is a Monte Carlo (MC) model that follows the time-resolved con-
duction process within a sufficiently large part of a device for a sufficiently large time-span.
The carrier energies at each site are a function of all the positions of the other carriers.
The Coulomb interaction (with the image charge effect due to the presence of the metal-
lic electrodes) is then taken into account properly and one can check, in principle, that
the assumption of no double occupancy is correct. The disorder is also taken into account
properly. For the case of transport in a bilayer system with an organic-organic interface
with a potential step, this has been recently done by the Lausanne group,187 at various
levels of approximation. Future publications on MC calculations are anounced in their pa-
per for various other systems, including systems in which injection is the current density
limiting process.
CHAPTER 9. DISORDERED ORGANICS 94
Figure 9.2: Schematic view of
the 3D grid described by the
HopIn programme. The site
occupations {P(i)}, hop rates
{Wij}, fields {F(i)} and differ-
ent energy contributions (injec-
tion barrier Δ, image potential
Img and Gaussian DOS Gss)
are indicated. The outer two
electrodes show the contribu-
tions in the version with Ohmic
contacts (P0 is the boundary
charge density) and the arrows
indicate site to site hopping.
9.2 Algorithm of the HopIn programme
The first goal of the model is to find the electron occupation {p(i)} on a three dimensional
lattice of sites as illustrated in Fig. 9.2. For that, the “Master Equation” is iteratively solved
(data on the right is input and on the left is output):
p(i) ⇐ Wjip(j)Wij{1− p(j)}+Wjip(j) , (9.10)
where a sum over neighbouring sites is implied. The hopping rate from site i to site j (Wij)
has an attempt rate (ν0) as prefactor and exponentially decreases both with the distance
between the sites (Rij) and with their energy difference {E(j) − E(i)}, as long as that is
positive (Θ{E} denotes the step function):
loge{Wij/ν0} ⇐ −2αRij − β[E(j) − E(i)]Θ{E(j) − E(i)}. (9.11)
The symbol α is the inverse localisation length of the wave function, β is the inverse tem-
perature and the (organic) site energies comprise four different contributions:








+V(i) + Δ. (9.12)
Here, e stands for the elementary quantum of charge, 	0 and 	 for the permeability of free
space, respectively, the dielectric constant of the material under consideration and a is the
lattice constant. From the left to the right, the terms express a random number drawn from
a Gaussian DOS with width σ, image potentials near the cathode and anode contacts, a
local electrostatic potential and an offset barrier Δ (at both contacts of the OLED, “Schottky
contacts”). The effective injection barriers are reduced, both by the image potential and










Figure 9.3: The interplay between
charge (P [log10(e/site)+4]), field (F
[0.01 eV/a]) and energy (E [eV])
and constancy of current (J [arbitrary
units]) as function of distance from
the cathode (z [nm]) for a 20 nm de-
vice calculation with lateral sizes of
50×50 sites, σˆ = 6 and an injection
barrier of Δ = 0.66 eV. The mate-
rial’s constants used are detailed in
section 9.2.2.
the disorder DOS. The local potential differences at the contacts somewhat increase the
barriers. The cathode is put at layer number 0 and the anode at layer number N. At the
anode contact both E and V vanish and at the cathode they equal the applied potential (V):
E(N) = V(N) = 0, E(0) = V(0) = V. (9.13)
The difference in local potential between one layer and the next derives from the local field
strength {F(i), in units of energy per charge per layer distance}, the variation of which in
its turn comes from the (total) charge in one layer [P(i)]:
V(i) ⇐ V(i+ 1) + F(i) F(i) ⇐ F(i+ 1)− E3P(i). (9.14)
Both the potential and the field are expressed in units of energy and E3 is a conversion
factor following from capacitor electrostatics. The field starts from 0 at layer 0 (there are no
charges beyond the cathode) and adds up to E3 times the total amount of counter charge in
the anode (charge neutrality must hold). In general, there will also be some counter charge
in the cathode (because of the image potential there); the precise amount is determined
on the fly (by requiring that the potential of the cathode is equal to V). The occupations
of the metal contacts must be treated with care, though. Eq. 9.10 cannot handle negative
occupancies, which is not the real situation in a metal, either. A metal is understood as a
material from which many charges can hop away (effectively pfrom = 1) and into which
many charges can hop (effectively 1 − pto = 1, sufficient amount of empty states). The
three factors multiplying the hopping rates to/from the metal contact in Eq. 9.10 then all
become 1 (these are “Schottky contacts”). Now the set of equations is closed and can be
solved iteratively. A different, somewhat more simple way to treat the electrodes (“Ohmic
contacts”) is implemented as well. For this, both the image potentials and the hopping
to/from the electrodes are dropped. Instead, the charges at the first and last organic layer
are kept fixed after filling the states (according to a Fermi-Dirac distribution) up to the
height of the Fermi energy in the metal. In this way, we investigate the influence of a
different characterisation of the metal-organic interface.
The current through the device is calculated when the steady state is reached. It must
be realised, however, that there are two different kind of currents: the (absolute) current
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passing each site {Jabs(i)}, which is continuous, and its z contribution {from cathode to
anode, Jz(i)}, whose average is the same for each layer. The second one is to be used for
current–voltage plots and the first one in 3D plots of the current. As they are different, it
was chosen to calculate the currents somewhat differently, as well:
Jz(i) ⇐ ∑Wij p(i) [1− p(j)] −Wji p(j) [1− p(i)]|j>i (9.15)
Jabs(i) ⇐ ∑
∣∣Wij p(i) [1− p(j)]−Wji p(j) [1− p(i)]∣∣ /2. (9.16)
For Jz(i), all jumps to the anode side of site i (j>i, to prevent double counting) are summed
and all jumps from it are subtracted. In the end, all contributions within a layer need to be
summed as well. For Jabs(i), on the other hand, all jumps from and to site i are considered
(including those orthogonal to the field), the absolute values of the individual differences
are taken and the total should be halved. Jabs is strictly larger than Jz. An example of the
interplay between charges, the field and the resulting energy landscape is shown in Fig. 9.3.
The constancy of Jz can also be seen from one layer to the next. A variation of 10% is very
reasonable.
Because of the disorder in organic materials, the current in an OLED has a strongly fil-
amentary nature. The current carrying electrons are located in percolation paths of low
resistance. We propose the following definition of the filamentarity (Fi) as a measure on
the amount of filamentation in the current:
Fi = 1− 2Ni(J/2)Ni . (9.17)
It is obtained for a specific plane in the device (i), by summing the individual z-currents
(starting with the largest ones) until we reach half of the total current. The amount of sites
we need [Ni(J/2)] divided by the total number of sites (Ni) determines the filamentarity.
By definition, no filamentation (an evenly distributed current) corresponds with F = 0 and
the maximal filamentarity is 1. The dependence of Fi on the distance from the injecting
electrode is studied.
9.2.1 Computational considerations
We now discuss some aspects of how we achieve convergence and within an acceptable
time: the direction of integration, the weighing of the old occupations, the convergence
criteria and the occupation to start with. The initial occupation can strongly accelerate the
calculation. We distribute the charge more or less equally over the organic layers by enforc-
ing a Fermi-Dirac distribution on the site energies. It is expected that the final distribution
resembles a Fermi-Dirac distribution as well. Secondly, we chose to iterate the sites from
cathode to anode, as we expected the largest variations at the cathode. It also turned out to
be very important to only partially update the site occupations; otherwise too strong fluc-
tuations will bring the system into a loop and no convergence is achieved. This effect is
attributed to the non-linearity of the ME. A guaranteed and ready convergence is attained
when the old results are weighed and the weight is increased during the calculation from
3 to 10. Finally, when do we consider a calculation converged? The criterion chosen is a
CHAPTER 9. DISORDERED ORGANICS 97
certain threshold for the sum of the absolute differences of the old and new charges per
layer. A maximum number of iterations is set as well, in case convergence proved more
difficult than expected. At the end of a calculation the constancy of Jz can be used as an
extra check. A specific example of a converged result is shown in Fig. 9.3.
The complete algorithm (with both types of contacts) is implemented in “HopIn”, a com-
pact 620 line fortran 90 programme based on the “Hopping” program from the group of
Bobbert at TU/e. The source code of the HopIn programme is included in appendix B.
An example input file is shown as well; in the file the values must be declared for the
parameters used in the programme.
In the rest of the chapter, we calculate the current–voltage characteristics for both contact
types and a range of parameters consistent with experiment (see section 9.2.2). The current
distribution functions, the filamentarity and the charge distributions are studied as well.
Finally, the results are analysed, discussed and conclusions are drawn.
9.2.2 Parameters used
The values used for the various parameters correspond to those in experiment175 and
simulation.172 The lattice constant a was fixed to 1.6 nm, α to 10/a and β = 39 eV−1
(T = 298 K). Grid lengths used were 14 and 64 sites corresponding to 20§ and 100 nm
OLED devices. Orthogonal grid sizes were 50× 50 sites. Disorder widths of σˆ = 3 and
6 were considered. The corresponding attempt rates (ν0) were taken from the Pasveer
results and the assumption that the zero field and zero concentration mobility equals
10−10 m2/Vs. The rates are then equal to 7.32 · 1016 and 1.2 · 1022 Hz.¶ Injection barriers
taken were multiples of Δ = 1/3 eV and voltages ranged from V = 0.001–0.1 V/nm. For
most parameters, calculations were done on three different energy configurations for the
grid (resulting from the disorder). The maximum number of iterations is set to 104 and
the threshold for charge convergence put below 10−5 times the total charge in the device.
Hops up to a distance of the third-nearest-neighbours were considered because Pasveer
tested that this gives accurate results. The maximal hopping distance is then
√
3a; in fact
these hops are at least 2.4σ unfavourable with respect to hops over a distance of a (from
Eq. 9.11, with βE = 20(
√
3− 1) and a maximal βσ of 6). They will hardly occur.
§14 times 1.6 nm is 22.6 nm, the distance between cathode and anode over which the potential is applied.
However, the boundary charges are fixed at the first and last organic layer, which are only 19.4 nm apart.
In the continuum model no such distinction exists. Therefore, comparisons between the continuum model
and the HopIn program are always somewhat flawed. This is most severe when the sum of the fields at the
electrodes is largest with respect to the applied potential, i.e., for low voltages and intermediate boundary
charges. A reduction of the potential by more than 50% is then possible.
¶Especially the attempt rate for the highest disorder seems absurdly large (the hopping process is consid-
ered to be phonon assisted). Moreover, it is a priori not clear why the attempt frequency should depend on
the disorder. If one chooses to take it equal to that of σˆ = 3 then one only needs to multiply all currents with
6 · 10−6.
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Figure 9.4: Charge distribution
[e/site]) from cathode to anode
(z [nm]) in a 100 nm OLED with
a fixed boundary concentration
of 10−3 e/site for voltages from
0.01 to 10 V. Lines are from the
polaron model and the data points
are master equation results with
(effectively) no disorder. They are
equal for low voltages. The model,
materials constants and deviations
are detailed in the text.
9.3 Results — polaron model
Section 9.5 details results for the version of the programme describing Schottky contacts
and section 9.4 shows those for the version describing Ohmic contacts. For each contact
type, we study the current – voltage characteristics, the current distribution functions and
the filamentarity. Plots of the charge distributions in the devices are made as well. The
devices are discussed in the order from small to large disorder and from small to large
device lengths.
For the conditions of the HopIn program with Ohmic contacts, R. Coehoorn188 made a
continuum model for drift and diffusion in Mathematica, in which the mobility has the
field, charge and disorder dependence according to the Pasveer results and the diffusion
constant was taken from the generalised Einstein equations.168 A more simple version is
available as well (‘polaron model’) that describes the case of a constant (carrier concentra-
tion independent) mobility and effectively no disorder. For a vanishing applied voltage an







where the constant c is determined by the boundary condition (p(0) = p(L) = p0). For
non-vanishing voltages only numerical results exist. An approximate to the polaron model
can easily be simulated by the HopIn program. All one needs to do is substituting the
following expression for the hopping rates:
loge{Wij/ν0} ⇐ −2αRij − β[Δ+
E(j)− E(i)
2 ], (9.19)
and put σ to 0. In Fig. 9.4, the continuum (polaron) results are compared to those of
the HopIn (polaron) programme for a 100 nm device (a = 1 nm), boundary charges of
10−3 e/site, Δ = 0.3 eV (polaron binding energy) and voltages from 10−2–10 V. The other
(materials) constants used are given in section 9.2.2. The device increasingly becomes
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Figure 9.5: Logarithmic current (A/m2)–voltage (V) plot for 20 and 100 nm grids
with disorders of σˆ = 3 (left) and σˆ = 6 (right) and different boundary concentra-
tions p0. Other parameters are given in section 9.2.2. Comparison is made with con-
tinuum results (p0 = 0.5/0.05/0.005/0.0005, decreasing lines) from R. Coehoorn.188
Note the differences. The longer devices support (relatively) less current. Orthog-
onal grid sizes are 50×50 sites. Linear and quadratic dependencies are indicated.
The accuracy is estimated to be about the size of a data point.
asymmetric at higher voltages and the charge density decreases more slowly in going from
cathode to anode. Any two curves cross at a certain point. This point shifts towards the
anode for higher voltages. The correspondence is excellent at low voltages, but at high
voltages the continuum results are systematically higher. It can be attributed to a field de-
pendence of the mobility in the HopIn results. The mobility increases for higher fields and
this decreases the local charge density. The current increases as well, with a factor of 1.4 at
10 V.
9.4 Results — Ohmic contacts
9.4.1 Current
The (logarithmic) current–voltage dependencies for σˆ = 3, grid lengths of 20 and 100 nm
and (fixed) boundary concentrations (the charge densities in the organic layers neighbour-
ing both electrodes) from 5 · 10−4 to 2 · 10−1 e/site are plotted in Fig. 9.5 with data points.
The lines are results from the continuum model with (as good as) the same boundary con-
centrations. Orthogonal grid sizes are 50×50 sites.
The longer devices support (relatively) less current than the shorter ones. The current de-
creases with decreasing boundary concentration, weakly for longer devices and stronger
for shorter ones. The decrease is largest for the smallest boundary concentration. Never-
theless, it seems only to influence the offset of the current and hardly its variation. The
crossover from a linear to a higher order regime is clearly recognisable in all the curves. It
seems to take place at higher (relative) voltages for the shortest devices with respect to the
longer ones.
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Figure 9.6: Absolute (green) and z-current (red) distribution functions for a
100 nm grid with disorder widths of σˆ = 3 (left) and 6 (right). Each plot shows
only p0 = 10−1 as lowering the boundary charges hardly changes the results. De-
creasing voltages from 10–0.1 V are indicated by decreasing darkness of the lines.
The orthogonal grid size is 50×50 sites.
The correspondence with the continuum results is very strong except for the highest bound-
ary concentrations in the shortest device for which a systematic increase over the con-
tinuum currents is seen. Deviations were expected precisely for these cases, because the
charge gradients are highest there (these devices are the furthest from equilibrium).
The current–voltage characteristics for σˆ = 6, grid lengths of 20 and 100 nm and (fixed)
boundary concentrations of p0 = 5 · 10−4 to 3·10−1 e/site are shown in (the right) Fig. 9.5.
The lines are again results from the continuum model with (virtually) the same boundary
charges.
The first striking point is the absolute scale of the current: it is orders of magnitude larger
than that for σˆ = 3. The importance of the right prefactor is evident.¶ Longer devices sup-
port less current and the current decreases with decreasing boundary concentration, again.
Also, the decrease is largest for the smallest boundary concentration. Only at the highest
voltages does the (relative) decrease diminish somewhat. A crossover between different
regimes can be seen as well; it again takes place at relatively lower voltages for 100 nm
grids and at higher voltages the dependence is quite more than quadratically, especially
for the 20 nm devices.
The correspondence with the continuummodel is strong again, at least for the longer grids.
The short grid devices show quite strong upward deviations at higher voltages and a gen-
eral increase in current at higher boundary concentrations. It is in these parameter regions
that deviations where expected, because here the devices are furthest from equilibrium.
Fig. 9.6 shows how the currents are distributed in a grid of 100 nm, fixed boundary concen-
trations of p0 = 10−1 e/site and disorder widths of σˆ = 3 and 6. Different gridlengths and
a change in boundary concentration have only minor influence on the results. Increasing
the disorder, however, strongly broadens the distribution. Decreasing the voltage broadens
the distribution too and that of the current in the z direction is even broader. It is especially
clear for high disorder that the upper tail of the distribution, which represents most of
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 V = 0.1 0.001 V/nm, P0 = 0.32
 L = 100 nm
Figure 9.7: The filamentarity as function of distance from the cathode [nm (left) and
fraction of length (right)] for low and high disorder (left/right, respectively) and
low and high applied voltage (bright and dark lines, respectively). Full lines are for
20 nm grids and dashed ones for 100 nm grids. The colour coding is identical to that
in Fig. 9.5. Orthogonal grid sizes are 50×50 sites.
the current, has a distinctly different shape for the different voltages. From an application
point of view this tail is the aspect of interest, because it determines what fraction of the
sites are responsible for the majority of the current and thus how fragile a device will be.
The measure for this quantity is the filamentarity (F) introduced in section 9.2. It is deter-
mined for each layer separately and plotted in Fig. 9.7 as a function of position from the
cathode. For all cases, it decreases with position (at least to halfway the device) and the de-
crease increases with voltage. For low voltages it hardly deviates from 1. It does not vary a
lot with the boundary concentration and also the 100 nm results are only slightly different
from those for 20 nm. The 100 nm filamentarity, however, decreases further than that of
20 nm, but only to about 0.6 (not shown). There is a difference in scale between large and
small disorder: for σˆ = 6, F hardly deviates from 1. Only in the longest device and for the
highest voltage does the filamentarity drop to about 0.8 in the second half of the device.
Note the different x-axis. In all cases, F = 1 in the first organic layer.
We investigate the region near the cathode further by plotting the full integrated (z-) cur-
rent distribution functions for the second layer in Fig. 9.8, for both low and high disorder. It
is seen immediately why the filamentarity is so high already for σˆ = 3: for smaller voltages
and especially for higher boundery concentrations, large negative contributions to the cur-
rent exist so that all the net current is carried by only a few sites. At high disorder the effect
is increased dramatically. The explanation is that the distribution function is normalised
to the net z-current and that for lower applied voltages the local currents are increasingly
pointed in other directions (diffusion of charges). One can speculate on how to incorporate
this effect into the definition of the filamentarity. Some function of the ratio of the absolute
current to the z-current might do the trick as the absolute current contains also the nega-
tive contributions. Further, this would give an indication on the effective distance a charge
carrier needs to travel to reach to anode.
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Figure 9.8: The integrated current distribution functions versus fraction of sites at the
second organic layer from the cathode for 20 nm grid lengths with disorder width
of σˆ = 3 (left) and 6 (right) with decreasing boundary charges (red to purple, the
colour coding is identical to that in Fig. 9.5). Decreasing voltages from 2–0.02 V are
indicated as well by an increase in brightness of the lines. Orthogonal grid sizes are
50×50 sites. Note the different horizontal scale.
9.4.2 Charge
Fig. 9.9 depicts the logarithms of the plane averaged charge densities for 20 and 100 nm
devices and disorders of σˆ = 3 and 6. Although the lateral dimensions are 50×50 sites,
still quite large charge fluctuations from layer to layer are discernable. Larger disorder and
lower charge densities enhance this effect. The resemblence between these charge densi-
ties and those in Fig. 9.4 is rather poor as there was no disorder in that case. We do see,
however, an increase in symmetry and a stronger decrease of the charge for lower volt-
ages, and crossing of the lines at some point near the anode (for not too large barrier). The
overall charge density is much higher, though. There is even an increase in charge towards
the middle of the device for the lowest boundary concentrations. It reflects the internal
barriers that the disorder causes.
9.4.3 Summary – Ohmic contacts
Summarising the results for the HopIn programme with Ohmic contacts, we find that the
current–voltage characteristics show small deviations from the continuum model. At high
boundary concentrations and large applied voltages the current is systematically larger.
The deviations are amplified for higher disorder, but are (nearly) absent for a long device.
This clearly suggests that the effects are caused by filamentation (absence of equilibrium).
We studied the filamentarity parameter as function of distance to the cathode. It decreases
at some distance from the cathode, but for smaller voltages it is always close to 1. This
is caused by large negative contributions from diffusion to the z-current. The filamentary
nature of the current is also reflected in the charge distributions. Large fluctuations from
layer to layer exist, the influence of the boundary charge decreases quite rapidly towards
the middle of the device and the overal charge density is higher than without disorder.





























































m = 6 kT, L = 100 nm, V = 10 V
Figure 9.9: Logarithms of the plane averaged charge density (e/site) from cathode to
anode (nm) for σˆ = 6 (above), 3 (below) and lengths of 20 (left) and 100 nm (right).
Colors from red to purple show decreasing boundary concentrations and dark to light
lines indicate decreasing voltages from 0.1–0.001 V/nm in steps of 12 . Lateral grid sizes
are 50×50 sites. For the 20 nm results the vertical axes are split.
9.5 Results — Schottky contacts
We now come to the version of the HopIn programme, in which boundary concentrations
are variable and determined self-consistently from hopping to/from the electrodes and
image potentials near the metal contacts hamper the injection.
9.5.1 Current
The current–voltage characteristics are shown in Fig. 9.10. The data for different disorders
and different lengths of 20 and 100 nm are distributed over different plots for clarity. Lines
connect the data points. The injection barriers (Δ) are multiples of 1/3 eV (red, green, blue
and purple, respectively). Mott-Gurney’s and Ohm’s law are drawn in the lower right
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Figure 9.10: Logarithmic current (A/m2)–voltage (V) characteristics for L = 20 (left)
and 100 nm (right) device lengths and disorder widths of σˆ = 3 (above) and 6 (be-
low). The injection barriers (Δ) are multiples of 1/3 eV (red, green, blue and purple,
respectively). Linear and quadratic dependencies are indicated. Orthogonal grid sizes
are 50×50 sites. The accuracies are estimated at the size of a symbol for small disorder
and large currents and a little larger for large disorder and small currents.
corner of each plot for comparison. Without disorder and for space charge limited currents
a V2 dependence is expected (Mott-Gurney) while dissipative devices follow Ohm’s law.
Orthogonal grid sizes are 50×50 sites. The accuracy is estimated at the size of a data point.
It is somewhat worse for lower voltages, larger barriers and larger disorder.
The (relative) currents for the smallest disorder hardly depend on device length, but do
strongly vary with the injection barrier. The dependence on injection barrier quickly de-
creases for higher disorder and longer grids, but the (relative) variation with device length
then becomes larger. This is all not unexpected as the disorder not only decreases the size
of the injection barrier, but also increases the hopping barriers within the organic material.
The same remark (¶) as for the programme describing Ohmic contacts applies here as re-
gards the absolute comparison of currents for devices with different amount of disorder.






















m = 6kT, 6 = 0 (20 nm)/0.33 eV(100 nm) 
Figure 9.11: The filamentarity as function of distance from the cathode [fraction of
length] for small and large disorder (left/right, respectively) and large and small
applied voltage (dark and light lines, respectively). Full lines are for 20 nm grids
and dashed ones for 100 nm grids. The colour coding is identical to that in Fig. 9.9.
Orthogonal grid sizes are 50×50 sites.
Nevertheless, for all parameter values the slope of the current increases with voltage. At
higher voltages the slope is more than 2 and it increases with increasing injection barrier
and in most cases with increasing disorder as well.
It is instructive to compare these results to those for the Ohmic contacts in Fig. 9.5. We
see that for small disorder the dependence on injection barrier is generally larger for the
Schottky contacts, expecially at lower voltages. This comparison should bemadewith care,
though, since the boundary conditions are different. It is clear that barriers here do more
than change the offset for the current. Also, the device length dependence is much weaker.
Both effects indicate that the current is more injection limited. For large disorder the con-
tacts are less important; this is reflected by the current – voltage plots that are quite similar
for both contact models. Two effects are responsible: disorder decreases the injection bar-
rier as it provides some sites at low energy and it impedes the transport of charges in the
organic, also making the contact less important.
The current distribution functions for the Schottky contacts are as good as equal to those
for the Ohmic contacts (see Fig. 9.6) and, thus, not shown.
Instead, we concentrate on the filamentarity. It is plotted in Fig. 9.11 as function of distance
from the cathode. For all cases, it decreases with position (at least to halfway the device)
and the decrease increases with voltage. It hardly deviates from 1 for low voltages. It does
not vary a lot with the injection barrier (not plotted) and also the 100 nm results are not too
different from those for 20 nm, although the 100 nm filamentarity decreases further than
that of 20 nm. There is a difference in scale between large and small disorder: for σˆ = 6, F
hardly deviates from 1 and F = 1 in the first few organic layers.
When we compare these results to those for the Ohmic contacts (Fig. 9.7), we see that for
small disorder and lower voltages the filamentarity is smaller in the middle of the (short)




























m = 6kT 
Figure 9.12: The integrated current distribution functions – fraction of sites at the
second organic layer from the cathode for 20 nm grid lengths with disorder widths
of σˆ = 3 (left) and 6 (right) with increasing injection barriers (red to purple, the
colour coding is identical to that in Fig. 9.9). Decreasing voltages from 2–0.02 V are
indicated by an increase in brightness of the lines. Lines connect the data points.
Orthogonal grid sizes are 50×50 sites. Note the different horizontal scales.
device. The results are very similar for large disorder, except that here the filamentarity of
the 100 nm device decreases more monotonuously. It could well be caused by the specific
disorder configuration.
We investigate the region near the cathode further by plotting the full integrated (z-) cur-
rent distribution functions for the second layer in Fig. 9.12 for both small and large disor-
der, different injection barriers and different voltages. The colour coding is (again) identi-
cal to that in Fig. 9.9. Let us compare these distribution functions to those in Fig. 9.8. They
seem to be identical for small disorder, except maybe that here the difference in injection
barriers has even less influence. For large disorder, the negative contributions seem to be
somewhat less (derived from the slopes of the lines), although it is dangerous to draw too
many conclusions from perhaps a few disorder sites and some numerical uncertainty. We
do see that the negative current contributions strongly depend on the size of the disorder
and of the voltage.
3D plots of the (absolute) currents are made to make the filamentary nature of the current
more visible. Fig. 9.13 shows those for an OLED of 20 nm and small disorder and Fig. 9.14
for larger disorder. The current is quite inhomogeneous already for σˆ = 3. Current fil-
aments of more than ten times the average current extend through the entire device for
even the smallest barrier. Increasing the barrier and lowering the voltage reveals an area
where the current is more than 25 times the average current. Conjugated material through
which such currents flow, will be damaged quite rapidly, although it must be noted that
the average current is lower for lower voltages. At large disorder (σˆ = 6), the current flows
through only a few filaments, parts of which even contain 50 times the average current.
Lower voltages and increased barriers worsen it further. It is expected that the life-time of
such an OLED will be short.
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V = 0.07 V; 0.22 V; 0.67 V; 2 V
Δ=1.17/0.78/0.39 eV 1.17/0.78/0.39 eV 1.17/0.78/0.39 eV 1.17/0.78/0.39 eV
Figure 9.13: Side view of the 3D (absolute) current through a 20 nm device. The pictures
show a disorder of σˆ = 3 and increasing voltages from the left to the right. For each
triple, the injection barrier decreases in steps of 0.39 eV. Electrons are injected from the
left. Yellow, orange, red and purple contours are at, respectively, 2, 10, 25 and 50 times
the average current. Orthogonal gridsizes are 25×25 sites.
9.5.2 Charges
Now let us focus on the charge density. The plane averaged charge densities from cathode
to anode are depicted in Fig. 9.15 for varying disorder (σˆ = 6 and 3), lengths (L = 20 and
100 nm) and barriers (Δ = 0 eV, 0.33 eV, 0.66 eV and 1 eV). All the voltages run from 10−3
to 10−1 V/nm (light to dark lines). Lateral grid sizes are 50×50 sites. The charge density
variations in the device increase with increasing disorder. The charge densities are similar
to those in Fig. 9.9. The main differences come from the image potentials that decrease the
charge densities at the boundaries more rapidly and thus make the (systematic) variation
in the device quite smaller.
V = 0.07 V; 0.22 V; 0.67 V; 2 V
Δ=0.39 eV 1.17/0.78/0.39 eV 1.17/0.78/0.39 eV 0.39 eV
Figure 9.14: Side view of the 3D (absolute) current distribution through a 20 nm
device with σˆ=6. V decreases and Δ increases in triples from the right to the left.
The yellow, orange, red and purple contours are at, respectively, 2, 10, 25 and 50
times the average current. Orthogonal gridsizes are 25×25 sites.



























































m = 6 kT, L = 100 nm, V = 10 V
Figure 9.15: Logarithms of the plane averaged charge density (e/site) from cathode
to anode (nm) for σˆ = 3 (upper plots) and 6 (lower). Lengths of 20 (left plots)
and 100 nm (right) are depicted and each plot shows decreasing voltages and/or
increasing barriers (red to purple). Lines connect the data points. The axes for the
20 nm grids are split up. Lateral grid sizes are 50×50 sites. See also Fig. 9.9
9.5.3 Summary – Schottky contacts
Summarising the results for the HopIn programme describing Schottky contacts, we find
that the current–voltage characteristics at high disorder are very similar to the results for
Ohmic contacts, but that at low disorder the dependence on the boundary condition is
much stronger and varies with applied voltage. The image potential barrier can explain
the effect. The current distribution functions and filamentarity parameter are very similar
for the Ohmic and Schottky contacts, except for small disorder, a small device and low
voltages, for which the filamentarity of the latter is smaller in the middle of the device. The
specific disorder configuration could provide an explanation. We made the filamentarity
clearly visible in 3D plots of the current. Finally, the only difference observed in the charge
density distributions is the more rapid decrease at the (Schottky) contacts caused by the
image potential.
In general, disorder decreases the (differences in) influence of the boundary.




































Figure 9.16: Comparison between Ohmic and Schottky cathode concentrations
in the HopIn program for σˆ = 3 (left) and 6 (right) for 20 nm devices and de-
creasing voltages (Schottky, lighter lines). Lines connect the data points. Longer













m = 3 kT
m = 6 kT
 Schottky
Arkhipov model
Figure 9.17: Comparison of the
Arkhipov (continuum) injection
model (red) with the master
equation HopIn programme with
Schottky contacts as function of
injection barrier for a 20 nm device
and V = 2 V, both for small (blue
line) and large disorder (green
line). The dependence of the master
equation results is reduced.
9.6 Comparison of injection models
Fig. 9.16 compares the Ohmic and Schottky boundary concentrations at the cathode of the
HopIn programme. The Schottky concentrations hardly vary for low injection barriers, be-
cause of the image potential of around 0.3 eV at the cathode. The resemblance with the
Ohmic contacts is much better for larger barriers and especially lower voltages (taken into
account the mentioned offset). An increased voltage enhances the occupation at the cath-
ode, because the field there increases. A comparison is always somewhat flawed, because
it cannot take into account the concentration differences at the anode and the effect of the
image potential in the rest of the device. A rough transformation can be made, though,
using Fig. 9.16.
Fig. 9.17 compares the injection dependence of the HopIn (Schottky) programme to that
of the Arkhipov (continuum) model. The master equation results have a smaller Δ depen-
dence. It is explained by noting that disorder always provides a few sites through which
injection is reasonable easy. Additional data is required to make a more detailed compar-
ison, especially for lower voltages. It might turn out, in the end, to be quite simple to
incorporate the enhancement of the injection into the model.
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9.7 Conclusions and outlook
• The transport of charges in organic materials is generally characterised solely in terms
of a mobility, possibly depending on the local field (F) and/or the local charge density (p,
see, for example, the introduction to this chapter). The mobility (μ) derives from
J = e pF μ, (9.20)
a current that is constant throughout the device. In the case of an injection limited current,
p is small in the device, F can be considered constant (p = ∇ · F) and so μ will be more
or less constant and as such is a useful physical quantity: the speed of a charge carrier
per unit force of the field (cf. Ohm’s Law). The charge density in the device is appreciable,
but decreases when the current is not injection limited, thus making the field increase. The
mobility cannot compensate exactly, certainly not near the cathode where the field reverses
its direction (vanishes!). There the current is completely determined by diffusion, and it is
clear that a term depending on the gradient of p needs to be added to the description. In
effect, the current then depends on up to the second derivative of the field:
J = J[F, ∇ · F, ∇(∇ · F)]. (9.21)
Would a mobility still be usefull, it is certainly not sufficient. In fact, the continuum model
is of such a type and it is seen that it fails for devices far from equilibrium, i.e., where gra-
dients are large.
The other conclusions of this work are:
• Filamentarity is strong in all devices, but F is nearly only determined by the negative
contributions to Jz. This could be remedied by a definition that includes both the absolute
and the z-currents.
• Disorder decreases the influence of (the differences in) the boundary and increases the
overall charge density.
• The HopIn (Schottky) model has a weaker Δ dependence than that of Arkhipov.
• Finally, any comparison between the Ohmic and the Schottky contacts is somewhat
flawed, although the trends they show are quite similar. A transformation was made be-
tween boundary concentrations at the cathode. Schottky contacts would seem physically
more appropriate.
Now that full device simulations have become possible, this is a good point to reflect on
where we are now andwhat aspects of the HopInmodel presented in this chapter could be
improved. Realistic Monte Carlo simulations of the individual (correlated) hopping events
certainly seem a step too far in the foreseeable future. The type of disorder in the model
(uncorrelated Gaussian) could easily be adapted. Moreover, the (unrealistic) regular cubic
lattice could (with probably not too much effort) be replaced by a more irregular one,
including variable nearest neighbour distances. Bipolar devices would also be not too hard
to model, if a realistic description of the recombination rates is feasible. Finally, a change at
the interfaces would greatly influence the results as they are so important for the injection
process. However, little is known on the structure of realistic interfaces, still. In the end,
only experiment is able to tell how far we have come and which modifications would still
be required. Nevertheless, we can say as a closing remark that
computational methods can well access many aspects of OLED devices.
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Summary
This thesis studies various aspects of electron injection into organic light-emitting diodes
(OLEDs) by different computational means.
The first chapter explains the principal concepts of OLEDs, what makes them so promising
and mentions their most challenging problems. It also gives the previous understanding
regarding the work function and surface stability of metals, which are the physical quan-
tities central to the first part of the thesis, and it summarises the principles behind the ab
initio computational method used in all but the last chapter.
Chapters two up to six study the relation between the work function and the surface sta-
bility of a multitude of compounds (Ca2N, BaAl4, CaAl4, BaAuIn3, LaB6 and CrO2) having
different crystal structures and consisting of elements from various parts of the periodic
table. The work function and surface stability are materials properties that are crucial for
cathodes, used in many devices ranging from microwave ovens to organic light-emitting
diodes (OLEDs). The relation between them was not clear for metals more-complex than
elements. The common perception, however, was that stability and a lowwork function are
incompatible in general. From the studies, a general model is constructed for metallic com-
pounds, including the transition-metal oxides. It explains that the lowest work function,
decreased with respect to that of the element, is obtained for surfaces with the most elec-
tropositive element, whereas the stable surfaces are those containing the element with the
lowest valency. The model thus predicts large anisotropies and stable low-work-function
surfaces for many metals with polar surfaces. Most promising is the (001) surface of LaB6
with barium substitution for which a work function of 1.5 eV is calculated.
Chapter seven studies the ground state of the fifth element. Boron is a technologically
interesting material, and challenging for both experimentalists and theoreticians. The rel-
ative stability of α and β rhombohedral boron was under discussion for over 30 years. The
study considers a broad range of possible β rhombohedral structures containing intersti-
tial atoms and partially occupied sites within a 105 atoms framework. The two most stable
structures are practically degenerate in energy and semiconducting. One exhibits an elec-
tronic structure consistent with known experiments when impurities add two electrons.
The total energy of both structures is 1 meV/B above the α phase, but the addition of zero
point energies turns the β phase into the ground state of elemental boron, also at finite
temperatures.
Chapter eight studies the spin-orbit coupling (SO). SO mixes singlet and triplet excitons
and is an important means to increase the efficiency of OLEDs. First, the correct imple-
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mentation in current programmes is checked. Results of VASP are compared to those of
WIEN2k for the system lead-telluride, which is well known for its large spin-orbit cou-
pling. The SO in the other lead-chalcogenides (PbS and PbSe) is also briefly studied in
WIEN2k. The study settles an old dispute on the wave function character of the top of the
valence band and the bottom of the conduction band. Second, the method is applied to the
graphitic form of carbon. Its Lande´ g-factor is calculated and compared to experiment. The
comparison is quite reasonable. The g-factor is an important measure on the size of orbital
moments in the material. Graphite has the same sp2 bonding as organic semiconductors
and so it is expected that these results are highly relevant to the efficiency of OLEDs.
The final chapter develops a method to simulate electron injection into disordered organic
semiconductors. It uses this method to study the effect of disorder on both the carrier
transport in and injection into full OLED devices. The main goal is to increase our under-
standing and to perceive the trends. The method is based on the master equation approach
and implemented in the “HopIn” programme. It operates on a three dimensional lattice
of sites (representing the conjugated segments of the organic material) and includes a self-
consistent field, an injection barrier and the possibility of image potentials near the cathode
and the anode. These are modelled by monolayers of sites at fixed potentials that have un-
limited supply of and space for electrons. Two types of contact models are explored: an
“Ohmic” contact that aligns the Fermi level in the metal with that in the first organic layer
and a “Schottky” contact at which electron hopping self-consistently determines the occu-
pation in both the metal and the organic material. Parameters such as the temperature, the
potential difference, the lattice constants, the hopping range and the width of the density
of states can all be varied. The main results are the current – voltage characteristics for a
range of materials parameters consistent with experiment. From the results, it is concluded
that an advanced continuum description fails for devices far from equilibrium. Next, fila-
mentarity is strong in all devices, but the introduced parameter might be improved with
the inclusion of the absolute current in the definition. Further, disorder decreases the dif-
ferences between the boundary descriptions and increases the overall charge density. Also,
the Schottky contact model has a smaller injection dependence than that of Arkhipov. Fi-
nally, the Ohmic and the Schottky contacts show quite similar trends and a transformation
is made between their boundary concentrations at the cathode. Schottky contacts would
seem physically more appropriate.
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Samenvatting
Dit proefschrift bestudeerd diverse aspecten van elektroninjectie in organische lichtgevende
diodes (OLEDs) met behulp van verschillende computationele methoden.
Het eerste hoofdstuk legt uit wat de belangrijkste aspecten van OLEDs zijn, wat ze zo veel-
belovend maakt en benoemt hun grootste uitdagingen. Het verhaalt ook het voorgaande
begrip betreffende de werkfunctie en oppervlaktestabiliteit vanmetalen; deze zijn de fysis-
che grootheden die centraal staan in het eerste gedeelte van het proefschrift. Daarnaast vat
het hoofdstuk de principes samen achter de ab initio computationele methode die gebruikt
wordt tot aan het laatste hoofdstuk.
Hoofdstukken twee tot enmet zes bestuderen de relatie tussen dewerkfunctie en de opper-
vlaktestabiliteit van een veelheid aan verbindingen (Ca2N, BaAl4, CaAl4, BaAuIn3, LaB6 en
CrO2) met verschillende kristalstrukturen en bestaande uit elementen uit verschillende de-
len van het periodieke systeem. De werkfunctie en oppervlaktestabiliteit zijn cruciale ma-
teriaaleigenschappen voor kathodes, welke gebruikt worden in vele apparaten varie¨rend
van magnetrons tot OLEDs. De relatie tussen de twee was niet helder voor metalen com-
plexer dan elementen. De algemene opvatting was nochtans dat stabiliteit en een lage
werkfunctie in het algemeen onverenigbaar zijn. Uit de studies is een algemeen model
voortgekomen voor metallische verbindingen, inclusief de overgangsmetaaloxides. Het
model legt uit dat het laagste-werkfunctie oppervlak, waarvan de werkfunctie verlaagd is
ten opzichte van het element, bestaat uit het elektropositiefste element, terwijl de stabiele
oppervlakken het element met de laagste valentie bevatten. Het model voorspelt dus grote
anisotropie¨n en stabiele lage-werkfunctie oppervlakken voor vele metalen met polaire op-
pervlakken. Het meest belovend is het (001) oppervlak van LaB6 met barium substitutie
waarvoor een werkfunctie van 1.5 eV berekend is.
Hoofdstuk zeven bestudeert de grondtoestand van het vijfde element. Boor is een technol-
ogisch interessant materiaal, en uitdagend voor zowel experimentatoren als theoreten. De
relatieve stabiliteit van α en β rhombohedrisch boor is meer dan 30 jaar bediscussieerd. De
studie beschouwt een brede waaier van mogelijke β rhombohedrische structuren die allen
interstitie¨le atomen en gedeeltelijk bezette posities bevatten binnen een raamwerk van
105 atomen. De twee stabielste structuren zijn praktisch ontaard in energie en halfgelei-
dend. Ee´n toont een elektronische structuur overeenkomend met de experimenten wan-
neer onzuiverheden twee elektronen toevoegen. De totale energie van beide is nog 1 meV/B
boven de α fase, maar toevoeging van nulpuntsenergie¨n verandert de β fase in de grond-
toestand van elementair boor, ook bij eindige temperaturen.
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Hoofdstuk acht bestudeert de spin-baankoppeling (SO). SO vermengt singlet en triplet ex-
citonen en is een belangrijk middel om de efficie¨ntie van OLEDs te verhogen. Eerst wordt
de correcte implementatie in huidige programma’s gecontroleerd. Resultaten van VASP
worden daarvoor met die van WIEN2k vergeleken voor het systeem lood-telluride, wel
bekend om zijn grote spin-baankoppeling. De SO in de andere lood-chalcogeniden (PbS en
PbSe) wordt ook kort inWIEN2k bestudeerd. De studie besluit een oude discussie over het
golffunctiecharacter van de top van de valentieband en de bodem van de geleidingsband.
Daarna wordt de methode toegepast op de grafiet vorm van koolstof. De Lande´ g-factor
is berekend en vergeleken met de experimentele waarde. De vergelijking is heel redelijk.
De g-factor is een belangrijke maat voor de grootte van baanmomenten in het materiaal.
Grafiet heeft dezelfde sp2 bindingen als organische halfgeleiders en zo wordt verwacht dat
deze resultaten zeer relevant zijn voor de efficie¨ntie van OLEDs.
Het slothoofdstuk ontwikkelt een methode om elektroninjectie in wanordelijke organis-
che halfgeleiders te simuleren en bestudeert het resultaat van wanorde op zowel lad-
ingstransport als injectie in volledige OLED devices. Het hoofddoel is de toename van
ons begrip en het waarnemen van de trends. Hiervoor ontwikkelen wij een programma
gebaseerd op de “Meester vergelijking” benadering. Het werkt op een drie dimensionaal
rooster van posities (deze vertegenwoordigen de geconjugeerde delen van het organische
materiaal) en bevat een zelf-consistent veld, een injectiebarrie¨re en de mogelijkheid van
beeld potentialen nabij de kathode en de anode. Deze metaalcontacten worden gemod-
elleerd met monolagen van posities op vaste potentialen die elk een onbeperkt aanbod
van en ruimte voor elektronen hebben. Twee typen van contactmodellen zijn verkend:
een “Ohmisch” contact dat het Fermi niveau in het metaal uitlijnt met dat in de eerste
organische laag en een “Schottky” contact bij welk het springen van elektronen op zelf-
consistente wijze de bezettingen van het metaal en het organische materiaal bepaalt. Pa-
rameters zoals de temperatuur, het potentiaalverschil, de rooster constanten, de springaf-
stand en de breedte van de toestandsdichtheid kunnen alle gevarie¨erd worden. De hoof-
dresultaten zijn de stroom – spanningskarakteristieken voor verschillende materiaal pa-
rameters overeenkomend met de experimenten. Uit de resultaten wordt geconcludeerd
dat een gevorderde continuu¨mbeschrijving tekortschiet voor devices ver van evenwicht.
Verder is de filamentariteit sterk in alle devices, maar de voorgestelde parameter zou ver-
beterd kunnen worden met het toevoegen van de absolute stroom in de definitie. Ook
vermindert wanorde de verschillen in de contactbeschrijvingen en neemt de totale ladings-
dichtheid toe. Daarnaast heeft het Schottky contact model een kleinere injectieafhankeli-
jkheid dan dat van Arkhipov. De Ohmische en Schottky contacten vertonen tenslotte sterk
overeenkomende trends en een transformatie is gemaakt tussen hun randconcentraties aan
de kathode. Schottky contacten lijken fysisch het meest geschikt.
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Appendix A
Unit cell and positions of the 106B16b
structure
Lattice constants: a = 10.1039 A˚
b = 10.1529 A˚
c = 10.1360 A˚




B16 0.82224 0.99071 0.83309 B16 0.00918 0.17622 0.17025
B15 0.48487 0.51079 0.51135 B14 0.61180 0.61624 0.61678
B14 0.39837 0.38086 0.38134 B13 0.42101 0.61969 0.62091
B13 0.39824 0.38004 0.55617 B13 0.39872 0.55523 0.38051
B13 0.61310 0.60733 0.43080 B13 0.61216 0.43238 0.60792
B12 0.48953 0.49158 0.21155 B12 0.22494 0.48740 0.48854
B12 0.48927 0.21162 0.49180 B12 0.50762 0.51386 0.78043
B12 0.50801 0.77961 0.51405 B12 0.77813 0.51229 0.51209
B11 0.38006 0.38380 0.21430 B11 0.21557 0.38241 0.38265
B11 0.38045 0.21390 0.38429 B11 0.61590 0.61816 0.78795
B11 0.61607 0.78661 0.61913 B11 0.78395 0.61833 0.61917
B10 0.19741 0.20130 0.50767 B10 0.50293 0.20002 0.20045
B10 0.19705 0.50647 0.20161 B10 0.79865 0.80087 0.49491
B10 0.79899 0.49422 0.80225 B10 0.49357 0.80180 0.80251
B9 0.10391 0.10557 0.49131 B9 0.48902 0.10438 0.10333
B9 0.10382 0.49002 0.10513 B9 0.89435 0.89460 0.51118
B9 0.89245 0.51048 0.89854 B9 0.50947 0.89487 0.89904
B8 0.99219 0.99752 0.66697 B8 0.66434 0.99564 0.99705
B8 0.99427 0.66689 0.99945 B8 0.00336 0.00596 0.33568
B8 0.00393 0.33450 0.00598 B8 0.33260 0.00412 0.00414
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B7 0.19752 0.20016 0.68783 B7 0.68315 0.20051 0.20131
B7 0.19747 0.68768 0.20070 B7 0.79892 0.80031 0.31476
B7 0.79871 0.31466 0.80103 B7 0.31092 0.80347 0.80464
B6 0.09853 0.10141 0.84184 B6 0.83813 0.09930 0.09879
B6 0.09899 0.84254 0.10166 B6 0.89747 0.90067 0.16159
B6 0.89755 0.16346 0.90324 B6 0.15529 0.90136 0.90405
B5 0.00068 0.00426 0.16434 B5 0.16914 0.00097 0.00017
B5 0.00213 0.16381 0.00373 B5 0.99436 0.99922 0.83928
B5 0.99811 0.82985 0.00374 B5 0.83518 0.99715 0.99948
B4 0.36166 0.58125 0.09865 B4 0.09706 0.36459 0.58129
B4 0.57738 0.09304 0.36163 B4 0.41677 0.63809 0.90733
B4 0.63331 0.90199 0.41997 B4 0.90403 0.42103 0.63750
B4 0.63312 0.42002 0.90278 B4 0.90416 0.63709 0.42066
B4 0.41712 0.90639 0.63870 B4 0.57714 0.36124 0.09416
B4 0.36189 0.09775 0.58206 B4 0.09711 0.58053 0.36503
B3 0.37663 0.68304 0.20045 B3 0.20673 0.37551 0.68124
B3 0.68058 0.18614 0.37803 B3 0.31300 0.62680 0.80534
B3 0.62261 0.79646 0.31883 B3 0.79794 0.31987 0.62395
B3 0.62136 0.31955 0.79734 B3 0.79882 0.62354 0.31891
B3 0.31354 0.80339 0.62882 B3 0.68143 0.37665 0.18614
B3 0.37643 0.19986 0.68364 B3 0.20732 0.67942 0.37670
B2 0.16277 0.55189 0.89808 B2 0.89258 0.17113 0.54829
B2 0.55168 0.89207 0.16700 B2 0.44766 0.83532 0.10561
B2 0.82762 0.10800 0.45456 B2 0.10814 0.44757 0.83450
B2 0.82758 0.45492 0.10866 B2 0.10895 0.83300 0.44820
B2 0.44659 0.10631 0.83603 B2 0.54563 0.17037 0.89595
B2 0.16367 0.89432 0.55505 B2 0.89170 0.55265 0.16715
B1 0.18350 0.34857 0.00155 B1 0.00359 0.17271 0.35254
B1 0.34943 0.00272 0.17821 B1 0.65112 0.81650 0.00135
B1 0.82573 0.99577 0.65024 B1 0.99561 0.65011 0.82536
B1 0.82167 0.65330 0.99742 B1 0.99907 0.81685 0.65171
B1 0.64677 0.99665 0.82828 B1 0.34617 0.17674 0.00512
B1 0.18371 0.99978 0.35169 B1 0.00276 0.35214 0.17454
Appendix B
Source code of the HopIn programme
1 PROGRAM HopIn !Units: Energy (eV), length (nm), charge (#e/site)
2 IMPLICIT NONE !Field (eV/site spacing/e), I (A/m2)
3 !—————————Model Parameters (input) ————————————-
4 INTEGER :: Alpha, Beta,& !decay length wavefunction(1/2a), inverse temperature
5 &GridS(3), HopR, RanSe !GridSize vector, HoppingRange, potential, RandomSeed
6 REAL*8 :: a, Sigma, Delta, Vin !lattice spacing, width of DOS, injection barrier,PotentialIn
7 CHARACTER :: distrE*5, distrP*5 !distribution of site energies and occupations
8 LOGICAL :: WrCur !write currents?
9 !————————– Iteration Parameters(input, accuracy single run)
10 INTEGER :: NRun,MaxNIter,CheckFreq,W !#runs, Max.#checks,check frequency,weight
11 REAL*8 :: AccP, RANG, RANMAR !Acceptable accuracy P, random #generators
12 !————————–Output Run Parameters —————————————–
13 LOGICAL :: ConvAch !convergence achieved?
14 INTEGER :: NumIterUsed=0 !number of iterations used
15 !————————– Internal globals ———————————————-
16 CHARACTER :: outfile*8 !name of outfile
17 INTEGER::GS12,GridTotS,SS12,SprTotS,o,j,NLP,CLP=0,OLP=0 !Grid-,Springboxsizes,#(file)Lines
18 REAL*8, ALLOCATABLE :: HopFreq(:,:), HopFreqR(:,:),& !Hopping rate(Wij),-reverse
19 &P(:), Psum(:), Field(:), Energy(:,:,:), E(:) !Charge, -sum
20 INTEGER, ALLOCATABLE :: Sprbox(:,:) !Springboxcoordinates
21 REAL*8 :: V, Rho, F0, MP=-.4,& !Potential,Total charge,Field@anode,MinP@cath
22 &E3, E1, AbsDiff !Dipole/Coulomb energy constants, Charge differences layers
23
24 EXTERNAL RANG, RANMAR !From VASP source code
25 CALL InParam !Input parameters from/to file
26 GS12 = GridS(1)*GridS(2) !define internal global constants
27 GridTotS = GridS(3)*GS12
28 SS12 = (2*HopR+1)**2
29 SprTotS = (HopR*2+1)**3
30 E1 = 0.7199825/(3*a)
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31 E3 = 18.095135*GridS(3)/(3*a*GridTotS)





37 CALL RanFill(P,Energy) !Generate (random) energy and occupation
38 WRITE(*,*)’Ranfilled’
39 CALL CheckFill !Check (write to file) filling of energies and charges
40 DO j=1,GridS(3)
41 E(j) = SUM(Energy(:,:,j))/GS12
42 ENDDO
43 CALL GenEnFi(Energy,Field) !BC:E(:,:,0)=V(0)=0, F(0)=E3*Rho (homog.)+addDelta
44 CALL GenHopSpr(HopFreq,HopFreqR,Sprbox) !generate init(reverse) hopping rates+springbox
45 V = Vin




50 CALL Calculation !SC cycle
51 CALL PostCalc(o) !Calculate final values and write output to file
52 WRITE(*,*)’Postcalculated’
53 V = V/2
54 ENDDO





60 SUBROUTINE InParam !————-Initialise Parameters from file——————–
61 OPEN(22,FILE=’Hop.in’, STATUS=’old’, ACCESS=’sequential’, ACTION=’read’)
62 READ(22,*) !”—–Input parameters calculation.—–”
63 READ(22,*)MaxNIter, CheckFreq, AccP, HopR !W increases periodically
64 READ(22,*)NRun, GridS, Vin, RanSe
65 READ(22,*)a, Alpha, Beta, Sigma, Delta
66 READ(22,*)distrE, distrP, WrCur
67 CLOSE(22)
68 outfile = ’BVZ.SxD’
69 OPEN(21,FILE=outfile, STATUS=’new’, ACCESS=’sequential’, ACTION=’write’)
70 WRITE(21,*)’#-----Input parameters calculation.-----’
71 1 FORMAT(A,I4,1X,I2,1X,E6.1,1X,I1,A)
72 WRITE(21,FMT=1)’#’,MaxNIter,CheckFreq,AccP,HopR,’!MaxNCheck, CheckF, AccP, HopR’
73 2 FORMAT(A,I2,1X,3(I2,1X),F3.1,1X,I3,A)
74 WRITE(21,FMT=2)’#’,NRun,GridS,Vin,RanSe,’!Nrun, GridS(3), V, RanSeed’
75 3 FORMAT(A,F3.1,1X,I2,1X,I2,1X,F4.2,1X,F3.2,A)
76 WRITE(21,FMT=3)’#’,a,Alpha,Beta,Sigma,Delta,’!a, Alpha(1/2a), Beta, Sigma, Delta’
77 4 FORMAT(A,2(1X,A),1X,L1,A)
78 WRITE(21,FMT=4)’#’,distrE, distrP, WrCur, ’!distribution Energy, charges, WrCur’
79 NLP = 5
80 CLOSE(21)
81 END SUBROUTINE InParam
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83 SUBROUTINE RanFill(Pe,En) !——Generate initial (random) E & P-not in metal—-
84 REAL*8 :: RanAr(GridTotS),Ps,Fer,stepE, d1, d2, d3, d4
85 REAL*8, INTENT(OUT) :: Pe(0:GridTotS), En(GridTotS)
86 INTEGER :: i, Teken ,j
87
88 F0 = 2*Vin/GridS(3) !homogeneous charge distribution in organic
89 Rho = F0/E3
90 Pe = 0
91 Psum(GridS(3)) = 0
92 SELECT CASE (distrE)
93 CASE (’order’) !no disorder in En and P
94 En = 0
95 Pe(1:GridTotS-GS12) = Rho/(GridTotS-GS12)
96 Pe(GridTotS-GS12+1:) = 0
97 Psum(:GridS(3)-1) = Rho/(GridS(3)-1)
98 CASE (’block’) !——-Block DOS: -Sigma/2.LT.En.LT.Sigma/2———
99 DO j=1,o+RanSe
100 DO i=1,GridTotS-GS12
101 En(i) = Sigma*(RANMAR()-0.5)
102 ENDDO
103 ENDDO
104 En(GridTotS-GS12+1:) = 0
105 SELECT CASE (distrP)
106 CASE (’homog’) !homogeneous charge distribution
107 Pe(1:GridTotS-GS12) = Rho/(GridTotS-GS12)
108 Pe(GridTotS-GS12+1:) = 0
109 Psum(:GridS(3)-1) = Rho/(GridS(3)-1)
110 CASE (’block’) !block filling
111 Fer = Sigma*(Rho/(GridTotS-GS12)-0.5)
112 DO i=1,GridTotS-GS12
113 IF (En(i).LT.Fer) Pe(i) = 1
114 ENDDO
115 DO i=1,GridS(3)-1
116 Psum(i) = SUM(Pe((i-1)*GS12+1:i*GS12))
117 ENDDO
118 CASE (’fermi’) !Fermi-Dirac filling
119 Fer = (EXP(-Beta*Sigma*(Rho/(GridTotS-GS12)-0.5))-EXP(-Beta*Sigma/2))/&
120 &(1-EXP(-Beta*Sigma*Rho/(GridTotS-GS12)))
121 Pe(1:GridTotS-GS12)=1/(Fer*EXP(Beta*En(1:GridTotS-GS12))+1)!exact FD occupation
122 DO i=1,GridS(3)-1
123 Psum(i) = SUM(Pe((i-1)*GS12+1:i*GS12))
124 ENDDO
125 END SELECT





131 En(i) = Sigma*LOG(RanAr(i))
132 ENDDO !inv.of integ.exp.DOS(-infty,0)
133 En(GridTotS-GS12+1:) = 0
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134 SELECT CASE (distrP)
135 CASE (’homog’) !homogeneous filling
136 Pe(1:GridTotS-GS12) = Rho/(GridTotS-GS12)
137 Psum(:GridS(3)-1) = Rho/(GridS(3)-1)
138 CASE (’block’) !block filling
139 Fer = Sigma*LOG(Rho/(GridTotS-GS12))
140 DO i=1,GridTotS-GS12
141 IF (En(i).LT.Fer) Pe(i) = 1
142 ENDDO
143 DO i=1,GridS(3)-1
144 Psum(i) = SUM(Pe((i-1)*GS12+1:i*GS12))
145 ENDDO
146 CASE (’fermi’) !Fermi-Dirac filling
147 Fer = -Sigma
148 stepE = Sigma
149 Ps = 0.5*(GridTotS-GS12)
150 DO !Find Fermi level
151 Teken = (Rho-Ps)/ABS(Rho-Ps)
152 Fer = Fer+Teken*stepE
153 Pe(1:GridTotS-GS12) = 1/(EXP(Beta*(En(1:GridTotS-GS12)-Fer))+1)
154 Ps = SUM(Pe)
155 IF (ABS(Ps-Rho).LT.0.005*Rho) EXIT
156 IF (Teken*(Ps-Rho).GT.0) stepE = stepE/2
157 ENDDO
158 DO i=1,GridS(3)-1
159 Psum(i) = SUM(Pe((i-1)*GS12+1:i*GS12))
160 ENDDO
161 END SELECT
162 CASE (’gauss’) !gaussian energy distribution
163 WRITE(*,*)’gauss’
164 En = 0
165 DO j=1,o+RanSe
166 DO i=1,GridTotS-GS12-1
167 En(i) = RANG(0.0d0,Sigma)
168 ENDDO
169 ENDDO
170 SELECT CASE (distrP)
171 CASE (’homog’) !homogeneous filling
172 Pe(1:GridTotS-GS12) = Rho/(GridTotS-GS12)
173 Psum(:GridS(3)-1) = Rho/(GridS(3)-1)
174 CASE (’block’) !block filling
175 WRITE(*,*)’block’
176 Fer = -Sigma
177 stepE = Sigma
178 Ps = 0.5*(GridTotS-GS12)
179 DO !Find Fermi level
180 Teken = (Rho-Ps)/ABS(Rho-Ps)
181 Fer = Fer+Teken*stepE
182 DO i=1,GridTotS-GS12
183 IF (En(i).LT.Fer) Pe(i) = 1
184 ENDDO
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185 Ps = SUM(Pe)
186 IF (ABS(Ps-Rho).LT.0.005*Rho) EXIT




191 Psum(i) = SUM(Pe((i-1)*GS12+1:i*GS12))
192 ENDDO
193 CASE (’fermi’) !Fermi-Dirac filling
194 WRITE(*,*)’fermi’
195 Fer = -Sigma
196 stepE = Sigma
197 Ps = 0.5*(GridTotS-GS12)
198 DO !Find Fermi level
199 Teken = (Rho-Ps)/ABS(Rho-Ps)
200 Fer = Fer+Teken*stepE
201 Pe(1:GridTotS-GS12) = 1/(EXP(Beta*(En(1:GridTotS-GS12)-Fer))+1)
202 Ps = SUM(Pe)
203 IF (ABS(Ps-Rho).LT.0.005*Rho) EXIT
204 IF (Teken*(Ps-Rho).GT.0) stepE = stepE/2
205 ENDDO








212 Rho = SUM(Psum)
213 END SUBROUTINE RanFill
214
215 SUBROUTINE CheckFill !Check (write to file) filling of energies and charges
216 INTEGER :: g,h,i,j
217 REAL*8 :: NumCHG(1:20), NumEn(1:20)
218
219 NumCHG = 0




224 IF (distrE.EQ.’gauss’) THEN
225 j = 16-FLOOR(-8*Energy(g,h,i)/SQRT(2.)/Sigma) !gauss DOS (e−4,e1/4)
226 IF (j.LT.1) j=1
227 IF (j.GT.20) j=20
228 ELSEIF (distrE.EQ.’expon’) THEN
229 j = 20-FLOOR(-5*Energy(g,h,i)/Sigma) !exp DOS (e−4,1)
230 IF (j.LT.1) j=1
231 IF (j.GT.20) j=20
232 ELSE
233 j = FLOOR(20*Energy(g,h,i)/Sigma)+11
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234 ENDIF
235 NumEn(j) = NumEn(j)+1









245 WRITE(24,FMT=’(A,20(1X,F4.3))’)’#distrE ’, (NumEn(j)/GridTotS, j=1,20)
246 WRITE(24,FMT=’(A,20(1X,F6.3))’)’#distrP ’, (NumCHG(j)/Rho, j=1,20)
247 CLOSE(24)
248 NLP = NLP+3
249 END SUBROUTINE CheckFill
250
251 SUBROUTINE GenEnFi(Ene,Fi) !——-Generate initial energy, SC field—–
252 INTEGER :: i,j,k
253 REAL*8, INTENT(OUT) :: Fi(GridS(3))
254 REAL*8, INTENT(INOUT) :: Ene(GridS(1),GridS(2),GridS(3))
255 REAL*8 :: Vt, DifE, DiffF, Scal !temp Potential, energy/field difference, scaling
256
257 F0 = E3*Rho
258 Fi(1) = F0-E3*Psum(1) !F(0)=V(1)
259 Vt = F0
260 DO i=1,GridS(3)-1
261 DO j=1,GridS(1)
262 DO k=1,GridS(2) !En=random(width Sigma)+2ImPot+SCpot+barrier
263 Ene(j,k,i) = Ene(j,k,i)+Vt-E1/(GridS(3)-0.5-i)-E1/(i-0.5)+Delta
264 ENDDO
265 ENDDO
266 Fi(i+1) = Fi(i)-E3*Psum(i+1)











278 WRITE(25,FMT=’(A,F5.2,1X,F5.2)’)’#V+Delta’, Vin+Delta, Vt
279 NLP = NLP+1
280 CLOSE(25)
281 END SUBROUTINE GenEnFi
282
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283 SUBROUTINE GenHopSpr(HopFreq,HopFreqR,Sprbox) !—Generate initial hopping rates———-
284 INTEGER :: g,h,i,j,k,l, C2N, C2S, Going(3), Go !coordinates
285 REAL*8 :: DiffE, MaxE !Energy difference
286 REAL*8, INTENT(OUT) :: HopFreq(GridTotS,SprTotS), HopFreqR(GridTotS,SprTotS)
287 INTEGER, INTENT(OUT) :: Sprbox(GridTotS,SprTotS)
288
289 HopFreq = 0
290 HopFreqR = 0
291 Sprbox = 0
292 DO i=1,GridS(3)-1 !no cathode sites
293 DO h=1,GridS(2)
294 DO g=1, GridS(1)
295 DO j=-HopR,HopR
296 IF (i+j.LT.1) THEN !into metal anode: not for Ohmic contacts
297 DO k=-HopR,HopR
298 DO l=-HopR,HopR
299 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
300 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR)





306 ELSEIF (i+j.LT.GridS(3)) THEN !in polymer
307 Going(3) = i+j
308 DO k=-HopR,HopR
309 DO l=-HopR,HopR
310 IF (.NOT.(j.EQ.0.AND.k.EQ.0.AND.l.EQ.0)) THEN !not to itself
311 Going(1:2)=(/MOD(GridS(1)-1+g+l,GridS(1))+1,MOD(GridS(2)-1+h+k,GridS(2))+1/)
312 DiffE = Energy(Going(1),Going(2),Going(3))-Energy(g,h,i)
313 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
314 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR)
315 MaxE = MAX(0.,Beta*DiffE)
316 HopFreq(C2N,C2S) = EXP(-Alpha*SQRT(REAL(j**2+k**2+l**2))-MaxE)
317 Sprbox(C2N,C2S) = Going(1)+GridS(1)*(Going(2)-1)+GS12*(Going(3)-1)




322 ELSE !into cathode: not for Ohmic contacts
323 DO k=-HopR,HopR
324 DO l=-HopR,HopR
325 DiffE = Energy(1,1,GridS(3))-Energy(g,h,i)
326 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
327 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR)
328 MaxE = MAX(0.,Beta*DiffE)










338 END SUBROUTINE GenHopSpr
339
340 SUBROUTINE UEF(Ene,Fi) !———update energy, SC field——-
341 INTEGER :: i,j,k
342 REAL*8, INTENT(OUT) :: Fi(GridS(3))
343 REAL*8, INTENT(INOUT) :: Ene(GridS(1),GridS(2),GridS(3))
344 REAL*8 :: Vt, DifE, Scal !temp Potential, energy difference, scaling
345
346 Vt = F0
347 DO i=1,GridS(3)-1
348 Vt = Vt+Fi(i)





354 WRITE(25,FMT=’(A,F5.2,1X,F5.2)’)’#V+Delta(In)’, V+Delta, Vt
355 NLP = NLP+1
356 CLOSE(25)
357 DifE = V-Vt
358 Scal = V/Vt
359 WRITE(*,FMT=’(A,F5.3)’)’Scal’, Scal !Scale everything so that V=constant
360 Rho = Rho*Scal !for Ohmic contacts:
!Rho = (Rho-Psum(1)-Psum(GridS(3))-Psum(GridS(3)-1))*Scal+Psum(1)&
!&+Psum(GridS(3))+Psum(GridS(3)-1)
361 F0 = Rho*E3
362 P = P*Scal !for Ohmic contacts:
!P(GS12+1:GridTotS-2*GS12) = P(GS12+1:GridTotS-2*GS12)*Scal
363 Ene(:,:,GridS(3)) = V !=Ene(:,:,i)+DifE
! Ene(:,:,GridS(3)-1) = Ene(:,:,GridS(3)-1)+DifE !Ohmic contacts
! Ene(:,:,GridS(3)-2) = Ene(:,:,GridS(3)-2)+DifE !Ohmic contacts
364 DO i=GridS(3)-1,1,-1
365 DifE = DifE+(1-Scal)*Fi(i)
366 Ene(:,:,i) = Ene(:,:,i)+DifE
367 ENDDO
368 Fi = Fi*Scal
369 Psum = Psum*Scal !for Ohmic contacts:
! Fi(:GridS(3)-3) = Fi(:GridS(3)-3)*Scal
! Psum(2:GridS(3)-2) = Psum(2:GridS(3)-2)*Scal
370 END SUBROUTINE UEF
371
372 SUBROUTINE Calculation !————SC Loop—————–
373 Integer :: i,j
374 REAL*8 :: Tem, Pspr(1:SprTotS), AddCHG, CF !Charges-in-springbox,-2add,field-from-
375
376 ConvAch = .FALSE.
377 W = 3
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378 DO i=1,MaxNIter*CheckFreq
379 IF (MOD(i,MaxNIter*CheckFreq/7).EQ.0) W = W+1 !W increases from 3 to 10
380 DO j=GridTotS-GS12*(HopR+1)+1,GridTotS-GS12 !adaptedcathode: not for Ohmic
381 Pspr = 1 !enough charges to hop
382 Pspr(:SS12*(HopR+GridS(3)-(j-1)/GS12-1)) = P(Sprbox(j,:SS12*(HopR+GridS(3)&
383 &-(j-1)/GS12-1)))
384 Tem = SUM(HopFreqR(j,:)*Pspr)
385 Pspr(SS12*(HopR+GridS(3)-1-(j-1)/GS12)+1:) = 0!enough space to hop to
386 P(j) = (W*P(j)+Tem/(SUM(HopFreq(j,:)*(1-Pspr))+Tem))/(W+1) !new P
387 ENDDO
388 DO j=GridTotS-GS12*(HopR+1),GS12*HopR+1,-1 !update sites from cathode to anode!
389 Pspr = P(Sprbox(j,:))
390 Tem = SUM(HopFreqR(j,:)*Pspr)
391 P(j) = (W*P(j)+Tem/(SUM(HopFreq(j,:)*(1-Pspr))+Tem))/(W+1) !new P
392 ENDDO
393 DO j=1,GS12*HopR !adapted update near anode: not for Ohmic contacts
394 Pspr = 1 !enough charges to hop
395 Pspr(SS12*(HopR-(j-1)/GS12)+1:) = P(Sprbox(j,SS12*(HopR-(j-1)/GS12)+1:))
396 Tem = SUM(HopFreqR(j,:)*Pspr)
397 Pspr(:SS12*(HopR-(j-1)/GS12)) = 0 !enough space to hop to
398 P(j) = (W*P(j)+Tem/(SUM(HopFreq(j,:)*(1-Pspr))+Tem))/(W+1) !new P
399 ENDDO
400 CF = DOT_PRODUCT(P(1:GridTotS-GS12),(/(1+(i-1)/GS12,i=1,GridTotS-GS12)/))
401 AddCHG = (V/E3-CF)/GridS(3) !charge @cath to keep Vt=V,toomuch>scale down !
402 IF (AddCHG.LT.MP*GS12) P = (V-MP*E3*GridTotS)*P/(V-AddCHG*E3*GridS(3))
403 IF (Mod(i,CheckFreq).EQ.0) THEN !MP = min P@cathode
404 AbsDiff =SUM((/(ABS(SUM(P(GS12*(j-1)+1:GS12*j))-Psum(j)),j=1,GridS(3)-1)/))
405 P(GridTotS-GS12+1:) = MAX(MP, AddCHG/GS12)
406 DO j=1,GridS(3)
407 Psum(j) = SUM(P(1+(j-1)*GS12:j*GS12))
408 ENDDO
409 Rho = SUM(Psum)






416 ConvAch=.TRUE. !Charge density correct
417 ENDIF
418 ENDIF
419 NumIterUsed = i
420 IF (ConvAch) EXIT
421 ENDDO
422 END SUBROUTINE Calculation
423
424 SUBROUTINE UpdEnFi(Ener,F) !Update field, energy, V correct (→P correct)
425 INTEGER :: i
426 REAL*8 :: DiffF, DifE, Scal !Field-, energy difference, scaling factor
427 REAL*8, INTENT(INOUT) ::F(GridS(3)), Ener(GridS(1),GridS(2),GridS(3))
428
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429 DifE = 0
430 DO i=GridS(3)-1,1,-1
431 DiffF = F(i+1)+E3*Psum(i+1)-F(i)
432 F(i) = F(i)+DiffF
433 DifE = DifE-DiffF
434 Ener(:,:,i) = Ener(:,:,i)+DifE
435 ENDDO
436 DiffF = F(1)+E3*Psum(1)-F0
437 F0 = F0+DiffF
438 END SUBROUTINE UpdEnFi
439
440 SUBROUTINE UpdHop(HopF,HopFR) !Update hopping rates
441 INTEGER :: g,h,i,j,k,l, C2N, C2S, Going(3), Go !all kind coordinates
442 REAL*8 :: DiffE, MaxE !energy difference
443 REAL*8, INTENT(INOUT) :: HopF(GridTotS,SprTotS), HopFR(GridTotS,SprTotS)
444
445 DO i=1,GridS(3)-1 !no cath sites
446 DO h=1,GridS(2)
447 DO g=1, GridS(1)
448 DO j=-HopR,HopR
449 IF (i+j.LT.1) THEN !into metal anode: not for Ohmic contacts
450 DO k=-HopR,HopR
451 DO l=-HopR,HopR
452 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
453 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR) !because of image
pot
454 MaxE = MAX(0.,Beta*Energy(g,h,i))




459 ELSEIF (i+j.LT.GridS(3)) THEN !in polymer
460 Going(3) = i+j
461 DO k=-HopR,HopR
462 DO l=-HopR,HopR
463 IF (.NOT.(j.EQ.0.AND.k.EQ.0.AND.l.EQ.0)) THEN !not to itself
464 Going(1:2)=(/MOD(GridS(1)-1+g+l,GridS(1))+1,MOD(GridS(2)-1+h+k,GridS(2))+1/)
465 DiffE = Energy(Going(1),Going(2),Going(3))-Energy(g,h,i)
466 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
467 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR)
468 MaxE = MAX(0.,Beta*DiffE)
469 HopF(C2N,C2S) = EXP(-Alpha*SQRT(REAL(j**2+k**2+l**2))-MaxE)
470 Go = Going(1)+GridS(1)*(Going(2)-1)+GS12*(Going(3)-1)




475 ELSEIF (i+j.GE.GridS(3)) THEN !into cath:not for Ohmic contacts
476 DO k=-HopR,HopR
477 DO l=-HopR,HopR
478 DiffE = Energy(1,1,GridS(3))-Energy(g,h,i)
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479 C2N = g+GridS(1)*(h-1)+GS12*(i-1)
480 C2S = l+HopR+1+(2*HopR+1)*(k+HopR)+SS12*(j+HopR)
481 MaxE = MAX(0.,Beta*DiffE)
482 HopF(C2N,C2S) = EXP(-Alpha*SQRT(REAL(j**2+k**2+l**2))-MaxE)








491 END SUBROUTINE UpdHop
492
493 SUBROUTINE PostCalc(i) !—Calculate final values & write2file —
494 REAL*8 :: Cur(GridS(3)-1), E(GridS(3)) !Current, Final En
495 INTEGER, INTENT(IN) :: i !Run number
496 INTEGER :: j
497
498 DO j=1,GridS(3)
499 E(j) = SUM(Energy(:,:,j))/GS12
500 ENDDO





506 ENDDO !number of lines present
507 WRITE(23,*)’#Output run ’, i, ’:z, Pocc(z), Field(z), E(z),Cur(z)(A/m^2)’
508 5 FORMAT(12X,I2,1X,E10.3,2(2X,F7.3),1X,E9.3)
509 WRITE(23,FMT=5)1, Psum(1)/GS12, F0, E(1),
510 Cur(1)*Sigma*1.602*EXP(.42*(Beta*Sigma)**2)/(180*a**4)
511 DO j=2,GridS(3)-1 !Mu0 = 10−10 m2/Vs




516 WRITE(23,FMT=6)GridS(3), Psum(GridS(3))/GS12, Field(GridS(3)-1), E(GridS(3))
517 7 FORMAT(A,I2,A,F4.1,A,F7.3,A,F7.5,A,I4,A,I2)
518 WRITE(23,FMT=7)’#Beta=’,Beta,’V+D(In)=’,V+Delta,’ Rho+RelDif=’,Rho,’+’&
519 &,AbsDiff/Rho,’ #Iter=’,NumIterUsed,’ W=’,W
520 CLOSE(23)
521 NLP = NLP+GridS(3)+2
522 END SUBROUTINE PostCalc
523
524 SUBROUTINE EndFill(E) !Check (write to file) endfilling of energies and charges
525 INTEGER :: g,h,i,j
526 REAL*8 :: NumCHG(1:20), NumEn(1:20)
527 REAL*8, INTENT(IN) :: E(GridS(3)) !final energies
528
529 NumCHG = 0
APPENDIX B. SOURCE CODE OF THE HOPIN PROGRAMME 135
530 NumEn = 0
531 DO g = 1,GridS(1)
532 DO h = 1,GridS(2)
533 DO i = 1,GridS(3)
534 SELECT CASE (distrE)
535 CASE (’gauss’)
536 j = 16-FLOOR(-8*(Energy(g,h,i)-E(i))/SQRT(2.)/Sigma) !gauss DOS (e−4,e1/4)
537 IF (j.LT.1) j=1
538 IF (j.GT.20) j=20
539 CASE (’expon’)
540 j = 20-FLOOR(-5*(Energy(g,h,i)-E(i))/Sigma) !exp DOS (e−4,1)
541 IF (j.LT.1) j=1
542 IF (j.GT.20) j=20
543 CASE DEFAULT
544 j = FLOOR(20*(Energy(g,h,i)-E(i))/Sigma)+11
545 IF (j.LT.1) j=1
546 IF (j.GT.20) j=20
547 END SELECT
548 NumEn(j) = NumEn(j)+1








557 WRITE(27,FMT=’(A,20(1X,F4.3))’)’#distrE ’, (NumEn(j)/GridTotS, j=1,20)
558 WRITE(27,FMT=’(A,20(F6.3))’)’#distrP ’, (NumCHG(j)/Rho, j=1,20)
559 CLOSE(27)








568 OLP = OLP + (GridTotS-1)/5+1
569 CLOSE(28)
570 END SUBROUTINE EndFill
571
572 SUBROUTINE CalcCur(Cur) !—-calculate current from hopfreq, occupancies, field—-
573 INTEGER :: i,j,k !only if HopR=1 !
574 REAL*8, INTENT(OUT) :: Cur(GridS(3)-1) !Current(z) per plane
575 REAL*8 :: absC(GridTotS-GS12),Cz(GridTotS-GS12), absCdistr(1:40), Czdistr(1:40)
576
577 absC=0 !absoluteCurrent
578 Cz=0 !zCurrent (x,y,z)
579 absCdistr=0
580 Czdistr=0 !distribution functions
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581 DO i=1,GridTotS-GS12
582 DO j=1,SprTotS
583 IF (j.LE.HopR*SS12) Cz(i) = Cz(i)+HopFreq(i,j)*P(i)*(1-P(Sprbox(i,j)))-&
584 &HopFreqR(i,j)*P(Sprbox(i,j))*(1-P(i))!Cz from jumps to anodeside of i
585 absC(i) = absC(i)+ABS(HopFreq(i,j)*P(i)*(1-P(Sprbox(i,j)))-HopFreqR(i,j)&
586 &*P(Sprbox(i,j))*(1-P(i)))/2 !absC from all jumps to/from i
587 ENDDO
588 IF (MOD(i,GS12).EQ.0) Cur(i/GS12)=SUM(Cz(1+i-GS12:i))/GS12 !end layer: av. Cz
589 ENDDO
590 DO i=1,GridTotS-GS12
591 j = 23+NINT(5*LOG(Cz(i)/Cur((i-1)/GS12+1))/2.302585) !10−4.5 to 103.5 in 40 steps
592 k = 23+NINT(5*LOG(absC(i)/Cur((i-1)/GS12+1))/2.302585)
593 IF (j.LT.1) j=1
594 IF (j.GT.40) j=40
595 IF (k.LT.1) k=1
596 IF (k.GT.40) k=40
597 Czdistr(j) = Czdistr(j)+1./(GridTotS-GS12)











609 IF (WrCur) THEN
610 10 FORMAT(A,1X,I1,1X,F4.1,1X,F4.1)
611 WRITE(26,FMT=10)’Relative absolute current/site,Nrun,V,Delta(In)=’,o,V,Delta
612 8 FORMAT(10(1X,E9.3))
613 WRITE(26,FMT=8)(absC(i)/Cur(i/GS12),i=1,GridTotS-GS12)
614 CLP = CLP+43+(GridTotS-GS12-1)/10
615 ELSE
616 CLP = CLP+41
617 ENDIF
618 CLOSE(26)
619 END SUBROUTINE CalcCur
620 END PROGRAM HopIn !FINIS !
B.1 Input file
!—–Input parameters calculation.—–
9999 1 1E-5 1 3-10 !MaxNcheck, CheckFreq, AccP, HopR, W(increases)
1 64 64 64 .25 821 !NRun, GridS(3), V(V, Seq./3), RanSeed
1.6 20 39 .077 .33 !a(nm), Alpha(1/2a), Beta(1/eV), Sigma(eV), Delta(eV)
gauss fermi .FALSE. !distribution En: order, block, expon, gauss;
!distribution CHGs: homog, block, fermi; WriteSiteCur?
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