New gradient estimates for solutions to quasilinear divergence form
  elliptic equations with general Dirichlet boundary data by Tran, Minh-Phuong & Nguyen, T. -N.
ar
X
iv
:1
90
5.
04
89
1v
2 
 [m
ath
.A
P]
  1
5 M
ay
 20
19
New gradient estimates for solutions to quasilinear
divergence form elliptic equations with general Dirichlet
boundary data
M.-P. Tran∗†, T.-N. Nguyen‡
May 16, 2019
Abstract
This paper studies a new gradient regularity in Lorentz spaces for solutions
to a class of quasilinear divergence form elliptic equations with nonhomogeneous
Dirichlet boundary conditions:{
div(A(x,∇u)) = div(|F |p−2F ) in Ω,
u = σ on ∂Ω.
where Ω ⊂ Rn (n ≥ 2), the nonlinearity A is a monotone Carathe´odory vec-
tor valued function defined on W 1,p
0
(Ω) for p > 1 and the p-capacity uniform
thickness condition is imposed on the complement of our bounded domain Ω.
Moreover, for given data F ∈ Lp(Ω;Rn), the problem is set up with general
Dirichlet boundary data σ ∈ W 1−1/p,p(∂Ω). In this paper, the optimal good-λ
type bounds technique is applied to prove some results of fractional maximal
estimates for gradient of solutions. And the main ingredients are the action of
the cut-off fractional maximal functions and some local interior and boundary
comparison estimates developed in previous works [47, 54, 55] and references
therein.
Keywords: Quasilinear elliptic equation; Divergence form equation; Dirichlet
boundary data; Nonhomogeneous; Gradient estimates; Cut-off fractional max-
imal functions; Fractional maximal gradient estimates; Lorentz spaces.
1 Introduction and statement of main results
The main results of this paper is the gradient estimates of solutions to quasilinear
elliptic equations coupled with nonhomogeneous Dirichlet boundary conditions of
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the form: {
div(A(x,∇u)) = div(|F |p−2F ) in Ω,
u = σ on ∂Ω.
(1.1)
Moreover, this study also provides the new fractional maximal estimates for gra-
dients of solutions to this type of problem. Here, the domain Ω is open bounded
domain of Rn, (n ≥ 2) and functional data F ∈ Lp(Ω;Rn) together with the general
Dirichlet boundary data σ ∈W 1−1/p,p(∂Ω).
Over the past decades, the earlier works on the local interior gradient estimates
of weak solutions for classical homogeneous p-Laplacian equations:
div(|∇u|p−2∇u) = 0 (1.2)
in the scalar case n = 1 have developed in the series of papers [57, 37, 56, 24] for
p ≥ 2, and in [38] the same result for the case 1 < p < 2. Later, in [53], the
result was extended for more general equation div(|∇u|p−2∇u) = f with p ≥ 2.
It is well known that when p 6= 2, weak solution to (1.2) is of class C1,α that
has Ho¨lder continuous derivatives. Besides that, for related results concerning to
this equation, in [20, 39, 40, 41], authors proved interior C1,α regularity for ho-
mogeneous quasilinear elliptic equations of type −div(A(x, u,∇u)) = 0. Since
then, the regularity theory of divergence form modeled on the p-Laplacian equa-
tion div(|∇u|p−2∇u) = −div(|F |p−2F ) (homogeneous problem) has been continued
to extend via literature in [32, 21] and many references therein.
In recent years, there have been plenty of research activities on the regularity
theory of solution to quasilinear elliptic equations div(A(x,∇u)) = div(|F |p−2F ),
under various assumptions on domain, nonlinear operator A and boundary data.
For instance, with homogeneous Dirichlet problem (zero Dirichlet boundary data),
S. Byun et al. in [6, 7, 5, 8] have been studied gradient estimates of solution in
the setting of classical Lebesgue spaces (see [5]) and weighted Lebesgue spaces (see
[8]) under assumptions on Reifenberg domain Ω, together with standard ellipticity
condition of A and small BMO oscillation in x. Under some assumptions of A and
the smoothness requirement on domain Ω, further generalization to this type of
homogeneous equation are the subjects of [16, 2, 17, 3, 13, 35] and their related
references.
Afterwards, more general extensions of regularity to the non-homogeneous quasi-
linear elliptic equations of type div(A(x,∇u)) = divF was discussed and addressed in
many papers. In particular, the interiorW 1,q estimates was investigated in [48] using
the perturbations method proposed by Caffarelli et al. in [15]. And recently further,
T. Nguyen in [49] proved the global gradient estimates in weighted Morrey spaces for
solutions where the nonlinearity A(x, ξ) is measurable in x, differentiable in ξ and
satisfies a small BMO condition, domain Ω satisfies the Reifenberg flat condition.
And many papers related to the same topic could be found in [5, 8, 6, 7, 13, 50], but
under different hypotheses on domain Ω, the nonlinearity A and the given boundary
data.
The technique using maximal functions was first presented by G. Mingione et
al. in their fine papers [22, 23] with a nonlinear potential theory, and later, this
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approach has been developed in many optimal regularity results. In this context, we
follow and continue this topic of gradient estimates for the problem of divergence
type with general Dirichlet boundary data (1.1). Our main results are estimates
for gradient of solutions in Lorentz spaces and moreover, some tricks involving the
cut-off fractional maximal function are used to give a proof of fractional maximal
gradient estimates, will be also found in our work. More specifically and precisely,
in our study, we only need the assumption of domain Ω whose complement satisfies
p-capacity uniform thickness condition, the weaker condition on Ω than Reifenberg
flatness. One notices that this p-capacity density condition is stronger than the
Weiner criterion described in [33] as:
ˆ 1
0
(
capp((R
n \Ω) ∩Br(x), B2r(x))
capp(Br(x), B2r(x))
) 1
p−1 dr
r
=∞,
which characterizes regular boundary points for the p-Laplace Dirichlet problem,
where one measures the thickness of complement of Ω near boundary by capacity
densities. The class of domains whose complement satisfies the uniformly p-capacity
condition is relatively large (including those with Lipschitz boundaries or satisfy a
uniform corkscrew condition), and its definition will be highlighted in Section 2.1.
Otherwise, it is weaker than the Reifenberg flatness condition that was discussed in
various studies [9, 10, 11, 12, 42, 43, 52]. Additionally, the nonlinearity A here is a
Carathe´dory vector valued function defined on W 1,p0 (Ω) only satisfying the growth
and monotonicity conditions: there holds
|A(x, ξ)| ≤ Λ1|ξ|
p−1,
〈A(x, ξ) −A(x, η), ξ − η〉 ≥ Λ2
(
|ξ|2 + |η|2
)p−2
2 |ξ − η|2,
for every (ξ, η) ∈ Rn × Rn \ {(0, 0)} and a.e. x ∈ Rn, Λ1 and Λ2 are positive
constants. This operator and its properties are emphasized in Section 2.2. The
proofs of our studies are based on the method developed in [47, 54, 55] for the
measure data problem, so-called the “good-λ” technique. Our results in this paper
show that strong proofs with less hypotheses, to more general problem than previous
studies, where our technique of the optimal good-λ method (see [54, 55]) is applied
to problem with functional data instead of the measure data.
Now let us give a precise statement of our main results. We firstly give the
boundedness property of maximal function via the following theorem 1.1, that will
be important for us to prove our results later.
Theorem 1.1 Let p > 1 and suppose that Ω ⊂ Rn is a bounded domain whose
complement satisfies a p-capacity uniform thickness condition with constants c0, r0 >
0. Then, for any solution u to (1.1) with given data F , there exist a ∈ (0, 1), b > 0,
ε0 = ε0(n, a, b) ∈ (0, 1) and a constant C = C(n, p,Λ1,Λ2, c0, diam(Ω)/r0) > 0 such
that the following estimate
Ln
(
{M(|∇u|p) > ε−aλ,M(|F |p + |∇σ|p) ≤ εbλ} ∩ Ω
)
≤ CεLn ({M(|∇u|p) > λ} ∩ Ω) ,
(1.3)
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holds for any λ > 0 and ε ∈ (0, ε0). Here, we note that a and b are the parameters
depending only on n, p,Λ1,Λ2, c0, and will be clarified in our proof later.
Throughout the paper, the denotation diam(Ω) is the diameter of a set Ω defined
as:
diam(Ω) = sup{d(x, y) : x, y ∈ Ω},
and the notation Ln(E) stands for the n-dimensional Lebesgue measure of a set
E ⊂ Rn. Moreover, it can be noticed that in this theorem and in what follows, for
simplicity, the set {x ∈ Ω : |g(x)| > Λ} is denoted by {|g| > Λ} (in order to avoid
the confusion that may arise).
With this regard, our first result concerns gradient norm estimates in classical
Lorentz spaces.
Theorem 1.2 Let p > 1 and Ω ⊂ Rn be a bounded domain whose complement
satisfies a p-capacity uniform thickness condition with constants c0, r0 > 0. Then, for
any solution u to (1.1) with given functional data F ∈W 1,p(Ω), σ ∈ Lp(Ω), 0 < q <
Θ
p and 0 < s ≤ ∞, there exists a constant C = C(n, p,Λ1,Λ2, c0, r0, diam(Ω), q, s)
such that the following inequality holds
‖M(|∇u|p)‖Lq,s(Ω) ≤ C‖M(|F |
p + |∇σ|p)‖Lq,s(Ω). (1.4)
Next, we state Theorem 1.3 in a somewhat more general form of Theorem 1.1
as following, where its proof would be found in Section 5.
Theorem 1.3 Let p > 1, 0 ≤ α < n and suppose that Ω ⊂ Rn is a bounded
domain whose complement satisfies a p-capacity uniform thickness condition with
constants c0, r0 > 0. Then for any solution u to equation (1.1) with given data
function F , there exist a ∈ (0, 1), b > 0, ε0 = ε0(n, a, b) ∈ (0, 1) and a constant
C = C(n, p,Λ1,Λ2, α, c0, r0, T0 = diam(Ω)) such that the following estimate
Ln (V αλ ) ≤ CεL
n (Wαλ ) ,
holds for any λ > 0, ε ∈ (0, ε0) small enough, where
V αλ =
{
MMα(|∇u|
p) > ε−aλ, Mα(|F |
p + |∇σ|p) ≤ εbλ
}
∩Ω,
and
Wαλ = {MMα(|∇u|
p) > λ} ∩ Ω.
Note that, as we will discuss on, a and b are the parameters depending only on
n, p,Λ1,Λ2, c0, and will be clarified in our proof later.
The next theorem shows the improvement of Lorentz gradient estimate in pre-
vious theorem 1.2. It concludes the fractional gradient estimate of solutions to our
class of nonhomegeneous equations (1.1) with respect to our data F and σ.
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Theorem 1.4 Let p > 1, 0 ≤ α < n and Ω ⊂ Rn be a bounded domain whose
complement satisfies a p-capacity uniform thickness condition with constants c0, r0 >
0. Then, for any solution u to (1.1) with given functional data F ∈ W 1,p(Ω),
σ ∈ Lp(Ω), 0 < q < Θnp(n−α) and 0 < s ≤ ∞, the following inequality
‖Mα(|∇u|
p)‖Lq,s(Ω) ≤ C‖Mα(|F |
p + |∇σ|p)‖Lq,s(Ω) (1.5)
holds. Here, the constant C depending only on n, p,Λ1,Λ2, α, c0, r0, diam(Ω), q, s.
For the proofs of these above Theorems in our present paper, it is possible
to apply some gradient estimate results developed for quasilinear equations with
measure data, or linear/nonlinear potential and Caldero´n-Zygmund theories (see
[18, 19, 45, 46, 54, 55]).
Here, the results of Theorems 1.3 and 1.4 generalize that of Theorems 1.1 and
1.2 above. Heuristically speaking, one can expect such a stronger result with general
fractional maximal gradient estimates of solutions (0 ≤ α < n), where α = 0 is just
a specific case. However, the proofs are generalized naturally in a different approach
via cut-off fractional maximal functions and their related properties, somewhat will
be described in this survey paper. The case study remains an open problem that
leads us to consider a small range of α (for 0 ≤ α < 1 and α is very closed to
0). This would be more meaningful for us because then, we can enlarge range of
q in results of Theorems 1.2 and 1.4. Of course in that context, one should obtain
more regularities with the fewest and simplest assumptions on Ω and the operator
A (in some previous works by others, the Reifenberg flatness of Ω and a small BMO
condition was added to A). That seems interesting to many researchers and may
appear in the topic of an upcoming work.
The outline of this paper is organized as follows. In the next Section 2 we begin
with some preliminaries, gather few notations and assumptions on the problem,
which are useful to our proofs. The next Section 3 is devoted to study the cut-
off fractional maximal functions and proofs of some preparatory lemmas related to
them are obtained therein. To make effective use of the good-λ method, Section
4 indicates to some important lemmas of local interior and boundary comparison
estimates and then finally, the proofs of main theorems are provided in the last
Section 5.
2 Preliminaries
This section provides some necessary preliminaries and we also recall some well-
known notations and results for later use.
2.1 The uniform p-capacity condition
In this paper, the considered domain Ω ⊂ Rn is under the assumption that its
complement Rn \ Ω is uniformly p-capacity thick. More precise, we say that the
domain Rn \Ω satisfies the p-capacity uniform thickness condition if there exist two
constants c0, r0 > 0 such that
capp((R
n \ Ω) ∩Br(x), B2r(x)) ≥ c0capp(Br(x), B2r(x)), (2.1)
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for every x ∈ Rn \Ω and 0 < r ≤ r0. Here, the p-capacity of any compact set K ⊂ Ω
(relative to Ω) is defined as:
capp(K,Ω) = inf
{ˆ
Ω
|∇ϕ|pdx : ϕ ∈ C∞c , ϕ ≥ χK
}
,
where χK is the characteristic function of K. The p-capacity of any open subset
U ⊆ Ω is then defined by:
capp(U,Ω) = sup
{
capp(K,Ω), K compact, K ⊆ U
}
.
Consequently, the p-capacity of any subset B ⊆ Ω is defined by:
capp(B,Ω) = inf
{
capp(U,Ω), U open, B ⊆ U
}
.
A function u defined on Ω is said to be capp-quasi continuous if for every ε > 0
there exists B ⊆ Ω with capp(B,Ω) < ε such that the restriction of u to Ω \ B is
continuous. Every nonempty Rn \Ω is uniform p-thick for p > n and this condition
is nontrivial only when p ≤ n. For some properties of the p-capacity we refer to [31].
2.2 Assumptions on operator A
In our study of elliptic equations div(A(x,∇u)) = div(|F |p−2F ), the nonlinear
operator A : Ω× Rn → R is a Carathe´odory vector valued function (that is, A(., ξ)
is measurable on Ω for every ξ in Rn, and A(x, .) is continuous on Rn for almost
every x in Ω) which satisfies the following growth and monotonicity conditions: for
some 1 < p ≤ n there exist two positive constants Λ1 and Λ2 such that
|A(x, ξ)| ≤ Λ1|ξ|
p−1, (2.2)
and
〈A(x, ξ) −A(x, η), ξ − η〉 ≥ Λ2
(
|ξ|2 + |η|2
) p−2
2 |ξ − η|2 (2.3)
holds for almost every x in Ω and every (ξ, η) ∈ Rn × Rn \ {(0, 0)}.
2.3 Lorentz spaces
Let us firstly recall the definition of the Lorentz space Lq,t(Ω) for 0 < q < ∞ and
0 < t ≤ ∞ (see in [29]). It is the set of all Lebesgue measurable functions g on Ω
such that:
‖g‖Lq,t(Ω) =
[
q
ˆ ∞
0
λtLn ({x ∈ Ω : |g(x)| > λ})
t
q
dλ
λ
]1
t
< +∞, (2.4)
as t 6=∞. If t =∞, the space Lq,t(Ω) is the usual weak-Lq or Marcinkiewicz spaces
with the following quasinorm:
‖g‖Lq,∞(Ω) = sup
λ>0
λLn ({x ∈ Ω : |g(x)| > λ})
1
q . (2.5)
When t = q, the Lorentz space Lq,q(Ω) becomes the Lebesgue space Lq(Ω).
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2.4 Maximal and Fractional Maximal functions
In what follows, we denote the open ball in Rn with center x0 and radius r by
Br(x0), that is the set Br(x0) = {x ∈ R
n : |x−x0| < r}. And we clarify that in this
paper, we use the denotation
 
Br(x)
f(y)dy indicates the integral average of f in the
variable y over the ball Br(x), i.e. 
Br(x)
f(y)dy =
1
|Bρ(x)|
ˆ
Br(x)
f(y)dy.
We first recall the definition of fractional maximal function that regarding to
[34, 36]. Let 0 ≤ α ≤ n, the fractional maximal function Mα of a locally integrable
function g : Rn → [−∞,∞] is defined by:
Mαg(x) = sup
ρ>0
ρα
 
Bρ(x)
|g(y)|dy. (2.6)
For the case α = 0, one obtains the Hardy-Littlewood maximal function,Mg = M0g,
defined for each locally integrable function g in Rn by:
Mg(x) = sup
ρ>0
 
Bρ(x)
|g(y)|dy, ∀x ∈ Rn. (2.7)
Fractional maximal operators have may applications in partial differential equations,
potential theory and harmonic analysis. Once we need to estimate some quantities
of a function g, they can be shown to be dominated by Mg, or more generally
by Mαg. The fundamental result of maximal operator is that the boundedness on
Lp(Rn) when 1 < p ≤ ∞, that is there exists a constant C(n, p) > 0 such that:
‖Mg‖Lp(Rn) ≤ C(n, p)‖g‖Lp(Rn), ∀g ∈ L
p(Rn).
Moreover, M is also said to be weak- type (1,1), this means there is a constant
C(n) > 0 such that for all λ > 0 and g ∈ L1(Rn), it holds that
Ln ({M(g) > λ}) ≤ C(n)
‖g‖1
λ
.
The standard and classical references can be found in many places such as [28, 29],
and later also in [4]. Besides that, there are some well-known properties of maximal
and fractional maximal operators, that will be shown in following lemmas.
Lemma 2.1 It refers to [29] that the operator M is bounded from Ls(Rn) to Ls,∞(Rn),
for s ≥ 1, this means,
Ln ({M(g) > λ}) ≤
C
λs
ˆ
Rn
|g(x)|sdx, for all λ > 0. (2.8)
Lemma 2.2 In [29], it allows us to present a boundedness property of maximal
function M in the Lorentz space Lq,s(Rn), for q > 1 as follows:
‖Mg‖Lq,s(Ω) ≤ C‖g‖Lq,s(Ω). (2.9)
7
Moreover, a very important property of fractional maximal function was also
obtained from the boundedness property of maximal function. The proof of this
result is a modification of the result in Lemma 2.1 based on the definition of maximal
and fractional maximal function, and we show below all the details.
Lemma 2.3 Let 0 ≤ α < n, ρ > 0 and x ∈ Rn. Then, for any locally integrable
function f ∈ L1
loc
(Rn) we have the following inequality holds
Ln
({
Mα(χBρ(x)f) > λ
})
≤ C


ˆ
Bρ(x)
|f(y)|dy
λ


n
n−α
, for all λ > 0.
Proof. First of all, let us give a proof that for 0 ≤ α < n and any f ∈ L1loc(R
n),
there holds:
Ln ({Mαf > 1}) ≤ C
(ˆ
Rn
|f(y)|dy
) n
n−α
.
Indeed, for any x ∈ Rn, from definition of fractional maximal function Mα, one has
Mαf(x) = sup
ρ>0
ρα−n
ˆ
Bρ(x)
|f(y)|dy
= sup
ρ>0
(
ρ−n
ˆ
Bρ(x)
|f(y)|dy
)n−α
n
(ˆ
Bρ(x)
|f(y)|dy
)α
n
≤ C [Mf(x)]1−
α
n ‖f‖
α
n
L1(Rn)
.
It follows that
Ln ({Mαf > 1}) ≤ L
n
({
[Mf ]1−
α
n ‖f‖
α
n
L1(Rn)
> C
})
= Ln
({
Mf > C‖f‖
− α
n−α
L1(Rn)
})
.
Applying Lemma 2.1 for s = 1 and λ = ‖f‖
− α
n−α
L1(Rn)
, we obtain that
Ln ({Mαf > 1}) ≤
C
‖f‖
− α
n−α
L1(Rn)
ˆ
Rn
|f(x)|dx = C‖f‖
n
n−α
L1(Rn)
.
Without loss of generality, by scaling what already proved, we consider function fλ
instead of f ∈ L1loc(R
n) and then with λ is 1, it yields that the following inequality
holds
Ln
({
Mα(χBρ(x)f) > λ
})
≤ C


ˆ
Bρ(x)
|f(y)|dy
λ


n
n−α
, for all λ > 0.
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3 Cut-off Fractional Maximal functions and Prepara-
tory lemmas
In this section, we restrict ourselves to study the so-called “cut-off fractional maximal
functions” and their properties that will be needed in later parts of this paper.
Let r > 0 and 0 ≤ α ≤ n, we define some additional cut-off maximal functions of
a locally integrable function f corresponding to the maximal function Mf in (2.7)
as follows
Mrf(x) = sup
0<ρ<r
 
Bρ(x)
f(y)dy;
Trf(x) = sup
ρ≥r
 
Bρ(x)
f(y)dy,
(3.1)
and corresponding to Mαf in (2.6) as
Mrαf(x) = sup
0<ρ<r
ρα
 
Bρ(x)
f(y)dy; (3.2)
Trαf(x) = sup
ρ≥r
ρα
 
Bρ(x)
f(y)dy. (3.3)
We remark here that if α = 0 then Mrαf = M
rf and Trαf = T
rf , for all
f ∈ L1loc(R
n). The following lemma can be inferred from from their definitions.
Lemma 3.1 For any r > 0 and 0 ≤ α ≤ n, we have
MMαf(x) ≤ max {M
rMrαf(x),M
rTrαf(x),T
rMαf(x)} ,
for any x ∈ Rn and f ∈ L1loc(R
n).
We will now prove some inequalities related to these operators, that will be
needed in our desired results later.
Lemma 3.2 Let r > 0, k ≥ 1 and 0 ≤ α ≤ n. For some x1, x2 ∈ R
n, assume that
Bρ(x1) ⊂ Bkρ(x2), ∀ρ ≥ r.
Then we have the following estimate
Trαf(x1) ≤ k
n−αMαf(x2), (3.4)
for all f ∈ L1loc(R
n).
Proof. From definition of the cut-off Trα in (3.2), the inequality is proved as well:
Trαf(x1) = sup
ρ≥r
ρα−n
ˆ
Bρ(x1)
f(x)dy
≤ sup
ρ≥r
ρα−n
ˆ
Bkρ(x2)
f(x)dy
= kn−α sup
ρ≥r
(kρ)α
 
Bkρ(x2)
f(x)dy
≤ kn−αMαf(x2).
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Lemma 3.3 Let r > 0 and 0 ≤ α < n. Then there exists a constant C > 0 such
that
MrMrαf(x) ≤ CM
2r
α f(x), (3.5)
for any x ∈ Rn and f ∈ L1loc(R
n).
Proof. For any ρ ∈ (0, r) and y ∈ Bρ(x), we have
Mrαf(y) = max
{
Mραf(y), sup
ρ≤δ<r
δα−n
ˆ
Bδ(y)
f(z)dz
}
. (3.6)
For any δ > 0, since Bδ(y) ⊂ Bρ+δ(x), it deduces that the second term on the
right-hand side can be estimated as
sup
ρ≤δ<r
δα−n
ˆ
Bδ(y)
f(z)dz ≤ sup
ρ≤δ<r
(
δ
ρ+ δ
)α−n
(ρ+ δ)α−n
ˆ
Bρ+δ(x)
f(z)dz
≤ 2n−α sup
ρ≤δ<r
(ρ+ δ)α−n
ˆ
Bρ+δ(x)
f(z)dz
≤ 2n−α sup
0<R<2r
Rα−n
ˆ
BR(x)
f(z)dz
= 2n−αM2rα f(x). (3.7)
From (3.6), (3.7) and the definitions of the cut off fractional maximal function Mr
and Mrα in (3.1) and (3.2), one obtains
MrMrαf(x) = sup
0<ρ<r
ρ−n
ˆ
Bρ(x)
Mrαf(y)dy
≤ max
{
sup
0<ρ<r
ρ−n
ˆ
Bρ(x)
Mραf(y)dy, 2
n−αM2rα f(x)
}
= max
{
I, 2n−αM2rα f(x)
}
, (3.8)
where
I = sup
0<ρ<r
ρ−n
ˆ
Bρ(x)
Mραf(y)dy,
and it remains to prove the estimate for this term. Indeed, for any y ∈ Bρ(x), we
have
Mραf(y) = sup
0<δ<ρ
δα−n
ˆ
Bδ(y)
χB2ρ(x)f(z)dz ≤Mα[χB2ρ(x)f ](y).
and it clearly forces that
I ≤ sup
0<ρ<r
ρ−n
ˆ
Bρ(x)
Mα[χB2ρ(x)f ](y)dy.
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According to the results in Lemma 2.3, we thus get
ˆ
Bρ(x)
Mα[χB2ρ(x)f ](y)dy =
ˆ ∞
0
Ln
({
Mα(χB2ρ(x)f) > λ
})
dλ
≤ Cρnλ0 +
ˆ ∞
λ0
Ln
({
Mα(χB2ρ(x)f) > λ
})
dλ
≤ Cρnλ0 + C
(ˆ
B2ρ(x)
f(y)dy
) n
n−α ˆ ∞
λ0
λ−
n
n−αdλ
= Cρnλ0 + C
(ˆ
B2ρ(x)
f(y)dy
) n
n−α
λ
− α
n−α
0 .
By choosing
λ0 = ρ
−n+α
ˆ
B2ρ(x)
f(y)dy,
we obtain ˆ
Bρ(x)
Mα[χB2ρ(x)f ](y)dy ≤ Cρ
α
ˆ
B2ρ(x)
f(y)dy.
Hence,
I ≤ C sup
0<ρ<r
ρ−n+α
ˆ
B2ρ(x)
f(y)dy ≤ 2n−αCM2rα f(x). (3.9)
From (3.5) and the easily checked inequalities in (3.8) and (3.9), it completes the
proof.
4 Interior and boundary comparison estimates
In this section, we present some local interior and boundary comparison estimates
for weak solution u of (1.1) that are essential to our development later.
Proposition 4.1 Let σ ∈ W 1,p(Ω), F ∈ Lp(Ω) and u be a weak solution of (1.1).
Then we have ˆ
Ω
|∇u|pdx ≤ C
ˆ
Ω
(|F |p + |∇σ|p) dx. (4.1)
Here, it remarks that the constant C depends only on p,Λ1,Λ2.
Proof. By using u− σ as a test function of equation (1.1), we obtain
ˆ
Ω
A(x,∇u)∇udx =
ˆ
Ω
A(x,∇u)∇σdx +
ˆ
Ω
|F |p−2F∇(u− σ)dx.
It follows from conditions (2.2) and (2.3) of operator A as
ˆ
Ω
|∇u|pdx ≤ C
(ˆ
Ω
|∇u|p−1|∇σ|dx+
ˆ
Ω
|F |p−1|∇u|dx+
ˆ
Ω
|F |p−1|∇σ|dx
)
.
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By using Ho¨lder’s inequality and Young’s inequality, we obtain that
ˆ
Ω
|∇u|p−1|∇σ|dx ≤
(ˆ
Ω
|∇u|pdx
) p−1
p
(ˆ
Ω
|∇σ|pdx
) 1
p
≤
p− 1
2p
ˆ
Ω
|∇u|pdx+
2p−1
p
ˆ
Ω
|∇σ|pdx,
ˆ
Ω
|F |p−1|∇u|dx ≤
1
2p
ˆ
Ω
|∇u|pdx+
p− 1
p
2
1
p−1
ˆ
Ω
|F |pdx,
ˆ
Ω
|F |p−1|∇σ|dx ≤
p− 1
p
ˆ
Ω
|F |pdx+
1
p
ˆ
Ω
|∇σ|pdx.
We obtain (4.1) by combining these estimates.
4.1 In the interior domain
We firstly take our attention to the interior estimates. Let us fix a point x0 ∈ Ω,
for 0 < 2R ≤ r0 (r0 was given in (2.1)). Assume u being solution to (1.1) and for
each ball B2R = B2R(x0) ⊂⊂ Ω, we consider the unique solution w to the following
equation: {
divA(x,∇w) = 0, in B2R(x0),
w = u− σ, on ∂B2R(x0).
(4.2)
We first recall the following version of interior Gehring’s lemma applied to the
function w defined in equation (4.2), has been studied in [27, Theorem 6.7]. It is
also known as a kind of “reverse” Ho¨lder inequality with increasing supports. Here,
let us mention that the proof of such reserve Ho¨lder type estimates of ∇u can be
found in [51, 54]. And the use of this inequality with small exponents was firstly
proposed by G. Mingione in his fine paper [44] when the problem involves measure
data. The reader is referred to [51, 54, 45, 47, 30] and materials therein for the proof
of this inequality and related results in similar research papers.
Lemma 4.2 Let w be the solution to (4.2). Then, there exist constants Θ =
Θ(n, p,Λ1,Λ2) > p and C = C(n, p,Λ1,Λ2) > 0 such that the following estimate( 
Bρ/2(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
Bρ(y)
|∇w|pdx
) 1
p
(4.3)
holds for all Bρ(y) ⊂ B2R(x0).
Lemma 4.3 Let w be the unique solution to equation (4.2). Then, there exists
a positive constant C = C(n, p,Λ1,Λ2) > 0 such that the following comparison
estimate 
B2R(x0)
|∇u−∇w|pdx ≤ C
 
B2R(x0)
|F |p + |∇σ|pdx
+ C
( 
B2R(x0)
|∇u|pdx
) p−1
p
( 
B2R(x0)
|∇σ|pdx
) 1
p
(4.4)
holds for all p > 1.
12
Proof. By choosing u−w−σ as a test function of equations (1.1) and (4.2), where
σ = σ in B2R(x0), one can show that
ˆ
B2R(x0)
(A(x,∇u)−A(x,∇w))∇(u− w)dx =
ˆ
B2R(x0)
(A(x,∇u) −A(x,∇w))∇σdx
+
ˆ
B2R(x0)
|F |p−2F∇(u−w)dx −
ˆ
B2R(x0)
|F |p−2F∇σdx.
(4.5)
Two conditions of the operator A in (2.2) and (2.3) immediately yield that there
exists a positive constant C depending on Λ1,Λ2 such that
ˆ
B2R(x0)
|∇u−∇w|pdx ≤ C
(ˆ
B2R(x0)
(|∇u|+ |∇w|)p−1 |∇σ|dx
+
ˆ
B2R(x0)
|F |p−1|∇u−∇w|dx+
ˆ
B2R(x0)
|F |p−1|∇σ|dx
)
. (4.6)
Moreover, let us remark that
(|∇u|+ |∇w|)p−1 ≤ (2|∇u|+ |∇u−∇w|)p−1
≤ 4p
(
|∇u|p−1 + |∇u−∇w|p−1
)
.
(4.7)
and follow from (4.6), it yields
ˆ
B2R(x0)
|∇u−∇w|pdx ≤ C (I1 + I2 + I3 + I4) , (4.8)
where
I1 =
ˆ
B2R(x0)
|∇u|p−1|∇σ|dx, I2 =
ˆ
B2R(x0)
|∇u−∇w|p−1|∇σ|dx,
I3 =
ˆ
B2R(x0)
|F |p−1|∇u−∇w|dx, and I4 =
ˆ
B2R(x0)
|F |p−1|∇σ|dx.
For any ε > 0, thanks to Ho¨lder’s inequality and Young’s inequality, it is clearly to
obtain the estimations for each term I1, I2 and I3 as follows:
I1 ≤
(ˆ
B2R(x0)
|∇σ|pdx
) 1
p
(ˆ
B2R(x0)
|∇u|pdx
) p−1
p
, (4.9)
I2 ≤
(ˆ
B2R(x0)
|∇σ|pdx
) 1
p
(ˆ
B2R(x0)
|∇u−∇w|pdx
) p−1
p
≤
1
p
ε1−p
ˆ
B2R(x0)
|∇σ|pdx+
p− 1
p
ε
ˆ
B2R(x0)
|∇u−∇w|pdx, (4.10)
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I3 ≤
(ˆ
B2R(x0)
|∇u−∇w|pdx
) 1
p
(ˆ
B2R(x0)
|F |pdx
) p−1
p
≤
1
p
ε
ˆ
B2R(x0)
|∇u−∇w|pdx+
p− 1
p
ε
− 1
p−1
ˆ
B2R(x0)
|F |pdx, (4.11)
and
I4 ≤
(ˆ
B2R(x0)
|∇σ|pdx
) 1
p
(ˆ
B2R(x0)
|F |pdx
) p−1
p
≤
1
p
ˆ
B2R(x0)
|∇σ|pdx+
p− 1
p
ˆ
B2R(x0)
|F |pdx. (4.12)
Choosing ε = 12 and combining (4.8) with (4.9), (4.10), (4.11) and (4.12), we conclude
that (4.4) holds, where the constant C depending on n, p,Λ1,Λ2, c0.
4.2 On the boundary
Next, we are able to highlight some comparison estimates on the boundary and the
same conclusion as interior estimates can be drawn hereafter. First, as Rn \ Ω is
uniformly p-thick with constants c0, r0 > 0, let x0 ∈ ∂Ω be a boundary point and
for 0 < R < r0/10 we set Ω10R = Ω10R(x0) = B10R(x0) ∩ Ω. With u ∈ W
1,p
0 (Ω)
being a solution to (1.1), we consider the unique solution w ∈ u+W 1,p0 (Ω10R) to the
following equation:{
div (A(x,∇w)) = 0 in Ω10R(x0),
w = u− σ on ∂Ω10R(x0).
(4.13)
In what follows we extend u by zero to Rn \ Ω and w by u − σ to Rn \ Ω10R. The
following reverse Ho¨der is also recalled as a boundary version of Lemma 4.2, it refers
to [54, Lemma 3.4] for the detailed proof, or another version in [51, Lemma 2.5],
where the integrals should be taken on arbitrary sufficiently small ball.
Lemma 4.4 Let w be the solution to (4.13). Then, there exist two constants Θ =
Θ(n, p,Λ1,Λ2, c0) > p and C = C(n, p,Λ1,Λ2, c0) > 0 such that the following esti-
mate ( 
Bρ/2(y)
|∇w|Θdx
) 1
Θ
≤ C
( 
B2ρ/3(y)
|∇w|pdx
) 1
p
(4.14)
holds for all B2ρ/3(y) ⊂ B10R(x0), y ∈ Br(x0).
We next state and prove the selection Lemma 4.5 which establishes the solution
comparison gradient estimate up to the boundary, that is a version of Lemma 4.3 up
to the boundary and this preparatory lemma is very important to prove our desired
results later.
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Lemma 4.5 Let w be the unique solution to equation (4.13). Then, there exists
a positive constant C = C(n, p,Λ1,Λ2) > 0 such that the following comparison
estimate
 
B10R(x0)
|∇u−∇w|pdx ≤ C
 
B10R(x0)
(|F |p + |∇σ|p)dx
+ C
( 
B10R(x0)
|∇u|pdx
) p−1
p
( 
B10R(x0)
|∇σ|pdx
) 1
p
, (4.15)
holds for all p > 1.
Proof. Similar to the proof of interior lemma 4.3, we firstly choose u− w − σ as a
test function of equations (1.1) and (4.13), where σ = σ in B10R(x0), which yields
thatˆ
B10R(x0)
(A(x,∇u)−A(x,∇w))∇(u− w)dx =
ˆ
B10R(x0)
(A(x,∇u)−A(x,∇w))∇σdx
+
ˆ
B10R(x0)
|F |p−2F∇(u− w)dx−
ˆ
B10R(x0)
|F |p−2F∇σdx.
(4.16)
The previous assumptions on the operator A (see (2.2) and (2.3) in Section 2.2)
immediately yield that there exists a positive constant C depending on Λ1,Λ2 such
that
ˆ
B10R(x0)
|∇u−∇w|pdx ≤ C
(ˆ
B10R(x0)
(|∇u|+ |∇w|)p−1 |∇σ|dx
+
ˆ
B10R(x0)
|F |p−1|∇u−∇w|dx+
ˆ
B10R(x0)
|F |p−1|∇σ|dx
)
. (4.17)
Inequality (4.7) is now applied again to get
ˆ
B10R(x0)
|∇u−∇w|pdx ≤ C (I1 + I2 + I3 + I4) , (4.18)
where
I1 =
ˆ
B10R(x0)
|∇u|p−1|∇σ|dx, I2 =
ˆ
B10R(x0)
|∇u−∇w|p−1|∇σ|dx,
I3 =
ˆ
B10R(x0)
|F |p−1|∇u−∇w|dx, and I4 =
ˆ
B10R(x0)
|F |p−1|∇σ|dx.
For any ε > 0, thanks to Ho¨lder’s inequality and Young’s inequality, it is clearly
to obtain the integral estimate for each term Ii (i = 1, 2, 3, 4) in much the same
way as (4.9), (4.10), (4.11) and (4.12) in previous proof of Lemma 4.3 but on the
ball B10R(x0). Then, when choosing ε =
1
2 small enough, the assertion of lemma is
concluded.
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5 Proofs of main Theorems
This section is devoted to separable proofs of our main results in Theorem 1.1, 1.3
and some gradient norm estimates presented in Theorem 1.2 and Theorem 1.4. Key
ingredients of proofs include some properties of maximal/cut-off maximal functions,
and the following Lemma 5.1. It can be viewed as a substitution for the Caldero´n-
Zygmund-Krylov-Safonov decomposition. The reader is referred to [14] for the proof
of this lemma.
Lemma 5.1 Let 0 < ε < 1 and R ≥ R1 > 0 and the ball Q := BR(x0) for some
x0 ∈ R
n. Let V ⊂W ⊂ Q be two measurable sets satisfying two following properties:
(i) Ln (V ) < εLn (BR1);
(ii) For all x ∈ Q and r ∈ (0, R1], we have Br(x)∩Q ⊂W provided L
n (V ∩Br(x)) ≥
εLn (Br(x)).
Then Ln (V ) ≤ CεLn (W ) for some constant C = C(n).
Proof of Theorem 1.1. Take 0 < ε < 1 and λ > 0. First of all, let us set:
Vλ = {M(|∇u|
p) > ε−aλ,M(|F |p + |∇σ|p) ≤ εbλ} ∩ Ω;
Wλ = {M(|∇u|
p) > λ} ∩ Ω,
All we need is to verify that there exists a constant C such that Ln (Vλ) < CεL
n (Wλ).
This process can be splitted into 2 steps. Let us start with the step of verification
(i) in Lemma 5.1.
Step 1. If Vλ 6= ∅, then there exists x1 ∈ Ω such that:
M(|∇u|p)(x1) > ε
−aλ, (5.1)
and
M(|F |p + |∇σ|p)(x1) ≤ ε
bλ. (5.2)
From (5.2) and the definition of maximal function M, it gives us
sup
ρ>0
 
Bρ(x1)
(|F |p + |∇σ|p)dx ≤ εbλ
which implies
 
Bρ(x1)
(|F |p + |∇σ|p)dx ≤ εbλ, ∀ρ > 0,
and we obtain ˆ
Bρ(x1)
(|F |p + |∇σ|p)dx ≤ εbλLn (Bρ(x1)) , ∀ρ > 0. (5.3)
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To prove the claim, we choose ρ = T0 := diam(Ω) to get:
ˆ
Ω
(|F |p + |∇σ|p)dx ≤ εbλLn (BT0(x1))
≤ Cεbλ
(
T0
R1
)n
Ln (BR1(0))
≤ CεbλLn (BR1(0)) .
On the other hand, from (5.1) and due to the fact that M is bounded from L1(Rn)
into L1,∞(Rn), it is clearly to see that
Ln (Vλ) ≤ L
n
({
M(|∇u|p) > ε−aλ
})
≤
1
ε−aλ
ˆ
Ω
|∇u|pdx. (5.4)
It follows from Proposition 4.1 that for p > 1, we have:
Ln (Vλ) ≤
1
ε−aλ
ˆ
Ω
(|F |p + |∇σ|p)dx ≤ Cεa+bLn (BR1(0)) < CεL
n (BR1(0)) ,
where the last estimate comes from the fact that a+ b > 1. Here, one notices that
the constant C depends on n, T0.
Step 2. Let x0 be fixed in the interior of Ω. We need to prove that for all x ∈ Q =
BR(x0) and r ∈ (0, R1], we have Br(x)∩Q ⊂Wλ, if L
n (Vλ ∩Br(x)) ≥ εL
n (Br(x)).
Indeed, let us suppose that Vλ ∩ Br(x) 6= ∅ and Br(x) ∩ Ω ∩W
c
λ 6= ∅. Then, there
exist x2, x3 ∈ Br(x) ∩ Ω such that:
M(|∇u|p)(x2) ≤ λ, (5.5)
and
M(|F |p + |∇σ|p)(x3) ≤ ε
bλ. (5.6)
At the moment, we need to prove that there exists a constant C = C(n, p,Λ1,Λ2, c0) >
0 such that
Ln (Vλ ∩Br(x)) < CεL
n (Br(x)) . (5.7)
For ρ > 0 and y ∈ Br(x) we have:
 
Bρ(y)
|∇u|pdx ≤ sup
{(
sup
ρ′<r
 
Bρ′(y)
χB2r(x)|∇u|
pdx
)
;
(
sup
ρ′≥r
 
Bρ′ (y)
χB2r(x)|∇u|
pdx
)}
,
(5.8)
where ρ′ ≥ r. Since Bρ′(y) ⊂ Bρ′+r(x) ⊂ Bρ′+2r(x1) ⊂ B2ρ′(x1), then:
sup
ρ′≥r
 
Bρ′(y)
χB2r(x)|∇u|
pdx ≤ 3n sup
ρ′>0
 
B2ρ′ (x1)
|∇u|pdx.
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From (5.8) and in the use of (5.5), we get that:
 
Bρ(y)
|∇u|pdx ≤ sup
{
M(χB2r(x)|∇u|
p)(y); 3n sup
ρ′>0
 
B2ρ′ (x1)
|∇u|pdx
}
≤ sup
{
M(χB2r(x)|∇u|
p)(y); 3nλ
}
.
(5.9)
Taking the supremum both sides for all ρ′ > 0 it gives
M(|∇u|p)(y) ≤ max
{
M(χB2r(x)|∇u|
p)(y); 3nλ
}
,∀y ∈ Br(x).
Let ε0 =
(
1
3
)n+1
a
∈ (0, 1), then for all λ > 0 and ε ∈ (0, ε0):
Vλ ∩Br(x) =
{
M(χB2r(x)|∇u|
p) > ε−aλ;M(|F |p + |∇σ|p) ≤ εbλ
}
∩Br(x) ∩Ω.
(5.10)
In order to prove (5.7), we have to consider two cases: B2r(x) ⊂⊂ Ω (in the interior
domain) and B2r(x) ∩ ∂Ω 6= ∅ (on the boundary).
Case 1: B2r(x) ⊂⊂ Ω.
For 0 < R ≤ R1 and x0 ∈ Ω, set B2R = B2R(x0) and let us consider w a unique
solution of equation: {
divA(x,∇w) = 0, in B2r(x),
w = u− σ, on ∂B2r(x).
(5.11)
We have firstly that the Lebesgue measure of the set Vλ ∩ Br(x) can be separated
into 2 parts
Ln (Vλ ∩Br(x)) ≤ L
n
({
M(χB2r(x)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
+ Ln
({
M(χB2r(x)|∇w|
p) > ε−aλ
}
∩Br(x)
)
.
(5.12)
Each term on the right hand side could be estimated following Lemma 4.3 as:
Ln
({
M(χB2r(x)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
C
ε−aλ
ˆ
B2r(x)
|∇u−∇w|pdy
≤
Crn
ε−aλ

 
B2r(x)
(|F |p + |∇σ|p)dy +
( 
B2r(x)
|∇u|pdy
) p−1
p
( 
B2r(x)
|∇σ|pdy
) 1
p


(5.13)
and
Ln
({
M(χB2r(x)|∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
Crn
(ε−aλ)
Θ
p
 
B2r(x)
|∇w|Θdy, (5.14)
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where Θ = Θ(n, p,Λ1,Λ2, c0) > p and the constant C > 0 depending on n, p,Λ1,Λ2, c0,
appearing in the use of reverse Ho¨lder’s inequality (4.3) as:
( 
B2r(x)
|∇w|Θdy
)1/Θ
≤ C
( 
B4r(x)
|∇w|pdy
)1/p
.
The parameter a =
p
Θ
is taken into account and it follows again the comparison
estimate found in Lemma 4.3 to obtain 
B4r(x)
|∇w|pdy ≤ C
 
B4r(x)
|∇u|pdy + C
 
B4r(x)
|∇u−∇w|pdy
≤ C
 
B4r(x)
|∇u|pdy + C
[ 
B4r(x)
(|F |p + |∇σ|p)dy
+
( 
B4r(x)
|∇u|pdy
) p−1
p
( 
B4r(x)
|∇σ|pdy
) 1
p

 .
(5.15)
On the other hand, as |x− x2| < r yields thatB4r(x) ⊂ B4r(x2), then by the fact in
(5.5) it gets
 
B4r(x)
|∇u|pdy ≤ C
 
B4r(x2)
|∇u|pdy ≤ C sup
ρ>0
 
B4r(x2)
|∇u|pdy
= CM(|∇u|p)(x2) ≤ Cλ.
(5.16)
Analogously, as |x−x3| < r, B4r(x) ⊂ B4r(x3), then for all ρ > 0 and from (5.6) we
have  
B4r(x)
(|F |p + |∇σ|p)dy ≤ C
 
B4r(x3)
(|F |p + |∇σ|p)dy
≤ C sup
ρ>0
 
Bρ(x3)
(|F |p + |∇σ|p)dy
= CM(|F |p + |∇σ|p)(x3) ≤ Cε
bλ.
(5.17)
Applying to (5.13) we obtain that
Ln
({
M(χB2r(x)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
Crn
ε−aλ
(
εbλ+ ε
b
pλ
)
= Crnε
(
εa+b−1 + 1
)
;
and to (5.14):
Ln
({
M(χB2r(x)|∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
Crn
ε−1λ
Θ
p
[
λ+ εbλ+ ε
b
pλ
]Θ
p
= Crnε
(
1 + εb + ε
b
p
)Θ
p
.
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Combining these above estimates into (5.12)
Ln (Vλ ∩Br(x)) ≤ Cr
nε
[
1 + εa+b−1 +
(
1 + εb + ε
b
p
)Θ
p
]
< Cεrn, (5.18)
which establishes the desired result.
Case 2: B2r(x) ∩ ∂Ω 6= ∅. Let x4 ∈ ∂Ω such that |x4 − x| = dist(x, ∂Ω) ≤ 2r,
then B2r(x) ⊂ B10r(x4). Application of Lemma 4.5 on the ball B10r(x4) enables us
to get the existence of a constant C = C(n, p,Λ1,Λ2, c0) > 0 such that:
 
B10r(x4)
|∇u−∇w|pdy ≤ C
 
B10r(x4)
(|F |p + |∇σ|p)dy
+ C
( 
B10r(x4)
|∇u|pdy
) p−1
p
( 
B10r(x4)
|∇σ|pdy
) 1
p
.
As a boundary version of (5.12), on the ball B10r(x4) one has
Ln (Vλ ∩Br(x)) ≤ L
n
({
M(χB10r(x4)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
+ Ln
({
M(χB10r(x4)|∇w|
p) > ε−aλ
}
∩Br(x)
)
.
(5.19)
From Lemma 4.5 we obtain each term on the right hand side of (5.19) as
Ln
({
M(χB10r(x4)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
Crn
ε−aλ
 
B10r(x4)
|∇u−∇w|pdy
≤
Crn
ε−aλ

 
B10r(x4)
(|F |p + |∇σ|p)dy +
( 
B10r(x4)
|∇u|pdy
) p−1
p
( 
B10r(x4)
|∇σ|pdy
) 1
p

 ;
and according to the reverse Ho¨lder inequality in Lemma 4.4, there exist Θ =
Θ(n, p,Λ1,Λ2, c0) > p and a constant C = C(n, p,Λ1,Λ2, T0,Θ) such that
Ln
({
M(χB10r(x4)|∇w|
p) > ε−aλ
}
∩Br(x)
)
≤
Crn
(ε−aλ)
Θ
p
 
B10r(x4)
|∇w|Θdy
≤
Crn
ε−1λ
Θ
p
[ 
B14r(x4)
|∇u|pdy +
 
B14r(x4)
(|F |p + |∇σ|p)dy
+
( 
B14r(x4)
|∇u|pdy
) p−1
p
( 
B14r(x4)
|∇σ|pdy
) 1
p


Θ
p
.
For x2, x3 determined in the previous case and the definition of x4, since dist(x, ∂Ω) ≤
2r, we can check easily that
B14r(x4) ⊂ B16r(x) ⊂ B17r(x2),
B14r(x4) ⊂ B16r(x) ⊂ B17r(x3),
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and it gives us two following inequalities
ˆ
B14r(x4)
|∇u|pdy ≤ CM(|∇u|p)(x2) ≤ Cλ,
and ˆ
B14r(x4)
(|F |p + |∇σ|p)dy ≤ CM(|F |p + |∇σ|p)(x3) ≤ Cε
bλ.
Therefore, we also obtain the fact that Ln (Vλ ∩Br(x)) ≤ Cεr
n and the proof is
completed when we apply exactly Lemma 5.1 by contradiction. That means, there
exists a constant C depending only on n, p,Λ1,Λ2, T0, c0, r0,Θ such that L
n (Vλ) ≤
CεLn (Wλ) holds for any λ > 0 and all ε ∈ (0, ε0).
Theorem 1.1 gives us idea to get the gradient norm estimate of solutions to (1.1)
in Lorentz space. Having disposed of this preliminary step, we can now proceed to
the proof of Theorem 1.2.
Proof of Theorem 1.2. The definition of norm in Lorentz space Lq,s(Ω) in
(2.4) gives:
‖M(|∇u|p)‖sLs,q(Ω) = q
ˆ ∞
0
λsLn ({M(|∇u|p) > λ})
s
q
dλ
λ
.
By changing the variable λ to ε−aλ within the integral above, we get that:
‖M(|∇u|p)‖sLs,q(Ω) = ε
−asq
ˆ ∞
0
λsLn
(
{M(|∇u|p) > ε−aλ}
) s
q
dλ
λ
,
and Theorem 1.1 makes it that
Ln
(
{M(|∇u|p) > ε−aλ}
)
≤ CεLn ({M(|∇u|p) > λ} ∩ Ω)
+ Ln
(
{M(|F |p + |∇u|p) > εbλ} ∩ Ω
)
,
one obtains:
‖M(|∇u|p)‖sLs,q(Ω) ≤ Cε
−as+ s
q q
ˆ ∞
0
λsLn ({M(|∇u|p) > λ} ∩ Ω)
s
q
dλ
λ
+ Cε−asq
ˆ ∞
0
λsLn
(
{M(|F |p + |∇σ|p) > εbλ} ∩ Ω
) s
q dλ
λ
.
Performing change of variables in the second integral on right-hand side, yields that
‖M(|∇u|p)‖sLs,q(Ω) ≤ Cε
−as+ s
q ‖M (|∇u|p) ‖sLs,q(Ω)
+Cε−as−bs‖M(|F |p + |∇σ|p)‖sLs,q(Ω).
Therefore, for 0 < s < ∞ and 0 < q < Θp with s
(
1
q − a
)
> 0 we choose ε0 > 0
sufficiently small such that:
Cε
s
(
1
q
−a
)
0 ≤
1
2
,
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and our gradient norm then holds for all ε ∈ (0, ε0). This is precisely the assertion
of Theorem 1.2.
Our next objective is to prove the stronger result than in Theorem 1.1, that
exploits the cut-off fractional maximal functions effectively in our study. We are
then led to the following proof of Theorem 1.3.
Proof of Theorem 1.3. Let λ > 0 and u be a solution to (1.1). The proof
is now proceeded analogously by applying Lemma 5.1 and preparatory lemmas in
Section 3. We are left with the task of verifying that there exists a constant C > 0
such that Ln (V αλ ) ≤ CεL
n (Wαλ ), for ε > 0 small enough. The process is divided
into 2 steps.
Step 1: Without loss of generality, we can assume that V αλ 6= ∅ (indeed, if this
set is empty, the proof is then straightforward). It follows that there exists at least
a point x1 ∈ Ω such that
MMα(|∇u|
p)(x1) > ε
−aλ, and Mα(|F |
p + |∇σ|p)(x1) ≤ ε
bλ. (5.20)
From the boundedness of maximal function M from L1(Rn) into L1,∞(Rn), we have
Ln (V αλ ) ≤ L
n
({
MMα(|∇u|
p) > ε−aλ
})
≤
C
ε−aλ
ˆ
Ω
Mα(|∇u|
p)(y)dy. (5.21)
On the other hand, we also have
ˆ
Ω
Mα(|∇u|
p)(y)dy =
ˆ ∞
0
Ln ({y ∈ Ω : Mα(|∇u|
p)(y) > λ}) dλ
≤ CT n0 λ0 +
ˆ ∞
λ0
Ln ({y ∈ Ω : Mα(|∇u|
p)(y) > λ}) dλ
≤ CT n0 λ0 + C
(ˆ
Ω
|∇u|p(y)dy
) n
n−α
ˆ ∞
λ0
λ−
n
n−α dλ
= CT n0 λ0 + C
(ˆ
Ω
|∇u|p(y)dy
) n
n−α
λ
− α
n−α
0 .
Choosing
λ0 = T
−n+α
0
ˆ
Ω
|∇u|p(y)dy,
yields that
ˆ
Ω
Mα(|∇u|
p)(y)dy ≤ CTα0
ˆ
Ω
|∇u|p(y)dy. (5.22)
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Let us apply Proposition 4.1, (5.20) and (5.22) simultaneously, it gets
ˆ
Ω
Mα(|∇u|
p)(y)dy ≤ CTα0
ˆ
Ω
(|F |p + |∇σ|p)(y)dy
≤ CT n0 T
α
0
 
BT0 (x1)
(|F |p + |∇σ|p)(y)dy
≤ CT n0 Mα(|F |
p + |∇σ|p)(y)dy
≤ CεbλLn (BT0(x1))
≤ C
(
T0
R
)n
εbλLn (BR(0))
≤ CεbλLn (BR(0)) . (5.23)
Thanks to the argument (5.23) to (5.21), we conclude that
Ln (V αλ ) ≤ Cε
a+bLn (BR(0)) ≤ CεL
n (BR(0)) ,
where constant C depends on n, T0 and with a =
p
Θ , the parameter b is chosen later
such that a+ b ≥ 1. Step 1 is thereby completed.
Step 2: Let x0 ∈ Ω, we verify in step 2 that for all x ∈ BT0(x0), r ∈ (0, 2R] and
λ > 0, it may be concluded that
Ln (V αλ ∩Br(x)) ≥ CεL
n (Br(x)) =⇒ Br(x) ∩ Ω ⊂W
α
λ .
According to Lemma 5.1, the contradiction will point out that Ln (V αλ ∩Br(x)) <
CεLn (Br(x)). Let us firstly assume that V
α
λ ∩Br(x) 6= ∅ and Br(x)∩Ω∩(W
α
λ )
c 6= ∅,
that means there exist x2, x3 ∈ Br(x) ∩ Ω such that
MMα(|∇u|
p)(x2) ≤ λ, (5.24)
Mα(|F |
p + |∇σ|p)(x3) ≤ ε
bλ. (5.25)
Applying Lemma 3.1 gives us the following assertion
Ln (V αλ ∩Br(x)) ≤ L
n
({
MMα(|∇u|
p) > ε−aλ
}
∩Br(x)
)
≤ max {Q1, Q2, Q3} ,
(5.26)
where
Q1 = L
n
({
MrMrα(|∇u|
p) > ε−aλ
}
∩Br(x)
)
,
Q2 = L
n
({
MrTrα(|∇u|
p) > ε−aλ
}
∩Br(x)
)
,
and
Q3 = L
n
({
TrMα(|∇u|
p) > ε−aλ
}
∩Br(x)
)
.
For any y ∈ Br(x), it is easy to check that Bρ(y) ⊂ B2ρ(x) ⊂ B3ρ(x2), ∀ρ ≥ r. From
what has already been proved in Lemma 3.2 (apply with α = 0 and f = Mα(|∇u|
p)),
we then use (5.24) to obtain that
TrMα(|∇u|
p)(y) ≤ 3nMMα(|∇u|
p)(x2) ≤ 3
nλ.
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Moreover, for any ρ ∈ (0, r), y ∈ Br(x) and z ∈ Bρ(y), since Bδ(z) ⊂ Bδ+3r(x2) for
all δ ≥ r, it turns out that
Trα(|∇u|
p)(z) = sup
δ≥r
δα−n
ˆ
Bδ(z)
|∇u|p(ξ)dξ
≤ sup
δ≥r
(
3r + δ
δ
)n−α
(3r + δ)α−n
ˆ
Bδ+3r(x2)
|∇u|p(ξ)dξ
≤ 4n−αMα(|∇u|
p)(x2),
yields the estimate
MrTrα(|∇u|
p)(y) = sup
0<ρ<r
 
Bρ(y)
Trα(|∇u|
p)(z)dz
≤ 4n−αMα(|∇u|
p)(x2) ≤ 4
n−αλ.
It follows that Q2 = Q3 = 0 for every ε
−a > 4n > max{4n−α, 3n}. Therefore, for all
λ > 0, it is possible to choose ε0 such that ε
−a
0 > 4
n and then we obtain
Ln (V αλ ∩Br(x)) ≤ Q1, for all ε ∈ (0, ε0).
Analogously, we need only to consider two cases: B2r(x) ⊂⊂ Ω (in the interior do-
main) and B2r(x) ∩ ∂Ω 6= ∅ (on the boundary).
Case 1. B2r(x) ⊂⊂ Ω.
Again, let us consider w the unique solution to the equation (5.11) and apply
Lemma 3.3 to obtain that
Ln (V αλ ∩Br(x)) ≤ L
n
({
M2rα (χB2r(x)|∇u|
p) > ε−aλ
}
∩Br(x)
)
≤ S1 + S2, (5.27)
where
S1 = L
n
({
M2rα (χB2r(x)|∇u−∇w|
p) > ε−aλ
}
∩Br(x)
)
,
and
S2 = L
n
({
M2rα (χB2r(x)|∇w|
p) > ε−aλ
}
∩Br(x)
)
.
The bounded property of fractional maximal function Mα deduces that
S1 ≤
C
(ε−aλ)
n
n−α
(ˆ
B2r(x)
|∇u−∇w|pdy
) n
n−α
≤
C
(ε−aλ)
n
n−α
r
n2
n−α
( 
B2r(x)
|∇u−∇w|pdy
) n
n−α
=
C
(ε−aλ)
n
n−α
rn
(
rα
 
B2r(x)
|∇u−∇w|pdy
) n
n−α
.
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Thanks to Lemma 4.3 one has
rα
 
B2r(x)
|∇u−∇w|pdy ≤ Crα
 
B2r(x)
(|F |p + |∇σ|p)dy
+ C
(
rα
 
B2r(x)
|∇u|pdy
) p−1
p
(
rα
 
B2r(x)
|∇σ|pdy
) 1
p
.
(5.28)
As |x−x2| < r and |x−x3| < r, it is not difficult to show that both B2r(x) ⊂ B4r(x2)
and B2r(x) ⊂ B4r(x3) hold. Then, in the use of (5.24) and (5.25) it gets that
rα
 
B2r(x)
|∇u|pdy ≤ Crα
 
B4r(x2)
|∇u|pdy ≤ CMMα(|∇u|
p)(x2) ≤ Cλ;
and
rα
 
B2r(x)
(|F |p + |∇σ|p)dy ≤ Crα
 
B4r(x3)
(|F |p + |∇σ|p)dy
≤ CMα(|F |
p + |∇σ|p)(x3)
≤ Cεbλ.
When combined them with the inequality (5.28), one gave:
(
rα
 
B2r(x)
|∇u−∇w|pdy
) n
n−α
≤ C
[
εbλ+ λ
p−1
p (εbλ)
1
p
] n
n−α
≤ Cε
bn
p(n−α)
(
ε
b(p−1)
p + 1
) n
n−α
λ
n
n−α .
Therefore,
S1 ≤ Cr
nε
(
a+ b
p
)
n
n−α
(
ε
b(p−1)
p + 1
) n
n−α
≤ Crnε
(
a+ b
p
)
n
n−α . (5.29)
For the estimation of S2, thanks to the reverse Ho¨lder inequality in Lemma 4.2,
there exist Θ = Θ(n, p,Λ1,Λ2, c0) > p and a constant C = C(n, p,Λ1,Λ2, c0,Θ) > 0
to find that:
S2 ≤
Crn
(ε−aλ)
Θ
p
n
n−α
(
rα
 
B2r(x)
|∇w|Θdy
) n
n−α
≤
Crn
(ε−aλ)
Θ
p
n
n−α
(
rα
 
B4r(x)
|∇w|pdy
) Θn
p(n−α)
. (5.30)
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Following Lemma 4.3, one has
rα
 
B4r(x)
|∇w|pdy ≤ Crα
 
B4r(x)
|∇u|pdy + Crα
 
B4r(x)
|∇u−∇w|pdy
≤ Crα
 
B4r(x)
|∇u|pdy + Crα
 
B4r(x)
(|F |p + |∇σ|p)dy
+ C
(
rα
 
B4r(x)
|∇u|pdy
)p−1
p
(
rα
 
B4r(x)
|∇σ|pdy
) 1
p
≤ C
[
λ+ εbλ+ λ
p−1
p (εbλ)
1
p
]
= Cλ
(
1 + εb + ε
b
p
)
.
Thus, applying this to (5.30) we finally get the estimation for S2.
S2 ≤ Cr
nε
aΘ
p
n
n−αλ
−Θn
p(n−α)
[
λ
(
1 + εb + ε
b
p
)] Θn
p(n−α)
≤ Crnε
aΘn
p(n−α) . (5.31)
For the chosen parameter a = p(n−α)nΘ , b is then clarified such that
a+
b
p
= 1.
It follows that (
a+
b
p
)
n
n− α
≥ 1, and a+ b > a+
b
p
= 1.
Therefore, from (5.27), (5.29) and (5.31) it may conclude that
Ln (V αλ ∩Br(x)) ≤ Cr
nε.
Case 2. B2r(x) ∩ ∂Ω 6= ∅. First of all, let us take a point x4 ∈ ∂Ω satisfying
|x− x4| = d(x, ∂Ω) < 2r. Then, it is clear to see that B2r(x) ⊂ B10r(x4).
Let w be the unique solution to the equation:{
divA(x,∇w) = 0, in B10r(x4)
w = u− σ, on ∂B10r(x4).
(5.32)
On the ball B10r(x4), applying Lemma 4.5 the comparison estimate between ∇u and
∇w, one obtains:
 
B10r(x4)
|∇u−∇w|pdy ≤ C
 
B10r(x4)
(|F |p + |∇σ|p)dy
+ C
( 
B10r(x4)
|∇u|pdy
) p−1
p
( 
B10r(x4)
|∇σ|pdy
) 1
p
.
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As the boundary version of (5.27), it allows us to write:
Ln (V αλ ∩Br(x)) ≤ L
n
(
{M2rα
(
χB10r(x4)|∇u|
p
)
> ε−aλ} ∩Br(x)
)
≤ Ln
(
{M2rα
(
χB10r(x4)|∇u−∇w|
p
)
> ε−aλ} ∩Br(x)
)
+ Ln
(
{M2rα
(
χB10r(x4)|∇w|
p
)
> ε−aλ} ∩Br(x)
)
= SB1 + S
B
2 .
(5.33)
Note that each term on the right-hand side of (5.33) can be estimated similarly to
the previous case. More precisely, one respects to:
SB1 = L
n
(
{M2rα
(
χB10r(x4)|∇u−∇w|
p
)
> ε−aλ} ∩Br(x)
)
≤
C
(ε−aλ)
n
n−α
(ˆ
B10r(x4)
|∇u−∇w|pdy
) n
n−α
≤
C
(ε−aλ)
n
n−α
r
n2
n−α
( 
B10r(x4)
|∇u−∇w|pdy
) n
n−α
=
C
(ε−aλ)
n
n−α
rn
(
rα
 
B10r(x4)
|∇u−∇w|pdy
) n
n−α
.
(5.34)
As x2, x3 defined in previous case, since d(x, ∂Ω) ≤ 4r, we can check easily that
B10r(x4) ⊂ B12r(x) ⊂ B13r(x2),
B10r(x4) ⊂ B12r(x) ⊂ B13r(x3).
Hence,
rα
 
B10r(x4)
|∇u|pdy ≤ Crα
 
B13r(x2)
|∇u|pdy ≤ CMMα(|∇u|
p)(x2) ≤ Cλ;
and
rα
 
B10r(x4)
(|F |p + |∇σ|p)dy ≤ Crα
 
B13r(x3)
(|F |p + |∇σ|p)dy
≤Mα(|F |
p + |∇σ|p)(x3) ≤ Cε
bλ.
Both of them are applied to (5.34) to get:
(
rα
 
B10r(x4)
|∇u−∇w|pdy
) n
n−α
≤ C
[
εbλ+ λ
p−1
p (εbλ)
1
p
] n
n−α
≤ C
(
ε
b
pλ
) n
n−α
[
ε
b(p−1)
p + 1
] n
n−α
.
Therefore,
SB1 ≤ Cr
nε
(
a+ b
p
)
n
n−α
(
ε
b(p−1)
p + 1
) n
n−α
≤ Crnε
(
a+ b
p
)
n
n−α .
27
For the estimation of SB2 , by Lemma 4.4, the reserve Ho¨lder’s inequality is properly
utilized to show that there exist Θ = Θ(n, p,Λ1,Λ2, c0) > p and a constant C =
C(n, p,Λ1,Λ2, c0,Θ) > 0 giving:
SB2 ≤
Crn
(ε−aλ)
Θ
p
n
n−α
( 
B10r(x4)
|∇w|Θdy
) n
n−α
≤
Crn
(ε−aλ)
Θ
p
n
n−α
( 
B14r(x4)
|∇w|pdy
) Θn
p(n−α)
.
(5.35)
From the determination of x2, x3 in previous case, it is a simple matter to get
B14r(x4) ⊂ B16r(x) ⊂ B17r(x2),
B14r(x4) ⊂ B16r(x) ⊂ B17r(x3),
which implies
rα
 
B14r(x4)
|∇u|pdy ≤ rαC
 
B17r(x2)
|∇u|pdy ≤ CMMα(|∇u|
p)(x2) ≤ Cλ,
and
rα
 
B14r(x4)
(|F |p + |∇u|p)dy ≤ rα
 
B17r(x3)
(|F |p + |∇u|p)dy
≤Mα(|F |
p + |∇u|p)(x3) ≤ Cε
bλ.
The use of Lemma 4.5 enables us to write:
rα
 
B14r(x4)
|∇w|pdy ≤ Crα
 
B14r(x4)
|∇u|pdy + Crα
 
B14r(x4)
|∇u−∇w|pdy
≤ Crα
 
B20r(x4)
|∇u|pdy + Crα
 
B20r(x4)
(|F |p + |∇σ|p)dy
+ C
(
rα
 
B20r(x4)
|∇u|pdy
) p−1
p
(
rα
 
B20r(x4)
|∇σ|pdy
) 1
p
≤ C
[
λ+ εbλ+ λ
p−1
p (εbλ)
1
p
]
= Cλ
[
1 + εb + ε
b
p
]
.
Thus, back to (5.35), we finally get the estimation for SB2 as follows
SB2 ≤ Cr
nε
aΘ
p
n
n−αλ
−Θn
p(n−α)
[
λ
(
1 + εb + ε
b
p
)] Θn
p(n−α)
≤ Crnε
aΘn
p(n−α) .
Therefore, as in previous case, with the choice of a = p(n−α)nΘ , b is also taken according
to the formula
a+
b
p
= 1,
28
that giving us evidence of the desired results.
It remains to prove the final theorem, where we establish the Mα gradient norm
estimate of solution as below.
As far as Theorem 1.3 is applied, the proof of Theorem 1.4 can be done in the
same way as what already obtained in proof of Theorem 1.2.
Proof of Theorem 1.4. Let us rephrase the definition of norm in Lorentz
space Lq,s(Ω) in (2.4) as:
‖MMα(|∇u|
p)‖sLs,q(Ω) = q
ˆ ∞
0
λsLn ({MMα(|∇u|
p) > λ})
s
q
dλ
λ
.
Changing the variable λ to ε−aλ within the integral, we get that:
‖MMα(|∇u|
p)‖sLs,q(Ω) = ε
−asq
ˆ ∞
0
λsLn
(
{MMα(|∇u|
p) > ε−aλ}
) s
q
dλ
λ
.
Alternatively, it can be applied Theorem 1.3 implies that
Ln
(
{MMα(|∇u|
p) > ε−aλ}
)
≤ CεLn ({MMα(|∇u|
p) > λ} ∩ Ω)
+ Ln
(
{Mα(|F |
p + |∇u|p) > εbλ} ∩Ω
)
,
which gives
‖MMα(|∇u|
p)‖sLs,q(Ω) ≤ Cε
−as+ s
q q
ˆ ∞
0
λsLn ({MMα(|∇u|
p) > λ} ∩ Ω)
s
q
dλ
λ
+ Cε−asq
ˆ ∞
0
λsLn
(
{Mα(|F |
p + |∇σ|p) > εbλ} ∩Ω
) s
q dλ
λ
.
Performing change of variable in the second integral on right-hand side, we get
‖MMα(|∇u|
p)‖sLs,q(Ω) ≤ Cε
−as+ s
q ‖MMα (|∇u|
p) ‖sLs,q(Ω)
+ Cε−as−bs‖Mα(|F |
p + |∇σ|p)‖sLs,q(Ω).
Therefore, for 0 < s < ∞ and 0 < q < 1a =
n
n−α .
Θ
p it turns out that s
(
1
q − a
)
> 0.
Then, it is possible to choose ε0 > 0 sufficiently small satisfying:
Cε
s
(
1
q
−a
)
0 ≤
1
2
,
and this finishes the proof, for all ε ∈ (0, ε0).
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