Nowhere dense classes of graphs [21, 22] are very general classes of uniformly sparse graphs with several seemingly unrelated characterisations. From an algorithmic perspective, a characterisation of these classes in terms of uniform quasi-wideness, a concept originating in finite model theory, has proved to be particularly useful. Uniform quasi-wideness is used in many fpt-algorithms on nowhere dense classes. However, the existing constructions showing the equivalence of nowhere denseness and uniform quasi-wideness imply a non-elementary blow up in the parameter dependence of the fpt-algorithms, making them infeasible in practice. As a first main result of this article, we use tools from logic, in particular from a sub-field of model theory known as stability theory, to establish polynomial bounds for the equivalence of nowhere denseness and uniform quasi-wideness. A powerful method in parameterized complexity theory is to compute a problem kernel in a pre-computation step, that is, to reduce the input instance in polynomial time to a sub-instance of size bounded in the parameter only (independently of the input graph size). Our new tools allow us to obtain for every fixed radius r ∈ N a polynomial kernel for the distance-r dominating set problem on nowhere dense classes of graphs. This result is particularly interesting, as it implies that for every class C of graphs that is closed under taking subgraphs, the distance-r dominating set problem admits a kernel on C for every value of r if, and only if, it already admits a polynomial kernel for every value of r (under the standard assumption of parameterized complexity theory that FPT W[2]).
The first fixed-parameter algorithms for the dominating set problem on nowhere dense classes of graphs appeared in Reference [5] . As observed in Reference [5] , uniform quasi-wideness can be made algorithmic in the sense that the sets S and B can be computed in polynomial time. This can be used to define bounded search tree algorithms for problems such as Dominating Set parameterized by the solution size k as follows. As long as the set A of non-dominated vertices is large enough we are guaranteed to find a 2-independent subset B of A of size k + 1 in G once we removed a constant size set S of vertices from G. As no two elements of B can be dominated by a single element in G − S, it follows that the dominating set must contain an element of the constant size set S. Trying every subset of S as a part of the dominating set and iterating this procedure until the number of non-dominated vertices is bounded by a function of the parameter yields a natural reduction. On the resulting structure one obtains the answer by brute force. With a little more effort this technique can be used to establish fixed-parameter algorithms for many other problems, see Reference [5] for details.
A much more general result was achieved in Reference [15] . Grohe et al. proved a very general algorithmic meta-theorem stating that first-order model-checking is fixed parameter tractable on nowhere dense classes of graphs (with the size of the formula as the parameter). This implies that a very broad and natural class of algorithmic problems is fixed-parameter tractable on nowhere dense classes of graphs. Again this proof uses uniform quasi-wideness in its construction.
More recently nowhere dense classes of graphs have also been studied in the context of kernelisation. In Reference [8] , it was shown that Dominating Set and Distance-r Dominating Set admit a linear kernel on bounded expansion classes and that Dominating Set admits an almost linear kernel on nowhere dense classes of graphs. A distance-r dominating set is a set D ⊆ V (G) such that every vertex u ∈ V (G) has distance at most r to a vertex from D. However, the techniques used in Reference [8] are not strong enough to show that also the Distance-r Dominating Set problem admits a polynomial kernel on nowhere dense classes of graphs. It was shown, however, that for every class C of graphs that is closed under taking subgraphs, if C admits a kernel for the Distance-r Dominating Set problem for every value of r ∈ N, then C must be nowhere dense (under the assumption W [2] FPT). These results were complemented by lower bounds for the closely related Connected Dominating Set problem, where we are looking for a dominating set D that additionally must be connected. It was shown that there exists a class of bounded expansion that is closed under taking subgraphs that does not admit a polynomial kernel for Connected Dominating Set (unless NP ⊆ coNP/poly).
Our Contributions. From an algorithmic perspective, the main problem with the characterisation of nowhere dense classes by uniform quasi-wideness is that the functions N and s used in the definition of the class are established by iterated Ramsey arguments (see References [21, 23] ). Therefore, the function N grows extremely fast and depends non-elementarily on the size of the excluded cliques in the definition of nowhere denseness. It follows that fixed-parameter algorithms using uniform quasi-wideness, such as the algorithms in Reference [5] mentioned above, have astronomical parameter dependence making them infeasible in practice even for very small parameter values.
Our first main result is to improve the bounds on uniform quasi-wideness dramatically. In fact, we can show that a class C is uniformly quasi-wide with margin N : N × N → N if, and only if, for every r ∈ N there is a polynomial p r (x ) such that C is uniformly quasi-wide with margin N (r , m) ≤ p r (m). This is a direct corollary of the following theorem, which we prove in Section 3. Theorem 1.4. Let C be a nowhere dense class of graphs. For every r ∈ N there exists a polynomial p r (x ) and a constant s (r ) such that for all m ∈ N the following holds. For all G ∈ C and all sets A ⊆ V (G) of size at least p r (m), there is a set S ⊆ V (G) of size at most s (r ) such that there is a set B ⊆ A of size at least m that is r -independent in G − S.
Furthermore, if K c r G for all G ∈ C, then s (r ) ≤ c and there is an algorithm, that given an nvertex graph G ∈ C, ε > 0, r ∈ N and A ⊆ V (G) of size at least p r (m), computes a set S of size at most s (r ) and an r -independent set B ⊆ A in G − S of size at least m in time O(r · c · |A| c+1 · n 1+ε ). Compare this result to a result of a similar flavour by Demaine and Hajiaghayi [6] , stating that a minor closed class C of graphs has bounded local treewidth if, and only if, C has linearly bounded local treewidth.
The polynomial bounds on the margin of uniformly quasi-wide classes, and hence nowhere dense classes, give us a new tool to prove polynomial kernels. As our second main algorithmic result, proved in Section 4, we take a step towards solving an open problem stated in Reference [8] , to find an (almost) linear kernel for the Distance-r Dominating Set problem on nowhere dense classes of graphs. Theorem 1.6. For every fixed value r ∈ N, there is a polynomial kernel for the Distance-r Dominating Set problem on every nowhere dense class of graphs.
We remark that in Reference [9] it was already shown that for classes C that are closed under taking subgraphs, if C admits a kernel for the Distance-r Dominating Set problem for every r ∈ N, then C must be nowhere dense (under the standard assumption that FPT W [2] ). Hence, under this assumption, the theorem implies that a class C that is closed under taking subgraphs admits a kernel for the Distance-r Dominating Set problem for every r ∈ N if, and only if, it admits a polynomial kernel for every r ∈ N.
As another consequence of Theorem 1.4 we can dramatically improve the parameter dependence of the Connected Dominating Set problem. See Section 5 for a proof of the following theorem. Theorem 1.7. Let C be a nowhere dense class of graphs. Then there is a polynomial p(x ) and an algorithm running in time 2 p (k ) · n 1+ε that, given an n-vertex graph G, ε > 0 and a number k as input, decides whether G contains a connected dominating set of size k.
We believe that Theorem 1.4 can allow to reduce the parameter dependence for further fixedparameter algorithms on nowhere dense classes such as the algorithms developed in Reference [5] .
We prove our results using tools from a branch of model theory known as stability theory. Stability was introduced by Shelah as a notion of well-behaved first-order logic theories. In a recent article, Malliaris and Shelah [18] used the model theoretic tools to study classes of stable graphs. Stable classes of graphs are much more general than nowhere dense classes of graphs, but the two concepts coincide on classes of graphs closed under taking subgraphs [1] . The focus of Reference [18] is on proving very strong regularity lemmas for stable graphs. For obtaining these lemmas they prove a very nice technical lemma, Theorem 2.8 below, on the existence of long Δ-indiscernible sequences in stable graphs, where Δ is a finite set of first-order formulas. We are going to use Δ-indiscernible sequences to extract large r -independent sets for properly defined formula sets Δ. See Section 2 for the definition of Δ-indiscernible sequences. One of the technical tools we develop in this article is to make this lemma of Reference [18] algorithmic so that we can apply it in our algorithms.
We believe that stable classes will be very interesting for future algorithmic research and may be a good candidate for a generalisation of nowhere dense classes with good algorithmic properties towards classes of graphs that are no longer closed under taking subgraphs (but e.g., are only closed under taking induced subgraphs). Our technical results here may therefore be of independent interest as a first step towards understanding the algorithmic context of stable classes of graphs.
STABILITY AND INDISCERNIBLES
Graphs. We use standard graph theoretical notation and refer to Reference [7] for reference. Let G be an undirected graph. We write N (v) for the set of neighbours of a vertex v ∈ V (G) and v itself and N r (v) for the set of vertices at distance at most r from v, again including v.
Ladder Index, Branching Index, and VC-dimension. Let G be a directed graph. The ladder index of G is the largest number k such that there are v 1 , . . . ,v k , w 1 , . . . ,w k ∈ V (G) with
The figure shows a graph with ladder index 6 (imagine the edges to be directed from v i to w j ).
If τ is a word over an alphabet Σ and a ∈ Σ, then τ · a denotes the concatenation of τ and a.
The branching index of G is the largest number such that there are vertices u σ 1 , . . . ,u σ 2 ∈ V (G), indexed by the words over the alphabet {0, 1} of length exactly , and vertices v τ 1 , . . . ,v τ 2 −1 , indexed by the words over {0, 1} of length strictly smaller than , such that if τ j · a is a (not necessarily proper) prefix of σ i , then (u σ i , v τ j ) ∈ E (G) if, and only if, a = 1. The vertices u σ 1 , . . . ,u σ 2 ∈ V (G) are called the leaves of the tree, the vertices v τ 1 , . . . ,v τ 2 −1 are its inner nodes. Note that we describe edges only between inner nodes and leaves. Intuitively, a leaf u is connected to its predecessors v such that u is a right successor of v and not to its predecessors such that it is a left successor, while we make no assumptions on edges between different branches. We call the graph induced by vertices u σ 1 , . . . ,u σ 2 and v τ 1 , . . . ,v τ 2 −1 a branching witness for G of index .
The ladder index and branching index of G are closely related, as shown by the next lemma. We come to the definition of VC-dimension. Let A be a set and let F ⊆ Pow (A) be a family of subsets of A. For a set X ⊆ A let
The set X is shattered by F if X ∩ F = Pow (X ). The Vapnik-Chervonenkis-dimension, short VC-dimension, of F is the maximum size of a set X that is shattered by F . Note that if X is shattered by F , then every subset of X is shattered by F .
The following theorem was first proved by Vapnik and Chervonenkis [29] , and independently by Sauer [26] and Shelah [27] . It is often called the Sauer-Shelah-Lemma in the literature. 
The VC-dimension of an undirected graph G is the VC-dimension of the family of sets
First-order Logic. For extensive background on first-order logic, we refer the reader to Reference [17] . For our purpose, it suffices to define first-order logic over the vocabulary of graphs (with constant symbols from a given parameter set).
Let A be a set. We call L (A) := {E } ∪ A the vocabulary of graphs with parameters from A. Firstorder formulas over L (A) are formed from atomic formulas x = y and E (x, y), where x, y are variables (we assume that we have an infinite supply of variables) or elements of A treated as constant symbols, by the usual Boolean connectives ¬ (negation), ∧ (conjunction), and ∨ (disjunction) and existential and universal quantification ∃x, ∀x, respectively. The free variables of a formula are those not in the scope of a quantifier, and we write φ(x 1 , . . . , x k ) to indicate that the free variables of the formula φ are among x 1 , . . . , x k . We often abbreviate a tuple (x 1 , . . . , x k ) byx and let the context determine the length of a tuplex.
To define the semantics, we inductively define a satisfaction relation |=. Let G be a graph and
. . ,v k and the parameters a ∈ A (formally treated as constant symbols) used in the formula are interpreted by the cor-
The meaning of the equality symbol, the Boolean connectives, and the quantifiers is as expected. For a formula φ(x 1 , . . . , x k , y 1 , . . . ,y ) and v 1 , . . . ,v ∈ V (G) (treated as a sequence of parameters), we write φ(x 1 , . . . , x k , v 1 , . . . ,v ) for the formula with free variables x 1 , . . . , x k where each occurrence of the variable y i in φ is replaced by the constant symbol v i .
Let Δ be a set of formulas, let G be a graph and let
Example 2.3. Let Δ r be the set consisting of the single formula φ r (x 1 , y 1 ), stating that the elements x 1 and y 1 have distance at most r in a graph G. Let G be a graph and let A ⊆ V (G).
A if, and only if, the formula φ r (
If G comes from a nowhere dense class of graphs and ε > 0, then we have |S Δ 1 (G, A)| ≤ |A| 1+ε for all sufficiently large A. This follows from Lemma 4.11(2) of Reference [14] .
Using tools from stability theory, a much more general result can be established (Theorem 2.6 below).
First-order Interpretations and Stability. Let φ(x 1 , . . . , x k ) with k ≥ 2 be a first-order formula and let G be a graph. For every ordered partition(
If the variable partition is of relevance, then we will always denote the formula as φ((
Example 2.4. Let φ r (x 1 , x 2 ) be the formula from Example 2.3 (where we renamed the variables to match the above definition of interpretations). Then G φ r (x 1 ,x 2 ) has the same vertex set as G and any two vertices are joined by an edge in G φ r (x 1 ,x 2 ) if, and only if, their distance is at most r in G.
with an ordered partition of its free variables is stable on a class C of graphs, if there is an integer s such that for every graph G ∈ C the graph
has ladder index at most s. A class C of graphs is stable if every formula with every partition of its free variables is stable on C.
As proved by Adler and Adler [1] (based on work of Podewski and Ziegler [24] ), stable classes properly extend the concept of nowhere dense classes.
Theorem 2.5 (Reference [1]). Every nowhere dense class of graphs C is stable, that is, for every formula φ((x
i 1 , . . . , x i ), (x i +1 , . . . , x i k ))
with every ordered partition of its free variables there is an integer s such that for every graph
Note that the converse is not true, as, e.g., the class of complete graphs is stable but not nowhere dense. In particular, stable classes are possibly not closed under taking subgraphs. We remark that in Reference [18] a stable class of graphs is defined as a class C such that the ladder index of every graph G ∈ C is bounded by a constant s depending only on C (that is, Reference [18] does not demand closure under interpretations).
The following theorem is easily proved using the Sauer-Shelah Lemma. 
Corollary 2.7. Let C be a nowhere dense class of graphs and let r be a positive integer. There is an integer s such that for all G ∈ C and all A ⊆ V (G) it holds that
Indiscernible Sequences. Let G be a graph and let Δ be a set of formulas. A sequence (v 1 , . . . ,v ) of vertices of G is Δ-indiscernible if for every formula φ(x 1 , . . . , x k ) ∈ Δ with k free variables and any two increasing sequences 1
The following theorem forms the basis of our construction. The proof follows immediately from Theorem 3.5, Item (2) of Reference [18] and parallels that proof, however, we provide a proof of the theorem, because we will provide a precise analysis for the nowhere dense case in Section 3. 
Furthermore, there is an algorithm that given an n-vertex graph G ∈ C and a sequence
The running time of the algorithm is in
O(|Δ| · k · k+1 · n q · a(n) · λ(Δ)),
where k is the maximal number of free variable, q is the maximal quantifier-rank of a formula of Δ, a(n) is the time required to test adjacency between two vertices and λ(Δ) is the length of a longest formula in Δ.
Proof. Let G ∈ C and let (v 1 , . . . ,v ) be a sequence of vertices of G. We prove that for every formula φ(x 1 , . . . , x k ) ∈ Δ there is a {φ}-indiscernible subsequence of length at least f k ( ), where f ( ) = ( t ) 1 t r +t +1 − k for constants r , t depending only on φ and C. The claim of the theorem then follows by iteratively extracting {φ}-indiscernible sequences for all φ ∈ Δ and combining the polynomials accordingly.
Let φ(x 1 , . . . , x k ) ∈ Δ. Let G ∈ C and let (v 1 , . . . ,v ) be a sequence of vertices of G. Let A := {v 1 , . . . ,v }. As C is stable, according to Theorem 2.6, there is an integer r such that |S {φ } (G, A)| ≤ |A| r . Here, we consider the sets
of the free variables of φ and we choose r such that it works for every such partition of the variables.
We prove by induction on 0 ≤ m ≤ k that there exists a sub-sequenceū m of (v 1 , . . . ,v ) with
Note that the elements of a sub-sequence of a sequence preserve their respective order. For m = 0 there is nothing to show, we can takeū 0
that is, we fix the interpretation of the last m free variables as the last m elements of the sequenceū m . We construct a tree T whose vertices are elements fromū m , except for the root, which we label ∅. We attach v 1 as a child of the root ∅. In the following, by a maximal element z in the treeT satisfying some condition we always mean an element of T satisfying this condition that is as far away from the root as possible in the sense that in the subtree of T rooted at z no other element satisfies this condition.
By induction, assume that for some j < (m) all v i with i < j are inserted in the tree and we want to insert v j . For a vertex v of the tree let P (v) be the path from the root to v excluding v and for a child v of the root let P (v) be the empty path. Let w be a maximal vertex that realises the same {φ m }-type over P (w ) as v j (that is, no successor z of w realises the same {φ m }-type over P (z) as v j ), or w = ∅ if no such vertex exists. We insert v j as a new child of w.
We call the resulting tree T a type tree. For two vertices v and w we write v < T w if v ∈ P (w ). The tree constructed in this way satisfies three properties:
that is, paths in the type tree respect the order ofū m , • if v < T w, then v and w have the same {φ m }-types over P (v), and • if v w and neither v < T w nor w < T v, then v and w realise different {φ m }-types over P (v) ∩ P (w ) and they realise the same {φ m }-type over P (z), where z is the maximal element of P (v) ∩ P (w ).
We show that there exists a sufficiently long branch of T that can be used asū m+1 . Letā = a 1 , . . . , a k andb = b 1 , . . . ,b k be sub-sequences ofū m such that, first, a i = b i for all i ∈ {1, . . . , k − m − 1}, and, second, bothā andb are subsequences of a path P (w ) in T for some w. (2) is proven forū m+1 , so we can assume without loss of generality that
by the induction hypothesis, as the arguments coincide on the first k − m arguments. As a k−m and b k−m realise the same φ m -type over P (a k−m ), we obtain
and, using the induction hypothesis again and the condition that
This proves Condition (2) . It remains to show that the tree has a sufficiently long branch. For this, we want to show that T does not contain a large complete binary subtree. Consider the graph
) consisting of vertices represented by single vertices of G (first type) and those represented by k − 1-tuples (second type). As by assumption C is stable, according to Theorem 2.5, the graph G B as an interpretation of G has ladder index at most s for some constant s, and hence according to Lemma 2.1, its branching index is bounded by t := 2 s+2 − 2. Let S be a complete binary subtree of T . We show that we can construct a branching witness for G B with the same leaves as S (note that the vertices of first type are actual vertices of G). This implies that S can have depth at most t.
By construction of S, all distinct leaves v, w of S have a different {φ m }-type over P (v) ∩ P (w ) while they have the same type over P (z), where z is the maximal element of P (v) ∩ P (w ). In particular, there is a tuple (a 1 , . . . , We now assign to every vertex v in the tree T its binary rank, that is, the maximal height of a full binary tree that is a sub-graph of the sub-tree rooted at v (compare to the stability rank of sets of formulas in Reference [28] ). The depth of a vertex v in T is |P (v)|.
Let N s be the set of vertices of the type tree T with rank s and depth . For > 0 let X s ⊆ N s be the set vertices from N s whose direct predecessor has rank s and let Y s ⊆ N s be the set vertices from N s whose direct predecessors have rank s + 1 (we may assume that we have maximal branching, hence all predecessors have rank s or s + 1).
Then
A vertex v of depth d can have at most (d + m + 1) r direct successors (recall that for every set A we have |S {φ } (G, A)| ≤ |A| r ). This is because every two such successors have different φ m -types over P (v) ∪ {v}, so there are |P (v)| + 1 predecessors and, additionally, m parameters that are fixed in the formula φ m .
The following inequalities hold:
≤ n s , because the direct predecessor w of any vertex in X s has at most one direct successor of rank s (otherwise w had rank s + 1), 
Proof. For s = 1 we show the statement by induction on . For = 0 first (3) and then (4) and (5) give us n
For + 1 using first (3) and then the induction hypothesis (for ) and (5) we obtain
For s + 1 the proof is again by induction on . For = 0,
and for s + 1 as above and using the induction hypothesis for s,
The total number n +1 of vertices of depth + 1 is then
Now the number of vertices in a tree of depth at most d (including the root at depth 0) is
, then there is a branch of length at least ( N t ) tr +t +1 − m. Replacing m with k we obtain a slightly worse bound that, however, does not depend on the induction step.
In k steps we extract a sequenceū of length at least f (k ) ( (m)), where f ( ) = ( t ) 1 t r +t +1 − k. It remains to analyse the running time of the constructive procedure described above. It suffices to show that the sequence constructed in the inductive step of the above proof can be computed in polynomial time. First, the type tree T is computed. We construct T inductively as in the proof. While adding new vertices to the tree, we keep track of their height in the tree and we keep track of the longest branch. Thus after computing T , we just output the longest branch asū m+1 .
For every vertex v ∈ū i , we search through the type tree to find the maximal element with the same {φ m }-type to decide where to insert v. Here, we have to compare v to less than elements.
To check the {φ m }-type we perform a standard model-checking algorithm to verify whether G |= φ (ā, v,v) . Hereā is an m-tuple of vertices on the path from the root to the current leaf (of length less than ) andv are the parameters from φ m . Note that m ≤ k and the parameters in the formulas of φ m are fixed for each m. Hence, the check whether G |= φ(ā, v,v) can be carried out in time O(n q · λ(Δ) · a(n)) and it takes time at most O( k ) to iterate through all m-tuplesā.
Summing up, we need
As a consequence we obtain the following corollary, which in particular applies to nowhere dense classes of graphs. 
IMPROVED BOUNDS ON UNIFORM QUASI-WIDENESS
We can now show our first main theorem (Theorem 1.4), stating that a class is uniformly quasiwide with margin N : N × N → N if, and only if, for every r ∈ N there is a polynomial margin  N (r , m) . For convenience, we repeat the statement of the theorem here. The proof of the theorem is based on the extraction of a large Δ-indiscernible sequence from the set A for a certain set Δ of formulas. Let k ∈ N and for 1 ≤ i ≤ k let
and let
The formula φ i (x 1 , . . . , x k ) states that there exists a vertex v that is adjacent exactly to the first i elements x 1 , . . . , x i , while ψ i (x 1 , . . . , x k ) states that there exists a vertex that is non-adjacent exactly to the first i elements x 1 , . . . , x i . Let
Note that the formula E (x 1 , x 2 ) in Δ k guarantees that the vertices of every Δ k -indiscernible sequence of vertices of a graph G either form an independent set or a clique in G.
The crucial property we are going to use is stated as Claim 3.2 in Reference [18] . Recall the definition of the ladder-index from Section 2. Lemma 3.1 (Claim 3.2 of Reference [18] ). Let k ∈ N and let G be a graph with ladder-index less than k. If n ≥ 4k and (v 1 , . . . ,v n ) is a Δ k -indiscernible sequence in G and w ∈ V (G), then either
For nowhere dense classes we can derive even stronger properties of Δ k -indiscernible sequences. We need one more lemma, which follows easily from Lemma 4.11(2) of Reference [14] . Lemma 3.2 (see Lemma 4.11(2) of Reference [14] ). Let C be a nowhere dense class of graphs. For every ε > 0 there is an integer n 0 such that if A ⊆ V (G) for G ∈ C with |A| ≥ n 0 , then
Note that if K k 1 G, then G does not contain a k-ladder and excludes the complete bipartite graph K k,k as a subgraph. Proof. As K k 1 G, in particular, G has ladder-index less than k and excludes K k,k as a subgraph. If n ≥ 4k, according to Lemma 3.1, then every vertex w ∈ V (G) satisfies |N (w ) ∩ {v 1 , . . . ,v n }| < 2k or |{v 1 , . . . ,v n } \ N (w )| < 2k. We first show that there are only a few vertices w that satisfy |{v 1 , . . . ,v n } \ N (w )| < 2k. We will refer to these vertices as high degree vertices in the rest of the proof.
Assume there are at least k high degree vertices. Fix a set A of exactly k of these vertices. Take as B the set ( w ∈A N (w )) ∩ {v 1 , . . . ,v n }. This set has order at least n − 2k 2 . By definition of Δ kindiscernibility, the vertices v 1 , . . . ,v n either form an independent set or a clique in G. If n ≥ k, then they form an independent set by assumption. Hence A ∩ B = ∅ and if n ≥ 2k 2 + k, we find a complete bipartite graph K k,k as a subgraph of G, contradicting our assumption.
Assume towards a contradiction that there is a vertex v ∈ V (G) that is connected to exactly s vertices among {v 1 , . . . ,v n }, 2 ≤ s ≤ n − 1. Then for some i,
if s ≤ 2k, we can choose i = 2, pick 2 neighbours of v among v 1 , . . . ,v n and k − 2 non-neighbours that are either all smaller or all larger than the two neighbours and define (v i 1 , . . . ,v i k ) accordingly. Similarly, if s > n − 2k we can choose i = k − 1 and pick one non-neighbour of v and k − 1 neighbours to define
Consider first the case that there is a tuple Every vertex z with a := |{v 1 , . . . ,v n } ∩ N (z)| < 2k can play the role of w for at most (
Denote by x the number of small degree vertices. Then it must hold that
from which we conclude that x ≥ c · n 2 for some fixed constant 0 < c < 1 and all n > n 1 for sufficiently large n 1 (choose ε = 1/2 and n 1 large enough such that we can apply Lemma 3.2). Without loss of generality we may assume that all small degree vertices induce distinct neighbourhoods on A (realising one neighbourhood twice does not help to realise more types). Now, for sufficiently large n we have a contradiction to Lemma 3.2.
The proof for the case that there is a tuple
Here, the high degree vertices can cover at most k · (
many tuples, while every low degree vertex can cover at most (
We are ready to prove the main theorem.
Proof of Theorem 1.4. Let C be a nowhere dense class of graphs such that K f (i ) i G for all i and all G ∈ C. Let G ∈ C and let A ⊆ V (G). According to Corollary 2.9, we can extract from A a large Δ f (1) -indiscernible recall that the vertices of G i as a minor of G are subgraphs  of G) .
As K f (1) 1 G 1 , we can apply Lemma 3.3 and conclude that if B 1 is sufficiently large, then every vertex v ∈ V (G 1 ) is either connected to at most one vertex of B 1 or to all vertices of B 1 . Just as in the proof of Lemma 3.3, we show that there are less than f (1) vertices that are adjacent to all vertices of B 1 . We define S 1 as the set of all those (less than f (1)) high degree vertices:
, as in this case, as above, the vertices of B 1 form an independent set. Hence every vertex v ∈ V (G 1 − S 1 ) is connected to at most one vertex of B 1 , in other words, B 1 is a 2-independent set in G 1 − S 1 . We hence established all of the above properties for i = 1.
Let the sequences 
For i = r we are left with a set of size m if we started with a set of size p r (m) with p r (x ) chosen appropriately, tracing back the construction. The vertices Z i we delete during the construction are connected with all (contracted) verticesB i . Note that the vertices of Z r we delete are connected to vertices at distance at most r − 1 to the vertices of B r . We can hence merge the vertices z of Z r with the first |Z r | branch setsB r (each vertex z with one distinct branch set) to build a complete depth-r minor of order |Z r |. Hence we can take s (r ) := f (r ), as this bounds the size of a largest complete depth-r minor by assumption.
We now show how to compute the sets B i ,B i and Z i . In iteration i we want to compute a Δ f (i ) -indiscernible sequence as in the proof of Theorem 2.8. We remark that usually a graph G from a nowhere dense class will be stored as a list of adjacency lists. As, for every ε > 0, G is c-degenerate for some c ∈ O(n ε ), we can store the adjacency relation in a more efficient way. Let L be a linear order such that for each v ∈ V (G) we have |{w ∈ N (v) : w < L v}| ≤ c, i.e., every vertex has at most c smaller neighbours. Now for every vertex we store the set of its smaller neighbours. Then we can implement an adjacency test in time O(n ε ) for any fixed ε > 0. Model-checking for the formulas of Δ i with one quantifier is hence possible in time O(n 1+ε ) by Theorem 2.8. Furthermore, we have to perform the first r levels of breadth-first searches around the elements of A to keep track of the setsB i . Note that the i-neighbourhoods of these elements are disjoint when the searches are taken one step further (after deleting the set S i ). Hence, every edge appears at most once in all searches, and the searches can be carried out in time O(n 1+ε ). Here we use again that a sufficiently large graph from a nowhere dense class of graphs has at most n 1+ε edges for any fixed ε > 0.
A POLYNOMIAL KERNEL FOR DISTANCE-R DOMINATING SET
We now show how to obtain a polynomial kernel for the Distance-r Dominating Set problem. Recall that a kernelization algorithm, or short kernel, for the Distance-r Dominating Set problem parameterized by the solution size is a polynomial time algorithm, which on input G and k computes another graph H and a new parameter k that is bounded by a function of k (independent of |V (G)|), such that G contains a distance-r dominating set of size at most k if, and only if, H contains a distance-r dominating set of size at most k . By abuse of notation, we also call the output of a kernelization algorithm a kernel. If |V (H )| is bounded by a polynomial in k, then the kernel is called a polynomial kernel. We remark that by our definition, a kernelization algorithm on a class C does not necessarily output graphs from C. Very strictly speaking, we are hence computing a bi-kernel and not a kernel (as we reduce not to an instance of the original problem "distance-r dominating set on C" but to the formally different problem "distance-r dominating set).
The idea is to kernelise the instance in two phases. In the first phase we reduce the number of dominatees, that is, the number of those vertices whose domination is essential. More precisely, for an integer k, a set Z ⊆ V (G) is called an r -domination core for parameter k if every set X ⊆ V (G) of size at most k that r -dominates Z also r -dominates V (G). In the second phase we reduce the number of dominators, that is, the number of vertices that shall be used to dominate other vertices.
For the first phase, we argue just as Dawar and Kreutzer in Lemma 11 of Reference [5] , to obtain an r -domination core in G. The key idea of the lemma is to find a large 2r -independent set A after deleting at most s vertices, such that at least two elements of A behave alike with respect to every small dominating set.
Fix a nowhere dense class C of graphs and let N (m, r ) = p r (m) for the polynomial p r (x ) and s (r ) characterising C as uniformly quasi-wide according to Theorem 1.4. Fix positive integers r and k and let s := s (2r ). Let c be the minimum integer such that K c 2r G for all G ∈ C.
The proof of the following lemma is the same as in Reference [5] , we just use better bounds from Theorem 1.4. Lemma 4.1 (see [5] , Lemma 11) . For r ≥ 0 let p r be the polynomial defined in Theorem 1.4. There is an algorithm that, given an n-vertex graph The direction from left to right is obvious. Now, suppose X r-dominates Z \ {b 1 }. Consider the sets
. These sets are, by construction, mutually disjoint. Since there are k + 1 of these sets, at least one of them, say B j , does not contain any element of X . However, since b j ∈ Z \ {b 1 } there is a path of length at most r from some element x in X to b j . This path must, therefore, go through an element of S. Since b 1 and b j have the same distance vector, we conclude that there is also a path of length at most r from x to b 1 and therefore X d-dominates Z .
For the complexity bounds, note that all distance vectors can be computed in time O(|S | · |A| · |G |) = O(s · p 2r ((k + 2)(2r + 1) s ) · n) (recall that G is degenerate). Adding this to the O(r · c · c+1 · n 1+ε ) time to find S and A gives us the required bound.
We now proceed as follows. We let Z = V (G) and apply the above procedure to remove an irrelevant element from the r -domination core Z until |Z | ≤ p 2r ((k + 2)(2r + 1) s ). We now reduce the number of dominators, that is, the number of vertices that shall be used to dominate other vertices. For this, observe that only vertices at distance at most r to a vertex from the r -domination core are relevant. We now order the vertices of V (G) according to their neighbourhood intersections in time O(n · log n · |Z |). We remove duplicates from the sorted list in time O(n · |Z |) to output the set Y .
Note that log n ≤ n ε for all fixed ε > 0 and sufficiently large n. By rescaling ε, we get a total running time of O(n 1+ε · |Z | 1+ε ).
According to Corollary 2.7, the set Y we compute in Lemma 4.3 has size at most |Z | s for some integer s depending only on r and C.
Let Z be a r -domination core of G, let Y ⊆ V (G) be a minimum size set such that for all u ∈ V (G) there is v ∈ Y with N r (u) ∩ Z = N r (v) ∩ Z . We construct a graph H whose vertex set is the union of Z and Y . For every v ∈ Y , compute N r (v) ∩ Z and add the vertices and edges of a shortest path (of length at most r ) between v and each z ∈ N r (v)
We now add two new vertices v, v to H and connect v to every vertex except to the vertices of Z by a path of length r and to v by a path of length r . It is easy to see (compare to Lemma 2.16 of Reference [9] ) that there exists a set D of size k that r -dominates Z if, and only if, H admits an distance-r dominating set of size k + 1. Hence, the size of H is polynomially bounded by k and H can be computed in polynomial time by combining the above lemmas. This proves the main theorem of this section. · n 2+ε ) that, given a graph G ∈ C, ε > 0 and k ∈ N computes a kernel for the Distance-r Dominating Set problem of size p(k ) on G ∈ C.
SINGLE EXPONENTIAL PARAMETERIZED ALGORITHMS ON NOWHERE DENSE
CLASSES In Reference [5] , the authors show how the concept of uniform quasi-wideness can be used to design parameterized algorithms for dominating set problems on nowhere dense classes of graphs. However, the dependence on the parameter in the algorithms in Reference [5] is enormous, usually manyfold exponential.
In this section we combine the tools developed in the previous section with the general technique for obtaining parameterized algorithms in Reference [5] to design parameterized algorithms for several graph problems on nowhere dense classes with only a single exponential dependence on the parameter value.
We demonstrate the idea by showing that the Connected Dominating Set problem can be solved in time 2 p (k ) · n c for a fixed constant c and a polynomial p(x ). This example is particularly interesting as it was shown in Reference [8] that the problem is unlikely to have a polynomial kernel on nowhere dense classes. Hence a single exponential parameter dependence cannot be obtained from a polynomial kernelization algorithm. 
. During the algorithm we will maintain sets W i and X i of vertices such that |X i | = i and W i is the set of vertices in G not dominated by any member of X i . We initialise W 0 := V (G) and X 0 := ∅. Now, after i steps, suppose that W i , X i have been defined. If |W i | ≥ K, then we use Theorem 1.4 to compute a set S of size |S | ≤ s and a set A ⊆ W of size k + 1 such that A is 2-independent in G − S. As A is 2-independent, no vertex in G − S can dominate two members of A. Hence, if there is a connected dominating set in G using the vertices in X i , then this set will need to include an element of S. We now branch over the s possible choices of an element in S and for each such v ∈ S call the algorithm recursively with sets X i+1 := X i ∪ {v} and
If i = k, then the recursion stops. If W ∅, then we can return "no" as there cannot be any connected dominating set of size at most k using the vertices in X i . If W i = ∅, then we found a solution if, and only if, X i is connected.
Otherwise, we have i < k and the recursion stops because |W i | < K. We now have a set X i of |X i | = i < k vertices for our dominating set and still need to dominate W i . Furthermore, we still need to connect the dominating set.
We suppose that ≤ k − i vertices y 1 , . . . ,y are used to dominate W i and at most k − i − further vertices to connect the dominating set X i ∪ {y 1 , . . . ,y }. For every y j we guess a set Y j that is dominated by y j and such that the sets Y j form a partition of W i . We do not forbid that a vertex Hence, all that remains is to show that we can choose the w 1 , . . . ,w l so that X i ∪ {w 1 , . . . ,w l } can be turned into a connected set by adding at most k − (i + l ) extra vertices. We solve this problem by using the Dreyfus-Wagner algorithm [10] for solving Steiner trees. The Dreyfus-Wagner algorithm computes a minimum Steiner tree for a set of at most T terminals in O(3 T n + 2 T n 2 + n 2 log n + nm) time, where m is the number of edges of the input graph on n vertices. Now, suppose we are given the set X i of size i, the partition Y 1 , . . . , Y l of W i into disjoint sets, for l ≤ k − i and the sets D 1 , . . . , D l . For all 1 ≤ j ≤ l we add a fresh vertex t j to the graph G and add a path P (t j , v) of length 3 between t j and every member v of D j (so that the paths P (t j , v) and P (t j , v ) are internally vertex disjoint if {t j , v} {t j , v }). Let G be the augmented graph. We now call the Dreyfus-Wagner algorithm on G with terminal set X i ∪ {t 1 , . . . , t l }. Let T be the resulting Steiner tree. Then T needs to contain at least one vertex of every set D j , as this is the only way to connect the terminal t j to the rest of the graph. Hence, any Steiner tree T is a connected dominating set of G .
Note that in any minimum size Steiner tree for this terminal set, every t j is connected by exactly one path P (t j , v) to a vertex v ∈ D j . To see this, recall that every w ∈ Y j has every vertex in D j as its neighbour. The only reason why a minimum Steiner tree might contain two paths P (t j , v) and P (t j , v ) for distinct v, v ∈ D j is that this is needed to connect v and v . But then, the path P (t j , v ) can be replaced by adding any member of Y j instead. As P (t j , v ) has two internal vertices, this would decrease the size of the Steiner tree. In particular this implies that every vertex t j is a leaf of a minimum size Steiner tree.
We can now turn T into a connected dominating set for G as follows. We simply delete for each t j the vertex t j and all internal vertices of the (unique) path P (t j , v) connecting t j to a member of D j . By the argument above, the resulting tree T is still connected and forms a connected dominating set of G. Conversely, any minimum size connected dominating set for G containing X i and also at least one vertex of each D j can be extended to a minimum size Steiner tree in G with the terminal set as above. It follows that if for any partition Y 1 , . . . , Y t we obtain a Steiner tree as above of size at most k, then we can return this tree as a connected dominating set, and otherwise can conclude that there is no connected dominating set of size at most k using the vertices in X i and the partition Y 1 , . . . , Y .
Hence, the whole search tree yields a correct decision procedure for the connected dominating set problem. The running time is bounded by the size of the search tree and the time the algorithm takes at each leaf of the search tree. Note that the branching of the search tree is bounded by s = d 1 and the depth by k. Hence, in total we have at most s k+1 − 1 nodes. At every leaf we have to consider every possible partition of the set W i of size at most K = (k + 1) c (1) into at most k disjoint sets. For each partition we call the Dreyfus-Wagner algorithm whose running time is dominated by O(3 k |W i | 2 · log |W i |). Hence, the total running time of the algorithm is bounded by 2 p (k ) · n 1+ε for a polynomial p.
The proof method used in the previous theorem can be used to establish single exponential parameterized algorithms for other problems on nowhere dense classes of graphs. Hence, while
