A novel sparse Gauss-Hermite quadrature filter is proposed using a sparse-grid method for multidimensional numerical integration in the Bayesian estimation framework. The conventional Gauss-Hermite quadrature filter is computationally expensive for multidimensional problems, because the number of Gauss-Hermite quadrature points increases exponentially with the dimension. The number of sparse-grid points of the computationally efficient sparse Gauss-Hermite quadrature filter, however, increases only polynomially with the dimension. In addition, it is proven in this paper that the unscented Kalman filter using the suggested optimal parameter is a subset of the sparse Gauss-Hermite quadrature filter. The sparse Gauss-Hermite quadrature filter is therefore more flexible to use than the unscented Kalman filter in terms of the number of points and accuracy level, and it is more efficient than the conventional Gauss-Hermite quadrature filter. The application to the spacecraft attitude estimation problem demonstrates better performance of the sparse Gauss-Hermite quadrature filter in comparison with the extended Kalman filter, the cubature Kalman filter, and the unscented Kalman filter. = predicted error quaternion set at time k 1 in the update step k1jk = predicted transformed Gauss-Hermite quadrature point set at time k 1 used in filter update step ( v , u ) = gyro noise vectors = tuning parameter of unscented Kalman filter kjk = transformed Gauss-Hermite quadrature points at time k used in filter prediction step k1jk = predicted transformed Gauss-Hermite quadrature point set at time k 1 used in filter prediction step ! = estimated angular velocity vector ! = measured angular velocity vector ! k = angular velocity at time k
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Many nonlinear filtering methods, such as the extended Kalman filter (EKF) [4, 5] , the unscented Kalman filter (UKF) [6, 7] , and the particle filter (PF) [8, 9] , have been employed for spacecraft attitude estimation, since it is a nonlinear filtering problem. The EKF is the most widely used nonlinear filtering method for spacecraft attitude estimation [10] . A simplified Kalman filter and smoother for spacecraft attitude estimation based on the QUEST algorithm was proposed in [11] . A more robust approach named the extended quaternion estimator, based on the EKF and quadratic constrained programming, was proposed in [12] . Besides the EKF, the UKF [3] demonstrated more accurate and robust performance than the EKF in attitude estimation when the initial attitude estimation error was large. The PF has been shown to achieve better accuracy than the UKF and the EKF at the expense of high computational complexity [2, 13, 14] .
In general, the filtering problem can be addressed using the Bayesian estimation theory [4] . In the Bayesian framework for discrete-time systems, the probability density function (PDF) of the state is propagated using the Chapman-Kolmogorov equation and updated using the Bayes rule [4] . For continuous-time dynamic systems, the Chapman-Kolmogorov equation is replaced by the Fokker-Planck-Kolmogorov equation [4] . In general, exact finitedimensional solutions to those equations do not exist. Numerous approximate nonlinear filters have been proposed. A large class of them is based on the assumption that the PDF of the state is Gaussian. These Gaussian approximation filters can achieve high accuracy with relatively low complexity when the PDF is approximately Gaussian or, at the least, unimodal. They include the Gauss-Hermite quadrature filter (GHQF) based on the Gauss-Hermite quadrature (GHQ) rule [15, 16] , the UKF based on the unscented transformation (UT) [6, 7] , the cubature Kalman filter (CKF) [17] , the central difference filter (CDF) [15] , and the divided difference filter (DDF) [18] . All the Gaussian approximation filters involve using numerical quadratures to approximate integrations of nonlinear functions with respect to Gaussian PDFs. Among those numerical integration techniques, the GHQ rule is widely used to calculate the Gaussian-type integral and related Bayesian inference problems [19] [20] [21] because of its high accuracy and convergence rate for low-dimensional systems [22] . The multidimensional GHQF, which extends the univariate GHQ rule based on the direct tensor product, is known to have a computational complexity that increases exponentially with the dimension of the state. The UKF, CKF, CDF, and DDF belong to a subclass of Gaussian approximation filters known as the sigma-point filters, with the total number of sigma points increasing linearly with the dimension. The different sigma-point-set selection strategies include the symmetric points [6] , the minimal-skew simplex points [23] , the spherical simplex points [24, 25] , the Schmidt orthogonalizationbased simplex set [26] , and those with more than 2n 1 sigma points for accuracy enhancement [27] [28] [29] , where n is the dimension. Various sampling methods of the UKF were compared in [30] . For n-dimensional systems (n > 1), the original UKF using 2n 1 symmetric points is accurate for the third-order polynomials. With reduced computational cost, the simplex UKF and the spherical simplex UKF can be partly accurate to the third-order polynomials using n 1 and n 2 nonsymmetrical points, respectively. The CDF [15] and the DDF [18] are based on the interpolation formula using a similar deterministic sampling approach. The Gaussian sum filters using the UKF, CDF, and DDF have been compared and analyzed in [31] . In addition, the CKF that contains 2n points is exact for the third-order polynomials. It can be viewed as a special case of the UKF [17] . The common limitation of the UKF, CDF, DDF, and CKF is that they are hard to extend to achieve any higher-order accuracy.
In this paper, we propose a novel Gaussian approximation filter with the point-selection strategy based on the sparse-grid method. The sparse-grid method was originally proposed and widely used to alleviate the curse-of-dimensionality problem in numerical integration [32] [33] [34] [35] . The original idea of the sparse-grid method can be traced back to Russian mathematician Smolyak [32] , who used a special method to choose points for numerical integration such that the number of necessary points is significantly less than that from using the direct product rule. As a result, the computational cost does not increase exponentially using the sparse-grid method. In [33] , the sparse-grid methods based on trapezoidal, Clenshaw-Curtis, and Gauss-Patterson rules were compared for numerical integration. In [34] , multidimensional integrals involved in the likelihood function of econometric models were calculated based on the sparse-grid method and Gaussian quadrature. The dimensional adaptive quadrature method based on sparse grids was proposed in [35] to solve the numerical integration of multivariate functions. Efficient implementation of this method was also discussed. The new sparse GHQF (SGHQF) proposed in this paper is computationally much more efficient than the conventional GHQF. It is also more flexible than the UKF, CKF, CDF, and DDF, since it is guaranteed to achieve higher accuracy levels with only a moderate increase in the number of points used. Another important contribution of this paper is to prove that the UKF with the suggested optimal parameter [6] is a subset of the SGHQF.
The rest of this paper is organized as follows. The Gaussian approximation filters are briefly reviewed in Sec. II. Section III introduces the sparse GHQ (SGHQ) rule. Section IV reviews the kinematics and sensor model for the spacecraft attitude estimation problem. Section V describes the SGHQF algorithm for spacecraft attitude estimation. Section VI gives the simulation results, illustrating the performance of SGHQF for the attitude estimation, and makes comparisons with the EKF, UKF, and CKF (as a special case of UKF). Some concluding remarks are given in Sec. VII.
II. Gaussian Approximation Filters
A. Bayesian Nonlinear Filtering Framework
Consider a nonlinear discrete-time system with additive process noise and measurement noise:
where x k is the n 1 state vector and y k is the m y 1 measurement vector; k 1 and n k are independent zero mean white Gaussian process noise and measurement noise with covariance Q k 1 and R k , respectively. The Bayesian filtering includes recursive prediction and update procedures [4] . Given the prior PDF of the system px k 1 jy 1:k 1 , the conditional PDF px k jy 1:k 1 satisfies the Chapman-Kolmogorov equation [4] :
When the measurement at time k is available, the posterior conditional PDF satisfies the following equation [4] :
where py k jx k is the likelihood function. Equation (3) is called the prediction formula, and Eq. (4) is called the update formula. The moments, such as the mean and covariance, can be calculated from the PDF px k jy 1:k .
The nonlinear filtering algorithm described previously can be presented in a block diagram, as shown in Fig. 1 . Initially, px k 1 jy 1:k 1 is assumed to be known at time k 1, and then px k jy 1:k 1 can be computed using Eq. (3). When the measurement at time k arrives, the posterior density px k jy 1:k at time k is calculated by the Bayesian update formula in Eq. (4) . Then, the mean and covariance of the state at time k can be calculated from px k jy 1:k . State estimation can be recursively carried out by this procedure.
The recursive propagation of the posterior density given by Eqs. (3) and (4) is only a conceptual solution, in the sense that (in general) it cannot be determined analytically. Thus, one has to use approximations or suboptimal Bayesian algorithms.
B. Gaussian Approximation Filters
Under the assumption of Gaussian distributions, the Gaussian approximation filters can be derived to implement the Bayesian filtering algorithm. Since we assume the process noise and the measurement noise are both Gaussian, the Eqs. (3) and (4) can be rewritten as
where c is a normalization constant. Assume that the PDF of the states is also Gaussian; thus, only the mean and covariance need to be calculated. After some derivations, one can get the following Gaussian approximation filtering algorithm [15] . Prediction:
where Nx k 1 ;x k 1 ; P k 1jk 1 denotes the multivariate normal distribution with meanx k 1 and covariance P k 1jk 1 .
where
The integrals in Eqs. (7), (8), and (12) (13) (14) can be approximated by the GHQ, UT, or cubature rule [17] . They can be approximated by the SGHQ rule as well, which will be presented in a later section. The generic quadrature-based Gaussian approximation filter is given next [15] .
where N p is the total number of points; i is the transformed point obtained from the covariance decomposition; that is,
i is the point corresponding to Nx; 0; I n with n as the state dimension; and w i is the associated weight.
Update:
where i is the transformed point obtained from the predicted covariance decomposition; that is,
Note that, in this filter, the points are generated twice within a filter cycle: at the beginning of the filter cycle and immediately after prediction. The points are regenerated after prediction in order to account for the effect of the process noise. An alternative is to generate a larger set of augmented points, each consisting of the state and process noise, only at the beginning of the per-filter cycle by applying a point-selection algorithm to the augmented covariance matrix consisting of both the state covariance and the process noise covariance [7] . 
C. Point Selection
In point-based filters, the point-selection strategy is of central importance. The basic problem is how to choose i and w i to represent the Gaussian distribution Nx; 0; I n , where x is the n 1 state vector.
Gauss-Hermite Quadrature
For the univariate GHQ rule that represents the univariate standard Gaussian distribution Nx; 0; 1 with m quadrature points, i and w i can be calculated as follows [15, 16] , where v i 1 is the first element of the ith normalized eigenvector of J. The univariate GHQ rule with m points is exact up to the (2m 1)th order of polynomials [16] .
To represent Nx; 0; I n , the multivariate GHQ rule extends the univariate m-point set to the n-dimensional point set by the tensor product rule [15, 16] . It is exact for all polynomials of the form
n with 1 i j 2m 1 [15] . However, the total number of points N p m n increases exponentially with dimension n. The transformed points i and i are used to approximate the general Gaussian PDF Nx;x; P [16].
Unscented Transformation
For the UT with 2n 1 points [6] , i and w i are given by
; n 2 i 2n 1
where e i 1 is the unit vector in R n , with the (i 1)th element being one, and is a tuning parameter with the suggested optimal value 3 n for Gaussian distributions [6] . For the cubature rule with 2n points [17] , i and w i are given by i n p e i ; 1 i n i n p e i n ; n 1 i 2n;
When 0, the weight of the first point of the UT is zero and there are 2n sigma points. Therefore, by comparing Eq. (24) with Eq. (25), the point set i and the weight w i of the cubature rule are identical to the UT in the case of 0.
Compared with the multivariate GHQ rule, the UT and the cubature rule are much more efficient computationally, because the number of points used or the computational cost are linear with respect to the dimension of the state. However, the accuracy that can be achieved by the UT and the cubature rule is much lower than the GHQ rule. Take the UT with 2n 1 sigma points as an example. Without loss of generality, assume the covariance of the state is an n n identity matrix, and the UT uses three distinct sigma points for each dimension. The UT can calculate the expectation of x k i , i 1; . . . ; n, and 0 k 5 exactly. But the high accuracy of the UT for univariate polynomials does not imply that the UT is exact for multivariate polynomials up to the fifth order. It is a known fact that the standard UT fails to calculate the expectation of x 2 i x 2 j (i, j 1; . . . ; n, and i ≠ j) exactly [7] . The SGHQ, which will be introduced in the next section, may be regarded as a more accurate UT. It can achieve guaranteed levels of accuracy for multivariate problems when calculating moments (expectations of polynomials of state variables).
III. Sparse Gauss-Hermite Quadrature
In this section, the SGHQ is introduced to calculate the integrals in Eqs. (7), (8) , and (12) (13) (14) , using a linear combination of lowerdimensional tensor products based on Smolyak's rule. Smolyak's rule was originally used to alleviate the curse-of-dimensionality problem in numerical integrations [32] [33] [34] [35] . The rule is given by [34] Z
where x x 1 ; x 2 ; . . . ; x p ; . . . ; x n T ; I n;L f is an approximation to the n-dimensional integral of the function f with respect to Nx; 0; I n with the accuracy level L 2 N, where N is the set of natural numbers. Accuracy level L means that I n;L f is exact for all polynomials of the form
is the binomial coefficient; denotes the tensor product and I i j is the univariate GHQ rule with the accuracy level i j 2 , where ≜ i 1 ; . . . ; i n is an accuracy level sequence of n natural numbers. Accuracy level i j for the univariate GHQ rule means that I i j is exact to at least the (2i j 1)th order of all univariate polynomials. N n q is a set of accuracy level sequences defined by 8 < :
where q is an auxiliary parameter ranging from L n to L 1 and is the empty set. The more explicit form of Eq. (26) can be written as
where X i j is the univariate point set with the accuracy level i j , which contains i j or more points. The choice of X i j is not unique, which will be discussed afterward. The weight in I i p associated with the state variable x p is w i p , and the term enclosed by the braces is the weight associated with a grid point (n dimensional) determined by the element in N n q . For a grid point that appears multiple times, the final weight of this point is the sum of the weights on the point over all combinations of X i 1 X i 2 X i n containing the point, which will be shown in Algorithm 1.
The set of sparse-grid points, X n;L , is given by
where S denotes the union operation of the point sets. Each element sequence in N n q (i.e., i 1 ; ; i n ) determines a tensor product sequence of X i j where i j 2 2 N n q . To better illustrate the SGHQ, we show how to use the Smolyak's rule to construct X 2;3 n 2; L 3 from the univariate GHQ point sets X 1 , X 2 , and X 3 containing 1, 3, and 7 points, respectively, as shown in Fig. 2 . The single point in X 1 is represented by an open circle ; the points in X 2 , other than the origin, are represented by an asterisk ; and the points in X 3 , other than the origin, are represented by a filled circle . Note that we use 2 L 1 points for the univariate point set, with accuracy level L as an example. Other choices of point sets can be adopted as well and will be discussed in detail later. From Eq. (26), q can be 1 or 2, and then we have N 2 1 f1; 2; 2; 1g and N 2 2 f1; 3; 2; 2; 3; 1g. The first combination in N 2 1 is (1,2); that is, i 1 1 and i 2 2. This determines the tensor product X 1 X 2 and leads to the three points along the horizontal axis. Similarly, the second combination in N 2 1 is 2; 1; that is, i 1 2 and i 2 1, which generates the tensor product X 2 X 1 and three points along the vertical axis. Note that, in the tensor products of X 1 X 2 and X 2 X 1 , there are two new points added to the point sets along the two axes and one repeated point at the origin contributed from X 1 , which is considered an old point. Other tensor products in N 2 2 can be generated in the same way. The final sparse-grid point set X 2;3 ends up with 21 points, as shown on the bottom right of Fig. 2 . In comparison, the point set of the conventional GHQ rule is only determined by X 3 X 3 generated from the seven-point X 3 , which results in 49 points, as shown on the upper right of Fig. 2 . As can be seen, the SGHQ uses significantly fewer points than the conventional GHQ.
The following theorem reveals the relationship between the univariate GHQ and the multivariate SGHQ in terms of the accuracy.
Theorem 3.1 [34] : Assume that the sequence of univariate quadrature rules I fI i : i 2 Ng is defined such that I i is exact for all univariate polynomials of the order up to 2i 1. Then, the Smolyak rule I n;L using I as the univariate basis sequence is exact for n-variate polynomials of the total order up to 2L 1.
Proof: Refer to [34] . Remark 3.1: In the previous example, 2 L 1 points are used for level L univariate GHQ. The number of points other than 2 L 1 can be used as well: for example, L (minimum number of points) or 2L 1. Different univariate point-selection strategies generate different locations of the univariate GHQ points, which is similar to the effect of the tunable parameter for the UKF. Increasing the number of univariate GHQ points can increase the accuracy level for that particular dimension. It is important to note that increasing the accuracy level of the univariate GHQ may or may not increase the accuracy level of the multivariate SGHQ.
The generation of SGHQ points and weights is given by Algorithm 1. Note that some of the weights may be negative, which is the case for the UT as well.
The following is Algorithm 1, used to generate SGHQ points and weights: ; W SGHQn; L (: SGHQ point set; W: weight set with the element of
IF the point is new, add it to , assign a new index s to the point, and calculate its weight as
ELSE (the point is already existing), update the old weight by If one point and three points are used for the univariate level 1 and level 2 GHQ, respectively, the UT with the suggested optimal parameter 3 n is identical to the SGHQ with accuracy level 2; if one point and two points are used for the univariate level 1 and level 2 GHQ, respectively, the UT with 1 n is identical to the SGHQ with accuracy level 2.
Proof: If one point and three points are used for the univariate level 1 and level 2 GHQ, respectively, using the univariate GHQ rule discussed in Sec. II.C.1, the point set at level 1 is chosen as X 1 f0g with the weight of one. At level 2, the univariate three-point set is X 2 f0; 3 p ; 3 p g, with the corresponding weight sequence of Simplifying it, we get n 1
They are exactly the same as the UT if 3 n [comparing Eq. (32) with Eq. (24)].
If one point and two points are used for the univariate level 1 and level 2 GHQ, respectively, the corresponding point sets become X 1 f0g with the weight of one and X 2 f1; 1g with the weight sequence of 
To summarize, the points i and the weights w i of the SGHQ for this case are 
;
2 i 2n 1
They are exactly the same as the UT if 1 n [comparing Eq. (33) with Eq. (24)]. Note that, in this case, there is no repeated/old point. Therefore, Eq. (31) is not used. □ Proposition 3.1: Given accuracy levels L and L 1 n, the number of points for the SGHQ increases polynomially with dimension n, and the highest order of this polynomial is L 1.
Proof: When L n, q can be 0; 1; ; L 1. Thus, N For each accuracy level sequence, the number of new points is bounded and is not equal to zero, since there is (at most) one point shared by different univariate GHQ rules. The total number of points is a linear combination of the product of the number of new points generated from each accuracy level sequence and the associated combinatorial C t n (t p or q), which is a polynomial in terms of dimension n. Hence, when accuracy level L is given, the total number of points is a polynomial in terms of n and the highest order of this polynomial is L 1, which is determined by C Based on the above discussions, for different univariate GHQ pointselection strategies, the number of multivariate SGHQ points with accuracy levels 2 and 3 is summarized in Table 1 .
Remark 3.3:
The points for the univariate GHQ rule are symmetric. Thus, the points corresponding to each accuracy level sequence in N n q are symmetric as well, because they are generated by the tensor product of different level univariate GHQ rules. Hence, the points generated by the SGHQ rule are symmetric.
For better illustration, the point sets with accuracy level 2 (using three-point univariate GHQ) and level 3 (using seven-point univariate GHQ) for two-dimensional (2-D) and three-dimensional (3-D) problems are shown in Figs. 3 and 4 , respectively.
In the next three sections, the new SGHQF will be applied to the spacecraft attitude estimation problem.
IV. Spacecraft Attitude Kinematics Model
In this section, the attitude quaternion kinematics and the gyro and vector observation models are briefly reviewed.
A. Attitude Kinematics Model
Assume the spacecraft attitude is represented by a quaternion denoted byT ; q 4 T , where1 ;q 2 ;q 3 T is the vector component. The quaternion kinematics can be described by [36] _ q
where ! is the angular velocity, and B4 I 33T (35) q is the cross-product matrix; that is, The equivalent discrete-time kinematic equation to propagate the quaternion is
where q k q T k ; q 4k T is the quaternion at time k,
! k is the angular velocity at the kth sampling interval, t is the sampling time interval,
and k is a cross-product matrix.
In the previous attitude kinematics model, the angular velocity is measured from the gyro. A widely used model for the angular velocity measurement is given by [36] !t !t t v t (39)
where!t and !t are the measured angular velocity and the true angular velocity, respectively; v t and u t are independent Gaussian white noise processes with zero mean and standard deviations of v and u , respectively; and t is the gyro bias.
In the discrete filter design, the estimated angular velocity is given by [36] 
where kjk is the updated gyro-bias estimate, and the propagated gyro bias follows k1jk kjk (42)
B. Vector Observation Model
The vector observation model for attitude estimation is given by [3] :
where n k is the measurement noise. It is assumed to be white Gaussian with mean zero and covariance R k . The vectors r k and y k are an observation pair acquired in two different Cartesian coordinate systems at time k, and A k is the rotation matrix
V. Sparse Gauss-Hermite Quadrature Filter for Attitude Estimation
In this section, the SGHQF is used for spacecraft attitude estimation. Following [3] , we use the unconstrained GRPs to represent the three-component attitude error in the filtering algorithm and use the quaternion to perform attitude propagation. The main difference between the proposed SGHQF in this paper and the UKF [unscented quaternion estimator (USQUE)] of [3] is the pointselection strategy. In addition, the SGHQF and the USQUE account for the effects of process noise on the state error covariance, with slightly different techniques. Define a 6 1 state vector as follows:
where p are the GRPs to represent attitude errors, which are defined by
where a is a parameter in 0; 1, q; q 4 is the error quaternion, and f c is a scale factor. When a 0 and f c 1, Eq. (46) gives the Gibbs vector; when a f c 1, it gives the standard MRPs. In the following attitude estimation algorithm, we assume the number of quadrature points is N p . Given the initial estimates of attitude quaternionq 0j0 , gyro bias 0j0 , initial covariance P 0j0 , initial estimated state vectorx 0j0 0
T T 0j0
T , process noise covariance Q k , and measurement covariance R k , the prediction step and update step of the SGHQF used for attitude estimation can be summarized as follows.
A. Prediction Step
1) Compute the factorization of P kjk SS
T using singular value decomposition and set kjk i S i x kjk , where
and i is the point index. The attitude error components are p kjk i, and the gyro-bias components are kjk i.
Note that 1 is the origin point; i i 2; . . . ; N p are the SGHQ points generated by Algorithm 1.
Since we use Eq. (37) for attitude propagation, we need to transform each of the p kjk i into an error quaternion and then calculate the corresponding quaternion that will be used in attitude propagation.
Error quaternions, 
The superscript pre represents the prediction step; denotes the quaternion product. Note thatq pre kjk 1 q kjk . 2) Predicted quaternionsq pre k1jk i are propagated using Eq. (37):
Since the state vector is defined by GRPs, quaternionsq pre k1jk i need to be transformed into GRPs in order to use the SGHQF algorithm. First, the corresponding error quaternions, 
3) The corresponding propagated state vector value and covariance are given by the SGHQF algorithm,
where with t as the measurement sampling period. 4) Transform the first three elements ofx k1jk (i.e., p k1jk ) into the error quaternion form and then calculate the predicted quaternion q k1jk . The corresponding error quaternion,
Then, the predicted quaternionq k1jk is given bŷ
Reset the first three elements ofx k1jk to zeros. This step is used to move information from one part of the estimate to another part [3] .
B. Update Step 1) Compute the factorization P k1jk SS T and set
Since GRPs cannot be directly used in the measurement equation (43), p k1jk i needs to be transformed into the error quaternion form. Then, we can calculate the corresponding quaternionŝ q upd k1jk i, which will be used in Eq. (43). Note that we useq 
2) States are updated using the SGHQF algorithm as follows:
where y k1 is the true measurement value at time k 1:
3) Updated quaternionq k1jk1 is calculated using the first three elements ofx k1jk1 (i.e., p k1jk1 andq k1jk ); that is,
Reset p k1jk1 to zeros. The SGHQF for the spacecraft attitude estimation can be summarized in Algorithm 2.
The following is Algorithm 2, showing the SGHQF for spacecraft attitude estimation: q; P SGHQF ATTITUDEq 0j0 ; P 0j0 ;x 0j0 ; T; y; t; n; L [q 0j0 : initial estimated quaternion; P 0j0 : initial covariance matrix; T: total time of the simulation; y: measurement values; t: propagation step size; n: dimension of the filtering algorithm; L: accuracy level for the SGHQ;q: estimated quaternions (q kjk 2q, k 0; ; T=t); P: covariance matrix (P kjk 2 P, k 0; ; T=t)] 
VI. Simulation Results and Analysis
In this section, several test cases are simulated to evaluate the performance of the new filter against several well-known nonlinear filtering techniques. The simulation of the true attitude and sensor data is taken from [3] . The orbit parameters used here are obtained from the Tropical Rainfall Measuring Mission spacecraft [3] . Only three-axis magnetometers (TAMs) and gyroscopes are used for measurements. The magnetic field reference model is the 10th International Geomagnetic Reference Field Model. The noise of the TAM model is zero mean white Gaussian noise with a standard deviation of 50 nT. The gyro noise is also assumed to have white Gaussian distribution with a zero mean and standard deviation of u 3:1623 10 10 rad=s 3=2 and v 3:1623 10 7 rad=s 1=2 , respectively [3] . The initial gyro bias is assumed to be zero. The parameters in GRPs are set to a 1 and f c 4.
Since we have shown that the CKF and UKF, using certain parameters, are special cases of the SGHQF, it is necessary to conduct a comprehensive comparison of these nonlinear filters, which include the EKF, CKF, UKF, SGHQF, and the conventional GHQF.
As discussed before, different number of points for the univariate GHQ with different accuracy levels can be used for SGHQ. In the following cases, we use three point-selection strategies, L, 2L 1, and 2 L 1, for level L univariate GHQ. For convenience, we denote them the first SGHQF, the second SGHQF, and the third SGHQF, respectively. The total number of SGHQ points with accuracy level 2 and level 3, using these three point-selection strategies for sixdimensional (6-D) problems, is listed in Table 2 . For comparison, the total number of points for 6-D UKF, CKF, and the conventional GHQF is shown in Table 3 .
The following simulation results are all averaged values of 50 Monte Carlo runs.
A. Case 1: No Initial Estimation Error and Zero Initial Bias Estimate
In the first case (case 1), the EKF, SGHQFs (level 2 and level 3), the UKF, the CKF, and the conventional GHQF, using three points for each dimension, are compared, assuming that there is no initial attitude estimation error and the initial bias estimate is set to zero. The initial attitude covariance is set to 0:5 2 (0.5 is the rotation angle about the eigenaxis of rotation), and the bias covariance is set to 0:1 =h 2 . Since the simulation exhibits very similar performance for all filters in this case, the results are not shown in the paper. The second case (case 2) is to add 30 error to the initial attitude estimate, using the same parameters as those in case 1. The initial bias estimate is still set to zeros. The initial attitude covariance is set to 30 2 , and the bias covariance is set to 0:1 =h 2 . We use the same initial covariance for the EKF, UKF, CKF, and SGHQFs.
The norm of total attitude estimation error for this case is shown in Figs. 5 and 6 . The results of SGHQFs with different accuracy levels and different univariate point-selection strategies are shown in Fig. 5 . The second SGHQF (level 2) exhibits identical performance with the third SGHQF (level 2), since they use the same point set in the filtering algorithm. In addition, they both have slightly better performance than the first SGHQF (level 2). Furthermore, the SGHQFs (level 3) using different point-selection strategies show no noticeable difference (they are overlapped and indistinguishable in the figure) . In Fig. 6 , SGHQFs are compared with the EKF, UKF, CKF, and the conventional GHQF. Because SGHQFs at level 3 with different point-selection strategies have very close performance, we use the SGHQF (level 3) to denote all of them. It can be seen that both the SGHQFs (level 2) and the SGHQF (level 3) are more accurate than the EKF. Furthermore, the SGHQF (level 3), the conventional GHQF, and the UKF ( 0)/CKF exhibit nearly the same performance (they are overlapped and indistinguishable). They are slightly better than the second (or the third) SGHQF (level 2) and the first SGHQF (level 2). Different SGHQFs at level 2 show slightly different performance, while they all work well for this case and are much better than EKF. The third simulation case (case 3) is to add 10 =h initial gyro bias in the y axis in addition to 30 initial attitude estimation error. The initial attitude covariance is set to 30 2 , and the initial bias covariance is set to 10 =h 2 . In Figs. 7-9 , the performance of SGHQFs with different accuracy levels and different point-selection strategies, the UKF, CKF, the conventional GHQF (m 3), and the EKF are compared. In Fig. 7 , the CKF, SGHQFs (level 2), and the EKF are compared. It is shown that only the CKF converges within the 3 error bounds, whereas EKF, the first SGHQF, and the second or third SGHQF do not. In addition, the first SGHQF (level 2) converges faster than the second or third SGHQF (level 2). Furthermore, all SGHQFs (level 2) converge faster than the EKF. Note that, by Theorem 3.2, the first SGHQF (level 2) and the second or the third SGHQF (level 2) have identical performance with the UKF using the parameters 5 and 3, respectively. In Fig. 8 , it is shown that the SGHQF (level 3) converges quickly into the 3 error bound within 1 h, whereas the CKF needs more than 3 h. Moreover, both the SGHQF (level 3) and CKF have better performance than the EKF and SGHQF (level 2). The UKF with the suggested parameter ( 3 n) does not converge into the 3 error bound in 8 h. The result of the GHQF is not shown in Figs. 7 and 8 , because the performance is very close to SGHQFs (level 3). It will be shown in Fig. 10 .
The norm of total estimation errors using the SGHQFs with different accuracy levels and different point-selection strategies is shown in Fig. 9 . In this case, the second SGHQF (level 2) and the third SGHQF (level 2) (they are identical) have worse performance than the first SGHQF (level 2), which is also shown in Fig. 7 . The SGHQFs with accuracy level 3, using different point-selection strategies, still show no noticeable difference. The performance comparison of the EKF, GHQF (m 3), UKF, CKF, and SGHQFs (level 2 and level 3) is shown in Fig. 10 . The SGHQF (level 3) is still used to represent all SGHQFs (level 3) using different point-selection strategies, since the difference between them is nearly indistinguishable. It can be seen that the second (or the third SGHQF (level 2) has identical performance with the UKF ( 3), and the first SGHQF (level 2) has identical performance with the UKF ( 5), which validates the Theorem 3.2. Moreover, different SGHQFs with accuracy level 2 exhibit more obvious differences in this case. The SGHQF (level 3) has better performance than all SGHQFs with accuracy level 2, the UKFs, and the CKF. It implies that the SGHQF (level 3) is able to capture the large uncertainties more efficiently than other filters.
The conventional GHQF (m 3) exhibits similar performance with the SGHQF (level 3). However, considering the computation burden, the SGHQF is superior to the conventional GHQF. In addition, the EKF shows the worst performance in this case.
From this case of study, it can be noticed that the univariate pointset selection strategy may greatly affect the performance of the SGHQF with accuracy level 2, which can be considered as a tunable parameter like the parameter for the UKF. However, the SGHQF with accuracy level 3 is not sensitive to the univariate point-set selection. In this sense, the SGHQF will reach a more stable and guaranteed estimation performance as the accuracy level increases.
Recall that the UKF can only ensure the accuracy level up to the thirdorder polynomials, while the SGHQF with accuracy level 3 is accurate to the fifth-order polynomials. In addition, from the filter design perspective, the SGHQF algorithm is very flexible to choose accuracy levels depending on the estimation requirement and computational resources. The designer can easily use higher accuracy level (L > 3) SGHQF to solve more complex multidimensional nonlinear estimation problems.
VII. Conclusions
In this paper, the SGHQ nonlinear filter was developed. The SGHQF requires significantly fewer points than the conventional multidimensional GHQF while maintaining the performance by virtue of the sparse-grid method, which facilitates real-time implementation. It was proven that the UKF with the suggested optimal parameter is a subset of the SGHQF with accuracy level 2.
The spacecraft attitude estimation application demonstrated that the new filter can achieve better performance than the EKF, UKF, and CKF. In the cases of small uncertainties (case 1 and case 2), the SGHQFs with accuracy level 2 and the UKFs all exhibit good performance and are much better than the EKF for case 2. Under larger uncertainties (case 3), the performance of the SGHQFs with accuracy level 3 is superior to all other compared filters and is very close to the conventional GHQF. Compared with level 2 SGHQFs, level 3 SGHQFs are insensitive to the point-selection strategies, which mitigates the burden of filter tuning. In addition, it is worth noting that the SGHQF uses far fewer points for all three cases (including level 2 and level 3) than the conventional GHQF (3 6 729) without sacrificing performance. Moreover, compared with the UKF or the CKF, the SGHQF is more flexible to use because it can achieve better performance by increasing the accuracy level with only a moderately increased number of points. 
