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I. INTRODUCTION
Ontology has been proven effective for providing the formal, explicit, and shared conceptualization of common knowledge in a particular domain [1] , and has been widely used in many disciplines, such as biomedical engineering [2] - [4] , knowledge engineering [5] - [7] , Web services [8] - [10] and RESTful APIs [11] . However, due to the decentralized ontology development, heterogeneous ontologies with different terms in different structures are developed by different communities. This case even exists in ontologies representing the same knowledge in the same domain. Consequently, interoperability among ontologies suffers from a semantic heterogeneity problem [12] . Automatically finding correspondences among semantically-related ontology terms has become an urgent issue for a research community to resolve.
Ontology matching [13] , [14] has been proven as an effective solution and many different approaches have been proposed in recent decades. Generally speaking, they match ontology terms and generate a set of alignments, e.g., equivalence and subclass alignments. Then these alignments are used for various tasks, such as ontology integration [15] . However, the following issues have been largely overlooked:
A. MATCHING WITHOUT USING BACKGROUND KNOWLEDGE
Most studies utilize terminological and structural methods that rely on domain ontologies themselves only. However, since domain ontologies are independently developed by different communities, the uncertainty during ontology matching becomes a serious problem for further applications [16] . In order to solve this problem, mapping domain ontologies to the same knowledge bases [17] becomes a considerable option. However, most of terms in domain ontologies can-not be mapped to a knowledge base by employing simple string-based techniques. For example, our experiments show that only 17.22% of domain terms can be successfully mapped to a knowledge base in this way. Therefore, how to use a knowledge base as a semantic bridge effectively is important for the community.
B. CONCEPTUALIZATIONS DEFINED AT DIFFERENT GRANULARITY LEVELS
The majority of current research has concentrated on discovering equivalence alignments between ontology classes [13] , [18] - [20] . An issue arises when dealing with conceptualizations of ontologies that may be defined at different granularity levels. For example, class Journal of one ontology is more specific than the corresponding class Publication of another. Therefore, researchers further take the subclass alignments between ontology classes into consideration to handle this issue [21] - [23] . These equivalence and subclass alignments only consider the relations between terms of the same type, e.g., classes are related only to classes. Alignments among terms of different types are left out while they are commonly seen in a semantic heterogeneity problem. For example, China of one ontology is an instance of the corresponding class Country of another.
C. INCOMPLETE MATCHING RESULTS
Since ontology matching is a fundamental technology for facilitating interoperability among ontologies, many benchmarks are available and can be used to evaluate ontology matching systems. However, as these datasets are developed by human experts, some correct correspondences are missing in expected alignments. Taking the dataset offered by Ontology Alignment Evaluation Initiative (OAEI) [24] as an example. A subclass alignment between class Book in 101 and class Entry in 301, which can be deduced on the basis of another equivalence alignment, is missing in the expected alignments between tests 101 and 301. In addition, a subclass alignment between class Journal in 101 and class Publication in 303, which cannot be deduced on the basis of other alignments, is missing in the expected alignments between tests 101 and 303 as well. Such incompleteness clearly affects the accuracy of performance evaluation.
In this paper, a Four-stage Ontology Matching Framework (FOMF) is proposed to deal with these three issues. Its idea is to employ an external knowledge base as the semantic bridge between two domain ontologies to enhance ontology matching's performance. The work makes the following contributions to ontology matching:
• A two-phase mapping strategy that employs a knowledge base to bridge domain ontologies to produce equivalence, subclass, sameas and instance alignments,
• Guaranteed completeness of alignments generated by matching techniques and inferred alignments, and
• Experimental results on the dataset derived from OAEI 2014 to show the effectiveness and outstanding performance of the proposed method over the state-of-the-art matching methods.
The rest of this paper is organized as follows. Section II reviews the related work. Section III gives a motivating scenario. Section IV defines an ontology matching problem with a knowledge base as the bridge. Section V overviews the proposed framework. Section VI details its steps. Section VII reports experimental results. Section VIII indicates the role of ontology matching in the field of semantic Web services, and Section IX concludes this paper.
II. RELATED WORK A. MATCHING TECHNIQUES
Due to the importance of ontology matching, researchers have proposed many approaches to this problem [25] . Based on how they calculate the similarity between two ontologies, we can summarize them into four categories:
1) STRING-BASED TECHNIQUES
The similarity between two ontology terms is considered as the one between their strings representing names or comments [26] . Well-adopted metrics include Levenshtein, Jaccard, Jaro-Winkler, Euclidean, and TF-IDF (term frequency-inverse document frequency) [27] . The major limitation of these techniques is that they do not take the semantics of compared strings into account, thus resulting into such errors as treating classes Reference and Conference as equivalent classes.
2) LANGUAGE-BASED TECHNIQUES
They consider ontology terms as words instead of strings [28] , [29] . Natural language processing is applied, such as tokenization, lemmatization, or stop-word elimination. Then external lexicons, dictionaries, or thesauri such as WordNet [30] , are employed to calculate the similarity among words. However, they fail to reveal the relations other than equivalence among ontology terms.
3) STRUCTURE-BASED TECHNIQUES
They rely on the structure of terms defined in ontologies [31] - [33] . Their idea is to take neighboring terms into account and analyze how the terms fit in the structure of an ontology. For example, the similarity flooding algorithm [34] represents ontologies as directed labeled graphs. The elements of two distinct models are similar when their adjacent elements are similar. Thus, a part of the similarity between two elements propagates to their respective neighbors. However, these methods suffer from resource consumption problems as they utilize in-memory structures to merge both ontologies [35] .
4) FORMAL RESOURCE-BASED TECHNIQUES
They are based on external formal resources, such as upper ontologies, domain-specific ontologies, and recorded alignments of previously matched ontologies, which define background knowledge for ontologies to be aligned [36] - [38] . The performance depends on the coverage of external formal resources and the way domain terms are matched against external formal resources.
B. MATCHING SYSTEMS
Much effort has been devoted to ontology matching algorithms and systems. Due to a large number of existing matching systems, and the space limitation, it is unrealistic to compile an exhaustive list of all of them. As shown in Table 1 , we present several ontology matching systems. Equivalence alignments are utilized to describe the correspondences among classes, and sameas alignments are utilized for individuals.
AgreementMakerLight (AML) [39] , [47] is an automated ontology matching system derived from AgreementMaker [48] , which reuses and adapts several components of AgreementMaker, and includes a growing number of novel components. It implements several matching methods with different levels of granularity, such as parametric string and neighbor similarity matchers.
Ontology Alignment at Terminological level (AOT) [40] uses various string-based matching algorithms with a local filter to find correspondences among ontologies to be aligned. Ontology Alignment at Terminological and Linguistic level (AOTL) [40] combines different similarities calculated by string-based algorithms with similarities calculated with WordNet, and then applies a filter to find correspondences.
LogMap [41] , [42] is an ontology matching tool whose core is an iterative process that starts from initial anchors, and alternates mapping repair and mapping discovery. New mappings are discovered by iteratively exploring the input ontologies starting from the initial anchor mappings and using the ontologies' class hierarchy. LogMap implements two principles: a) consistency principle, the mappings should not lead to unsatisfiable classes in the integrated ontology; and b) locality principle, the mappings should link entities that have similar neighbourhoods. LogMapLite [42] is a lightweight variant of LogMap, which applies string matching techniques only. LogMap-C [42] is another variant of LogMap. In addition to the two mentioned principles, LogMap-C implements the conservativity principle, i.e., the mappings should not introduce alterations in the classification of the input ontologies [49] , [50] .
MaasMatch [43] is an ontology mapping system with the initial focus on fully utilizing the information located in the term names, labels and descriptions to produce a mapping between two ontologies. It computes a similarity cube by aggregating syntactic, structural, lexical and virtual document similarities.
OMReasoner [44] creates an extensible framework for the combination of multiple matchers, including string-based and WordNet-based matchers, to produce literal correspondences, and reasons about ontology matching using a description logic reasoner to deduce further semantic correspondences with literal correspondences as input. RSDL Workbench (RSDLWB) [45] matches two Unified Modeling Language (UML) class models that are part of respective Rich Service Description Language (RSDL) specifications and generates a relational Query View Transformation (QVT) script, which acts as a mediator enabling the translation between two behavioral models. This system uses various matching techniques, e.g., string-based and languagebased ones.
XMap++ [46] , [51] is an ontology alignment tool capable of matching large scale ontologies. It uses different similarity measures of different categories to understand ontologies' semantics, including string, linguistic, and structure-based ones, and combines multiple similarity matrices to a single aggregated similarity matrix.
All the above-mentioned systems concentrate on discovering equivalence alignments among ontology classes. Some of them are well-known for having participated for a number of years in OAEI. As their common shortcoming, they have overlooked the subclass and instance alignments that can be derived from acquired equivalence alignments.
The most closely related work to ours is presented in [17] . It proposes a framework for addressing the semantic heterogeneity problem among domain specific ontologies based on external knowledge bases. For convenience, we denote it as OFK standing for Ontology-merging Framework via Knowledge bases. It performs an initial check on each input ontology to validate whether semantic relations among the classes of the input ontologies are contradicting the semantic relations used to connect the same classes in the knowledge bases. In other words, classes in domain ontologies are mapped to the same classes in the knowledge bases by comparing strings of domain classes with strings of classes in the knowledge bases. Then semantic relations in the knowledge bases are directly applied to define the semantic relations in domain ontologies. For two classes with at least one of them being undefined in the knowledge bases or two individuals, OFK uses the Jaro-Winkler distance to find the equivalent classes or sameas individuals.
One concern about OFK is that domain classes are matched against knowledge bases by employing simple string-based techniques, since classes in domain ontologies are mapped to the same classes in knowledge bases. As a consequence, few domain classes can be mapped to the corresponding classes in knowledge bases. The other concern is that the Jaro-Winkler distance simply takes the strings of domain terms as inputs, but considers no semantics of compared classes or individuals.
It can be observed from Table 1 that:
• These systems rarely employ formal resource based techniques. Most of them use string, language, and/or structure-based techniques. In fact, many concentrate on combining and extending the known methods. In comparison with previous systems, our framework FOMF employs a comprehensive knowledge base as the semantic bridge between two domain ontologies, and utilizes a similarity-based strategy in case that certain domain terms cannot be mapped to any in the knowledge base.
• All of them except OFK focus on equivalence alignments only while OFK deals with subclass and sameas alignments. In comparison with previous systems, FOMF generates more types of alignments, including equivalence, subclass, instance, and sameas alignments.
III. A MOTIVATING SCENARIO
In this section, we use a simple example to illustrate why ontology matching is important. The example is about matching semantic Web services. Suppose that we have a request and several services, which are based on requests and services provided by OWLS-TC4 1 (short for OWL-S Service Retrieval Test Collection). Their details are presented in Table 2 , where <p, c> represents an input or output parameter p along with its corresponding class c. Two ontologies are utilized to describe them. Fig. 1 shows the concept subsumption hierarchy of these two ontologies. In order to find relevant services for request ''CityCountry_Hotel_Request'', which requests for hotels in a city located in a given country, we need to match the request against the services. For details of semantic service matching filters and matching degrees please refer to [52] . Obviously, all the four services are semantically relevant to the request, since service ''CityCountry_Hotel_Service'' returns names of hotels in a city located in a given country, service ''City_LuxuryHotel_Service'' returns information of luxury hotels of a given city, FIGURE 1. Concept subsumption hierarchy of the two ontologies utilized in Table 2 .
service ''City_Accommodation_Service'' returns information about accommodations in a given city, and service ''City_BedAndBreakfast_Service'' returns information of bed-and-breakfast facility of a given city. In other words, all the four services should be returned as matching results to the request. However, due to the lack of ontology alignments between the two ontologies, only service ''CityCountry_Hotel_Service'' is returned as a relevant service to the request while the others are un-identified. Therefore, it is necessary to perform the ontology matching for improved service matching.
IV. PROBLEM DEFINITION
For convenience, we summarize the notations used in the paper as shown in Table 3 . Based on them, we can formally define a knowledge base, domain ontology, mappings between them, and alignments between two domain ontologies. 
where
|} is a set of classes where a class is a type of things and characterized by some features that all of its instances share,
|} is a set of individuals where an individual is a single thing,
, sameAs, instanceOf } represents a set of semantic relations, and 
where 
where R A = {equivalenceOf , subClassOf , sameAs, instanceOf } is the set of semantic relations between t Based on the above definitions, we can formally define the matching problem as follow:
Definition 5: As shown in Fig. 2 , given (t
, matching domain terms through a knowledge base can be formally defined as finding a function to identify the semantic relation r a 1 between t Property 1: EquivalenceOf and sameAs are symmetric, reflexive and transitive, subClassOf is transitive, and instanceOf is neither symmetric nor transitive. Table 4 displays the fundamental principles for reasoning. Note that classes can have either individuals or classes as their instances. As shown in Fig. 3 , BiologicalSpecies, the collection of all biological species, has Dog, the collection of all dogs, as its instance. Dog has Snoopy, an individual dog, as its instance. Furthermore, subClassOf does not transfer through instanceOf, and instanceOf does not transfer through instanceOf either. For example, Dog is a subclass of Mammal, the collection of all mammals. Mammal is an instance of BiologicalClass, the collection of all biological classes. We cannot conclude that Dog is an instance or a subclass of BiologicalClass. Similarly, Snoopy is an instance of Dog, and Dog is an instance of BiologicalSpecies. We cannot conclude that Snoopy is an instance of BiologicalSpecies.
V. GENERAL OVERVIEW OF FOMF
Based on definitions given above, to match domain ontologies via a knowledge base, we present a four-stage ontology matching framework (FOMF), as shown in Fig. 4 . The first stage aims at mapping terms in domain ontologies to those in the knowledge base. Specifically, FOMF starts with searching for term candidates in the knowledge base for domain terms, and then selects an appropriate term in the knowledge base as the final mapping for a domain term.
In the next stage, FOMF produces alignments among domain terms from different ontologies by exploiting the mappings and relations in the knowledge base. Its essence is to search a reachable path whose length is no more than 3 as illustrated in Fig. 2 , from one domain term to another through their corresponding terms in the knowledge base, and then identify the semantic relation between two domain terms by reasoning on the path.
Note that some alignments cannot be generated by the second stage. For example, if a domain term cannot be mapped to any in the knowledge base, we cannot produce alignments involving the domain term through the knowledge base. Moreover, it may not be able to produce the alignment even if the mappings for two domain terms are available. To deal with such cases, the third stage of FOMF utilizes similarities among the considered terms to find the equivalence alignments among domain classes and the sameas alignments among domain individuals.
Considering that alignments directly acquired by matching techniques tend to be incomplete, we deduce more inferred alignments on the basis of alignments already acquired. Such deduction is performed by constructing connected graphs based on domain ontologies and reasoning on paths in connected graphs. All alignments together help guarantee the completeness of matching results.
VI. PROPOSED METHODOLOGY A. MAPPING DOMAIN ONTOLOGIES TO KNOWLEDGE BASE
Mapping domain ontologies to a knowledge base is a fundamental stage in our framework. In order to guarantee the mapping performance, for each domain term, we first generate a set of mapping candidates in the knowledge base, and then select the most appropriate one.
1) GENERATING MAPPING CANDIDATES
The goal of this phase is to generate mapping candidates in the knowledge base given a domain term. It can greatly affect the performance of the whole framework. Therefore, we design a two-phase mapping strategy to guarantee the effectiveness of this mapping procedure.
a: EQUIVALENCE SEARCH
The full name or label of a domain term is utilized, which is attached to the domain term and extracted from domain ontologies. Typically, untokenized words are utilized to define names of domain terms. Therefore, word segmentation is firstly applied to names of domain terms, and then abbreviations are rewritten in full. Terms in the knowledge base whose denotation matches the full name or label are regarded as equivalence mapping candidates. For a domain class, its equivalence mapping candidates are a set of classes in the knowledge base, while for a domain individual, its equivalence mapping candidates are a set of individuals. For example, for a domain class named TechReport, ''Tech Report'' is utilized for searching classes in the knowledge base. Similarly, for a domain individual labeled by Steffen Staab, ''Steffen Staab'' is utilized for searching individuals in the knowledge base. 
b: GENERALIZATION SEARCH
If no equivalence mapping candidate can be found, its alternative would be generalization mapping candidates. In the case of a domain class with a compound name, its head word, the word around which a phase is formed, is first acquired by constructing the parser tree of the compound name, and then the head word is utilized for searching classes in the knowledge base whose denotation matches the head word. For example, if we cannot acquire equivalence candidates by using ''Tech Report'', we utilize ''Report'' to find generalization candidates. As mentioned above, a domain individual is a single thing, and thus it is meaningless to acquire an individual's head word. Therefore, for a domain individual, its generalization mapping candidates are acquired by utilizing its direct type. For example, if we cannot acquire equivalence candidates for ''Steffen Staab'', we utilize the direct type of the domain individual, namely, class Person. Equivalence or generalization mapping candidates of class Person are generalization mapping candidates of the domain individual.
2) SELECTING APPROPRIATE MAPPINGS
Given domain terms and their mapping candidates, this phase aims at selecting the appropriate mapping for each domain term. Considering that a domain term may have one or more mapping candidates, for each mapping candidate, a similarity value is first calculated between the domain term and the mapping candidate by using a tool called DISCO [53] . Note that our framework is flexible to replace DISCO with any other semantic similarity evaluation tool. Here we use DISCO because it computes the similarities based on the statistical results by analyzing very large text collections. Next, these mapping candidates are sorted in descending order by their similarity values.
Note that compared with only considering similarity values, the quality of mappings can be effectively improved by taking semantic relations among domain terms into account. As shown in 
is mapped to the mapping candidate with the highest similarity value; otherwise, we continue by starting from the mapping candidate with the second highest similarity value, and so on.
B. KNOWLEDGE BASE ASSISTED ONTOLOGY MATCHING
Alignments among domain ontologies are first acquired based on equivalence or generalization mappings for these ontologies. Based on Definition 5, a directed graph is constructed by modeling the four terms as four vertexes. An edge is established between two vertexes if there is a semantic relation between their corresponding terms, and labeled by the semantic relation. In addition, an additional edge is established with the opposite direction between two vertexes if the semantic relation between their corresponding terms is symmetric, and labeled by the semantic relation as well.
Consequently, generating the alignment between domain terms t
j is transformed to finding a path directed from one domain term to another in the directed graph and identifying the semantic relation based on a path through reasoning, formally,
To generate the alignment between two domain terms, the first step is to find a path without any loop from one domain term to another in the directed graph. This is achieved by a depth-first search algorithm. 
j . The second step is to identify the relation based on the path through reasoning. The reasoning is guided by principles in Table 4 . Again using the path from t
as an example, the semantic relation between t
is identified on the basis of (t 
C. SIMILARITY ASSISTED ONTOLOGY MATCHING
As discussed above, alignments in certain cases cannot be generated by the knowledge base assisted ontology matching. To deal with them, we use the similarity-based strategy to discover equivalence and sameas alignments. Firstly, DISCO is utilized to calculate the semantic similarity between two domain terms. If the similarity is not less than a given threshold, these two domain terms are regarded as equivalent classes or same individuals. Otherwise, their comments are turning into a vector space model and the cosine similarity between these two vectors are considered as the similarity. The reason is that if two domain terms have similar comments, the two domain terms are possible to represent the same things. Similarly, if this similarity is not less than another given threshold, the relation equivalenceOf is assigned to two classes and sameAs is used for individuals. Note that the similarity between two domain terms can also be calculated by aggregating the DISCO similarity and cosine one as needed. The two thresholds can be assigned based on experience [54] .
D. DEDUCING INFERRED ALIGNMENTS
As we know, many efforts have been made to study the semantic matching problem and some benchmarks have been presented to evaluate the matching performance. However, since expected alignments for these benchmarks are developed by human experts, some alignments are missing in the expected alignments. Thus these benchmarks suffer from incomplete matching results. Some missing alignments can be inferred from other expected alignments. For example, a missing subclass alignment between class Book in 101 and class Entry in 301 can be inferred from an expected equivalence alignment between class Reference in 101 and class Entry in 301, since class Book is a subclass of class Reference. Note that this incompleteness certainly affects the accuracy of performance evaluation. To guarantee the accuracy of performance evaluation, inferred alignments are deduced from acquired alignments generated by matching techniques and expected alignments provided in benchmarks. The deduction is based on hierarchies of domain ontologies and existing alignments among them. Given an alignment (t
graph is constructed as illustrated in Fig. 6, i. e., G = (V , E ), where
Each triple (v 1 , r, v 2 ) ∈ E represents an edge directed from v 1 to v 2 and labeled by r. Obviously, G is a connected graph, since for any t d 1 ∈ V 1 and any t d 2 ∈ V 2 , we can find a path from t d 1 to t d 2 . Then inferred alignments are generated by reasoning on paths.
VII. EXPERIMENTAL RESULTS

A. DATASET
The dataset is derived from the benchmark test series in OAEI-2014. 3 As our approach exploits names and comments of terms, we do not include ontologies in which names of terms are replaced by random strings or strings in other languages than English, or comments are suppressed or translated into another language. In addition, we have excluded ontologies that are not utilized in previous matching systems. Therefore, ontologies corresponding to tests 221-225, 228, 232-233, 236-241, 246-247 (test series 2 for short), which are alterations of test 101, and the four real-world ontologies corresponding to tests 301-304 (test series 3 for short) are utilized in the experiment. Ontologies in test series 2 and 3 are to be aligned with test 101. OpenCyc 4 is utilized as the knowledge base. The reason that we utilize OpenCyc is that it contains hundreds of thousands of terms organized in a carefully designed ontology, and provides various Java APIs for easy access. The benchmark test series also provide expected alignments between test 101 and ontologies from test series 2 and 3. Our concern is the incompleteness of expected alignments. For example, consider the expected alignments between tests 101 and 301. According to the expected alignments, an equivalence alignment is defined between class Reference in 101 and class Entry in 301, and a subclass alignment is defined between class Report in 101, which is a subclass of Reference, and class Entry in 301. However, the subclass alignment between class Book in 101, which is also a subclass of Reference, and Entry in 301 is not included in the expected alignments. Both subclass alignments can be regarded as inferred alignments of the equivalence alignment. However, the former subclass alignment is explicit in the expected alignments, while the latter is not. To deal with this, all inferred alignments are deduced based on expected alignments and hierarchies of ontologies. Then the ground truth for the dataset is the combination of expected and inferred alignments. Table 5 reports the basic statistics in the considered dataset. Column ''#Expected Alignments'' displays the number of alignments provided by OAEI, and column ''#Ground Truth'' shows the number of alignments provided by OAEI and inferred alignments.
B. METRICS
The following measures are adopted in the evaluation:
• Precision: The number of acquired alignments that are in ground truth divided by the number of all acquired alignments, i.e., precision = |{acquired} {ground truth}| |{acquired}|
• Recall: The number of acquired alignments that are in ground truth divided by the number of all alignments in ground truth, formally, recall = |{acquired} {ground truth}| |{ground truth}|
• F-Measure: The harmonic mean of precision and recall, formally,
• Accuracy: The proportion of true alignments among all alignments examined, formally, accuracy = |{true alignments}| |{all alignments}| (11) 
C. EXPERIMENTS ON TEST SERIES 2
Since the ground truth for test series 2 merely includes equivalence alignments and inferred alignments deduced by equivalence alignments, the goal of test series 2 is to evaluate the performance of the proposed FOMF in discovering equivalence alignments via matching techniques and deducing inferred alignments on the basis of these equivalence alignments. To achieve this, only equivalence alignments are used when deducing inferred alignments. Table 6 presents the recall of alignments acquired by the proposed FOMF and matching systems that participated in the OAEI-2014. It can be seen that FOMF, MaasMatch, and OMReasoner achieve the highest recall, with a 100% recall. This means that they can all effectively produce all the alignments in the ground truth. Furthermore, as shown in Fig. 7 , it can be seen that FOMF achieves the highest precision, with the average precision of 99.93% which is well above the other two. Therefore, it can be concluded that FOMF outperforms its peers in generating equivalence alignments by using matching techniques.
D. EXPERIMENTS ON TEST SERIES 3
The goal of test series 3 is to evaluate the performance of FOMF in discovering all the four types of alignments via matching techniques and deducing inferred alignments on the basis of these alignments. We attempt to provide a comparative analysis of different techniques used in FOMF and OFK. In the stage of mapping domain ontologies to the knowledge base, FOMF maps domain terms to equivalence and generalization terms in the knowledge base, namely equivalence and generalization mappings (EG for short), while OFK maps domain terms to the same terms in the knowledge base, namely same mappings (SA for short). In the stage of knowledge base assisted ontology matching, FOMF generates semantic correspondences among domain terms by reasoning on the basis of equivalent and generalization mappings (RE for short), while OFK produces semantic correspondences among domain terms by directly applying semantic relations among the same terms in the knowledge base (DA for short). In the stage of similarity assisted ontology matching, FOMF utilizes DISCO and comments to compute the similarities (DC for short), while OFK adopts the JaroWinkler distance to calculate the similarity (JW for short). The stage of deducing inferred alignments is not included in OFK. Consequently, we conduct four experiments, by employing different techniques in the first three stages and performing the deducing-inferred-alignments stage. Table 7 illustrates particular techniques employed in the first three stages in each experiment. The comparison between our work and OFK is performed via E4 and E1. Table 8 presents the FMeasure, recall and precision of alignments in Experiments 1-4. From the results in Table 8 , we conclude that FOMF brings 6% -29% improvement in F-Measure and 19% -42% improvement in precision over OFK. In addition, we reach the following useful conclusions.
1) DC V.S. JW
By comparing E2 against E1 and E4 against E3, we observe that there is no significant change in recall, while DISCO and cosine similarity brings 22% -42% improvement over Jaro-Winkler distance in precision. The reason is that most equivalence alignments acquired by DISCO similarity can also be obtained by Jaro-Winkler distance, but Jaro-Winkler distance sometimes produces wrong equivalence alignments. For example, the latter yields a wrong equivalence alignment between classes Reference in 101 and Conference in 301.
2) EG+RE V.S. SA+DA By comparing E3 against E1 and E4 against E2, our first observation is that there is no obvious change in recall, while equivalence and generalization mappings bring 2% -21% decline over same mappings in precision. On one hand, although expected alignments for test series 3 include equivalence and subclass alignments, equivalence alignments account for a large proportion of all the expected alignments, ranging from 48% to 93%. This is the reason why no obvious change in recall. On the other hand, ontology matching based on equivalence and generalization mappings acquires more alignments that are missing in the ground truth. As a consequence, precision of alignments in experiments using equivalence and generalization mappings is down. Later we will further evaluate the quality of alignments missing in the ground truth.
Another observation is that only 17.22% of domain terms are mapped to the corresponding ones in the knowledge base by SA, while 87.56% of domain terms are so by EG. In other words, EG brings 70% improvement over SA in the proportion of domain terms that are mapped to the knowledge base. Moreover, mapping domain terms to the same terms in the knowledge base does not always mean that domain terms and the corresponding terms in the knowledge base have the same semantics. For example, class Collection in 101 is mapped to class Collection in OpenCyc via SA, which is inappropriate, since Collection in 101 represents a book that is a collection of texts and articles, while Collection in OpenCyc is the collection of all collections of things. Such issues are well addressed in our equivalence and generalization mappings but not in any other known methods.
3) EVALUATION OF ALIGNMENTS MISSING IN THE GROUND TRUTH
Though the ground truth is the combination of expected alignments and inferred alignments, it still misses some correct correspondences since they cannot be deduced on the basis of expected alignments, such as the subclass alignment between class Journal in 101 and class Publication in 303 as presented before. Therefore, in order to evaluate the accuracy of such alignments, we implement a prototype tool for the VOLUME 5, 2017 manual check of such alignments, as shown in Fig. 8 . The bibliographic ontology, namely test 101, is automatically loaded in (1). The user can choose an ontology in (2) to be loaded in (3), and then select techniques used in ontology matching in (4) . Alignments between two ontologies that are missing in the ground truth are displayed in (5) . The tool allows users to check certain alignments with which they disagree in (5) and submit these alignments in (6) . Fig. 9 presents the accuracy of alignments missing in the ground truth by manual check. It can be observed that E4 achieves higher accuracy over E1, and brings 17% -67% improvement in the accuracy of alignments missing in the ground truth over E1.
Therefore, in comparison with OFK, the benefits of FOMF are four-fold. First, FOMF brings 6% -29% improvement in F-Measure and 19% -42% improvement in precision over OFK. Second, equivalence and generalization mappings bring 70% improvement over same mappings in the proportion of domain terms that are mapped to the knowledge base. Third, DISCO and cosine similarity brings 22% -42% improvement over Jaro-Winkler distance in precision. Fourth, FOMF brings 17% -67% improvement in the accuracy of alignments missing in the ground truth over OFK. 
VIII. ROLES OF ONTOLOGY MATCHING IN SEMANTIC WEB SERVICES
As mentioned earlier, ontology has been widely adopted for modelling semantic Web services [55] and achieving automatic service matching, discovery and composition [52] , [56] - [75] . More specifically, ontological concepts are utilized to semantically describe elements in Web services, such as inputs and outputs, and then these concepts are employed to reason about relations among elements of differ- ent Web services. Most studies assume that all the ontological concepts used in semantic Web services belong to the same ontology. However, this may not be the case in practice, since it is unlikely to find or build an ontology that can be applied for all Web services. In fact, heterogeneous ontologies are utilized to describe them. Fig. 10 shows the role of ontology matching in the area of semantic Web services. It provides a basis for their further usage. When multiple ontologies are utilized for describing services, these ontologies are first aligned, and the resultant alignments are then employed for semantic matching, which is an essential step both in service discovery and composition.
Continuing with the case presented in Section III, with the support of alignments between the two ontologies, which are shown in colored rectangles in Fig. 1 , it is determined that ''CityCountry_Hotel_Service'' exactly matches the request, ''City_LuxuryHotel_Service'' plugs into the request, ''City_Accommodation_Service'' subsumes the request, and ''City_BedAndBreakfast_Service'' is nearest-neighbor matching with the request. As a result, all the four services are considered semantically relevant to the request.
IX. CONCLUSION
Ontology matching plays a crucial role in addressing the semantic heterogeneity problem. Extensive efforts have been made to establish the correspondences among terms in different ontologies in the last decades. Since ontology has been widely used in many different disciplines, both industrial and academic researchers are interested in improving the matching performance. In this paper, by employing a knowledge base as the bridge, we propose a four-stage ontology matching framework for finding alignments among terms from different domain ontologies. A two-phase mapping approach including equivalence and generalization mappings is proposed to enhance the performance of mapping domain terms to the knowledge base and produce equivalence, subclass, sameas and instance alignments. Integrated with the similarity measures to find equivalence and sameas alignments among domain terms without the knowledge base, based on the acquired alignments among domain ontologies, we further derive the inferred alignments to generate comprehensive correspondences. Finally, we use the dataset derived from OAEI-2014 to evaluate our framework's performance. Comparing with the three state-of-the-art matching systems:
• Our framework achieves the 100% recall, and the highest precision with the average precision of 99.93% in generating equivalence alignments via matching techniques.
• Our framework brings 6% -29% improvement in F-Measure and 19% -42% improvement in precision when generating all the four types of alignments, 70% improvement in the proportion of domain terms that are mapped to knowledge base, and 17% -67% improvement in the accuracy of alignments missing in the ground truth. In the future, we plan to test the scalability of the framework by using ontologies with large scale. Moreover, we plan to study mechanisms of collaboration among different knowledge bases and improve our framework by using multiple knowledge bases. In addition, we plan to introduce user involvement into the matching process and further improve the performance of ontology matching.
