Genetic regulatory networks are often represented as Boolean networks and characterised by average parameters such as internal homogeneity (the probability that a node outputs a 1). Here we present a different formalism in which the nodes interact through positive and negative links with the state of the nodes determined by a single, general logical function. The main parameter of the system is in this case the proportion of negative links. At a critical value of the proportion of negative links the networks display a phase transition from a periodic to a chaotic regime The proportion of negative links in the bacterium Escherichia coli corresponds in our model to a range where the network behaves at the edge of chaos.
Introduction
The genetic regulatory network of a cell is a complex dynamical system yielding a wide diversity of living cells and organisms. Specific variations at any small or large scale in the level of expression of the genes, in their timing of action and in the architecture of the network are amongst the factors responsible for such diversity [1] . Boolean networks, a general form of cellular automata, have long been used to study the dynamical properties of such biological systems at both small and large scale [2, 3] . For example, Boolean networks are used to represent the genetic regulatory networks inferred from mRNA data [4] and as models of cell differentiation [3, 5] .
Here, we use a variant of Boolean networks to model genetic regulation and to study properties related to architecture and dynamics. In the Boolean network introduced by Kauffman [3] , also called the NK-model, the state of each of N nodes is represented by a Boolean variable (ON or OFF) where the output value is determined by a Boolean function, or transition function, that has for input the K connections to that node. The model is characterised by parameters such as the internal homogeneity, p, that is the probability that an output is ON [3, 6] , and the size of the stable core given by the number of stable nodes, that is the nodes that have a constant state independent of the initial state [7] . This model displays a complex dynamics. A major result of the NK-model [3] is the phase transition occurring at K = 2 between a crystallised phase (K < 2) and a chaotic phase (K > 2). For K = 2, the network is said to operate at the "edge of chaos" [3] .
From the point of view of genetic regulation, the traditional representation of Boolean networks does not capture adequately the regulatory mechanism of the genes. We choose a different representation by assigning to the links either a positive or a negative regulatory effect in a way similar to the activating or inhibiting effect of regulatory genes on those that they regulate. Although this could be modelled in the framework of classical Boolean networks, our results differ in many aspects and, allow comparisons to real biological data.
We first introduce the genetic regulatory model and then show that a critical regime occurs for two ranges of the proportion of inhibitor links, µ. Further analysis of this critical regime shows that the network behaves at the edge of chaos. Though this transition is usually observed for variation of the internal homogeneity [6, 8] , our study shows that µ and p are different parameters. Furthermore, we find that the fraction of negative links in this critical regime corresponds to that found in the transcriptional network of the bacterium Escherichia coli, suggesting that it too behaves at the edge of chaos.
The Model

Architecture of the model
We consider directed networks where the agents, or nodes, represent the cellular machinery of gene regulation and the links represent the regulating influence of the agents on each other. The links, which are fixed, can either have an activating or inhibiting effect on the nodes to which they are connected. A network is represented by its adjacency matrix A, with elements aij given by
We denote by µ the proportion of repressors in the network, that is the number of negative links in the matrix A as a fraction of the number of non-zero links. The mean connectivity of the network is k = <Σaij>.
Dynamics
As for Boolean networks, each agent of the network is characterised by its binary state. The configuration of the network at any one time is given by a vector S(t), where the element s i (t) is the state of agent i at time t, such that s i (t) = 0 if the agent is OFF and s i (t) = 1 otherwise.
The dynamics of the network is provided by a simple rule in which the state of the nodes at a given time step depends only on the configuration of the network at the previous time. This rule states that a node is ON if the number of active positive incoming links to the node is greater than the number of active negative ones. Furthermore, only the nodes that are ON can exert their control over the other nodes: that is a node that is OFF does not exert any control on other nodes whatever its outgoing links may be. This translates to the following expression in which a node i is ON at t + 1 if (1) and otherwise the node is OFF. A consequence is that if all of the nodes connecting a node i are OFF, this node does not receive signals; this node is OFF by default. The nodes that remain OFF in this way during the simulation belong to the inactive core of the network. The other nodes are part of the active core.
Although the activation function in equation (1) could be expressed as a Boolean function, this would neither be the most appropriate approach, nor the simplest. The function given in (1) is a more general function than the standard activationinhibition functions, where a node is activated if there is at least an activator but no inhibitor and not activated otherwise. Indeed, expression (1) carries a simple symmetrical cooperative effect between activators and between inhibitors: the more 
activator the more likely a node will be activated and, conversely, with the more inhibitors the more likely a node will be inhibited. Finally, observations suggest that the binding of a regulator to specific DNA sequences may not be binary, that is designed to bind or not. On the contrary, there are apparently thresholds conditioned, for example, by the specificity of the sequence or the concentration of the regulator [13] . Nevertheless for simplicity in this paper we set the threshold to zero.
External input
We consider that the networks are not autonomous, that is they cannot exhibit a dynamics in the absence of a constraining environment. A subset of the nodes is chosen to receive an external input, or signal, which are subsequently considered as input nodes. There are several possibilities for the choice of those nodes: the nodes without incoming links, a subset of those, a subset of any nodes, etc. However, for simplicity, the subset of input nodes is chosen at random regardless of the connectivity of the nodes. The chosen nodes remain ON at any time regardless the value of equation (1), which provides a clamping effect on the network.
Result
In the following, we consider two different network architectures: a random network in which links are formed between pairs of nodes at random [10] and a power-law network [14] . These networks differ in many aspects such as in their degrees of clustering and diameter [10] . The networks presented below are constructed with a number of nodes and a mean connectivity of the order of magnitude that is observed in typical bacterial models, that is of the order of 1000 nodes and a small mean connectivity, in view of the sparseness of the regulatory networks in cellular organisms [15] .
At the start of a simulation, all the nodes of the network are set to be OFF. A number of nodes, set to I = 50 in the following, is selected at random with equal probability, to receive an external input. The state of each node is then repeatedly updated until either an attractor is found, which occurs after a transient phase, or until a maximum number of set time steps, L, is reached.
Phases
For µ  varying between 0 and 1, simulations show that for random networks with N = 1500 nodes and k = 8.0 the model displays three different behaviours characterised by the nature of the attractor. The network is (i) crystallised if the attractor is a fixed point, (ii) periodic if the attractor cycles over a length of time < L and (iii) considered to be chaotic if no period is found, that is the network has a period > L. This relates to the fact that for large scale networks a period may not be reached in a reasonable computational time, despite the fact that in a finite deterministic model a period must exist. The three observed behaviours are characteristic of classical Boolean networks and cellular automata [3, 6, 16] . As shown in Fig. 1 for L = 10 5 , the probability of finding a particular attractor depends on the value of µ. Thus, for µ < 0.27 and µ > 0.78, the network is likely to have a have a fixed point attractor while for 0.27 < µ < 0.38 and 0.65 < µ < 0.78 the network is more likely to reach a periodic attractor with a peak at µ ~0.35 and µ ~ 0.70. Finally, for 0.38 < µ < 0.65 the network is most likely to be in the chaotic regime with a symmetry in the distribution at µ ~ 0.53.
Networks with a power-law distribution of the degree of connectivity show identical results (data not shown), which suggests that the architecture does not influence the behaviour of the model in this respect.
Further information is required to determine whether the periodic behaviour of the network has properties similar to that of cellular automata at the edge of chaos. In cellular automata, the probability for a node to be ON depends on a parameter λ, that is identical to the internal homogeneity of Boolean networks [16] . For λ close to 0 the system presents no activity after a very short number of steps. For λ around 0.2 some oscillatory states will persist either locally or propagating through the system in what are defined either as local or as propagating structures, respectively [16] . For λ around 0.3 those structures start to interact in complex patterns and when λ reaches 0.5 the system has become chaotic [16] . Here, a local structure is characterised by a periodic pattern confined to its neighbourhood (a node and the nodes it is directly connected to), while a propagating structure is a pattern that travels across neighbourhoods. In the network model, these structures are characterised by specific motifs. For example, the oscillatory state of node B generated by the structural motif in Fig.2(a) can spread only to its neighbouring node C, and similarly, the oscillatory state of node C can spread only to its neighbouring node B. The oscillatory pattern formed by the variation of the states of the nodes B and C is therefore local. Introducing a series of nodes between the nodes B and C, as shown in Fig. 2(b) , allows the oscillatory states to propagate beyond its neighbourhood. The oscillatory pattern in the neighbourhood of node B is then a propagating structure.
To test whether the network behaves at the edge of chaos we need to look first at the number of local and propagating structures observed in a given network as the proportion of negative links increases [16] . This is equivalent to looking at the number of cyclic motifs in the part of the network formed by only the nodes of variable state. In addition, we need to check whether these structures are interacting with each other, that is, whether these structures can be connected by paths between the nodes of variable state. The number of cyclic motifs for a network of 1500 nodes and k = 8.0 is shown in Fig. 3(a) for a given network, and a given set of input nodes, as µ increases from 0.3 to 0.46. The number of cyclic motifs is measured by investigating the network made up of the nodes of variable state. First, we list all the nodes that are connected to a chosen starting node. Those nodes become starting nodes and the nodes connected to them are subsequently included in the list. This is repeated until no new node is added to the list. We then extract the nodes that appear at least twice in the list as they are either part of parallel pathways, as in a feedforward loop for example [17] , or they belong to a cycle, or both. Each of the selected nodes is then considered as the potential start of a cyclic pathway with the condition that once any such starting node has been identified as part of a cycle it cannot be part of any other cycles. This tends to under-estimate the number of cycles although it does not impair the result as shown below.
We also show in Fig. 3(b) the number of nodes of variable state forming the network. Thus for a small proportion of negative links (µ ~ 0.3), where the network is likely to be crystallised, the number of cyclic motif is small (Fig. 4(a) ). As the proportion of negative links increases to about µ ~ 0.39, the number of cycles rises by one order of magnitude. Beyond this value where the network is likely to be chaotic (Fig. 1) , the number of cyclic motifs varies as N, despite the under-estimation of the number of cyclic patterns. Note that all these structures are propagating: the probability of having a simple local structure such that of Fig. 2(a) is proportional to k N −2 , hence close to zero in a network of small connectivity. Figure 3(b) shows also that the size of the network made of nodes of variable states varies similarly to the number of cyclic motifs. Finally, the measured number of independent components is less than 3, meaning that the propagating structures are interacting with each other. This demonstrates that for a range of µ, the network behaves at the edge of chaos.
Discussion
Classically, the behaviour of Boolean networks is affected by the bias introduced by the internal homogeneity parameter, p [3, 6] . In the present model, the behaviour of the network is similarly affected by the proportion of negative links, µ. However, the parameters p and µ are noticeably different, this for the two following reasons. First, the value of p calculated from expression (1) for given values of µ  does not equal µ. For example, in a structural motif where one incoming link is positive and another one is negative, that is µ = 0.5, the probability for a node to be ON according to (1) is p = 0.25. Second, in the classical case, each value of p corresponds to a set of Boolean functions, whereas in our model each value of µ corresponds to a specific p calculated according to (1) , but also to a Boolean function. Expression (1) determines the only possible Boolean function for a given value of µ and a given number of incoming links, ensuring that the logic of the transition functions is constant over the range of µ.  This has the modelling advantage that µ together with (1) provides a control parameter over the internal homogeneity of the system.
The rather different formalism adopted in the representation of the interactions between genes allows us to make comparisons with real genetic regulatory networks. For instance in RegulonDB, the transcriptional network of the bacterium Escherichia coli is described in term of the activating, inhibiting or dual function of regulators on the genes they regulate [18] . Considering the dual effect as a neutral one, the proportion of negative links to that of the total number of links, excluding those with a dual effect, gives µ = 0.4. This corresponds in our model to a range at which the network is almost as likely to be periodic as to be chaotic, that is, it operates at the edge of chaos. This suggests that, similarly to the model, the transcriptional network of E. coli operates at the edge of chaos. Furthermore, the value of µ at which the networks are more likely to be periodic spans a small range, meaning that the value of µ for real systems may not be unique. However, because of the need for both robustness and adaptability we do expect a fine tuning of this value. Indeed, a small increase in µ and the networks may become too sensitive to perturbations, while conversely a small decrease in µ and the networks may become unresponsive to a change of vital signals. Note that such direct comparison would not be possible using the internal homogeneity as the key parameter.
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