We propose a new approach to determine a suitable zeroth-order wavefunction for multiconfigurational perturbation theory. The same ansatz as in complete active space (CAS) wavefunction optimization is used but it is split in two parts, a principal space (A) and a much larger extended space (B). Löwdin's partitioning technique is employed to map the initial eigenvalue problem to a dimensionality equal to that of (A) only. Combined with a simplified expression for the (B) portion of the wavefunction, we are able to drastically reduce the storage and computational demands of the wavefunction optimization. This scheme is used to produce reference wavefunctions and energies for subsequent second-order perturbation theory (PT2) corrections. Releasing the constraint of computing the exact CAS energy and wavefunction prior to the PT2 treatment introduces a nonstandard paradigm for multiconfigurational methods. Based on the results of test calculations, we argue that principal parts with only few percents of the total number of CAS configurations could provide final multiconfigurational PT2 energies of the same accuracy as in the standard paradigm. In the future, algorithmic improvements for this scheme will bring into reach active spaces much beyond the present limit of CAS-based methods, therefore allowing for accurate studies of systems featuring strong correlation.
I. INTRODUCTION
The complete active space self-consistent field (CASSCF) 1 is a general and accurate electronic structure method for systems featuring strong (also known as nondynamical) correlation. A correction to the CASSCF wavefunction and energy by means of second-order perturbation theory (PT2) often provides results on physical observables with chemical accuracy. The combined approach 2 is known as CASSCF/CASPT2, and it is one of the most successful in the study of difficult quantum chemical problems in systems covering the entire periodic table. [3] [4] [5] [6] [7] [8] [9] With the development of the so-called ab initio density fitting approximation [10] [11] [12] [13] and the Cholesky decomposition-based (CD) CASSCF algorithms, 14, 15 calculations with thousands basis functions are nowadays routine, [15] [16] [17] and systems with few hundreds atoms can be treated efficiently by means of the local exchange screening algorithm 18 based on localized Cholesky orbitals. 19 The use of CD-based algorithms also removes bottlenecks due to electron repulsion integrals in the subsequent CD-CASPT2 treatment. 14 In addition, CD-CASPT2 calculations can be performed at even lower computational costs by invoking the frozen natural orbital approximation, 20, 21 to effectively reduce the size of the secondary orbital space with no loss of accuracy. The major limitation in the applicability of CASSCF/CASPT2 thus arises from the factorial scaling with respect to the size of the a) Authors to whom correspondence should be addressed. Electronic addresses: Francesco.Aquilante@unige.ch and gagliard@umn.edu.
active space of the configuration interaction (CI) expansion defining the CAS wavefunction. Active spaces larger than 18 electrons in 18 orbitals (18in18) are at present beyond reach. A restricted formulation of CASSCF/CASPT2, the so-called RASSCF/RASPT2 method has been proposed and successfully applied to cases 17, 22, 23 where the required active spaces outreach the above limit.
With the aim at reducing the computational complexity of the CI problem associated with a given active space, we present here an alternative approach, which we name SplitCAS, and that can be considered intermediate between the CAS and RAS wavefunction optimization. Instead of reducing the size of the CI expansion by means of constraints on the maximum allowed excitation level for some active orbitals (RAS), the new approach retains a CAS ansatz but separates it in two parts. These are defined as a principal space (A) and an extended space (B), where it is intended that dim(A) dim(B). Löwdin's partitioning technique 24 is used to map the initial eigenvalue problem to a dimensionality equal to dim(A) only, whereas a simplified expression is employed for the (B) portion of the wavefunction. The resulting wavefunction and energy are used as zeroth-order approximation for the subsequent SplitCASPT2 treatmentstorage and computational demands of the wavefunction optimization are at the same time drastically reduced. In addition, as orbital optimization is a point of strength of the original CAS method in treating in a balanced way electronic states of different nature (e.g., ground and excited states of any spin multiplicity) with SplitCAS we are opening the possibility of optimizing the reference wavefunction for multiconfigurational PT2 not only under the effect of pure nondynamical correlation, but also including the dynamical correlation contained in the extended space.
II. THEORY
By means of Löwdin partitioning technique, 24 we split the full CI secular equations through (A) and (B) space as follows:
The formal solution for the coefficients c B reads
which can be used to recast the initial full CI problem in an exactly equivalent form as
with the effective Hamiltonian matrix U given by
The solution of Eq. (4) must be obtained through an iterative procedure, since the matrix U depends on its eigenvalues E. The simplification of the initial eigenvalue problem becomes evident when the inverse matrix present in Eq. (4) is approximated by means of lowest order of PT. In this case, only the diagonal elements of the initial matrix are retained and inverted, so that the effective hamiltonian is simply written as It should be noticed that some higher order corrections are implicitly taken into account as a result of the iterative solution of Eq. (4). Moreover, we rely here on the possibility to include in (A) a number of elements N A ranging from few thousands to even a million. In fact, treating active spaces above (18in18) means to deal with CI expansions of billions elements, and therefore even with seemingly large N A , the effectiveness of the method is guaranteed by the condition N A N B . On the other hand, robust criteria will be used to define (A) such that the required accuracy of the results is achieved even at this lowest-order approximation. The nature of the (A) space is thought as to match the characteristics of the primary model space used in intermediate hamiltonian theories. [25] [26] [27] [28] Taking as example active spaces composed of magnetic orbitals/electrons, we imagine the optimal Split-CAS partitioning with the neutral CSFs in (A) and most of the ionic ones in (B). This means that the (A) space is imagined as spanned by the same functions that are expected to dominate the contributions to the target eigenenergies.
A number of studies in the past have considered the benefits of using Löwdin's partitioning technique in CI calculations. Next to the monumental studies in the 1960s on perturbation theory by Löwdin himself, 29 the work of Gershgorn and Shavitt on the so-called B K approximation, 30 and the model space-based methods 31, 32 developed by Davidson and co-workers bear common features with our SplitCAS. However, some significant differences mark a certain robustness and generality added by our approach. To mention a few, in the B K approximation, only the splitting over excitation levels was investigated, which may raise concerns for the severe lack of size extensivity. On the other hand, the model spacebased methods make use somehow of the notion of a predetermined CAS reference function, together with the assumption that the expansion coefficients in (B) have nearly negligible contributions to the total wavefunction. Moreover, both methods do not include orbital optimization, which is in fact a main point for the strength of the original CAS method in treating in a balanced way ground and excited states. With SplitCAS we are trying to fill this gap, indeed moving toward the possibility to optimize the orbitals not only under the effect of pure nondynamical correlation, but also by including dynamical correlation effects present in the extended space.
A. Algorithmic details
SplitCAS calculations start with the selection of the configuration state functions (CSFs) to be included in the principal space (A) therefore leaving the rest of the CSFs in (B). All CSFs are ordered according to the energy gap ( ) from the lowest diagonal element of the full hamiltonian H. A user-specified fraction of the total number of CSFs determines how many of the ordered CSFs will constitute the (AA) block. Note that a sufficiently large value of would ensure that |H 5) has the required nearoptimal character. Once the splitting has been performed, the effective hamiltonian is evaluated by means of a straightforward modification of the direct-CI algorithm of Olsen for CAS/RAS wavefunctions. 33 As result of the sparsity of the hamiltonian, Olsen's algorithm has a computational cost only linear in the number of Slater determinants, N det , with a prefactor that depends on the square of the number of active electrons. The evaluation of U A A in SplitCAS only requires for the first-order correction the evaluation of a matrix that can be viewed as a collection of N A column vectors computed analogously to the σ -vector, σ = Hc. However, such σ -type vectors have dimension N A N det and therefore the scaling of this step of the SplitCAS calculation will be linear in N A and independent of N B . Also, from the storage point of view, savings are substantial. In fact, the subsequent Davidson or related diagonalization requires the storage of a few σ -vectors, therefore making CAS calculation memory bound when N det enters the billions regime. There is no such storage bottleneck in the evaluation of U A A , since its elements can be computed at each iteration with affordable costs, as previously explained. The energy is obtained by bringing Eq. (3) to self-consistency using standard or Davidson diagonalization techniques-typically 5 ÷ 10 iterations are sufficient for μE h accuracy. After that, the evaluation of the CI coefficients c B is carried out (separately, for each energy in a state-averaged 
Finally, as in the CASPT2 method, 2 through the use of projector operators, the SplitCAS wavefunction defined by the eigenvectors c A of the effective hamiltonian U A A , Eq. (5), and by the vectors c B of Eq. (6), becomes the eigenfunction of the zeroth-order hamiltonian used in the subsequent PT2 treatment.
Before presenting proof-of-concept numerical results, we briefly comment on some drawbacks of the SplitCAS versus CAS wavefunction, in particular the lack of size extensivity. The SplitCAS wavefunction in fact can be written as
creation operator strings acting on the vacuum |vac generating its (A) and (B) part, respectively. Although (A) + (B) spans the Functional configuration space FCI (Full Configuration Interaction) space, Eq. (6) dictates that B |vac will at most include excitations of level L B = L A + 2, where L A is the maximum excitation level included in (A). Nonetheless, SplitCAS does not fall back to a truncated CI ansatz by virtue of the perturbative correction from the CSFs of (B), and because of the criteria used for the splitting. Both (A) and (B) will not contain in general any excitation level in full, and that very high excitations will not appear in (A). At the same time, (A) will include a reasonable amount of double, triple, and higher excitations, especially in systems featuring strong correlation. Increasing the size of (A) will then determine a steep increase of L B with a concomitant rapid recovery of approximate size extensivity. As for size extensivity, also orbital invariance and variational character of the SplitCAS wavefunction are approximately restored by enlarging the (A) space. Next, we show numerically that none of these drawbacks constitutes a serious problem for the accuracy of the final SplitCASPT2 energies and properties.
III. RESULTS AND DISCUSSION
A preliminary version of the SplitCASPT2 wavefunction optimization code was implemented in the MOLCAS quantum chemistry software. 34 We report results on some benchmark systems: the potential energy curve (PEC) for the N 2 molecule and the first ionization potential for some ethene oligomers, (CH-CH 2 ) n (n = 2, 3, and 4). A future publication will cover extensive performance tests and calculations on systems with active spaces above the current limit of the conventional CASSCF/CASPT2 method, namely active spaces larger than (18in18).
The nitrogen molecule, N 2 , is a textbook example of how nondynamical correlation effects may vary along a PEC. The aim of this test was therefore to verify how SplitCAS captures these changes and how different sizes of the (AA) block influence the overall shape of the curve. The active space is composed of ten active electrons in eight active orbitals, which are linear combinations of the 2p and 2s orbitals. This corresponds to a total of 176 CSFs in D 2h point group symmetry. A basis set of ANO-L type 35 and quadruple zeta plus polarization quality was employed. Several SplitCASPT2 curves were computed, corresponding to a different percentage of the total number of CSFs in the (AA) block. In Table I report the energy difference for representative points along the PEC between each SplitCASPT2 and the CASPT2 curve, as well as the computed spectroscopic constants. A plot of some of these PECs is provided in Fig. 1 , where it is shown that significant discontinuities do not arise for large enough (AA) block. When only 10% of the CSFs are employed in the (AA) block, the long distance portion of the curve is not described in a satisfactory way. This indicates that in the region where strong correlation becomes more important, namely at long distance, more CSFs are needed in the (AA) block. The description significantly improves already when including 20% of the CSFs in the (AA) block-in Fig. 1 , a magnification of the dissociation onset (around 2.8 bohr) shows that this PEC is however not sufficiently smooth. Nonetheless, deviations from CASPT2 energies are of the order of 10 −5 E h in the equilibrium region and 10
−4 E h toward the dissociation limit. With 30% and 40% of the CSFs in the (AA) block the difference reduces even further and the curve with 50% of the CSFs differ by 10
−5 E h or less from the CASPT2 curve at each point. This is reflected in the computed SplitCASPT2 spectroscopic constants, which are in very good agreement with the CASPT2 ones even at the smallest (AA) block sizes. At this point, it is worth mentioning that along the same PEC the energy difference of SplitCASSCF against CASSCF is in general 1 order of magnitude larger than for the PT2 total energies previously discussed. This result should not be surprising, and it is in line with the aim of the proposed method. In fact, accurate approximations to the full CI energy, even if in a limited active space (CASSCF), are tremendously difficult to achieve with lowestorder approximation Löwdin's partitioning (SplitCASSCF), considering also the different potential used for the orbital optimization. However, our target is the energy value used for any practical purpose, namely the CASSCF/CASPT2 total energy. Assuming the task of approaching the exact full CI energy of a molecule, CASSCF/CASPT2 computes a first portion of it exactly (space of active orbitals/electrons), and adds subsequently the PT2 correction. We find here that with SplitCAS one can remove the constraint of computing the exact CASSCF energy. Results show that by adding the PT2 correction to SplitCASSCF, one obtains an approximation to the sought-after full CI energy which is numerically close to the one provided by CASSCF/CASPT2.
Ethene oligomers have been previously employed 23 to test the performance of RASPT2, and the reader should refer to the original paper for the details of the calculations. In the present study we computed the first ionization potential (IP) for three ethene oligomers (CH-CH 2 ) n with n = 2, 3, and 4 with various percentages of CSFs included in the (AA) block. In Table II we report the absolute difference (in eV) between the IP computed for different choices of the (AA) block and the corresponding CASPT2 value. We also report the most accurate RASPT2 values from Ref. 23 . For n = 3 and n = 4, by including 40% of the CSFs in the (AA) block the difference with respect to CASPT2 is already smaller than the one obtained with RASPT2-for comparison, the fraction of CSFs employed in the RAS calculations for these two systems corresponds to 93% and 68%, respectively. At 60% the absolute deviation from CASPT2 is smaller than 0.01 eV in all cases, a result that can be considered satisfactory, given that the error associated with the CASPT2 method itself is in general larger (assumed of the order of 0.1 eV). It should be also noted that the RASPT2 results reported in Table II correspond to reference wavefunctions including up to quadruple excitations in the constrained portion of the active space. In other words they have been obtained by pushing the limit of the RASPT2 method. It is thus very encouraging that the SplitCASPT2 method outreaches the RASPT2 accuracy in reproducing the CASPT2 results.
IV. SUMMARY
We have presented an efficient approach to multiconfigurational wavefunction optimization that lies in between CASSCF and RASSCF theory. Central to the proposed method is the idea of keeping as much as possible a CAS ansatz to the wavefunction but at the same time make an optimal use of Löwdin's partitioning technique in order to reduce the computational complexity of the calculation. Hence the name, SplitCAS. We have explicitly shown in sample calculations that with SplitCAS followed by multiconfigurational perturbation theory (SplitCASPT2) we obtain energies of numerically the same quality as with CASSCF/CASPT2. Formally, size extensivity, variational character and orbital invariance are not preserved as in CASSCF, but the degree to which these affect the results is minimal, and smaller than in RASSCF or truncated CI methods. Moreover, these properties are restored to a very large extent and very quickly by a suitable choice of the partitioning.
The task of computing the SplitCAS wavefunction has a formal operation count and storage requirement that is only a fraction of what required by the corresponding CAS optimization. In the near future, when the algorithmic development will be completed, the SplitCAS method will thus allow fast and reliable calculations on systems with strong correlation by bringing into reach active spaces much beyond the present limit of CAS-based methods.
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