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The PSA analysis of a real plant represent a formidable com-
putational task usually afforded either with an analytical approach 
based on the theory of the Markov chains or with a Monte Carlo 
simulation. In our opinion this latter methodology, thanks to its 
unique flexibility features, represents the only viable approach to 
the problem when time dependencies have impacts on the analy-
sis: examples are time dependent transition rates (ageing), timing 
of the protection, control and safety systems, operator actions etc. 
Moreover the PSA analysis of a real plant demands taking into 
account the process variable dynamics when the evolution of the 
underlying physical process interacts with the system hardware 
configuration, e.g. when the process variables influence the failure 
rates or activate the protection systems. The inclusion of these dy-
namic aspects dramatically burdens the analysis: a solution could 
be presently attempted only through short cuts to the solution of 
the deterministic equations governing the evolution of the process 
variables. 
In the present paper we consider the application of a multi-
layered neural network for the solution of the mathematical mod-
els related to the core behaviour of a PWR under varying thermal-
hydraulic conditions. Since the neural network works very rapid-
ly, this approach seems to be a good candidate for being included 
in a Monte Carlo dynamic PSA code which requires solving thou-
sands of times the model equations relating to the different hard-
ware plant configurations. Possible approximations thereby intro-
duced could be tolerated if comparable with those following from 
the uncertainties of the stochastic parameters. The time reduction 
advantage is expected to increase when the future parallel com-
puters become widely available. 
1.	INTRODUCTION	
Monte Carlo simulation methods (Kamat and Riley, 1975), 
(Kamat and Franzmeier, 1976), (Gelbard and Spanier, 1969), (Ka-
los and Whitlock, 1986), (Kumamoto et al., 1977), (Lewis and 
Bohm, 1984), (Lewis and Zhuguo, 1986) have been extensively 
used in probabilistic safety assessment (PSA) studies especially 
when dealing with systems which are too complex and too large 
to be managed by analytical methods such as those derived from 
the theory of the Markov chains which gives rise to a huge num-
ber of differential equations. However it is important to note that, 
in order to be close to reality, one should also take into account 
that the underlying system dynamics might influence the PSA of a 
real plant. For example, when a plant component makes a transi-
tion, such as a stochastic failure or a deterministic transition de-
manded by the control/protection system, variations in the process 
variables evolution are also originated. If these do not appear or if 
their effect is negligible, than the classic, static PSA based on the 
event tree/fault tree methodology (U.S. Nuclear Regulatory 
Commission, 1981) leads to satisfactory results. On the contrary, 
if a component transition is strongly sensitive to the process vari-
ables values, such as a pump cavitation induced by a decrease of 
the coolant pressure due to a pressurizer failure, then any reliabil-
ity analysis should properly take into account these dynamic as-
pects and therefore a dynamic approach, namely a dynamic PSA, 
is almost mandatory (Devooght and Smidts, 1992a), (Devooght 
and Smidts, 1992b), (Siu and Deoss, 1989), (Siu, 1994), 
(Marseguerra and Zio, 1992), (Marseguerra and Zio, 1993). Un-
fortunately this approach enormously increases the complexity of 
the computer programs and the burden of the calculations. Indeed 
a real plant is likely to have a large number of possible hardware 
configurations and for each of them a mathematical model de-
scribing the physical evolution of the process variables must be 
introduced and managed. Moreover the solution of the equations 
pertaining to these models must be carried out with time steps re-
lated to the time constants of the underlying process, which are 
orders of magnitude smaller than the hardware stochastic transi-
tion times. The above remarks suggest that, with the present com-
puters, a dynamic PSA of a real plant is almost prohibitive unless 
suitably semplified models describing the evolution of the physi-
cal processes in all the system configurations and efficient algo-
rithms for their solutions are developed. 
In the present paper we investigate the feasibility of solving 
the equations relating to core transients by resorting to the artifi-
cial neural network (ANN) methodology. 
The ANNs represent one of the fastest developing methodolo-
gies which has been extensively applied in the past decade to 
quite different areas such as pattern recognition, data compression 
and dynamic control (Rumelhart and McClelland, 1986). All these 
applications exploit the connectionist feature of the ANNs which 
allows them to recognize in real time complex patterns even when 
the information they receive is incomplete or corrupted by noise. 
In the nuclear field the inclusion of the ANNs into the protection 
control system may be beneficial in terms of forecasting in real 
time of process variables and therefore they may be used to esti-
mate plant parameters and as a diagnostic tool. A review of the 
potential applications of the ANN methodology to the operation 
of nuclear reactor plants has been given by Uhrig (1991); exam-
ples of specific applications concern the prediction of important 
performance parameters (Roh et al., 1991), (Parks et al., 1991), 
(Guo and Uhrig, 1992), (Kim et al., 1993), the failure detection 
(Ciftcioglu et al., 1991), (Cheon et al., 1993), (Marseguerra and 
Zio, 1994a), (Marseguerra and Zio, 1994b), the safety control 
(Jouse and Williams, 1992), (Jouse and Williams, 1993). 
In the present application, we firstly set up a suitable reactor 
core model. Then, by considering a rather wide set of transients 
lasting time intervals of the order of a quarter of an hour, we in-
vestigate whether it is possible to use the process variables, com-
puted with the selected core model during these transients, for 
suitably designing and training an ANN. The procedure is suc-
cessful if the ANN, after training completion, is capable of pre-
dicting with reasonable accuracy the values of the process varia-
bles of interest in correspondence of new, never seen before, test 
transients. 
In Section 2, we outline the main features of the multilayered, 
supervised artificial neural network and the error back-
propagation algorithm. In Section 3, we sketch the physical model 
of the reactor core and discuss the associated mathematical equa-
tions. In Section 4 we present the approach employed for the solu-
tion of the problem and in Section 5 the results obtained. The pa-




Neural networks are information processing systems composed 
of simple processing elements (nodes) linked by weighted connec-
tions (Rumelhart and McClelland, 1986), (Cichocki and Un-
behauen, 1993), (Sanchez-Sinencio and Lau, 1992). In its simplest 
form, the multilayered feedforward neural network consists of 
three layers of processing elements: the input, the hidden and the 
output layers, with ni, nh and no nodes respectively (Fig. 1). This 
choice comes from the fact that almost any non-linear in-out map-
ping may be achieved with such a topology (White, 1989). The 
nodes of a layer are only connected with those of the following 
layer, the strength of the connection between nodes i and j being 
wij. The important matter of choosing the number of nodes in each 
layer is still an open question, heavily depending on the specific 
problem. If the number of nodes is too small, the network does not 
learn the problem; if it is too large the network is not able to gen-
eralize after training completion. In lack of well-established rules, 
we followed a parsimony criterion, trying to keep lower the num-
ber of nodes in each layer. The signal is processed forwardly from 
the input to the output layer. Each node collects the output values, 
multiplied by the connection weights, from all the nodes of the 
preceding layer, process this information through a sigmoidal 
function  and then delivers the result of all the 
connections towards the nodes of the successive layer. In the pre-
sent work both input and hidden layers have the additional bias 
node, which may be seen as a threshold in the argument of the ac-
tivation function and whose output always equals unity. 
The values of the connection weights are determined through a 
training procedure. In this case we have adopted the usual error 
back-propagation algorithm which follows from the general gra-
dient descent method (Muller and reinhardt, 1991). In short, the 
algorithm consists in repeatedly presenting a set of np input and 
corresponding output patterns, and iteratively adjusting the values 
of the connection weights so to minimize the average squared 
output deviation error function, or Energy function, over all train-
ing patterns and all no outputs, defined as 
 
 
Fig. 1 - Scheme of a three-layered, feedforward neural network. 
 where, tpl and opl are the true and the network-computed values of 
the l-th output node, to the p-th pattern presented. The back-
propagation algorithm perform the steepest descent on a surface in 
a weight space, whose height at any point is equal to the error 
function. To be more specific, at the n-th iteration the weight wij 
of each connection is updated according to the following relaxa-
tion procedure 
 
where α and η are the learning and the momentum coefficients. 
The first term in the rhs, called gradient term, follows from the 
usual method of steepest descent. The second term, called mo-
mentum term, introduces a sort of hysteresis effect: in the weight 
space, where the error surface D is strongly curved, the gradient 
term is large and oscillations in the wij values may result. The 
momentum term adds a memory so that abrupt changes of the 
weights are avoided or at least reduced. Through this training pro-
cedure, the network is able to build an internal representation of 
the input/output mapping of the problem under investigation. The 
success of the training strongly depends on the normalization of 
the data and on the choice of the training parameters, namely the 
learning and the momentum coefficients. Unfortunately there are 
not general expression for selecting the optimal α and η parame-
ters and one has to resort to his experience. In this work, each sig-
nal has been transferred within the interval (0.2, 0.8) by an affine 
mapping; the learning coefficient and the momentum factor have 
been selected in the range (0.6, 0.8); moreover the connection 
weights have been initialized randomly within the interval (-0.3, 
0.3). 
After the training is completed, the final connection weights 
are kept fixed and new input patterns are presented to the network 
which is capable of recalling the information, stored in the con-
nection weights during training, to produce the corresponding 
output, coherent with the internal representation of the in-
put/output mapping. Notice that the nonlinearity of the sigmoidal 
function of the processing elements allows the neural network to 
learn arbitrary nonlinear mapping. Moreover, each node acts in-
dependently of all the others and its functioning relies only on the 
local information provided through the adjoining connections. In 
other words, the functioning of one node does not depend on the 
states of those other nodes to which it is not connected. This al-
lows for efficient distributed representation and parallel pro-
cessing, and for an intrinsic fault-tolerance and generalization ca-
pability. 
These attributes render the artificial neural networks a power-
ful tool for signal processing, nonlinear mappings and near-
optimal solution to combinatorial optimization problems. 
3.	THE	CORE	MODEL	
The core model here considered is part of the TRAP code (Ri-
cotti, 1994), developed in our Department, which treats a PWR 
reactor of the kind AP-600 Westinghouse. The core dynamics is 
modeled by a system of 13 partial differential equations and 8 cor-
relations which take into account the following aspects (meanings 
of symbols reported in the Nomenclature at the end of the paper): 
3.1	Neutron	Dynamics	
We adopted the usual one-velocity, point-reactor model with 
six groups of delayed neutrons modeled by 7 differential equa-
tions in the neutron population n(t) and in the precursor concentra-
tion cj(t), (j=1, 6). The feedback effects are assumed to act inde-
pendently one another, so that the reactivity coefficient appearing 
in the neutron balance equation may be written as 
 (1) 
where the various terms represent the contributes due to an effec-
tive fuel temperature  (Doppler effect), to a mean moderator 
temperature , to a mean moderator density  and to the con-
trol rod positions CR, respectively. Each term in equation (1) is 
expressed as the product of a known feedback coefficient times 
the difference between the current and the reference value (i.e. at 
full power) of the corresponding variable: for example, for the 
Doppler term we have: 
 (2) 
The average values  and  have been obtained from the 
thermalhydraulics calculations detailed below, with reference to a 
core consisting of three parallel, independent channels which, ac-
cording to a sinusoidal neutron flux form factor, deliver 47.7%, 
33.3% and 19% of the total power. The average values of  and 
 along each channel, further averaged over the relative powers 
of the three channels, give rise to the values to be used in eq. (2). 
At each time t, the temperature  is given by a linear combi-
nation of the temperature  of the pellet centre and of the 
outer cladding temperature  
 (3) 
The computation of Tp and Tc is illustrated in the next 
subsection. 
3.2	Fuel	to	coolant	heat	transfer	
The time dependent Fourier equation in monodimensional cy-
lindrical geometry is applied to the three fuel zones: pellet, gap 
and cladding. The main assumption of the model is to consider 
only the radial heat transfer, thus disregarding both the axial and 
the circumferential diffusions. 




These equations, together with the conditions of heat flux van-
ishing at the pellet centre and the continuities of the temperatures 
and heat fluxes at the three boundaries pellet-gap-cladding-
coolant allow determination of ,  and . 
In particular, the condition at the cladding-coolant interface 
reads 
 (7) 
in which the rhs of the above equation refers to the mean value  
of the water temperature over the entire core height L, i.e.: 
 (8) 
The coolant temperature profile  is obtained from the so-
lution of the thermalhydraulics model below detailed. 
In addition to the above equations, we also used 5 correlations 
synthesising the dependences of  as a function 
of the temperature and  as a function of both the reactor power 
and the burn-up. 
3.3	Thermalhydraulics	
The core is simulated by a single channel representing the av-
erage of the three channels mentioned in the Neutron Dynamics 
subsection. The coolant is assumed to consist of an incompressi-
ble but thermal expandable water; in case of two-phase flow, 
thermal equilibrium is also assumed. In terms of flow rate, enthal-
py and pressure through the heated channel, the balance equations 




Notice that the energy balance equation is written by neglect-
ing the axial conduction, the viscous dissipation term and the 
pressure variation. The system of the 3 above equations is com-
pleted by a set of heat transfer, pressure drop and water properties 
correlations. The latter allow us to transform the enthalpy distribu-
tion  along the core height into the corresponding tempera-
ture distribution , used to obtain the mean value  via 
eq.(8). The mean density value  is also computed from a simi-
lar equation applied to . In summary, the thermalhydraulics 
is modeled by a set of 6 equations in the 6 unknowns. 
3.4	Numerical	solution	of	the	complete	model	equations	
The time profiles of the process variables required for the 
ANN training have been obtained by numerically solving with a 
fixed time step =0.1s the system of 13 partial differential equa-
tions and the above mentioned 8 correlations describing the core 
transients. This solution will be here called the solution of the 
complete model. 
At the generic time t in addition to the assigned forcing func-
tions ,  and  which drive the transients, we 
know all the process variables, which have been computed in the 
preceding time step. The model equations integration is carried 
out along the following steps: 
1. First of all we solve the equations reported in the Thermal-
hydraulics subsection thus obtaining  and  at time ; 
then the corresponding reactivity contributes  and  ap-
pearing in eq.(1) are computed. This system was solved with a 
fixed time step of 0.1s. The total reactivity  is then ob-
tained by adding the Doppler term in correspondence of . 
2. At this point we may solve the equations of the neutron dy-
namics thus obtaining the neutron and precursors concentrations 
at  and then the reactor power . This solution 
was obtained with a variable time step around 10ms; 
3. Finally, we solve the fuel heat transfer equations and obtain 
 and the thermal power (i.e. the power transferred 
from fuel to coolant) : to do this, the fuel is subdivided 
into five radial regions, three for the pellet and the remaining two 
for the gap and the cladding; by assuming a parabolic temperature 
profile within the pellet we obtain a system of algebraic equations, 
easily solvable by matrix inversion. 
Knowledge of all the above quantities allows us to proceed one 
step further in time. 
3.5	Simplified	balance	
As we shall see below, the core transient computations may be 
carried out much faster and with an acceptable loss of accuracy if 
some of the ANN input variables are obtained by solving a simpli-
fied thermalhydraulic model. Therefore we have set up another 
model in terms of effective variables  and  which 
take the place and the physical meaning of ,  and , 
respectively. In the simplified model the equations describing the 
energy balances in the fuel and in the coolant and the heat ex-




The link with the complete model is established by forcing 
 and Qth to be close to ,  and  respective-
ly. This is obtained by suitably discretizing the above differential 
equations and then by considering Cm,eff, Cf,eff and Ueff as effective 
time dependent functions, to be determined by the condition that 
the numerical values of ,  and  computed with the 
complete model should satisfy the simplified model too, suitably 
discretized. In correspondence of the process variables computed 
with the complete model driven by the forcing functions of Fig.2, 
it turns out that: 
i) Cf,eff is almost constant; 
ii) Cm,eff essentially only depends on  and it may be fitted by the 
simple linear expression 
; 
iii) Ueff does not lend itself to a simple analytical expression, 
probably because it depends on too many variables. Therefore we 
preferred to compute it via a dedicated ANN as detailed below. 
4.	THE	NETWORK	
As usual in the numerical approaches, the ANN solution to a 
system of equations is found by means of a succession of compu-
tations in correspondence of a sequence of discrete times. At each 
time the input nodes are fed with the values computed at the pre-
ceding step and the output nodes release the corresponding values 
one step ahead, which represent the ANN input values for the next 
calculation. However, unlike the classic numerical approaches, the 
ANN methodology suffers of what is called the "problem repre-
sentation" namely the selection of the input variables, which is a 
matter least guided by useful theory. Indeed, in our experience, 
the ANN approach almost always fails if it is pursued with as 
many input and output nodes as the number of dependent varia-
bles which appear in the model equations and also if just the val-
ues of these variables are worked out by the network. Instead, we 
think that the following two rules should guide the design of an 
ANN solution: 
Rule 1: the input quantities should be suitable functions of the 
dependent variable values, such as differences or ratios of present 
values and preceding ones, or between pairs of variables. In other 
words, a suitable pre-processing of the variables is appropriate. 
Rule 2: the output quantities should be only a part of the de-
pendent variables themselves (one step ahead) or of some func-
tions of them which allow simple analytical computation of the 
remaining ones. 
We are aware of the fact that these are very vague rules but we 
are also aware that at present time, the ANN computing is more 
an art than a well established technique. 
In the problem at hand, after many trials, we selected an ANN 
with 20 input, 16 hidden and 7 output nodes. The input and output 
variables at time t are reported in Table I. The network was 
trained by 4000 patterns obtained with the system driven by the 
randomly generated forcing functions appearing in Fig.2. Notice 
that the input values ,  and  are evaluated at time 
: this is correct since they are the known forcing functions 
which drive the system. The output quantities are essentially the 
reactor power Wn and the precursor concentrations at . Thus 
the ANN essentially gives the solution to the neutron dynamics. 
In agreement with the Rule 2, the remaining values of the pro-
cess variables are then analytically computed with reference to the 
simplified model by solving the system of 3 algebraic equations 
resulting from the discretization of the equations in Section 3.5. 
Concerning the value of Ueff appearing in the last of these 
equations we already remarked that we have not been able to find 
a simple analytical expression which gives Ueff in terms of the 
other variables. Therefore it appeared convenient to extract this 
relationship by resorting to another ANN. After some trials, we 
choose a network with 14 input, 4 hidden and 1 output nodes, 
TABLE I 
ANN #1 for neutron power and precursor concentrations predic-
tion - Inputs and Outputs description 
Inputs  
1.  9.  
2.  10.  
3.  11.  
4.  12.  
5.  13.  
6.  14.  
7.  15., 20.    
8.   
Outputs  
1.   






ANN #2 for prediction - Inputs and Outputs description 
Inputs  
1.  7.  
2.  8.  
3.  9.  
4.  10.  
5.  11.  
6.   
Outputs  




whose inputs and outputs are reported in Table II. The training of 
this new ANN turned out to be particularly difficult so that, in ad-
dition to the 4000 patterns used for the first ANN, we added 
14000 new patterns extracted from the process variables time pro-
files computed with the complete model in correspondence of the 
system driven by the forcing functions reported in Fig.3. 
5.	NUMERICAL	RESULTS	
The reliability and accuracy of the ANN results have been 
checked by considering the following four transients computed 
with the TRAP code mentioned in Section 3. 
5.1	Load	following	transient	
A step descent to 75% of the nominal grid load requested to 
the plant is imposed at t=0. The control logic of the plant reacts to 
comply with demand by acting on the turbine admission valve and 
on the control rods: together with the reactor feedback effects, the 
reactor power reaches the appropriate and steady value within few 
hundred seconds (Fig.4). 
5.2	Bypass	line	valve	failure	
At t=0 a bypass line valve toward the condenser fails open. 
The steam generator undergoes a sudden depressurisation and ow-
ing to the subsequent large descent of the core inlet temperature, 
the reactor power increases. Even the scram system is supposed to 
fail. After 120 s, the bypass valve is partially closed and the reac-
tor moves to a steady value, with a power 10% higher than the 
nominal one (Fig.5). 
5.3	Loss	of	flow	accident	
A main coolant pumps trip (two pumps out of four) occurs: the 
core flow rate decreases to 70% of the nominal value, while the 
reactor power follows a damped oscillation until a steady condi-
tion is reached, 7% less than the initial power (Fig.6). 
5.4	Inadvertent	control	rod	extraction	accident	
The transient starts with a rampwise partial extraction of a con-
trol rod, which inserts a positive reactivity of about 300 pcm in 
2.5 s. At a delay time of 10 s the trip of two pumps out of four oc-
curs. The resulting loss of flow determines a further increase of 
the fluid temperature which counteracts the reactor power increase 
due to the rod extraction. Finally a steady condition 8% below the 
nominal power (Fig.7) is reached. 
 
All the above tests have been done by using home-made 
FORTRAN codes either for the integration of the complete model 
and for the two ANNs plus the analytical solution of the three al-
gebraic equations of the simplified model. It turned out that, on 
the average, the ANN solution is about 20 times faster than the 
numerical one. 
6.	CONCLUSIONS	
The dynamic PSAs, in which the time evolution of the process 
variables is taken into account, is conceptually preferable to the 
classic, static PSAs. However every benefit has a cost and here 
the cost is the requirement of a much larger CPU time. This is par-
ticularly important in the Monte Carlo approach, where a very 
large number of stories have to be processed before significant 
statistical results are obtained. In connection with the Monte Carlo 
approach the ANN displays its advantages since the time required 
for performing the deterministic calculations involved in the dy-
namic approach is very low in comparison with that of the numer-
ical integration of the relevant equations. This advantage is paid 
with the loss of precision, typical of the ANN approach. 
In the present paper we considered the possibility of an ANN 
computation of the core dynamics. To this aim we considered a 
code which simulates a PWR plant and substituted the routines 
which numerically integrate the core equations with an ANN rou-
tine. Numerical results relating to four plant transients indicate a 
computer time reduction of about 20. In the examined transients 
the ANN approach seems to be capable of obtaining a reasonable 
approximation, which may be regarded as acceptable when com-




A neutronic feedback coefficient 
C coefficient 
cj j-th neutron precursor concentration (j=1, 6) 
cp specific heat at constant pressure 
D diameter 
f friction coefficient 
g gravitational constant 
h enthalpy 
H heat transfer coefficient 
k thermal conductivity 
L core length 
M mass 
p pressure 
q’’ surface heat flux 
q’’’ power density per unit volume of fuel 
r, R radius 
t time 
T, Θ temperature 
U heat transfer parameter 









Ω cross section area 
Π cross section perimeter 
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Fig. 2.   Forcing functions used for ANN #1 training. 
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Fig. 3.   Forcing functions used for ANN #2 training. 
 
 








































Fig. 4.   Load following test results. In the right side: ANN prediction (thin line) vs. TRAP routines computation (thick line). 
 











































Fig. 5.   Bypass line valve failure test results. In the right side: ANN prediction (thin line) vs. TRAP routines computation (thick 
line). 
  




































Fig. 6.   Loss of flow test results. In the right side: ANN prediction (thin line) vs. TRAP routines computation (thick line). 
 







   
   
   
   



































Fig. 7.   Inadvertent control rod extraction test results. In the right side: ANN prediction (thin line) vs. TRAP routines computation 
(thick line). 
