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Abstract—Compressive Learning is an emerging topic that
combines signal acquisition via compressive sensing and machine
learning to perform inference tasks directly on a small number
of measurements. Many data modalities naturally have a multi-
dimensional or tensorial format, with each dimension or tensor
mode representing different features such as the spatial and
temporal information in video sequences or the spatial and spec-
tral information in hyperspectral images. However, in existing
compressive learning frameworks, the compressive sensing com-
ponent utilizes either random or learned linear projection on the
vectorized signal to perform signal acquisition, thus discarding
the multi-dimensional structure of the signals. In this paper, we
propose Multilinear Compressive Learning, a framework that
takes into account the tensorial nature of multi-dimensional
signals in the acquisition step and builds the subsequent inference
model on the structurally sensed measurements. Our theoret-
ical complexity analysis shows that the proposed framework
is more efficient compared to its vector-based counterpart in
both memory and computation requirement. With extensive
experiments, we also empirically show that our Multilinear
Compressive Learning framework outperforms the vector-based
framework in object classification and face recognition tasks,
and scales favorably when the dimensionalities of the original
signals increase, making it highly efficient for high-dimensional
multi-dimensional signals.
I. INTRODUCTION
The classical sample-based signal acquisition and manipula-
tion approach usually involve separate steps of signal sensing,
compression, storing or transmitting, then the reconstruction.
This approach requires the signal to be sampled above the
Nyquist rate in order to ensure high-fidelity reconstruction.
Since the existence of spatial-multiplexing cameras, over the
past decade, Compressive Sensing (CS) [1] has become an
efficient and a prominent approach for signal acquisition at
sub-Nyquist rates, combining the sensing and compression
step at the hardware level. This is due to the assumption
that the signal often possesses specific structures that exhibit
sparse or compressible representation in some basis, thus,
can be sensed at a lower rate than the Nyquist rate but still
allows almost perfect reconstruction [2], [3]. In fact, many data
modalities that we operate on are often sparse or compressible.
For example, smooth signals are compressible in the Fourier
domain or subsequent frames in a video are piecewise smooth,
thus compressible in a wavelet domain. With the efficient
realization at the hardware level such as the popular Single
Pixel Camera, CS becomes an efficient signal acquisition
framework, however, making the signal manipulation an intim-
idating task. Indeed, over the past decade, since reversing the
signal to its original domain is often considered the necessary
step for signal manipulation, a significant amount of works
have been dedicated to signal reconstruction, giving certain
insights and theoretical guarantees for the successful recovery
of the signal from compressively sensed measurements [2],
[1], [3].
While signal recovery plays a major role in some sensing
applications such as image acquisition for visual purposes,
there are many scenarios in which the primary objective is the
detection of certain patterns or inferring some properties in the
acquired signal. For example, in many radar applications, one
is often interested in anomaly patterns in the measurements,
rather than signal recovery. Moreover, in certain applications
[4], [5], signal reconstruction is undesirable since the step
can potentially disclose private information, leading to the
infringement of data protection legislation. These scenarios
naturally led to the emergence of Compressive Learning (CL)
concept [6], [7], [8], [9] in which the inference system is built
on top of the compressively sensed measurements without the
explicit reconstruction step. While the amount of literature in
CL is rather insignificant compared to signal reconstruction
in CS, different attempts have been made to modify the
sensing component in accordance with the learning task [10],
[11], to extract discriminative features [7], [12] from the
randomly sensed measurements or to jointly optimize the
sensing matrix [13], [14] and the subsequent inference system.
Improvements to different components of CL pipeline have
been proposed, however, existing frameworks utilize the same
compressive acquisition step that performs a linear projection
of the vectorized data, thereby operating on the vector-based
measurements and thus losing the tensorial structure in the
measurements of multi-dimensional data.
In fact, many data modalities naturally possess the tensorial
format such as color images, videos or multivariate time-series.
The multi-dimensional representation naturally reflects the
semantic differences inherent in different dimensions or tensor
modes. For example, the spatial and temporal dimensions in a
video or the spatial and the spectral dimensions in hyperspec-
tral images represent two different concepts, having different
properties. Thus by exploiting this natural form of the signals
and considering the semantic differences between different
dimensions, many tensor-based signal processing, and learning
algorithms have shown its superiority over the vector-based
approach, which simply operates on the vectorized data [15],
[16], [17], [18], [19], [20], [21]. Indeed, tensor representation
and its associated mathematical operations and properties have
found various applications in the Machine Learning commu-
nity. For example, in multivariate time-series analysis, the
multilinear projection was utilized in [18], [22] to model the
dependencies between data points along the feature and tempo-
ral dimension separately. Several multilinear regression [23],
[24] or discriminant models [25], [26] have been developed to
replace their linear counterparts, with improved performance.
In neural network literature, multilinear techniques have been
employed to compress pre-trained networks [27], [28], [29],
or to construct novel neural network architectures [19], [30],
[22].
It is worth noting that CS plays an important role in many
applications that involves high-dimensional tensor signals be-
cause the standard point-based signal acquisition is both mem-
ory and computationally intensive. Representative examples
include Hyperspectral Compressive Imaging (HCI), Synthetic
Aperture Radar (SAR) imaging, Magnetic Resonance Imaging
(MRI) or Computer Tomography (CT). Therefore, the tensor-
based approach has also found its place in CS, also known as
Multi-dimensional Compressive Sensing (MCS) [31], which
replaces the linear sensing and reconstruction model with
multilinear one. Similar to vector-based CS, thereupon simply
referred to as CS, the majority of efforts in MCS are dedicated
to constructing multilinear models that induce sparse represen-
tation along each tensor mode with respect to a set of bases.
For example, the adoption of sparse Tucker representation and
the Kronecker sensing scheme in MRI allows computationally
efficient signal recovery with very low Peak Signal to Noise
Ratio (PSNR) [31], [32]. In addition, the availability of optical
implementations of separable sensing operators such as [33]
naturally enables MCS, significantly reducing the amount of
data collection and reconstruction cost.
While multilinear models have been successfully applied in
Compressive Sensing and Machine Learning, to the best of our
knowledge, we have not seen their utilization in Compressive
Learning, which is the joint framework combining CS and
ML. In this paper, in order to leverage the multi-dimensional
structure in many data modalities, we propose Multilinear
Compressive Learning framework, which adopts a multilin-
ear sensing operator and a neural network classifier that is
designed to utilize the multi-dimensional structure-preserving
compressed measurements. The contribution of this paper is
as follows:
• We propose Multilinear Compressive Learning (MCL), a
novel CL framework that consists of a multilinear sensing
module, a multilinear feature synthesis component, both
taking into account the multi-dimensional property of the
signals, and a task-specific neural network. The multi-
linear sensing module compressively senses along each
separate mode of the original tensor signal, producing
structurally encoded measurements. Similarly, the feature
synthesis component performs the feature learning steps
separately along each mode of the compressed measure-
ments, producing inputs to the subsequent task-specific
neural network which has the structure depending on the
inference problem.
• We show both theoretically and empirically that the pro-
posed MCL framework is highly cost-effective in terms
of memory and computational complexity. In addition,
theoretical analysis and experimental results also indicate
that our framework scales well when the dimensionalities
of the original signal increases, making it highly efficient
for high-dimensional tensor signals.
• We conduct extensive experiments in object classification
and face recognition tasks to validate the performance
of our framework in comparison with its vector-based
counterpart. Besides, the effect of different components
and hyperparameters in the proposed framework were
also empirically analyzed.
• We publicly provide our implementation of the experi-
ments reported in this paper to facilitate future research.
By following our detailed instructions on how to set up
the software environment, all experiment results can be
reproduced in just one line of code. 1
The remainder of the paper is organized as follows: in
Section 2, we review the background information in Com-
pressive Sensing, Multi-dimensional Compressive Sensing and
Compressive Learning. In Section 3, the detailed description
of the proposed Multilinear Compressive Learning framework
is given. Complexity analysis and comparison with the vector-
based framework are also given in Section 3. In Section 4, we
provide details of our experiment protocols and quantitative
analysis of different experiment configurations. Section 5
concludes our work with possible future research directions.
II. RELATED WORK
A. Notation
In this paper, we denote scalar values by either lower-case
or upper-case characters (x, y,X, Y . . . ), vectors by lower-
case bold-face characters (x,y, . . . ), matrices by upper-case
or Greek bold-face characters (A,B,Φ, . . . ) and tensor as
calligraphic capitals (X ,Y, . . . ). A tensor with K modes
and dimension Ik in the mode-k is represented as X ∈
R
I1×I2×···×IK . The entry in the ikth index in mode-k for
k = 1, . . . ,K is denoted as Xi1,i2,...,iK . In addition, vec(X )
denotes the vectorization operation that rearranges elements in
X to the vector representation.
Definition 1 (The Kronecker Product): The Kronecker prod-
uct between two matrices A ∈ RM×N and B ∈ RP×Q is
denoted as A ⊗ B having dimension MP × NQ, is defined
by:
A⊗B =


A11B . . . A1NB
...
. . .
...
AM1B . . . AMNB

 (1)
Definition 2 (Mode-n Product): The mode-k product be-
tween a tensor X = [xi1 , . . . , xiN ] ∈ R
I1×...IN and a
1https://github.com/viebboy/MultilinearCompressiveLearningFramework
matrix W ∈ RJn×In is another tensor of size I1 × · · · ×
Jn × · · · × IN and denoted by X ×n W. The element of
X ×n W is defined as [X ×n W]i1,...,in−1,jn,in+1,...,iN =∑IN
in=1
[X ]i1,...,in−1,in,...,iN [W]jn,in .
The following relationship between the Kronecker product
and n-mode product is the cornerstone in MCS:
Y = X ×1 W1 × · · · ×N WN (2)
can be written as
y = (W1 ⊗ · · · ⊗WN )x (3)
where y = vec(Y) and x = vec(X )
B. Compressive Sensing
Compressive Sensing (CS) [1] is a signal acquisition and
manipulation paradigm that performs simultaneous sensing
and compression on the hardware level, leading to large re-
duction in computation cost and the number of measurements.
The signal y working under CS is assumed to have a sparse
or compressible representation x in some basis or dictionary
Ψ ∈ RI×I , that is:
y = Ψx with ‖x‖0 ≤ K and K ≪ I (4)
where ‖x‖0 denotes the number of non-zero entries in x.
While the dictionary presented in Eq. (4) is complete, i.e., the
number of columns inΨ is equal to the signal dimension I , we
should note that signal models with over-complete dictionaries
can also work, i.e., Ψ ∈ RJ×I with some modifications [34].
With the assumption on the sparsity, CS performs the linear
sensing step using the sensing operator Φ ∈ RM×I , acquiring
a small number of measurements z ∈ RM with M < I , from
analog signal y:
z = Φy (5)
Eq. (5) represents both the sensing and compression step
that can be efficiently implemented at the sensor level. Thus,
what we obtain from CS sensors is a limited number of
measurements z that is used for other processing steps. By
combining Eq. (4, and 5), the CS model is usually expressed
as:
z = ΦΨx with ‖x‖0 ≤ K and K ≪ I (6)
In some applications, we are interested in recovering the
signal y from z. This involves developing theoretical proper-
ties and algorithms to determine the sensing operator Φ, the
dictionary or basis Ψ, and the number of nonzero coefficients
K in order to ensure that the reconstruction is unique, and
of high-fidelity [2], [35], [3]. The reconstruction of y is often
posed as finding the sparsest solution of the under-determined
linear system [36], particularly:
argmin
x
‖x‖0 s.t ‖z−ΦΨx‖2 ≤ ǫ (7)
where ǫ is a small constant specifying the amount of residual
error allowed in the approximation. A large body of research
has been dedicated to solve the problem in Eq. (7) and its
variants with two main approaches: basis pursuit (BP) which
transforms Eq. (7) to a convex one to be solved by linear
programming [37] or second-order cones programs [2], and
matching pursuit (MP), a class of greedy algorithms, which
iteratively refines the solution to the sparsest [38], [39]. Both
BP and MP algorithms are computationally intensive when
the number of elements in y is big, especially in the case of
multi-dimensional signals.
C. Multi-dimensional Compressive Sensing
Given a multi-dimensional signal Y ∈ RI1×···×IN , a direct
application of the sparse representation in Eq. (4) requires
vectorizing y = vec(Y) and the calculations on ΦΨ ∈
R
M×(I1...IN ), which is a very big matrix with the number
of elements scales exponentially with N . Instead of assuming
vec(Y) is sparse in some basis or dictionary, MCS adopts a
sparse Tucker model [40] as follows:
Y = X ×1 Ψ1 × · · · ×N ΨN (8)
which assumes that the signal Y is sparse with respect to a
set of bases or dictionaries Ψn, n = 1, . . . , N . Since in some
cases, the sensing step can be taken in a multilinear way, i.e.,
by using a set of linear operators along each mode separately,
also known as separable sensing operators:
Z = Y ×1 Φ1 × · · · ×N ΦN (9)
that allows us to obtain the measurements Z with retained
multi-dimensional structure. From Eq. (2, 3, 8 and 9), the MCS
model is often expressed as:
z = (B1 ⊗ · · · ⊗BN )x with ‖x‖0 ≤ K (10)
where z = vec(Z), and Bn = ΦnΨn (n = 1, . . . , N ). The
formulation in Eq. (10) is also known as Kronecker CS [41].
Since MCS can be expressed in the vector form, the existing
algorithms and theoretical bounds for vector-based CS have
also been extended for MCS. Representative examples include
Kronecker OMP and its tensor block-sparsity extension [42]
that improves the computation significantly. It is worth noting
that by adopting a multilinear structure, MCS operates with
a set of smaller sensing and dictionaries, requiring much
lower memory and computation compared to the vectorization
approach [31].
D. Compressive Learning
The idea of learning directly from the compressed measure-
ments dates back to the early work of [7] in which the au-
thors proposed a framework termed compressive classification
which introduces the concept of smashed filters and operates
directly on the compressive measurements without reconstruc-
tion as the first proxy step. The result in [7] was subsequently
strengthened in [43] showing that when sufficiently large
Fig. 1. Illustration of the proposed Multilinear Compressive Learning framework
random sensing matrix is used, it can capture the structure
of the data manifold. Later, further extensions that extract
discriminative features from compressive measurements for
activity recognition [44], [45] or face recognition [12] have
also been proposed.
The concept of CL was introduced in [6], which provides
theoretical analysis illustrating that learning machines can be
built directly in the compressed domain. Particularly, given
certain conditions of the sensing matrix Φ, the performance of
a linear Support Vector Machine (SVM) trained on compressed
measurements is as good as the best linear threshold classifier
trained on the original signal y. Later, for compressive learning
of signals described by a Gaussian Mixture Model, asymptotic
behavior of the upper-bound [9] and its extension [11] to learn
the sensing matrix were also derived.
The idea of jointly optimizing the sensing matrix with the
classifier was also adopted in [10] in which the authors pro-
posed an adaptive version of feature-specific imaging system to
learn an optimal sensing matrix based on past measurements.
With the advances in computing hardware and stochastic
optimization techniques, end-to-end CL system was proposed
in [13], and several follow-up extensions and applications
[46], [47], [48], indicating the superior performance when
simultaneously optimizing the sensing component and the
classifier via task-specific data. Our work is closely related to
the end-to-end CL system in [13] in that we also optimize
the CL system via stochastic optimization in an end-to-
end manner. Different from [13], our proposed framework
efficiently utilizes the tensor structure inherent in many types
of signals, thus outperforming the approach in [13] in both
inference performance and computational efficiency.
III. MULTILINEAR COMPRESSIVE LEARNING
FRAMEWORK
In this Section, we first give our description of the proposed
Multilinear Compressive Learning (MCL) framework that op-
erates directly on the tensor representation of the signals. Then,
the initialization scheme and optimization procedures of the
proposed framework is discussed. Lastly, theoretical analysis
of the framework’s complexity in comparison with its vector-
based counterpart is provided.
A. Motivation
In order to model the multi-dimensional structure in the
signal of interest, we assume that the discriminative structure
in Y ∈ RI1×···×IN can be captured in a lower-dimensional
multilinear subspace F ⊂ RJ1×···×JN of RI1×···×IN with
(Jn < In, ∀n = 1, . . . , N ):
Y = X¯ ×1 Ψ¯1 × · · · ×N Ψ¯N (11)
where Ψ¯n ∈ R
In×Jn , ∀n = 1, . . . , N denotes the factor
matrices and X¯ ∈ RJ1×···×JN is the signal representation in
this multilinear subspace.
Here we should note that although Eq. (11) in our frame-
work and Eq. (8) in MCS look similar in its mathematical
form, the assumption and motivation are different. The objec-
tive in MCS is to reconstruct the signal Y by assuming the
existence of the set of sparsifying dictionaries or basesΨn and
optimizing Ψn to induce the sparsest X . Since our objective
is to learn a classification or regression model, we make no
assumption or constraint on the sparsity of X¯ but assume that
the factorization in Eq. (11) can lead to a tensor subspace F
in which the representation X¯ is discriminative or meaningful
for the learning problem.
As mentioned in the previous Section, in some applications,
the measurements can be taken in a multilinear fashion, with
different linear sensing operators operating along different
tensor modes, i.e., separable sensing operators, we obtain the
measurements Z from the following sensing equation:
Z = Y ×1 Φ1 × · · · ×N ΦN (12)
where Φn ∈ R
Mn×In (n = 1, . . . , N ) represent the sensing
matrices of those linear operators.
In cases where the measurements of the multi-dimensional
signals are taken in a vector-based fashion, i.e., the following
sensing model:
z = Φvec(Y) (13)
with a single sensing operator Φ ∈ RM×I1∗···∗IN , we can still
enforce a structure-preserving sensing operation similar to the
multilinear sensing scheme in Eq. (12) by setting:
Φ = Φ1 ⊗ · · · ⊗ΦN (14)
to obtain Z in Eq. (12) from z in Eq. (13).
Combining Eq. (11 and 12), we can express our measure-
ments Z as:
Z = X¯ ×1 (Φ1Ψ¯1)× · · · ×N (ΦNΨ¯N ) (15)
By setting the sensing matrices Φn to be pseudo-inverse of
Ψ¯n for all n = 1, . . . , N , we obtain the measurements Z that
lie in the discriminative-induced tensor subspace F mentioned
previously.
B. Design
Figure 1 illustrates our proposed MCL framework which
consists of the following components:
• CS component: the data acquisition step of the multi-
dimensional signals is done via separable linear sensing
operators Φn, n = 1, . . . , N . As mentioned previously,
in cases where the actual hardware implementation only
allows vector-based sensing scheme, Eq. (14) allows the
simulation of this multilinear sensing step. This com-
ponent produces measurements Z with encoded tensor
structure, having the same number of tensor modes (N )
as the original signal.
• Feature Synthesis (FS) component: from Z , this step
performs feature extraction along N modes of the mea-
surements Z with the set of learnable matricesΘn. Since
the measurements typically have many fewer elements
compared to the original signal Y , the FS component
expands the dimensions of Z , allowing better separability
between the sensed signals from different classes in a
higher multi-dimensional space that is found through op-
timization. While the sensing step performs linear inter-
polations for computational efficiency, the FS component
can be either multilinear or nonlinear transformations. A
typical nonlinear transformation step is to perform zero-
thresholding, i.e., ReLU, on Z before multiplying with
Θn, n = 1 . . . , N , i.e., ReLU(Z)×1 Θ1 × · · · ×N ΘN .
In applications which require the transmission of Z to
be analyzed, this simple thresholding step can, before
transmission, increase the compression rate by sparsifying
the encoded signal and discarding the sign bits. While
nonlinearity is often considered beneficial for neural
networks, adding the thresholding step as described above
further restricts the information retained in a limited
number of measurements Z , thus, adversely affects the
inference system. In the Experiments Section, we provide
empirical analysis on the effect of nonlinearity towards
the inference tasks at different measurement rates. Here
we should note that while our FS component resembles
the reprojection step in the vector-based framework [13],
our FS and CS components have different weights (Θn
and Φn, n = 1, . . . , N ) and the dimensionality of the
tensor feature T produced by FS component is task-
dependent, and is not constrained to that of the original
signal.
• Task-specific Neural Network N: from the tensor repre-
sentation T produced by FS step, a neural network with
task-dependent architecture is built on top to generate the
regression or classification outputs. For example, when
analyzing visual data, the N can be a Convolutional
Neural Network (CNN) in case of static images or a Con-
volutional Recurrent Neural Network in case of videos. In
CS applications that involve distributed arrays of sensors
that continuously collect data, specific architectures for
time-series analysis such as Long-Short Term Memory
Network should be considered for N. Here we should
note that the size of T is also task-dependent and should
match with the neural network component. For example,
in object detection and localization task, it is desirable to
keep the spatial aspect ratio of T similar to Y to allow
precise localization.
C. Optimization
In our proposed MCL framework, we aim to optimize
all three components, i.e., Φn, Θn and N, with respect to
the inference task. A simple and straightforward approach
is to consider all components in this framework as a single
computation graph, then randomly initialize the weights ac-
cording to some popular initialization scheme [49], [50] and
perform stochastic gradient descend on this graph with respect
to the loss function defined by the learning task. However,
this approach does not take into account any existing domain
knowledge of each component that we have.
As mentioned in Section III.A, with the assumption of
the existence of a tensor subspace F and the factorization
in Eq. (11), the sensing matrix Φn in the CS component
can be initialized equal to the pseudo-inverse of Ψ¯n for all
n = 1, . . . , N to obtain initial Z that are discriminative or
meaningful. There have been several algorithms proposed to
learn the factorization in Eq. (11) with respect to different
criteria such as the multi-class discriminant [25], class-specific
discriminant [26], max-margin [51] or Tucker Decomposition
with non-negative constraint [52].
In a general setting, we propose to apply Higher Order
Singular Value Decomposition (HOSVD) [40] and initialize
Φn with the left singular vectors that correspond to the largest
singular values in mode n. The sensing matrices are then
adjusted together with other components during the stochastic
optimization process. This initialization scheme resembles the
TABLE I
COMPLEXITY OF THE PROPOSEDMCL FRAMEWORK AND VECTOR-BASED FRAMEWORK [13]
Our Vector [13]
Memory O(2
∑N
n=1 In ∗Mn) O(
∏N
n=1 In ∗Mn)
Computation O
(∑N
n=1
(∏n
p=1Mp ∗
∏N
k=n Ik
)
+
∑N
n=1
(∏n
p=1 Ip ∗
∏N
k=nMk
)
) O(2
∏N
n=1 In ∗Mn)
one proposed for vector-based CL framework which utilizes
Principal Component Analysis (PCA). In a general case where
one has no prior knowledge on the structure of F, a transfor-
mation that retains the most energy in the signal such as PCA
or HOSVD is a popular choice when reducing dimensionalities
of the signal. While for higher-order data, HOSVD only
provides a quasi-optimal condition for data reconstruction in
the least-square sense [53], since our objective is to make
inferences, this initialization scheme works well as indicated
in our Experiments Section.
With the aforementioned initialization scheme of CS com-
ponent for a general setting, it is natural to also initialize Θn
in FS component with the right singular vectors corresponding
to the largest singular values in mode n of the training data.
With this initialization of Θn, during the initial forward steps
in stochastic gradient descent, the FS component produces an
approximate version of Y , and in cases where a classifier C
pre-trained on Y or its approximated version Yˆ exists, the
weights of neural network N can be initialized with that
of C. It is worth noting that the reprojection step in the
vector-based framework in [13] shares the weights with the
sensing matrices, performing inexplicit signal reconstruction
while we have different sensing Φn, n = 1, . . . , N and feature
extraction Θn, n = 1, . . . , N weights. Since the vector-based
framework involves large sensing and reprojection matrices,
from the optimization point of view, enforcing shared weights
might be essential in their framework to reduce overfitting as
indicated by their empirical results.
After performing the aforementioned initialization steps,
all three components in our MCL framework are optimized
using Stochastic Gradient Descent method. It is worth noting
that above initialization scheme for CS and FS component
is proposed in a generic setting, which can serve as a good
starting point. In cases where certain properties of the tensor
subspace F or the tensor feature T are known to improve the
learning task, one might adopt a different initialization strategy
for CS and FS components to induce such properties.
D. Complexity Analysis
Since the complexity of the neural network component N
varies with the choice of the architecture, we will estimate
the theoretical complexity for the CS and FS component and
make comparison with the vector-based framework [13]. Let
R
I1×···×IN and RM1×···×MN denote the dimensionality of
the original signal Y and its measurements Z , respectively.
In addition, to compare with the vector-based framework,
we also assume that the dimensionality of the feature T
is also RI1×···×IN . Thus, Φn belongs to R
Mn×In and Θn
belongs to RIn×Mn for n = 1, . . . , N in our CS and FS
component, while in [13], the sensing matrix Φ and the
reconstruction matrix ΦT belong to R(I1∗···∗IN )×(M1∗···∗MN )
and R(M1∗···∗MN )×(I1∗···∗IN ), respectively.
It is clear that the memory complexity of CS and FS compo-
nent in our MCL framework is O(2
∑N
n=1 In ∗Mn), and that
of the vector-based framework is O(
∏N
n=1 In∗Mn). To see the
huge difference between the two frameworks, let us consider
3D MRI image of size I1× I2× I3 = 256×256×64 with the
sampling ratio 70%, i.e., M1 ×M2 ×M3 = 214× 214× 64,
the memory complexity in our framework is O(256 ∗ 214 +
256 ∗ 214+ 64 ∗ 64) ≈ O(105) while that of the vector-based
framework is O(256 ∗ 214 ∗ 256 ∗ 214 ∗ 64 ∗ 64) = O(1013)
Regarding computational complexity of our framework, the
CS component performs Z = Y ×1 Φ1 × · · · ×N ΦN having
complexity of O
(∑N
n=1
(∏n
p=1Mp ∗
∏N
k=n Ik
))
, and the FS
component performs T = Z×1Θ1×· · ·×NΘN having com-
plexity of O
(∑N
n=1
(∏n
p=1 Ip ∗
∏N
k=nMk
))
. For the vector-
based framework, the sensing step computes z = Φvec(Y)
and reprojection step computes ΦT z, resulting in total com-
plexity of O(2
∏N
n=1 In ∗ Mn). With the same 3D MRI
example as in the previous paragraph, the total computational
complexity of our framework is O(109) while that of the
vector-based framework is O(1013).
Table I summarizes the complexity of the two frameworks.
It is worth noting that by taking into account the multi-
dimensional structure of the signal, the proposed framework
has both memory and computational complexity several orders
of magnitudes lower than its vector-based counterpart.
IV. EXPERIMENTS
In this section, we provide a detailed description of our
empirical analysis of the proposed MCL framework. We start
by describing the datasets and the experiments’ protocols that
have been used. In the standard set of experiments, we analyze
the performance of MCL in comparison with the vector-
based framework proposed in [13], [58]. We further investigate
the effect of different components in our framework in the
Ablation Study Subsection.
A. Datasets and Experiment Protocol
We have conducted experiments on the object classification
and face recognition tasks on the following datasets:
• CIFAR-10 and CIFAR-100: CIFAR dataset [54] is a color
(RGB) image dataset for evaluating object recognition
task. The dataset consists of 50K images for training and
10K images for testing with resolution 32 × 32 pixels.
CIFAR-10 refers to the 10-class objection recognition
task in which each individual image has a single class
label coming from 10 different categories. Likewise,
CIFAR-100 refers to a more fine-grained classification
task with each image having a label coming from 100
different categories. In our experiment, from the training
set of CIFAR-10 and CIFAR-100, we randomly selected
5K images for validation purpose and only trained the
algorithms on 45K images.
• CelebA: CelebA [55] is a large-scale face attributes
dataset with more than 200K images at different resolu-
tions from more than 10K identities. In our experiment,
we used a subset of 100 identities in this dataset which
corresponds to 7063, 2373, and 2400 samples for training,
validation, and testing, respectively. In order to evaluate
the scalability of our proposed framework, we resized the
original images to different set of resolutions, including:
32× 32, 48× 48, 64× 64, and 80× 80 pixels, which are
subsequently denoted as CelebA-32, CelebA-48, CelebA-
64, and CelebA-80, respectively.
In our experiments, two types of network architecture have
been employed for the neural network component N: the
AllCNN architecture [56] and the ResNet architecture [57].
AllCNN is a simple 9-layer feed-forward architecture which
has no max-pooling (pooling is done via convolution with
stride more than 1) and no fully-connected layer. ResNet
is a 110-layer CNN with residual connections. The exact
topologies of AllCNN and ResNet in our experiment can be
found in our publicly available implementation2.
Since all of the datasets contain RGB images, we followed
the implementation proposed in [58] for the vector-based
framework, which is an extension of [13], which has 3
different sensing matrices for each of the color channel, and
the corresponding reprojection matrices are enforced to share
weights with the sensing matrices. The sensing matrices in
MCL were initialized with the HOSVD decomposition on
the training sets while the sensing matrices in the vector-
based framework were initialized with PCA decomposition on
the training set. Likewise, the bases obtained from HOSVD
and PCA were also used to initialize the FS component in
our framework and the reprojection matrices in the vector-
based framework. In addition, we also trained the neural
network component N on uncompressed data with respect
to the learning tasks and initialized the classifier in each
framework with these pre-trained networks’ weights. After the
initialization step, both frameworks were trained in an end-to-
end manner.
All algorithms were trained with ADAM optimizer [59] with
the following learning rate the schedule {10−3, 10−4, 10−5},
changing at epoch 80 and 120. Each algorithm was trained for
160 epochs in total. Weight decay coefficient was set to 0.0001
to regularize all the trainable weights in all experiments.
We performed no data preprocessing step, except scaling
2https://github.com/viebboy/MultilinearCompressiveLearningFramework
TABLE II
DIFFERENT CONFIGURATIONS OF MEASUREMENTS BETWEEN
VECTOR-BASED FRAMEWORK AND OUR FRAMEWORK. * Measurement
Rate IS CALCULATED WITH RESPECT TO THE ORIGINAL SIGNAL OF SIZE
32 × 32× 3
Type Configuration #measurements Measurement Rate
vector [58] 256× 3 768 0.250
MCL (our) 20× 19× 2 760 0.247
MCL (our) 28× 27× 1 756 0.246
vector [58] 102× 3 306 0.100
MCL (our) 14× 11× 2 308 0.100
MCL (our) 18× 17× 1 306 0.100
vector [58] 18× 3 54 0.018
MCL (our) 9× 6× 1 54 0.018
MCL (our) 6× 9× 1 54 0.018
all the pixel values to [0, 1]. In addition, data augmentation
was employed by random flipping on the horizontal axis
and image shifting within 10% of the spatial dimensions. In
all experiments, the final model weights which are used to
measure the performance on the test sets, are obtained from
the epoch which has the highest validation accuracy.
For each experiment configuration, we performed 3 runs and
the mean and standard deviation of test accuracy are reported.
B. Comparison with the vector-based framework
In order to compare with the vector-based framework in
[13], [58], we performed experiments on 3 datasets: CIFAR-
10, CIFAR-100, and CelebA-32. To compare the performances
at different measurement rates, we employed three differ-
ent measurement values Z for the vector-based framework:
256× 3 = 768, 102× 3 = 306, and 18× 3 = 54. Here ×3 in-
dicates that the vector-based framework has 3 different sensing
matrices for each color channel. Since we cannot always select
the size of the measurements Z in MCL to match the number
of measurements in the vector-based framework, we try to
find the configurations of Z that closely match with the vector-
based ones. In addition, with a target number of measurements,
there can be more than one configuration of Z that yields a
similar number of measurements. For each measurement value
(768, 102, 54) in the vector-based framework, we evaluated
two different values of Z , particularly, the following sizes
of Z were used: 20 × 19 × 2 = 760, 28 × 27 × 1 = 756,
14 × 11 × 2 = 308, 18 × 17 × 1 = 306, 6 × 9 × 1 = 54
and 9 × 6 × 1 = 54. The measurement configurations are
summarized in Table II.
In order to effectively compare the CS and FS component
in MCL with those in [58], two different neural network
architectures with different capacities have been used. Table
III and IV show the accuracy on the test set with AllCNN
and ResNet architecture, respectively. The second row of each
table shows the performance of the base classifier on the
uncompressed data, which we term as Oracle.
It is clear that our proposed framework outperforms the
vector-based framework in all compression rates and datasets
with both AllCNN and ResNet architecture, except for CIFAR-
100 dataset at the lowest measurement rate (0.018). The
performance gaps between the proposed MCL framework and
the vector-based one are huge, with more than 10% differences
for the CIFAR datasets at measurement rates 0.25 and 0.10.
In case of CelebA-32 dataset and at measurement rate 0.246
(configuration 28× 27× 1), the inference systems learned by
our proposed framework even slightly outperform the Oracle
setting for both AllCNN and ResNet architecture.
Although the capacities of AllCNN and ResNet architecture
are different, their performances on the uncompressed data
are roughly similar. Regarding the effect of two different
base classifiers in the two Compressive Learning pipelines,
it is clear that the optimal configurations of our framework
at each measurement rate are consistent between the two
classifiers, i.e., the bold patterns from both Table III and IV are
similar. When switching from AllCNN to ResNet, the vector-
based framework observes performance drop at the highest
measurement rate (0.25), but increases in lower rates (0.1
and 0.018). For our framework when switching from AllCNN
to ResNet, the test accuracies stay approximately similar or
improve.
Table V shows the empirical complexity of both frameworks
with respect to different measurement configurations, exclud-
ing the base classifiers. Since all three datasets employed
in this experiment have the same input size and the size of
the feature tensor T in MCL was set similar to the original
input size, the complexities of CS and FS components in
all three datasets are similar. It is clear that our proposed
MCL framework has much lower memory and computational
complexity compared to the vector-based counterpart. In our
proposed framework, even operating at the highest measure-
ment rate 0.247, the CS and FS components require only
2.5K parameters and 5K FLOPs, which are approximately
20 times fewer than that of the vector-based framework
operating at the lowest measurement rate 0.018. Interestingly,
the optimal configuration at each measurement rate obtained
in our framework also has lower or similar complexity than
the other configuration.
In Figure 2, we visualize the features obtained from the
reprojection step and the FS component in the proposed frame-
work, respectively. It is worth noting that the sensing matrices
and the reprojection matrices (in case of the vector-based
framework) or Θn (in FS component of MCL framework)
were initialized with PCA and HOSVD. In addition, the base
network classifiers were also initialized with the ones trained
on the original data. Thus, it is intuitive to expect the features
obtained from both frameworks to be visually interpretable
for human, despite no explicit reconstruction objective was
incorporated during the training phase. Indeed, from Figure
2, we can see that with the highest number of measure-
ments, the feature images obtained from both frameworks
look very similar to the original images. Particularly, the
ones synthesized by the vector-based framework look visually
closer to the original images than those obtained from our
MCL framework. Since the sensing and reprojection steps in
TABLE III
TEST ACCURACY WITH ALLCNN ARCHITECTURE AS THE BASE
CLASSIFIER
Configuration CIFAR-10 CIFAR-100 CelebA-32
Oracle 92.33 72.25 92.58
256× 3 [58] 81.36± 00.00 55.32± 00.00 89.25± 00.00
20× 19× 2 (our) 89.35± 00.26 65.97± 00.19 92.36± 00.07
28× 27× 1 (our) 88.56± 00.14 62.82± 00.09 92.74± 00.31
102× 3 [58] 65.14± 02.37 44.03± 03.60 67.04± 02.36
14× 11× 2 (our) 84.15± 00.55 59.77± 00.12 87.01± 00.99
18× 17× 1 (our) 83.17± 00.32 54.96± 00.17 91.26± 00.13
18× 3 [58] 61.38± 00.05 37.78± 00.08 63.76± 00.22
9× 6× 1 (our) 64.45± 00.39 34.74± 00.29 68.49± 00.28
6× 9× 1 (our) 64.28± 00.35 35.16± 00.16 65.92± 00.77
TABLE IV
TEST ACCURACY WITH RESNET ARCHITECTURE AS THE BASE
CLASSIFIER
Configuration CIFAR-10 CIFAR-100 CelebA-32
Oracle 92.47 72.38 93.08
256× 3 [58] 78.56± 00.00 53.03± 00.00 87.29± 00.00
20× 19× 2 (our) 89.22± 00.27 67.21± 00.18 92.00± 00.48
28× 27× 1 (our) 88.24± 00.15 63.37± 00.44 93.54± 00.32
102× 3 [58] 67.65± 02.99 47.90± 01.22 76.32± 02.35
14× 11× 2 (our) 84.74± 00.16 60.30± 00.21 88.50± 00.26
18× 17× 1 (our) 83.31± 00.21 55.51± 00.08 90.82± 00.14
18× 3 [58] 61.96± 00.17 41.03± 00.22 67.29± 00.44
9× 6× 1 (our) 64.14± 00.24 33.67± 00.17 69.90± 00.41
6× 9× 1 (our) 64.07± 00.16 32.40± 01.62 67.39± 00.34
the vector-based framework share the same weight matrices
during the optimization procedure, the whole pipeline is more
constrained to reconstruct the images at the reprojection step.
When the number of measurements drops to approximately
10% of the original signal, the reverse scenario happens: the
feature images (in configuration 14 × 11 × 2, 28 × 27 × 1)
obtained from our framework retain more facial features
compared to those from the vector-based framework (102×3),
especially in the 28 × 27 × 1 configuration. This is due to
the fact that most of the facial information in particular, and
natural images in general lie on the spatial dimensions, i.e.,
height and width. Besides, when the dimension of the third
mode of the measurement Z is set to 1 (as in configuration
28×27×1, 18×17×1), after the optimization procedure, our
proposed framework effectively discards the color information
which is less relevant to the facial recognition task, and retains
more lightness details, thus, performs better than the configu-
rations with the 3-mode dimension set to 2 (in configuration
20× 19× 2, 14× 11× 2).
With the above observations from the empirical analysis,
it is clear that structure-preserving Compressive Sensing and
Feature Synthesis components in our proposed MCL frame-
work can better capture essential information inherent in the
multi-dimensional signal for the learning tasks, compared with
the vector-based framework.
Original 256x3
(vector)
102x3
(vector)
18x3
(vector)
20x19x2
(our)
14x11x2
(our)
6x9x1
(our)
28x27x1
(our)
18x17x1
(our)
9x6x1
(our)
Fig. 2. Illustration of the feature images (inputs to ResNet) synthesized by the proposed framework and the vector-based counterpart. The original images
come from the test set of CelebA-32.
TABLE V
COMPLEXITY OF THE PROPOSED FRAMEWORK AND THE VECTOR-BASED
COUNTERPART, EXCLUDING THE BASE CLASSIFIER COMPONENT
Configuration #Parameters #FLOPs
256× 3 [58] 786K 1573K
20× 19× 2 (our) 2.5K 5K
28× 27× 1 (our) 3.5K 7K
102× 3 [58] 313K 627K
14× 11× 2 (our) 1.6K 3.2K
18× 17× 1 (our) 2.2K 4.5K
18× 3 [58] 55K 111K
9× 6× 1 (our) 1.0K 1.9K
6× 9× 1 (our) 1.0K 1.9K
C. Ablation Study
In this subsection, we provide the empirical analysis on
the effect of different components in MCL framework. These
factors include the effect of the popular nonlinear thresholding
step discussed in Section III.B; the choice of having shared or
separate weights in CS and FS component; the initialization
step discussed in Section III.C; the scalability of the proposed
framework when the original dimensionalities of the signal
increase. Since the total number of experiment settings when
combining all of the aforementioned factors is huge, and the
results involved multiple factors are difficult to interpret, we
analyze these factors in a progressive manner.
1) Linearity versus Nonlinearity and Shared versus Sepa-
rate Weights: Firstly, the choice of linearity or nonlinearity
and the choice of shared or separate weights in CS and FS
component are analyzed together since the two factors are
closely related. In this setting, the CS and FS components are
initialized by HOSVD decomposition as described in Section
III.C. The neural network classifier N has the AllCNN archi-
tecture with the weights initialized from the corresponding
pre-trained network on the original data. Table VI shows
the test accuracies on CIFAR-10, CIFAR-100 and CelebA-
32 at different measurements. It is clear that most of the
highest test accuracies are obtained without the thresholding
step and with separate weights in CS and FS component,
i.e., most bold-face numbers appear in the lower quarter on
the left side of Table VI. Comparing between linearity and
nonlinearity option, it is obvious that the nonlinearity effect
of ReLU adversely affect the performances, especially when
the number of measurements decreases. The reason might be
that applying ReLU to the compressed measurements restricts
the information to be represented in the positive subspace only,
thus further losing the representation power in the compressed
measurements when only a limited number of measurements
allowed.
In the linearity setting, while the performance differences
between shared and separate weights in some configurations
are small, here we should note that allowing non-shared
weights can be beneficial in cases where we know that certain
features should be synthesized in the FS component in order
to make inferences.
2) Effect of The Initialization Step: From the observation
obtained from the above analysis on the effect of linearity and
separate weights, we investigated the effect of the initialization
step discussed in Section III.C. All setups were trained with
a multilinear FS component having separate weights from CS
component. From Table VII, we can easily observe that by
initializing the CS and FS components with HOSVD, the
performances of the learning systems increase significantly.
When CS and FS components are initialized with HOSVD,
utilizing a pre-trained network further improves the inference
performance of the systems, especially in the low measure-
ment rate regime. Thus, the initialization strategy proposed in
Section III.C is beneficial in a general setting for the learning
tasks.
3) Scalability: Finally, the scalability of the proposed
framework is validated in different resolutions of the CelebA
dataset. All of the previous experiments were demonstrated
with CelebA-32 dataset, which we assume that there are
only 3072 elements in the original signal. To investigate
TABLE VI
TEST ACCURACY WITH RESPECT TO THE CHOICE OF LINEARITY OR NONLINEARITY IN CONJUNCTION WITH THE CHOICE OF SHARED OR SEPARATE
WEIGHTS IN CS AND FS COMPONENT. THE BOLD NUMBERS DENOTE THE BEST TEST ACCURACY (AMONG 4 COMBINATIONS OF LINEARITY VERSUS
NONLINEARITY AND SHARED VERSUS SEPARATE) IN THE SAME DATASET WITH THE SAME CONFIGURATION
Configuration
LINEARITY NONLINEARITY
CIFAR-10 CIFAR-100 CelebA-32 CIFAR-10 CIFAR-100 CelebA-32
SHARED
20× 19× 2 89.25± 00.39 66.00± 00.26 92.24± 00.21 89.16± 00.14 66.11± 00.10 91.69± 00.46
28× 27× 1 88.44± 00.04 62.62± 00.30 92.42± 00.64 88.32± 00.20 61.99± 01.24 92.61± 00.61
14× 11× 2 84.37± 00.35 59.75± 00.23 88.00± 00.38 83.84± 00.21 58.01± 00.80 84.75± 01.37
18× 17× 1 83.73± 00.10 54.88± 00.23 91.22± 00.43 83.57± 00.30 54.47± 00.39 90.85± 00.60
6× 9× 1 64.27± 00.28 33.17± 00.20 64.47± 00.61 62.18± 01.37 33.04± 00.08 49.46± 00.95
9× 6× 1 64.43± 00.25 32.82± 00.39 68.25± 00.09 62.34± 00.16 33.08± 00.16 59.29± 01.83
SEPARATE
20× 19× 2 89.35± 00.26 65.97± 00.19 92.36± 00.07 88.19± 01.00 64.28± 02.29 91.79± 00.21
28× 27× 1 88.56± 00.14 62.82± 00.09 92.74± 00.31 88.14± 00.34 62.15± 00.04 92.49± 00.43
14× 11× 2 84.15± 00.55 59.77± 00.12 87.01± 00.99 82.16± 02.61 59.15± 00.16 84.64± 00.57
18× 17× 1 83.17± 00.32 54.96± 00.17 91.26± 00.14 82.90± 00.19 53.90± 00.41 90.10± 00.69
6× 9× 1 64.28± 00.35 35.16± 00.16 65.92± 00.77 61.09± 00.20 32.15± 00.49 50.68± 01.00
9× 6× 1 64.45± 00.39 34.74± 00.29 68.49± 00.28 62.18± 00.25 32.68± 00.81 61.54± 01.40
TABLE VII
TEST ACCURACY WITH RESPECT TO THE INITIALIZATION OF CS & FS COMPONENT AND THE BASE CLASSIFIER (ALLCNN). THE BOLD NUMBERS
DENOTE THE BEST TEST ACCURACY (AMONG 4 COMBINATIONS OF PRECOMPUTE CLASSIFIER VERSUS RANDOM CLASSIFIER AND PRECOMPUTE
CS & FS VERSUS RANDOM CS & FS) IN THE SAME DATASET WITH THE SAME CONFIGURATION
Configuration
PRECOMPUTE CS & FS RANDOM CS & FS
CIFAR-10 CIFAR-100 CelebA-32 CIFAR-10 CIFAR-100 CelebA-32
PRECOMPUTE
CLASSIFIER
28× 27× 1 88.56± 00.14 62.82± 00.09 92.74± 00.31 71.47± 00.62 38.59± 02.60 68.65± 01.56
18× 17× 1 83.17± 00.32 54.96± 00.17 91.26± 00.14 69.46± 01.16 38.65± 00.28 65.65± 00.70
9× 6× 1 64.45± 00.39 34.74± 00.29 68.49± 00.28 59.88± 00.17 29.03± 01.69 60.43± 02.29
RANDOM
CLASSIFIER
28× 27× 1 88.71± 00.05 60.36± 00.62 85.56± 00.84 71.37± 01.24 38.98± 01.40 67.18± 00.32
18× 17× 1 83.82± 00.28 49.41± 04.07 84.71± 01.39 68.93± 01.16 37.84± 03.06 64.12± 02.06
9× 6× 1 63.99± 00.11 33.66± 00.66 65.62± 02.71 59.85± 00.67 30.90± 00.17 56.61± 02.27
the scalability, we pose the following question: What if the
original dimensions of the signal are higher than 32× 32× 3,
with the same numbers of measurements presented in Table
II, can we still learn to recognize facial images with feasible
costs?. To answer this question, we trained our framework
on CelebA-32, CelebA-48, CelebA-64 and CelebA-80 and
recorded the test accuracies, the number of parameters and the
number of FLOPs at different number of measurements, which
are shown in Table VIII. It is clear that at each measurement
configuration, when the original signal resolution increases,
the measurement rate drops at a similar rate, however, without
any adverse effect on the inference performance. Particularly,
if we look into the last column of Table VIII, with a sampling
rate of only 4%, the proposed framework achieves 93%
accuracy, which is only 2% lower compared to that of the
base classifier trained on the original data. Here we should
note that most of the images in CelebA dataset have higher
resolution than 80×80×3 pixel, therefore, 4 different versions
of CelebA (32× 32× 3, 48× 48× 3, 64× 64× 3, 80× 80× 3,
) in our experiments indeed contain increasing levels of data
fidelity. From the performance statistics, we can observe that
the performance of our framework is characterized by the
number of measurements, rather than the measurement rates
or compression rates.
Due to the memory limitation when training the vector-
based framework at higher resolutions, we could not perform
the same set of experiments for the vector-based framework.
However, to compare the scalability in terms of computation
and memory between the two frameworks, we measured
the number of FLOPs and parameters in the vector-based
framework, excluding the base classifier and visualize the
results on Figure 3. It is worth noting that on the y-axis is the
log scale and as the dimensions of the original signal increase,
the complexity of the vector-based framework increases by an
order of magnitude while our proposed MCL framework scales
favorably in both memory and computation.
V. CONCLUSIONS
In this paper, we proposed Multilinear Compressive Learn-
ing, an efficient framework to tackle the Compressive Learning
task that operates on multi-dimensional signals. The proposed
framework takes into account the tensorial nature of the multi-
dimensional signals and performs the compressive sensing as
well as the feature extraction step along different modes of
TABLE VIII
TEST PERFORMANCE & COMPLEXITY OF THE PROPOSED FRAMEWORK AT DIFFERENT RESOLUTIONS OF THE ORIGINAL CELEBA DATASET, WITH
ALLCNN AS THE BASE CLASSIFIER
Configuration
ACCURACY MEASUREMENT RATE
CelebA-32 CelebA-48 CelebA-64 CelebA-80 CelebA-32 CelebA-48 CelebA-64 CelebA-80
Oracle 92.58 93.37 94.75 95.04 1.0 1.0 1.0 1.0
20× 19× 2 92.36± 00.07 91.24± 00.23 92.62± 00.36 93.01± 00.32 0.247 0.110 0.062 0.040
28× 27× 1 92.74± 00.31 92.43± 00.19 93.39± 00.52 93.42± 00.37 0.246 0.109 0.062 0.039
14× 11× 2 87.01± 00.99 87.00± 00.87 87.75± 00.27 88.67± 00.26 0.100 0.045 0.025 0.016
18× 17× 1 91.26± 00.14 90.17± 00.30 91.36± 00.43 91.89± 00.46 0.1 0.044 0.025 0.016
6× 9× 1 65.92± 00.77 66.56± 00.05 66.69± 00.46 66.03± 00.37 0.018 0.008 0.004 0.003
9× 6× 1 68.49± 00.28 68.69± 00.96 67.75± 01.62 67.31± 00.49 0.018 0.008 0.004 0.003
Configuration
#FLOP #PARAMETER
CelebA-32 CelebA-48 CelebA-64 CelebA-80 CelebA-32 CelebA-48 CelebA-64 CelebA-80
20× 19× 2 50K 7.5K 10.0K 12.5K 2.5K 3.8K 5.0K 6.3K
28× 27× 1 7.0K 10.6K 14.1K 17.6K 3.5K 5.3K 7.0K 8.8K
14× 11× 2 3.2K 4.8K 6.4K 8.0K 1.6K 2.4K 3.2K 4.0K
18× 17× 1 4.5K 6.7K 9.0K 11.2K 2.2K 3.4K 4.9K 5.6K
6× 9× 1 1.9K 2.9K 3.9K 4.8K 1.0K 1.4K 1.9K 2.4K
9× 6× 1 1.9K 2.9K 3.9K 4.8K 1.0K 1.4K 1.9K 2.4K
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Fig. 3. #FLOP and #PARAMETER versus the original dimensionalities of the signal, measured in the proposed framework and the vector-based framework,
excluding the base classifier. The x-axis represents the original dimension of the input signal. The y-axis on the first row represents the number of FLOPs in
log scale while the y-axis on the second row represents the number of parameters
the original data, thus being able to retain and synthesize
essential information on a multilinear subspace for the learning
task. We show theoretically and empirically that the proposed
framework outperforms its vector-based counterpart in both
inference performance and computational efficiency. Extensive
ablation study has been conducted to investigate the effect
of different components in the proposed framework, giving
insights into the importance of different design choices.
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