Classical and quantum mechanics provide two alternative descriptions of an arbitrary dynamical system. It is an evidence that fundamentally all systems have a quantum nature. Yet, many admit a fairly precise classical description. This paper intends to study the properties that a general quantum system should satisfy so that its time evolution is consistent with the classical predictions. As a result two different criteria quantifying the degree of classicality of an arbitrary dynamical system are proposed. The inputs for these criteria are the classical dynamical structure of the system together with the quantum and the classical data providing the two alternative descriptions of its initial time configuration. For a general quantum system the satisfaction of the criteria up to some extend implies that its time evolution will be consistent with the classical predictions up to some degree. Therefore it is argued that the criteria provide a suitable measure of classicality. Finally, some possible applications of the formalism are succinctly discussed.
Introduction
It is generally accepted that quantum mechanics provides the most fundamental description of all physical systems. Such status requires the theory to provide a satisfactorical description of the every day classical like phenomena. However quantum mechanics faces a considerable number of problems to explain the emergence of a classical domain. In a broad sense, this is called the problem of the semi classical limit of quantum mechanics [1] .
The internal consistence of the theory is also not free from criticisms. Quantum mechanics is defined with reference to an external classical observer. The observer interacts with the quantum phenomenon through the rather non-analytic process of measurement and it is only through this interaction that the predictions of quantum mechanics might be given a proper interpretation [1, 2, 3] . Many feel that a theory that intends to provide the most fundamental description of any dynamical system at all scales should not rely on the postulate existence of an external classical domain and interaction [3, 4, 5] . One would like quantum mechanics, or some reformulation of it, to provide the fundamental theory from which a description of the classical observer, the quantum phenomenon and their interaction would emerge [6, 7] . These criticisms are specially pertinent in the context of quantum cosmology and more generally when one faces the problem of quantizing a closed dynamical system [4, 8] .
With the intention of providing a more adequate framework to approach these problems several reformulations/generalisations of quantum mechanics have been proposed. One of the most important is the decoherent histories approach [4, 5, 9] . This theory is based on a different set of axioms than standard quantum mechanics and was specifically designed to be applied to close dynamical systems.
This paper concerns the problem of the semiclassical limit of quantum mechanics. To be more specific we will work in the context of the standard copenhagen formulation of quantum mechanics [10, 11, 12, 13] and the aim is to identify the general conditions an arbitrary, but finite dimensional, quantum system should satisfy so that it evolves in agreement with the predictions of classical mechanics. The term "classicality" will always be used in this specific sense, i.e. meaning "agreement with the classical predictions". This paper does not intend to study the more general and subtle problem of what it means a system to be classical. Neither it is concerned with the problem of why there are so many classical systems in our present day Universe or why most classical systems stay classical through time evolution. These problems are more properly addressed in the context of the decoherent histories approach to quantum mechanics [4, 5, 9] .
Our approach will be as follows: we consider a general dynamical system with N degrees of freedom. Its initial time configuration might be described by a set of quantum initial data or, alternatively, by a set of classical initial data. The classical description is given by a set of values a 0 i for a complete set of classical observables a i (i = 1...2N), together with their associated error margins δ i . The quantum description is given by the initial time wave function |ψ >. Classical mechanics states that any subsequent measurement of an observable a i will yield a value belonging to the interval [a 0 i − δ i , a 0 i + δ i ]. Quantum mechanics, in turn, states that there is some probability p i that a measurement of the observableâ i yield a value inside the former interval. There are a number of fairly intuitive ways by which one can measure the consistency (i.e. the agreement) of the two former descriptions of the initial time configuration. We will propose two consistency criteria in section II.
Unfortunately, the fact that the two descriptions of the initial time configuration are consistent up to some degree does not give any guarantee that the classical and quantum descriptions of a future configuration will also be consistent up to the same degree. Our aim is then to study the extra properties that should be satisfied by the initial time configuration so that the degree of consistency is preserved through the time evolution. From this analysis we will derive a set of relations between the classical error margins δ i and the spread of the wave function |ψ > in the representation of each of the observablesâ i . Given the classical initial data these relations constitute a sequence of growing restrictions on the functional form of the initial data wave function. When |ψ > satisfies the n first former relations we say that |ψ > is n-order classical. When |ψ > satisfies the full set of relations we say the |ψ > is a classical limit initial data wave function. In particular the degree of classicality of a given configuration of the dynamical system imposes a minimum degree of consistency to the same configuration. More important, however, will be the result that it will also impose the same minimum degree of consistency to all future configurations of the system. Therefore, this set of relations provide a measure of the degree of classicality that might be computed, for an arbitrary dynamical system, at the kinematical level.
Consistency criteria
Let us consider a general dynamical system with N degrees of freedom. The classical description of a specific time configuration of the system is given by a set of values a 0 i for a complete set of observables a i (i = 1...2N) together with the associated error margins δ i . The classical mechanics statement is that a subsequent measurement of a i will provide a value a
Alternatively, quantum mechanics describes the same configuration of the system with a wave function |ψ > belonging to the physical Hilbert space H and the quantum statement is that a subsequent measurement of an observableâ i will provide a value a i with probability given by p(a i ) = k | < a i , k|ψ > | 2 , (where the states |a i , k > form a complete set of eigenvectores ofâ i that spans the Hilbert space H, a i are the associated eigenvalues and k is the degeneracy index). Notice that we have assumed a discrete spectrum. This will be the case for the rest of this paper. However all our results can be easily rewritten for the case of a continuos spectrum.
A straightforward way of measuring the consistency between the two descriptions is given by the following criterion:
Definition -First consistency criterion Let us calculate the probabilities p i -generated by the wave function |ψ > in the representation of each of the observablesâ i , i = 1..2N -that are confined to the classical error interval
The minimum value of the set {p i : i = 1..2N} provides a measure of the consistency between the classical and the quantum description of the configuration of the dynamical system at the specific time to which these descriptions refer. If this minimum value above is for instance p 0 we say that the configuration of the system is p 0 -consistent. Another, probably less intuitive, consistency criterion is given by the following definition:
Definition -Second consistency criterion Let 0 ≤ p < 1 be an arbitrary probability. Let M be a natural number and let us consider the set of intervals of the type:
associated to each classical observable a i . In each of the former intervals we can calculate the probability p i generated by the wave function |ψ >, in the representation of the correspondent quantum observableâ i :
For given values of the classical and quantum data a 0 i , δ i and |ψ > this probability is an exclusive function of p and M. We can now state the second consistency criterion: the classical and the quantum data, describing a given configuration of the dynamical system, will be M-order consistent if and only if for all 0 ≤ p < 1 and for all i = 1..2N the condition p i (p, M) ≥ p is satisfied, i.e.:
where I i (p, M) is given by (2) . This criterion provides a measure of how peaked is the wave function -in the representation of each of the quantum observables -around the classical error margin of the correspondent classical observable. This will became clear in the sequel.
We are now able to state our last definition:
Definition -Classical limit initial data The quantum initial data will be a classical limit initial data, with respect to the classical description supplied, if and only if it fully satisfies one of the consistency criteria. That is, if the two descriptions are 1-consistent or ∞-consistent using the first or the second consistency criterion, respectively. A dynamical system with a classical limit initial data will be named just a classical system.
A direct consequence of this definition is that the initial time wave function |ψ > of a classical system satisfies: |ψ >=
for all i = 1..2N. As before
and |a i , k > is the general eigenstate of the operatorâ i . We shall point out that there is no wave function |ψ > satisfying the relation (5) completely. This is so because ifÂ andB do not commute then if |ψ > is of compact support in the representation ofÂ it will necessarily not be of compact support in the representation of B. The definition of classical system might thus seem confusing. After all there is not a single system that, according to our definition, might be classified as classical. The perspective that is being taken is that we are defining a limit, the classical limit. A general system can have an initial time configuration similar to a classical limit initial data but none will match the former definition. This is fine and completely consistent with the definition of a limit. Some emphasis will be put in the study of the time evolution of a general classical limit initial data. Although a wave function satisfying (5) might never be written explicitly, its time evolution can be obtained, in the Heisenberg picture, using the standard rules of quantum mechanics. This study will prove to be very useful allowing us to obtain a set of techniques and results that will after be used to obtain the classicality criteria and, in the sequel, to study real physical systems with physical initial data.
Error ket framework
Let us consider an arbitrary dynamical system with N degrees of freedom and Hamiltonian H. In the quantum description the time evolution of an arbitrary fundamental observableÂ (withÂ =â i for some i = 1..2N) is given by:
Alternatively, the classical treatment of the same system provides the predictions:
where a i , i = 1..2N is a complete set of classical observables and the associated error margins δ i are taken at the initial time. We should notice that the expression for the error margin δ A (t) is incomplete since we only wrote down the first order terms in the initial time error margins. The complete expression might be easily obtained by taking the higher order terms in δ i into account. These terms are proportional to the norm of the higher order derivatives of A(t) with respect to the initial time observables a i (t = 0). Let us now assume that the classical and the quantum initial data is p 0 or M-consistent. The question we would like to answer is then: which are the conditions that should be satisfied so that the quantum description of the system at a time t -given by the initial data wave function |ψ > in the representation of the observablesâ i (t) (6) -is also p 0 or M-consistent with the classical description given by (7) ? In this section we will develop a framework that will prove to be useful in answering this question.
Definition and properties of |E > and ∆
Let us start by introducing the relevant definitions. LetÂ be an operator acting on the quantum Hilbert space H. Let |a, k > be a complete set of eigenvectors ofÂ, with associated eigenvalues a and k being the degeneracy index. This set forms a complete orthogonal basis of H. Finally, let |ψ > be a wave function describing the system.
Definition -Error Ket
We define the nth-order error ket |E n (Â, ψ, a 0 ) >, as the quantity:
where n ∈ N , a 0 ∈ C andÂ does not need to be self-adjoint. The error bra < E n (Â, ψ, a 0 )| is defined accordingly to the definition of the error ket.
Let nowÂ z , z = 1, ..n be a set of operators acting on H. For each value of z let |a z , k z > be a complete set of eigenvectors ofÂ z , with eigenvalues a z , and k z being the degeneracy index. The nth-order mixed error ket |E(Â 1 ,Â 2 , ....Â n , ψ, a 
When there is no danger of confusion we will use the short notations |E n > or |E n A > for the nth-order error ket and |E A 1 ,A 2 ,...An > for the mixed error ket.
We shall now study some of the properties of the error ket: a) Explicit form of the error ket. Let us start with the 1st-order error ket. We have:
This result is easily extended to the case of the n-order mixed error ket |E A 1 ,A 2 ,...An >:
In the case thatÂ
..An >= |E n A > which give us the explicit expression for the nth-order error:
Relation between the nth-order error ket and the mean 2nth-order deviation. Let us calculate the value of < E n A |E n A >:
and ifÂ is self-adjoint and a 0 =< ψ|Â|ψ > then < E n A |E n A > is just the mean 2nth-order deviation ofÂ: (∆Â) 2n (in the case that n = 1, < E A |E A > is just the mean square deviation). c) Let us consider a dynamical system with a classical limit initial data. Let A be a fundamental observable of the system and let the classical initial data associated to A be given by a 0 with error margin δ A . From equations (5) and (13) it is straightforward to obtain the relation:
which is valid for all n.
d) The nth-order error ket provides a partial confinement of the probabilistic wave function. LetÂ be self-adjoint, let |ψ > be the state of the system and let a 0 be a real number. Given
, such that the probability of obtaining a value a ∈ I n from a measurement ofÂ is at least p. The size of the interval I n is dependent of A, ψ and a 0 only through the value of < E
is named the nth-order spread of the wave function. Let us then show that if (15) we have at least a probability p of obtaining a value a ∈ I n from a measurement ofÂ. From (13, 15) we have:
this implies:
which is the result we are looking for. IfÂ is not self-adjoint the former result can also be obtained, but in this case I n is a ball of radius ∆ n in the complex plane. e) A straightforward consequence of the previous result is the following: let |ψ > be the quantum state describing a specific time configuration of a dynamical system and let the classical description of the same configuration be given by the set of values a 0 i (i = 1...2N) and associated error margins δ i for a complete set of classical observables a i . If for some positive integer M the condition:
is valid for all i = 1..2N then the classical and the quantum description of the configuration of the dynamical system at that specific time is, accordingly to the second consistency criterion, M-order consistent. f) Finally, notice that if we consider the case of a classical limit initial data and take the limit n −→ ∞ of the expression (15) we get for all p < 1 (taking into account the inequality (14)):
For this type of initial data we have been able to close the circle: the classical error margin δ A determines an upper bound for the norm of the nth-order ket (result c), and conversely the infinity order error ket determines a complete confinement of the wave function to an interval that is equal to or smaller than the original classical error margin (result d)and (19) ).
Time evolution of |E > and ∆
Our aim is now to determine the nth-order error ket and the nth-order spread associated to the operatorÂ(t) given in (6) , as a function of the error kets and spreads associated to the initial time operators. The calculations might seem, in a first reading, complicated and cumbersome. Nevertheless, the final result will be simple and physically appealing.
Evolving the error Ket
We will start by calculating the error ket associated to the sum and the product of two arbitrary operatorsÂ andB and to the product of an operator by a scalar. Let the state of the system be |ψ >, let |E(Â, ψ, a) > and |E(B, ψ, b > be the error kets associated toÂ and B and let c be an arbitrary real number.
Theorem: The error kets associated to the operatorsÂ +B, cÂ andÂB are respectively:
Proof: For the sum of the operators we have:
The proof of the product by a scalar and of the product of two operators follows the same lines, this time using the relations (cÂ − ca) = c(Â − a) and
that when applied to the state |ψ > provide the desired results.
Let us now extend these results to the case of several products and sums of fundamental operators. Let thenÂ be a general hermitian operator obtained by products and sums of the fundamental observables and A 0 be the classical function that is functionally identical toÂ:
wherex ij is one of the fundamental operators (x ij ∈ {I,q 1 ...q N ,p 1 , ...p N } where N is the dimension of the classical system), n and m are arbitrary integers, c i are real numbers and B i , B i are products of the fundamental observables and correspondent classical observables, respectively. The map fromÂ to A 0 will be named unquantization. Clearly, the procedure (25) is beset by order problems (i.e. ifÂ is displayed in different orders we get different A 0 ). The consequences of this will be discussed later on.
The aim now is to expand (Â − A 0 ) in terms of (x ij − x ij ). The first step is to put:
Using the relation (24) we get:
If we use the equation (24) once again to expand (
x ij ) and so on, after using the relation (24) m times we will obtain:
Just as for the first and second order terms the higher order terms of (27) are also proportional to the higher order derivatives of B 0 i . The next step is to multiply each term in i by c i and after sum in i. We also notice that c k ∂B 0 k /∂x ij = δ ki ∂A 0 /∂x ij and that the same type of relation is valid for all the higher derivatives. We then get:
Notice that this is just a "Taylor expansion" of an operator around the classical observable with the same functional form. The sums in the expressions (27) and (28) are taken over j ≤ k to preserve the order in which the operatorsx ij appear inB i since in general (
Because of this the analysis of the expansion (28) 
Our next step is to understand under which conditions, if any, is the expansion (29) a valid approximation to the expansion (28). The difference between (28) and (29) is given byÂ
Easily one realizes that (B i − (B i ) + ) is given by a sum of terms proportional to at least one commutator between the fundamental variables. Therefore (B i − (B i ) + ) is proportional to a factor of (ih) s with s ≥ 1. When summing in i to obtain A − (Â) + , and sinceÂ and (Â) + are both hermitian and the factors c i are real numbers, the only terms left are those proportional to at mosth 2 . Therefore (Â − (Â) + ) is proportional to a factor of at mosth 2 . We can then anticipate that, at least in the context of the applications developed in this paper, the action of the operator (Â − (Â) + ) over an arbitrary quantum state is not meaningful when compared to the action of (Â) + . SinceÂ = (Â) + + (Â − (Â) + ) we conclude that (Â) + is a valid approximation forÂ and therefore that the expansion (29) is a valid approximation for the expansion (28).
There is, however, an exception to this analysis. It may happen that, upon the (term by term) symmetrization of the operatorÂ, part of (Â) + or even the full operator (Â) + becomes identically zero. Consider for instance the operatorÂ = (xŷẑ +ẑŷx −xẑŷ −ŷẑx)/h 2 witĥ x =q 1p2 ,ŷ =p 1 andẑ =q 1q2 whereq 1 ,q 2 ,p 1 andp 2 are the fundamental operators of a two dimensional system. One easily realizes that (Â) + = 0 and yetÂ = [x, [ŷ,ẑ]]/h 2 = −q 1 . In this case the difference betweenÂ and (Â) + is relevant. It even happens thatÂ =Â − (Â) + and thus, in general (Â) + is not a valid approximation toÂ.
Nevertheless these type of situations can be easily avoided. The fact that upon symmetrization some terms ofÂ cancel each other reveals thatÂ is displayed in an order in which some unresolved commutators are present. We shall then impose that the operatorÂ, given in (25), is displayed in an order in which it does not contain antisymmetric components, that is in which all the commutators between the fundamental variables have been taken care. One easy way to verify if this requirement is satisfied is precisely to symmetrizeÂ (term by term) and check if this procedure does not aniquilate any part ofÂ. IfÂ satisfies the order requirement we shall name itÂ R and in this order we always haveÂ R = ( 
+ and thus that the expansion (29) is a valid approximation for the expansion (28).
Finally, notice that all previous results up to expansion (28) are also valid ifÂ is an arbitrary operator (not necessarily hermitian) and the factors c i are complex numbers. The statement that the difference between the expansions (28) and (29) is at most proportional toh 2 is also still valid, providing the order requirement is replaced by the following two steps requirement: 1)Â should be expanded as a sum of an hermitian and an anti-hermitian term and 2) all antisymmetric components ofÂ should then be executed. The trivial examplê A =qp can be used to make this prescription clear: the first step is accomplished by puttinĝ A = 1/2(qp +pq) + 1/2(qp −pq) and the second step:Â R = 1/2(qp +pq) + 1/2ih. This last form can then be unquantized using (25): A 0 = qp + 1/2ih, and the expansion (29) is exactly valid forÂ R − A 0 . Before proceeding let us notice that the order requirement does not impose any restriction on the type of operatorsÂ that can be considered for our analysis starting in (25). In fact a general operatorÂ might be always displayed in an order satisfying the two requirements above. Therefore the order requirement concerns only the functional form in which a general operatorÂ is displayed. The key point is, of course, that the functional form ofÂ determines the classical observable A 0 obtained fromÂ through the procedure (25). From now on all the operatorsÂ consider should satisfy the order requirement. Since for all purposes in this paper it is valid to assume a full identity between the operators (Â R ) + andÂ R we shall drop the ≃ sign and assume that (Â R ) + =Â R . Moreover we will refer tô A R and A 0 R just asÂ and A 0 . This said let us proceed: sincex ij -in the expansion (29) -is one of the 2N fundamental operators succinctly just designated byâ k (k = 1..2N) the former expansion can be casted in the form:
Finally, if we apply this expression to the quantum state |ψ >, we get:
The generalization of the former set of results to the case of the mth-order error ket, |E m A >= (Â−A 0 ) m |ψ > can be obtained by exponentiating the expansion (30) to the m power. Keeping only the lowest order terms in products of (â k − a k ), that is keeping only the terms with m products of (â k − a k ), we get:
which is our final result concerning the error ket of an operatorÂ functional of the fundamental operators. Notice that the former results are completely general not being dependent on the specific functional form of the wave function |ψ > which, in particular, is not required to be a classical limit wave function.
Evolving ∆ m
We shall now concentrate on the case of a classical limit initial data. The goal is to calculate, in the representation ofÂ (25), the value of the mth-spread of a wave function |ψ > satisfying (5). To do this the main point is to calculate the value of the norm of a general error ket: < E x 1 ,....xn |E x 1 ,....xn > wherex 1 ...x n is a sequence of fundamental operators. The following theorem will do this:
Theorem If |ψ > satisfies (5) then the norm of the error ket |E x 1 ,....xn > is always smaller than δ 1 ....δ n , where δ i is the classical error margin associated to the observable x i . That is:
Proof: Using (11) we can write:
where x n are the eigenvalues of the operatorx n , with degeneracy index s.
Now < x n , s|E x 1 ,....x n−1 >=< x n , s|Π
i )|ψ > and we want to show that for all x n / ∈ I n we have:
where I n = [x 0 n − δ n , x 0 n + δ n ] and x ′ n are eigenvalues ofx n with degeneracy index r. Notice that in the representation ofx n the wave function is completely confined to the interval I n . To prove the result (35) it is sufficient to show that:
Let us then prove the former identity:
′ n , r >= 0 then:
since x n = x ′ n this implies that the results (36) and (35) are valid. The problem is now reduced to prove that < x n , s|[Π j i=1xi ,x n ]|x ′ n , r >= 0, which in turn, and using the same procedure, will be reduced to prove that < x n , s|[[Π j i=1xi ,x n ],x n ]|x ′ n , r >= 0, and so on until we obtain at the most a j + 1 commutator which will always have the value zero (notice thatx i are fundamental operators).
We now use the result (35) to get from (34):
And following exactly the same procedure to calculate the norm of |E x 1 ,....x n−1 > and after the norm of |E x 1 ,....x n−2 >, and so on, we obtain:
which is our final result.
A straightforward corollary of the former result is the one obtained by using the Schwartz inequality: and using the previous result (41):
where, in the last expression, the higher order terms insight the brackets (the dots) are terms of order bigger than the first one on the error margins. These terms are also identical to the norm of the ones of the Taylor expansion of A 0 . Taking only the first order terms in δ a k into account the m-order spread is given by:
which, for any p < 1 converges to the classical error margin δ A 0 as m → ∞. Notice that the result (44) would also be valid if we had considered the higher order terms (in δ a k ) of < E m A |E m A >. This is so because the classical error margin δ A 0 also contains the extra, higher order terms that are present in (43).
Using the result obtained in section (III-1-d)) we can state that (44) implies that the classical limit initial data wave function, constraint to satisfy the relation (5), will in the representation of an arbitrary observableÂ be confined to an interval around A 0 with the size of the classical error margin of A 0 , the relation betweenÂ and A 0 being the one given by (25).
Unquantization
The aim of the last section was to recover the predictions of classical mechanics from the quantum description of the time evolution of a classical limit initial time wave function. Our task was almost completed. Indeed, we proved that the wave function |ψ > -satisfying (5) -in the representation of a given quantum operatorÂ, which in the end is to be identified withÂ(t) given in (6) , is completely confined to an interval around the classical value A 0 and that this interval has the size of the classical error margin of the observable A 0 . This implies that a measurement ofÂ performed with an experimental apparatus of any resolution will certainly give a result inside the previous error interval, which is exactly what classical mechanics predicts.
Unfortunately these are not our final results, yet. The reason is simple: letÂ =Â(t), what remains to be proven is simply that A 0 = A(t), i.e. that the classical observable A 0 obtained from the quantum observableÂ(t) through the process that was stated in (25) coincides with the classical observable A(t) obtained by evolving A(0) using the classical theory. The aim of this section is to study the process that takes us fromÂ to the associated A 0 , which was named unquantization, to define it precisely and to prove the former result.
Order problems
The main step in determining the error ket |E(Â, ψ, A 0 ) > of the operatorÂ around the classical value A 0 was taken when we obtained the expansion:
To establish this result we imposed two requirements: the first one was thatÂ and A 0 should have the same functional form, the second being that, prior to the unquantization,Â should be displayed in a specific orderÂ R . More precisely, to obtain A 0 fromÂ (25) we used an unquantization map V 0 that can be defined as follows:
Definition -Unquantization V 0 Let us consider an arbitrary dynamical system with N degrees of freedom. Let A(H) be the algebra of linear operators acting on the physical Hilbert space H. Let A(T * M) be the algebra of complex functions over the classical phase space T * M. V 0 is the map:
that satisfies the following requirements:
a) The action of V 0 over a fundamental operator provides the corresponding classical fundamental observable:
b) The action of V 0 over a general operatorÂ, displayed in an arbitrary order, is given by V 0 (Â) = V 0 (Â R ) whereÂ R =Â but displayed in an order in which i)Â is the sum of an hermitian term with an anti-hermitian term and ii) all the commutatores present inÂ have been resolved (Â R does not contain antisymmetric terms). ForÂ displayed in the required order,Â R :
The relevant questions are now: Is this map well defined? and will it map a quantum observableÂ(t) to the classical observable A(t) that, if quantized, gives rise to the original A(t)?
Starting with the first question it is easy to see that the map V 0 is not well defined. In generalÂ can be displayed in several different functional forms (all of them satisfying the order requirement), each of which will be mapped by V 0 to a different (however very similar) classical observable. A simple example will elucidate this point: letÂ = 1/2(xŷẑ +ẑŷx) withx =q 1p2 , y =p 1 andẑ =q 1q2 where q 1 , p 1 , q 2 , p 2 are the canonical variables of a two dimensional system. AlternativelyÂ might be written asÂ = 1/4(xŷẑ +ẑŷx +xẑŷ +ŷẑx) + 1/4[x, [ŷ,ẑ] ]. The first form ofÂ is mapped by V 0 to the classical observable A 0 = xyz while the second form is mapped to the observable A 0 = xyz −1/4h 2 q 1 . Moreover for each different classical observable obtained we will, in general, also get a different associated error ket and error margin. This does not mean that the former results (32,44) concerning the error ket and the spread of the wave function are incorrect. These results have been proved to be valid for all different orders we may choose for the operatorÂ, and consequently for all different A 0 obtained fromÂ, providing the order requirement is satisfied.
This ambiguity could be problematic if the difference between two different classical observables, obtained from a single quantum one, had meaningful values. However, one can easily realize that if A This takes us to the second question, that now should be rewritten as: will the classical observable A(t), given by (7), be one of the images of V 0 (Â(t))? The answer to this question is yes. We will elaborate on this issue in the next section.
Unquantization
Let us start by presenting a second proposal for the unquantization map.
Definition -Unquantization V Using the notation of the previous definition we define the new unquantization map V to be:
that satisfies the following requirement: V • ∧ = 1. That is V is the inverse of the Dirac quantization map ∧, [12, 14] . The properties of V follow immediately from the properties of ∧: We should point out that, since the Dirac quantization map ∧ is not injective, the unquantization map V is also non univocous. The simple example of the last section -A = 1/2(xŷẑ +ẑŷx)-can also be used here to make this point clear. Being beset by the same type of order problems still V displays an important advantage over V 0 : it is straightforward to recognize that when V is applied to the operatorÂ(t) -given by (6)-it provides the classical observable A(t):
Let us now consider a general operatorX. We want to prove that V (X) provides a set of classical observables that is included in the set V 0 (X). Clearly the action of the two maps over an operator that does not contain antisymmetric components is identical. Moreover the two commutation relations 1/ih [, ] and {, } have exactly the same algebraic structure. Because of this we can resolve 1/ih[Â,B] and display the result in an order such that when we perform the substitution of the quantum observables by the corresponding classical ones (i.e. when we unquantize 1/ih[Â,B] using the map V 0 ) we get exactly the same final result as if we just compute {A, B} (i.e. as if we use the map V to unquantize 1/ih[Â,B]). Thus, ifX contains antisymmetric components the classical observable V (X) might be obtained by displayingX in an adequate order and calculating V 0 (X). Therefore it is always possible to obtain the classical observables V (X) using the map V 0 . This is the result we were looking for. It means that the expansion (30) and thus all subsequent results are valid for A 0 = V (Â). Finally we are able to state that the quantum treatment of a dynamical system with a classical limit initial data provides the prediction that a measurement of an observableÂ(t) at the time t will yield the value given by (48) with an error margin given by (44). This is exactly the prediction of the classical mechanical treatment of the same system.
Criteria of classicality
We have proved that a dynamical system with a quantum initial data satisfying (5) will evolve exactly accordingly to the predictions of classical mechanics, that is the system is 1-consistent (or ∞-consistent if we use the second criterion) for all times. We have already pointed out that such a system is non physical since there is no wave function that might satisfy the relations (5). Our results concern the classical limit case, which in fact is just that, a limit that is not completely satisfied by any physical system.
We now want to study real physical systems, for which the initial data wave function does not satisfy the identities (5) . The aim is to present two criteria providing a measure of the degree of classicality of an arbitrary quantum system with arbitrary initial data.
Let then |φ > be the initial data wave function of a N dimensional dynamical system with canonical variables a k , (k = 1..2N). LetŜ ki = (â k1 ,â k2 , .......â kn ), k i ∈ {1..2N} be a sequence of fundamental operators associated to the n-terms sequence k i (n is arbitrary). The relevant quantities that we have to calculate will be the n-order mixed error kets associated to the sequencesŜ ki :
where a 0 ki is the classical initial value of the canonical variable a ki , i.e. a 0 ki = a ki (t = 0).
First Criterion
In this scheme the first step is to obtain the time evolution of the canonical variables using the standard classical formulation of the system:
we then consider the sequences S ki such that:
for at least one j = 1..2N. For each of these sequences we construct the associated error ket (49). This way we obtain a set of error kets. The first classicality criterion is given by the following relations:
where the inequalities should hold for all the sequences determined in (51). In (52) the δ ki are the initial data classical error margins. If the initial data wave function satisfies the former relations we say that the dynamical system is first order classical. To go further we obtain the sequences S 2 . If the initial data satisfies:
for all possible sequences S m ki up to the order m = M we say that the dynamical system is M-order classical.
Let us make two small remarks: the first one concerns the fact that the classification of a given initial data as M-order classical is dependent of the scales (error margins δ k ) that characterize the classical description. In particular for δ k = ∞ all dynamical systems will be ∞-order classical (and will have a classical limit initial data) while for scales smaller than the Planck scale none will even be 1st-order classical. The second remark is just to point out that if a system is M-order classical then (result III-1-e) its initial data wave function, in the representation of any of the observablesâ k (0), will have a minimum probability p in the interval
, where a k (0) is the value of the classical observable a k at the initial time, t = 0. That is the initial data is M-order consistent. This is so because in (51) we always determine the 2N single value sequences S k1 = a k , (k = 1..2N).
If the initial data satisfies the inequalities (53) then we can substitute
2 in going from (42) to (43) with A 0 = a j (t). The result (44) can then be easily obtained being valid up to the order m = M. Using the result III-1-d) we can state that an arbitrary M-order classical system, as defined above, will evolve in such a way that in the representation ofâ j (t) (for all j = 1..2N) the initial data wave function has at least a probability p in the interval
] with a j (t) and δ j (t) being the classical evolution of the canonical variable a j and associated error margin. According to the second consistency criterion this means that the classical and the quantum data describing the system at the time t are M-order consistent.
We conclude that if M is the order of classicality of a given dynamical system then firstly the classical and the quantum data describing the initial time configuration of the system are M-order consistent and, secondly the degree of consistency is preserved through the time evolution.
Finally, notice that the higher the order of classicality M of the dynamical system the more similar will be the range of I j (t) and the classical error margin. When M goes to infinity we obtain the classical limit description of the system.
Second Criterion
A second classicality criterion can be easily devised. Once again the first step is to calculate the time evolution of the canonical variables a j using the classical formulation of the theory (50). Again we use these results to obtain the sequences of fundamental operatorsŜ ki (51) and the associated error kets. Using these error kets we can write the second classicality criterion:
For a given p 0 (0 ≤ p 0 ≤ 1) the satisfaction of the inequalities (54) for all sequences determined in (51) tells us that the dynamical system is p 0 -order classical. A straightforward use of the result (III-1-d) will prove that a p 0 -order classical system is described by an initial data wave function that, in the representation of any of its fundamental observablesâ k (t = 0), has at least a probability p 0 confined to the classical error interval [a
That is the initial time configuration is p 0 -consistent (according to the first consistency criterion). Now, let us concentrate on the dynamical evolution of the former initial data. If the inequalities (54) are satisfied we can perform the substitution of < E S ki |E S ki > by (δ S ki ) 2 (1−p 0 ) in going from (42) to (43), for the case in which m = 1. Notice that there will be an extra factor of (1 − p 0 ) in the expression (43). We can then proceed and obtain the result (44) for ∆ 1 (â j (t)) (which still contains the extra factor (1 − p 0 ) 1/2 ). Keeping only the first order terms in δ a k and putting p in (44) as p = p 0 , we get:
(55) Notice that this result -∆ 1 (â j (t), p 0 ) ≤ δ a j (t) -would also be valid if we had considered, in the intermediary expressions, the higher order terms in δ a k . This result, together with the result III-1-d), implies that in the representation ofâ j (t) the wave function has at least a probability p 0 confined to the classical error interval [a j (t) − δ a j (t), a j (t) + δ a j (t)], i.e. the classical and the quantum descriptions of the configuration of the system at the time t are p 0 -consistent. We conclude that if a dynamical system is p 0 -order classical then firstly its initial time configuration is p 0 -consistent and secondly all future configurations are also p 0 -consistency. Again, when p 0 goes to one we obtain the classical limit description of the system.
Conclusions
The aim of this paper was to device an answer to a simple question: for a general quantum system, what type of conditions determine a time evolution consistent with the classical predictions? The approach to the problem was the following: we start by considering the classical and the quantum descriptions of an arbitrary initial time configuration of a general dynamical system. The classical description is given by a set of classical error intervals
for the initial data of a complete set of observables a i . On the other hand the quantum description is given by an initial data wave function |ψ >. The degree of consistency of the two descriptions was defined precisely and thus we were able to study the classicality of a given configuration of the dynamical system. Our problem was then reduced to study the conditions that the initial data should satisfy so that its degree of consistency is preserved through time evolution. We identify two possible sets of such conditions. They constitute the two classicality criteria that were proposed.
The problem of the semiclassical limit of quantum mechanics provide the most important motivation to develop the classicality criteria. However the criteria may find application in some other important fields of research. To name a few: 1) Still in the context of semiclassical limit of quantum mechanics the criteria might be used to test an interesting possibility: that other formulations of classical dynamics, other than ordinary classical mechanics, might constitute accurate descriptions of the semiclassical limit of quantum mechanics [15] . 2) Recently there have made been several attempts to construct a theory of coupled classical-quantum dynamics [6, 7, 16, 17, 18] . It has been recognized (see for instance [19] ) that one of the crucial conditions to develop such a framework is to have a sensitive notion of what is meant by a classical subsystem. The classicality criteria provide that notion and might be used to test the accuracy (i.e. the consistency with the full quantum predictions) of some of those proposals [20] . They may also point out the path to develop other, eventually better behaved, descriptions of coupled classical-quantum dynamics [21]. 3) Finally, both the classicality criteria and a consistent theory of coupled classical-quantum dynamics, if properly extended to the infinity dimensional case, are expected to provide interesting contributions for the fields of semiclassical gravity [22] , quantum field theory in curved space time and quantum cosmology [4, 8] .
To finish let us make a few remarks: 1) To obtain the degree of classicality of a given dynamical system one is required to supply the classical and quantum data describing the initial time configuration of the system together with the its classical dynamical structure. One does not need to provide the full quantum formulation of the system. 2) The full classical behavior (i.e. the complete consistency with the classical predictions) is obtained in the limit case in which a quantum system fully satisfies one of the classicality criteria.
3) The degree of classicality of a given quantum system is always relative to the classical description supplied (more precisely to the classical initial data supplied). Therefore, the criteria do not provide an absolute classification of classicality but only a comparative one. 4) Moreover the criteria only provide a partial answer to the problem of measuring the degree of classicality of a general dynamical system. Take for instance the first classicality criterion. We were able to prove that a general dynamical system will evolve in agreement with the classical predictions up to some degree if its initial time configuration satisfies the classicality criterion up to some extend. However, the system may not satisfy even the first order classicality criterion and still have a fairly classical evolution.
