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V delu opi²ite raz²iritev algoritma hierarhi£ne paritete tveganja z modelom Black-
Litterman. V algoritmu omogo£ite tudi morebitne uporabnikove omejitve.
Osnovna literatura
[8] M. López de Prado, Building diversied portfolios that outperform out of sam-






Modicirani algoritem hierarhi£ne paritete tveganja
Povzetek
Leta 2016 je Marcos López de Prado objavil model hierarhi£ne paritete tveganja
(angl. hierarchical risk parity (HRP)) [8]. Model sloni na hierarhi£nem rojenju
(angl. clustering) kovarian£ne matrike pri£akovanih donosov in uravnoteºenmu raz-
porejanju uteºi po rojih. HRP model je numeri£no stabilnej²i kot modeli povpre£je-
varianca, saj tekom konstruiranja optimalnega portfelja ne potrebuje inverza kova-
rian£ne matrike.
V magistrskem delu bom raz²iril HRP algoritem z vpeljavo investitorjevih oce-
nah o pri£akovanih donosih ter z algoritmom mej, ki prilagodi predlagani optimalni
portfelj z uporabni²kimi omejitvami uteºi po naloºbah.
Na podlagi narejenih primerjav med optimizacijskimi metodami, bomo videli,
da HRP algoritem optimizira portfelj podobno kot alokacija sredstev, izbrana na
u£inkoviti meji z najmanj²im standardnim odklonom. Za investitorje, ki ºelijo imeti
konzervativen portfelj, je to zelo dobrodo²lo, saj HRP algoritem zmore optimizirati
portfelj tudi na podlagi singularne kovarian£ne matrike (£esar ve£ina optimizacijskih
metod ne zmore). Poleg doseganja podobnih rezultatov je bil s HRP algoritmom
optimiziran portfelj bolj razpr²en.
Tudi modiciran HRP algoritem se na podlagi narejenih primerjav izkaºe za
konkuren£no optimizacijsko metodo. Modiciran algoritem uspe²no alocira uteºi
tudi na podlagi pri£akovanih donosnosti, kar omogo£a vpeljavo investitorjevih ocen.
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Modied Hierarchical Risk Parity algorithm
Abstract
In 2016 Marcos López de Prado published a Hierarchial Risk Parity (HRP) mo-
del [8]. The model clusters covariance matrix of expected returns and allocates
portfolio weights among clusters. Compared to traditional mean-variance models
the HRP model is numerically more stable, because it does not need to compute the
inverse of covariance matrix.
In my thesis I will expand the HRP model by incorporating investors views on
expected returns and by introducing algorithm of constraints, which modies sugge-
sted optimal portfolio with users assets allocations constraints.
Based on comparisons between optimization methods I have made, we shall see
that HRP algorithm optimizes portfolio similar as selecting minimum variance por-
tfolio on ecient frontier. For investors, wishing to have a conservative portfolio,
is this very welcoming, because the HRP algorithm can optimize the portfolio even
on singular covariance matrix (which a lot of optimization methods can not do).
Besides achieving similar results the portfolio optimized with HRP algorithm was
also more disperse.
Based on made comparisons it turns out the modied HRP algorithm is also
competitive optimization method. The modied algorithm successfully allocates
portfolio weights based on expected returns, which allows for incorporating investors
views.
Math. Subj. Class. (2010): 68W05, 68R10, 05C05, 05C50, 91G10
Klju£ne besede: strojno u£enje, optimizacija portfelja, Black-Litterman model,
u£inkovita meja, hierarhi£na pariteta tveganja
Keywords: machine learning, portfolio optimization, Black-Litterman model, e-
cient frontier, hierarchical risk parity
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1 Uvod
Konstrukcija optimalnega portfelja je verjetno eden izmed bolj ponavljajo£ih se pro-
blemov v nan£nem svetu. Investitorji posku²ajo skonstruirati portfelj, ki vklju£uje
njihove ocene in napovedi tveganj ter pri£akovane donosnosti1. Pri tem ima vsak
investitor svoje mnenje ali preference, v katere naloºbe bo investiral in koliko je na-
gnjen k tveganju. V zadnjih ²estdesetih letih se je najbolj uveljavila praksa u£inko-
vite meje (angl.ecient frontier) avtorja Harrya Markowitza. Markowitz je spoznal,
da so razli£ne stopnje tveganj povezane z razli£nimi optimalnimi portfelji deniranih
na donosnostih, ki so prilagojene tveganjem. Tako je le v redkih primerih optimalno
investirati v naloºbe z najvi²jimi pri£akovanimi donosnostmi, ampak z upo²tevanjem
korelacij med ostalimi naloºbami zgraditi razpr²en portfelj, ki bo ob dani pri£ako-
vani donosnosti imel najmanj²e tveganje.
Portfeljske optimizacijske metode slonijo na obravnavanju treh spremenljivk: do-
nosnost, tveganje, korelacija (kovarianca). V grobem lahko modele portfeljskih op-
timizacij zdruºimo v tri glavne skupine, glede na na£in oziroma metodo, kako obrav-
navajo spremenljivke:
1. Modeli povpre£je-varianca (angl. mean-variance),
2. modeli paritete tveganja (angl. risk parity),
3. ostali modeli.
Prva skupina uporablja vse tri spremenljivke in poizkusi s statisti£no analizo oce-
niti neznano populacijo donosnosti, s £imer ustvari optimalen portfelj. V to skupino
spadajo metode, ki slonijo predvsem na kvadrati£nem programiranju2. Najvidnej²i
predstavnik te skupine je Markovitzev algoritem kriti£ne £rte (angl. critical line al-
gorithm (CLA)). V splo²nem so se modeli povpre£je-varianca izkazali za nezanesljive
zaradi nestabilnosti in skoncentriranosti naloºb. Eden od razlogov je, da kvadrati£ni
optimizatorji potrebujejo inverz kovaria£nce matrike. De Prado v svojem delu ta
pojav imenuje Markovitzevo prekletstvo: bolj ko so med seboj korelirane naloºbe,
ve£ja je potreba po razpr²itvi portfelja. Vendar so z ve£anjem nabora naloºb inverzi
matrik bolj nestabilni.
Skupina modelov, ki slonijo na paritetah tveganja, konstruirajo optimalne port-
felje na podlagi tveganja, kar merimo s kovarian£no matriko. Ti modeli predposta-
vljajo, da ko enkrat naloºbe prilagodimo kovariancam, so vse pri£akovane donosnosti
enake. Tako se modeli poizku²ajo izogniti vklju£evanju tveganja v portfelj in naj
bi v teoriji predlagali optimalne portfelje, ki so bolj razpr²eni. Zadnji in najnapre-
dnje²i model, ki ga uvr²£amo v to skupino je model hierarhi£ne paritete tveganja
(angl. hierarchical risk parity (HRP)), avtorja Marcosa Lópeza de Prada. Algoritem
sloni na hierarhi£nem rojenju (angl. clustering) kovarian£ne matrike pri£akovanih
donosov in uravnoteºenmu razporejanju uteºi po rojih. HRP model je numeri£no
1Bolj natan£no pri£akovani preseºek donosnosti preko enega £asovnega horizonta brez tveganja.
2Kvadrati£no programiranje je proces, ki minimizira ali maksimizira kvadrati£no funkcijo ve£
spremenljivk z dodatnimi linearnimi omejitvami.
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stabilnej²i kot modeli povpre£je-varianca, saj tekom konstruiranja optimalnega por-
tfelja ne potrebuje inverza kovarian£ne matrike.
V zadnjo skupino uvr²£amo modele, ki poizku²ajo izbolj²ati robustnost, na pri-
mer z vpeljavo dodatnih omejitev, z Bayesovo teorijo ali pa z numeri£nimi metodami
z manj²o odvisnostjo od nestabilnosti inverza kovarian£ne matrike. V praksi se je
najbolj uveljavil Black-Littermanov model, ki sloni na Bayesovi teoriji. Model mo-
delira trºne podatke kot apriorno porazdelitev z vklju£itvijo investitorjeve ocene.
V magistrskem delu bom predstavil moderno teorijo portfelja, Black-Littermanov
model ter HRP algoritem. Dodatno bom predstavil ²e, kako lahko vpeljemo inve-
stitorjeve ocene o pri£akovanih donosih v HRP algoritem ter ga dodatno raz²iril
z algoritmom mej, ki prilagodi predlagani optimalni portfelj po HRP algoritmu z
uporabni²kimi omejitvami uteºi po naloºbah. V zaklju£ku dela pa sem pripravil ²e
primerjavo med optimizacijskimi metodami.
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2 Moderna teorija portfelja
Harry Markowitz je leta 1952 v reviji Journal of Finance objavil teorijo imenovano
moderna teorija portfelja (angl. Modern portfolio theory ali MPT). Teorija velja
za eno najpomembne²jih in najvplivne²jih teorij na podro£ju nanc in investicij.
S svojim delom in s ²tevilnimi prispevki, dopolnitvami moderne teorije portfelja
in u£inkovitne meje si je leta 1990 prisluºil tudi Nobelovo nagrado na podro£ju
ekonomije. Moderna teorija portfelja je investicijska teorija, ki sloni na ideji da lahko
investitorji sestavijo portfelje, ki optimizirajo (oziroma maksimizirajo) pri£akovani
donos glede na tveganje, ki ga prevzemajo s tak²nim investicijskim portfeljem.
2.1 Matemati£ni model
Recimo, da imamo N naloºb. Naj bo rit pri£akovani donos i-te naloºbe v £asu t;
z dit ozna£imo diskontni faktor i-te naloºbe v £asu t in naj bo ωi relativna koli£ina
denarja, ki ga investiramo v naloºbo i. Omejimo se na t.i. dolgo pozicijo, tako sledi,
da je ωi ≥ 0 za vsak i in obenem se odlo£imo za t.i. polno investicijo, torej
∑︁
ωi = 1.
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kjer je Ri neodvisen od ωi za vsak i. Ker je ωi ≥ 0 za vsak i in ker investiramo vse,
velja da je R uteºeno povpre£je Ri-jev, kjer so ωi nenegativne uteºi. e ºelimo ma-
ksimizirati donos, polno investiramo v ωi, pri katerem je Ri najve£ji. e se v na²em
portfelju nahaja ve£ vrednostnih papirjev, s katerimi doseºemo najvi²ji pri£akovani
donos, potem je dovolj, da se odlo£imo le za enega in polno investiramo v le-tega.
Na tej to£ki deniramo stati£ni model. Z ri := (ri1, ri2, . . . , rit, . . . ) ozna£imo
£asovno vrsto donosov i-te naloºbe, tako sedaj vektor R =
∑︁
ωiri ozna£uje tok
pri£akovanega portfeljnega donosa kot celote. e investitor ºeli maksimizirati pri-
£akovani donos, potem mora investirati vsa svoja sredstva v vrednostni papir z
najvi²jim pri£akovanim donosom. Vendar £e sledimo logiki, bi moralo veljati, da
vi²ji kot je donos, vi²je tveganje prevzemamo.
Tako verjetno portfelj z najvi²jim pri£akovanim donosom ni portfelj z najniºjo
varianco, kar bi morali upo²tevati. e se odpovemo visokim pri£akovanim donosom
obi£ajno tudi zniºamo varianco portfelja, tako nas bo bolj zanimalo iskanje portfelja
z najvi²jim pri£akovanim donosm pri dolo£enem tveganju, ki smo ga pripravljeni
prevzeti.
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Preden se bolj podrobno poglobimo v moderno teorija portfelja, ²e nekaj stati-
sti£nih denicij.
Denicija 2.1. Slu£ajna spremenljivka je koli£ina, ki nastopi kot rezultat poskusa
(dogodka), kjer je moºnih ve£ izidov. Katero vrednost v obravnavanem poskusu
(dogodku) zavzame, je odvisna od slu£aja. Ponavadi jih ozna£ujemo z velikimi
tiskanimi £rkami X, Y, Z, ....
Denicija 2.2. Naj bo X diskretna slu£ajna spremenljivka, z pi = P (X = xi), ∀i ∈
I, kjer je I indeksna mnoºica, ki je ²tevna ali kon£na. Pri£akovano vrednost oziroma
matemati£no upanje slu£ajne spremenljivke X deniramo kot




in jo ozna£imo z E(X) ali z µ. Naj bo X zvezna slu£ajna spremenljivka, s funkcijo
gostote f(x). Pri£akovano vrednost oziroma matemati£no upanje slu£ajne spremen-
ljivke X deniramo kot




Denicija 2.3. Naj bo X slu£ajna spremenljivka s pri£akovano vrednostjo µ =
E(X). Njena varianca oziroma disperzija in standardni odklon sta denirana kot
σ2 = V ar(X) = E((X − µ)2),
kjer s σ2 ali z V ar(X) ozna£ujemo varianco, in
SD(X) = σ =
√︁
V ar(X),
kjer s SD(X) ozna£ujemo standardni odklon.
Denicija 2.4. Naj bosta X in Y slu£ajni spremenljivki. Kovarianca med slu-
£ajnima spremenljivkama X in Y je pri£akovana vrednost produkta odstopanj od
njunih pri£akovanih vrednosti,
Cov(X, Y ) = σxy = E[(X − E[X])(Y − E[Y ])]
= E[XY ]− E[X]E[Y ],
ozna£ujemo jo z Cov ali s σxy.
Denicija 2.5. Naj bosta X in Y slu£ajni spremenljivki. Korelacijski koecient
(ali samo korelacija) med slu£ajnima spremenljivkama X in Y je njuna kovarianca
deljena s produktom njunih standardnih odklonov,




ozna£ujemo ga z Corr ali z ρxy.
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Recimo, da imamo ve£ slu£ajnih spremenljivk: Y1, Y2, . . . , Yn. e je Y linearna
kombinacija Yi,
Y = a1Y1 + a2Y2 + · · ·+ anYn,
sledi, da je Y prav tako slu£ajna spremenljivka. Dokaze naslednjih dveh izrazov
lahko najdete v vsakemu standardnemu u£beniku o verjetnosti. Pri£akovana vre-
dnost slu£ajne spremenljivke Y je
E(Y ) = a1E(Y1) + a2E(Y2) + · · ·+ anE(Yn).
Formula za varianco ni tako preprosta,
V ar(Y ) =
N∑︂
i=1






e upo²tevamo dejstvo, da je varianca Yi σii = σ2i , potem lahko varianco linearne
kombinacije zapi²emo kot






Tako kot prej naj bo Ri donos i-te naloºbe. Naj bo µi pri£akovana vrednost
Ri; σij kovarianca med Ri in Rj; posledi£no je σii = σ2i varianca Ri. ωi predstavlja
kolik²en deleº svojega imetja investitor investira v i-to naloºbo. Donos celotnega
portfelja smo ºe denirali v (2.2). Ri obravnavamo kot slu£ajno spremenljivko (in s
tem posledi£no tudi R). Medtem, ko ωi niso slu£ajne spremenljivke saj so dolo£ene
vrednosti s strani investitorja. Tako kot prej se, tudi zdaj omejimo na dolgo pozicijo
in polno investiramo (∀ωi ≥ 0 in
∑︁
ωi = 1). Pri£akovani donos portfelja R je













Za izbrana pri£akovanja o verjetnosti (µi, σi) ima investitor na voljo ve£ kom-
binacij pri£akovanega donosa portfelja in pripadajo£e variance. Te so odvisne od
izbire portfeljskih uteºi ω1, ω2, . . . , ωN .
2.2 U£inkovita meja
U£inkovita meja je mnoºica optimalnih portfeljev, ki ponuja najvi²jo pri£akovano
donosnost glede na nivo tveganja, ki smo ga pripravljeni sprejeti ali pa najniºje
tveganje glede na ºeleno pri£akovano donosnost. Portfelji, ki leºijo pod to mejo, so
suboptimalni, saj lahko za enak nivo tveganja najdemo portfelj z vi²jo pri£akovano
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donosnostjo. Prav tako so portfelji, ki so desno od u£inkovitostne meje so sub-
optimalni saj lahko najdemo za isti nivo pri£akovane donosnosti portfelj z niºjim
tveganjem.
U£inkovito mejo izra£unamo tako, da pripravimo ve£ razli£nih scenarijev moºnih
portfeljskih uteºi, za katere izra£unamo pri£akovano donosnost portfelja in pripa-
dajo£e tveganje. Spodnji graf (slika 1) prikazuje primer moºnih portfeljev (njiho-
vih pri£akovanih donosnosti in volatilnosti) na treh naloºbah. V ponazoritvenem
primeru sem portfelje pripravil tako, da sem simuliral moºne kombinacije uteºi v
portfelju, ter za vsako kombinacijo izra£unal pri£akovano donosnost portfelja ter
pripadajo£o varianco.
ωx ωy ωz E(p) σ
2(p)
1 0.000 0.000 1.000 0.0400 0.0301
2 0.000 0.001 0.999 0.0400 0.0300
3 0.000 0.002 0.998 0.0400 0.0300
4 0.000 0.003 0.997 0.0400 0.0300
5 0.000 0.004 0.996 0.0400 0.0299
6 0.000 0.005 0.995 0.0399 0.0299
Tabela 1: Primer uteºi naloºb v portfelju v namen dolo£anja u£inkovite meje.
Na spodnjem grafu (slika 1) so prikazane pri£akovane donosnosti portfeljev v
odvisnosti od volatilnosti portfeljev. Rumena barva ponazarja portfelj sestavljen
preteºno z naloºbo x, modra barva ponazarja portfelj sestavljen preteºno z naloºbo
y in rde£a z naloºbo z. Rde£e to£ke pa predstavljajo portfelje, ki so v celoti sesta-
vljeni le iz ustrezne naloºbe.
Slika 1: Ponazoritevni primer dosegljivih pri£akovanih donosnosti portfelja v odvi-
snosti od variance portfelja s tremi naloºbami.
e dobro pogledamo graf, vidimo, da ima ve£ moºnih portfeljev z volatilnostjo
2%, vsi z razli£nimi pri£akovanimi donosnostmi. e se omejimo le na te portfelje
z volatilnostjo 2%, se bomo odlo£ili za tistega z najvi²jo pri£akovano donosnostjo,
torej za tistega, ki leºi najvi²je na krivulji. Po drugi strani pa, £e se odlo£imo, da
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ºelimo imeti portfelj s pri£akovano donosnostjo 4%, pa imamo prav tako na voljo
ve£ portfeljev z razli£nimi volatilnostimi. V tem primeru, izberemo portfelj, ki leºi
najbolj levo na krivulji, saj je ta najmanj tvegan. Opazimo, da se premikamo le na
(zgornjem) robu obmo£ja, ta krivulja (rob obmo£ja, po katerem se gibljemo) pred-
stavlja u£inkovito mejo. Dolo£anje u£inkovite meje lo£imo na dva primera: brez
kratke pozicije in z njo.
Naprej si bomo pogledali, kako dolo£imo u£inkovito mejo, kadar dopu²£amo mo-
ºnost, da imamo v na²em portfelju tudi kratko pozicijo (torej negativne uteºi na
naloºbah). Za spremenljivko si izberemo volatilnost portfelja σ2. Za izra£un pri£a-
kovane donosnosti glede na volatilnost re²ujemo spodnji kvadrati£ni optimizacijski

















δ = αγ − β2,
(2.5)
kjer je 1 vektor enk z dimenzijami enakimi ²tevilom naloºb, Σ je kovarian£na matrika
med naloºbami in r̄ je vektor povpre£nih donosnosti na vsaki naloºbi.
Slika 2: Ponazoritveni primer u£inkovite meje s kratko pozicijo.
Na zgornji sliki 2 rde£e to£ke ponovno predstavljajo portfelje, ki so sestavljeni le
iz ene naloºbe. Rde£a krivulja predstavlja u£inkovito mejo, modra pa neu£inkovito
mejo. Ker dopu²£amo moºnost kratke pozicije se lahko zgodi, da se krivulja ne do-
takne to£k in tudi podalj²a svojo pot v desno. e se omejimo le na dolgo pozicijo,
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izra£uni niso ve£ tako preprosti.
Z omejitvijo na dolgo pozicijo omejimo ²tevilo moºnih portfeljev in s tem vpe-
ljemo dodatno kompleksnost v model, ki ga re²ujemo z optimizatorjem.
Slika 3: Ponazoritveni primer u£inkovite meje omejene samo na dolgi poziciji.
Slika 4: Primerjava u£inkovitih mej z dolgo in kratko pozicijo.
2.3 Enodobni model povpre£je-varianca
V teoriji poznamo enodobni in ve£dobni model povpre£je-varianca. V svojem delu
bom opisal le enodobni model. Investiramo v n naloºb. Z ωi ozna£ujemo investiran
kapital v i-to naloºbo, z ω ∈ Rn ozna£ujemo investiran portfelj in z r vektor do-
nosnosti. Predpostavimo, da ima r skupno verjetnostno porazdelitev s pri£akovano
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vrednostjo r̄ := E(r) in kovaria£no matriko
Σ := E [(r− r̄)(r− r̄)ᵀ] = E [rrᵀ]− r̄r̄ᵀ.
Cilj analize povpre£je-varianca je dolo£iti take uteºi portfelja, da dobimo najve£jo
donosnost z upo²tevanjem pripadajo£ega tveganja.
Denicija 2.6. Nagrada portfelja je pri£akovana vrednost njegove donosnosti,
ρ(ω) := E(rᵀω) = r̄ᵀω. (2.6)
Denicija 2.7. Tveganje portfelja je varianca portfeljove donosnosti,




= E [ωᵀ(r− r̄)(r− r̄)ᵀω] = ωᵀΣω.
(2.7)
Problem maksimiziranja donosnosti portfelja s pripadajo£m tveganjem lahko re-
²ujemo z uporabo teorije koristnostni (angl. utility theory). Po koristnostni teoriji
izberemo portfelj na podlagi funkcije koristnosti U(ω), kjer ima investitorjeva ko-
ristnost izbranega portfelja ω = rᵀx, najve£jo pri£akovano vrednost glede na dano
porazdelitev donosov. Tako lahko z deniranjem druºine konkavnih kvadratnih funk-
cij koristnosti (2.8) prevedemo maksimiziranje pri£akovane vrednosti E [Uρ(ω)] na
minimiziranje kompromisne funkcije s parametrom µρ:
Uρ(ω) = µρω −
1
2




kjer je parameter µρ ve£kratnik optimalnega portfelja glede na ºeljeno nagrado
ρ (v nadaljevanju ga bom ozna£eval kot µ). V nadaljevanju se bom osredoto£il na






p.p. eᵀω = 1,
(2.9)
kjer je e ∈ Rn vektor enk. Podobno lahko formuliramo problem, kjer minimiziramo






p.p. eᵀω = 1,
ρ(ω) = ρ.
(2.10)
e se za za£etek osredoto£imo le na tvegane naloºbe (optimiziranje z denarjem
v portfelju je predstavljeno kasneje) moramo predpostaviti dve stvari:
A1) Kovarian£na matrika je pozitivno denitna, Σ > 0.
A2) Vektor r̄ ni ve£kratnik vektorja e.
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S prvo predpostavko oziroma pogojem zagotovimo, da vse naloºbe nosijo do-
lo£eno tveganje. Druga predpostavka implicira, da optimiziramo vsaj dve naloºbi
z razli£nima donosnostima. Brez druge predpostavke bi bila re²itev sistema (2.9)
vedno ω = Σ−1e/(eᵀΣ−1e) in sistem (2.10) bi imel protislovne pogoje razen za
ρ = r̄ᵀe/n.





δ := αγ − β2
(2.11)






















kjer z λmax(Σ), λmin(Σ) ozna£ujemo najve£jo ter najmanj²o lastno vrednost matrike
Σ.
Dokaz. Po predpostavki A1) je Σ > 0, zato velja













Podobno velja za γ. Ker po predpostavkah A1) in A2) velja, da sta r̄ in e linearno














pozitivno determinanto δ. Od tod sledi |β| < √αγ ≤
√
n||r̄||2/λmin(Σ).













ωᵀΣω − µr̄ᵀω − λ(eᵀω − 1). (2.13)
Izrek 2.10. Primer 2.9 ima enoli£no re²itev




in pripadajo£a nagrada je


















Ko razpi²emo zgornji sistem, dobimo zgornjo re²itev primera 2.9. Enoli£nost re²itve
sledi iz stroge konveksnosti funkcije in ker je pogoj polnega ranga.







p.p. eᵀω = 1,
r̄ᵀω = ρ.
(2.17)
Pripadoj£a Lagrangeva funkcija je
L(ω, λ, µ; ρ) =
1
2
ωᵀΣω − λ(eᵀω − 1)− µ(r̄ᵀω − ρ). (2.18)
Izrek 2.12. Primer 2.11 ima enoli£no re²itev















Kot v dokazu izreka 2.10 je re²itev za optimalen portfelj ω dobljena iz prve vrstice.
Optimalen portfelj ω vstavimo v drugo in tretjo vrstico, s £imer dobimo re²itev za































Enoli£nost re²itve sledi enako kot v dokazu izreka 2.10.
Izrek 2.13. Primer 2.9 s parametrom µ in primer 2.11 s parametrom ρ sta ekviva-
lentna natanko tedaj, ko je µ v primeru 2.9 enak µ primeru 2.11 ali, ekvivalentno,
ko je ρ iz primera 2.11 enak ρ v primeru 2.9.
Dokaz. O£itno sta potrebna pogoja µ = (αρ − β)/δ, ρ = (β + µδ)/α ekvivalentna.














Izrek 2.14. Optimalno tveganje v primerih 2.9 in 2.11 je
σ2(ρ) =






Globalni minimum je v to£ki ρ̂ = β/α, kar vrne pozitivno vrednost σ2(ρ̂) = 1/α.
Pripadajo£e re²itve primerov so r̂ = Σ−1e/α, λ̂ = 1/α, µ̂ = 0.
Dokaz. Po deniciji 2.7 in izreku 2.12 sledi
σ2(ρ) = ωᵀΣω = (λe+ µr̄)ᵀΣ−1(λe+ µr̄)
= λ2α + 2λµβ + µ2γ = λ(λα + µβ) + µ(λβ + µγ).
(2.24)
e uporabimo rezultate iz izreka 2.10 za λ, ρ in rezultate iz izreka 2.12 za λ, µ dobimo
σ2(ρ) = λ+ µρ =






O£itno je dobi£ek optimalnega portfelja odvisen od linearne kombinacije port-
feljev, ki sta neodvisna od nagrade Σ−1e in Σ−1r̄. e ve£, je celo ana funkcija
parametra ρ.
V opisanem modelu se pokaºe ena izmed mnogih pomanjkljivosti. Ob natan£-
nej²em pregledu modela lahko opazimo, da so kakr²ne koli pozitivne deviacije od
predpisane nagrade kaznovane. e ρ manj²i od ρ̂ (glej izrek 2.14), sledi pove£anje
tveganja. Pojavu se nikakor ne moremo izogniti brez raz²iritve modela.
V portfelj, poleg n tveganih naloºb, dodamo ²e natanko eno naloºbo brez tvega-
nja, denar ωc, z deterministi£nem donosom r = r̄. Portfelj zapi²emo v obliki (ω, ωc),
kjer se spremenljivke ω, r, r̄ in Σ navezujejo le na naloºbe s tveganjem. Zaradi nove
oblike portfelja moramo popraviti prej²njo predpostavko A2),
A3) Vektor r̄ ni ve£kratnik vektorja rce.
V praksi se tipi£no predpostavlja r̄ > rce > 0, kar prav tako zadostuje predpostavki
A3).
Primer 2.15. Ker je denar naloºba, ki ne nosi tveganja, vse kovariance povezane s to
naloºbo odpadejo, tako da sta tveganje in nagrada denirana kot R(ω, ωc) = ωᵀΣω



















p.p.: eᵀω + ωc = 1
r̄ᵀω + rcωc = ρ.
(2.26)
12
Izrek 2.16. Primer 2.15 ima enoli£no re²itev
ω = Σ−1(λe+ µr̄) = µΣ−1(r̄− rce), λ = −rcµ,










Globalni minimum je doseºen v to£ki ρ̂ = rc, kar vrne vrednost 0. Posledi£no so
λ̂ = µ̂ = ω̂ = 0 in ω̂c = 1.
Dokaz. Sistem optimalnih pogojev je⎛⎜⎜⎝
Σ 0 e r̄
0 0 1 rc
eᵀ 1 0 0














Parameter λ dobimo iz druge vrste. Z zamenjavo spremenljivk v prvi vrsti dobimo
re²itev za optimalen portfelj ω in £e ²e zamenjamo spremenljivko ω v tretji vrstici
dobimo izraz za ωc. Iz zadnje vrste dobimo izraz
ρ = r̄ᵀω + rcωc
= µ(γ − rcβ) + rc − µ(rcβ − (rc)2α)
= rc + µδc,
(2.30)
iz katerega dobimo izraz za parameter µ. Po predpostavki A3) in izrazu
δc = (r̄− rce)ᵀΣ−1(r̄− rce), (2.31)
sledi, da je δc > 0. Izraz za optimalno tveganje dobimo s pomo£jo drugega izraza
za x,




Ostali izrazi so trivialni.
V osnovi je primer 2.15 zelo podoben primeru 2.11. Edina razlika med primeroma
je vklju£itev denarja, torej naloºbe, ki ni£ ne doprinese tveganju, s katerim lahko
ustvarimo portfelj brez tveganja tako, da vse investiramo v denar s donosom ρ = rc.
Naslednji izrek ponazarja, kako lahko zmanj²amo tveganje portfelja z ve£ tveganimi
naloºbami, £e dodamo v isti portfelj denar.
Izrek 2.17. e je β ̸= rcα potem je tveganje portfelja v primeru 2.15 vedno manj²e
od tveganja portfelja v primeru 2.11. U£inkoviti meji se v tak²nem scenariju sekata
zgolj v eni to£ki:













kjer sta re²itvi v obeh primerih enaki: ω in (ω, 0). e pa je β = rcα, potem je







αρ2 − 2βρ+ γ
δ
. (2.34)
Dokaz. 1) β ̸= rcα:









e ve£kratnik µ ena£imo z istim ve£kratnikom navedenim v izreku 2.16, dobimo
ravno ρ v zgornjem izreku in ko le-tega vstavimo v σ2(ρ) iz izreka 2.16 dobimo funk-
cijo za tveganje. Ko dobljeni ρ vstavimo v formuli za µ in λ iz izreka 2.12, dobimo
enake vrednosti, kot v izreku 2.16. Z drugim odvodom preverimo ukrivljenost krivulj















αδc − δ = (rc)2α22rcαβ + αγ − αγ + β2 = (rcα− β)2 > 0, (2.36)
kar pomeni, da je 2α/δ > 2/δc > 0. Od tod sledi, da nosi primer 2.15 s seboj manj²e
tveganje, £e je ωc ̸= 0.
2) β = rcα:
Trivialno, v obeh primerih je ρ̂ = rc in imata enaki u£inkovitostni meji.
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3 Pomanjkljivosti modelov povpre£je-varianca
V model je vklju£enih kar nekaj predpostavk, £e jih na²tejem le nekaj:
• Vektor µ in matrika Σ sta znana;
• Investitor lahko investira poljuben znesek v poljubno naloºbo, tako pozitiven
kot negativen;
• Investitor ne vpliva na ceno, kar pomeni, da lahko kupi poljubno koli£ino
poljubne naloºbe in s tem nikakor ne vpliva na ceno naloºbe. Cena delnice je
neodvisna od koli£ine nakupa;
• Ni stro²kov transakcije.
Nobena izmed zgornjih predpostavk ne drºi. Kako se bo trg oziroma naloºba gibala
v prihodnosti, seveda ni znano, kar pomeni, da so trºni parametri neznani. Vektor
µ in matriko Σ moramo oceniti na podlagi histori£nih podatkov, torej operiramo z
ocenami. Seveda nimamo nobenega zagotovila, da se bo zgodovina ponovila, ampak
nam drugega kot ocenjevanje na podlagi histori£nih podatkov ne preostane. Vsak
investitor ima dodatne omejitve, v katero naloºbo lahko investira. Potreba po bolj²ih
modelih se izkaºe tudi zaradi drugih razlogov. Model se osredoto£a na pri£akovano
vrednost donosa in njegovo varianco. Vendar zgolj varianca in pri£akovan donos
nista dovolj, da bi dolo£ili pametno alokacijo sredstev, smiselno bi bilo vklju£iti ²e
druge indikatorje. Na primer verjetnost nizkih ali negativnih donosov
F (r) = P (R ≤ r).
V ta namen si lahko pomagamo z omejitvijo treh sigem.
Denicija 3.1. Naj bo X slu£ajna spremenljivka, in µ = E(X) njena pri£akovana
vrednost in σ =
√︁
V ar(X) njen standardni odklon. Omejitev treh sigem je stati-
sti£ni izra£un, ki se nana²a na podatke znotraj deviacije treh sigem od pri£akovane
vrednosti,
P (|X − µ| < 3σ). (3.1)
e predpostavimo, da so donosi normalno porazdeljeni, potem je verjetnost za
majhen ali negativen donos, po omejitviji treh sigem zelo majhna. e pa pred-
postavimo kak²no drugo porazdelitev donosov z enako pri£akovano vrednostjo in
standardnim odklonom, pa je lahko ta ista verjetnost tudi do dvajsetkrat ve£ja.
Tako ni najbolj smotrno svoje analize delati zgolj na pri£akovani vrednosti in va-
rianci, ampak bi bilo smiselno v model pripeljati dodatne informacije. Poleg tega
pri£akovana vrednost in varianca ne podata popolnega opisa donosov. Sicer popol-
noma opisujeta normalno porazdelitev in £e poleg njiju poznamo ²e kovariance lahko
deniramo skupno porazdelitev naloºb, ki jih vklju£ujemo v na² model. Vendar nor-
malna porazdelitev donosov je ²e ena izmed predpostavk modela. V resnici donosi
ne zasledujejo popolnoma normalne porazdelitve. Vendar brez predpostavke o nor-
malni porazdelitvi, bi bilo vsako dolo£anje alokacije izjemno zahtevno, saj bi najprej
morali oceniti porazdelitev donosov na podlagi histori£nih podatkov, kar v£asih ni
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mogo£e. Tudi ocenjevanje odvisnosti/razmerij med posameznimi naloºbami bi bilo
zahtevno. Na to temo vse bolj priljubljen pristop postajajo kopule.
Poleg tega, da smo vektor µ in matrikoΣ ocenili na podlagi histori£nih podatkov,
se lahko sre£amo s primerom, ko je matrika Σ slabo pogojena. Za poljubno matriko
A lahko izra£unamo, njej zna£ilno ob£utljivost :
κ(A) = ||A−1||||A||. (3.2)
e je matrika A singularna, tedaj je κ(A) = ∞. e je matrika A normalna (A∗A =





kjer z λmax(A) ozna£imo najve£jo lastno vrednost matrike A in z λmin(A) najmanj²o
lastno vrednost. Matrike, katerih ob£utljivost ni dosti razli£no od 1 imenujemo do-
bro pogojene matrike, v nasprotnem primeru, torej matrike, katerih je ob£utljivost
veliko, pa imenujemo slabo pogojene matrike. Slabo pogojena matrika pomeni, da
relativno majhne spremembe na matriki Σ lahko vodijo do ve£jih relativnih spre-
memb na matriki Σ−1. Kar pomeni, da tudi £e smo matriko Σ̂ ocenili zelo dobro in
je zelo blizu originalni matriki Σ, in je ocenjena matrika slabo pogojena, potem je
lahko Σ̂−1 dale£ stran od prave Σ−1. V naslednjih poglavjih bom predstavil Black-
Littermanov model in HRP algoritem. Black-Littermanov model sloni na Bayesovi
verjetnosti, ki vzame matriko Σ kot slu£ajno spremenljivko s svojo apriorno poraz-
delitvijo. Prav tako gleda na matriko Σ̂ kot na slu£ajno spremenljivko s posteriorno
porazdelitvijo. HRP algoritem pa z uporabo teorije grafov in strojnega u£enja, upo-
rabi informacije iz kovarian£ne matrike na na£in, kjer matrika ni nujno obrnljiva ali
pozitivno denitna. e ve£, algoritem je sposoben vrniti alokacijo sredstev na pod-
lagi singularne kovaria£ne matrike, £esar drugi kvadrati£ni optimizatorji ne zmorejo.
Black-Littermanov model nam ²e omogo£a, da lahko v model dodatno vklju-
£imo informacije, ki jih ne moremo pridobiti samo s podatki. Vse do te to£ke smo
obravnavali podatke dobljene direktno iz trga. To je iz zgodovinske £asovne vrste
donosov, na podlagi katerih smo naredili svoje ocene in alokacijo sredstev. Ti po-
datki nam podajo vpogled v zgodovino, mi pa ºelimo postaviti alokacijo sredstev
za prihodnost. Na primer, £e se postavimo v september leta 2007, eno leto pred
razglasitvijo bankrota banke Lehmans Brothers. e se osredoto£imo zgolj na zgo-
dovinsko £asovno vrsto donosov, bi verjetno iz podatkov teºko razbrali kaj to£no to
pomeni za delovanje banke v prihodnje. e pa podatkom ²e dodamo informacije,
ki jih dobijo investitorji s svojimi izku²njami, poznavanjem in spremljanjem trga,
branjem raznih nan£nih, politi£nih in drugih novic, bi pa ºe znali bolj²e oceniti kaj
to pomeni za prihodnost.
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4 Black-Littermanov model
Klasi£ni modeli povpre£je-varianca delujejo v dveh korakih. Najprej predposta-
vljajo, da je porazdelitev trga znana. Porazdelitev ocenimo in nato na podlagi
ocene re²ujemo alokacijski problem. Ker ºe na za£etku naredimo napako pri oce-
njevanju in jo tekom re²evanja le ²e pove£ujemo, se tak²nim pristopom na£eloma
ºelimo izogniti. Glavni razlog, zakaj se moramo zavedati napake pri ocenjevanju in
kako se spoprijeti z njo, je ekstremna ob£utljivost optimalne alokacijske funkcije na
neznane parametre, ki denirajo porazdelitev trga. V ta namen Black-Littermanov
model uporabi Bayesovo teorijo, saj obravnava oceno o porazdelitvi trga kot slu-
£ajno spremenljivko. Na za£etku bom predstavil intuicijo za modelom, v naslednjem
podpoglavju je predstavljena Bayesova verjetnostna teorija, nato pa bom predstavil
splo²no in prakti£no denicijo modela.
4.1 Intuicija za modelom
Klasi£ne optimizacijske metode predpostavljajo, da so ocenjene pri£akovane dono-
snosti in standarni odkloni naloºb deterministi£ni (£eprav niso, glej poglavje 3).
Po Bayesovi verjetnosti ozna£imo ocene kot slu£ajne spremenljivke, katere predsta-
vljamo z verjetnostmi, in na njih gledamo z dolo£eno mero negotovosti. Ocene o
porazdelitvi trga pripravi upravitelj portfelja, na podlagi katerih bo optimiziral por-
tfelj. Te ocene so lahko razli£ne od ocen drugih upraviteljev portfeljev, ki delujejo
na istem trgu. Ker so vsi upravitelji prepri£ani v svoje ocene, se na trgu izvede
ve£ nakupov in prodaj razli£nih naloºb, s katerimi so upravitelji portfeljev opti-
mizirali svoje portfelje. Tako se na trgu vzpostavi ravnovesje. Black-Littermanov
model s pomo£jo CAPM modela vzame za oceno porazdelitve trga uteºeno trºno
kapitalizacijo. Ker je ocenjena porazdelitev trga ocenjena na podlagi ve£ih ocen
upraviteljev portfeljev, bi morali imeti ve£je zaupanje v ocenjeno pri£akovano dono-
snost naloºb. To v bistvu pomeni, da £e ºelimo optimizirati portfelj zgolj na podlagi
javnih informacij, je verjetno trg pametnej²i od nas, saj trg bistveno bolje absor-
bira vse informacije ve£ih upraviteljev premoºenja kot pa mi sami. To nakazuje na
hipotezo semi mo£ne u£inkovitost trga. Hipoteza pravi, da so bile vse javne infor-
macije ºe vklju£ene oziroma absorbirane v trºne cene, zato jih ni mogo£e izkoristiti
za doseganje bolj²e donosnosti kot jo dosega trg. Z drugimi besedami, na podlagi
privatnih informacij lahko investitor presega trºno donosnost. Po Bayesovi teoriji
Black-Littermanov model za apriorno porazdelitev (podrobneje razloºeno v nasle-
dnjem podpoglavju 4.2) dolo£i na podlagi CAPM modela.
Upravitelj portfelja lahko poseduje kak²ne informacije, ki niso javno znane in
s svojimi izku²njami lahko oceni, kako se bo trg obna²al v prihodnosti. Upravitelj
pripravi ocene o pri£akovani donosnosti posameznih naloºb, ne nujno za vse naloºbe,
ki so lahko podane absolutno ali pa kot linearna kombinacija. Na primer, naloºba
A bo prikazala donosnost v vi²ini 5% ali pa kot naloºba B bo imela 1% vi²jo dono-
snost kot naloºba C. Ker upraviteljeve ocene zaradi strukturne odvisnosti direktno
ali pa indirektno (na tiste naloºbe, katere investitor nima ocene) vplivajo na naloºbe
v portfelju, je potrebno posodobiti celotni univerzum naloºb. Posodobljeni vektor
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pri£akovanih donosnosti dobimo s posteriorno porazdelitvijo (podrobneje razloºeno
v naslednjem podpoglavju 4.2).
Poudariti je potrebno, da privatne informacije niso direktno vklju£ene v pri£ako-
vane donosnosti naloºb, ampak sestavljajo vektor investitorjevih ocen o pri£akovanih
donosnosti. Z Bayesovo teorijo posodobimo za£etni vektor pri£akovanih donosnosti
z vektorjem investitorjevih ocen, narejen na podlagi privatnih informacij.
4.2 Bayesova teorija
Bayesova analiza je statisti£na analiza, s katero ocenjujemo neznane parametre v sta-
tisti£nih modelih. Analiza sloni na predpostavki, da so parametri modela slu£ajne
vrednosti in tako lahko v model dodatno vpeljemo predhodno znanje. Analiza sledi
preprostemu verjetnostnemu pravilu, tako imenovanemu "Bayesovemu pravilu". Z
omenjenim pravilom skonstruiramo tako imenovano posteriorno porazdelitev para-
metrov, tako da posodobimo prehodno znanje s pridobljenimi ugotovitvami iz po-
datkov.
Bayesova analiza se pri£ne s speciciranjem posteriornega modela. Posteriorni
model opi²e verjetnostno porazdelitev vseh parametrov modela pogojno na podatke
in predhodno znanje. Posteriorna porazdelitev tako vklju£uje dve komponenti: po-
razdelitev cenilke verjetja, ki vklju£uje informacije o parametrih modela pridobljene
iz podatkov in tako imenovano apriorno porazdelitev, ki vklju£uje informacije iz
predhodnega znanja. Ti dve porazdelitvi zdruºimo v posteriorno porazdelitev z
Bayesovim pravilom kot:
Posteriorna porazdelitev ∝ apriorna porazdelitev× porazdelitev cenilke,
kar lahko ponazorimo s sliko 5.
Slika 5: Ponazoritveni primer Bayesovega pravila.
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Matemati£no Bayesovo pravilo deniramo kot:
P (A|B) = P (B|A)× P (A)
P (B)
, (4.1)
kjer sta A in B dogodka, P (B) ̸= 0, in kjer je
• P (A|B) pogojna verjetnost dogodka A, pri danem B in ozna£uje posteriorno
verjetnost.
• P (B|A) pogojna verjetnost dogodka B, pri danem A in ozna£uje pogojno po-
razdelitev.
• P (A) verjetnost dogodka A in ozna£uje apriorno porazdelitev.
• P (B) verjetnost dogodka B in ozna£uje konstanto normaliziranja.






kjer z f ozna£ujemo funkcijo gostote. Podobno kot zgoraj velja:
• fX|Y=y(x) je gostota pogojne verjetnosti zvezne slu£ajne spremenljivke X, pri
pogoju Y = y, in ozna£uje posteriorno verjetnost.
• fY |X=x(y) = fX,Y (x, y)/fX(x); fX(x) ̸= 0 je gostota pogojne verjetnosti zvezne
slu£ajne spremenljivke Y , pri pogoju X = x, in ozna£uje pogojno porazdelitev.
• fX(x) je gostota zvezne slu£ajne spremenljivke X in ozna£uje apriorno poraz-
delitev.
• fY (y) =
∫︁
X
fY |X=x(y)fX(x)dx je gostota zvezne slu£ajne spremenljivke Y in
ozna£uje konstanto normaliziranja.
4.3 Denicija modela
Za bolj²o preglednost nadaljnega dela bomo prej opisane javne informacije ozna£e-
vali z G in zasebne informacije s H.
Pri£nemo z normalno porazdeljenim referen£nim modelom:
r ∼ N(µ,Σr). (4.3)
Temeljni cilj Black-Littermanovega modela je modeliranje donosnosti, za katere
predpostavljamo, da so normalno porazdeljene s parametroma µ in Σr. K tema
parametroma se bom vrnil kasneje.
Model ima dve klju£ni predpostavki.
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Predpostavka 4.1. Porazdelitev apriornih napovedi donosnosti, pogojno na javne
informacije G, je normalna:
r|G ≡ µ ∼ N(π̂, τΣ), (4.4)
kjer je τ pozitiven ve£kratnik. Z njim prilagajamo ocenjeno kovarian£no matriko Σ,
s katero aproksimiramo apriorno matriko napak.
Kot povzetek spodaj navajam razloga, zakaj potrebujemo predpostavko 4.1:
• Na voljo imamo le informacije G in ker predpostavljamo, da je trg ºe v ravno-
vesju, lahko upravi£eno s CAPM modelom ocenjujemo trºno ravnoteºje. Tako
z π̂ ocenjujemo r. Kako dolo£imo vektor π̂, je opisano spodaj (glej (4.6)).
• Ker trg ni nujno v ravnovesju, ocena π̂ s seboj nosi tudi napake Σe. Elementi
matrike Σe bi morali biti manj²i od elementov kovarian£ne matrike naloºbenih
napak Σ, ki se zgodijo na trgu, za katerega predpostavljamo, da nakazuje na
semi mo£no u£inkovitost trga. Zato obi£ajno v model vpeljemo faktor τ ≤ 1,
saj model predpostavlja Σe ∝ Σ.
π̂ (4.4) ocenjujemo na podlagi CAPM modela. Vektor π̂ dolo£imo s t.i. obratno
optimizacijo. Izpeljava se pri£ne s kvadrati£no koristnostno funkcijo




kjer je vektor ωM ∈ Rn×1 vektor uteºi trºne kapitalizacije in λ je parameter na-
klonjenosti k tveganju. U je konveksna funkcija, torej ima en globalni maksimum,
katerega najdemo s pomo£jo odvoda:
dU
dωM
= π̂ − λτΣωM = 0
π̂ = λτΣωM .
(4.6)
Tako imamo sedaj na podlagi vektorja π̂ postavljeno, prvo oceno uteºi na²ega por-
tfelja, katere bomo kasneje zamaknili na podlagi investitorjevih ocen.
Recimo, da ima investitor k (≤ n) napovednih ocen. Ocene so lahko izraºene
absolutno ali pa kot linearna kombinacija donosnosti ve£ih naloºb, za katere velja:
P̃r ≈ y|r,H,G, (4.7)
kjer je y|r slu£ajni vektor investitorjevih ocen pogojno na donosnosti apriorne po-
razdelitve, in P̃ je slu£ajna matrika, v kateri je denirano, na katerih naloºbah je
investitor podal oceno.
eprav imamo informacije H, eksplicitno ²e vedno ne poznamo vektorja r|H,G.
Vseeno lahko izraz (4.7) zapi²emo kot:
Pr|H,G = y|r,H,G + ε, (4.8)
20
kjer je P ∈ Rk×n strukturna matrika ocen in je realizacija slu£ajne spremenljivke P̃ ;
r|H,G ∈ Rn×n je, ²e neznan, vektor pri£akovanih donosnosti posteriorne porazdelitve;
y|r,H,G ∈ Rk×1 je vektor investitorjevih ocen; in ε ∈ Rk×1 je vektor napak ocenjenih
napovedi.
Predpostavka 4.2. Vektor napak ocenjenih napoved je normalno porazdeljen
ε ∼ N(0,Ω), (4.9)
kjer je 0 vektor ni£el velikosti k × 1 in Ω ∈ Rk×k je diagonalna varian£na matrika
napak ocenjenih napovedi.
Tako imamo denirano porazdelitev investitorjevih ocen pogojno na realizacijo
r,
y|r,H,G ∼ N(Pr|H,G,Ω). (4.10)
Z apriorno porazdelitvijo (4.1) in z realizacijo slu£ajnega vektorja y|r,H,G → q̂, lahko
z uporabo Bayesovega pravila posodobimo ocene pri£akovanih donosnosti r.
Kovarian£na matrika investitorjevih ocen, Ω, je obratno sorazmena z investitor-
jevim zaupanjem v ocene. Osnovni Black-Littermanov model ne poda intuitivne
razlage, kako koli£insko opredeliti opisano razmerje. Obstaja ve£ na£inov kako do-
lo£iti matriko Ω: sorazmerno glede na kovarian£no matriko apriorne porazdelitve, z
uporabo intervalov zaupanja, z varianco residualov faktorskega modela, ali z Idzo-
rekovo metodo, s katero dolo£imo zaupanje v ocene glede na procentualen premik
uteºi.
V svojem delu sem se osredoto£il na sorazmerno dolo£anje kovarian£ne matrike
glede na kovarian£no matriko apriorne porazdelitve. He in Litterman sta matriko
dolo£ila kot:
ωij = p(τσij)p
ᵀ, ∀i = j
ωij = 0, ∀i ̸= j.
(4.11)
Ali v matri£ni obliki:
Ω = diag(P(τΣ)Pᵀ). (4.12)
Izrek 4.3. Vektor pri£akovanih donosnosti v posteriorni porazdelitvi je normalno
porazdeljen
r|q̂,H,G ∼ N(m̂, V̂ ), (4.13)
kjer z m̂ ozna£ujemo vektor pri£akovanih vrednosti in z V̂ kovarian£no matriko.
Deniramo ju kot
m̂ = [(τΣ)−1 + P ᵀΩ−1P ]−1[(τΣ)−1π̂ + P ᵀΩ−1q̂], (4.14)
V̂ =
[︁




Dokaz. Najprej bomo dokazali v splo²ni obliki, katero bomo kasneje prevedli v kon-
tekst Black-Littermanovega modela. Za£nemo z linearno regresijo
Y = Q ·X − u, (4.16)
kjer je Y znan vektor velikosti k × 1; Q je znana matrika velikosti k × n; X je
neznan vektor, ki ga ºelimo oceniti, velikosti n × 1; in u je vektor napak velikosti
k × 1.
Za vektor napak in apriorno porazdelitev predpostavljamo normalno porazdeli-
tev:
u ∼ N(0,Λ); (4.17)
X ∼ N(µX ,ΣX). (4.18)
Tako je vektor Y pogojno na X prav tako porazdeljen normalno
Y|X = QX − u ∼ N(QX,Λ). (4.19)

















(Y −QX)ᵀ(Λ)−1(Y −QX), (4.21)
kjer z | · | ozna£ujemo determinanto matrike.
Za uporabo Bayesovega pravila potrebujemo ²e skupno porazdelitev, ki jo de-
niramo kot

























Z uporabo Bayesovega pravila ºelimo preoblikovati izraz (4.22) v posteriorno po-
gojno porazdelitev f(X|Y )f(Y ). V ta namen deniramo novo matriko A, velikosti
(n+ k)× (n+ k), (glej [4]):
A =
(︃

































kjer z m̃ ozna£imo slu£ajni vektor










Transformirano kovarian£no matriko pa deniramo kot
















kjer je V̂ (Q,ΣX ,Λ) = [(ΣX)−1 +QᵀΛQ]
−1.
Z deniranima transformacijema in z dejstvom, da je |A−1| = |A| = 1, lahko




































































kjer sta m̃(·) = m̃(Q,ΣX ,Λ,µX ,Y ) in V̂ (·) = V̂ (Q,ΣX ,Λ).
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Iz zgornje ena£be (4.29) lahko razberemo naslednji porazdelitvi:
X|Y ∼ N
(︂




Y ∼ N (QµX ,QᵀΣXQ+Λ) . (4.31)
Sedaj, ko smo izpeljali ºeljeno porazdelitev v splo²ni obliki, jo bomo uporabili v
Black-Littermanovem modelu. V modelu smo apriorno porazdelitev denirali kot:
r|G ∼ N (π̂, τΣ) . (4.32)
Po investitorjevih informacijah in izku²njah H deniramo njegove ocene kot:
Pr|H,G = yr,H,G + ε, (4.33)
kjer je P strukturna matrika ocen, yr,H,G je napovedni vektor ocen ter predposta-
vljamo ε ∼ N(0,Ω). Tako je pogojna porazdelitev slu£ajnega vektora y pogojno na
slu£ajni vektor r,














(τΣ)−1 + P ᵀΩP
]︁−1 [︁




(τΣ)−1 + P ᵀΩP
]︁−1)︂
(4.35)
Izraza (4.14) in (4.15) lahko zapi²emo tudi v alternativni obliki. Obakrat si bomo
pomagali z izrekom o binomskem inverzu (glej izrek 4.4). Lahko bi uporabili tudi
Woodburyjevo matri£no identiteto, vendar je izrek o binomskem inverzu v splo²nej²i
obliki.
Izrek 4.4. Naj bodo matrike A dimenzij n×n, U dimenzij n×k, B dimenzij k×k
in V dimenzij k×n. Poleg tega naj bosta matriki A in B+BVA−1UB nesingularni.
Pogoj, da bo druga matrika obrnljiva je, da obstaja B−1, saj jo lahko zapi²emo kot
B(I + VA−1UB), katere rank ne sme biti ve£ji od ranka matrike B. Potem velja
enakost:
(A+UBV)−1 = A−1 −A−1UB(B+BVA−1UB)−1BVA−1. (4.36)
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Ker je matrika B obrnljiva, lahko matriki ob oklepaju zapi²emo kot (B−1)−1 in izraz
poenostavimo v
(A+UBV)−1 = A−1 −A−1U(B−1 +VA−1U)−1VA−1. (4.37)
Zadnji izraz je znan kot Woodburyjeva matri£na identiteta.
Dokaz. V namen preglednosti si bomo najprej poenostavili produkt dveh matrik,
katerega bomo uporabili v naslednjem koraku,
(A+UBV)A−1UB = UB+UBVA−1UB = U(B+BVA−1UB). (4.38)










−1 −UBVA−1 = In.
(4.39)
S tem je izrek 4.4 dokazan.




(τΣ)−1 + P ᵀΩ−1P ]−1[(τΣ)−1π̂ + P ᵀΩ−1q̂
]︁
(4.40)














V prvem bloku, z izrekom o binomskem inverzu 4.4, zamenjamo izraz za inverzno
matriko z alternativno obliko
m̂ =
[︂[︁



















































































































(τΣ)−1 + P ᵀΩ−1P
]︁−1
= τΣ− τ 2ΣP ᵀ [Ω+ τPΣP ᵀ]−1PΣ
(4.43)
Parametra referen£nega modela (4.3) sta tako:
µ = m̂,
Σr = Σ+ V̂ ,
(4.44)
kar uporabimo za optimizacijo portfelja.
4.3.1 Mejni primeri
Naj bo P = I, torej imamo absolutne ocene na vseh naloºbenih razredih in naj bo
τ = 0. Od tod sledi
Ω = diag(I(τΣ)I) = 0 ·Σ = 0. (4.45)
e dobljeni izraz vnesemo v alternativni izraz referen£nega modela (4.44) dobimo:
µ = π̂ +
[︁




Σr = Σ+ V̂ = Σ+ 0 = Σ.
(4.46)
Naj bo sedaj τ = 1. Sledi
Ω = diag(I(τΣ)I) = diag(Σ). (4.47)
e dobljeni izraz vnesemo v alternativni izraz referen£nega modela (4.44), dobimo:





Σr = Σ+ V̂ = Σ+Σ−Σ [diag(Σ) +Σ]−1Σ
= 2Σ−Σ [diag(Σ) +Σ]−1Σ.
(4.48)
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5 Algoritem hierarhi£ne paritete tveganja
5.1 Hierarhi£ni odnosi
Algoritem hierahi£ne paritete tveganja (HRP) je leta 2016 objavil Marcos López
de Prado. López de Prado je trenutno vodja strojnega u£enja pri AQR Capital
Management. Pred tem je vodil posel kvantitativnih investicijskih strategij pri Gu-
ggenheim Partners', kjer je razvijal visoko zmoºne strategije stojnega u£enja, ki so
redno dosegale visoke donose prilagojene tveganjem, ki so v sredstvih prejemale do
13 milijard ameri²kih dolarjev. Ima dva doktorata, prvega je dobil leta 2003 na
podro£ju nan£ne ekonomije in drugega leta 2011 na podro£ju nan£ne matema-
tike, oba na univerzi Universidad Complutense de Madrid in je prav tako dobitnik
²panske nagrade za akademsko odli£nost (1999). Svojo podoktorsko raziskovanje je
kon£al na univerzah Harvard ter Cornell, kjer pou£uje predmet nan£nega strojnega
u£enja na School of Engineering.
HRP, za razliko od ostalih metod za izbolj²ave stabilnosti, temelji na teoriji
grafov in hierarhi£nega razvr²£anja v skupine. Razvr²£anje v skupine imenujemo
rojenje in skupine imenujemo roj. Roje gradimo na podlagi korelacijske matrike.
Korelacijska matrika je linearni algebrai£ni element, ki meri kosinusov kot med vek-
torji v vektorskem prostoru, ki ga napenja matrika. e si predstavljamo vektorski
prostor kot (polno povezani) graf, potem je vsako vozli²£e potencialni kandidat za
nadomestitev drugega. Eden izmed razlogov za nestabilnost je inverz matrike (kar
ve£ino metod tudi vklju£uje), kar pomeni, da ocenjujemo delne korelacije preko ce-
lotnega grafa. Znano je, da majhne napake pri ocenjevanju lahko vodijo k napa£ni
re²itvi.
Opisana struktura nam ne podaja nobene dodatne informacije. Recimo, da ºe-
limo postaviti razpr²en portfelj naloºb, ki vklju£uje delnice, obveznice, nepremi£nine,
sklade visoko tveganih naloºb in tako naprej. Ko razmi²ljamo, kolik²en deleº port-
felja ºelimo nameniti delnicam velike multinacionalne banke bomo hkrati razmi²ljali
ali bi obenem zvi²ali ali zniºali namenjen deleº drugi naloºbi ter kateri. Korela-
cijska matrika nam v tak²ni obliki ne bi bila prav v pomo£, saj so vse investicije
potencialne nadomestitve (tako velika multinacionalna banka, kot nepremi£nina v
Alpah). Pomanjkanje hirearhi£ne strukture omogo£a, da se uteºi v portfelju prosto
gibljejo po vseh moºnih povezavah, tudi po tistih po katerih si ne ºelimo. Hierarhijo
lahko vpeljemo s pomo£jo rojenja. Model nam vrne strukturirano drevo na n vozli-
²£ih, ki vsebuje le n−1 povezav, bistveno manj kot jih vsebuje polni graf, n(n−1)/2.
S tem smo omejili prosto rebalansiranje uteºi, saj mu sedaj kandidate nadome-
stitve predstavljajo le naloºbe iz razli£nih hierarhi£nih nivojev. Dodatna dobrodo²la
lastnost rojenja so dendogrami (ve£ o njih v podpoglavju 5.2.2), saj zelo dobro po-
nazarjajo potek £love²kega mi²lenja oziroma procesa odlo£anja. tevilni investitorji
gradijo svoje portfelje po dolo£enem kopitu, na primer: najprej po naloºbenih ra-
zredih, nato po sektorjih in na koncu po posameznih naloºbah oziroma vrednostnih
papirjih. e na dobljenem drevesu razdelimo uteºi po na£elu od zgoraj-navzdol,
ujamemo ravno opisan potek misli.
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Slika 6: Primer polnega grafa z 20 vozli²£i.
Z uporabo teorije grafov se spretno izognemo tako predpogoju pozitivne deni-
tnosti kovarian£ne matrike kot tudi ra£unanju njenega inverza. e ve£, s HRP-jem
lahko dolo£imo portfelj tudi na podlagi singularne kovarian£ne matrike, £esar me-
tode, ki temeljijo na kvadrati£nem programiranju, ne zmorejo. Algoritem poteka v
treh fazah: razvr²£anje v skupine (rojenje), kvazidiagonalizacija, rekurzivna bisek-
cija.
5.2 Teorija grafov in rojenje
Kot je opisano zgoraj, si algoritem hierarhi£ne paritete tveganja pri dolo£anju alo-
kacije sredstev portfelja pomaga z rojenjem in teorijo grafov. Z rojenjem, na pod-
lagi korelacijske matrike, dolo£i hierarhi£no strukturo koreliranosti med naloºbami.
Torej iz polno povezanega grafa dolo£i korensko drevo, na podlagi katerega nato
alocira sredstva. V prvem delu tega podpoglavja bom predstavil teorijo grafov, de-
niral grafe in drevesa ter dokazal izrek, ki zagotavlja, da je drevo podgraf polnega
grafa. V drugem delu pa bom predstavil metodo strojnega u£enja - rojenje, s katero
deniramo ºeljeno drevo.
5.2.1 Teorija grafov
Denicija 5.1. Graf G = (V,E) je matemati£na struktura dolo£ena z dvema kon£-
nima mnoºicama V in E. Elemente mnoºice V imenujemo vozli²£a in elemente
mnoºice E imenujemo povezave. Vsaka povezava iz mnoºice E povezuje eno ali dve
vozli²£i, ki ju imenujemo kon£ni to£ki.
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Slika 7: Primer drevesa z 20 vozli²£i.
Denicija 5.2. Zanka je povezava, ki povezuje eno kon£no to£ko samo s seboj.
Denicija 5.3. Vzporedna povezava je zbirka dveh ali ve£ povezav, ki imajo skupno
za£etno in kon£no to£ko.
Denicija 5.4. Stopnja vozli²£a v v grafu G je ²tevilo povezav, ki so vezane na
vozli²£e v. Pri tem se zanke ²tejejo dvakrat. Stopnjo vozli²£a ozna£ujemo z deg(v).
Z δmin(G) ozna£ujemo najniºjo stopnjo vozli²£ v grafu G.
Denicija 5.5. Enostaven graf je graf, ki ne vsebuje zank in vzporednih povezav.
Denicija 5.6. Polni graf je preprost graf, katerega vsak par vozli²£ je povezan s
povezavo. Polne grafe z n vozli²£i ozna£ujemo z oznako Kn.
Denicija 5.7. Graf H je podgraf grafa G, £e so vsa vozli²£a in vse povezave grafa
H vsebovani v grafu G. e je H podgraf grafa G potem velja, da je graf G supergraf
grafa H.
Denicija 5.8. Usmerjena povezava je povezava, kateri kon£ni to£ki sta denirani
kot glava in rep, ozna£ujemo ju kot head(e) in tail(e). Povezava je usmerjena od
glave proti repu.
Denicija 5.9. Most (tudi prerezna povezava) je povezava, ob brisanju katere graf
razpade na dva nepovezana dela.
Denicija 5.10. Usmerjen graf ali digraf je graf, katerega vse povezave so usmer-
jene povezave.
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Denicija 5.11. Me²ani graf je graf, katerega povezave so tako usmerjene kot tudi
neusmerjene.
Denicija 5.12. Sprehod od vozli²£a v0 do vozli²£a vn v grafu G je izmeni£no
zaporedje
W = ⟨v0, e1, v1, e2, . . . , vn−1, en, vn⟩
vozli²£ in povezav, tak²no da sta vozli²£i vi−1 in vi kon£ni to£ki povezave ei in
zaporedoma za i = 1, . . . , n. e je graf G digraf (ali me²ani graf), potem je sprehod
W usmerjen sprehod, £e je vsaka povezava ei usmerjena od vozli²£a vi−1 do vozli²£a
vi, torej tail(ei) = vi−1 in head(ei) = vi.
Denicija 5.13. Dolºina sprehoda ali usmerjenega sprehoda je ²tevilo povezav v
zaporedju, ki denira sprehod.
Opomba 5.14. Sprehod dolºine 0 imenujemo trivialen sprehod.
Denicija 5.15. Sklenjen sprehod (ali sklenjen usmerjeni sprehod) je netrivialen
sprehod, ki se pri£ne in kon£a v istem vozli²£u. e se sprehod (ali usmerjen sprehod)
pri£ne in kon£a v razli£nih vozli²£ih, potem ni sklenjen.
Denicija 5.16. Pot v grafu G je sprehod, v katerem se povezave ne ponovijo.
Denicija 5.17. Preprosta pot v grafu G je pot v kateri se vozli²£a ne ponovijo
(razen v primeru sklenjene poti).
Denicija 5.18. Netrivialno preprosto pot imenujemo cikel.
Denicija 5.19. Naj bosta G in H preprosta grafa. Bijekcija vozli²£ f : VG → VH
ohranja sosednost vozli²£, £e sta za vsak par sosednjih vozli²£ u in v v grafu G,
vozli²£i f(u) in f(v) sosednji vozli²£i v grafu H. Podobno, f ohranja ne-sosednost
vozli²£, £e vozli²£i f(u) in f(v) nista sosednji vozli²£i, kadar vozli²£i u in v nista
sosednji vozli²£i.
Denicija 5.20. Naj bosta G in H preprosta grafa. Bijekcija vozli²£ f : VG → VH
ohranja strukturo, £e ohranja sosednost vozli²£ in ne-sosednost vozli²£. To je, za
vsak par vozli²£ v grafu G,
u in v sta sosednji vozli²£i v G ⇔ f(u) in f(v) sta sosednji vozli²£i v H.
Denicija 5.21. Naj bosta H in G preprosta grafa. Grafa sta izomorfna, £e ob-
staja bijekcija vozli²£ f : VG → VH , ki ohranja strukturo. Bijekcijo f imenujemo
izomorzem med G in H. Grafa ozna£imo z G=̃H.
Denicija 5.22. Drevo je povezan graf, kateri ne vsebuje ciklov.
Denicija 5.23. V neusmerjenu drevesu, vozli²£e s stopnjo 1 imenujemo list.
Izrek 5.24. Naj bo G povezan graf in naj bo e ∈ E(G). Graf G − e je povezan
natanko tedaj, ko je povezava e del cikla v grafu G.
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Dokaz. Naj bosta vozli²£i u in v vozli²£i povezave e. e je povezava e del cikla
v grafu G, potem v grafu G − e obstaja pot med vozli²£ema u in v. Obratno, £e
je G − e povezan graf, tedaj med vozli²£ema u in v obstaja pot P , ki ne vsebuje
povezave e. Sledi, da je P + e cikel v grafu G.
Posledica 5.25. Povezava v grafu je most natanko tedaj, ko povezava ni del cikla.
Dokaz. Uporabi izrek 5.24.
Posledica 5.26. Naj bo e povezava grafa G. Velja:
c(G− e) =
{︄
c(G); e je povezava, ki je del cikla
c(G) + 1; sicer,
kjer s c(G) ozna£imo ²tevlo komponent grafa G.
Izrek 5.27. Vsako drevo z vsaj eno povezavo ima vsaj dva lista.
Dokaz. Naj bo P = ⟨v1, . . . , vn⟩ najdalj²a pot v drevesu T . Naj bo eno izmed
kon£nih vozli²£, npr. v1, stopnje ve£je od 1. Potem je na poti P v1 sosednjo vozli²£e
vozli²£u v2 ter dodatno ²e vozli²£u w. e vozli²£e w ni del poti P , potem lahko le-to
podalj²amo, kar je v protislovju s predpostavko o najdalj²i poti. e pa je w del poti
p, potem bi s tem kr²ili acikli£no lastnost drevesa T . Torej morata biti obe kon£no
vozli²£i poti P lista drevesa T .
Izrek 5.28. Drevo z n vozli²£i ima natanko n− 1 povezav.
Dokaz. Drevo z enim samim vozli²£em je trivialno drevo in nima nobene povezave.
Naprej dokazujemo z indukcijo. Indukcijska hipoteza: drevo s k vozli²£i ima k − 1
povezav. Naj bo k ≥ 1 poljubno celo ²tevilo in naj bo T drevo s k + 1 vozli²£i.
Po izreku 5.27 ima drevo T list, ozna£imo ga z v. Graf T − v je acikli£en, saj z
odstranjevanjem vozli²£a v acikli£en grafu ne moremo ustvariti cikla, ²e ve£, graf
T − v je povezan saj je vozli²£e v stopnje 1. Sledi, da je T − v drevo s k vozli²£i,
ter po indukcijski predpostavki ima k − 1 povezav. Ker je deg(v) = 1, sledi da ima
drevo T − v eno povezavo manj kot drevo T . Torej ima drevo T k povezav.
Izrek 5.29. Gozd G z n vozli²£i ima n− c(G) povezav.
Dokaz. Na vsaki komponenti drevesa G uporabimo izrek 5.28.
Izrek 5.30. Poljuben graf G z n vozli²£i ima vsaj n− c(G) povezav.
Dokaz. e ima graf G cikli£ne povezave, jih odstranjujemo vse dokler graf Ĝ ni
acikli£en. Po izreku 5.29 ima graf Ĝ n − c(G) povezav in po posledici 5.26 velja
c(Ĝ) = c(G).
Izrek 5.31. Naj bo T graf z n vozli²£i. Naslednje trditve so ekvivalentne.
1. T je drevo.
2. T ne vsebuje ciklov in ima n− 1 povezav.
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3. T je povezan in ima n− 1 povezav.
4. T je povezan in vsaka povezava je most.
5. Poljubni dve vozli²£i v grafu T sta povezani z natanko eno potjo.
6. T en vsebuje ciklov in za vsako novo povezavo e graf T + e vsebuje natanko en
cikel.
Dokaz. Brez ²kode za splo²nost predpostavimo n ≥ 2.
1 ⇒ 2: Sledi po izreku 5.28.
2 ⇒ 3: Predpostavimo, da ima T k komponent. Po 5.29 ima gozd T n− k povezav,
torej k = 1.
3 ⇒ 4: Naj bo e ∈ E(T ). Ker ima graf T − e po izreku 5.30 n − 2 povezav sledi
n− 2 ≥ n− c(T − e). Torej ima graf T − e vsaj dve komponenti.
4 ⇒ 5: Dokazujemo s protislovjem. Predpostavimo, da trditev 4 drºi in naj bosta
x in y vozli²£i, med katerima obstajata dve razli£ni poti, ki ju ozna£imo s P1 in P2.
Naj bo vozli²£e u prvo vozli²£e, pri katerem se poti razideta in naj bo vozli²£e v
prvo vozli²£e kjer se poti ponovno zdruºita. Tako poti med vozli²£ema u in v tvorita
cikel in nobena povezava med njima ni most, kar je v protislovju s trditvijo 4 (za
predstavo glej sliko 8).
5 ⇒ 6: Graf T je acikli£en saj med poljubnima vozli²£ema v ciklu obstajata dve
razli£ni poti. e grafu T dodamo povezavo e med vozli²£ema u in v ustvarimo
cikel, saj med kon£nima to£kama povezave e ºe obstaja pot. Da dokaºemo, da je
cikel enoli£en, predpostavimo da smo ustvarili dva cikla. Oba cikla potekata skozi
povezavo e in poti okoli obeh ciklov bi bili dve razli£ni u − v poti v T , kar je v
nasprotju s trditvijo 5.
6 ⇒ 1: Predpostavimo, da je T nepovezan graf. Z dodajanjem povezave med
vozli²£em v prvi komponenti grafa in vozli²£em v drugi komponenti grafa T ne
ustvarimo cikla, kar je v protislovju s trditvijo 6.
Slika 8: Ponazoritvena slika v dokazu izreka 5.31.
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Izrek 5.32. Naj bo T poljubno drevo z n vozli²£i in naj bo G enostaven graf z
δmin(G) ≥ n− 1. Tedaj je T podgraf grafa G.
Dokaz. O£itno izrek drºi, £e je n = 1 ali n = 2, saj sta K1 in K2 podgrafa vseh
grafov z vsaj eno povezavo. Brez ²kode za splo²nost se omejimo na n ≥ 2. Dokazu-
jemo, da je T podgraf grafa G.
Naj bo T drevo z n+ 1 vozli²£i in naj bo G graf z δmin(G) ≥ n. Naj bo vozli²£e
v list drevesa T in bo vozli²£e u njen edini sosed v T . Drevo T − v je drevo z n
vozli²£i in po hipotezi je T − v podgrafa grafa G. Ker je deg(u) ≥ n obstaja vozli²£e
w v grafu G, katero ne obstaja v drevesu T , ki je sosednje vozli²£e vozli²£u u. Naj
bo e povezava, ki povezuje vozli²£i u in w. Potem T − v skupaj z vozli²£em w in
povezavo e tvori drevo, ki je izomorfno drevesu T in je podgraf grafa G.
Denicija 5.33. Korensko drevo je drevo z dolo£enim vozli²£em imenovanim koren.
Vse povezave iz korena obravnavamo kot, da so usmerjene stran od korena.
5.2.2 Rojenje
Po klasikaciji metod strojnega u£enja se rojenje uvr²£a med probleme nenadzoro-
vanega u£enja. Za njih je zna£ilno, da primeri v u£ni mnoºici nimajo ciljne spre-
menljivke, ter da so si vse spremenljivke v u£ni mnoºici enakovredne. Kot primer;
med metode nenadzorovanega u£enja prav tako uvr²£amo analizo glavnih komponent
(angl. PCA - Principal Component Analysis), med metode nadzorovanega u£enja pa
linearno regresijo, logisti£no regresijo, klasikacijska drevesa,... Cilj metod nenad-
zorovanega u£enja ni napovedovanje ciljne spremenljivke, temve£ odkrivanje novih
lastnosti med spremenljivkami, kot so: bolj informativen prikaz podatkov, odkriva-
nje podskupin med spremenljivkami ali med zbranimi podatki. Omenjene metode
se uveljavljajo na ²tevilnih podro£jih, na primer; raziskovalci raka i²£ejo podobnosti
v genski strukturi pacientov, ki bolehajo z rakom; spletne trgovine razvr²£ajo kupce
v skupine glede na njihovo iskanje in kupovanje ter tako posameznemu kupcu pre-
dlagajo artikle, ki so bili med bolj popularnimi pri ostalih kupcih znotraj skupine,...
V grobem strategije hierarhi£nega razvr²£anja v skupine delimo na:
• Zdruºljive (Od spodaj navzgor): Na za£etku je vsak primer v svoji skupini, ki
jih zdruºujemo po deniranemu kriteriju, vse dokler niso vsi primeri zdruºeni
v eno skupino;
• Deljive (Od zgoraj navzdol): Vsi primeri so zbrani v eni skupini, ki jih rekur-
zivno delimo po deniranemu kriteriju.
Za laºjo predstavo si naprej poglejmo, kako se interpretira dendograme. Dendogrami
so korenska drevesa, s katerimi predstavljamo rezultate hierarhi£nega razvr²£anja
(za laºjo predstavo glej sliko 9). e uporabimo aglomeratno strategijo, potem na
za£etku vse to£ke predstavljajo svojo skupino, kar nam ponazarjajo listi na dendo-
gramu. Ko se pomikamo po dendogramu navzgor opazimo, da se listi zdruºujejo
v skupne veje, vse dokler ne dobimo korena. Vsaka zdruºitev pomeni, da sta si ta
dva roja najbolj podobna glede na na² kriterij. Tako lahko za dve poljubni to£ki
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najdemo to£ko zdruºitve. e najdena zdruºitev leºi niºje na dendogramu, potem
sta si to£ki bolj podobni, £e leºi vi²je sta lahko to£ki ºe precej razli£ni. Klju£no pri
interpretaciji je dejstvo, da se nivo podobnosti ali razli£nosti meri z ordinatno osjo
in ne kako skupaj ali narazen so predstavljeni listi na abscisni osi. e zgornjo misel
povzamem ²e matemati£no, na n to£kah je 2n−1 moºnih preureditev denograma, saj
lahko vrstni red n− 1 zdruºitev poljubno prikaºemo, ne da bi vplivali na rezultate.
Torej nam bliºina listov na abcisni osi ne poda nobene informacije o podobnosti.
(a) To£ke, ki jih rojimo. (b) Dendogram
Slika 9: Ponazoritveni primer dendograma z minimalno evklidsko razdaljo.
Z rezanjem dendogramov dolo£amo roje. e dendogram prereºemo ravno pod
korenom, dobimo dve skupini to£k s podobnimi to£kami, £e ga prereºemo niºje,
dobimo ²e ve£ skupin. Torej je ²tevilo skupin popolnoma v na²ih rokah. Zaradi
hierarhije morajo biti dobljeni roji vsebovani v rojih dobljenih, £e dendogram pre-
reºemo vi²je na ordinatni osi.
Algoritem za hierarhi£no razvr²£anje v skupine je iterativen algoritem, ki razvr-
²£a podatke v roje na podlagi denirane mere razdalje, na primer evklidske razdalje,
in razdalje med skupinami (angl. linkage). Razdalja med skupinami je mera, na
podlagi katere algoritem razvr²£a podatkovne to£ke v roje. Tako kot prej, na za-
£etku vse podatkovne to£ke predstavljajo svoj roj; torej za£nemo z n roji. Algoritem
zdruºi najbliºja roja v nov roj in ponovi postopek na n− 1 rojih itn. Algoritem:
• Vhod: dve skupini (mnoºici) primerov X1 in X2 ter razdalje med primeri.
• Izhod: razdalja med mnoºicami D(X1, X2).
1. Za£nemo z n podatkovnimi to£kami in mero (na primer evklidska razda-
lja) vseh n(n − 1)/2 parnih razli£nosti. Vsako podatkovno to£ko obrav-
navamo kot svoj roj.
2. Za i = n, n− 1, . . . , 2:
(a) Med vsemi i roji preu£i vse parne razdalje in identiciraj najbliºja
roja, ki ju zdruºi² v nov roj. Razdalja med zdruºenima rojema indi-
cira, na kak²ni vi²ini v dendogramu predstavimo to zdruºitev.
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(b) Izra£unaj nove parne raliºnosti med preostalimi i− 1 roji.
V praksi se najpogostoje uporabljajo naslednje razdalje med skupinami:
• Maksimalna razdalja (angl. complete) : Izra£una vse razdalje med to£kami
v roju X1 in vsemi to£kami v roju X2 ter za kon£ni rezultat vzame najve£jo
razdaljo.
• Minimalna razdalja (angl. single): Izra£una vse razdalje med to£kami v roju
X1 in vsemi to£kami v roju X2 ter za kon£ni rezultat vzame najmanj²o razda-
ljo. Minimalna razdalja pogosto vrne razpotegnjene roje, kjer se pridruºujejo
podatkovne to£ke eno po eno.
• Povpre£na razdalja (angl. average): Izra£una vse razdalje med to£kami v
roju X1 in vsemi to£kami v roju X2 ter za kon£ni rezultat vzame povpre£no
razdaljo.
• Wardova razdalja (angl. centroid): Ta dolo£i predstavnika skupine, na pod-
lagi katerega nato meri razdalje med roji (razdalja med predstavnikoma je
razdalja med rojema). Predstavnik skupine je to£ka C, katere vsota razdalj
do vseh to£k v skupini S je najmanj²a: C = argminx
∑︁
y∈S D(x, y). Wardova
razdalja lahko povzro£i inverzijo, saj sta lahko roja zdruºena na vi²ini, ki je
niºja od ºe prej zdruºenih rojev.
Izbrana mera razdalje ima velik vpliv na obliko dendograma ter na kon£ne re-
zultate. Glede na podatkovno mnoºico in na² cilj analize bi bila namesto evklidske
razdalje mogo£e primernej²a mera, ki meri korelacijo. Tako sta lahko podatkovni
to£ki po evklidski razdalji zelo narazen, vendar sta visoko korelirani, torej sta si zelo
podobni in bi ju radi zdruºili v roj.
5.3 Formulacija algoritma
5.3.1 Rojenje
Najprej nekaj matemati£nih denicij in izrekov, ki jih bomo potrebovali za nadaljnje
delo.
Denicija 5.34. Metrika d : M × M → R na dani mnoºici M je preslikava, za
katero velja:
• za poljubni to£ki x in y v M velja d(x, y) ≥ 0 in d(x, y) = 0 ⇐⇒ x = y;
• d(x, y) = d(y, x) za poljubni to£ki x, y ∈ M ;
• za poljubne to£ke x, y, z ∈ M velja trikotni²ka neenakost; d(x, z) ≤ d(x, y) +
d(y, z).
Mnoºico M skupaj z metriko d imenujemo metri£ni prostor (M,d).
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Denicija 5.35. Evklidska razdalja med x, y ∈ Rn je dolºina daljice, ki ju po-
vezuje. e zapi²emo x in y v kartezi£nih koordinatah x = (x1, x2, . . . , xn) in
y = (y1, y2, . . . , yn) in sta to£ki v evklidskem prostoru, potem je evklidska razda-
lja med njima denirana kot
d(x, y) = d(y, x) =
√︁





Na podlagi N £asovnih vrst preko T £asovnih obdobij izra£unamo korelacijsko
matriko velikosti N×N . Ozna£imo jo z ρ = {ρi,j}i,j=1,...,N , kjer je ρi,j = ρ[Xi, Xj]. Z
B ozna£imo kartezi£ni produktN £asovnih vrst. Na tej mnoºici deniramo mero raz-




(1− ρi,j). Z uporabo teh
razdalj, lahko deniramo N×N matriko razdalj, ki jo ozna£imo zD = {di,j}i,j=1,...,N .
Novo denirana matrika D sestavlja metri£ni prostor.
Dokaz. Naj bosta X in Y vektorja iz prostora RT . Z ρ[X, Y ] ozna£imo njuno ko-
relacijo, pri £emer velja σ[X, Y ] = ρ[X, Y ]σ[X]σ[Y ], kjer s σ[X, Y ] ozna£imo njuno
kovarianco ter z σ[·] njun standardni odklon.




(1− ρ[X, Y ]) metrika. Evklidska razdalja med
vektorjema je denirana kot d[X, Y ] =
√︂∑︁T
t=1(Xt − Yt)2. Nato z-standardiziramo
vektorja, po znanem postopku x = X−X̄
σ[X]
, y = Y−Ȳ
σ[Y ]

















T + T − 2Tσ[x, y] =
√︁




kjer upo²tevamo, da je ρ[x, y] = ρ[X, Y ]. Opazimo, da je razdalja d[X, Y ] ve£kra-
tnik evklidske razdalje med vektorjema {X, Y } po z-standardiziranju, torej ima vse
metri£ne lastnostni evklidske razdalje.
Podobno lahko dokaºemo tudi, da je d[X, Y ] =
√︁
1− |ρ[X, Y ]| prav tako me-
trika. Vektorja {x, y} deniramo kot x = X−X̄
σ[X]
sgn[ρ[X, Y ]], kjer sgn[·] predstavlja
predznak korelacije. Podobno tudi za y. Tako sledi, da je 0 ≤ ρ[x, y] = |ρ[X, Y ]|,
torej podobno kot zgoraj:
d[x, y] =
√︁
2T (1− ρ[x, y]) =
√
2Td[X, Y ],
le, da tokrat upo²tevamo, da je ρ[x, y] = |ρ[X, Y ]|.
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Za laºjo predstavo bom tekom formulacije modela, korake ponazarjal s primerom.
Izraz (5.1) ponazarja prvi korak:
ρi,j =
⎡⎣ 1 0.5 −0.30.5 1 0.8
−0.3 0.8 1
⎤⎦→ di,j =
⎡⎣ 0 0.5 0.80620.5 0 0.3162
0.8062 0.3162 0
⎤⎦ (5.1)
Nato na matriki D izra£unamo evklidske razdalje med dvema poljubnima vek-
torjema, d̃ : (Di, Dj) ⊂ B → R ∈ [0,
√
N ], d̃i,j = d̃[Di, Dj] =
√︂∑︁N
n=1(dn,i − dn,j)2.
Izraz (5.2) ponazarja drugi korak:
di,j =
⎡⎣ 0 0.5 0.80620.5 0 0.3162
0.8062 0.3162 0
⎤⎦→ d̃i,j =
⎡⎣ 0 0.8601 1.15490.8601 0 0.5420
1.1549 0.5420 0
⎤⎦ (5.2)
Razlika med metrikama razdalj je ta, da so razdalje di,j razdalje med vektorji X,
razdalje d̃i,j pa so razdalje med razdaljami di,j. Tako je d̃ razdalja denirana £ez
celoten metri£ni prostor D, saj je d̃i,j funkcija celotne korelacijske matrike.
V tretjem koraku pri£nemo z rojenjem. Stolpce matrike rojimo D̃ (i∗, j∗) tako,
da (i∗, j∗) = argmin(i,j);i ̸=j d̃i,j in dobljeno vozli²£e ozna£imo z u [1]. Izraz (5.3)
ponazarja tretji korak:
d̃i,j =
⎡⎣ 0 0.8601 1.15490.8601 0 0.5420
1.1549 0.5420 0
⎤⎦→ u [1] = (2, 3) (5.3)
V naslednjem koraku deniramo novo razdaljo. Tokrat med novo nastalim voz-
li²£em u [1] in enim (nerojenim) vektorjem, s katero posodobimo razdalje d̃i,j. Do-
bljeno razdaljo imenujemo kriterijska razdalja. Nove razdalje lahko deniramo po








Izraz (5.5) ponazarja £etrti korak:
d̂2,u[1] =






Z zadnjim korakom posodobimo matriko D̃ tako, da dodamo ̂di,u[1] in izpustimo
rojena stolpca in vrstici, j ∈ u [1]. Izraz (5.6) ponazarja peti korak:
d̃i,j =
⎡⎢⎢⎣
0 0.8601 1.1549 0.8601
0.8601 0 0.5420 0
1.1549 0.5420 0 0
0.8601 0 0 0




Rekurzivno ponavljanje korakov 3-5 nam omogo£a, da dodamo n−1 takih vozli²£
matrikiD, vse dokler zadnje najdeno vozli²£e ne vklju£uje vseh originalnih elementov






→ u [2] = (1, 4) → Stop. (5.7)
Tako smo dobili matriko kriterijskih razdalj velikosti (n − 1) × 4. Prva dva
stolpca v matriki opisujeta, katera elementa sta bila rojena v m-tem koraku. Tretji
stolpec ym,3 vsebuje informacijo o razdalji med ym,1 in ym,2 (torej ym,3 = ̃dym,1,ym,2).
V zadnjem, £etrtem stolpcu, pa je ²tevilo originalnih elementov, ki sestavljajo m-ti
roj. Matrika kriterijskih razdalj ponazoritvenega primera je prikazana v izrazu (5.8).[︃
2 3 0.5420 2
1 4 0.8601 3
]︃
. (5.8)
Za laºjo notacijo se nekateri posluºujejo naslednjega zapisa[︃
−2 −3 0.5420 2
−1 1 0.8601 3
]︃
, (5.9)
kjer negativna ²tevila v prvih dveh stolpcih predstavljajo originalne elemente, pozi-
tivna ²tevila pa zaporedne roje.
5.3.2 Kvazidiagonalizacija
V naslednjem koraku preuredimo stolpce kovarian£ne matrike, kar López de Prado
v svojem £lanku [8] imenuje kvazidiagonalizacija (angl. quasi diagonalisation). Na
podlagi vezne matrike preuredimo vrstice in stolpce kovaria£ne matrike, tako da
najve£je vrednosti leºijo vzdolº diagonale. S tak²nim pristopom pridobimo zelo
uporabno lastnost: podobne naloºbe leºijo skupaj, medtem ko med seboj razli£ne
naloºbe leºijo narazen. Kar lahko nazorno prikaºemo s toplotno karto kovaria£ne
matrike. Kot vemo, vsaka vrstica vezne matrike zdruºi dve veji v eno (glej izraz
(5.8)). Rekurzivno menjamo roje (yN−1,1, yN−1,2) z njegovimi sestavnimi kompo-
nentami, kar ponavljamo, vse dokler ne ostanemo brez rojev. Algoritem upo²teva
zaporedje rojev in vrne urejen seznam originalnih naloºb.
V ponazoritvenem primeru dobimo vrnjen seznam enak seznamu, s katerim smo
pri£eli. Najprej vzamemo prvi vektor, 1, in roj, 4. Sestavni komponenti roja sta
vektorja 2 in 3, torej je urejeni seznam enak 1-2-3, torej je kovarian£na matrika iz
primera ºe kvazidiagonalna.
5.3.3 Rekurzivna bisekcija
Trditev 5.36. Za diagonalne kovarian£ne matrike, je uteºevanje z inverzi varianc
(angl. inverse-variance weighting) optimalen pristop.




p.p.: ωᵀa = 1,
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kjer je re²itev ω = U
−1a
aᵀU−1a
. Za karakteristi£ni vektor a = 1N je re²itev portfelj z






To lastnost lahko izkoristimo na dva moºna na£ina:
• "od spodaj navzgor", kjer deniramo varianco podmnoºic kot varianco inverzne
varian£ne alokacije;
• "od zgoraj navzdol", kjer razdelimo alokacijo med sosednjima podmnoºicama
v obratnem razmerju glede na agregatni varianci.
e zapi²emo v obliki algoritma:
1. Za£nemo s
• seznamom mnoºic: L = {L0}, kjer je L0 = {n}n=1,...,N ;
• vsem naloºbam dolo£imo enotno uteº: ωn = 1, n = 1, ..., N .
2. e je |Li| = 1, za vse Li ∈ L, kon£amo.
3. Za vsak Li ∈ L, kjer je |Li| > 1:
• razbijemo Li na dve podmnoºici L1i ∪ L2i = Li, kjer je |L1i | = ⌊12 |Li|⌋ in
ohranimo zaporedje;









i , kjer je V
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• pomnoºi uteºi ωn z αi, za vsak n ∈ L1i ;
• pomnoºi uteºi ωn z (1− αi), za vsak n ∈ L2i .
4. Vrnemo se na korak 2.
Primer 5.37. Razlaga mnoºice L na primeru iz prej²njih podpoglavij 5.3.1 in 5.3.2.
Za£etna mnoºica L je hierarhi£no urejen seznam naloºb3
L = {L0} = {{1, 2, 3}}.
Nato algoritem razdeli podmnoºico L0 na dve podmnoºici L10 = {1, 2} in L20 = {3}.
Posodobljena mnoºica L je
L = {L1, L2} = {{1, 2}, {3}}.
Po zadnjem koraku algoritma je L denirana kot
L = {L3, L4, L5} = {{{1}, {2}}, {3}}.
3V primeru, da bi za£eli z hierarhi£no urejenim seznamom naloºb 3-1-2, bi pomenilo, da je
mnoºica L0 = {{3, 1, 2}}.
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6 Modiciran algoritem hierarhi£ne paritete tvega-
nja
Zgoraj opisani HRP algoritem vrne uteºi optimalnega portfelja, pri £emer je za vho-
dni spremenljivki potreboval le kovarian£no matriko in vektor hierarhi£nega rojenja.
HRP algoritem na vsakem koraku pomnoºi uteºi s faktorjem αi, ki je dolo£en na
podlagi razmerja varianc podmnoºic Lji , j = 1, 2. Na podoben na£in lahko v algori-
tem dodatno vpeljemo pri£akovane donosnosti, na podlagi katerih bi denirali faktor
razdelitve αi in podobno kot pri Black-Littermanovem modelu lahko vpeljemo inve-
stitorjeve ocene. Poleg dodatne vhodne spremenljivke o pri£akovanih donosnostih
in moºnosti ocen, lahko v algoritem kot vhodno spremenljivko vpeljemo ²e omejitve
na uteºeh ωn, n = 1, ..., N .
Vektor pri£akovanih donosnosti podamo v algoritem kot vhodno spremenljivko.
Algoritem na vsakem koraku iteracije izra£una varianco podmnoºic Lji , j = 1, 2 ter
dodatno ²e pri£akovano donosnost istih podmnoºic, katere ozna£ujemo z Eji , j =
1, 2. Na podlagi izra£unanih varianc in pri£akovanih donosnosti rojev (podmnoºic),






























− (1− c) · 1
2
; 0 ≥ Ẽ1i = Ẽ2i .
(6.1)
Skalar c poda investitor oziroma upravljavec portfelja. Z njim uravnava kolik²en
deleº razdelitve bi namenil tveganju in kolik²en deleº bi namenil donosnosti. V pri-
meru, da je c = 1 je faktor razdelitve enak faktorju razdelitve prvotnega algoritma
iz poglavja 5.3.3 in je algoritem enak le-temu. V primeru, da je c = 0 algoritem vrne
uteºi narejene zgolj na podlagi pri£akovanih donosnosti. Originalen algoritem dolo£i
faktor razdelitve na podlagi inverza variance roja. Torej ve£ja kot je varianca roja,
manj²i bo inverz roja, manj²i deleº faktorja razdelitve bo pripadel pripadajo£emu
roju. Pri£akovane donosnosti roja ni smiselno obravnavati na enak na£in, saj ve£ja
kot je donosnost bolj²e je, zato pri£akovano donosnost roja obravnavamo tak²no,
kot je.
Pri tem se moramo zavedati, da variance rojev dosegajo nenegativna ²tevila, pri-
£akovane donosnosti rojev pa so lahko tudi negativne. Zato pri£akovane donosnosti
rojev ²e dodatno prilagodimo. Za laºje razumevanje glej primer 6.1.
Primer 6.1. Na primerih si bomo pogledali vpliv pri£akovane donosnosti roja na
faktor razdelitve (pri £emer zanemarimo vpliv variance roja), torej nastavimo para-
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; Ẽ1i , Ẽ
2
i > 0,
0; Ẽ2i > 0 ≥ Ẽ1i ali 0 ≥ Ẽ2i > Ẽ1i ,
1; Ẽ1i > 0 ≥ Ẽ2i ali 0 ≥ Ẽ1i > Ẽ2i ,
1
2
; 0 ≥ Ẽ1i = Ẽ2i .
(6.2)
Brez ²kode za splo²nost lahko predpostavimo, da optimiziramo portfelj na dveh
naloºbah ter nastavimo uteºi ω1 = ω2 = 1.
Naj bo Ẽ1i > Ẽ
2
i > 0. Na podlagi pri£akovanih vrednosti rojev ºelimo, da
algoritem alocira ve£ sredstev prvemu roju:
Ẽ1i > Ẽ
2





































Naj bo sedaj Ẽ2i > 0 > Ẽ
1
i . Ker je pri£akovana donosnost drugega roja pozitivna,
prvega pa negativna, ºelimo vsa sredstva nameniti drugemu roju. Zato parameter
αi nastavimo na 0. Enako obravnavamo primer, kadar je 0 ≥ Ẽ2i > Ẽ1i , saj ºelimo
alocirati vsa sredstva na roju, ki bo, v tem primeru, manj ²kodovala portfeljski do-
nosnosti. Podobno ²e za ostale primere.
Ocene vpeljemo v model s pomo£jo Black-Littermanovega modela. Najprej
ustvarimo vektor pri£akovanih donosnosti in pripadajo£o kovarian£no matriko. Nato






kjer je X slu£ajna spremenljivka in Σ pripadajo£a kovarian£na matrika. Na pod-
lagi dobljene korelacijske matrike pripravimo vektor hierarhi£nega rojenja, katerega
vnesemo v modiciran algoritem skupaj z vektorjem pri£akovanih donosnosti in ko-
relacijsko matriko kot vhodne spremenljivke.
Algoritem na vsakem koraku iteracije spreminja uteºi posameznega naloºbenega
razreda tako, da pomnoºi uteº s faktorjem αi. Tako lahko na vsakem koraku iteracije
algoritem preveri ali bo nova uteº kr²ila omejitev, in v tem primeru lahko algoritem
nastavi faktor αi tako, da zadosti omejitvam. Spremljanje ali nove uteºi zadostijo
maksimalnim omejitvam na vsakem koraku iteracije ni smiselno, saj bo na vsakem
koraku nova uteº enaka ali manj²i trenutni uteºi, zato algoritem preveri omejitve
maksimalne uteºi po zadnjem koraku iteracije, omejitve minimalnih uteºi pa spre-
mlja na vsakem koraku iteracije. Na vsakem koraku morajo nove uteºi zadostiti
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neenakostim,
∀n ∈ L1i : ωnαi ≥ ωminn
∀n ∈ L2i : ωn(1− αi) ≥ ωminn
(6.5)
Z neena£bami lahko nastavimo interval znotraj katerega, se mora nahajati faktor
razdelitve αi, da bo algoritem vrnil uteºi znotraj danih omejitev. V primeru, da se















; n ∈ L2i ∧ ωminn ≤ ωn
}︃
≡ UBi,
α̃i = max {LBi,min {αi, UBi}}
(6.6)
V primeru, kjer je zgornja meja intervala manj²a od spodnje meje intervala, torej
UBi < LBi, bo algoritem za nov faktor razdelitve izbral spodnjo mejo, α̃i = LBi.
S tem algoritem ne bo zadostil vsem minimalnim omejitvam na uteºeh, zato po
zadnjem koraku iteracije poleg omejitev najve£jih uteºi dodatno ²e preveri ali vse
uteºi zadostijo tudi spodnjim omejitvam. To je tudi razlog za dodatno omejitev, pri
deniranju zgornje omejitve. V iterativnem koraku, ter vseh naslednjih, ko je zgor-
nja meja intervala manj²a od spodnje meje intervala, bo uteº na naloºbi manj²a od
spodnje meje. Zato le-teh ne vklju£ujemo v izra£une, na podlagi katerih dolo£imo
nov faktor razdelitve.
Po zadnjem iterativnem koraku, dobljene uteºi ²e dodatno preverimo z algorit-
mom mej. Algoritem preveri, katere uteºi kr²ijo denirane omejitve ter jih smiselno
prilagodi. Algoritem najprej denira mnoºici naloºb, ki kr²ijo spodnjo ali zgornjo
omejitev. Dodatno ²e denira mnoºico naloºb, ki so strogo znotraj deniranega
intervala. Uteºi, ki so ºe na spodnji ali zgornji meji ne spreminja. Algoritem nato
preveri, za koliko skupno uteºi presegajo zgornjo mejo ter koliko skupno manjka
uteºem, da bi dosegale spodnjo mejo. e uteºi presegajo omejitve za ve£, kot pri-
manjkuje uteºem do spodnje meje, nastavi uteºi na zgornjo oziroma spodnjo mejo
ter dodaten preseºek enakovredno razporedi med naloºbe, ki so strogo znotraj mej.
Dodatno sproti preverja ali bodo dodatne alokacije na uteºeh ²e zmeraj zadostile
zgornjim omejitvam ali pa bodo kr²ene. Uteºi, ki bi z dodatno alokacijo sredstev
kr²ile zgornjo mejo, tako nastavi na zgornjo mejo in preostali preseºek spet enako-
vredno razporedi med ostale naloºbe. e pa je primanjkljaj ve£ji od preseºka, pa
enakovredno zmanj²uje preostale uteºi ter ponovno sproti preverja, da bodo zmanj-
²ane uteºi zadostile omejitvam. Algoritem je natan£neje opisan v nadaljevanju.
Modicirani algoritem hierarhi£ne paritete tveganja:
1. Za£nemo s
• seznamom mnoºic: L = {L0}, kjer je L0 = {n}n=1,...,N ;
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• vsem naloºbam dolo£imo enotno uteº: ωn = 1, n = 1, ..., N .
2. e je |Li| = 1, za vse Li ∈ L, vstavi uteºi v algoritem mej.
3. Za vsak Li ∈ L, kjer je |Li| > 1:
• razbijemo Li na dve podmnoºici L1i ∪ L2i = Li, kjer je |L1i | = ⌊12 |Li|⌋ in
ohranimo zaporedje;
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• z izrazom (6.1) izra£unamo faktor razdelitve αi;
• z izrazom (6.6) deniramo LBi in UBi, ter dolo£imo faktor α̃i;
• pomnoºi uteºi ωn z α̃i, za vsak n ∈ L1i ;
• pomnoºi uteºi ωn z (1− α̃i), za vsak n ∈ L2i .
4. Vrnemo se na korak 2.
Algoritem mej:
1. Za£nemo z
• Vektorjem uteºi: ω;
• mnoºico naloºb, ki kr²ijo spodnjo omejitev: Errmin = {n| ωn < ωminn };
• mnoºico naloºb, ki kr²ijo zgornjo omejitev: Errmax = {n| ωn > ωmaxn };
• mnoºico naloºb, katerih uteºi so znotraj omejitev in niso enaka omejitvi:
Rest = {n| ωn < ωmaxn in ωn > ωminn }.
2. e je Errmin ∪ Errmax = ∅, kon£amo.
3. Izra£unamo za koliko uteºi skupno presegajo maksimalne omejitve e in za
koliko uteºi skupno ne dosegajo minimalnih omejitev l.
• e =
∑︁








4. e je e > l:
• Spremenljivki e od²tejemo vrednost spremenljivke l in nastavimo vre-
dnost spremenljivke l = 0;
• deniramo novo spremenljivko ẽ = e/|Rest|;
• £e je ωn+ ẽ <= ωmaxn ,∀n ∈ Rest, popravimo uteºi po naslednjih pravilih:
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(a) ωn + ẽ <= ωmaxn , ∀n ∈ Rest;
(b) ωn = ωminn ,∀n ∈ Errmin;
(c) ωn = ωmaxn , ∀n ∈ Errmax in kon£amo.
• £e je ωn + ẽ > ωmaxn , n ∈ Rest, deniramo mnoºico B = {n ∈ Rest| ωn +
ẽ > ωmaxn } in postopamo po naslednjih korakih:





(b) Naloºbe, ki bi z dodatno uteºjo presegale najve£jo dovoljeno uteº
nastavimo na najve£jo dovoljeno uteº ωn = ωmaxn ,∀n ∈ B;
(c) ωn = ωminn ,∀n ∈ Errmin;
(d) Vrnemo se na korak 4.
5. e je l > e:
• Spremenljivki l od²tejemo vrednost spremenljivke e in nastavimo vre-
dnost spremenljivke e = 0;
• deniramo novo spremenljivko l̃ = l/|Rest|;
• £e je ωn − l̃ >= ωminn , ∀n ∈ Rest, popravimo uteºi po naslednjih pravilih:
(a) ωn − l̃ <= ωminn ,∀n ∈ Rest;
(b) ωn = ωminn ,∀n ∈ Errmin;
(c) ωn = ωmaxn , ∀n ∈ Errmax in kon£amo.
• £e je ωn−l̃ < ωminn , n ∈ Rest, deniramo mnoºico B = {n ∈ Rest| ωn−l̃ <
ωminn } in postopamo po naslednjih korakih:
(a) l = l −
∑︁
n∈B ωn − ωminn ;
(b) Naloºbe, ki z manj²o uteºjo ne bi dosegale najmanj²e dovoljene uteºi,
nastavimo na najmanj²o dovoljeno vrednost ωn = ωminn ,∀n ∈ B;
(c) ωn = ωmaxn ,∀n ∈ Errmax;
(d) Vrnemo se na korak 5.
6. e je l = e:
• ωn = ωminn ,∀n ∈ Errmin;
• ωn = ωmaxn ,∀n ∈ Errmax in kon£amo.
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7 Primerjava optimizacijskih metod na primeru
Izbran portfelj sem letno optimiziral z razli£nimi metodami, ki sem jih opisal v delu
(v oklepajih so navedene njihove kratice, ki jih uporabim tekom primerjav):
• Algoritem hierarhi£ne paritete tveganja (HRP),
• modiciran algoritem hierarhi£ne paritete tveganja (MHRP),
• portfelj izbran na u£inkoviti meji z najmanj²im standardnim odklonom (min-
StdDev),
• portfelj izbran na u£inkoviti meji z najvi²jo donosnostjo (maxMean),
• portfelj izbran na u£inkoviti meji z najvi²jim Sharpovim koli£nikom (maxSR),
• enako uteºen portfelj po naloºbah (EqualW ) ter
• portfelj uteºen po trºni kapitalizaciji naloºb (CAPM ).
Primerjave sem naredil na histori£nih mese£nih trºnih podatkih. Zbrana £a-
sovna vrsta podatkov se pri£ne z 31.12.1999 ter kon£a z 31.12.2016. Vse primerjave
so narejene z letno nastavitvijo deleºev v portfelju, pri £emer stro²ke uskladitve za-
nemarimo. Vse primerjave sem pri£el z 31.12.2006. Vsi portfelji, ki sem jih primerjal,
so bili omejeni na polno investicijo in dolgo pozicijo.
Portfelj sestavljajo naslednje druºbe: Volkswagen, HP, General Electric, Toyota,
Walmart, IBM, Apple, Philips, Tesco, JP Morgan, Deutsche Bank, AIG, Bayer,
Starbucks, Vodafone, Nomura, Novartis, Adidas, Amazon, British Petroleum, Shell,
Nesttle, BASF, Sony, Siemens, Heineken, British Tobacco, Commonwealth Bank,
McDonalds ter Samsung.
Uspe²nost optimizacijskih metod sem meril s petimi indikatorji:
• Kumulativna donosnost portfelja (Kum. rrt): Kolik²na je kumulativna
donosnost portfelja na zadnji dan v letu, pred usklajevanjem portfelja.
• Volatilnost portfelja (Var): Kolik²na je volatilnost portfelja v zadnjem letu.
• Sharpov koli£nik (SR): Koli£nik meri zasluºeno povpre£no donosnost, ki
presega t.i. netvegano obrestno mero na enoto volatilnosti. Za netvegano
obrestno mero sem izbral 0%.
• Najglobji padec pod gladino (MDD): Meri najve£ji padec vrednosti port-
felja.
• Herndahl-Hirschman indeks (HHI): HHI je mera koncentracije na trgu,
s katero merimo konkuren£nost na trgu. Izra£unana je kot vsota kvadratov
trºnih deleºov. Manj²e vrednosti indeksa nakazujejo razpr²enost konkuren£-
nosti na trgu, ve£je vrednosti pa nakazujejo skoncentiranost. V primerjavah
sem indeks uporabil kot indikator razpr²enosti med naloºbenimi razredi.
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7.1 Primerjava modiciranega in za£etnega HRP algoritma
Najprej sem primerjal za£etni in modicirani HRP algoritem pri parametrih c ∈
{0, 0.1, . . . , 1}. V spodnji tabeli 2 in na grah 10 in 11, parameter c = 1 ozna£uje
za£etni HRP algoritem. S parametrom c uravnavamo, v kak²nem razmerju dolo£imo
faktor razdelitve αi na podlagi skupne variance roja ter pri£akovane donosnosti roja.
Kadar je c = 1, tedaj faktor razdelitve αi dolo£imo izklju£no na podlagi skupne va-
riance roja, tako kot je deniran za£etni HRP algoritem. Za vhodne spremenljivke
sem vzel ocenjen vektor pri£akovanih donosnosti, ocenjeno kovarian£no matriko ter
ocenjeno korelacijsko matriko na zgodovinskih trºnih podatkih. Ob vsakem optimi-
ziranju alokacije v portfelju sem vzel celotno £asovno vrsto, ki je na voljo.
Na sliki 11 vidimo, da so vse alokacije portfeljev neu£inkovite, saj vse leºijo pod
u£inkovito mejo. Prav tako vidimo, da s padanjem parametra c, torej pove£ujemo
investitorjevo naklonjenost pri£akovani donosnosti, se portfeljem pove£uje pripada-
jo£e tveganje. To je prav tako o£itno na sliki 10 in tabeli 2. Z njih tudi vidimo, da vsi
portfelji izkazujejo podobne rezultate. V prvem letu med njimi ni bistvene razlike,
v drugem letu pa je alokacija sredstev po MHRP algoritmu s parametrom c = 0 ve£
kot dvakrat bolj volatilna kot alokacija sredstev po originalnem HRP algoritmu. Po
drugi strani pa je izguba istega portfelja za 2% manj²a kot izguba HRP portfelja.
V naslednjem letu, v obdobju po krizi, je relativna razlika volatilnosti med portfelji
pribliºno enaka, vendar MHRP portfelj s parametrom c = 1 ºe prikazuje dobi£ek,
HRP portfelj pa ²e izkazuje izgubo. Iz tabele 2 vidimo tudi, da je bil portfelj s
parametrom c = 0, skozi £as najmanj razpr²en portfelj.
7.2 Primerjava optimizacijskih metod brez ocen
Naslednjo primerjavo sem naredil med portfelji, izbranimi na u£inkoviti meji: por-
tfelj z najmanj²im standardnim odklonom (minStdDev), z najvi²jo pri£akovano do-
nosnostjo (maxMean), z najvi²jim Sharpovim koli£nikom (maxSR) ter med za£etnim
HRP algortimom (HRP), za predstavnika MHRP algoritma sem izbral portfelj na-
rejenim s parametrom c = 0.5 (MHRP), portfelj po Black-Littermanovem modelu
brez vklju£itve investitorjevih ocen, torej z uteºmi, ki jih Black-Littermanov model
vzame kot vhodno spremenljivko (CAPM ), ter med portfeljem z enakimi uteºmi
med naloºbenimi razredi (EqualW ).
Pri£akovano, iz slike 12 in tabele 3 vidimo, da je maxMean najbolj volatilen
portfelj. Vselej je volatilnost maxMean portfelja vsaj dvakratnik drugega najbolj
volatilnega portfelja. Je najmanj razpr²en portfelj, saj vsa sredstva alocirana v
najbolj donosni naloºbi, kar se v obdobju ekspanzije ekonomskega cikla izkazuje z
najvi²jo doseºeno donosnostjo. Po drugi strani, pa v £asu recesije izkaºe najve£jo
izgubo, izjemno visoko volatilnost ter naglobji padec pod gladino. Vrednost HRP
portfelja je v rangu minStdDev portfelja. Na sliki 13 opazimo, da se HRP portfelj
²e najbolj pribliºa u£inkoviti meji, vsaki£ v bliºini to£ke z najmanj²im standardnim
odklonom. Podobne zaklju£ke lahko razberemo tudi iz slike 12 ter v tabeli 3. Na
sliki opazimo, da portfelja MHRP in maxSR dosegata podobne rezultate. eprav,
£e primerjamo rezultate iz tabel 2 in tabele 3 opazimo, da so rezultati portfelja
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maxSR ²e bolj podobni rezultatom MHRP portfeljev s parametroma c = 0.3 in
c = 0.4. MHRP portfelj s parametrom c = 0.5 se v obdobju krize izkaºe za bolj
primernega (v primerjavi z maxSR), saj je manj volatilen, utrpi manj²o izgubo in
prej ponovno doseºe pozitivno donosnost. Po Herndahl-Hirschman indeksu se za
najbolj razpr²en portfelj izkaºe EqualW portfelj. Tako kot HRP in MHRP portfelja
sta tudi CAPM in EqualW portfelja pod u£inkovito mejo.
7.3 Primerjava optimizacijskih metod brez ocen na podatkih
zadnjih 7 let
Ker se z dalj²o £asovno vrsto lahko izgubijo prave informacije o korelaciji med izbra-
nimi naloºbenimi razredi, sem naredil ²e primerjavo med optimizacijskimi metodami,
vsaki£ na 7 let dolgi £asovni vrsti. Primerjal sem portfelje dolo£ene po enakem na-
£inu kot opisane v podpoglavju 7.2.
e primerjamo tabeli 3 in 4 vidimo, da ve£ina portfeljev izkazuje slab²e donose
kot v prej²nji primerjavi iz podpoglavja 7.2. Dolºina £asovne vrste ne vpliva na
rezultate EqualW in CAPM portfelja, saj sta dolo£ena na podlagi ²tevila naloºb v
portfelju oziroma trºne kapitalizacije. Bolj²o donosnost prikazuje maxSR portfelj.
Po drugi strani pa so vsi portfelji (izjemi EqualW in CAPM ) bolj stabilni, saj so
manj variabilni ter merimo manj²e padce pod gladino. Tokrat maxMean in maxSR
portfelja prikazujeta rezultate na rahlo vi²jem nivoju kot ostali.
7.4 Primerjava modiciranega HRP algoritma z ocenami
Primerjave opisane v podpoglavjih 7.4, 7.5 in 7.6 sem naredil z vklju£itvijo ocen. Kot
opisano v poglavju 6, ocene vklju£imo v MHRP s pomo£jo Black-Littermanovega
modela, bolj natan£no z referen£nim modelom (4.44). Ker je cilj primerjave ugo-
toviti, katera metoda potencialno najbolj²e uporabi investitorjeve ocene, sem ocene
naredil tako, da sem izra£unal povpre£no mese£no donosnost v prihodnjem letu in
dobljen rezultat uporabil kot oceno, v smislu idealne uporabe Black-Littermanovega
modela.
Na spodnjih slikah 16 in 17 in v tabeli 5 so prikazani rezultati primerjave med
portfelji narejeni z modiciranim HRP algoritmom pri razli£nih parametrih c. Kadar
je parameter c = 1, tokrat ni enak originalnemu HRP algoritmu saj sem za vhodne
spremenljivke uporabil vektor in matriki denirane v poglavju 6. Na podlagi slike
16 in tabele 5 vidimo, da MHRP algoritem dobro izkoristi investitorjeve ocene. To-
rej, Black-Littermanov model prilagodi vhodne spremenljivke glede na na²e ocene,
na podlagi katerih optimizarimo portfelj. Zaradi tako imenovanega pogleda v priho-
dnost, se je pri£akovalo, da bodo portfelji optimizirani z ocenami, bolj dobi£konosni
in manj volatilni, kot portfelji iz podpoglavja 7.1. Pri£akovanja lahko potrdimo, £e
primerjamo sliki 10 in 16 in tabeli 2 in 5. So pa tudi ti portfelji neu£inkoviti, saj
leºijo pod u£inkovito mejo, kar vidimo na sliki 17.
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7.5 Primerjava optimizacijskih metod z ocenami s podalj²u-
jo£o £asovno vrsto
Naslednjo primerjavo portfeljev sem vse naredil z vhodnimi spremenljivkami na-
rejenimi po Black-Littermanovem modelu. Tudi tokrat sem, naredil primerjavo
med portfelji, izbranimi na u£inkoviti meji: portfelj z najmanj²im standardnim od-
klonom (minStdDev), z najvi²jo pri£akovano donosnostjo (maxMean), z najvi²jim
Sharpovim koli£nikom (maxSR), za£etnim HRP algortimom (HRP), za predstavnika
MHRP algoritma sem izbral portfelj narejenim pri parametru c = 0.5 (MHRP), ter
portfeljem z enakimi uteºmi med vsemi naloºbami (EqualW ).
Na sliki 18 izpu²£am prikaz portfeljev maxMean ter maxSR, zaradi visoke do-
seºene donosnosti, zaradi £esar ne bi mogli primerjati gibanja donosnosti ostalih
portfeljev. Njuni rezultati so prikazani v tabeli 6 ter na sliki 19. Pri£akovano je
najbolj donosen maxMean portfelj. Sicer najmanj razpr²en in najbolj volatilen por-
tfelj, vendar vsaki£ alocira vsa sredstva v najbolj dobi£konosen naloºbeni razred. Po
volatilnosti ter razpr²enosti se bistveno bolje izkaºe maxSR portfelj, vendar doseºe
tretjino donosnosti, kot jo doseeºe maxMean portfelj. Z vidika volatilnosti so pre-
ostali ²tirje portfelji pribliºno v enakem rangu. Izmed preostalih ²tirih portfeljev,
²e opazimo, da je minStdDev portfelj najmanj razpr²en, ter da 31.12.2016 doseºe
najmanj²o donosnost. Originalni HRP portfelj ne doseºe bistveno vi²je donosnosti
od minStdDev portfelja, nekoliko vi²jo donosnost doseºe EqualW portfelj, medtem,
ko MHRP portfelj ºe v drugem letu trgovanja naredi razliko od preostalih treh.
7.6 Primerjava optimizacijskih metod z ocenami na podatkih
zadnjih 7 let
Podobno kot v primerjavi, opisani v podpoglavju 7.3, sem primerjal optimizacijske
metode na £asovni vrsti zadnjih 7 let. Rezultati so zelo podobni rezultatom iz
prej²njih primerjav (glej podpoglavji 7.3 in 7.5).
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8 Zaklju£ek
Na podlagi zgornjih primerjav, lahko zaklju£imo, da HRP algoritem optimizira por-
tfelj podobno kot alokacija sredstev izbrana na u£inkoviti meji z najmanj²im stan-
dardnim odklonom. Za investitorje, ki ºelijo imeti konzervativen portfelj, je to zelo
dobrodo²lo, saj HRP algoritem zmore optimizirati portfelj tudi na podlagi singu-
larne kovarian£ne matrike (£esar ve£ina optimizacijskih metod ne zmore). Poleg
doseganja podobnih rezultatov je bil s HRP algoritmom optimiziran portfelj bolj
razpr²en.
Tudi modiciran HRP algoritem se na podlagi narejenih primerjav izkaºe za
konkuren£no optimizacijsko metodo. Modiciran algoritem uspe²no alocira uteºi
tudi na podlagi pri£akovanih donosnosti, kar omogo£a vpeljavo investitorjevih ocen.
V primerjavi s po naloºbah enako uteºenim portfeljem, modiciran algoritem, pri
ustreznem parametru c, bolje alocira sredstva po vseh indikatorjih. Pri niºjih para-
metrih c, je alokacija sredstev bolj stabilna, pri vi²jih dosega vi²jo donosnost, vmesne
vrednosti pa se ali pribliºajo primerjalnem portfelju ali pa dosegajo bolj²e rezultate
tako glede na stabilnost kot tudi glede na donosnost.
Po drugi strani pa so vsi portfelji optimizirani s MHRP algoritmom neu£inkoviti,
saj vsi leºijo pod u£inkovito mejo. To ni nujno pomanjkljivost, saj je u£inkovita meja
izjemno ob£utljiva na vhodne podatke (glej [9]). Poleg tega, ima MHRP algoritem
pomanjkljivost glede aplikacije v nan£nem svetu, in sicer algoritem mej. Algoritem
mej je zmoºen uravnavati faktor razdelitve le v primeru, £e podamo omejitev po
posameznih naloºbah. Da bi uporabnik lahko deniral ²e omejitve na skupinah na-
loºb, bi bilo potrebno pokazati ve£ kompleksnosti pri samem algoritmu. Poleg tega,
da bi moral algoritem na vsakem koraku iteracije, hkrati uravnavati ve£ faktorjev
razdelitve, bi moral tudi na druga£en pristop re²evati problem, kadar je spodnja
meja novega faktorja razdelitve vi²ja od zgornje meje.
Dodatno bi bilo zanimivo narediti ²e primerjave na portfelju z naloºbami s stal-
nim donosom ter alternativnimi naloºbami. Hkrati bi bilo zanimivo ²e narediti
analizo ob£utljivosti algoritma na vhodne podatke. S tem imam v mislih, da bi





Slika 10: Primerjava kumulativnih donosnosti modiciranega HRP algoritma pri
razli£nih parametrih c.
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Slika 11: Primerjava modiciranega HRP algoritma pri razli£nih parametrih c z
u£inkovito mejo.
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Kum. rrt 14.95 13.45 12.32 11.53 11.04 10.82 10.85 11.09 11.54 12.17 12.98
Var 8.77 7.96 7.33 6.81 6.39 6.03 5.71 5.43 5.16 4.91 4.67
MDD 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.02
SR 0.41 0.39 0.37 0.36 0.36 0.36 0.37 0.39 0.41 0.44 0.48






Kum. rrt -31.06 -31.53 -31.86 -32.03 -32.04 -31.88 -31.55 -31.07 -30.44 -29.68 -28.81
Var 75.95 63.62 54.39 47.44 42.13 38.04 34.87 32.42 30.54 29.16 28.21
MDD 0.43 0.42 0.42 0.42 0.41 0.41 0.40 0.40 0.39 0.39 0.38
SR -0.44 -0.48 -0.52 -0.55 -0.59 -0.61 -0.64 -0.66 -0.67 -0.68 -0.69






Kum. rrt 25.52 19.46 14.57 10.55 7.21 4.37 1.94 -0.17 -1.99 -3.55 -4.83
Var 54.87 50.74 46.50 42.19 37.92 33.86 30.13 26.86 24.12 21.95 20.37
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.72 0.70 0.68 0.66 0.66 0.65 0.64 0.63 0.61 0.59 0.56






Kum. rrt 56.86 49.36 42.85 37.17 32.18 27.81 23.99 20.68 17.87 15.56 13.77
Var 19.10 16.01 13.66 11.86 10.46 9.37 8.51 7.82 7.25 6.78 6.37
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.45 0.49 0.52 0.54 0.56 0.57 0.58 0.58 0.59 0.59 0.60






Kum. rrt 58.69 50.30 43.30 37.44 32.53 28.41 24.99 22.19 19.97 18.32 17.23
Var 26.02 25.33 24.42 23.34 22.14 20.89 19.65 18.46 17.38 16.44 15.70
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.04 0.03 0.03 0.03 0.03 0.03 0.04 0.04 0.06 0.07 0.08






Kum. rrt 104.84 90.47 78.57 68.64 60.30 53.27 47.35 42.41 38.34 35.09 32.63
Var 12.80 10.56 8.78 7.38 6.29 5.47 4.87 4.45 4.21 4.12 4.16
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.62 0.63 0.64 0.64 0.65 0.65 0.64 0.62 0.59 0.56 0.52






Kum. rrt 143.26 125.49 110.74 98.41 88.02 79.24 71.81 65.56 60.36 56.15 52.89
Var 11.43 9.46 8.08 7.13 6.52 6.16 5.99 5.96 6.06 6.26 6.53
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.44 0.47 0.50 0.52 0.54 0.54 0.54 0.53 0.51 0.50 0.48






Kum. rrt 164.69 145.91 129.99 116.41 104.77 94.76 86.18 78.88 72.76 67.79 63.94
Var 10.18 8.96 7.95 7.11 6.43 5.88 5.46 5.15 4.94 4.83 4.81
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.24 0.26 0.27 0.28 0.29 0.30 0.30 0.29 0.29 0.28 0.28






Kum. rrt 211.12 186.73 165.94 148.10 132.71 119.41 107.93 98.08 89.73 82.83 77.32
Var 40.49 39.06 37.76 36.56 35.45 34.43 33.49 32.62 31.84 31.12 30.49
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.24 0.23 0.23 0.22 0.21 0.20 0.19 0.18 0.16 0.15 0.14






Kum. rrt 249.31 222.04 198.63 178.37 160.72 145.29 131.77 119.97 109.74 101.01 93.72
Var 15.41 14.18 12.98 11.82 10.70 9.62 8.61 7.66 6.80 6.04 5.40
MDD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
SR 0.26 0.28 0.29 0.30 0.31 0.32 0.32 0.33 0.33 0.33 0.33
HHI 0.06 0.06 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.05
Tabela 2: Metrike portfeljev MHRP algoritma, pri razli£nih parametrih c skozi £as.
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Slika 12: Primerjava kumulativnih donosnosti med optimizacijskimi metodami brez
vklju£itve investitorjevih ocen.
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Slika 13: Primerjava razli£nih optimizacijskih metod z u£inkovito mejo.
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Kum. rrt 13.39 -18.45 10.94 12.98 10.82 0.93 11.80
Var 4.03 24.73 8.89 4.67 6.03 5.84 6.47
MDD 0.03 0.24 0.06 0.02 0.04 0.05 0.03
SR 0.53 -0.32 0.30 0.48 0.36 0.04 0.38






Kum. rrt -19.19 -63.27 -35.75 -28.81 -31.88 -39.23 -34.98
Var 21.40 304.22 59.63 28.21 38.04 31.77 39.36
MDD 0.29 0.66 0.46 0.38 0.41 0.43 0.44
SR -0.58 -0.28 -0.54 -0.69 -0.62 -0.71 -0.67






Kum. rrt -4.83 -11.72 -9.11 -4.83 4.37 -19.65 0.51
Var 18.17 41.92 26.92 20.37 33.86 24.07 40.91
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.34 1.20 0.59 0.56 0.65 0.50 0.61






Kum. rrt 14.30 44.86 23.70 13.76 27.81 -3.26 25.06
Var 5.33 50.22 5.66 6.37 9.37 11.65 13.48
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.68 0.63 1.10 0.61 0.57 0.47 0.52






Kum. rrt 18.24 87.62 38.01 17.23 28.41 -0.69 19.17
Var 15.38 42.49 18.04 15.70 20.89 17.67 20.44
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.09 0.36 0.24 0.08 0.03 0.07 -0.07






Kum. rrt 34.08 142.50 65.26 32.63 53.27 14.22 39.78
Var 5.44 74.83 10.29 4.16 5.47 5.99 5.64
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.46 0.29 0.49 0.52 0.65 0.49 0.57






Kum. rrt 59.95 144.19 92.54 52.89 79.24 30.51 70.10
Var 8.20 73.61 9.05 6.53 6.16 7.12 7.22
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.53 0.05 0.44 0.48 0.54 0.43 0.63






Kum. rrt 67.91 283.40 93.49 63.94 94.76 46.71 79.75
Var 8.70 35.97 17.11 4.81 5.88 5.39 5.63
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.15 0.67 0.03 0.28 0.30 0.43 0.21






Kum. rrt 80.19 306.98 137.60 77.32 119.41 59.20 98.72
Var 25.18 68.84 34.80 30.49 34.43 32.89 37.75
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.14 0.10 0.32 0.14 0.20 0.15 0.16






Kum. rrt 91.03 361.61 169.98 93.72 145.29 77.26 123.62
Var 8.49 49.77 7.52 5.40 9.62 11.38 10.60
MDD 0.37 0.66 0.46 0.44 0.44 0.48 0.49
SR 0.18 0.18 0.40 0.33 0.32 0.28 0.32
HHI 0.16 1.00 0.18 0.05 0.04 0.06 0.03
Tabela 3: Metrike portfeljev po razli£nih optimizacijskih metodah skozi £as.
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Slika 14: Primerjava kumulativnih donosnosti med optimizacijskimi metodami brez
vklju£itve investitorjevih ocen na £asovni vrsti zadnjih 7 let.
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Slika 15: Primerjava razli£nih optimizacijskih metod na £asovni vrsti zadnjih 7 let
z u£inkovito mejo.
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Kum. rrt 13.39 -18.45 10.94 12.98 10.82 0.93 11.80
Var 4.03 24.73 8.89 4.67 6.03 5.84 6.47
MDD 0.03 0.24 0.06 0.02 0.04 0.05 0.03
SR 0.53 -0.32 0.30 0.48 0.36 0.04 0.38






Kum. rrt -15.31 -63.27 -32.51 -27.10 -34.95 -39.23 -34.98
Var 18.69 304.22 47.61 27.52 46.60 31.77 39.36
MDD 0.25 0.66 0.41 0.37 0.43 0.43 0.44
SR -0.54 -0.28 -0.55 -0.66 -0.60 -0.71 -0.67






Kum. rrt -1.66 -11.72 13.67 -1.84 0.97 -19.65 0.51
Var 17.06 41.92 35.59 19.64 19.10 24.07 40.91
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.32 1.20 0.77 0.59 0.87 0.50 0.61






Kum. rrt 17.15 44.86 62.64 16.88 26.14 -3.26 25.06
Var 4.35 50.22 8.20 4.94 7.07 11.65 13.48
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.71 0.63 1.07 0.67 0.72 0.47 0.52






Kum. rrt 25.47 87.62 89.48 21.68 26.00 -0.69 19.17
Var 13.42 42.49 14.73 14.06 17.00 17.67 20.44
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.17 0.36 0.35 0.11 0.02 0.07 -0.07






Kum. rrt 36.66 142.50 104.41 31.82 41.11 14.22 39.78
Var 8.80 74.83 7.79 4.16 4.70 5.99 5.64
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.25 0.29 0.24 0.34 0.45 0.49 0.57






Kum. rrt 48.40 187.25 129.12 51.66 66.08 30.51 70.10
Var 7.55 55.93 6.36 6.64 6.89 7.12 7.22
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.26 0.22 0.39 0.47 0.53 0.43 0.63






Kum. rrt 68.61 155.08 153.49 63.77 76.72 46.71 79.75
Var 5.35 49.60 10.06 5.03 6.37 5.39 5.63
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.47 -0.11 0.28 0.30 0.22 0.43 0.21






Kum. rrt 72.45 170.77 194.91 77.81 94.45 59.20 98.72
Var 21.71 68.84 28.55 29.51 33.94 32.89 37.75
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.06 0.10 0.26 0.15 0.16 0.15 0.16






Kum. rrt 90.29 194.03 200.58 93.23 116.15 77.26 123.62
Var 4.86 46.93 9.00 5.13 9.41 11.38 10.60
MDD 0.34 0.66 0.41 0.42 0.43 0.48 0.49
SR 0.38 0.13 0.07 0.32 0.30 0.28 0.32
HHI 0.16 1.00 0.16 0.05 0.04 0.06 0.03
Tabela 4: Metrike portfeljev po razli£nih optimizacijskih metodah, narejeni na po-
datkih zadnjih 7 let.
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Slika 16: Primerjava kumulativnih donosnosti modiciranega HRP algoritma z in-
vestitorjevimi ocenami pri razli£nih parametrih c.
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Slika 17: Primerjava modiciranega HRP algoritma z investitorjevimi ocenami pri
razli£nih parametrih c z u£inkovito mejo.
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Kum. rrt 50.99 43.85 37.71 32.44 27.93 24.09 20.85 18.16 15.98 14.27 13.03
Var 11.92 10.05 8.63 7.54 6.72 6.09 5.61 5.25 4.99 4.80 4.69
MDD 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
SR 1.03 0.98 0.93 0.88 0.81 0.75 0.68 0.62 0.57 0.52 0.48






Kum. rrt 35.50 26.44 18.06 10.37 3.33 -3.10 -8.99 -14.41 -19.46 -24.21 -28.77
Var 20.00 17.02 15.88 15.77 16.30 17.29 18.70 20.53 22.75 25.32 28.20
MDD 0.11 0.13 0.15 0.17 0.20 0.23 0.26 0.29 0.32 0.35 0.38
SR -0.18 -0.24 -0.30 -0.36 -0.42 -0.47 -0.52 -0.56 -0.60 -0.64 -0.69






Kum. rrt 167.40 139.42 114.40 92.22 72.68 55.51 40.42 27.11 15.32 4.77 -4.79
Var 189.38 144.64 110.53 84.75 65.44 51.10 40.53 32.80 27.19 23.17 20.37
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.48 0.50 0.53 0.55 0.58 0.59 0.61 0.61 0.61 0.59 0.56






Kum. rrt 287.14 237.88 195.19 158.48 127.08 100.29 77.43 57.88 41.08 26.55 13.82
Var 33.23 28.23 23.89 20.15 16.96 14.26 12.00 10.12 8.59 7.35 6.38
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.57 0.57 0.57 0.58 0.58 0.58 0.58 0.59 0.59 0.60 0.60






Kum. rrt 354.75 289.72 234.87 188.86 150.34 118.08 90.98 68.11 48.64 31.90 17.29
Var 20.40 19.76 19.20 18.69 18.21 17.74 17.28 16.84 16.41 16.03 15.70
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.32 0.29 0.26 0.23 0.21 0.19 0.17 0.15 0.13 0.10 0.08






Kum. rrt 511.02 414.41 334.21 267.95 213.30 168.18 130.82 99.73 73.67 51.61 32.69
Var 9.04 8.01 7.09 6.29 5.61 5.05 4.61 4.31 4.13 4.08 4.16
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.84 0.84 0.83 0.82 0.81 0.78 0.75 0.71 0.65 0.59 0.52






Kum. rrt 709.94 571.75 458.68 366.53 291.52 230.39 180.42 139.35 105.37 76.97 52.96
Var 11.68 10.56 9.60 8.80 8.13 7.59 7.17 6.86 6.66 6.55 6.53
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.71 0.71 0.70 0.69 0.67 0.65 0.62 0.59 0.56 0.52 0.48






Kum. rrt 962.03 763.44 603.77 475.93 373.67 291.75 225.88 172.64 129.28 93.64 64.01
Var 6.19 6.04 5.82 5.57 5.31 5.07 4.86 4.71 4.64 4.67 4.81
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.93 0.87 0.82 0.76 0.70 0.64 0.58 0.51 0.44 0.36 0.28






Kum. rrt 1469.42 1121.78 856.18 653.40 498.25 379.04 286.86 215.04 158.54 113.60 77.40
Var 44.17 42.39 40.70 39.10 37.59 36.15 34.80 33.55 32.40 31.38 30.49
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.53 0.48 0.43 0.39 0.35 0.31 0.27 0.24 0.20 0.17 0.14






Kum. rrt 1814.79 1377.78 1045.95 794.21 602.84 456.76 344.58 257.78 190.01 136.52 93.80
Var 9.55 8.81 8.12 7.50 6.94 6.45 6.04 5.72 5.50 5.39 5.40
MDD 0.23 0.23 0.25 0.26 0.28 0.30 0.33 0.35 0.38 0.41 0.44
SR 0.56 0.55 0.55 0.54 0.52 0.51 0.48 0.46 0.42 0.38 0.33
HHI 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.05
Tabela 5: Metrike portfeljev po MHRP algortimu z investitorjevimi ocenami, pri
razli£nih parametrih c.
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Slika 18: Primerjava kumulativnih donosnosti med optimizacijskimi metodami z
investitorjevimi ocenami.
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Slika 19: Primerjava razli£nih optimizacijskih metod z investitorjevimi ocenami z
u£inkovito mejo.
66






Kum. rrt 13.39 112.33 40.23 13.03 24.09 11.80
Var 4.02 230.48 9.39 4.69 6.09 6.47
MDD 0.03 0.06 0.03 0.02 0.03 0.03
SR 0.53 0.48 0.95 0.48 0.75 0.38






Kum. rrt -19.20 161.67 72.82 -28.77 -3.10 -34.98
Var 21.40 32.38 32.38 28.20 17.29 39.36
MDD 0.29 0.09 0.09 0.38 0.23 0.44
SR -0.58 0.33 0.33 -0.69 -0.47 -0.67






Kum. rrt -4.83 145.05 303.85 -4.79 55.51 0.51
Var 18.16 7175.77 508.07 20.37 51.10 40.91
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.34 0.23 0.41 0.56 0.59 0.61






Kum. rrt 14.29 404.65 449.40 13.82 100.29 25.06
Var 5.33 267.15 7.15 6.38 14.26 13.48
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.68 0.45 0.98 0.60 0.58 0.52






Kum. rrt 18.22 580.03 599.25 17.29 118.08 19.17
Var 15.39 19.01 10.75 15.70 17.74 20.44
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.09 0.60 0.63 0.08 0.19 -0.07






Kum. rrt 34.05 916.99 855.47 32.69 168.18 39.78
Var 5.44 50.79 13.66 4.16 5.05 5.64
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.46 0.51 0.73 0.52 0.78 0.57






Kum. rrt 59.90 1812.48 1258.95 52.96 230.39 70.10
Var 8.19 194.46 15.74 6.53 7.59 7.22
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.53 0.45 0.77 0.48 0.65 0.63






Kum. rrt 67.85 2902.68 1691.01 64.01 291.75 79.75
Var 8.68 35.97 6.84 4.81 5.07 5.63
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.15 0.67 0.90 0.28 0.65 0.21






Kum. rrt 80.12 7181.66 2529.51 77.40 379.04 98.72
Var 25.18 113.18 35.68 30.49 36.15 37.75
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.14 0.76 0.57 0.14 0.31 0.16






Kum. rrt 90.96 10481.41 3736.33 93.80 456.76 123.62
Var 8.48 60.19 10.29 5.40 6.45 10.60
MDD 0.37 0.73 0.28 0.44 0.30 0.49
SR 0.18 0.44 1.01 0.33 0.51 0.32
HHI 0.16 1.00 0.27 0.05 0.04 0.03
Tabela 6: Metrike portfeljev po razli£nih optimizacijskih metodah z investitorjevimi
ocenami skozi £as.
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Slika 20: Primerjava kumulativnih donosnosti med optimizacijskimi metodami z
investitorjevimi ocenami na £asovni vrsti zadnjih 7 let.
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Slika 21: Primerjava razli£nih optimizacijskih metod z investitorjevimi ocenami na
£asovni vrsti zadnjih 7 let z u£inkovito mejo.
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Kum. rrt 13.39 112.33 40.23 13.03 24.09 11.80
Var 4.02 230.48 9.39 4.69 6.09 6.47
MDD 0.03 0.06 0.03 0.02 0.03 0.03
SR 0.53 0.48 0.95 0.48 0.75 0.38






Kum. rrt -15.32 161.67 72.82 -27.07 -8.26 -34.98
Var 18.70 32.38 32.38 27.52 20.95 39.36
MDD 0.25 0.09 0.09 0.37 0.27 0.44
SR -0.54 0.33 0.33 -0.66 -0.52 -0.67






Kum. rrt -1.67 145.05 326.01 -1.80 47.97 0.51
Var 17.03 7175.77 452.69 19.65 37.20 40.91
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.32 0.23 0.44 0.59 0.69 0.61






Kum. rrt 17.13 404.65 464.76 16.93 91.20 25.06
Var 4.35 267.15 5.87 4.94 10.95 13.48
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.71 0.45 0.99 0.67 0.67 0.52






Kum. rrt 25.46 553.63 608.52 21.73 112.95 19.17
Var 13.42 42.49 10.30 14.06 14.08 20.44
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.17 0.36 0.61 0.11 0.26 -0.07






Kum. rrt 36.65 877.51 863.45 31.87 154.60 39.78
Var 8.78 50.79 12.51 4.16 4.50 5.64
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.25 0.51 0.75 0.34 0.72 0.57






Kum. rrt 48.38 1738.24 1347.48 51.72 211.49 70.10
Var 7.53 194.46 24.48 6.64 7.26 7.22
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.26 0.45 0.72 0.47 0.64 0.63






Kum. rrt 68.55 2905.24 1815.35 63.84 262.24 79.75
Var 5.34 16.59 7.99 5.02 7.73 5.63
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.47 1.04 0.85 0.30 0.47 0.21






Kum. rrt 72.42 7187.87 3020.07 77.88 335.50 98.72
Var 21.72 113.18 43.71 29.51 38.74 37.75
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.06 0.76 0.66 0.15 0.28 0.16






Kum. rrt 90.21 7814.18 4211.48 93.30 401.50 123.62
Var 4.87 46.93 7.78 5.13 10.37 10.60
MDD 0.34 0.73 0.24 0.42 0.32 0.49
SR 0.38 0.13 0.99 0.32 0.38 0.32
HHI 0.16 1.00 0.21 0.05 0.04 0.03
Tabela 7: Metrike portfeljev po razli£nih optimiziacijskih metodah z investitorjevimi
ocenami, narejnimi na podatkih zadnjih 7 let.
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