Abstract. An end-to-end six layers convolutional neural network(CNNs) structure is proposed to realize single image super-resolution reconstruction. According to the study of image Mid-Level Representations(MLR), the network layers are divided into two parts. The first part is used to obtain shallow informations by transferring features, and the second part is used to realize the feature enhancement. The input of the network is low-resolution (LR) image, and the output is the superresolution (SR) image. Promising experimental results are obtained with higher precision.
Image Super-resolution Using Mid-level Representations

Introduction
Image super-resolution is a process that aims to recover a high quality image from one or more low-resolution images by using the signal processing and image processing methods. Combining the main feature of image reconstruction with image interpolation, the image quality is recovered and image magnification is realized at the same time.
The single image super-resolution reconstruction could be divided into two categories:(1) the methods based on interpolation without training sample [1] ; (2)the methods based on learning with training sample [2, 4, 5, 6] . The interpolation-based method could enhance the image edges while it could not fundamentally improve the information of the image. The super-resolution reconstruction problem based on learning method could extract the characteristics of the information from a set of training samples and testing samples, which is used to get required information for the reconstruction of high-quality image.
Sparse coding (SC) is a representative learning-based method for single image super-resolution reconstruction [4] . It rebuilt images using the optimized dictionary which learned the additional low-resolution and high-resolution image groups. Dong [5] inspired from the sparse coding method, and applied convolutional neural network to image super-resolution which demonstrated state-ofthe-art restoration quality. By combining steps of the sparse coding method, the super-resolution convolutional neural network (SRCNN) is constructed. SRCNN set up an end-to-end reconstruction network, and proved that deep learning method could be applied to image super-resolution problem. However, the three-layer structure of SRCNN could not meet the requirement of higher precision. According to the properties of the convolutional neural network, the first few layers only obtain shallow texture information of the image. In order to obtain the characteristics with more details and get better reconstruction effect, it is necessary to use a deeper network.
Relevant research has shown that the shallow structure could be used to get the good result for the data that has complex internal structure and weak constraint, but it appears the problems of insufficient characterization ability when dealing with the data that has complicated internal structure. When learning high non-linear and complex functions in big data the deep structure model has stronger representation ability comparing to the shallow model. According to the research of Dong [5] , the network layer of SRCNN is not the more the better. When increasing the convolutional layers to more than five layers, it didn't bring better reconstruction quality while increasing the computational complexity. Inspiring by the paper of Maxime Oquab [7] , we try to learn and transfer Mid-level image representations and construct an end-to-end six layers convolutional neural network for image super-resolution, which achieves good result. Experiments prove that this method could restore image high-frequency details effectively and get better reconstruction quality.
Related Work
Convolutional neural network. Deep learning (DL) [3] is a hot research topic in machine learning methods that is commonly used nowadays. DL is widely used in pattern recognition, image processing, and other fields in recent years. It has simple structure with less training parameters and strong adaptability. Traditional feature-based recognition methods always define features in advance, and the classification results are obtained according to the definition of the features. As the development of traditional machine learning, DL is widely used in many fields because it could learn a more appropriate presentation characteristics by learning layer by layer [9] . More and more useful features are learned through vast amounts of training data, and are further used to improve the accuracy of the classification or prediction. The convolutional neural network model has been most widely used, and become the focus in academic disciplines. The CNNs has been successfully used in field of pattern recognition such as image classification and face recognition. Some research used CNNs for field of image preprocessing such as segmentation, while little research is studied on image preprocessing field such as image reconstruction and denoising.
Image super-resolution using CNNs. The model of SRCNN combined the steps of sparse coding method to construct a convolutional neural network. It not only established an end-to-end network, but also proved that deep learning method could be applied to image super-resolution reconstruction. SRCNN consists of three convolutional layers which correspond to the three steps of sparse coding method: feature extraction and representation, nonlinear mapping, reconstruction. For natural image super-resolution reconstruction, SRCNN could get better results after training on ImageNet [10] database. Dong [5] put forward that deeper network layers for super-resolution reconstruction would not brings better results. And according to the properties of convolutional neural network, the first few layers could only obtain roughly texture information of the image. In order to obtain characteristics with more details and get better reconstruction effect, it is necessary to use a deeper network.
Learning and transferring mid-level image representations.
On the contrary of the control design and low-level features used in other image classification method, CNNs is successful at its ability of learning a lot of mid-level image representations. Maxime Oquab [7] put forward to transfer the trained mid-level features of the convolutional neural network to other visual recognition tasks with limited amount of training data. It firstly trained the traditional CNNs model on ImageNet, then did the fine tuning for a target task. Different from the former method of fine-tuning, it changed the whole pre-training framework of CNNs by deleting the softmax layer and adding two adaptation layers. The final results outperformed the current state-of-the-art methods.
Proposed method
Proposed model. CNNs is a feedforward neural network, it could extract features from a 2-D image and optimize the parameters in the network using back-propagation algorithm. In this work we design an end-to-end framework for image super-resolution reconstruction, as illustrated in Fig. 1 . The network consists of 6 layers, in which the C1, C2, C3 layers is used to obtain shallow texture feature, and the C4, C5, C6 layers is used to obtain more high frequency detailed information and implement feature enhancement.
In convolutional layer, the feature map of the prior layer make convolutions with a learned kernel function. Through the activation function, the convolution results constitute the feature maps of this layer. Each feature map could build relationships with the convolution of several feature maps of the prior layer. Convolutional layers use sliding filters to get the neighborhood features of the image. Generally, the formula of convolutional layer is defined as following, Where l is the number of layers, w is the filter weight, is one choice of the input feature maps. Each input feature map has a bias represented as b. The activation function uses Rectified Linear Units (ReLu) function. The formula is defined as following,
Compared with traditional sigmoid and tanh function, ReLu possesses the advantages of gradient unsaturated and fast computing speed. ReLu only needs to set threshold comparing with traditional activation function which computes index to get activation values. This greatly speeds up the computing speed of the forward propagation. Meanwhile, ReLu has these characteristics such as unilateral inhibition, relatively wide border excitement, and sparse activation, which is more close to the activation state of brain neurons. The use of ReLu makes the network introduce the sparse speciality, which is equivalent to the unsupervised learning of training.
Here X is the input of the first layer, Y is the output of the lth layer, the relationship between input and output of the first layer under the restriction of ReLu is as following, Loss function. By analyzing the usage scenarios and the advantages and disadvantages of each loss function, we choose Euclidean Loss (EL) to implement the network regression. Euclidean Loss is the Mean Square Error (MSE), which is widely applied in the regression problem. Especially the return value is real numbers. Let X be the input of the network, F X; θ be the prediction image and Y be the label image, the loss function of a single sample (X,Y) is then defined as following,
When the number of training samples is n, the loss function of the overall network is:
The prior part is the loss and the next part is the regularization (weight decay), which aim to reduce the weight of amplitude and prevent over fitting. The weight of attenuation parameter μ is used to control the relative importance of two formulas.
Stochastic gradient descent (SGD).
In stochastic gradient descent method, the weight W and bias B were updated as following,
Where σ is the learning rate. The key of gradient decent is the computation of the partial derivative. Back propagation algorithm is an effective method to compute partial derivative. By calculating L θ; X, Y and L θ; X, Y , we could get:
Thus we could update weight parameters on the basis of updated ∆W and ∆B . Then SGD is repeated to reduce the value of loss function and finally the neural network is solved.
Parameter initialization. To solve the neural network, we need to initialize the weight and bias to a tiny random value, and compute the optimal solution of the objective function using SGD. If each parameter is initialized as the same value, the W will get the same value for each i, which is not expected. In this paper, the parameters are initialized by randomly gaussian distribution with zero mean and standard deviation. The learning rate is set as 10 . And the output domain (label image Y) should be transformed to ensure its range be 0,1 .
Multi-scale learning. The convolutional layers accept arbitrary input sizes, and our network only consists of convolutional layers. So the training data could be formed by images with different size. The reconstruction images could also be any size in reconstruction.
Experimental Results
Training data. We implement our method using caffe package [11] . The 91 images [5] are used as our base training set. The color images are first transferred from RGB to YCbCr space before we start training and reconstruction. Human visual system is more sensitive to luminance component than chrominance component, so we only focus on luminance component in order to observe better reconstruction results.
Parameter settings. In the experiment, global parameters were set as: base_lr=0.0001, monmentum=0.9, weight_decay=0, batch_size=128. Parameters of each layer are shown in Fig. 2 . Evaluation metrics. Here the peak signal to noise ratio (PSNR) and structural similarity(SSIM) index are used as the evaluation metrics of the super-resolution reconstruction results. The unit of PSNR is dB, and the formula of PSNR is: PSNR 10 log (12) Where the MSE is the mean square error between the original image and the reconstruction image, and n is the number of bits per sample value.
The formula of SSIM is defined as following,
Here μ and μ represent for the mean value of x and y, σ and σ are the corresponding standard deviation. The parameters C k L and C k L , and k 0.01, k 0.03, L=255.
Comparisons to state of the art. In the experiment, bicubic interpolation is set as the benchmark algorithm, then we compare SRCNN and TRSRCNN we proposed in this paper. The dataset Set5 [12] (5 images) and Set14 [13] (14 images) are used as test data to evaluate the performance of the proposed method. The average PSNR and average SSIM for datasets Set5 and Set14 for scale factor 3, 4,and 5 is shown in Table 1 , and the reconstruction result is shown in Fig. 3 . 
Conclusion
In this paper, the image super-resolution reconstruction method based on three layers convolutional neural network is improved. A six-layer model is put forward to get more detailed information. The first three layers obtain shallow texture information by learning and transferring the mid-level features, while the last three layers obtain the high frequency detailed information and implement features enhancement. Experimental results show that the proposed method could effectively improve the effect of super-resolution reconstruction comparing with the traditional methods.
