Abstract. For H a separable infinite dimensional complex Hilbert space, we prove that every B(H) operator has a basis with respect to which its matrix representation has a universal block tridiagonal form with block sizes given by a simple exponential formula independent of the operator. From this, such a matrix representation can be further sparsified to slightly sparser forms; it can lead to a direct sum of even sparser forms reflecting in part some of its reducing subspace structure; and in the case of operators without invariant subspaces (if any exists), it gives a plethora of sparser block tridiagonal representations. An extension to unbounded operators occurs for a certain domain of definition condition. Moreover this process gives rise to many different choices of block sizes.
Introduction
How sparse can a matrix of an operator be? By this we mean the following: If T is a bounded linear operator on infinite dimensional, separable, complex Hilbert space H, can we find an orthonormal basis with respect to which the matrix of T has as many zero entries as possible? A change of basis corresponds to a unitary operator U , which yields the matrix representation of T in the new basis {U e n }, or equivalently, as the matrix of U −1 T U in the original basis {e n } of T . Thus our question can be phrased as: How sparse can U −1 T U be made? An extreme example is the Spectral Theorem for normal compact operators yielding diagonal operators. It is well known that every selfadjoint operator (even when not compact) that possesses a cyclic vector can be represented as a tridiagonal matrix, and if it does not possess a cyclic vector then it can at least be represented as a direct sum (finite or infinite) of tridiagonal matrices. We found a way to universally generalize these tridiagonal phenomena but with block tridiagonal matrices. That is, we will extend the tridiagonal form idea to each B(H) operator but it will be a block tridiagonal matrix with universal block sizes independent of the operator. Moreover, our methods will hold more generally, i.e. for all B(H) operators and for unbounded operators with a certain constraint.
Block tridiagonal matrices have been useful in establishing various results related to [5] , the PearcyTopping compact commutator problem: What operators are commutators of compact operators, i.e., operators of the form [A, B] = AB − BA, with A, B compact? An outstanding result in this direction is Anderson's construction in [1] , where he employed block tridiagonal matrices with a particular arithmetic mean growth to prove that every rank one projection operator is a commutator of compact operators. From here, he proved the important consequence: Every compact operator is a commutator of a compact operator with a bounded operator. Moreover, in [5] Pearcy-Topping asked whether every trace class operator with zero trace is a commutator of Hilbert-Schmidt operators, or at least a finite sum of such commutators. In the same period the third author answered these questions in the negative in [6] . This work introduced the study of matrix sparsification in terms of staircase form representations.
Historically, [6] introduced staircase forms for general operators (Theorem 2.1) which herein leads us to universal block tridiagonal forms (Theorem 2.4). In this article, we will obtain a general matrix sparsification via a special unitary operator by showing how the staircase forms can be reorganized into block tridiagonal forms. As in Anderson's model [1] , we hope block tridiagonal forms are more manageable for computations. Then we provide two independent further sparsifications, potentially even more manageable for computations.
Sparsifying arbitrary matrices
The following general staircase form is obtained (from a slight modification of [6, Lemma] ) by considering the free semigroup on the two generators T, T * with any basis {e n } to generate a new basis via applying Gram-Schmidt to e 1 , T e 1 , T * e 1 , e 2 , T 2 e 1 , T * T e 1 , e 3 , T T * e 1 , T * 2 e 1 , e 4 , T e 2 , T * e 2 , e 5 , . . . . The latter list consists of W(T, T * ) (all words in T, T * , including the empty word I) applied to all elements of {e n } and arranged in this special order: first list e 1 followed by T, T * applied to e 1 to obtain the first three vectors; then list e 2 , followed by T, T * applied to the second vector in this list, namely T e 1 ; and so on.
An alternate way to view this is to start an induction with the first three terms e 1 , T e 1 , T * e 1 , followed by e 2 , e 3 , . . . , and then use Gram-Schmidt to obtain f 1 , f 2 , f 3 (the first 3 vectors of the new basis). Inductively, assume that f 1 , f 2 , . . . , f 3n have been chosen orthonormal with e 1 , e 2 , . . . , e n in their span and
j=1 f j , for 1 ≤ i ≤ n; then we extend this list to f 3n+1 , f 3n+2 , f 3(n+1) by continuing the Gram-Schmidt process with the first three new linearly independent vectors from the list
Clearly because {e n } spans H, {f n } forms a basis. And moreover, this basis together with this inductive condition yield the following matrix form with respect to {f n } by using the condition T f n , T * f n ∈ ∨ 3n j=1 f j for all n.
Theorem 2.1. [6, Theorem 2] For every T ∈ B(H), there is a basis whose implementing operator U fixes an arbitrary e 1 and with respect to which basis {e n } the matrix of U −1 T U takes the staircase form
with each e n ∈ ∨ 3n k=1 U e k and where this (2.1) matrix has row and column support lengths 3, 6, 9, . . . . In addition, if S 1 , · · · , S N is any finite collection of selfadjoint operators, then there is a unitary operator U that fixes e 1 for which each operator U −1 S k U has the form (2.1) with 3, 6, 9, . . . replaced by N +1, 2(N +1), 3(N +1), · · ·, with each e n ∈ ∨ 1+(n−1)(N +1) k=1 U e k . When S 1 , · · · , S N are not necessarily selfadjoint, we have 3, 6, 9, . . . replaced by 2N +1, 2(2N +1), 3(2N +1), · · · , with each e n ∈ ∨
Definition 2.2. We call the * -entries in (2.1) the support entries. Albeit some can also be zero as we shall see in Theorems 2.7 and 2.8.
Remark 2.3. (i)
In fact we have a little more. The proof for a single operator yields 2, 5, 8, . . . for the columns and 3, 6, 9, . . . for the rows, i.e., T f n is a linear combination of at most f 1 , f 2 , · · · , f 3n−1 vectors and T * f n is a linear combination of at most f 1 , f 2 , · · · , f 3n vectors, for n ≥ 1. From here an important question is: Is there a more substantial sparsification of the form in (2.1)? Theorems 2.7 and 2.8 achieve this and imply the obvious question: Can we sparsify these forms even further? One goal as mentioned earlier is to improve their computation potential.
When T possesses a cyclic vector v (i.e., v, T v, T 2 v, . . . spans H), (2.1) would have instead column support sizes 2, 3, 4, . . . obtaining an upper Hessenberg form [2, Problem 44] . Or if one preferred also simultaneous sparsification of the rows, and had a joint cyclic vector in that v, T v,
span H (the free semigroup on the two generators T, T * but arranged in this specific order), then applying Gram-Schmidt to this sequence obtains the matrix pattern 2, 4, 6, . . . columns and 3, 5, 7, . . . rows. So in particular, for an operator T with no invariant subspaces (if indeed one exists), every nonzero vector is cyclic (otherwise for noncyclic v, the span of v, T v, T 2 v, . . . is a nontrivial invariant subspace). Or, if T has no proper reducing subspaces (which can occur) then every vector is jointly cyclic, i.e.
In either case we obtain for T this above 2, 4, 6, . . . / 3, 5, 7, . . . sparser staircase pattern.
(ii) The same applies to those unbounded operators T whose free semigroup on these two generators has a basis on which all words w(T, T * ) are defined. Albeit, we don't know how to test for this.
From Staircase to Block Tridiagonal Matrix Forms
Theorem 2.1 gives a striking 3, 6, 9, . . . staircase universal form for an arbitrary operator and universal simultaneous staircase forms with larger stairs for arbitrary finite collections.
Staircase form (2.1) will allow us to represent a matrix in universal block tridiagonal form
which we believe may be fundamental and of broad general interest. Even for our orthonormal basis {e n } ∞ n=1 in which T is given by (2.2), the sizes of these blocks we will determine and see they are not unique (see Theorem 2.4). We believe it could be of further general interest to make the (2.2) matrix blocks as sparse as possible, i.e., obtain further universal zeros. Two ways to accomplish this are demonstrated in Theorems 2.7-2.8. We begin with the following theorem which gives canonical dimensions for the blocks in (2.2) in order that they cover all the support entries. And since there will be no change of basis, we retain the Theorem 2.1 condition that each e n ∈ ∨ 3n k=1 U e k . Theorem 2.4. For all T ∈ B(H), the block tridiagonal partition of the matrix of T induced by (2.1) is given by (2.2), where C 1 , A 1 , and B 1 are 1 × 1, 1 × 2 and 2 × 1 matrices, respectively; and for k ≥ 2,
Alternatively one can choose C 1 , A 1 , B 1 to be n 1 ×n 1 , n 1 ×2n 1 , 2n 1 ×n 1 matrices respectively; and for
More generally, necessary and sufficient conditions that (2.2) cover the (2.1) staircase support entries are: n 1 is chosen arbitrarily and n k+1 ≥ 2(n 1 + n 2 + · · · + n k ).
Proof. The partition of the matrix for T to blocks goes row by row. We select the sizes for C 1 and A 1 to be 1 × 1 and 1 × 2, respectively. This forces B 1 to be 2 × 1. For any k ∈ N, if the sizes of C k , A k and B k are n k × n k , n k × n k+1 and n k+1 × n k , respectively, then the members of the sequence {n k } must satisfy the condition n k+1 ≥ 2(n 1 + n 2 + · · · + n k ). Indeed, the width of A k has to be sufficient to cover all support entries on the right of C k and these lie in rows n 1 + n 2 + · · · + n k−1 + 1 through n 1 + n 2 + · · · + n k . The last of these support entries stretch out to the position 3(n 1 + n 2 + · · · + n k ). However, block A k starts with the column n 1 + n 2 + · · · + n k−1 + 1, so by considering its last (2.1)-staircase row it needs to cover at least 3(n 1 + n 2 + · · · + n k ) − (n 1 + n 2 + · · · + n k ) = 2(n 1 + n 2 + · · · + n k ) more support entries. Consequently, the C k+1 size n k+1 ≥ 2(n 1 + n 2 + · · · + n k ). Taking equality for every k and n 1 = 1 yields (2.3).
The necessary and sufficient conditions that (2.2) cover the (2.1) staircase support entries: n 1 is chosen arbitrarily and n k+1 ≥ 2(n 1 + n 2 + · · · + n k ), follows by the same argument. ′ n } blocks, yet it belongs to A 3 . Since this example has n 1 = 4 one might ask whether the canonical blocks are minimal among those that have n 1 = 1. Once again, the answer is no: take n
Again, the (4, 27) entry in the matrix of T does not lie in any of the associated blocks, yet it belongs to A 3 .
Cyclic vector consequences. In case T and T * have a joint cyclic vector v, i.e., the collection W(T, T * )v spans H, so if in particular the operator T has a cyclic vector v (W(T )v spans H), then the (2.2) diagonal square blocks have smaller sizes 1 × 1, 2 × 2, 4 × 4, 8 × 8, . . . and with off-diagonal block sizes forced accordingly. Indeed, the list e 1 , T e 1 , T * e 1 , e 2 , T 2 e 1 , T * T e 1 , e 3 , T T * e 1 , T * 2 e 1 , e 4 , T e 2 , T * e 2 , e 5 , . . . , that was used in the proof of Theorem 2.1 is now substantially reduced. That is, the vectors e n , for n ≥ 2, can be deleted, their purpose being to ensure that the new orthogonal set spans H. It follows that instead of the 3, 6, 9, . . . pattern we get 2, 4, 6, 8, . . . . The same reasoning as in the proof of Theorem 2.4 now yields the inequality n k+1 ≥ n 1 + n 2 + · · · + n k and equality for all k leads to the blocks of smaller sizes than in (2.3). Namely from n k+1 = n 1 + n 2 + · · · + n k and n k = n 1 + n 2 + · · · + n k−1 , we obtain n k+1 − n k = n k , n k+1 = 2n k , and finally n k = 2 k−1 n 1 . Then in general, H can be represented as an orthogonal direct sum of reducing subspaces on which T and T * have a joint cyclic vector, and thus we have: It is natural to ask whether Theorem 2.4 can be further improved, i.e. obtain more universal zeros in the blocks. Here, we are attempting to preserve the structure and block sizes as in Theorem 2.4, while ensuring that some additional entries in these blocks are universally zeros. The following theorem presents one way to achieve this. It applies more generally only requiring that {n k } be non-decreasing (so that A k has width no less than its height).
Theorem 2.7. Every block tridiagonal matrix with diagonal block sizes {n k } non-decreasing is unitarily equivalent to a block tridiagonal matrix with the same block sizes but also with A n of the form (A Proof. Consider the block tridiagonal matrix form of T as in (2.2) with {n k } non-decreasing. We will define recursively a sequence of unitary matrices {U n } with the size of U n same as the size of C n (i.e., n k × n k ), and U their direct sum. The matrix for U * T U becomes
Let U 1 = I and suppose that matrices {U i } k i=1 have been selected. Consider the square matrix
with the zero matrix of height n k+1 − n k , and let X * = U P be the polar decomposition of X * . Then P = U * X * = XU , because P is selfadjoint. Further,
On the other hand,
and we define U k+1 = U . This implies that U *
. . .
where eachÃ n has the form (A ′ n | 0) with A ′ n a positive square matrix. The "alternatively" part of Theorem 2.7 follows by applying to T * the first part.
At this point it is natural to ask whether this form can be sparsified further. That is, is there a choice of an orthonormal basis in which (2.2) can be sparsified beyond the above matrix (2.4)? Recently, we have been able to prove such a result in the Theorems 2.1, 2.4 setting. However we here get the weaker spanning condition: e n ∈ ∨ 3 n k=1 U e k , than that of Theorem 2.1. Theorem 2.8. For arbitrary T ∈ B(H) and any orthonormal basis {e n } of H, there exists an orthonormal basis {f n } in which T has a block tridiagonal form as in (2.2) Proof. Our first step is to define recursively a sequence {g n } that contains {e n } dispersed more sparsely than the sequence described in the first paragraph of Section 2. We will use the notation n 1 = 1, n k = 2(3 k−2 ), for k ≥ 2, and s k = n 1 + n 2 + · · · + n k , for k ≥ 1 and s 0 = 0. It is clear that every positive integer n can be written in a unique way as n = s k + r, where 1 ≤ r ≤ n k+1 .
Then we define g 1 = e 1 , g 2 = T e 1 , g 3 = T * e 1 and for n ≥ 4 we use the following formulas:
It is not hard to verify that {g n } is a well-defined sequence that contains {e k }. Let us assume for a moment that {g n } is linearly independent. (The case of linear dependence we deal with at the end of the proof.) By applying Gram-Schmidt process to {g n } we obtain an orthonormal basis {f n }. An easy calcuation yields s k+1 = 3 k so the spanning condition follows from (2.7). It follows from (2.5) that the length of the nonzero portion of the mth column, where m = s k−1 + r, does not exceed n = s k + r. The inequalities in (2.5) imply that 1 ≤ r ≤ n k , hence s k−1 + 1 ≤ m ≤ s k−1 + n k = s k and these characterize the columns that go through the block B k . Since the length of the nonzero portions of these columns does not exceed n = s k + r = m + n k it follows that B k is upper triangular and all the blocks below B k in (2.2) are zeros.
Similarly, the inequalities in (2.6) imply that n k + 1 ≤ r ≤ n k+1 − 1, whence
This shows that row r + 1 − k goes through either the block A k or A k+1 . More precisely, it goes through
and through A k+1 if
If we replace k by k + 1 in (2.8) we obtain rows numbered n k+1 − k + 1 through s k+1 . Together with (2.9) it shows that as k takes positive integer values all rows of the matrix for T appear in (2.6). For rows that go through A k , (resp., A k+1 ) condition in (b) means that the length of the nonzero portion of row m should not exceed m + 2n k+1 /3 (resp., m + 2n k+2 /3). By (2.6), the length of the row r + 1 − k does not exceed n = s k + r = (r + 1 − k) + (s k + k − 1). A calculation shows that s k + k − 1 ≤ 2n k+1 /3 ≤ 2n k+2 /3 for k ≥ 2, so (b) is proved together with the fact that all blocks in (2.2) to the right of A k are indeed zero blocks.
In the case that the sequence {g n } constructed above is not linearly independent, there exists n 0 ∈ N for which g n0 ∈ ∨ n0−1 k=1 g k . In that case, we will delete the equation that has g n0 on the left side and in the subsequent equations g n0+1 will be replaced by g n0 , g n0+2 by g n0+1 , etc. Since in each equation of the form g n = T g i (resp, g n = T * g i ), n determines the maximum length of the i-th row (resp., column), this will decrease the said maximum by one so the conclusions of the theorem will hold all the more. Of course, if there is a next such number, we apply the same procedure, and so on.
The "alternatively" part of Theorem 2.8 follows by applying to T * the first part.
Remark 2.9. Both Theorem 2.7 and Theorem 2.8 exhibit a lack of symmetry regarding the role of blocks {A n } and {B n }, but we do not know if each of these further sparsifications A n , B n forms (Theorems 2.7 and 2.8) can be achieved symmetrically. We suspect not in general.
Remark 2.10. The results of this section share the same method of finding the desired orthonormal basis {f n }. An arbitrary orthonormal basis {e n } is augmented by adding all vectors of the form w(T, T * )e k , (all words in T, T * , i.e., the free semigroup on two generators, applied to all e k ), arranged in a certain order, to which the Gram-Schmidt orthogonalization is applied. It follows that the same results hold even when T is an unbounded operator, as long as all words w(T, T * )e k are defined. One condition that achieves this is when each e k ∈ (domain T ) ∩ (domain T * ) and (range T ) ∪ (range T * ) ⊂ (domain T ) ∩ (domain T * ).
Both Theorems 2.7 and 2.8 show that each block A n can be sparsified to (A Note: replacing t 31 = 1 makes T selfadjoint, hence diagonalizable and not an appropriate test case.
Recall that Remark 2.3 shows that one can obtain the (3,1) entry equal to 0. This test case question is whether the matrix (2.10) is unitarily equivalent to a matrix with the entries (1,3), (2, 5) and (3, 4) equal to 0 as well. Of course, it is expected that other entries may change, with the exception of those five that are zeros.
