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1. Some basic ideas
Idempotent mathematics is based on replacing the usual arithmetic
operations with a new set of basic operations (such as maximum or min-
imum), that is on replacing numerical fields by idempotent semirings
and semifields. Typical examples are given by the so-called max-plus
algebra Rmax and the min-plus algebra Rmin. Let R be the field of real
numbers. Then Rmax = R∪{−∞} with operations x⊕ y = max{x, y}
and x ⊙ y = x + y. Similarly Rmin = R ∪ {+∞} with the operations
⊕ = min, ⊙ = +. The new addition ⊕ is idempotent, i.e., x ⊕ x = x
for all elements x.
Many authors (S. C. Kleene, S. N. N. Pandit, N. N. Vorobjev, B. A.
Carre, R. A. Cuninghame-Green, K. Zimmermann, U. Zimmermann,
M. Gondran, F. L. Baccelli, G. Cohen, S. Gaubert, G. J. Olsder, J.-
P. Quadrat, and others) used idempotent semirings and matrices over
these semirings for solving some applied problems in computer science
and discrete mathematics, starting from the classical paper of S. C.
Kleene [88]. The modern idempotent analysis (or idempotent calcu-
lus, or idempotent mathematics) was founded by V. P. Maslov and his
collaborators in the 1980s in Moscow; see, e.g., [96, 119–124]. Some
preliminary results are due to E. Hopf and G. Choquet, see [24, 71].
Idempotent mathematics can be treated as a result of a dequan-
tization of the traditional mathematics over numerical fields as the
Planck constant ~ tends to zero taking imaginary values. This point of
view was presented by G. L. Litvinov and V. P. Maslov [102–104], see
also [110, 111]. In other words, idempotent mathematics is an asymp-
totic version of the traditional mathematics over the fields of real and
complex numbers.
The basic paradigm is expressed in terms of an idempotent corre-
spondence principle. This principle is closely related to the well-known
correspondence principle of N. Bohr in quantum theory. Actually, there
exists a heuristic correspondence between important, interesting, and
useful constructions and results of the traditional mathematics over
fields and analogous constructions and results over idempotent semir-
ings and semifields (i.e., semirings and semifields with idempotent ad-
dition).
A systematic and consistent application of the idempotent correspon-
dence principle leads to a variety of results, often quite unexpected.
As a result, in parallel with the traditional mathematics over fields,
its “shadow,” the idempotent mathematics, appears. This “shadow”
stands approximately in the same relation to the traditional mathe-
matics as does classical physics to quantum theory, see Fig. 1. In many
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Figure 1. Relations between idempotent and tradi-
tional mathematics.
respects idempotent mathematics is simpler than the traditional one.
However the transition from traditional concepts and results to their
idempotent analogs is often nontrivial.
2. Semirings, semifields, and dequantization
Consider a set S equipped with two algebraic operations: addition
⊕ and multiplication ⊙. It is a semiring if the following conditions are
satisfied:
• the addition ⊕ and the multiplication ⊙ are associative;
• the addition ⊕ is commutative;
• the multiplication ⊙ is distributive with respect to the addition
⊕:
x⊙ (y ⊕ z) = (x⊙ y)⊕ (x⊙ z) and (x⊕ y)⊙ z = (x⊙ z)⊕ (y ⊙ z)
for all x, y, z ∈ S.
A unity of a semiring S is an element 1 ∈ S such that 1⊙x = x⊙1 = x
for all x ∈ S. A zero of a semiring S is an element 0 ∈ S such that
0 6= 1 and 0 ⊕ x = x, 0 ⊙ x = x ⊙ 0 = 0 for all x ∈ S. A semiring S
is called an idempotent semiring if x⊕ x = x for all x ∈ S. A semiring
S with neutral elements 0 and 1 is called a semifield if every nonzero
element of S is invertible. Note that dio¨ıds in the sense of [9, 67, 68],
quantales in the sense of [147,148], and inclines in the sense of [84] are
examples of idempotent semirings.
Let R be the field of real numbers and R+ the semiring of all non-
negative real numbers (with respect to the usual addition and multipli-
cation). The change of variables x 7→ u = h lnx, h > 0, defines a map
Φh : R+ → S = R ∪ {−∞}. Let the addition and multiplication oper-
ations be mapped from R to S by Φh, i.e., let u⊕h v = h ln(exp(u/h)+
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Figure 2. Deformation of R+ to R
(h). Inset: same for
a small value of h.
exp(v/h)), u ⊙ v = u + v, 0 = −∞ = Φh(0), 1 = 0 = Φh(1), so S has
a structure of a semiring R(h) isomorphic to R+; see Fig. 2.
It can easily be checked that u ⊕h v → max{u, v} as h → 0 and
that S forms a semiring with respect to addition u ⊕ v = max{u, v}
and multiplication u ⊙ v = u + v with zero 0 = −∞ and unit 1 = 0.
Denote this semiring by Rmax; it is idempotent, i.e., u⊕u = u for all its
elements. The semiring Rmax is actually a semifield. The analogy with
quantization is obvious; the parameter h plays the roˆle of the Planck
constant, so R+ can be viewed as a “quantum object” and Rmax as the
result of its “dequantization.” A similar procedure (for h < 0) gives
the semiring Rmin = R∪ {+∞} with the operations ⊕ = min, ⊙ = +;
in this case 0 = +∞, 1 = 0. The semirings Rmax and Rmin are isomor-
phic. This passage to Rmax orRmin is called theMaslov dequantization.
It is clear that the corresponding passage from C or R to Rmax is gen-
erated by the Maslov dequantization and the map x 7→ |x|. By misuse
of language, we shall also call this passage the Maslov dequantization.
Connections with physics and the meaning of imaginary values of the
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Planck constant are discussed below (Section 6) and in [110,111]. The
idempotent semiring R∪{−∞}∪{+∞} with the operations ⊕ = max,
⊙ = min can be obtained as a result of a “second dequantization” of C,
R or R+. Dozens of interesting examples of nonisomorphic idempotent
semirings may be cited as well as a number of standard methods of de-
riving new semirings from these (see, e.g., [26,64,66–70,104,110]). The
so-called idempotent dequantization is a generalization of the Maslov
dequantization; this is a passage from fields to idempotent semifields
and semirings in mathematical constructions and results.
The Maslov dequantization is related to the well-known logarithmic
transformation that was used, e.g., in the classical papers of E. Schro¨-
dinger [153] and E. Hopf [71]. The term ‘Cole-Hopf transformation’ is
also used. The subsequent progress of E. Hopf’s ideas has culminated in
the well-known vanishing viscosity method and the method of viscosity
solutions, see, e.g., [10, 19, 54, 122, 125,149,167].
3. Terminology: Tropical semirings and tropical
mathematics
The term ‘tropical semirings’ was introduced in computer science to
denote discrete versions of the max-plus algebra Rmax or min-plus alge-
bra Rmin and their subalgebras; (discrete) semirings of this type were
called tropical semirings by Dominic Perrin in honour of Imre Simon
(who is a Brasilian mathematician and computer scientist) because of
his pioneering activity in this area, see [140].
More recently the situation and terminology have changed. For the
most part of modern authors ‘tropical’ means ‘over Rmax (or Rmin)’
and tropical semirings are idempotent semifields Rmax and Rmin. The
terms ‘max-plus’ and ‘min-plus’ are often used in the same sense. Now
the term ‘tropical mathematics’ usually means ‘mathematics over Rmax
or Rmin’, see, e.g., [7, 11, 12, 14, 39, 41, 55, 56, 59, 60, 72–78, 85, 86, 126–
129,131,132,134,135,146,155,156,161–165,169–171]. Terms ‘tropical-
ization’ and ‘tropification’ (see, e.g., [87]) mean exactly dequantization
and quantization in our sense. In any case, tropical mathematics is
a natural and very important part of idempotent mathematics. Some
well known constructions and results of idempotent mathematics were
repeated in the framework of tropical mathematics (and especially trop-
ical linear algebra).
Note that in papers [174–176] N. N. Vorobjev developed a version of
idempotent linear algebra (with important applications, e.g., to mathe-
matical economics) and predicted many aspects of the future extended
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theory. He used the terms ‘extremal algebras’ and ‘extremal mathe-
matics’ for idempotent semirings and idempotent mathematics. Unfor-
tunately, N. N. Vorobjev’s papers and ideas were forgotten for a long
period, so his remarkable terminology is not in use any more.
4. Idempotent algebra and linear algebra
The first known paper on idempotent linear algebra is due to S. Klee-
ne [88]. Systems of linear algebraic equations over an exotic idempo-
tent semiring of all formal languages over a fixed finite alphabet are
examined in this work; however, S. Kleene’s ideas are very general and
universal. Since then, dozens of authors investigated matrices with
coefficients belonging to an idempotent semiring and the correspond-
ing applications to discrete mathematics, computer science, computer
languages, linguistic problems, finite automata, optimization problems
on graphs, discrete event systems and Petry nets, stochastic systems,
computer performance evaluation, computational problems etc. This
subject is very well known and well presented in the corresponding lit-
erature, see, e.g., [9,17,18,21,25,28–30,44,62,64–70,84,93,96,102,104–
107,114,115,122,174–177,187].
Idempotent abstract algebra is not so well developed yet (on the
other hand, from a formal point of view, the lattice theory and the
theory of ordered groups and semigroups are parts of idempotent al-
gebra). However, there are many interesting results and applications
presented, e.g., in [29–31,81, 147, 148,154].
In particular, an idempotent version of the main theorem of alge-
bra holds [31,154] for radicable idempotent semifields (a semiring A is
radicable if the equation xn = a has a solution x ∈ A for any a ∈ A
and any positive integer n). It is proved that Rmax and other radicable
semifields are algebraically closed in a natural sense [154].
Over the last years, tropical algebraic geometry attracted a lot of
attention. This subject will be briefly discussed below (Section 11).
5. Idempotent analysis
Idempotent analysis was initially constructed by V. P. Maslov and
his collaborators and then developed by many authors. The subject is
presented in the book of V. N. Kolokoltsov and V. P. Maslov [96] (a
version of this book in Russian [122] was published in 1994).
Let S be an arbitrary semiring with idempotent addition ⊕ (which
is always assumed to be commutative), multiplication ⊙, zero 0, and
unit 1. The set S is supplied with the standard partial order : by
definition, a  b if and only if a ⊕ b = b. Thus all elements of S are
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nonnegative: 0  a for all a ∈ S. Due to the existence of this order,
idempotent analysis is closely related to the lattice theory, theory of
vector lattices, and theory of ordered spaces. Moreover, this partial
order allows to model a number of basic “topological” concepts and
results of idempotent analysis at the purely algebraic level; this line of
reasoning was examined systematically in [108–112] and [26].
Calculus deals mainly with functions whose values are numbers. The
idempotent analog of a numerical function is a map X → S, where X
is an arbitrary set and S is an idempotent semiring. Functions with
values in S can be added, multiplied by each other, and multiplied by
elements of S pointwise.
The idempotent analog of a linear functional space is a set of S-
valued functions that is closed under addition of functions and mul-
tiplication of functions by elements of S, or an S-semimodule. Con-
sider, e.g., the S-semimodule B(X,S) of all functions X → S that are
bounded in the sense of the standard order on S.
If S = Rmax, then the idempotent analog of integration is defined by
the formula
I(ϕ) =
∫ ⊕
X
ϕ(x) dx = sup
x∈X
ϕ(x), (1)
where ϕ ∈ B(X,S). Indeed, a Riemann sum of the form
∑
i
ϕ(xi) · σi
corresponds to the expression
⊕
i
ϕ(xi)⊙ σi = max
i
{ϕ(xi) + σi}, which
tends to the right-hand side of (1) as σi → 0. Of course, this is a purely
heuristic argument.
Formula (1) defines the idempotent (or Maslov) integral not only for
functions taking values in Rmax, but also in the general case when any
of bounded (from above) subsets of S has the least upper bound.
An idempotent (or Maslov) measure on X is defined by mψ(Y ) =
sup
x∈Y
ψ(x), where ψ ∈ B(X,S), Y ⊆ X. The integral with respect to
this measure is defined by
Iψ(ϕ) =
∫ ⊕
X
ϕ(x) dmψ =
∫ ⊕
X
ϕ(x)⊙ψ(x) dx = sup
x∈X
(ϕ(x)⊙ψ(x)). (2)
Obviously, if S = Rmin, then the standard order  is opposite to the
conventional order ≤, so in this case equation (2) assumes the form∫ ⊕
X
ϕ(x) dmψ =
∫ ⊕
X
ϕ(x)⊙ ψ(x) dx = inf
x∈X
(ϕ(x)⊙ ψ(x)),
where inf is understood in the sense of the conventional order ≤.
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Note that the so-called pseudo-analysis (see, e.g., the survey paper
of E. Pap [138]) is related to a special part of idempotent analysis;
however, this pseudo-analysis is not a proper part of idempotent math-
ematics in the general case. Some generalizations of Maslov measures
are discussed in [89, 137].
6. The superposition principle and linear problems
Basic equations of quantum theory are linear; this is the superposi-
tion principle in quantum mechanics. The Hamilton–Jacobi equation,
the basic equation of classical mechanics, is nonlinear in the conven-
tional sense. However, it is linear over the semirings Rmax and Rmin.
Similarly, different versions of the Bellman equation, the basic equation
of optimization theory, are linear over suitable idempotent semirings;
this is V. P. Maslov’s idempotent superposition principle, see [119–123].
For instance, the finite-dimensional stationary Bellman equation can be
written in the form X = H⊙X⊕F , where X, H , F are matrices with
coefficients in an idempotent semiring S and the unknown matrix X
is determined by H and F [20]. In particular, standard problems of
dynamic programming and the well-known shortest path problem cor-
respond to the cases S = Rmax and S = Rmin, respectively. In [20],
it was known that principal optimization algorithms for finite graphs
correspond to standard methods for solving systems of linear equations
of this type (over semirings). Specifically, Bellman’s shortest path algo-
rithm corresponds to a version of Jacobi’s algorithm, Ford’s algorithm
corresponds to the Gauss–Seidel iterative scheme, etc.
The linearity of the Hamilton–Jacobi equation over Rmin and Rmax,
which is the result of the Maslov dequantization of the Schro¨dinger
equation, is closely related to the (conventional) linearity of the Schro¨-
dinger equation and can be deduced from this linearity. Thus, it is
possible to borrow standard ideas and methods of linear analysis and
apply them to a new area.
Consider a classical dynamical system specified by the Hamiltonian
H = H(p, x) =
N∑
i=1
p2i
2mi
+ V (x),
where x = (x1, . . . , xN) are generalized coordinates, p = (p1, . . . , pN)
are generalized momenta, mi are masses, and V (x) is the potential. In
this case the Lagrangian L(x, x˙, t) has the form
L(x, x˙, t) =
N∑
i=1
mi
x˙2i
2
− V (x),
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where x˙ = (x˙1, . . . , x˙N), x˙i = dxi/dt. The value function S(x, t) of the
action functional has the form
S =
∫ t
t0
L(x(t), x˙(t), t) dt,
where the integration is performed along the factual trajectory of the
system. The classical equations of motion are derived as the stationar-
ity conditions for the action functional (the Hamilton principle, or the
least action principle).
For fixed values of t and t0 and arbitrary trajectories x(t), the action
functional S = S(x(t)) can be considered as a function taking the set of
curves (trajectories) to the set of real numbers which can be treated as
elements ofRmin. In this case the minimum of the action functional can
be viewed as the Maslov integral of this function over the set of trajec-
tories or an idempotent analog of the Euclidean version of the Feynman
path integral. The minimum of the action functional corresponds to the
maximum of e−S, i.e. idempotent integral
∫ ⊕
{paths}
e−S(x(t))D{x(t)} with
respect to the max-plus algebra Rmax. Thus the least action principle
can be considered as an idempotent version of the well-known Feynman
approach to quantum mechanics. The representation of a solution to
the Schro¨dinger equation in terms of the Feynman integral corresponds
to the Lax–Ole˘ınik solution formula for the Hamilton–Jacobi equation.
Since ∂S/∂xi = pi, ∂S/∂t = −H(p, x), the following Hamilton–
Jacobi equation holds:
∂S
∂t
+H
(
∂S
∂xi
, xi
)
= 0. (3)
Quantization (see, e.g., [48]) leads to the Schro¨dinger equation
−
~
i
∂ψ
∂t
= Ĥψ = H(pˆi, xˆi)ψ, (4)
where ψ = ψ(x, t) is the wave function, i.e., a time-dependent element
of the Hilbert space L2(RN), and Ĥ is the energy operator obtained by
substitution of the momentum operators p̂i =
~
i
∂
∂xi
and the coordinate
operators x̂i : ψ 7→ xiψ for the variables pi and xi in the Hamilton-
ian function, respectively. This equation is linear in the conventional
sense (the quantum superposition principle). The standard procedure
of limit transition from the Schro¨dinger equation to the Hamilton–
Jacobi equation is to use the following ansatz for the wave function:
ψ(x, t) = a(x, t)eiS(x,t)/~, and to keep only the leading order as ~ → 0
(the ‘semiclassical’ limit).
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Instead of doing this, we switch to imaginary values of the Planck
constant ~ by the substitution h = i~, assuming h > 0. Thus the
Schro¨dinger equation (4) turns to the following generalized heat equa-
tion:
h
∂u
∂t
= H
(
−h
∂
∂xi
, xˆi
)
u, (5)
where the real-valued function u corresponds to the wave function ψ
(or, rather, to |ψ|). A similar idea (the switch to imaginary time) is
used in the Euclidean quantum field theory (see, e.g., [130]); let us
remember that time and energy are dual quantities.
Linearity of equation (4) implies linearity of equation (5). Thus if
u1 and u2 are solutions of (5), then so is their linear combination
u = λ1u1 + λ2u2. (6)
Let S = h ln u or u = eS/h as in Section 2 above. It can easily be
checked that equation (5) thus turns to
∂S
∂t
= V (x) +
N∑
i=1
1
2mi
(
∂S
∂xi
)2
+ h
n∑
i=1
1
2mi
∂2S
∂x2i
. (7)
Thus we have a passage from (4) to (7) by means of the change of
variables ψ = eS/h. Note that |ψ| = eReS/h , where ReS is the real
part of S. Now let us consider S as a real variable. The equation (7)
is nonlinear in the conventional sense. However, if S1 and S2 are its
solutions, then so is the function
S = λ1 ⊙ S1⊕hλ2 ⊙ S2
obtained from (6) by means of our substitution S = h ln u. Here the
generalized multiplication ⊙ coincides with the ordinary addition and
the generalized addition ⊕h is the image of the conventional addition
under the above change of variables. As h → 0, we obtain the oper-
ations of the idempotent semiring Rmax, i.e., ⊕ = max and ⊙ = +,
and equation (7) turns to the Hamilton–Jacobi equation (3), since the
third term in the right-hand side of equation (7) vanishes.
Thus it is natural to consider the limit function S = λ1⊙S1⊕λ2⊙S2
as a solution of the Hamilton–Jacobi equation and to expect that this
equation can be treated as linear over Rmax. This argument (clearly,
a heuristic one) can be extended to equations of a more general form.
For a rigorous treatment of (semiring) linearity for these equations
see [52, 96, 122, 123] and also [120]. Notice that if h is changed to −h,
then we have that the resulting Hamilton–Jacobi equation is linear over
Rmin.
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The idempotent superposition principle indicates that there exist
important nonlinear (in the traditional sense) problems that are linear
over idempotent semirings. The liner idempotent functional analysis
(see below) is a natural tool for investigation of those nonlinear infinite-
dimensional problems that possess this property.
7. Convolution and the Fourier–Legendre transform
Let G be a group. Then the space B(X,Rmax) of all bounded func-
tions G→ Rmax (see above) is an idempotent semiring with respect to
the following analog ⊛ of the usual convolution:
(ϕ(x)⊛ ψ)(g) =
∫ ⊕
G
ϕ(x)⊙ ψ(x−1 · g) dx = sup
x∈G
(ϕ(x) + ψ(x−1 · g)).
Of course, it is possible to consider other “function spaces” (and other
basic semirings instead of Rmax). In [96,122] “group semirings” of this
type are referred to as convolution semirings.
Let G = Rn, where Rn is considered as a topological group with re-
spect to the vector addition. The conventional Fourier–Laplace trans-
form is defined as
ϕ(x) 7→ ϕ˜(ξ) =
∫
G
eiξ·xϕ(x) dx, (8)
where eiξ·x is a character of the group G, i.e., a solution of the following
functional equation:
f(x+ y) = f(x)f(y).
The idempotent analog of this equation is
f(x+ y) = f(x)⊙ f(y) = f(x) + f(y),
so “continuous idempotent characters” are linear functions of the form
x 7→ ξ ·x = ξ1x1+ · · ·+ ξnxn. As a result, the transform in (8) assumes
the form
ϕ(x) 7→ ϕ˜(ξ) =
∫ ⊕
G
ξ · x⊙ ϕ(x) dx = sup
x∈G
(ξ · x+ ϕ(x)). (9)
The transform in (9) is nothing but the Legendre transform (up to some
notation) [121]; transforms of this kind establish the correspondence
between the Lagrangian and the Hamiltonian formulations of classical
mechanics. The Legendre transform generates an idempotent version
of harmonic analysis for the space of convex functions, see, e.g., [118].
Of course, this construction can be generalized to different classes
of groups and semirings. Transformations of this type convert the
generalized convolution ⊛ to the pointwise (generalized) multiplication
and possess analogs of some important properties of the usual Fourier
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transform. For the case of semirings of Pareto sets, the corresponding
version of the Fourier transform reduces the multicriterial optimization
problem to a family of singlecriterial problems [152].
The examples discussed in this sections can be treated as fragments
of an idempotent version of the representation theory, see, e.g., [111].
In particular, “idempotent” representations of groups can be exam-
ined as representations of the corresponding convolution semirings (i.e.
idempotent group semirings) in semimodules.
8. Correspondence to stochastics and a duality between
probability and optimization
Maslov measures are nonnegative (in the sense of the standard order)
just as probability measures. The analogy between idempotent and
probability measures leads to important relations between optimiza-
tion theory and probability theory. By the present time idempotent
analogues of many objects of stochastic calculus have been constructed
and investigated, such as max-plus martingales, max-plus stochastic
differential equations, and others. These results allow, for example, to
transfer powerful stochastic methods to the optimization theory. This
was noticed and examined by many authors (G. Salut, P. Del Moral,
M. Akian, J.-P. Quadrat, V. P. Maslov, V. N. Kolokoltsov, P. Bern-
hard, W. A. Fleming, W. M. McEneaney, A. A. Puhalskii and others),
see the survey paper of W. A. Fleming and W. M. McEneaney [53]
and [1, 6, 13, 28, 35–38, 50–52, 69, 122, 141, 143, 144]. For relations and
applications to large deviations see [1, 35–38, 142] and especially the
book of A. A. Puhalskii [141].
9. Idempotent functional analysis
Many other idempotent analogs may be given, in particular, for basic
constructions and theorems of functional analysis. Idempotent func-
tional analysis is an abstract version of idempotent analysis. For the
sake of simplicity take S = Rmax and let X be an arbitrary set. The
idempotent integration can be defined by the formula (1), see above.
The functional I(ϕ) is linear over S and its values correspond to lim-
iting values of the corresponding analogs of Lebesgue (or Riemann)
sums. An idempotent scalar product of functions ϕ and ψ is defined
by the formula
〈ϕ, ψ〉 =
∫ ⊕
X
ϕ(x)⊙ ψ(x) dx = sup
x∈X
(ϕ(x)⊙ ψ(x)).
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So it is natural to construct idempotent analogs of integral operators
in the form
ϕ(y) 7→ (Kϕ)(x) =
∫ ⊕
Y
K(x, y)⊙ϕ(y) dy = sup
y∈Y
{K(x, y)+ϕ(y)}, (10)
where ϕ(y) is an element of a space of functions defined on a set Y ,
and K(x, y) is an S-valued function on X × Y . Of course, expressions
of this type are standard in optimization problems.
Recall that the definitions and constructions described above can
be extended to the case of idempotent semirings which are condition-
ally complete in the sense of the standard order. Using the Maslov
integration, one can construct various function spaces as well as idem-
potent versions of the theory of generalized functions (distributions).
For some concrete idempotent function spaces it was proved that every
‘good’ linear operator (in the idempotent sense) can be presented in
the form (10); this is an idempotent version of the kernel theorem of
L. Schwartz; results of this type were proved by V. N. Kolokoltsov,
P. S. Dudnikov and S. N. Samborski˘ı, I. Singer, M. A. Shubin and oth-
ers, see, e.g., [44,96,122,123,158]. So every ‘good’ linear functional can
be presented in the form ϕ 7→ 〈ϕ, ψ〉, where 〈, 〉 is an idempotent scalar
product.
In the framework of idempotent functional analysis results of this
type can be proved in a very general situation. In [108–112] an alge-
braic version of the idempotent functional analysis is developed; this
means that basic (topological) notions and results are simulated in
purely algebraic terms. The treatment covers the subject from basic
concepts and results (e.g., idempotent analogs of the well-known theo-
rems of Hahn-Banach, Riesz, and Riesz-Fisher) to idempotent analogs
of A. Grothendieck’s concepts and results on topological tensor prod-
ucts, nuclear spaces and operators. An abstract version of the kernel
theorem is formulated. Note that the passage from the usual theory
to idempotent functional analysis may be very nontrivial; for exam-
ple, there are many non-isomorphic idempotent Hilbert spaces. Impor-
tant results on idempotent functional analysis (duality and separation
theorems) are recently published by G. Cohen, S. Gaubert, and J.-
P. Quadrat [26]; see also a finite dimensional version of the separation
theorem in [183]. Idempotent functional analysis has received much at-
tention in the last years, see, e.g., [2–5,27,68,105,113,149,158,159,178]
and works cited above.
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10. The dequantization transform and generalization of
the Newton polytopes
In this section we briefly discuss results proved in the paper [113].
For functions defined on Cn almost everywhere (a.w.) it is possible to
construct a dequantization transform f → fˆ generated by the Maslov
dequantization. If f is a polynomial, then the subdifferential ∂fˆ of fˆ at
the origin coincides with the Newton polytope of f . For the semiring
of polynomials with nonnegative coefficients, the dequantization trans-
form is a homomorphism of this semiring to the idempotent semiring
of convex polytopes with respect to the well-known Minkovski opera-
tions. These results can be generalized to a wide class of functions and
convex sets.
10.1. The dequntization transform. Let X be a topological space.
For functions f(x) defined on X we shall say that a certain assertion
is valid almost everywhere (a.e.) if it is valid for all elements x of
an open dense subset of X. Suppose X is Cn or Rn; denote by Rn+
the set x = { (x1, . . . , xn) ∈ X | xi ≥ 0 for i = 1, 2, . . . , n}. For
x = (x1, . . . , xn) ∈ X we set exp(x) = (exp(x1), . . . , exp(xn)); so if
x ∈ Rn, then exp(x) ∈ Rn+.
Denote by F(Cn) the set of all functions defined and continuous on
an open dense subset U ⊂ Cn such that U ⊃ Rn+. In all the examples
below we consider even more regular functions, which are holomorphic
in U . It is clear that F(Cn) is a ring (and an algebra over C) with
respect to the usual addition and multiplications of functions.
For f ∈ F(Cn) let us define the function fˆh by the following formula:
fˆh(x) = h log |f(exp(x/h))|, (11)
where h is a (small) real parameter and x ∈ Rn. Set
fˆ(x) = lim
h→0
fˆh(x), (12)
if the right-hand part of (12) exists almost everywhere. We shall say
that the function fˆ(x) is a dequantization of the function f(x) and the
map f(x) 7→ fˆ(x) is a dequantization transform. By construction, fˆh(x)
and fˆ(x) can be treated as functions taking their values in Rmax. Note
that in fact fˆh(x) and fˆ(x) depend on the restriction of f to R
n
+ only;
so in fact the dequantization transform is constructed for functions
defined on Rn+ only. It is clear that the dequantization transform is
generated by the Maslov dequantization and the map x 7→ |x|. Of
course, similar definitions can be given for functions defined on Rn and
Rn+.
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Denote by V the set Rn treated as a linear Euclidean space (with
the scalar product (x, y) = x1y1 + x2y2 + · · ·+ xnyn) and set V+ = Rn+.
We shall say that a function f ∈ F(Cn) is dequantizable whenever its
dequantization fˆ(x) exists (and is defined on an open dense subset of
V ). By D(Cn) denote the set of all dequantizable functions and by
D̂(V ) denote the set { fˆ | f ∈ D(Cn) }. Recall that functions from
D(Cn) (and D̂(V )) are defined almost everywhere and f = g means
that f(x) = g(x) a.e., i.e., for x ranging over an open dense subset of
Cn (resp., of V ). Denote by D+(C
n) the set of all functions f ∈ D(Cn)
such that f(x1, . . . , xn) ≥ 0 if xi ≥ 0 for i = 1, . . . , n; so f ∈ D+(Cn) if
the restriction of f to V+ = R
n
+ is a nonnegative function. By D̂+(V )
denote the image of D+(Cn) under the dequantization transform. We
shall say that functions f, g ∈ D(Cn) are in general position whenever
fˆ(x) 6= ĝ(x) for x running an open dense subset of V .
For functions f, g ∈ D(Cn) and any nonzero constant c, the following
equations are valid:
1) f̂ g = fˆ + ĝ;
2) |fˆ | = fˆ ; ĉf = f ; ĉ = 0;
3) (f̂ + g)(x) = max{fˆ(x), ĝ(x)} a.e. if f and g are nonnegative
on V+ (i.e., f, g ∈ D+(Cn)) or f and g are in general position.
Left-hand sides of these equations are well-defined automatically.
The set D+(Cn) has a natural structure of a semiring with respect to
the usual addition and multiplication of functions taking their values in
C. The set D̂+(V ) has a natural structure of an idempotent semiring
with respect to the operations (f ⊕ g)(x) = max{f(x), g(x)}, (f ⊙
g)(x) = f(x) + g(x); elements of D̂+(V ) can be naturally treated as
functions taking their values in Rmax. The dequantization transform
generates a homomorphism from D+(Cn) to D̂+(V ).
10.2. Simple functions. For any nonzero number a ∈ C and any vec-
tor d = (d1, . . . , dn) ∈ V = Rn we set ma,d(x) = a
∏n
i=1 x
di
i ; functions
of this kind we shall call generalized monomials. Generalized monomi-
als are defined a.e. on Cn and on V+, but not on V unless the numbers
di take integer or suitable rational values. We shall say that a function
f is a generalized polynomial whenever it is a finite sum of linearly in-
dependent generalized monomials. For instance, Laurent polynomials
are examples of generalized polynomials.
As usual, for x, y ∈ V we set (x, y) = x1y1 + · · · + xnyn. It is easy
to prove that if f is a generalized monomial ma,d(x), then fˆ is a linear
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function x 7→ (d, x). If f is a generalized polynomial, then fˆ is a
sublinear function.
Recall that a real function p defined on V = Rn is sublinear if
p = supα pα, where {pα} is a collection of linear functions. Sublin-
ear functions defined everywhere on V = Rn are convex; thus these
functions are continuous. We discuss sublinear functions of this kind
only. Suppose p is a continuous function defined on V , then p is sub-
linear whenever
1) p(x+ y) ≤ p(x) + p(y) for all x, y ∈ V ;
2) p(cx) = cp(x) for all x ∈ V , c ∈ R+.
So if p1, p2 are sublinear functions, then p1+p2 is a sublinear function.
We shall say that a function f ∈ F(Cn) is simple, if its dequanti-
zation fˆ exists and a.e. coincides with a sublinear function; by misuse
of language, we shall denote this (uniquely defined verywhere on V )
sublinear function by the same symbol fˆ .
Recall that simple functions f and g are in general position if fˆ(x) 6=
ĝ(x) for all x belonging to an open dense subset of V . In particular,
generalized monomials are in general position whenever they are lin-
early independent.
Denote by Sim(Cn) the set of all simple functions defined on V and
denote by Sim+(C
n) the set Sim(Cn)∩D+(Cn). By Sbl(V ) denote the
set of all (continuous) sublinear functions defined on V = Rn and by
Sbl+(V ) denote the image Ŝim+(C
n) of Sim+(C
n) under the dequan-
tization transform.
The set Sim+(C
n) is a subsemiring of D+(Cn) and Sbl+(V ) is an
idempotent subsemiring of D̂+(V ). The dequantization transform gen-
erates an epimorphism of Sim+(C
n) onto Sbl+(V ). The set Sbl(V ) is
an idempotent semiring with respect to the operations (f ⊕ g)(x) =
max{f(x), g(x)}, (f ⊙ g)(x) = f(x) + g(x).
Of course, polynomials and generalized polynomials are simple func-
tions.
We shall say that functions f, g ∈ D(V ) are asymptotically equivalent
whenever fˆ = ĝ; any simple function f is an asymptotic monomial
whenever fˆ is a linear function. A simple function f will be called
an asymptotic polynomial whenever fˆ is a sum of a finite collection of
nonequivalent asymptotic monomials. Every asymptotic polynomial is
a simple function.
Example. Generalized polynomials, logarithmic functions of (gen-
eralized) polynomials, and products of polynomials and logarithmic
functions are asymptotic polynomials. This follows from our defini-
tions and formula (11).
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10.3. Subdifferentials of sublinear functions and Newton sets
for simple functions. It is well known that all the convex compact
subsets in Rn form an idempotent semiring S with respect to the
Minkowski operations: for A,B ∈ S the sum A ⊕ B is the convex
hull of the union A ∪B; the product A⊙B is defined in the following
way: A ⊙ B = { x | x = a + b, where a ∈ A, b ∈ B }. In fact S is
an idempotent linear space over Rmax (see, e.g., [110]). Of course, the
Newton polytopes in V form a subsemiring N in S.
We shall use some elementary results from convex analysis. These
results can be found, e.g., in [118].
For any function p ∈ Sbl(V ) we set
∂p = { v ∈ V | (v, x) ≤ p(x) ∀x ∈ V }.
It is well known from convex analysis that for any sublinear func-
tion p the set ∂p is exactly the subdifferential of p at the origin. The
following proposition is also known in convex analysis.
Proposition 1. Suppose p1, p2 ∈ Sbl(V ), then
∂(p1 + p2) = ∂p1 ⊙ ∂p2 =
{ v ∈ V | v = v1 + v2, where v1 ∈ ∂p1, v2 ∈ ∂p2 };
∂(max{p1(x), p2(x)}) = ∂p1 ⊕ ∂p2.
Suppose p ∈ Sbl(V ). Then ∂p is a nonempty convex compact subset
of V .
Corollary 1. The map p 7→ ∂p is a homomorphism of the idempotent
semiring Sbl(V ) to the idempotent semiring S of all convex compact
subsets of V .
For any simple function f ∈ Sim(Cn) let us denote by N(f) the set
∂(fˆ). We shall call N(f) the Newton set of the function f . It follows
from this proposition that for any simple function f , its Newton set
N(f) is a nonempty convex compact subset of V .
Theorem. Suppose that f and g are simple functions. Then
1) N(fg) = N(f) ⊙ N(g) = { v ∈ V | v = v1 + v2 with v1 ∈
N(f), v2 ∈ N(g)};
2) N(f +g) = N(f)⊕N(g), if f1 and f2 are in general position or
f1, f2 ∈ Sim+(Cn) (recall that N(f) ⊕ N(g) is the convex hull
of N(f) ∪N(g)).
Corollary 2. The map f 7→ N(f) generates a homomorphism from
Sim+(C
n) to S.
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Proposition 2. Let f = ma,d(x) = a
∏n
i=1 x
di
i be a generalized mono-
mial; here d = (d1, . . . , dn) ∈ V = Rn and a is a nonzero complex
number. Then N(f) = {d}.
Corollary 3. Let f =
∑
d∈Dmad,d be a generalized polynomial. Then
N(f) is the polytope ⊕d∈D{d}, i.e. the convex hull of the finite set D.
This statement follows from Theorem and Proposition 2. Thus in
this case N(f) is the well-known classical Newton polytope of the poly-
nomial f .
Now the following corollary is obvious.
Corollary 4. Let f be a generalized or asymptotic polynomial. Then
its Newton set N(f) is a convex polytope.
Example. Consider the one dimensional case, i.e., V = R and
suppose f1 = anx
n + an−1x
n−1 + · · ·+ a0 and f2 = bmxm+ bm−1xm−1 +
· · · + b0, where an 6= 0, bm 6= 0, a0 6= 0, b0 6= 0. Then N(f1) is the
segment [0, n] and N(f2) is the segment [0, m]. So the map f 7→ N(f)
corresponds to the map f 7→ deg(f), where deg(f) is a degree of the
polynomial f . In this case Theorem means that deg(fg) = deg f+deg g
and deg(f + g) = max{deg f, deg g} = max{n,m} if ai ≥ 0, bi ≥ 0 or
f and g are in general position.
11. Dequantization of geometry
An idempotent version of real algebraic geometry was discovered
in the report of O. Viro for the Barcelona Congress [172]. Starting
from the idempotent correspondence principle O. Viro constructed a
piecewise-linear geometry of polyhedra of a special kind in finite di-
mensional Euclidean spaces as a result of the Maslov dequantization
of real algebraic geometry. He indicated important applications in real
algebraic geometry (e.g., in the framework of Hilbert’s 16th problem
for constructing real algebraic varieties with prescribed properties and
parameters) and relations to complex algebraic geometry and amoebas
in the sense of I. M. Gelfand, M. M. Kapranov, and A. V. Zelevinsky
(see their book [61] and [173]). Then complex algebraic geometry was
dequantized by G. Mikhalkin and the result turned out to be the same;
this new ‘idempotent’ (or asymptotic) geometry is now often called the
tropical algebraic geometry, see, e.g., [47,72,126–129,146,155,164,166].
There is a natural relation between the Maslov dequantization and
amoebas. Suppose (C∗)n is a complex torus, where C∗ = C\{0} is
the group of nonzero complex numbers under multiplication. For z =
(z1, . . . , zn) ∈ (C
∗)n and a positive real number h denote by Logh(z) =
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Figure 3. A tropical line and amoebas.
h log(|z|) the element
(h log |z1|, h log |z2|, . . . , h log |zn|) ∈ R
n.
Suppose V ⊂ (C∗)n is a complex algebraic variety; denote byAh(V ) the
set Logh(V ). If h = 1, then the set A(V ) = A1(V ) is called the amoeba
of V in the sense of [61], see also [7,126,128,129,139,155,161,173]; the
amoeba A(V ) is a closed subset of Rn with a non-empty complement.
Note that this construction depends on our coordinate system.
For the sake of simplicity suppose V is a hypersurface in (C∗)n de-
fined by a polynomial f ; then there is a deformation h 7→ fh of this
polynomial generated by the Maslov dequantization and fh = f for
h = 1. Let Vh ⊂ (C∗)n be the zero set of fh and set Ah(Vh) =
Logh(Vh). Then there exists a tropical variety Tro(V ) such that the
subsets Ah(Vh) ⊂ Rn tend to Tro(V ) in the Hausdorff metric as h→ 0,
see [126,151]. The tropical variety Tro(V ) is a result of a deformation
of the amoeba A(V ) and the Maslov dequantization of the variety V .
The set Tro(V ) is called the skeleton of A(V ).
Example [126]. For the line V = { (x, y) ∈ (C∗)2 | x+ y + 1 = 0 }
the piecewise-linear graph Tro(V ) is a tropical line, see Fig. 11(a). The
amoeba A(V ) is represented in Fig. 11(b), while Fig. 11(c) demon-
strates the corresponding deformation of the amoeba.
In the important paper [80] (see also [47, 126, 128, 146]) tropical va-
rieties appeared as amoebas over non-Archimedean fields. In 2000
M. Kontsevich noted that it is possible to use non-Arhimedean amoe-
bas in enumerative geometry, see [126, section 2.4, remark 4]. In fact
methods of tropical geometry lead to remarkable applications to the
algebraic enumerative geometry, Gromov-Witten and Welschinger in-
variants, see [59, 72–75,126–129,155,156]. In particular, G. Mikhalkin
presented and proved in [127,129] a formula enumerating curves of ar-
bitrary genus in toric surfaces. See also the papers [60,72,73,131,155].
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Last time many other papers on tropical algebraic geometry and its
applications to the conventional (e.g., complex) algebraic geometry and
other areas appeared, see, e.g., [7,55,56,76,131,134,135,168,169,171].
The thing is that some difficult traditional problems can be reduced to
their tropical versions which are hopefully not so difficult.
Note that tropical geometry is closely related to the well-known pro-
gram of M. Kontsevich and Y. Soibelman, see, e.g., [98, 99].
There is an introductory paper [146] (see also [166]) on tropical al-
gebraic geometry. However, on the whole, only first steps in idempo-
tent/tropical geometry have been made and the problem of systematic
construction of idempotent versions of algebraic and analytic geome-
tries is still open.
12. The correspondence principle for algorithms and
their computer implementations
There are many important applied algorithms of idempotent math-
ematics, see, e.g., [9, 18, 21, 30, 31, 49, 52, 53, 67–69,72, 84, 87, 93, 96, 102,
104,106,107,114–116,127,129,146,150,166,174–176,179,186,187].
The idempotent correspondence principle is valid for algorithms as
well as for their software and hardware implementations [102–104,106,
107]. In particular, according to the superposition principle, analogs
of linear algebra algorithms are especially important. It is well-known
that algorithms of linear algebra are convenient for parallel computa-
tions; so their idempotent analogs accept a parallelization. This is a
regular way to use parallel computations for many problems including
basic optimization problems. It is convenient to use universal algo-
rithms which do not depend on a concrete semiring and its concrete
computer model. Software implementations for universal semiring al-
gorithms are based on object-oriented and generic programming; pro-
gram modules can deal with abstract (and variable) operations and
data types, see [102, 104,106,107,116].
The most important and standard algorithms have many hardware
implementations in the form of technical devices or special processors.
These devices often can be used as prototypes for new hardware units
generated by substitution of the usual arithmetic operations for its
semiring analogs, see [102,104,107]. Good and efficient technical ideas
and decisions can be transposed from prototypes into new hardware
units. Thus the correspondence principle generates a regular heuristic
method for hardware design.
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13. Idempotent interval analysis
An idempotent version of the traditional interval analysis is pre-
sented in [114, 115]. Let S be an idempotent semiring equipped with
the standard partial order. A closed interval in S is a subset of the
form x = [x, x¯] = {x ∈ S | x  x  x¯}, where the elements x  x¯
are called lower and upper bounds of the interval x. A weak interval
extension I(S) of the semiring S is the set of all closed intervals in S
endowed with operations ⊕ and ⊙ defined as x ⊕ y = [x ⊕ y, x¯ ⊕ y¯],
x⊙ y = [x⊙y, x¯⊙ y¯]; the set I(S) is a new idempotent semiring with
respect to these operations. It is proved that basic interval problems
of idempotent linear algebra are polynomial, whereas in the traditional
interval analysis problems of this kind are generally NP-hard. Exact
interval solutions for the discrete stationary Bellman equation (see the
matrix equation discussed in section 8 above) and for the corresponding
optimization problems are constructed and examined by G. L. Litvi-
nov and A. N. Sobolevski˘ı in [114, 115]. Similar results are presented
by K. Cechla´rova´ and R. A. Cuninghame-Green in [22].
14. Relations to the KAM theory and optimal transport
The subject of the Kolmogorov–Arnold–Moser (KAM) theory may
be formulated as the study of invariant subsets in phase spaces of nonin-
tegrable Hamiltonian dynamical systems where the dynamics displays
the same degree of regularity as that of integrable systems (quasiperi-
odic behaviour). Recently, a considerable progress was made via a vari-
ational approach, where the dynamics is specified by the Lagrangian
rather than Hamiltonian function. The corresponding theory was ini-
tiated by S. Aubry and J. N. Mather and recently dubbed weak KAM
theory by A. Fathi (see his monograph “Weak KAM Theorems in La-
grangian Dynamics,” in preparation, and also [82, 83, 159, 160]). Mini-
mization of a certain functional along trajectories of moving particles
is a central feature of another subject, the optimal transport theory,
which also has undergone a rapid recent development. This theory
dates back to G. Monge’s work on cuts and fills (1781). A modern
version of the theory is known now as the so-called Monge–Ampe`re–
Kantorovich (MAK) optimal transport theory (after the work of L. Kan-
torovich [79]). There is a similarity between the two theories and
there are relations to problems of the idempotent functional analysis
(e.g., the problem of eigenfunctions for “idempotent” integral opera-
tors, see [159]). Applications of optimal transport to data processing
in cosmology are presented in [15, 58].
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15. Relations to logic, fuzzy sets, and possibility theory
Let S be an idempotent semiring with neutral elements 0 and 1
(recall that 0 6= 1, see section 2 above). Then the Boolean algebra
B = {0, 1} is a natural idempotent subsemiring of S. Thus S can
be treated as a generalized (extended) logic with logical operations ⊕
(disjuction) and ⊙ (conjunction). Ideas of this kind are discussed in
many books and papers with respect to generalized versions of logic
and especially quantum logic, see, e.g., [42, 64, 90, 147, 148].
Let Ω be the so-called universe consisting of “elementary events.”
Denote by F(S) the set of functions defined on Ω and taking their
values in S; then F(S) is an idempotent semiring with respect to the
pointwise addition and multiplication of functions. We shall say that
elements of F(S) are generalized fuzzy sets, see [64, 100]. We have
the well-known classical definition of fuzzy sets (L. A. Zadeh [180]) if
S = P, where P is the segment [0, 1] with the semiring operations
⊕ = max and ⊙ = min. Of course, functions from F(P) taking their
values in the Boolean algebra B = {0, 1} ⊂ P correspond to traditional
sets from Ω and semiring operations correspond to standard operations
for sets. In the general case functions from F(S) taking their values in
B = {0, 1} ⊂ S can be treated as traditional subsets in Ω. If S is a
lattice (i.e. x⊙ y = inf{x, y} and x⊕ y = sup{x, y}), then generalized
fuzzy sets coincide with L-fuzzy sets in the sense of J. A. Goguen [63].
The set I(S) of intervals is an idempotent semiring (see section 11), so
elements of F(I(S)) can be treated as interval (generalized) fuzzy sets.
It is well known that the classical theory of fuzzy sets is a basis for
the theory of possibility [43,181]. Of course, it is possible to develop a
similar generalized theory of possibility starting from generalized fuzzy
sets, see, e.g., [43, 90, 100]. Generalized theories can be noncommu-
tative; they seem to be more qualitative and less quantitative with
respect to the classical theories presented in [180, 181]. We see that
idempotent analysis and the theories of (generalized) fuzzy sets and
possibility have the same objects, i.e. functions taking their values in
semirings. However, basic problems and methods could be different for
these theories (like for the measure theory and the probability theory).
16. Relations to other areas and miscellaneous
applications
Many relations and applications of idempotent mathematics to dif-
ferent theoretical and applied areas of mathematical sciences are dis-
cussed above. Of course, optimization and optimal control problems
form a very natural field for applications of ideas and methods of
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idempotent mathematics. There is a very good survey paper [93] of
V. N. Kolokoltsov on the subject, see also [9,18,21,25,28–31,35,37,38,
50–53,67–69,102,104,114,115,117,119–124,144,174–176,179,186,187].
There are many applications to differential equations and stochastic
differential equations, see, e.g., [50–53, 69, 91, 92, 94, 96, 119–123, 138,
159,160].
Applications to the game theory are discussed, e.g., in [95, 96, 122].
There are interesting applications in biology (bioinformatics), see, e.g.,
[49, 135, 150]. Applications and relations to mathematical morphology
are examined the paper [38] of P. Del Moral and M. Doisy and especially
in an extended preprint version of this article. There are many relations
and applications to physics (quantum and classical physics, statistical
physics, cosmology etc.) see, e.g., Section 6 above and [23, 92, 96, 110,
111,117,133,145].
There are important relations and applications to purely mathe-
matical areas. The so-called tropical combinatorics is discussed in a
large survey paper [87] of A. N. Kirillov, see also [18, 187]. Inter-
esting applications of tropical semirings to the traditional represen-
tation theory are presented in [11, 12, 87]. Tropical mathematics is
closely related to the very attractive and popular theory of cluster
algebras founded by S. Fomin and A. Zelevinsky, see their survey pa-
per [57]. In both cases there are relations with the traditional the-
ory of representations of Lie groups and related topics. There are
important relations with convex analysis and discrete convex analy-
sis, see, e.g., [2, 27, 30, 32, 40, 113, 118, 123, 157, 183–185]. Some results
on complexity of idempotent/tropical calculations can be found, e.g.,
in [86, 114, 115,170]. Interesting applications of tropical algebra to the
theory of braids and the Yang-Baxter mappings (in the sense of [16])
can be found in [34, 45, 46].
Many authors examine, explicitly or not, relations and applications
of idempotent mathematics to mathematical economics starting from
the classical papers of N. N. Vorobjev [174–176], see, e.g., [33, 95, 123,
182,187].
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ÄÅÊÂÀÍÒÎÂÀÍÈÅ ÌÀÑËÎÂÀ, ÈÄÅÌÏÎÒÅÍÒÍÀß
È ÒÎÏÈ×ÅÑÊÀß ÌÀÒÅÌÀÒÈÊÀ: ÊÀÒÊÎÅ
ÂÂÅÄÅÍÈÅ
. Ë. Ëèòâèíîâ
Àíàòîëèþ Ìîèñååâè÷ó Âåðøèêó ñ âîñõèùåíèåì è áëàãîäàðíîñòüþ
Àííîòàöèÿ. Ýòà ñòàòüÿ ÿâëÿåòñÿ êðàòêèì ââåäåíèåì â èäåìïîòåíòíóþ
è òðîïè÷åñêóþ ìàòåìàòèêó. Òðîïè÷åñêàÿ ìàòåìàòèêà ìîæåò
áûòü ïîëó÷åíà èç òðàäèöèîííîé ìàòåìàòèêè íàä ÷èñëîâûìè
ïîëÿìè êàê ðåçóëüòàò äåêâàíòîâàíèÿ Ìàñëîâà, ïðè êîòîðîì
ïîñòîÿííàÿ Ïëàíêà ~ ñòðåìèòñÿ ê íóëþ, ïðèíèìàÿ ìíèìûå
çíà÷åíèÿ.
Êëþ÷åâûå ñëîâà: äåêâàíòîâàíèåÌàñëîâà, èäåìïîòåíòíàÿ ìàòåìàòèêà,
òðîïè÷åñêàÿ ìàòåìàòèêà, èäåìïîòåíòíûå ïîëóêîëüöà, èäåìïîòåíòíûé
àíàëèç, èäåìïîòåíòíûé óíêöèîíàëüíûé àíàëèç, äåêâàíòîâàíèå
ãåîìåòðèè.
Ýòà ñòàòüÿ ïðàêòè÷åñêè íå ñîäåðæèò ñòðîãèõ îðìóëèðîâîê òåîðåì
è èõ äîêàçàòåëüñòâ, îíà ÿâëÿåòñÿ ëèøü êðàòêèì ââåäåíèåì â äåêâàíòîâàíèå
Ìàñëîâà, èäåìïîòåíòíóþ è òðîïè÷åñêóþ ìàòåìàòèêó. Ñïèñîê öèòèðóåìîé
ëèòåðàòóðû îòíþäü íå ÿâëÿåòñÿ ïîëíûì. Äîïîëíèòåëüíûå ññûëêè
ìîãóò áûòü íàéäåíû, íàïðèìåð, â ýëåêòðîííîì àðõèâå
http://arXiv.org
è â ðàáîòàõ [9, 17, 21, 25, 2831, 37, 38, 51, 62, 6470, 84, 87, 89, 93, 96,
102, 104, 110, 115, 137, 187℄. Íàñòîÿùèé îáçîð ÿâëÿåòñÿ ðàñøèðåííîé
âåðñèåé ñòàòüè [101℄.
Àâòîð áëàãîäàðåí Ì. Àêèàí (M. Akian), ß. È. Áåëîïîëüñêîé,
Ï. Áóòêîâè÷ó (P. Butkovi), . Êîýíó (G. Cohen), Ñ. îáåðó (S.
Gaubert), . À. Êàíèíãõåì-ðèíó (R. A. Ñuninghame-Green), Ï. Äåë
Ìîðàëó (P. Del Moral), Ó. Õ. Ôëåìèíãó (W. H. Fleming), Äæ. Ñ. îëàíó
(J. S. Golan), Ì. îíäðàíó (M. Gondran), È. Èòåíáåðãó (I. Itenberg),
Å. Êàöîâó (Y. Katsov), Â. Í. Êîëîêîëüöîâó, Ï. Ëîðåòè (P. Loreti),
Ýòà ðàáîòà ïîääåðæàíà ãðàíòîì ÔÔÈ 050100824 è Ìåæäóíàðîäíûì
èíñòèòóòîì ìàòåìàòè÷åñêîé èçèêè èì. Ý. Øðåäèíãåðà â Âåíå (Erwin Shro-
dinger International Institute for Mathematial Physis).
Çàïèñêè íàó÷íûõ ñåìèíàðîâ ÏÎÌÈ. Òåîðèÿ ïðåäñòàâëåíèé, äèíàìè÷åñêèå
ñèñòåìû XII, â ïå÷àòè.
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Þ. È. Ìàíèíó, Äæ. Ìàñêàðè (G. Masari), Ó. Ì. Ìàêýíýíè (W.
M. MaEneaney), . Ïàíèíîé, Å. Ïàïó (E. Pap), Ì. Ïåäèøèíè (M.
Pediini), À. Ïðàäó (H. Prade), À. À. Ïóõàëüñêîìó (A. A. Puhalskii),
Æ.-Ï. Êâàäðà (J.-P. Quadrat), M. A. îéòáåðãó, À. Â. ×óðêèíó,
. Á. Øïèçó, È. Çèíãåðó (I. Singer), è Î. Âèðî (O. Viro) çà ïîëåçíûå
äîáàâëåíèÿ è çàìå÷àíèÿ. Àâòîð îñîáåííî áëàãîäàðåí Â. Ï. Ìàñëîâó
çà âñåñòîðîííþþ ïîìîùü è ïîääåðæêó è À. Í. Ñîáîëåâñêîìó çà
áîëüøóþ ïîìîùü, âêëþ÷àÿ òðè ðèñóíêà è ìíîãîå äðóãîå.
1. Îñíîâíûå èäåè
Â îñíîâå èäåìïîòåíòíîé ìàòåìàòèêè ëåæèò çàìåíà îáû÷íûõ àðè-
ìåòè÷åñêèõ îïåðàöèé íîâûì íàáîðîì áàçîâûõ îïåðàöèé (òàêèìè
êàê ìàêñèìóì èëè ìèíèìóì), ïðè ýòîì ÷èñëîâûå ïîëÿ çàìåíÿþòñÿ
èäåìïîòåíòíûìè ïîëóêîëüöàìè è ïîëóïîëÿìè. Òèïè÷íûå ïðèìåðû 
òàê íàçûâàåìûå àëãåáðà ìàêñ-ïëþñ Rmax è àëãåáðà ìèí-ïëþñ Rmin.
Ïóñòü R - ïîëå âåùåñòâåííûõ ÷èñåë. Òîãäà Rmax = R ∪ {−∞}
ñ îïåðàöèÿìè x ⊕ y = max{x, y} è x ⊙ y = x + y. Àíàëîãè÷íî
Rmin = R ∪ {+∞} ñ îïåðàöèÿìè ⊕ = min, ⊙ = +. Íîâîå ñëîæåíèå
⊕ ÿâëÿåòñÿ èäåìïîòåíòíîé îïåðàöèåé, òî åñòü x ⊕ x = x äëÿ âñåõ
x.
Íà÷èíàÿ ñ êëàññè÷åñêîé ðàáîòû Ñ. Êëèíè [88℄, ìíîãèå àâòîðû
(C. Êëèíè, C. Í. Í. Ïàíäèò, Í. Í. Âîðîáüåâ, Á. A. Êàððå, . A.
Êàíèíãõåì-ðèí, K. Öèììåðìàíí, Ó. Öèììåðìàíí, M. îíäðàí, Ô.
Ë. Áaêêåëëè, . Êîýí, Ñ. îáåð, . Äæ. Oëñäåð, Æ.-Ï. Êâàäðà è
äð.) èñïîëüçîâàëè èäåìïîòåíòíûå ïîëóêîëüöà è ìàòðèöû íàä ýòèìè
ïîëóêîëüöàìè äëÿ ðåøåíèÿ ðÿäà ïðèêëàäíûõ çàäà÷ äèñêðåòíîé
ìàòåìàòèêè è èíîðìàòèêè. Ñîâðåìåííûé èäåìïîòåíòíûé àíàëèç
(èëè èäåìïîòåíòíîå èñ÷èñëåíèå, èëè èäåìïîòåíòíàÿ ìàòåìàòèêà)
áûë ðàçðàáîòàí Â. Ï. Ìàñëîâûì è åãî ñîòðóäíèêàìè â âîñüìèäåñÿòûõ
ãîäàõ â Ìîñêâå, ñì., íàïðèìåð, ðàáîòû [96, 119124℄. Íåêîòîðûå
ïðåäâàðèòåëüíûå ðåçóëüòàòû ñîðìóëèðîâàëè Ý. Õîï è . Øîêå,
ñì. ðàáîòû [24, 71℄.
Èäåìïîòåíòíóþ ìàòåìàòèêó ìîæíî ðàññìàòðèâàòü êàê ðåçóëüòàò
äåêâàíòîâàíèÿ òðàäèöèîííîé ìàòåìàòèêè íàä ÷èñëîâûìè ïîëÿìè,
ïðè êîòîðîì ïîñòîÿííàÿ Ïëàíêà ~ ñòðåìèòñÿ ê íóëþ, ïðèíèìàÿ
ìíèìûå çíà÷åíèÿ. Òàêàÿ òî÷êà çðåíèÿ áûëà ïðåäñòàâëåíà . Ë. Ëèòâèíîâûì
è Â. Ï. Ìàñëîâûì [102104℄, ñì. òàêæå [110, 111℄. Èíà÷å ãîâîðÿ,
èäåìïîòåíòíàÿ ìàòåìàòèêà ÿâëÿåòñÿ àñèìïòîòè÷åñêîé âåðñèåé òðàäèöèîííîé
ìàòåìàòèêè íàä ïîëÿìè âåùåñòâåííûõ è êîìïëåêñíûõ ÷èñåë.
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ðàäèöèîííàÿ
   ìàòåìàòèêà
Èäåìïîòåíòíàÿ
   ìàòåìàòèêà
Êëàññè÷åñêàÿ
   ìåõàíèêà
Èäåìïîòåíòíûå 
   ïîëóêîëüöà 
    è ïîëóïîëÿ
Èäåìïîòåíòíûé ïðèíöèï 
            ñîîòâåòñòâèÿ
èñ. 1. Ñâÿçü ìåæäó èäåìïîòåíòíîé è òðàäèöèîííîé
ìàòåìàòèêîé.
Îñíîâíóþ ïàðàäèãìó èäåìïîòåíòíîé ìàòåìàòèêè âûðàæàåò èäåìïîòåíòíûé
ïðèíöèï ñîîòâåòñòâèÿ. Ýòîò ïðèíöèï òåñíî ñâÿçàí ñî çíàìåíèòûì
ïðèíöèïîì ñîîòâåòñòâèÿ Íèëüñà Áîðà äëÿ êâàíòîâîé òåîðèè. Îêàçûâàåòñÿ,
÷òî ñóùåñòâóåò ýâðèñòè÷åñêîå ñîîòâåòñòâèå ìåæäó ðÿäîì âàæíûõ,
èíòåðåñíûõ è ïîëåçíûõ êîíñòðóêöèé è ðåçóëüòàòîâ îáû÷íîé ìàòåìàòèêè
íàä ïîëÿìè è àíàëîãè÷íûìè êîíñòðóêöèÿìè è ðåçóëüòàòàìè íàä
èäåìïîòåíòíûìè ïîëóïîëÿìè è ïîëóêîëüöàìè (ïîëóïîëÿìè è ïîëóêîëüöàìè
ñ èäåìïîòåíòíûìè ñëîæåíèåì).
Ñèñòåìàòè÷åñêîå è ïîñëåäîâàòåëüíîå èñïîëüçîâàíèå èäåìïîòåíòíîãî
ïðèíöèïà ñîîòâåòñòâèÿ ïðèâîäèò ê ìíîãîîáðàçíûì ðåçóëüòàòàì,
÷àñòî âåñüìà íåîæèäàííûì. Â ðåçóëüòàòå, íàðÿäó ñ òðàäèöèîííîé
ìàòåìàòèêîé, âîçíèêàåò åå òåíåâàÿ èäåìïîòåíòíàÿ âåðñèÿ. Ýòà
òåíåâàÿ âåðñèÿ òàê æå ñâÿçàíà ñ òðàäèöèîííîé ìàòåìàòèêîé, êàê
êëàññè÷åñêàÿ èçèêà ñ èçèêîé êâàíòîâîé, ñì. ðèñ. 1.
Âî ìíîãèõ îòíîøåíèÿõ èäåìïîòåíòíàÿ ìàòåìàòèêà ïðîùå òðàäèöèîííîé.
Îäíàêî ïåðåõîä îò òðàäèöèîííûõ êîíñòðóêöèé è ðåçóëüòàòîâ ê èõ
èäåìïîòåíòíûì àíàëîãàì ÷àñòî ÿâëÿåòñÿ íåòðèâèàëüíûì.
2. Ïîëóêîëüöà, ïîëóïîëÿ è äåêâàíòîâàíèå
Ïóñòü íà ìíîæåñòâå S çàäàíû äâå àëãåáðàè÷åñêèå îïåðàöèè :
ñëîæåíèå ⊕ è óìíîæåíèå ⊙. îâîðÿò, ÷òî íà ìíîæåñòâå S çàäàíî
ïîëóêîëüöî, åñëè âûïîëíÿþòñÿ ñëåäóþùèå óñëîâèÿ:
4 . Ë. Ëèòâèíîâ
• ñëîæåíèå ⊕ è óìíîæåíèå ⊙ àññîöèàòèâíû;
• ñëîæåíèå ⊕ êîììóòàòèâíî;
• óìíîæåíèå ⊙ äèñòðèáóòèâíî îòíîñèòåëüíî ñëîæåíèÿ ⊕:
x⊙ (y ⊕ z) = (x⊙ y)⊕ (x⊙ z) è (x⊕ y)⊙ z = (x⊙ z)⊕ (y ⊙ z)
äëÿ ëþáûõ x, y, z ∈ S.
Åäèíèöåé ïîëóêîëüöà S íàçûâàåòñÿ òàêîé ýëåìåíò 1 ∈ S, ÷òî
1⊙ x = x⊙ 1 = x äëÿ âñåõ x ∈ S. Íóëåì ïîëóêîëüöà S íàçûâàåòñÿ
òàêîé ýëåìåíò 0 ∈ S, ÷òî 0 6= 1 è 0⊕x = x, 0⊙x = x⊙0 = 0 äëÿ âñåõ
x ∈ S. Ïîëóêîëüöî S íàçûâàåòñÿ èäåìïîòåíòíûì ïîëóêîëüöîì,
åñëè x ⊕ x = x äëÿ âñåõ x ∈ S. Ïîëóêîëüöî S ñ ýëåìåíòàìè 0
è 1 íàçûâàåòñÿ ïîëóïîëåì, åñëè äëÿ ëþáîãî íåíóëåâîãî ýëåìåíòà
ìíîæåñòâà S ñóùåñòâóåò îáðàòíûé ýëåìåíò. Çàìåòèì, ÷òî äèîèäû
â ñìûñëå ðàáîò [9,67,68℄, êâàíòàëû â ñìûñëå [147,148℄, è èíêëàéíû
â ñìûñëå [84℄ ÿâëÿþòñÿ ïðèìåðàìè èäåìïîòåíòíûõ ïîëóêîëåö.
àññìîòðèì ïîëå âåùåñòâåííûõ ÷èñåëR è ïîëóïîëå âñåõ íåîòðèöàòåëüíûõ
âåùåñòâåííûõ ÷èñåëR+ (îòíîñèòåëüíî îáû÷íûõ îïåðàöèé ñëîæåíèÿ
è óìíîæåíèÿ). Çàìåíà ïåðåìåííûõ x 7→ u = h lnx, h > 0, çàäàåò
îòîáðàæåíèå Φh : R+ → S = R∪{−∞}. Ïåðåíåñåì îïåðàöèè ñëîæåíèÿ
è óìíîæåíèÿ èç R â S ñ ïîìîùüþ îòîáðàæåíèÿ Φh, à èìåííî, ïóñòü
u⊕h v = h ln(exp(u/h) + exp(v/h)), u⊙ v = u+ v, 0 = −∞ = Φh(0),
1 = 0 = Φh(1), òàêèì îáðàçîì S ïðèîáðåòàåò ñòðóêòóðó ïîëóêîëüöà
R(h) èçîìîðíîãî R+; ñì. ðèñ. 2.
Íåñëîæíî ïðîâåðèòü, ÷òî u ⊕h v → max{u, v} ïðè h → 0 è ÷òî
S îáðàçóåò ïîëóêîëüöî îòíîñèòåëüíî ñëîæåíèÿ u⊕ v = max{u, v} è
óìíîæåíèÿ u⊙ v = u+ v ñ íóëåâûì ýëåìåíòîì 0 = −∞ è åäèíèöåé
1 = 0. Îáîçíà÷èì ýòî ïîëóêîëüöî ÷åðåç Rmax; îíî èäåìïîòåíòíî,
òàê êàê u ⊕ u = u äëÿ âñåõ ýëåìåíòîâ. Ïðè ýòîì ïîëóêîëüöî Rmax
ÿâëÿåòñÿ ïîëóïîëåì. Àíàëîãèÿ ñ ïðîöåäóðîé êâàíòîâàíèÿ çäåñü
î÷åâèäíà, ïàðàìåòð h èãðàåò ðîëü ïîñòîÿííîé Ïëàíêà, ïîýòîìó
ïîëóïîëåR+ ìîæíî ðàññìàòðèâàòü êàê êâàíòîâûé îáúåêò, à ïîëóêîëüöî
Rmax ìîæåò ðàññìàòðèâàòüñÿ êàê ðåçóëüòàò åãî äåêâàíòîâàíèÿ.
Àíàëîãè÷íàÿ ïðîöåäóðà äëÿ h < 0 äàåò ïîëóêîëüöî Rmin = R ∪
{+∞} ñ îïåðàöèÿìè ⊕ = min, ⊙ = +; â ýòîì ñëó÷àå 0 = +∞, 1
= 0. Ïîëóêîëüöà Rmax èRmin èçîìîðíû. Ïåðåõîä ê Rmax èëè Rmin
íàçûâàåòñÿ äåêâàíòîâàíèåì Ìàñëîâà. Ïîíÿòíî, ÷òî ñîîòâåòñòâóþùèé
ïåðåõîä îòC èëèR êRmax îñóùåñòâëÿåòñÿ ïðè ïîìîùè äåêâàíòîâàíèÿ
Ìàñëîâà è îòîáðàæåíèÿ x 7→ |x|. Äîïóñêàÿ âîëüíîñòü ðå÷è, òàêîé
ïåðåõîä â äàëüíåéøåì ìû òàêæå áóäåì íàçûâàòü äåêâàíòîâàíèåì
Ìàñëîâà.
Ñâÿçü ñ èçèêîé è ðîëü ìíèìûõ çíà÷åíèé ïîñòîÿííîé Ïëàíêà
áóäóò îáñóæäàòüñÿ íèæå, â ðàçäåëå 6, à òàêæå â ðàáîòàõ [110,111℄.
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u
0 1 +R∈u
Rmax
(h)
∈w
1
∞ = 0
w=    lnh     u
w
èñ. 2. Ïåðåõîä îò R+ ê R
(h)
. Íà âñòàâêå: òî æå äëÿ ìàëûõ h.
Èäåìïîòåíòíîå ïîëóêîëüöî R ∪ {−∞} ∪ {+∞} ñ îïåðàöèÿìè ⊕ =
max,⊙ = min ìîæåò áûòü ïîëó÷åíî â ðåçóëüòàòå âòîðè÷íîãî äåêâàíòîâàíèÿ
ïîëåé C, R èëè ïîëóïîëÿ R+. Äåñÿòêè èíòåðåñíûõ ïðèìåðîâ
íåèçîìîðíûõ èäåìïîòåíòíûõ ïîëóêîëåö, à òàêæå ñòàíäàðòíûå ìåòîäû
ïîëó÷åíèÿ íîâûõ ïîëóêîëåö èç èñõîäíûõ ðàññìàòðèâàþòñÿ â ñëåäóþùèõ
ðàáîòàõ [26,64,6670,104,110℄. Òàê íàçûâàåìîå èäåìïîòåíòíîå äåêâàíòîâàíèå
ÿâëÿåòñÿ îáîáùåíèåì äåêâàíòîâàíèÿ Ìàñëîâà; ýòî ïåðåõîä îò ïîëåé
ê èäåìïîòåíòíûì ïîëóïîëÿì è ïîëóêîëüöàì â ìàòåìàòè÷åñêèõ êîíñòðóêöèÿõ
è ðåçóëüòàòàõ.
Äåêâàíòîâàíèå Ìàñëîâà ñâÿçàíî ñ õîðîøî èçâåñòíûì ëîãàðèìè÷åñêèì
ïðåîáðàçîâàíèåì, èñïîëüçîâàííûì, íàïðèìåð, â êëàññè÷åñêèõ ðàáîòàõ
Ý. Øðåäèíãåðà [153℄ è Ý. Õîïà [71℄. Èñïîëüçóåòñÿ òàêæå òåðìèí
ïðåîáðàçîâàíèå Êîóëà-Õîïà. Èäåè Ý. Õîïà ïîëó÷èëè äàëüíåéøåå
6 . Ë. Ëèòâèíîâ
ðàçâèòèå â èçâåñòíîì ìåòîäå èñ÷åçàþùåé âÿçêîñòè è ìåòîäå âÿçêîñòíûõ
ðåøåíèé, ñì., íàïðèìåð, ðàáîòû [10, 19, 54, 122, 125, 149, 167℄.
3. Òåðìèíîëîãèÿ: òðîïè÷åñêèå ïîëóêîëüöà è
òðîïè÷åñêàÿ ìàòåìàòèêà
Òåðìèí òðîïè÷åñêèå ïîëóêîëüöà ïîÿâèëñÿ â èíîðìàòèêå è
òåîðèè àëãîðèòìîâ äëÿ îáîçíà÷åíèÿ äèñêðåòíîé âåðñèè àëãåáðû
Rmax èëè Rmin è èõ ïîäàëãåáð; äèñêðåòíûå ïîëóêîëüöà ýòîãî òèïà
áûëè íàçâàíû òðîïè÷åñêèìè Äîìèíèêîì Ïåððýíîì â ÷åñòü áðàçèëüñêîãî
ñïåöèàëèñòà ïî èíîðìàòèêå è ìàòåìàòèêå Èìðå Ñàéìîíà, â çíàê
ïðèçíàíèÿ åãî ïèîíåðñêîé äåÿòåëüíîñòè â äàííîé îáëàñòè, ñì. [140℄.
Â äàëüíåéøåì ñèòóàöèÿ è òåðìèíîëîãèÿ èçìåíèëèñü. Äëÿ áîëüøèíñòâà
ñîâðåìåííûõ àâòîðîâ òðîïè÷åñêèé îçíà÷àåò íàä ïîëóïîëÿìèRmax
èëèRmin, à òðîïè÷åñêèå ïîëóêîëüöà  ýòî èäåìïîòåíòíûå ïîëóïîëÿ
Rmax èRmin. Â ýòîì æå ñìûñëå ÷àñòî èñïîëüçóþòñÿ òåðìèíû ìàêñ-
ïëþñ è ìèí-ïëþñ. Â íàñòîÿùåå âðåìÿ òåðìèí òðîïè÷åñêàÿ ìàòåìàòèêà
îáû÷íî îçíà÷àåò ìàòåìàòèêà íàä ïîëóïîëÿìè Rmax èëè Rmin, ñì.,
íàïðèìåð, [7,11,12,14,39,41,55,56,59,60,7278,85,86,126129,131,132,
134,135,146,155,156,161165,169171℄. Òåðìèíû òðîïèêàëèçàöèÿ è
òðîïèèêàöèÿ (íàïðèìåð, â [87℄) â òî÷íîñòè îçíà÷àþò äåêâàíòîâàíèå
è êâàíòîâàíèå â îïèñàííîì âûøå ñìûñëå. Â ëþáîì ñëó÷àå, òðîïè÷åñêàÿ
ìàòåìàòèêà ÿâëÿåòñÿ åñòåñòâåííîé è î÷åíü âàæíîé ÷àñòüþ èäåìïîòåíòíîé
ìàòåìàòèêè. Ìíîãèå èçâåñòíûå êîíñòðóêöèè è ðåçóëüòàòû èäåìïîòåíòíîé
ìàòåìàòèêè áûëè ïîâòîðåíû â ðàìêàõ òðîïè÷åñêîé ìàòåìàòèêè (è,
îñîáåííî, â òðîïè÷åñêîé ëèíåéíîé àëãåáðå).
Çàìåòèì, ÷òî â ñòàòüÿõ [174176℄ Í. Í. Âîðîáüåâ ðàçâèë íåêîòîðóþ
âåðñèþ èäåìïîòåíòíîé ëèíåéíîé àëãåáðû (ñ âàæíûìè ïðèëîæåíèÿìè,
â òîì ÷èñëå äëÿ ìàòåìàòè÷åñêîé ýêîíîìèêè), è ïðåäâèäåë ìíîãèå
àñïåêòû áóäóùåé ðàñøèðåííîé òåîðèè. Äëÿ îáîçíà÷åíèÿ èäåìïîòåíòíûõ
ïîëóêîëåö è èäåìïîòåíòíîé ìàòåìàòèêè îí èñïîëüçîâàë òåðìèíû
ýêñòðåìàëüíûå àëãåáðû è ýêñòðåìàëüíàÿ ìàòåìàòèêà. Ê ñîæàëåíèþ,
èäåè Í. Í. Âîðîáüåâà â ñâîå âðåìÿ íå ïîëó÷èëè øèðîêîé èçâåñòíîñòè,
ïîýòîìó åãî òåðìèíîëîãèÿ íå ïðèæèëàñü è ñåé÷àñ ïî÷òè íå èñïîëüçóåòñÿ.
4. Èäåìïîòåíòíàÿ àëãåáðà è ëèíåéíàÿ àëãåáðà
Àâòîðîì ïåðâîé èçâåñòíîé ðàáîòû ïî èäåìïîòåíòíîé ëèíåéíîé
àëãåáðå ÿâëÿåòñÿ C. Êëèíè. Â åãî ðàáîòå [88℄ ðàññìàòðèâàþòñÿ
ñèñòåìû ëèíåéíûõ àëãåáðàè÷åñêèõ óðàâíåíèé íàä íåñêîëüêî ýêçîòè÷åñêèì
èäåìïîòåíòíûì ïîëóêîëüöîì âñåõ îðìàëüíûõ ÿçûêîâ ñ èêñèðîâàííûì
êîíå÷íûì àëàâèòîì. Îäíàêî èäåè C. Êëèíè îêàçàëèñü âåñüìà
îáùèìè è óíèâåðñàëüíûìè. Ïîñëå ýòîãî äåñÿòêè àâòîðîâ èçó÷àëè
ÄÅÊÂÀÍÒÎÂÀÍÈÅ ÌÀÑËÎÂÀ 7
ìàòðèöû ñ êîýèöèåíòàìè, ïðèíàäëåæàùèìè èäåìïîòåíòíûì ïîëóêîëüöàì,
à òàêæå ñîîòâåòñòâóþùèå ïðèëîæåíèÿ ê äèñêðåòíîé ìàòåìàòèêå,
èíîðìàòèêå, ÿçûêàì ïðîãðàììèðîâàíèÿ, ëèíãâèñòè÷åñêèì çàäà÷àì,
êîíå÷íûì àâòîìàòàì, ïðîáëåìàì îïòèìèçàöèè íà ãðààõ, òåîðèè
îïòèìàëüíîãî óïðàâëåíèÿ, äèñêðåòíûì ñèñòåìàì ñîáûòèé è ñåòÿì
Ïåòðè, ñòîõàñòè÷åñêèì ñèñòåìàì, îöåíêå ïðîèçâîäèòåëüíîñòè êîìïüþòåðîâ,
âû÷èñëèòåëüíûì ïðîáëåìàì è ò.ä. Ýòè íàïðàâëåíèÿ õîðîøî èçâåñòíû
è øèðîêî ïðåäñòàâëåíû â ëèòåðàòóðå, ñì., íàïðèìåð [9,17,18,21,25,
2830,44, 62, 6470,84, 93, 96, 102, 104107,114, 115, 122, 174177,187℄.
Èäåìïîòåíòíàÿ àáñòðàêòíàÿ àëãåáðà ïîêà íå òàê õîðîøî ðàçâèòà,
õîòÿ ñ äðóãîé ñòîðîíû, ñ îðìàëüíîé òî÷êè çðåíèÿ òåîðèÿ ðåøåòîê,
òåîðèÿ óïîðÿäî÷åííûõ ãðóïï è ïîëóãðóïï âõîäÿò â ñîñòàâ èäåìïîòåíòíîé
àëãåáðû. Òåì íå ìåíåå, èìååòñÿ ìíîãî èíòåðåñíûõ ðåçóëüòàòîâ è
ïðèëîæåíèé, ñì., íàïðèìåð, [2931,81, 147, 148, 154℄.
Â ÷àñòíîñòè, èäåìïîòåíòíàÿ âåðñèÿ îñíîâíîé òåîðåìû àëãåáðû
ñîðìóëèðîâàíà â [31,154℄ äëÿ ðàäèêàáåëüíûõ èäåìïîòåíòíûõ ïîëóêîëåö
(ïîëóêîëüöî A íàçûâàåòñÿ ðàäèêàáåëüíûì, åñëè óðàâíåíèå xn = a
èìååò ðåøåíèå x ∈ A äëÿ ëþáîãî a ∈ A è ëþáîãî ïîëîæèòåëüíîãî
öåëîãî n). Äîêàçàíî, ÷òî Rmax è äðóãèå ðàäèêàáåëüíûå ïîëóïîëÿ
àëãåáðàè÷åñêè çàìêíóòû â åñòåñòâåííîì ñìûñëå [154℄.
Â ïîñëåäíèå ãîäû îñîáîå âíèìàíèå ïðèâëåêàþò ê ñåáå âîïðîñû
òðîïè÷åñêîé àëãåáðàè÷åñêîé ãåîìåòðèè, êîòîðûå áóäóò ðàññìîòðåíû
íèæå, â ðàçäåëå 11.
5. Èäåìïîòåíòíûé àíàëèç
Èäåìïîòåíòíûé àíàëèç ïåðâîíà÷àëüíî áûë ïîñòðîåí Â.Ï. Ìàñëîâûì
è åãî ñîòðóäíèêàìè, à çàòåì ðàçâèò â áîëüøîì êîëè÷åñòâå ïóáëèêàöèé
ðàçëè÷íûõ àâòîðîâ. Ýòîìó ïðåäìåòó ïîñâÿùåíà êíèãà Â. Í. Êîëîêîëüöîâà
è Â. Ï. Ìàñëîâà [96℄ (ðóññêàÿ âåðñèÿ [122℄ îïóáëèêîâàíà â 1994
ãîäó).
Ïóñòü S  ïðîèçâîëüíîå ïîëóêîëüöî ñ èäåìïîòåíòíûì ñëîæåíèåì
⊕ (êîòîðîå âñåãäà ïðåäïîëàãàåòñÿ êîììóòàòèâíûì), óìíîæåíèåì
⊙, íóëåì 0, è åäèíèöåé 1. Ìíîæåñòâî S ñíàáæåíî ñòàíäàðòíûì
÷àñòè÷íûì ïîðÿäêîì : ïî îïðåäåëåíèþ, a  b òîãäà è òîëüêî
òîãäà, êîãäà a ⊕ b = b. Òàêèì îáðàçîì, âñå ýëåìåíòû ìíîæåñòâà S
íåîòðèöàòåëüíû: 0  a äëÿ âñåõ a ∈ S. Áëàãîäàðÿ ñóùåñòâîâàíèþ
ýòîãî ïîðÿäêà, èäåìïîòåíòíûé àíàëèç òåñíî ñâÿçàí ñ òåîðèåé ðåøåòîê,
òåîðèåé âåêòîðíûõ ðåøåòîê è òåîðèåé óïîðÿäî÷åííûõ ïðîñòðàíñòâ.
Áîëåå òîãî, ýòîò ÷àñòè÷íûé ïîðÿäîê ïîçâîëÿåò ìîäåëèðîâàòü îñíîâíûå
òîïîëîãè÷åñêèå ïîíÿòèÿ è ðåçóëüòàòû íà ÷èñòî àëãåáðàè÷åñêîì óðîâíå;
8 . Ë. Ëèòâèíîâ
ñèñòåìàòè÷åñêîå èçëîæåíèå òàêîãî ïîäõîäà ìîæíî íàéòè â ðàáîòàõ
[108112℄ è [26℄.
Àíàëèç ãëàâíûì îáðàçîì èìååò äåëî ñ óíêöèÿìè, ÷üèìè çíà÷åíèÿìè
ÿâëÿþòñÿ ÷èñëà. Èäåìïîòåíòíûì àíàëîãîì ÷èñëîâîé óíêöèè ÿâëÿåòñÿ
îòîáðàæåíèå X → S, ãäå X  ïðîèçâîëüíîå ìíîæåñòâî, à S -
èäåìïîòåíòíîå ïîëóêîëüöî. Ôóíêöèè ñî çíà÷åíèÿìè â S ìîæíî
ñêàäûâàòü, óìíîæàòü äðóã íà äðóãà, à òàêæå óìíîæàòü íà ýëåìåíòû
S ïîòî÷å÷íî.
Èäåìïîòåíòíûì àíàëîãîì ëèíåéíîãî óíêöèîíàëüíîãî ïðîñòðàíñòâà
ÿâëÿåòñÿ ìíîæåñòâî óíêöèé ñî çíà÷åíèÿìè â S, çàìêíóòîå îòíîñèòåëüíî
ñëîæåíèÿ óíêöèé è óìíîæåíèÿ óíêöèé íà ýëåìåíòû èç S, èëè
S-ïîëóìîäóëü. àññìîòðèì, íàïðèìåð, S-ïîëóìîäóëü B(X,S) âñåõ
óíêöèéX → S, êîòîðûå îãðàíè÷åíû â ñìûñëå ñòàíäàðòíîãî ïîðÿäêà
â S.
Ïóñòü S = Rmax, òîãäà èäåìïîòåíòíûé àíàëîã èíòåãðàëà îïðåäåëÿåòñÿ
îðìóëîé
I(ϕ) =
∫ ⊕
X
ϕ(x) dx = sup
x∈X
ϕ(x), (1)
ãäå ϕ ∈ B(X,S). Äåéñòâèòåëüíî, ðèìàíîâà ñóììà âèäà
∑
i
ϕ(xi) · σi
ñîîòâåòñòâóåò âûðàæåíèþ
⊕
i
ϕ(xi)⊙ σi = max
i
{ϕ(xi) + σi}, êîòîðîå
ñõîäèòñÿ ê ïðàâîé ÷àñòè (1) ïðè σi → 0. àçóìååòñÿ, ýòî ÷èñòî
ýâðèñòè÷åñêîå ðàññóæäåíèå.
Ôîðìóëà (1) îïðåäåëÿåò èäåìïîòåíòíûé èíòåãðàë (èëè èíòåãðàë
Ìàñëîâà) íå òîëüêî äëÿ óíêöèé, ïðèíèìàþùèõ çíà÷åíèÿ â Rmax,
íî òàêæå è â îáùåì ñëó÷àå, ïðè óñëîâèè, ÷òî ëþáîå îãðàíè÷åííîå
ñâåðõó ïîäìíîæåñòâî S èìååò òî÷íóþ âåðõíþþ ãðàíü.
Èäåìïîòåíòíàÿ ìåðà (èëè ìåðà Ìàñëîâà) íà X îïðåäåëÿåòñÿ
êàê mψ(Y ) = sup
x∈Y
ψ(x), ãäå ψ ∈ B(X,S), Y ⊆ X. Èíòåãðàë ïî ýòîé
ìåðå èìååò âèä
Iψ(ϕ) =
∫ ⊕
X
ϕ(x) dmψ =
∫ ⊕
X
ϕ(x)⊙ψ(x) dx = sup
x∈X
(ϕ(x)⊙ψ(x)). (2)
Î÷åâèäíî, ÷òî åñëè S = Rmin, òî ñòàíäàðòíûé ïîðÿäîê  ÿâëÿåòñÿ
ïðîòèâîïîëîæíûì ïî îòíîøåíèþ ê îáû÷íîìó ïîðÿäêó ≤, ïîýòîìó
âûðàæåíèå (2) ïðèìåò âèä∫ ⊕
X
ϕ(x) dmψ =
∫ ⊕
X
ϕ(x)⊙ ψ(x) dx = inf
x∈X
(ϕ(x)⊙ ψ(x)),
ãäå inf ïîíèìàåòñÿ â ñìûñëå îáû÷íîãî ïîðÿäêà ≤.
Îòìåòèì, ÷òî òàê íàçûâàåìûé ïñåâäî-àíàëèç (ñì., íàïðèìåð, îáçîð
[138℄) ñâÿçàí ñî ñïåöèàëüíîé ÷àñòüþ èäåìïîòåíòíîãî àíàëèçà; òåì
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íå ìåíåå, âîîáùå ãîâîðÿ, ýòîò ïñåâäî-àíàëèç âûõîäèò çà ðàìêè
èäåìïîòåíòíîé ìàòåìàòèêè. Íåêîòîðûå îáîáùåíèÿ ìåð Ìàñëîâà
îáñóæäàþòñÿ â ðàáîòàõ [89, 137℄.
6. Ïðèíöèï ñóïåðïîçèöèè è ëèíåéíûå çàäà÷è
Îñíîâíûå óðàâíåíèÿ êâàíòîâîé òåîðèè ëèíåéíû. Ýòî óòâåðæäåíèå
ñîñòàâëÿåò ïðèíöèï ñóïåðïîçèöèè â êâàíòîâîé ìåõàíèêå. Óðàâíåíèå
àìèëüòîíà-ßêîáè, êîòîðîå ÿâëÿåòñÿ îñíîâíûì óðàâíåíèåì êëàññè÷åñêîé
ìåõàíèêè, íå ÿâëÿåòñÿ ëèíåéíûì â îáû÷íîì ñìûñëå. Òåì íå ìåíåå,
îíî ëèíåéíî íàä ïîëóêîëüöàìè Rmax è Rmin. Ïîõîæèì îáðàçîì
ðàçëè÷íûå âåðñèè óðàâíåíèÿ Áåëëìàíà, îñíîâíîãî óðàâíåíèÿ òåîðèè
îïòèìèçàöèè, ëèíåéíû íàä ïîäõîäÿùèìè ïîëóêîëüöàìè. Â ýòîì
ñîñòîèò èäåìïîòåíòíûé ïðèíöèï ñóïåðïîçèöèè Â.Ï.Ìàñëîâà (ñì.
[119123℄). Íàïðèìåð, êîíå÷íîìåðíîå ñòàöèîíàðíîå óðàâíåíèå Áåëëìàíà
ìîæåò áûòü çàïèñàíî â âèäåX = H⊙X⊕F , ãäåX,H , F  ìàòðèöû
ñ êîýèöèåíòàìè â èäåìïîòåíòíîì ïîëóêîëüöå S, à íåèçâåñòíàÿ
ìàòðèöàX îïðåäåëÿåòñÿ ÷åðåçH è F [20℄. Â ÷àñòíîñòè, ñòàíäàðòíûå
ïðîáëåìû äèíàìè÷åñêîãî ïðîãðàììèðîâàíèÿ è çàäà÷à ïîèñêà êðàò÷àéøåãî
ïóòè îòâå÷àþò ñëó÷àÿì S = Rmax è S = Rmin ñîîòâåòñòâåííî. Â
ðàáîòå [20℄ îïòèìèçàöèîííûå àëãîðèòìû íà êîíå÷íîì ãðàå ïîñòàâëåíû
â ñîîòâåòñòâèå ñòàíäàðòíûì ìåòîäàì ðåøåíèÿ ñèñòåì ëèíåéíûõ
óðàâíåíèé ýòîãî òèïà (íàä ïîëóêîëüöàìè). Â ÷àñòíîñòè, àëãîðèòìó
Áåëëìàíà ïîèñêà êðàò÷àéøåãî ïóòè ñîîòâåòñòâóåò àëãîðèòì ßêîáè,
àëãîðèòìó Ôîðäà îòâå÷àåò èòåðàöèîííûé ìåòîä àóññà-Çåéäåëÿ è
ò.ä.
Ëèíåéíîñòü íàäRmin èRmax óðàâíåíèÿ àìèëüòîíà-ßêîáè (êîòîðîå
ÿâëÿåòñÿ ðåçóëüòàòîì äåêâàíòîâàíèÿ Ìàñëîâà óðàâíåíèÿØðåäèíãåðà)
òåñíî ñâÿçàíà ñ îáû÷íîé ëèíåéíîñòüþ óðàâíåíèÿ Øðåäèíãåðà è
ìîæåò áûòü âûâåäåíà èç ýòîé ëèíåéíîñòè. Òàêèì îáðàçîì, ìîæíî
çàèìñòâîâàòü ñòàíäàðòíûå èäåè è ìåòîäû èç ëèíåéíîãî àíàëèçà è
ïðèìåíÿòü èõ â íîâîé îáëàñòè.
àññìîòðèì êëàññè÷åñêóþ äèíàìè÷åñêóþ ñèñòåìó, îïèñûâàåìóþ
ãàìèëüòîíèàíîì
H = H(p, x) =
N∑
i=1
p2i
2mi
+ V (x),
ãäå x = (x1, . . . , xN)  îáîáùåííûå êîîðäèíàòû, p = (p1, . . . , pN) 
îáîáùåííûå èìïóëüñû, mi  ìàññû, à V (x) -ïîòåíöèàë. Â ýòîì
10 . Ë. Ëèòâèíîâ
ñëó÷àå ëàãðàíæèàí ñèñòåìû L(x, x˙, t) çàïèøåòñÿ â âèäå
L(x, x˙, t) =
N∑
i=1
mi
x˙2i
2
−−− V (x),
ãäå x˙ = (x˙1, . . . , x˙N), x˙i = dxi/dt. Ïðè ýòîì óíêöèÿ çíà÷åíèÿ
óíêöèîíàëà äåéñòâèÿ S(x, t) èìååò âèä
S =
∫ t
t0
L(x(t), x˙(t), t) dt,
ãäå èíòåãðèðîâàíèå âåäåòñÿ âäîëü ðåàëüíîé òðàåêòîðèè ñèñòåìû.
Êëàññè÷åñêèå óðàâíåíèÿ äâèæåíèÿ âûâîäÿòñÿ èç óñëîâèÿ ìèíèìóìà
óíêöèîíàëà äåéñòâèÿ (ïðèíöèï àìèëüòîíà èëè ïðèíöèï íàèìåíüøåãî
äåéñòâèÿ).
Äëÿ èêñèðîâàííûõ ìîìåíòîâ âðåìåíè t è t0 è ïðîèçâîëüíîé
òðàåêòîðèè x(t), óíêöèîíàë äåéñòâèÿ S = S(x(t)) ìîæåò áûòü
ðàññìîòðåí êàê óíêöèÿ, ïåðåâîäÿùàÿ ìíîæåñòâî êðèâûõ (òðàåêòîðèé)
âî ìíîæåñòâî âåùåñòâåííûõ ÷èñåë, êîòîðîå, â ñâîþ î÷åðåäü, ìîæåò
áûòü èíòåðïðåòèðîâàíî êàêRmin. Â ýòîì ñëó÷àå ìèíèìóì óíêöèîíàëà
äåéñòâèÿ âûðàæàåòñÿ èíòåãðàëîì Ìàñëîâà ïî ìíîæåñòâó òðàåêòîðèé,
ò.å. êàê èäåìïîòåíòíûé àíàëîã ýâêëèäîâîé âåðñèè åéíìàíîâñêîãî
êîíòèíóàëüíîãî èíòåãðàëà.
Ìèíèìóì óíêöèîíàëà äåéñòâèÿ ñîîòâåòñòâóåò ìàêñèìóìó óíêöèè
e−S, ò.å. èäåìïîòåíòíîìó èíòåãðàëó
∫ ⊕
{paths}
e−S(x(t))D{x(t)} ïî îòíîøåíèþ
ê àëãåáðåRmax. Òàêèì îáðàçîì, êëàññè÷åñêèé ïðèíöèï íàèìåíüøåãî
äåéñòâèÿ ìîæåò ðàññìàòðèâàòüñÿ êàê èäåìïîòåíòíàÿ âåðñèÿ åéíìàíîâñêîé
îðìóëèðîâêè êâàíòîâîé ìåõàíèêè. Ïðåäñòàâëåíèå ðåøåíèÿ óðàâíåíèÿ
Øðåäèíãåðà â âèäå êîíòèíóàëüíîãî èíòåãðàëà Ôåéíìàíà ñîîòâåòñòâóåò
îðìóëå Ëàêñà-Îëåéíèê äëÿ óðàâíåíèÿ àìèëüòîíà-ßêîáè.
Ïîñêîëüêó ∂S/∂xi = pi, ∂S/∂t = −H(p, x), ñïðàâåäëèâî ñëåäóþùèå
óðàâíåíèå àìèëüòîíà-ßêîáè:
∂S
∂t
+H
(
∂S
∂xi
, xi
)
= 0. (3)
Êâàíòîâàíèå (ñì., íàïðèìåð, [48℄) ïðèâîäèò ê óðàâíåíèþØðåäèíãåðà
−
~
i
∂ψ
∂t
= Ĥψ = H(pˆi, xˆi)ψ, (4)
ãäå ψ = ψ(x, t)  âîëíîâàÿ óíêöèÿ, ò.å. çàâèñÿùèé îò âðåìåíè
ýëåìåíò ãèëüáåðòîâîãî ïðîñòðàíñòâà L2(RN), à Ĥ  îïåðàòîð ýíåðãèè,
ïîëó÷åííûé èç êëàññè÷åñêîé óíêöèè àìèëüòîíà çàìåíîé ïåðåìåííûõ
pi îïåðàòîðàìè èìïóëüñîâ p̂i =
~
i
∂
∂xi
, è ïåðåìåííûõ xi  îïåðàòîðàìè
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êîîðäèíàò: x̂i : ψ 7→ xiψ. ÓðàâíåíèåØðåäèíãåðà ëèíåéíî â îáû÷íîì
ñìûñëå (êâàíòîâûé ïðèíöèï ñóïåðïîçèöèè).
Â ñòàíäàðòíîé ïðîöåäóðå ïðåäåëüíîãî ïåðåõîäà îò óðàâíåíèÿ
Øðåäèíãåðà ê óðàâíåíèþ àìèëüòîíà-ßêîáè èñïîëüçóåòñÿ ñëåäóþùåå
ïðåäñòàâëåíèå äëÿ âîëíîâîé óíêöèè â âèäå ψ(x, t) = a(x, t)·eiS(x,t)/~
è âûäåëåíèå ãëàâíîãî ÷ëåíà ïðè ~ → 0 (êâàçèêëàññè÷åñêèé ïðåäåë).
Âìåñòî ýòîãî ìû çàìåíèì ïîñòîÿííóþ Ïëàíêà ~ ìíèìîé âåëè÷èíîé
h = i~, âûáèðàÿ h > 0. Òîãäà óðàâíåíèå Øðåäèíãåðà (4) ïåðåéäåò
â îáîáùåííîå óðàâíåíèå òåïëîïðîâîäíîñòè:
h
∂u
∂t
= H
(
−h
∂
∂xi
, xˆi
)
u, (5)
â êîòîðîì âåùåñòâåííîçíà÷íàÿ óíêöèÿ u ñîîòâåòñòâóåò âîëíîâîé
óíêöèè ψ (òî÷íåå, åå ìîäóëþ). Ïîõîæàÿ èäåÿ (ïåðåõîä ê ìíèìîìó
âðåìåíè) èñïîëüçóåòñÿ â ýâêëèäîâîé êâàíòîâîé òåîðèè ïîëÿ (ñì.,
íàïðèìåð, [130℄). Íàïîìíèì, ÷òî âðåìÿ è ýíåðãèÿ  äóàëüíûå âåëè÷èíû.
Ëèíåéíîñòü óðàâíåíèÿ (4) âåäåò ê ëèíåéíîñòè óðàâíåíèÿ (5).
Ïîýòîìó, åñëè u1 è u2  ðåøåíèÿ óðàâíåíèÿ (5), òî èõ ëèíåéíàÿ
êîìáèíàöèÿ
u = λ1u1 + λ2u2 (6)
òàêæå ÿâëÿåòñÿ ðåøåíèåì óðàâíåíèÿ (5). Ïîëîæèì S = h ln u èëè
u = eS/h, êàê ýòî áûëî ñäåëàíî âûøå â ðàçäåëå 2. Íåñëîæíî ïðîâåðèòü,
÷òî ïîñëå òàêîé çàìåíû óðàâíåíèå (5) ïðèìåò âèä
∂S
∂t
= V (x) +
N∑
i=1
1
2mi
(
∂S
∂xi
)2
+ h
n∑
i=1
1
2mi
∂2S
∂x2i
. (7)
Òàêèì îáðàçîì, ìû ïåðåøëè îò (4) ê (7) ïðè ïîìîùè çàìåíû ïåðåìåííûõ
ψ = eS/h. Ïðè ýòîì |ψ| = eReS/h , ãäå ReS  âåùåñòâåííàÿ ÷àñòü
S. Áóäåì ðàññìàòðèâàòü òåïåðü S êàê âåùåñòâåííóþ ïåðåìåííóþ.
Óðàâíåíèå (7) íåëèíåéíî â îáû÷íîì ñìûñëå. Îäíàêî, åñëè S1 è S2 
åãî ðåøåíèÿ, òî óíêöèÿ
S = λ1 ⊙ S1⊕hλ2 ⊙ S2,
ïîëó÷åííàÿ èç (6) çàìåíîé S = h lnu, òàêæå ÿâëÿåòñÿ ðåøåíèåì
óðàâíåíèÿ (7). Â ýòîì ñëó÷àå îáîáùåííîå óìíîæåíèå ⊙ ñîâïàäàåò
ñ îáû÷íûì ñëîæåíèåì, à îáîáùåííîå ñëîæåíèå ⊕h îïðåäåëÿåòñÿ
âûáðàííîé çàìåíîé ïåðåìåííûõ. Ïðè h→ 0, ìû ïîëó÷èì îïåðàöèè
èäåìïîòåíòíîãî ïîëóêîëüöà Rmax, òî åñòü, ⊕ = max è ⊙ = +, à
óðàâíåíèå (7) ïåðåéäåò â óðàâíåíèå àìèëüòîíà-ßêîáè (3), òàê êàê
òðåòüå ñëàãàåìîå â ïðàâîé ÷àñòè óðàâíåíèÿ (7) èñ÷åçàåò.
Åñòåñòâåííî ðàññìàòðèâàòü ïðåäåëüíóþ óíêöèþ S = λ1 ⊙ S1 ⊕
λ2 ⊙ S2 êàê ðåøåíèå óðàâíåíèÿ àìèëüòîíà-ßêîáè è îæèäàòü, ÷òî
12 . Ë. Ëèòâèíîâ
ýòî óðàâíåíèå ìîæíî ðàññìàòðèâàòü êàê ëèíåéíîå íàäRmax. Ïîäîáíàÿ
àðãóìåíòàöèÿ (íà ýâðèñòè÷åñêîì óðîâíå) ìîæåò áûòü ïðèìåíåíà è
ê óðàâíåíèÿì áîëåå îáùåãî âèäà. Ñòðîãîå îáîñíîâàíèå ëèíåéíîñòè
ýòèõ óðàâíåíèé íàä ïîëóêîëüöàìè ïðèâîäèòñÿ â [52, 96, 122, 123℄ à
òàêæå â [120℄. Îòìåòèì, ÷òî åñëè h çàìåíèòü íà −h, òî â ðåçóëüòàòå
ìû ïîëó÷èì ëèíåéíîñòü óðàâíåíèÿ àìèëüòîíà-ßêîáè íàä ïîëóêîëüöîì
Rmin.
Èäåìïîòåíòíûé ïðèíöèï ñóïåðïîçèöèè ïîêàçûâàåò, ÷òî ðÿä âàæíûõ
íåëèíåéíûõ (â îáû÷íîì ñìûñëå) çàäà÷ ìîæåò áûòü ñâåäåí ê çàäà÷àì,
ëèíåéíûì íàä èäåìïîòåíòíûìè ïîëóêîëüöàìè. Òàêèì îáðàçîì, ëèíåéíûé
èäåìïîòåíòíûé óíêöèîíàëüíûé àíàëèç (ñì. íèæå) ÿâëÿåòñÿ åñòåñòâåííûì
èíñòðóìåíòîì äëÿ èññëåäîâàíèÿ íåëèíåéíûõ áåñêîíå÷íîìåðíûõ çàäà÷,
îáëàäàþùèõ ýòèì ñâîéñòâîì.
7. Ñâåðòêà è ïðåîáðàçîâàíèå ÔóðüåËåæàíäðà
Ïóñòü G  íåêîòîðàÿ ãðóïïà. Òîãäà ïðîñòðàíñòâî B(X,Rmax)
âñåõ îãðàíè÷åííûõ óíêöèéG→ Rmax (ñì. âûøå) ÿâëÿåòñÿ èäåìïîòåíòíûì
ïîëóêîëüöîì îòíîñèòåëüíî ñëåäóùåãî àíàëîãà îáû÷íîé îïåðàöèè
ñâåðòêè ⊛:
(ϕ(x)⊛ ψ)(g) =
∫ ⊕
G
ϕ(x)⊙ ψ(x−1 · g) dx = sup
x∈G
(ϕ(x) + ψ(x−1 · g)).
àçóìååòñÿ, ìîæíî òàêæå èñïîëüçîâàòü è äðóãèå óíêöèîíàëüíûå
ïðîñòðàíñòâà (è äðóãèå áàçîâûå ïîëóêîëüöà âìåñòîRmax). Â ðàáîòàõ
[96,122℄ ãðóïïîâûå ïîëóêîëüöà ýòîãî òèïà íàçûâàþòñÿ ñâåðòî÷íûìè
ïîëóêîëüöàìè.
Ïóñòü G = Rn, ãäå Rn ïîíèìàåòñÿ êàê òîïîëîãè÷åñêàÿ ãðóïïà
îòíîñèòåëüíî âåêòîðíîãî ñëîæåíèÿ. Îáû÷íîå ïðåîáðàçîâàíèå Ôóðüå-
Ëàïëàñà îïðåäåëÿåòñÿ îðìóëîé
ϕ(x) 7→ ϕ˜(ξ) =
∫
G
eiξ·xϕ(x) dx, (8)
ãäå eiξ·x ÿâëÿåòñÿ õàðàêòåðîì ãðóïïû G è ðåøåíèåì ñëåäóþùåãî
óíêöèîíàëüíîãî óðàâíåíèÿ
f(x+ y) = f(x)f(y).
Èäåìïîòåíòíûé àíàëîã ýòîãî óðàâíåíèÿ èìååò âèä
f(x+ y) = f(x)⊙ f(y) = f(x) + f(y),
ïîýòîìó íåïðåðûâíûå èäåìïîòåíòíûå õàðàêòåðû ÿâëÿþòñÿ ëèíåéíûìè
óíêöèÿìè âèäà x 7→ ξ·x = ξ1x1+· · ·+ξnxn. Â ðåçóëüòàòå ïðåîáðàçîâàíèå (8)
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ïåðåõîäèò â ïðåîáðàçîâàíèå
ϕ(x) 7→ ϕ˜(ξ) =
∫ ⊕
G
ξ · x⊙ ϕ(x) dx = sup
x∈G
(ξ · x+ ϕ(x)). (9)
Ïðåîáðàçîâàíèå (9) åñòü íå ÷òî èíîå, êàê ïðåîáðàçîâàíèå Ëåæàíäðà
(ñ òî÷íîñòüþ äî îáîçíà÷åíèé) [121℄. Ïðåîáðàçîâàíèÿ ýòîãî âèäà
óñòàíàâëèâàþò ñâÿçü ìåæäó ãàìèëüòîíîâûì è ëàãðàíæåâûì îðìàëèçìîì
â êëàññè÷åñêîé ìåõàíèêå. Ïðåîáðàçîâàíèå Ëåæàíäðà ïîðîæäàåò
èäåìïîòåíòíóþ âåðñèþ ãàðìîíè÷åñêîãî àíàëèçà â ïðîñòðàíñòâå âûïóêëûõ
óíêöèé (ïîäðîáíåå ñì., íàïðèìåð, [118℄).
àçóìååòñÿ, îïèñàííóþ êîíñòðóêöèþ ìîæíî îáîáùèòü íà ðàçëè÷íûå
êëàññû ãðóïï è ïîëóêîëåö. Ïðåîáðàçîâàíèÿ óêàçàííîãî òèïà ïåðåâîäÿò
îáîáùåííóþ îïåðàöèþ ñâåðòêè â ïîòî÷å÷íîå ïðîèçâåäåíèå (îáîáùåííîå),
ñîõðàíÿÿ ïðè ýòîì ðÿä âàæíûõ ñâîéñòâ îáû÷íîãî ïðåîáðàçîâàíèÿ
Ôóðüå. Äëÿ ñëó÷àÿ ïîëóêîëüöà ìíîæåñòâ Ïàðåòî, ñîîòâåòñòâóþùàÿ
âåðñèÿ ïðåîáðàçîâàíèÿ Ôóðüå ñâîäèò çàäà÷ó ìíîãîêðèòåðèàëüíîé
îïòèìèçàöèè ê ñåìåéñòâó îäíîêðèòåðèàëüíûõ çàäà÷ [152℄.
Ïðèìåðû, îáñóæäàåìûå â äàííîì ðàçäåëå, ìîãóò ðàññìàòðèâàòüñÿ
êàê ðàãìåíòû èäåìïîòåíòíîé òåîðèè ïðåäñòàâëåíèé, ñì., íàïðèìåð,
[111℄. Â ÷àñòíîñòè, èäåìïîòåíòíûå ïðåäñòàâëåíèÿ ãðóïï ìîæíî
òðàêòîâàòü êàê ïðåäñòàâëåíèÿ ñîîòâåòñòâóþùèõ ñâåðòî÷íûõ ïîëóêîëåö
(ò.å. èäåìïîòåíòíûõ ãðóïïîâûõ ïîëóêîëåö) â èäåìïîòåíòíûõ ïîëóìîäóëÿõ.
8. Ïðèëîæåíèÿ ê ñòîõàñòèêå è äâîéñòâåííîñòü ìåæäó
òåîðèåé âåðîÿòíîñòåé è òåîðèåé îïòèìèçàöèè
Èäåìïîòåíòíûå ìåðû Ìàñëîâà ÿâëÿþòñÿ íåîòðèöàòåëüíûìè (â
ñìûñëå ñòàíäàðòíîãî ïîðÿäêà), êàê è âåðîÿòíîñòíûå ìåðû. Àíàëîãèÿ
ìåæäó èäåìïîòåíòíûìè è âåðîÿòíîñòíûìè ìåðàìè îïðåäåëÿåò âàæíóþ
âçàèìîñâÿçü ìåæäó òåîðèåé îïòèìèçàöèè è òåîðèåé âåðîÿòíîñòåé.
Ê íàñòîÿùåìó âðåìåíè èññëåäîâàí öåëûé ðÿä èäåìïîòåíòíûõ àíàëîãîâ
âåðîÿòíîñòíûõ êîíñòðóêöèé, íàïðèìåð ìàêñ-ïëþñ ìàðòèíãàëû, ìàêñ-
ïëþñ ñòîõàñòè÷åñêèå äèåðåíöèàëüíûå óðàâíåíèÿ è äð. Íàïðèìåð,
ïîëó÷åííûå ðåçóëüòàòû ïîçâîëÿþò ïåðåíåñòè ìîùíûå ñòîõàñòè÷åñêèå
ìåòîäû â òåîðèþ îïòèìèçàöèè. Ýòî áûëî îòìå÷åíî è èññëåäîâàíî
ìíîãèìè àâòîðàìè (. Ñàëþ, Ï. Äåë Ìîðàë, M. Àêèàí,Æ.-Ï. Êâàäðà,
Â. Ï. Mañëîâ, Â. Í. Êîëîêîëüöîâ, Ï. Áåðíàð, Ó. A. Ôëåìèíã, Ó. M. Ìàêýíýíè,
A. A. Ïóõàëüñêèé è äð.), ñì îáçîðíóþ ñòàòüþ Ó. À. Ôëåìèíãà è
Ó. Ì. Ìàêýíýíè [53℄ è [1, 6, 13, 28, 3538, 5052, 69, 122, 141, 143, 144℄.
Ïî ïîâîäó ñâÿçåé è ïðèëîæåíèé ê òåîðèè áîëüøèõ óêëîíåíèé ñì.
[1, 3538,142℄, è îñîáåííî êíèãó A. A. Ïóõàëüñêîãî [141℄.
14 . Ë. Ëèòâèíîâ
9. Èäåìïîòåíòíûé óíêöèîíàëüíûé àíàëèç
Äëÿ ìíîãèõ êîíñòðóêöèé è ðåçóëüòàòîâ òðàäèöèîííîé ìàòåìàòèêè
ìîæíî óêàçàòü èíòåðåñíûå èäåìïîòåíòíûå àíàëîãè. Â ÷àñòíîñòè,
ýòî îòíîñèòñÿ ê îñíîâíûì êîíñòðóêöèÿì è òåîðåìàì óíêöèîíàëüíîãî
àíàëèçà. Èäåìïîòåíòíûé óíêöèîíàëüíûé àíàëèç ÿâëÿåòñÿ àáñòðàêòíîé
âåðñèåé èäåìïîòåíòíîãî àíàëèçà. Äëÿ ïðîñòîòû èçëîæåíèÿ ïîëîæèì
S = Rmax, è ïóñòü X  ïðîèçâîëüíîå ìíîæåñòâî. Èäåìïîòåíòíîå
èíòåãðèðîâàíèå çàäàåòñÿ îðìóëîé (1), íàïèñàííîé âûøå. Ôóíêöèîíàë
I(ϕ) ëèíååí íàä S, è åãî çíà÷åíèÿ ñîîòâåòñòâóþò ïðåäåëüíûì çíà÷åíèÿì
ñîîòâåòñòâóþùèõ àíàëîãîâ ñóìì Ëåáåãà (èëè èìàíà). Èäåìïîòåíòíîå
ñêàëÿðíîå ïðîèçâåäåíèå äâóõ óíêöèé ϕ è ψ îïðåäåëÿåòñÿ îðìóëîé
〈ϕ, ψ〉 =
∫ ⊕
X
ϕ(x)⊙ ψ(x) dx = sup
x∈X
(ϕ(x)⊙ ψ(x)).
Ïîýòîìó åñòåñòâåííî ïîñòðîèòü èäåìïîòåíòíûå àíàëîãè èíòåãðàëüíûõ
îïåðàòîðîâ â âèäå
ϕ(y) 7→ (Kϕ)(x) =
∫ ⊕
Y
K(x, y)⊙ϕ(y) dy = sup
y∈Y
{K(x, y)+ϕ(y)}, (10)
ãäå ϕ(y) ýëåìåíò ïðîñòðàíñòâà óíêöèé, îïðåäåëåííûõ íà ìíîæåñòâå
Y , à K(x, y)  óíêöèÿ, çàäàííàÿ íà X × Y , è ïðèíèìàþùàÿ
çíà÷åíèÿ â S. Êàê èçâåñòíî, âûðàæåíèÿ ïîäîáíîãî òèïà ñòàíäàðòíû
äëÿ òåîðèè îïòèìèçàöèè.
Íàïîìíèì, ÷òî îïèñàííûå âûøå îïðåäåëåíèÿ è êîíñòðóêöèè ìîãóò
áûòü óñïåøíî îáîáùåíû íà ñëó÷àé èäåìïîòåíòíûõ ïîëóêîëåö, êîòîðûå
óñëîâíî ïîëíû â ñìûñëå ñòàíäàðòíîãî ïîðÿäêà. Èñïîëüçóÿ èíòåãðàë
Ìàñëîâà, ìîæíî ñêîíñòðóèðîâàòü ðàçëè÷íûå óíêöèîíàëüíûå ïðîñòðàíñòâà,
à òàêæå èäåìïîòåíòíóþ âåðñèþ òåîðèè îáîáùåííûõ óíêöèé (ðàñïðåäåëåíèé).
Äëÿ íåêîòîðûõ êîíêðåòíûõ èäåìïîòåíòíûõ óíêöèîíàëüíûõ ïðîñòðàíñòâ
äîêàçàíî, ÷òî êàæäûé õîðîøèé ëèíåéíûé (â èäåìïîòåíòíîì ñìûñëå)
îïåðàòîð ìîæåò áûòü ïðåäñòàâëåí â âèäå (10). Ýòî óòâåðæäåíèå
ÿâëÿåòñÿ èäåìïîòåíòíîé âåðñèåé òåîðåìû Ë.Øâàðöà î ÿäðå; ðåçóëüòàòû
òàêîãî ðîäà áûëè ïîëó÷åíû Â. Í. Êîëîêîëüöîâûì, Ï. Ñ. Äóäíèêîâûì,
è Ñ. Í. Ñàìáîðñêèì, È. Çèíãåðîì, Ì. À. Øóáèíûì è äðóãèìè
àâòîðàìè, ñì.,íàïðèìåð, [44,96,122,123,158℄. Òàêèì îáðàçîì, êàæäûé
õîðîøèé ëèíåéíûé óíêöèîíàë ïðåäñòàâèì â âèäå ϕ 7→ 〈ϕ, ψ〉,
ãäå 〈, 〉 - èäåìïîòåíòíîå ñêàëÿðíîå ïðîèçâåäåíèå.
Â ðàìêàõ èäåìïîòåíòíîãî óíêöèîíàëüíîãî àíàëèçà ðåçóëüòàòû
ýòîãî òèïà ìîãóò áûòü äîêàçàíû â î÷åíü îáùåé ñèòóàöèè. Â ðàáîòàõ
[108112℄ ðàçâèòà àëãåáðàè÷åñêàÿ âåðñèÿ èäåìïîòåíòíîãî óíêöèîíàëüíîãî
àíàëèçà. Ýòî îçíà÷àåò, ÷òî îñíîâíûå òîïîëîãè÷åñêèå ïîíÿòèÿ è
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ðåçóëüòàòû ìîäåëèðóþòñÿ â ÷èñòî àëãåáðàè÷åñêèõ òåðìèíàõ. Ïîñòðîåííàÿ
òåîðèÿ îõâàòûâàåò ïðåäìåò, íà÷èíàÿ ñ îñíîâíûõ ïîíÿòèé è ðåçóëüòàòîâ
(íàïðèìåð, èäåìïîòåíòíûõ àíàëîãîâ çíàìåíèòûõ òåîðåì Õàíà-Áàíàõà,
Áàíàõà-Øòåéíãàóçà, èññà è èññà-Ôèøåðà) è âêëþ÷àÿ èäåìïîòåíòíûå
àíàëîãè îïðåäåëåíèé è ðåçóëüòàòîâ À.ðîòåíäèêà (À.Grothendiek)
ïî òîïîëîãè÷åñêèì òåíçîðíûì ïðîèçâåäåíèÿì, ÿäåðíûì ïðîñòðàíñòâàì
è îïåðàòîðàì. Ñîðìóëèðîâàíà àáñòðàêòíàÿ âåðñèÿ òåîðåìû î ÿäðå.
Îòìåòèì, ÷òî ïåðåõîä îò îáû÷íîé òåîðèè ê èäåìïîòåíòíîìó óíêöèîíàëüíîìó
àíàëèçó ìîæåò áûòü âåñüìà íåòðèâèàëüíûì. Òàê, íàïðèìåð, ñóùåñòâóåò
ìíîãî íåèçîìîðíûõ èäåìïîòåíòíûõ ãèëüáåðòîâûõ ïðîñòðàíñòâ.
Âàæíûå ðåçóëüòàòû èäåìïîòåíòíîãî óíêöèîíàëüíîãî àíàëèçà (òåîðåìû
î äâîéñòâåííîñòè è îòäåëèìîñòè) íåäàâíî îïóáëèêîâàëè . Êîýí,
Ñ. îáåð, è Æ.-Ï. Êâàäðà [26℄; êîíå÷íîìåðíàÿ âåðñèÿ òåîðåìû îá
îòäåëèìîñòè îïóáëèêîâàíà â [183℄. Ïîñëåäíåå âðåìÿ èäåìïîòåíòíûé
óíêöèîíàëüíûé àíàëèç ïðèâëåêàåò ïîâûøåííîå âíèìàíèå, ñì.,
íàïðèìåð, [25,27,68,105,113,149,158,159,178℄ è ðàáîòû, öèòèðîâàííûå
âûøå.
10. Ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ è îáîáùåíèå
ìíîãîãðàííèêîâ Íüþòîíà
Â ýòîì ðàçäåëå ìû êðàòêî îáñóäèì ðåçóëüòàòû, îïóáëèêîâàííûå
â ðàáîòå [113℄. Äëÿ óíêöèé, îïðåäåëåííûõ íà Cn ïî÷òè âñþäó,
ìîæíî ïîñòðîèòü ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ f → fˆ , ïîðîæäåííîå
äåêâàíòîâàíèåì Ìàñëîâà. Äëÿ ïîëèíîìèàëüíîé óíêöèè f ñóáäèåðåíöèàë
∂fˆ óíêöèè fˆ ñîâïàäàåò ñ ìíîãîãðàííèêîì Íüþòîíà ïîëèíîìà f .
Äëÿ ïîëóêîëüöà ïîëèíîìîâ ñ íåîòðèöàòåëüíûìè êîýèöèåíòàìè
ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ ÿâëÿåòñÿ ãîìîìîðèçìîì ýòîãî ïîëóêîëüöà
â èäåìïîòåíòíîå ïîëóêîëüöî âûïóêëûõ ìíîãîãðàííèêîâ îòíîñèòåëüíî
õîðîøî èçâåñòíûõ îïåðàöèé Ìèíêîâñêîãî. Ýòè ðåçóëüòàòû ìîãóò
áûòü îáîáùåíû íà øèðîêèé êëàññ óíêöèé è âûïóêëûõ ìíîæåñòâ.
10.1. Ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ. àññìîòðèì òîïîëîãè÷åñêîå
ïðîñòðàíñòâî X. Äëÿ óíêöèé f(x), îïðåäåëåííûõ íà X, áóäåì
ãîâîðèòü, ÷òî íåêîòîðîå ñâîéñòâî âûïîëíÿåòñÿ ïî÷òè âñþäó (ï.â.),
åñëè îíî ñïðàâåäëèâî äëÿ âñåõ ýëåìåíòîâ x èç îòêðûòîãî âñþäó
ïëîòíîãî ïîäìíîæåñòâà â X. Âûáåðåì â êà÷åñòâå X ìíîæåñòâî Cn
èëè Rn; îáîçíà÷èì ÷åðåç Rn+ ìíîæåñòâî x = { (x1, . . . , xn) ∈ X |
xi ≥ 0, ãäå i = 1, 2, . . . , n}. Äëÿ x = (x1, . . . , xn) ∈ X ïîëîæèì
exp(x) = (exp(x1), . . . , exp(xn)); òàêèì îáðàçîì, åñëè x ∈ Rn, òî
exp(x) ∈ Rn+.
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Îáîçíà÷èì ÷åðåç F(Cn) ìíîæåñòâî âñåõ óíêöèé, íåïðåðûâíûõ
íà îòêðûòîì âñþäó ïëîòíîì ïîäìíîæåñòâå U ⊂ Cn, ïðè÷åì U ⊃
Rn+. Âî âñåõ íèæå ïðèâåäåííûõ ïðèìåðàõ ìû ðàññìîòðèì äàæå
áîëåå ðåãóëÿðíûå óíêöèè, êîòîðûå ãîëîìîðíû â U . Î÷åâèäíî,
÷òî F(Cn)  êîëüöî (è àëãåáðà íàä C) ïî îòíîøåíèþ ê îáû÷íîìó
ñëîæåíèþ è óìíîæåíèþ óíêöèé.
Äëÿ f ∈ F(Cn) îïðåäåëèì óíêöèþ fˆh ïî ñëåäóþùåé îðìóëå:
fˆh(x) = h log |f(exp(x/h))|, (11)
ãäå h (ìàëûé) âåùåñòâåííûé ïàðàìåòð, à x ∈ Rn. Ïîëîæèì
fˆ(x) = lim
h→0
fˆh(x), (12)
åñëè ïðåäåë â ïðàâîé ÷àñòè ðàâåíñòâà (12) ñóùåñòâóåò ïî÷òè âñþäó.
Íàçîâåì óíêöèþ fˆ(x) äåêâàíòîâàíèåìóíêöèè f(x), à ïðåîáðàçîâàíèå
f(x) 7→ fˆ(x)  ïðåîáðàçîâàíèåì äåêâàíòîâàíèÿ. Ïî ïîñòðîåíèþ
fˆh(x) è fˆ(x) ìîãóò áûòü ðàññìîòðåíû êàê óíêöèè, ïðèíèìàþùèå
çíà÷åíèÿ â Rmax. Îòìåòèì, ÷òî íà ñàìîì äåëå fˆh(x) è fˆ(x) çàâèñÿò
òîëüêî îò ñóæåíèÿ óíêöèè f íà ïîäìíîæåñòâîRn+; ïîýòîìó àêòè÷åñêè
ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ çàäàåòñÿ äëÿ óíêöèé, îïðåäåëåííûõ
òîëüêî íàRn+. Ïîíÿòíî, ÷òî ïðåîáðàçîâàíèå äåêâàíòîâàíèÿ ïîðîæäåíî
äåêâàíòîâàíèåì Ìàñëîâà è îòîáðàæåíèåì x 7→ |x|. àçóìååòñÿ,
àíàëîãè÷íûå îïðåäåëåíèÿ ìîãóò áûòü äàíû è äëÿ óíêöèé, çàäàííûõ
íà Rn è Rn+.
Îáîçíà÷èì ÷åðåç V ìíîæåñòâîRn, ðàññìàòðèâàåìîå êàê ëèíåéíîå
ýâêëèäîâî ïðîñòðàíñòâî (ñî ñêàëÿðíûì ïðîèçâåäåíèåì (x, y) = x1y1+
x2y2 + · · · + xnyn) è ïîëîæèì V+ = Rn+. Íàçîâåì óíêöèþ f ∈
F(Cn) äåêâàíòóåìîé, åñëè åå äåêâàíòîâàíèå fˆ(x) ñóùåñòâóåò (è
îïðåäåëåíî íà îòêðûòîì âñþäó ïëîòíîì ïîäìíîæåñòâå â V ). Îáîçíà÷èì
÷åðåç D(Cn) ìíîæåñòâî âñåõ äåêâàíòóåìûõ óíêöèé è ïóñòü D̂(V )
îçíà÷àåò ìíîæåñòâî { fˆ | f ∈ D(Cn) }. Íàïîìíèì, ÷òî óíêöèè
èç D(Cn) (è D̂(V )) îïðåäåëåíû ïî÷òè âñþäó è ðàâåíñòâî f = g
îçíà÷àåò, ÷òî f(x) = g(x) äëÿ ëþáîãî x èç îòêðûòîãî âñþäó ïëîòíîãî
ïîäìíîæåñòâà â Cn (ñîîòâåòñòâåííî â V ). Îáîçíà÷èì ÷åðåç D+(Cn)
ìíîæåñòâî âñåõ óíêöèé f ∈ D(Cn) òàêèõ, ÷òî f(x1, . . . , xn) ≥ 0,
åñëè xi ≥ 0 äëÿ i = 1, . . . , n; òîãäà f ∈ D+(Cn), åñëè ñóæåíèå
f íà V+ = R
n
+ ÿâëÿåòñÿ íåîòðèöàòåëüíîé óíêöèåé. Îáîçíà÷èì
ïîëó÷åííûé â ðåçóëüòàòå äåêâàíòîâàíèÿ îáðàç ìíîæåñòâà D+(Cn)
÷åðåç D̂+(V ). îâîðÿò, ÷òî óíêöèè f, g ∈ D(C
n) íàõîäÿòñÿ â îáùåì
ïîëîæåíèè, åñëè fˆ(x) 6= ĝ(x) äëÿ ýëåìåíòîâ x, ïðîáåãàþùèõ îòêðûòîå
âñþäó ïëîòíîå ìíîæåñòâî â V .
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Äëÿ óíêöèé f, g ∈ D(Cn) è íåíóëåâîé êîíñòàíòû c, âåðíû ñëåäóþùèå
ðàâåíñòâà:
1) f̂ g = fˆ + ĝ;
2) |fˆ | = fˆ ; ĉf = f ; ĉ = 0;
3) (f̂ + g)(x) = max{fˆ(x), ĝ(x)} ï.â., åñëè f è g íåîòðèöàòåëüíû
íà V+ (òî åñòü f, g ∈ D+(Cn)), èëè f è g  óíêöèè îáùåãî
ïîëîæåíèÿ.
Ëåâûå ÷àñòè ýòèõ óðàâíåíèé îïðåäåëåíû àâòîìàòè÷åñêè.
Ìíîæåñòâî D+(Cn) èìååò åñòåñòâåííóþ ñòðóêòóðó ïîëóêîëüöà
îòíîñèòåëüíî îáû÷íîãî ñëîæåíèÿ è óìíîæåíèÿ óíêöèé, ïðèíèìàþùèõ
çíà÷åíèå â C. Ìíîæåñòâî D̂+(V ) èìååò åñòåñòâåííóþ ñòðóêòóðó
èäåìïîòåíòíîãî ïîëóêîëüöà îòíîñèòåëüíî îïåðàöèé (f ⊕ g)(x) =
max{f(x), g(x)}, (f⊙g)(x) = f(x)+g(x); ýëåìåíòû èç D̂+(V ) ìîæíî
ðàññìàòðèâàòü êàê óíêöèè, ïðèíèìàþùèå çíà÷åíèÿ âRmax. Ïðåîáðàçîâàíèå
äåêâàíòîâàíèÿ ïîðîæäàåò ãîìîìîðèçì èç D+(Cn) â D̂+(V ).
10.2. Ïðîñòûå óíêöèè. Äëÿ ëþáîãî íåíóëåâîãî ÷èñëà a ∈ C
è ëþáîãî âåêòîðà d = (d1, . . . , dn) ∈ V = Rn ïîëîæèì ma,d(x) =
a
∏n
i=1 x
di
i ; óíêöèè òàêîãî âèäà áóäåì íàçûâàòü îáîáùåííûìè ìîíîìàìè.
Îáîáùåííûå ìîíîìû îïðåäåëåíû ï.â. íà Cn è íà V+, íî íå íà
V , èñêëþ÷àÿ ñëó÷àé, êîãäà di ÿâëÿþòñÿ öåëûìè èëè ïîäõîäÿùèìè
ðàöèîíàëüíûìè ÷èñëàìè. Íàçîâåì óíêöèþ f îáîáùåííûì ïîëèíîìîì,
åñëè îíà ïðåäñòàâëÿåò ñîáîé êîíå÷íóþ ñóììó ëèíåéíî íåçàâèñèìûõ
îáîáùåííûõ ìîíîìîâ. Íàïðèìåð, ïîëèíîìû Ëîðàíà ÿâëÿþòñÿ îáîáùåííûìè
ïîëèíîìàìè.
Êàê îáû÷íî, äëÿ x, y ∈ V ïîëîæèì (x, y) = x1y1 + · · · + xnyn.
Ëåãêî ïîêàçàòü, ÷òî åñëè f  îáîáùåííûé ìîíîì ma,d(x), òî fˆ 
ëèíåéíàÿ óíêöèÿ x 7→ (d, x). Åñëè f  îáîáùåííûé ïîëèíîì, òî
fˆ  ñóáëèíåéíàÿ óíêöèÿ.
Íàïîìíèì, ÷òî âåùåñòâåííàÿ óíêöèÿ p, îïðåäåëåííàÿ íà V =
Rn, ñóáëèíåéíà, åñëè p = supα pα, ãäå {pα}  ñåìåéñòâî ëèíåéíûõ
óíêöèé. Ñóáëèíåéíûå óíêöèè, îïðåäåëåííûå âñþäó íà V = Rn,
âûïóêëû; ñëåäîâàòåëüíî, îíè íåïðåðûâíû. Â äàëüíåéøåì ìû áóäåì
ðàññìàòðèâàòü òîëüêî òàêèå ñóáëèíåéíûå óíêöèè. Ïóñòü p íåïðåðûâíàÿ
óíêöèÿ íà V , òîãäà p ñóáëèíåéíà â òî÷íîñòè òîãäà, êîãäà
1) p(x+ y) ≤ p(x) + p(y) äëÿ âñåõ x, y ∈ V ;
2) p(cx) = cp(x) äëÿ âñåõ x ∈ V , c ∈ R+.
Åñëè p1, p2  ñóáëèíåéíûå óíêöèè, òî p1 + p2 òàêæå ÿâëÿåòñÿ
ñóáëèíåéíîé óíêöèåé.
Íàçîâåì óíêöèþ f ∈ F(Cn) ïðîñòîé, åñëè åå äåêâàíòîâàíèå
fˆ ñóùåñòâóåò è ï.â. ñîâïàäàåò ñ íåêîòîðîé ñóáëèíåéíîé óíêöèåé.
18 . Ë. Ëèòâèíîâ
Äîïóñêàÿ âîëüíîñòü ðå÷è, áóäåì îáîçíà÷àòü ýòó (îäíîçíà÷íî îïðåäåëåííóþ
âñþäó íà V ) ñóáëèíåéíóþ óíêöèþ òåì æå ñèìâîëîì fˆ .
Íàïîìíèì, ÷òî ïðîñòûå óíêöèè f è g ÿâëÿþòñÿ óíêöèÿìè
â îáùåì ïîëîæåíèè, åñëè fˆ(x) 6= ĝ(x) äëÿ âñåõ x èç îòêðûòîãî
âñþäó ïëîòíîãî ìíîæåñòâà â V . Â ÷àñòíîñòè, îáîáùåííûå ìîíîìû
íàõîäÿòñÿ â îáùåì ïîëîæåíèè òîãäà è òîëüêî òîãäà, êîãäà îíè
ëèíåéíî íåçàâèñèìû.
Îáîçíà÷èì ÷åðåç Sim(Cn)  ìíîæåñòâî âñåõ ïðîñòûõ óíêöèé,
îïðåäåëåííûõ íà V , è îáîçíà÷èì ÷åðåç Sim+(C
n) ìíîæåñòâî
Sim(Cn)∩D+(C
n). ×åðåç Sbl(V ) îáîçíà÷èì ìíîæåñòâî âñåõ (íåïðåðûâíûõ)
ñóáëèíåéíûõ óíêöèé, îïðåäåëåííûõ íà V = Rn, à ÷åðåç Sbl+(V )
îáîçíà÷èì îáðàç Ŝim+(C
n) ìíîæåñòâà Sim+(C
n) ïðè ïðåîáðàçîâàíèè
äåêâàíòîâàíèÿ.
Ìíîæåñòâî Sim+(C
n) ÿâëÿåòñÿ ïîäïîëóêîëüöîì â D+(C
n), è
Sbl+(V ) ÿâëÿåòñÿ èäåìïîòåíòíûì ïîäïîëóêîëüöîì â D̂+(V ). Ïðåîáðàçîâàíèå
äåêâàíòîâàíèÿ ïîðîæäàåò ýïèìîðèçì ïîëóêîëüöà Sim+(C
n)
íà Sbl+(V ). Ìíîæåñòâî Sbl(V ) ÿâëÿåòñÿ èäåìïîòåíòíûì ïîëóêîëüöîì
îòíîñèòåëüíî îïåðàöèé (f ⊕ g)(x) = max{f(x), g(x)}, (f ⊙ g)(x) =
f(x) + g(x).
Êîíå÷íî, ïîëèíîìû è îáîáùåííûå ïîëèíîìû ÿâëÿþòñÿ ïðîñòûìè
óíêöèÿìè.
Áóäåì ãîâîðèòü, ÷òî óíêöèè f, g ∈ D(V ) àñèìïòîòè÷åñêè ýêâèâàëåíòíû,
åñëè fˆ = ĝ; ïðîñòóþ óíêöèþ f íàçîâåì àñèìïòîòè÷åñêèì ìîíîìîì,
åñëè fˆ  ëèíåéíàÿ óíêöèÿ. Ïðîñòàÿ óíêöèÿ f áóäåò íàçûâàòüñÿ
àñèìïòîòè÷åñêèì ïîëèíîìîì, åñëè fˆ ÿâëÿåòñÿ ñóììîé êîíå÷íîãî
÷èñëà íåýêâèâàëåíòíûõ àñèìïòîòè÷åñêèõ ìîíîìîâ. Êàæäûé àñèìïòîòè÷åñêèé
ïîëèíîì ÿâëÿåòñÿ ïðîñòîé óíêöèåé.
Ïðèìåð.Ïðèìåðàìè àñèìïòîòè÷åñêèõ ïîëèíîìîâ ñëóæàò îáîáùåííûå
ïîëèíîìû, ëîãàðèìè÷åñêèå óíêöèè îò (îáîáùåííûõ) ïîëèíîìîâ,
ïðîèçâåäåíèÿ ïîëèíîìîâ è ëîãàðèìè÷åñêèõ óíêöèé. Ýòî ñëåäóåò
èç íàøèõ îïðåäåëåíèé è îðìóëû (11).
10.3. Ñóáäèåðåíöèàëû ñóáëèíåéíûõ óíêöèé è ìíîæåñòâà
Íüþòîíà äëÿ ïðîñòûõ óíêöèé. Õîðîøî èçâåñòíî, ÷òî ñîâîêóïíîñòü
âñåõ âûïóêëûõ êîìïàêòíûõ ïîäìíîæåñòâ âRn îáðàçóåò èäåìïîòåíòíîå
ïîëóêîëüöî S îòíîñèòåëüíî îïåðàöèé Ìèíêîâñêîãî: äëÿ A,B ∈ S
ñóììà A ⊕ B ÿâëÿåòñÿ âûïóêëîé îáîëî÷êîé îáúåäèíåíèÿ A ∪ B;
ïðîèçâåäåíèå A⊙B îïðåäåëÿåòñÿ ñëåäóþùèì îáðàçîì: A⊙B = { x |
x = a+ b, ãäå a ∈ A, b ∈ B }. Íà ñàìîì äåëå ìíîæåñòâî S ÿâëÿåòñÿ
èäåìïîòåíòíûì ëèíåéíûì ïðîñòðàíñòâîì íàäRmax (ñì., íàïðèìåð,
ðàáîòó [110℄). àçóìååòñÿ, ìíîãîãðàííèêè Íüþòîíà â ïðîñòðàíñòâå
V îáðàçóþò ïîäïîëóêîëüöî N â S.
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Âîñïîëüçóåìñÿ íåêîòîðûìè ýëåìåíòàðíûìè ðåçóëüòàòàìè èç âûïóêëîãî
àíàëèçà. Ýòè ðåçóëüòàòû ìîæíî íàéòè, íàïðèìåð, â êíèãå [118℄.
Äëÿ ëþáîé óíêöèè p ∈ Sbl(V ) ïîëîæèì
∂p = { v ∈ V | (v, x) ≤ p(x) ∀x ∈ V }.
Èç âûïóêëîãî àíàëèçà õîðîøî èçâåñòíî, ÷òî äëÿ ëþáîé ñóáëèíåéíîé
óíêöèè p ìíîæåñòâî ∂p åñòü â òî÷íîñòè ñóáäèåðåíöèàë îò p â
íóëåâîé òî÷êå. Ñëåäóþùåå óòâåðæäåíèå òàêæå õîðîøî èçâåñòíî èç
âûïóêëîãî àíàëèçà:
Ïðåäëîæåíèå 1. Ïóñòü p1, p2 ∈ Sbl(V ), òîãäà
∂(p1 + p2) = ∂p1 ⊙ ∂p2 =
{ v ∈ V | v = v1 + v2, ãäå v1 ∈ ∂p1, v2 ∈ ∂p2 };
∂(max{p1(x), p2(x)}) = ∂p1 ⊕ ∂p2.
Ïóñòü p ∈ Sbl(V ). Òîãäà ∂p  íåïóñòîå âûïóêëîå êîìïàêòíîå
ïîäìíîæåñòâî â V .
Ñëåäñòâèå 1. Îòîáðàæåíèå p 7→ ∂p ÿâëÿåòñÿ ãîìîìîðèçìîì
èäåìïîòåíòíîãî ïîëóêîëüöà Sbl(V ) â èäåìïîòåíòíîå ïîëóêîëüöî
S âñåõ âûïóêëûõ êîìïàêòíûõ ïîäìíîæåñòâ ìíîæåñòâà V .
Äëÿ ëþáîé ïðîñòîé óíêöèè f ∈ Sim(Cn) îáîçíà÷èì ÷åðåç N(f)
ìíîæåñòâî ∂(fˆ ). ÍàçîâåìN(f) ìíîæåñòâîì Íüþòîíà äëÿ óíêöèè
f . Èç ïðèâåäåííîãî óòâåðæäåíèÿ ñëåäóåò, ÷òî äëÿ ëþáîé ïðîñòîé
óíêöèè f åå ìíîæåñòâî ÍüþòîíàN(f) ÿâëÿåòñÿ íåïóñòûì âûïóêëûì
êîìïàêòíûì ïîäìíîæåñòâîì â V .
Òåîðåìà. Ïóñòü f è g  ïðîñòûå óíêöèè. Òîãäà
1) N(fg) = N(f) ⊙ N(g) = { v ∈ V | v = v1 + v2 , ãäå v1 ∈
N(f), v2 ∈ N(g)};
2) N(f + g) = N(f) ⊕ N(g), åñëè f1 è f2  óíêöèè â îáùåì
ïîëîæåíèè èëè f1, f2 ∈ Sim+(Cn) (íàïîìíèì, ÷òî N(f) ⊕
N(g) åñòü âûïóêëàÿ îáîëî÷êà ìíîæåñòâà N(f) ∪N(g)).
Ñëåäñòâèå 2. Ïðåîáðàçîâàíèå f 7→ N(f) ïîðîæäàåò ãîìîìîðèçì
èç Sim+(C
n) â S.
Ïðåäëîæåíèå 2. Ïóñòü f = ma,d(x) = a
∏n
i=1 x
di
i  (îáîáùåííûé)
ìîíîì; çäåñü d = (d1, . . . , dn) ∈ V = Rn è a - íåíóëåâîå êîìïëåêñíîå
÷èñëî. Òîãäà N(f) = {d}.
Ñëåäñòâèå 3. Ïóñòü f =
∑
d∈Dmad,d  (îáîáùåííûé) ïîëèíîì.
Òîãäà N(f)  ìíîãîãðàííèê ⊕d∈D{d}, ò.å. ëèíåéíàÿ îáîëî÷êà êîíå÷íîãî
ìíîæåñòâà D.
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Ýòîò âûâîä ñëåäóåò èç Òåîðåìû è Ïðåäëîæåíèÿ 2. Â ýòîì ñëó÷àå
N(f)  õîðîøî èçâåñòíûé êëàññè÷åñêèé ìíîãîãðàííèê Íüþòîíà
ïîëèíîìà f . Ïîýòîìó ñëåäóþùåå ñëåäñòâèå î÷åâèäíî:
Ñëåäñòâèå 4. Ïóñòü f  îáîáùåííûé èëè àñèìïòîòè÷åñêèé ïîëèíîì.
Òîãäà åãî ìíîæåñòâî Íüþòîíà N(f) ÿâëÿåòñÿ âûïóêëûì ìíîãîãðàííèêîì.
Ïðèìåð. àññìîòðèì îäíîìåðíûé ñëó÷àé, ò.å. V = R è ïîëîæèì
f1 = anx
n + an−1x
n−1 + · · · + a0 è f2 = bmxm + bm−1xm−1 + · · · + b0,
ãäå an 6= 0, bm 6= 0, a0 6= 0, b0 6= 0. Òîãäà N(f1) ñîâïàäàåò ñ îòðåçêîì
[0, n] è N(f2) - ñ îòðåçêîì [0, m]. Ïîýòîìó ïðåîáðàçîâàíèå f 7→ N(f)
ñîîòâåòñòâóåò ïðåîáðàçîâàíèþ f 7→ deg(f), ãäå deg(f)  ñòåïåíü
ïîëèíîìà f . Ïðè ýòîì â ñîîòâåòñòâèè ñ Òåîðåìîé deg(fg) = deg f +
deg g è deg(f + g) = max{deg f, deg g} = max{n,m}, åñëè ai ≥ 0,
bi ≥ 0 èëè åñëè f è g  íàõîäÿòñÿ â îáùåì ïîëîæåíèè.
11. Äåêâàíòîâàíèå ãåîìåòðèè
Èäåìïîòåíòíàÿ âåðñèÿ âåùåñòâåííîé àëãåáðàè÷åñêîé ãåîìåòðèè
áûëà îòêðûòà Î. Âèðî è ïðåäñòàâëåíà â åãî äîêëàäå íà êîíãðåññå â
Áàðñåëîíå [172℄. Èñõîäÿ èç èäåìïîòåíòíîãî ïðèíöèïà ñîîòâåòñòâèÿ,
Î. Âèðî ïîñòðîèë êóñî÷íî-ëèíåéíóþ ãåîìåòðèþ ìíîãîãðàííèêîâ
ñïåöèàëüíîãî âèäà â êîíå÷íîìåðíûõ ýâêëèäîâûõ ïðîñòðàíñòâàõ êàê
ðåçóëüòàò äåêâàíòîâàíèÿ Ìàñëîâà îáû÷íîé âåùåñòâåííîé àëãåáðàè÷åñêîé
ãåîìåòðèè. Îí óêàçàë íà âàæíûå ïðèëîæåíèÿ ê âåùåñòâåííîé àëãåáðàè÷åñêîé
ãåîìåòðèè (íàïðèìåð, â ðàìêàõ 16-îé ïðîáëåìû èëüáåðòà î ïîñòðîåíèè
âåùåñòâåííîãî àëãåáðàè÷åñêîãî ìíîãîîáðàçèÿ ñ ïðåäïèñàííûìè ñâîéñòâàìè
è ïàðàìåòðàìè) è íà ñâÿçü ñ êîìïëåêñíîé àëãåáðàè÷åñêîé ãåîìåòðèåé
è àìåáàìè â ñìûñëå È. Ì. åëüàíäà, M. M. Êàïðàíîâà è À. Â. Çåëåâèíñêîãî
(ñì. èõ êíèãó [61℄ è ñòàòüþ Î. Âèðî [173℄). Çàòåì êîìïëåêñíàÿ
àëãåáðàè÷åñêàÿ ãåîìåòðèÿ áûëà äåêâàíòîâàíà . Ìèõàëêèíûì ñ òåì
æå ðåçóëüòàòîì; ýòà íîâàÿ èäåìïîòåíòíàÿ (èëè àñèìïòîòè÷åñêàÿ)
ãåîìåòðèÿ òåïåðü ÷àñòî íàçûâàåòñÿ òðîïè÷åñêîé àëãåáðàè÷åñêîé
ãåîìåòðèåé, ñì., íàïðèìåð, [47, 72, 126129,146, 155, 164, 166℄.
Ñóùåñòâóåò åñòåñòâåííàÿ ñâÿçü ìåæäó äåêâàíòîâàíèåì Ìàñëîâà
è àìåáàìè. Ïóñòü (C∗)n  êîìïëåêñíûé òîð , ãäå C∗ = C\{0} 
ãðóïïà íåíóëåâûõ êîìïëåêñíûõ ÷èñåë ïî óìíîæåíèþ. Äëÿ z =
(z1, . . . , zn) ∈ (C∗)n è ïîëîæèòåëüíîãî âåùåñòâåííîãî ÷èñëà h îáîçíà÷èì
÷åðåç Logh(z) = h log(|z|) ýëåìåíò
(h log |z1|, h log |z2|, . . . , h log |zn|) ∈ R
n.
àññìîòðèì êîìïëåêñíîå àëãåáðàè÷åñêîå ìíîãîîáðàçèå V ⊂ (C∗)n;
îáîçíà÷èì ÷åðåçAh(V ) ìíîæåñòâî Logh(V ). Åñëè h = 1, òî ìíîæåñòâî
A(V ) = A1(V ) íàçûâàåòñÿ àìåáîé â V â ñìûñëå êíèãè [61℄, ñì.
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(a) (c)(b)
èñ. 3. Òðîïè÷åñêàÿ ïðÿìàÿ è àìåáû.
òàêæå [7,126,128,129,139,155,161,173℄. ÀìåáàA(V ) ÿâëÿåòñÿ çàìêíóòûì
ïîäìíîæåñòâîì âRn ñ íåïóñòûì äîïîëíåíèåì. Îòìåòèì, ÷òî ïðèâåäåííàÿ
êîíñòðóêöèÿ çàâèñèò îò âûáîðà ñèñòåìû êîîðäèíàò.
Äëÿ ïðîñòîòû âûáåðåì â êà÷åñòâå V ãèïåðïîâåðõíîñòü â (C∗)n,
îïðåäåëÿåìóþ ïîëèíîìîì f ; òîãäà ñóùåñòâóåò äåîðìàöèÿ ýòîãî
ïîëèíîìà h 7→ fh, ïîðîæäåííàÿ äåêâàíòîâàíèåì Ìàñëîâà, è fh = f
äëÿ h = 1. Ïóñòü Vh ⊂ (C∗)n ÿâëÿåòñÿ ìíîæåñòâîì íóëåé ïîëèíîìà
fh, èAh(Vh) = Logh(Vh). Òîãäà ñóùåñòâóåò òðîïè÷åñêîå ìíîãîîáðàçèå
Tro(V ), òàêîå ÷òî ïîäìíîæåñòâà Ah(Vh) ⊂ Rn ñõîäÿòñÿ ê Tro(V ) â
ìåòðèêå Õàóñäîðà ïðè h→ 0, ñì. [126,151℄. Òðîïè÷åñêîå ìíîãîîáðàçèå
Tro(V ) ÿâëÿåòñÿ ðåçóëüòàòîì äåîðìàöèè àìåáûA(V ) è äåêâàíòîâàíèÿ
Ìàñëîâà ìíîãîîáðàçèÿ V . Ìíîæåñòâî Tro(V ) ïîëó÷èëî íàçâàíèå
ñêåëåòà àìåáû A(V ).
Ïðèìåð [126℄. Äëÿ ïðÿìîé V = { (x, y) ∈ (C∗)2 | x+ y + 1 = 0 }
êóñî÷íî ëèíåéíûé ãðà Tro(V ) ïðåäñòàâëÿåò ñîáîé òðîïè÷åñêóþ
ïðÿìóþ, ñì. ðèñ. 3(a). Àìåáà A(V ) ïîêàçàíà íà ðèñ. 3(b), òîãäà êàê
ðèñ. 3() äåìîíñòðèðóåò ñîîòâåòñòâóþùóþ äåîðìàöèþ àìåáû.
Â âàæíîé ðàáîòå [80℄ (ñì. òàêæå [47, 126, 128, 146℄) òðîïè÷åñêèå
ìíîãîîáðàçèÿ âîçíèêàþò êàê àìåáû íàä íåàðõèìåäîâûìè ïîëÿìè.
Â 2000 ãîäó M. Êîíöåâè÷ çàìåòèë, ÷òî âîçìîæíî èñïîëüçîâàíèå
íåàðõèìåäîâûõ àìåá â ïåðå÷èñëèòåëüíîé ãåîìåòðèè, ñì. [126, ðàçäåë
2.4, çàìå÷àíèå 4℄. Ìåòîäû òðîïè÷åñêîé ãåîìåòðèè èìåþò âàæíûå
ïðèëîæåíèÿ â àëãåáðàè÷åñêîé ïåðå÷èñëèòåëüíîé ãåîìåòðèè, èíâàðèàíòàõ
ðîìîâà-Âèòòåíà è Âåëüøåíæå, ñì. [59, 7275, 126129, 155, 156℄. Â
÷àñòíîñòè, . Ìèõàëêèí ïðåäñòàâèë è äîêàçàë â [127,129℄ îðìóëó,
ïåðå÷èñëÿþùóþ êðèâûå ïðîèçâîëüíîãî ðîäà íà òîðè÷åñêîé ïîâåðõíîñòè
(ñì. òàêæå ðàáîòû [60, 72, 73, 131, 155℄).
Â ïîñëåäíåå âðåìÿ ïîÿâèëîñü ìíîãî äðóãèõ ðàáîò ïî òðîïè÷åñêîé
àëãåáðàè÷åñêîé ãåîìåòðèè è åå ïðèëîæåíèÿì ê îáû÷íîé (íàïðèìåð,
êîìïëåêñíîé) àëãåáðàè÷åñêîé ãåîìåòðèè, à òàêæå ê äðóãèì îáëàñòÿì,
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ñì., íàïðèìåð [7,55,56,76,131,134,135,168,169,171℄. Äåëî â òîì, ÷òî
íåêîòîðûå òðóäíûå òðàäèöèîííûå çàäà÷è ìîãóò áûòü ñâåäåíû ê
èõ òðîïè÷åñêèì âåðñèÿì, êîòîðûå, êàê ìîæíî íàäåÿòüñÿ, íå òàê
òðóäíû.
Çàìåòèì, ÷òî òðîïè÷åñêàÿ ãåîìåòðèÿ òåñíî ñâÿçàíà ñ èçâåñòíîé
ïðîãðàììîé M. Êîíöåâè÷à è ß. Ñîéáåëüìàíà, ñì., íàïðèìåð, [98,
99℄.
Ââåäåíèå â òðîïè÷åñêóþ àëãåáðàè÷åñêóþ ãåîìåòðèþ èçëîæåíî â
ðàáîòå [146℄ (ñì. òàêæå [166℄). Òåì íå ìåíåå, â öåëîì ñäåëàíû ëèøü
ïåðâûå øàãè â òðîïè÷åñêîé/èäåìïîòåíòíîé ãåîìåòðèè, è çàäà÷à
ñèñòåìàòè÷åñêîãî ïîñòðîåíèÿ èäåìïîòåíòíûõ âåðñèé àëãåáðàè÷åñêîé
è àíàëèòè÷åñêîé ãåîìåòðèè îñòàåòñÿ îòêðûòîé.
12. Ïðèíöèï ñîîòâåòñòâèÿ äëÿ àëãîðèòìîâ è èõ
êîìïüþòåðíàÿ ðåàëèçàöèÿ
Â èäåìïîòåíòíîé ìàòåìàòèêå èìååòñÿ áîëüøîå êîëè÷åñòâî âàæíûõ
ïðèêëàäíûõ àëãîðèòìîâ, ñì., íàïðèìåð, [9, 18, 21, 30, 31, 49, 52, 53,
6769, 72, 84, 87, 93, 96, 102, 104, 106, 107, 114116, 127, 129, 146, 150,
166, 174176, 179, 186, 187℄. Èäåìïîòåíòíûé ïðèíöèï ñîîòâåòñòâèÿ
ñïðàâåäëèâ êàê äëÿ àëãîðèòìîâ, òàê è äëÿ èõ ïðîãðàììíîé è àïïàðàòíîé
ðåàëèçàöèè [102104, 106, 107℄. Â ÷àñòíîñòè, áëàãîäàðÿ ïðèíöèïó
ñóïåðïîçèöèè, îñîáóþ âàæíîñòü ïðèîáðåòàþò àëãîðèòìû ëèíåéíîé
àëãåáðû. Õîðîøî èçâåñòíî, ÷òî àëãîðèòìû ëèíåéíîé àëãåáðû óäîáíû
äëÿ ïàðàëëåëüíûõ âû÷èñëåíèé; èõ èäåìïîòåíòíûå àíàëîãè òàêæå
äîïóñêàþò ðàñïàðàëëåëèâàíèå. Ïîýòîìó èìååòñÿ ðåãóëÿðíûé ñïîñîá
èñïîëüçîâàòü ïàðàëëåëüíûå âû÷èñëåíèÿ äëÿ ðåøåíèÿ ìíîãèõ çàäà÷,
âêëþ÷àÿ îñíîâíûå çàäà÷è îïòèìèçàöèè. Ïðè ýòîì óäîáíî èñïîëüçîâàòü
óíèâåðñàëüíûå àëãîðèòìû, íå çàâèñÿùèå îò êîíêðåòíîãî ïîëóêîëüöà
è îò åãî êîíêðåòíîé êîìïüþòåðíîé ìîäåëè. Ïðîãðàììíàÿ ðåàëèçàöèÿ
ïîëóêîëüöåâûõ óíèâåðñàëüíûõ àëãîðèòìîâ ñòðîèòñÿ íà îáúåêòíî-
îðèåíòèðîâàííîì è îáîáùåííîì (generi) ïðîãðàììèðîâàíèè; ïðîãðàììíûå
ìîäóëè èìåþò äåëî ñ àáñòðàêòíûìè (ïåðåìåííûìè) îïåðàöèÿìè è
òèïàìè äàííûõ, ñì. [102, 104, 106, 107, 116℄.
Íàèáîëåå âàæíûå è ñòàíäàðòíûå àëãîðèòìû èìåþò ìíîãî àïïàðàòíûõ
ðåàëèçàöèé â âèäå òåõíè÷åñêèõ óñòðîéñòâ èëè ñïåöèàëüíûõ ïðîöåññîðîâ.
Òàêèå óñòðîéñòâà ìîãóò ñòàòü ïðîòîòèïàìè íîâûõ àïïàðàòíûõ óñòðîéñòâ,
ïîðîæäåííûõ çàìåíîé òðàäèöèîííûõ àðèìåòè÷åñêèõ îïåðàöèé íà
èõ ïîëóêîëüöåâûå àíàëîãè, ñì. [102,104,107℄. Óäà÷íûå è ýåêòèâíûå
òåõíè÷åñêèå èäåè è ðåøåíèÿ ìîãóò áûòü ïåðåíåñåíû èç ïðîòîòèïîâ
â íîâûå àïïàðàòíûå óñòðîéñòâà. Òàêèì îáðàçîì ïðèíöèï ñîîòâåòñòâèÿ
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ïîðîæäàåò ðåãóëÿðíûé ýâðèñòè÷åñêèé ìåòîä äëÿ êîíñòðóèðîâàíèÿ
ìíîãî÷èñëåííûõ óñòðîéñòâ.
13. Èäåìïîòåíòíûé èíòåðâàëüíûé àíàëèç
Èäåìïîòåíòíàÿ âåðñèÿ òðàäèöèîííîãî èíòåðâàëüíîãî àíàëèçà èçëîæåíà
â ðàáîòàõ [114,115℄. Ïóñòü S  èäåìïîòåíòíîå ïîëóêîëüöî, íàäåëåííîå
ñòàíäàðòíûì ïîðÿäêîì. Çàìêíóòûì èíòåðâàëîì â S íàçîâåì ìíîæåñòâî
âèäà x = [x, x¯] = {x ∈ S | x  x  x¯}, ãäå ýëåìåíòû x  x¯
íàçûâàþòñÿ íèæíåé è âåðõíåé ãðàíèöàìè èíòåðâàëà x. Ñëàáûì
èíòåðâàëüíûì ðàñøèðåíèåì I(S) ïîëóêîëüöà S íàçîâåì ìíîæåñòâî
âñåõ çàìêíóòûõ èíòåðâàëîâ S ñ îïåðàöèÿìè ⊕ è ⊙, îïðåäåëåííûìè
ñëåäóþùèì îáðàçîì: x ⊕ y = [x ⊕ y, x¯ ⊕ y¯], x ⊙ y = [x ⊙ y, x¯ ⊙
y¯]. Ìíîæåñòâî I(S) ÿâëÿåòñÿ íîâûì èäåìïîòåíòíûì ïîëóêîëüöîì
îòíîñèòåëüíî ýòèõ îïåðàöèé. Äîêàçàíî, ÷òî îñíîâíûå èíòåðâàëüíûå
çàäà÷è èäåìïîòåíòíîé ëèíåéíîé àëãåáðû èìåþò ïîëèíîìèàëüíóþ
ñëîæíîñòü, òîãäà êàê â îáû÷íîì èíòåðâàëüíîì àíàëèçå çàäà÷è òàêîãî
òèïà â îáùåì ñëó÷àå èìåþò NP-ñëîæíîñòü. Òî÷íûå èíòåðâàëüíûå
ðåøåíèÿ äëÿ äèñêðåòíîãî ñòàöèîíàðíîãî óðàâíåíèÿ Áåëëìàíà (ñì.
ìàòðè÷íûå óðàâíåíèÿ, ðàññìîòðåííûå âûøå, â ðàçäåëå 6) è äëÿ
ñîîòâåòñòâóþùèõ îïòèìèçàöèîííûõ çàäà÷ ïîñòðîåíû . Ë. Ëèòâèíîâûì
è À. Í. Ñîáîëåâñêèì [114,115℄. Áëèçêèå ðåçóëüòàòû áûëè ïîëó÷åíû
â ðàáîòå [22℄.
14. Ñâÿçü ñ ÊÀÌ òåîðèåé è îïòèìàëüíûì òðàíñïîðòîì
Ïðåäìåò òåîðèè Êîëìîãîðîâà-Àðíîëüäà-Ìîçåðà (ÊÀÌ) ìîæíî
îðìóëèðîâàòü êàê èçó÷åíèå èíâàðèàíòíûõ ïîäìíîæåñòâ â àçîâûõ
ïðîñòðàíñòâàõ íåèíòåãðèðóåìûõ ãàìèëüòîíîâûõ äèíàìè÷åñêèõ ñèñòåì,
èìåþùèõ òó æå äèíàìèêó è òó æå ñòåïåíü ðåãóëÿðíîñòè, ÷òî è
èíòåãðèðóåìûå ñèñòåìû (êâàçèïåðèîäè÷åñêîå ïîâåäåíèå). Â ïîñëåäíåå
âðåìÿ çàìåòíûé ïðîãðåññ áûë äîñòèãíóò áëàãîäàðÿ âàðèàöèîííîìó
ïîäõîäó, â êîòîðîì äèíàìèêà çàäàåòñÿ íå ãàìèëüòîíèàíîì, à ëàãðàíæèàíîì.
Ñîîòâåòñòâóþùàÿ òåîðèÿ áûëà èíèöèèðîâàíà ðàáîòàìè Ñ. Îáðè
(S. Aubry) è Äæ. Í. Ìåçåðà (J. N. Mather) è íåäàâíî íàçâàíà ñëàáîé
ÊÀÌ òåîðèåé â ðàáîòàõ À. Ôàòè (A. Fathi) (ãîòîâèòñÿ ê âûõîäó åãî
ìîíîãðàèÿ Weak KAM Theorems in Lagrangian Dynamis , ñì.,
òàêæå ðàáîòû [82,83,159,160℄). Ìèíèìèçàöèÿ íåêîòîðîãî óíêöèîíàëà
âäîëü òðàåêòîðèé äâèæóùèõñÿ ÷àñòèö ÿâëÿåòñÿ öåíòðàëüíûì ïóíêòîì
äðóãîé òåîðèè, à èìåííî, òåîðèè îïòèìàëüíîãî òðàíñïîðòà, êîòîðàÿ
èíòåíñèâíî ðàçâèâàåòñÿ. Ýòà òåîðèÿ âîñõîäèò ê ðàáîòå . Ìîíæà
Î âûåìêàõ è íàñûïÿõ (1781). Ñîâðåìåííàÿ âåðñèÿ òåîðèè íîñèò
íàçâàíèåòåîðèÿ îïòèìàëüíîãî òðàíñïîðòà ÌîíæàÀìïåðàÊàíòîðîâè÷à
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(MAK) (íàçâàíèå âîçíèêëî ïîñëå ðàáîòû Ë. Â. Êàíòîðîâè÷à [79℄).
Èìååòñÿ ñõîäñòâî ìåæäó ýòèìè äâóìÿ òåîðèÿìè è èìåþòñÿ âçàèìîñâÿçè
ñ çàäà÷àìè èäåìïîòåíòíîãî óíêöèîíàëüíîãî àíàëèçà (íàïðèìåð,
ñ çàäà÷åé î ñîáñòâåííûõ óíêöèÿõ èäåìïîòåíòíûõ èíòåãðàëüíûõ
îïåðàòîðîâ, ñì. [159℄). Ïðèëîæåíèÿ òåîðèè îïòèìàëüíîãî òðàíñïîðòà
ê òåîðèè îáðàáîòêè äàííûõ â êîñìîëîãèè ðàññìàòðèâàþòñÿ, íàïðèìåð,
â ðàáîòàõ [15, 58℄.
15. Ñâÿçü ñ ëîãèêîé, íå÷åòêèìè ìíîæåñòâàìè
è òåîðèåé âîçìîæíîñòåé
Ïóñòü S  èäåìïîòåíòíîå ïîëóêîëüöî ñ íåéòðàëüíûìè ýëåìåíòàìè
0 è 1 (íàïîìíèì, ÷òî 0 6= 1, ñì. ðàçä. 2). Òîãäà áóëåâà àëãåáðà
B = {0, 1} ÿâëÿåòñÿ åñòåñòâåííûì ïîäïîëóêîëüöîì â S. Ïîýòîìó
S ìîæåò ðàññìàòðèâàòüñÿ êàê îáîáùåííàÿ (ðàñøèðåííàÿ) ëîãèêà
ñ ëîãè÷åñêèìè îïåðàöèÿìè ⊕ (äèçúþíêöèÿ) è ⊙ (êîíúþíêöèÿ).
Èäåè òàêîãî ðîäà îáñóæäàþòñÿ âî ìíîãèõ ñòàòüÿõ è ìîíîãðàèÿõ,
ïîñâÿùåííûõ îáîáùåííûì âåðñèÿì êëàññè÷åñêîé è, îñîáåííî, êâàíòîâîé
ëîãèêè, ñì., íàïðèìåð, [42, 64, 90, 147, 148℄.
Ïóñòü Ω ÿâëÿåòñÿ òàê íàçûâàåìûì óíèâåðñóìîì, ñîñòîÿùèì èç
ýëåìåíòàðíûõ ñîáûòèé. Îáîçíà÷èì ÷åðåç F(S) ìíîæåñòâî óíêöèé,
çàäàííûõ íàΩ è ïðèíèìàþùèõ çíà÷åíèÿ â S; òîãäà F(S) ïðåäñòàâëÿåò
ñîáîé èäåìïîòåíòíîå ïîëóêîëüöî îòíîñèòåëüíî ïîòî÷å÷íîãî ñëîæåíèÿ
è óìíîæåíèÿ óíêöèé. Íàçîâåì ýëåìåíòû èç F(S) îáîáùåííûìè
íå÷åòêèìè ìíîæåñòâàìè, ñì. ðàáîòû [64,100℄. Åñëè S = P, ãäå P
- îòðåçîê [0, 1] ñ îïåðàöèÿìè ⊕ = max è ⊙ = min, òî ìû ïîëó÷èì
êëàññè÷åñêîå îïðåäåëåíèå íå÷åòêîãî ìíîæåñòâà (Ë. A. Çàäå [180℄).
àçóìååòñÿ, óíêöèè èç F(P), ïðèíèìàþùèå çíà÷åíèÿ â áóëåâîé
àëãåáðå B = {0, 1} ⊂ P ñîîòâåòñòâóþò îáû÷íûì ìíîæåñòâàì èç Ω,
à ïîëóêîëüöåâûå îïåðàöèè îòâå÷àþò ñòàíäàðòíûì îïåðàöèÿì íàä
ìíîæåñòâàìè. Â îáùåì ñëó÷àå óíêöèè èç F(S), ïðèíèìàþùèå
çíà÷åíèÿ âB = {0, 1} ⊂ S, ìîãóò ðàññìàòðèâàòüñÿ êàê ïîäìíîæåñòâà
â Ω. Åñëè S  ðåøåòêà (ò.e. x⊙y = inf{x, y} è x⊕y = sup{x, y}), òî
îáîáùåííûå íå÷åòêèå ìíîæåñòâà ñîâïàäàþò ñ L-íå÷åòêèìè ìíîæåñòâàìè
â ñìûñëå Äæ. À. îãåíà [63℄. Ìíîæåñòâî èíòåðâàëîâ I(S) ÿâëÿåòñÿ
èäåìïîòåíòíûì ïîëóêîëüöîì, (ñì. ðàçäåë. 11), ïîýòîìó ýëåìåíòû
èç F(I(S)) ìîãóò ðàññìàòðèâàòüñÿ êàê èíòåðâàëüíûå (îáîáùåííûå)
íå÷åòêèå ìíîæåñòâà.
Êàê õîðîøî èçâåñòíî, êëàññè÷åñêàÿ òåîðèÿ íå÷åòêèõ ìíîæåñòâ
ëåæèò â îñíîâå òåîðèè âîçìîæíîñòåé [43, 181℄. àçóìååòñÿ, èñõîäÿ
èç îáîáùåííîé òåîðèè íå÷åòêèõ ìíîæåñòâ, ìîæíî àíàëîãè÷íûì
îáðàçîì ðàçâèòü îáîáùåííóþ òåîðèþ âîçìîæíîñòåé (ñì., íàïðèìåð,
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[43, 90, 100℄. Îáîáùåííûå òåîðèè ìîãóò áûòü íåêîììóòàòèâíûìè;
îíè âûãëÿäÿò áîëåå êà÷åñòâåííûìè è ìåíåå êîëè÷åñòâåííûìè ïî
ñðàâíåíèþ ñ îáû÷íîé òåîðèåé, ïðåäñòàâëåííîé â ðàáîòàõ [180,181℄.
Ìû âèäèì, ÷òî èäåìïîòåíòíûé àíàëèç è òåîðèÿ (îáîáùåííûõ) íå÷åòêèõ
ìíîæåñòâ èìåþò äåëî ñ îäíèìè è òåìè æå îáúåêòàìè, à èìåííî ñ
óíêöèÿìè, ïðèíèìàþùèìè çíà÷åíèÿ â ïîëóêîëüöàõ. Òåì íå ìåíåå,
îñíîâíûå çàäà÷è è ìåòîäû äëÿ îáîèõ òåîðèé ìîãóò îòëè÷àòüñÿ (êàê
ýòî ïðîèñõîäèò ñ òåîðèåé ìåðû è òåîðèåé âåðîÿòíîñòåé).
16. Ïðèëîæåíèÿ ê äðóãèì îáëàñòÿì è ê ñìåæíûì
íàóêàì
Âûøå îáñóæäàëèñü íåêîòîðûå ïðèëîæåíèÿ èäåìïîòåíòíîé ìàòåìàòèêè
ê ðàçëè÷íûì òåîðåòè÷åñêèì è ïðèêëàäíûì îáëàñòÿì ìàòåìàòè÷åñêîé
íàóêè è âçàèìîñâÿçè èäåìïîòåíòíîé ìàòåìàòèêè ñ äðóãèìè îáëàñòÿìè.
àçóìååòñÿ, î÷åíü åñòåñòâåííîé îáëàñòüþ äëÿ ïðèëîæåíèé èäåé è
ìåòîäîâ èäåìïîòåíòíîé ìàòåìàòèêè ÿâëÿþòñÿ òåîðèÿ îïòèìèçàöèè
è òåîðèÿ îïòèìàëüíîãî óïðàâëåíèÿ. Ïî ýòîé òåìå èìååòñÿ î÷åíü
õîðîøàÿ îáçîðíàÿ ñòàòüÿ Â. Í. Êîëîêîëüöîâà [93℄; ì., òàêæå ðàáîòû
[9, 18, 21, 25, 2831, 35, 37, 38, 5053, 6769, 102, 104, 114, 115, 117, 119
124,144, 174176,179, 186, 187℄.
Ñóùåñòâóåò ìíîãî èíòåðåñíûõ ïðèëîæåíèé ê äèåðåíöèàëüíûì
óðàâíåíèÿì è ê ñòîõàñòè÷åñêèì äèåðåíöèàëüíûì óðàâíåíèÿì,
ñì., íàïðèìåð, [5053,69, 91, 92, 94, 96, 119123,138, 159, 160℄.
Ïðèëîæåíèÿ ê òåîðèè èãð îáñóæäàþòñÿ, íàïðèìåð, â [95,96,122℄.
Ñóùåñòâóþò èíòåðåñíûå ïðèëîæåíèÿ â áèîëîãèè (áèîèíîðìàòèêå),
ñì., íàïðèìåð, [49,135,150℄. Ñâÿçü ñ ìàòåìàòè÷åñêîé ìîðîëîãèåé è
âîçìîæíûå ïðèëîæåíèÿ ðàññìàòðèâàþòñÿ â ñòàòüå Ï. Äåë Ìîðàëà
è Ì. Äóàçè [38℄ è îñîáåííî â ðàñøèðåííîé ïðåïðèíòíîé âåðñèè
ýòîé ðàáîòû. Èìååòñÿ ìíîãî èíòåðåñíûõ âçàèìîñâÿçåé ñ èçèêîé è
ñîîòâåòñòâóþùèõ ïðèëîæåíèé (êâàíòîâàÿ è êëàññè÷åñêàÿ èçèêà,
ñòàòèñòè÷åñêàÿ èçèêà, êîñìîëîãèÿ è ò.ä.) ñì., íàïðèìåð, ðàçäåë 6
âûøå è ðàáîòû [23, 92, 96, 110, 111, 117, 133, 145℄.
ÿä âàæíûõ âçàèìîñâÿçåé è ïðèëîæåíèé îòíîñèòñÿ è ê ÷èñòî
ìàòåìàòè÷åñêèì îáëàñòÿì. Òàê íàçûâàåìàÿ òðîïè÷åñêàÿ êîìáèíàòîðèêà
îáñóæäàåòñÿ â áîëüøîé îáçîðíîé ñòàòüå À.Í.Êèðèëëîâà [87℄, ñì.
òàêæå [18, 187℄. Èíòåðåñíûå ïðèëîæåíèÿ òðîïè÷åñêèõ ïîëóêîëåö ê
òðàäèöèîííîé òåîðèè ïðåäñòàâëåíèé ðàññìàòðèâàþòñÿ â ðàáîòàõ
[11,12,87℄. Òðîïè÷åñêàÿ ìàòåìàòèêà òåñíî ñâÿçàíà ñ âåñüìà ïîïóëÿðíîé
òåîðèåé êëàñòåðíûõ àëãåáð, îñíîâàííîé Ñ. Ôîìèíûì è A. Çåëåâèíñêèì,
ñì. èõ îáçîðíóþ ðàáîòó [57℄. Â îáîèõ ñëó÷àÿõ ïðîñëåæèâàåòñÿ ñâÿçü
ñ òðàäèöèîííîé òåîðèåé ïðåäñòàâëåíèé ãðóïï Ëè è ñ áëèçêèìè
26 . Ë. Ëèòâèíîâ
çàäà÷àìè. Èìåþòñÿ âàæíûå ñâÿçè ñ âûïóêëûì àíàëèçîì è ñ äèñêðåòíûì
âûïóêëûì àíàëèçîì, ñì., íàïðèìåð, [2, 27, 30, 32, 40, 113, 118, 123,
157,183185℄. Íåêîòîðûå ðåçóëüòàòû ïî ñëîæíîñòè èäåìïîòåíòíûõ
è òðîïè÷åñêèõ âû÷èñëåíèé ìîãóò áûòü íàéäåíû â ðàáîòàõ [86, 114,
115, 170℄. Èíòåðåñíûå ïðèëîæåíèÿ òðîïè÷åñêîé àëãåáðû ê òåîðèè
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êîñ è ê ïðåîáðàçîâàíèÿì ßíãà-Áàêñòåðà (â ñìûñëå [16℄) ìîæíî
íàéòè â ðàáîòàõ [34, 45, 46℄.
Íà÷èíàÿ ñ Í. Í. Âîðîáüåâà [174176℄, ìíîãèå àâòîðû èñïîëüçóþò,
ÿâíî èëè íåÿâíî, êîíñòðóêöèè è ðåçóëüòàòû èäåìïîòåíòíîé ìàòåìàòèêè
â ìàòåìàòè÷åñêîé ýêîíîìèêå, ñì., íàïðèìåð, [33, 95, 123, 182, 187℄.
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