Virtual environments are commonly used to train people, especially for gesture training. A major challenge consists in error perception. In this paper, we propose to guide the user gesture with an errorbased feedback in a 3D virtual environment. In a preliminary experiment, trainees reproduce an expert gesture from an aluminium foundry. Their gesture performance is evaluated according to two critical error criteria to improve the interaction for training.
INTRODUCTION
In an industrial context, new technicians are generally trained by an expert, who first presents the tasks and gestures of the technical process and then assists them in the first stages of training. Such training is performed on a real workstation in the factory and may lead to safety problems due to trainees lack of expertise. Besides, they may cause some damage on apparatus, leading to important costs for the company.
On the last few years, gesture training systems using virtual environments have been proposed for specific applications such as medical science [6, 7] , non-verbal communications [8] or technical gestures [3] . However, most of systems do not provide any kind of feedback regarding errors made by a trainee.
To improve industrial gesture training, we propose a training system based on learning through error with a virtual environment. The gesture error is measured using a machine learning method. Then, sensory feedback are generated in a 3D virtual environment. The machine learning method is a Dynamic Time Warping algorithm (DTW) [1] which enables to evaluate the matching between a trainee gesture and an expert one on error criteria. The DTW computes a distance for each error criterion (e.g. speed, orientation): the more important the distance is, the worst the error is. Each error criterion refers to a particular 3D visual feedback.
We illustrate our approach with a specific technical gesture from an assembly line in an aluminium foundry. Trainees have to reproduce an expert gesture for mold cleaning with a compressed-air blower. We observe two types of errors: gestures speeds and blower inclination errors. Gestures are tracked using infrared cameras detecting marker positions and orientations.
TRAINING SYSTEM IN VIRTUAL ENVIRONMENT
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Gesture analysis based on error recognition
The motion tracking system we use extracts marker positions and orientations. However, these features may not be adequate to recognize different types of errors. Thus, we compute higher level features refering to spatio-temporal descriptors and allowing a better recognition of the different error classes. Working with technical gestures leads to various constraints limiting the choice of a model. Indeed, one generally has to deal with only a few number of gesture examples since they must to be manually labeled by an expert, which is costly. Besides, one wants to get interpretable outputs in order to provide relevant feedback to trainees. Based on these comments, a DTW algorithm [1] seems to be an appropriate choice for such a task. Indeed, a DTW may be efficient on small training samples, in particular with one gesture template. In addition, it provides interpretable results in the form of a distance between two time series. Besides, unlike many learning methods, a DTW directly works with labeled examples and it does not model the data distribution (which creates a bias).
A DTW is defined to find an optimal alignment between two time series. It computes a distance between the two series based on the optimal alignment. Let x = (x 1 ,...,x N ) and q = (q 1 , ..., q M ) be two time series. The DTW algorithm consists in computing a cumulative cost
, q i ) and for 1 < n N and 1 < m M the cost is computed using the following equation:
(1) where d(x n , q m ) measures the distance between the n th value of x and the m th value of q. Initial and final conditions are defined to ensure that the process begins and ends with the alignment of the first and last elements of q and x.
For each error criterion, we have a unidimensional time series refering to the feature values computed from the marker positions and orientations at each frame. We apply one DTW per error criterion (speed and inclination): each of them evaluates the matching between a trainee gesture and an expert gesture and provides a distance which informs on the gap between the two gestures for the given type of error. These measures are then provided to the assistance module in order to select an appropriate guidance.
Error-based assistance
The guidance can be multimodal and be related to different nature of feedback such as visual [6] , auditory [2] or haptic [5] . Besides, Galligan et al. [4] define different types of feedback: there are intrinsic feedback from the kinaesthetic senses, extrinsic feedback such as performance or results, positive and negative feedback to inform users on the performance level, terminal feedback which are provided before or after the performance, and finally concurrent feedback which are given during the performance. The authors point out that the type of feedback may depend on trainees themselves or on gestures they have to learn, e.g. some gestures require real-time feedback whereas others require an a posteriori feedback.
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19-20 March, Greenville, SC, USA 978-1-5090-0842-1/16/$31.00 ©2016 IEEE At the end of a trainee performance, the higher distance provided by the error recognition module refers to the most critical error. Thus, the guidance refering to this most critical error is given to the user. We provide extrinsic feedback enabling users to visualize their performance. With such feedback, we expect trainees to improve their gestures by observing their performance. When the speed is the most critical error, we display the gesture trajectory using spheres whereas we use capsules for an inclination error (Figure 1 ). Capsules are orientated in the same direction as the tracked marker during the gesture. A color coding informs trainees on the differences between their gesture and the reference one. This is determined according to the optimal alignment provided by the DTW: sky blue and dark blue refer respectively to a slightly and much smaller value than the expert gesture value, green is for a close value whereas orange and red refer respectively to a slightly and much higher value. 
PRELIMINARY EXPERIMENT
We applied our approach to the context of aluminium foundry. Within this context, technicians perform various technical gestures. Also, as a first step, we selected one of these gesture which consist of cleaning a mold using a compressed-air blower.
Experimental design
The task consists in cleaning 4 lines of 5 dirts, as illustrated in Figure 1 ). An expert gesture is beforehand recorded. It consists in cleaning the mold using the blower from the front to the back and from the left to the right with a constant speed when the blower moves from the front to the back of the mold. It has to be performed at a proper speed, otherwise technicians would waste time if they are too slow or the mold would not be correctly cleaned if they are too quick. Finally, the blower has to be lifted up when the technician reaches the back of the mold.
We evaluate users capability to reproduce the technical gesture performed by the expert. Thus, we use a multidimensional DTW which measures the matching between two multidimensional time series. Here gestures are 2-dimensional sequential data where the two dimensions refer to the two error criteria (the speed and the inclination of the blower).
Experimental procedure
The expert begins the process by describing the gesture to the trainee. Then users have to reproduce it 10 times. Between each training iteration, visual feedback (one of the two illustrated in Figure 1) is provided to the trainee according to the error criterion having the higher distance with the expert gesture (i.e. speed or inclination).
Participants and platform
15 users contributed to our experiment, 12 men and 3 women from 18 to 53. All the participants were novices with our training system. We used 6 infrared cameras: 2 OptiTrack Prime 13W and 4 OptiTrack Prime 13 (optitrack.com), both with a frequency of 240 Hz ensuring a low latency. A stereoscopic display of a mold with dirts were done on a horizontally laid screen. A compressed-air blower enables to clean the mold remotely. Markers were fixed at the end of the prop and on the head and they were tracked using the system. User performance generally improves during the training process. A Wilcoxon test between the first and the last training iteration shows a significant improvement (the p-value is equal to 0.038 which is significant to a standard 0.05 threshold). In addition, the standard deviation slightly decreases. This illustrates that the gap between user performance decreases during the training. Finally, we point out that user performances seem to remain constant on the last iterations. This may be due to a loss of concentration after some training iterations.
RESULTS AND DISCUSSION
To conclude, those first results seem promising and show that trainee gestures get closer to the expert gesture as expected. In our future works, we will experiment our system on more complex gestures and compared it to other automatic strategy of feedback. Besides, we will focus our research on adaptive dynamic guidances to provide customized assistances.
