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Abstract
A real matrix A is said to have a signed generalized inverse, if the sign pattern of its
generalized inverse A+ is uniquely determined by the sign pattern of A. In this paper, we solve
a problem proposed in [R.A. Brualdi, B.L. Shader, Matrices of Sign-solvable Linear Systems,
Cambridge University Press, Cambridge, 1995; B.L. Shader, SIAM. J. Matrix Anal. Appl.
16 (1995) 1056] about the characterizations of the matrices with a special lower triangular
blocked form to have a signed generalized inverse. Using this characterization and the fact
that every matrix which has a signed generalized inverse and full column term rank and no
zero rows is permutation equivalent to a matrix of this form, we give two algorithms for
determining whether or not a matrix with full column term rank, or a general matrix, has a
signed generalized inverse. © 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 15A09; 15A48
Keywords: Sign; Matrix; Generalized inverse
1. Introduction
The sign pattern of a real matrix A, denoted by sgnA, is the (0, 1,−1)-matrix
obtained from A by replacing each entry by its sign. The set of real matrices with the
same sign pattern as A is called the qualitative class of A, and is denoted by Q(A).
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A square real matrix is called a sign nonsingular matrix (abbreviated SNS matrix),
if every matrix in Q(A) is nonsingular.
An SNS matrix A is called a strong SNS matrix (abbreviated S2NS matrix), if the
inverses of the matrices in Q(A) all have the same sign pattern.
Two m× n real matrices A and B are said to be permutation equivalent, if A can
be transformed to B by permuting its rows and columns.
The term rank of a matrix A, denoted by ρ(A), is the maximal cardinality of the
sets of nonzero entries of A no two of which lie on the same row or same column.
A is said to have “full row (or column) term rank” if ρ(A) is equal to the number of
rows (or columns) of A.
Let A be an m× n real matrix. An n×m real matrix X is called the generalized
inverse (abbreviated GI) of A (or Moore–Penrose inverse of A), if X satisfies the
following four conditions:
AXA = A, XAX = X, (AX)T = AX, (XA)T = XA.
It is well known that for each matrix A, its GI exists and is unique, which is
denoted by A+. If A is an invertible square matrix, then A+ = A−1.
Definition 1.1 [2,3]. A real matrix A is said to have a signed GI (or simply A+ is
signed), if sgnB+ = sgnA+ for each matrix B in Q(A).
The above definition is a generalization of the concept of S2NS matrix. In fact,
if A is a square real matrix of order n with ρ(A) = n, then A+ is signed iff A is an
S2NS matrix.
The notion of matrices having signed GI was first introduced in [2,3] in the study
of the least square sign-solvability of linear systems of equations. It is also suggest-
ed in [3] to study such matrices. The most interesting problem in this study is the
following:
Problem 1. Find necessary and sufficient conditions for a general matrix A to have
a signed GI.
In [5], we studied Problem 1 and obtained some necessary and sufficient condi-
tions for matrices having signed GI (see Theorems 2.2 and 2.3 of this paper), based
upon an important necessary condition (see condition (C1) of Theorem 2.3) given in
[2,3]. In Section 2 of this paper, the characterization given in Theorem 2.3 is further
improved by expressing condition (C2) of Theorem 2.3 in a new form (C2′). This
new form is simpler and more convenient which can help the proofs of Lemma 2.2
and Theorem 3.3 in this paper.
The main purpose of this paper is to study another problem (see Problem 2 below)
proposed in [2,3] about the characterizations of the matrices which have a special
lower triangular blocked form (we call “T-type” in Definition 1.2) to have signed GI.
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In order to explain this problem more clearly, we need to introduce some notation
and terminology.
A matrix A is called a “tree matrix”, if A has the same zero pattern as the vertex-
edge incidence matrix of a tree.
The following three types of matrices will play a central role in Problem 2.
(T1) A column of dimension at least 2 with no zero entries.
(T2) An S2NS matrix.
(T3) A tree matrix.
For convenience, we also introduce another type T∗2 of matrices which forms a
subclass of the class T2.
(T∗2) A fully indecomposable S2NS matrix.
Note that a 1 × 1 matrix with no zero entries is considered to be of type T2, not
of type T1, while a column of dimension 2 with no zero entries can be considered to
be both of types T1 and T3.
The following theorems, Theorems 1.1 and 1.2 [2,3], give important relationships
between the above three types of matrices and matrices having signed GI.
Theorem 1.1 [2,3]. Let A be an m× n matrix with n  m such that each submatrix
B of A of order n has term rank n. Then A+ is signed iff A is a matrix of type T1, T2
or T3.
Definition 1.2. Let A be a matrix of the following block partitioned form:
A1 O · · · O
B21 A2 · · · O
...
...
.
.
.
...
Bk1 Bk2 · · · Ak
 . (1.1)
Then:
(1) A is said to be a T-type lower triangular blocked (or simply T-type) matrix if each
diagonal block Ai is a matrix of type T1, T2 or T3 (i = 1, . . . , k).
(2) A is said to be a T∗-type lower triangular blocked (or simply T∗-type) matrix if
each diagonal block Ai is a matrix of type T1, T∗2 or T3 (i = 1, . . . , k).
(3) A is said to be a T13-type lower triangular blocked (or simply T13-type) matrix
if each diagonal block Ai is a matrix of type T1 or T3 (i = 1, . . . , k).
Theorem 1.2 [2,3]. Let A be an m× n matrix with no zero rows and ρ(A) = n. If
A+ is signed, then A is permutation equivalent to a T-type matrix.
In view of Theorem 1.2 the following problem was proposed in [2,3].
Problem 2. Find necessary and sufficient conditions on those matrices Bi,j in (1.1)
in order that a T-type lower triangular blocked matrix of the form (1.1) has a signed
GI.
46 J.-Y. Shao, H.-Y. Shan / Linear Algebra and its Applications 345 (2002) 43–70
The problem obtained from Problem 2 by replacing “T-type” by “T∗-type” is
called Problem 2∗.
It is well known that each S2NS matrix (a matrix of type T2) is permutation
equivalent to a lower triangular blocked matrix in which each diagonal block is a
fully indecomposable S2NS matrix (a matrix of type T∗2), so the study of Problem
2 reduces to that of Problem 2∗.
In Section 6 of [5], we considered the special case k = 2 of Problem 2∗ and settled
six cases among all the nine cases (where each of A1 and A2 is of type T1, T∗2 or
T3) of the case k = 2. In this paper, we first settled the remaining three cases (where
A1 is of type T3) of the case k = 2 of Problem 2∗ in Section 3. Then we use the
results of the case k = 2 and some techniques obtained in [5] (e.g., Theorem 2.1 in
Section 2) to obtain two important necessary conditions in Lemma 4.1. That is, if A
is a T∗-type matrix as in (1.1) and if A+ is signed, then each off-diagonal block Bi,j
of A (where i > j ) contains at most one nonzero entry and those off-diagonal blocks
Bi,j , for which Aj is a matrix of type T∗2 of order at least 2 and Ai is of type T1 or
T3, must satisfy Bi,j = 0.
In Section 4 of this paper, we further show in Theorem 4.1 that if a T∗-type matrix
A has a signed GI, then A is permutation equivalent to a “standard order” T∗-type
matrix in which each diagonal block of type T1 or T3 precedes each diagonal block
of type T∗2 under the order A1, . . . , Ak . While a standard order T∗-type matrix A
can also be written in the following form:
A =
(
X 0
Z Y
)
, (1.2)
where X is a T13-type matrix and Y is a T∗-type matrix each of whose diagonal block
is of type T∗2. Then in Theorem 4.3 of this paper we show that a matrix A of such
form (1.2) has a signed GI iff A satisfies the following three conditions:
(1) X+ is signed;
(2) Y is an S2NS matrix;
(3) the matrix
−I1 Y−1 O O
O −I2 Z O
O O −I3 X+
O O O −I4
 (1.3)
is an S2NS matrix, where I1, I2, I3 and I4 are identity matrices of appropriate
sizes.
We also show in Theorem 4.2 of this paper that the T13-type matrix X has a signed
GI iff each off-diagonal block of X contains at most one nonzero entry and the “block
associated graph” BG(X) contains no undirected cycle (where BG(X) is defined
similarly to the associated digraph of a square matrix—see Definition 4.2).
Combining the results of Theorem 4.1–4.3, Problem 2∗ (and hence Problem 2) has
thus been solved in the sense that A+ being signed or not is completely determined
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by those off-diagonal blocks in the “T13-part” X together with the determinations of
two S2NS matrices Y and (1.3).
Finally, we use these results to give two algorithms for determining whether or
not a matrix with full column term rank, or even a general matrix, has a signed
GI.
2. Preliminaries and some technical lemmas
In this section, we give some preliminary results which we need in the proofs of
our main results.
Definition 2.1 [5]. Let a, b be two real numbers, A = (aij) and B = (bij) be two
m× n real matrices.
(1) We say that “b is sign majorized by a”, denoted by b  a, if b = 0 or sgn b =
sgn a.
(2) We say that “B is sign majorized by A”, denoted by B  A, if bij  aij for each
i = 1, . . . , m and j = 1, . . . , n.
It is easy to see that B  A iff B can be obtained from some A˜ ∈ Q(A) by replac-
ing some nonzero entries of A˜ by zero.
Theorem 2.1 [5].
(1) Let A and A1 be two matrices with A1  A and ρ(A1) = ρ(A). If A+ is signed,
then A+1 is also signed.
(2) Let B be a submatrix of A with ρ(B) = ρ(A). If A+ is signed, then B+ is also
signed.
Theorem 2.1 will be used in the proofs of most later results of this paper (except
Theorems 4.1 and 4.3).
Corollary 2.1 [3]. Let
A =
(
B O
C D
)
,
where both B and D have full column term rank. If A+ is signed, then both B+ and
D+ are signed.
Proof. Take
A1 =
(
B O
O D
)
 A,
and use Theorem 2.1. 
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Corollary 2.1 will be used later in Theorem 3.2, Lemma 4.1 and Theorem 4.2.
We also need the following terminology in Lemma 2.1.
A matrix A is said to have “full row (or column) rank” if rankA is equal to the
number of rows (or columns) of A.
The following lemma gives a formula of A+ for a matrix A with certain special
lower triangular blocked form.
Lemma 2.1 [5]. Let
A =
(
B O
C D
)
be a real matrix, where B has full column rank and D has full row rank. Then
A+ =
(
B+ O
−D+CB+ D+
)
.
Lemma 2.1 was used in [5] to prove the following theorem, and will also be used
in the proof of Theorem 3.3 and in the arguments after Lemma 2.2 in this paper.
Theorem 2.2 [5]. Let
A =
(
B O
C D
)
be a real matrix, where B has full column term rank and D has full row term rank.
Then A+ is signed iff both B+ and D+ are signed and the following matrix
−In1 D+ O O
O −In2 C O
O O −In3 B+
O O O −In4
 (2.1)
is an S2NS matrix, where In1 , In2 , In3 and In4 are identity matrices of appropriate
sizes.
Theorem 2.2 will be used later in Theorem 4.3 and Algorithm 2.
Let [m] = {1, . . . , m} and [n] = {1, . . . , n}. Let A be an m× n matrix. If S is a
subset of [m] and T is a subset of [n], then A[S|T ] denotes the submatrix of A whose
rows have index in S and whose columns have index in T . If T = [n], we abbreviate
A[S|T ] to A[S| :].
LetA = (aij) andB = (bij) be twom× nmatrices. The Hadamard productA ◦ B
of A and B is the entrywise product of A and B. Namely, A ◦ B = (aijbij). Two m× n
real matrices A and B are said to be conformal, if A ◦ B is a nonnegative matrix.
The following theorem was obtained in [5] which gives necessary and sufficient
conditions for a matrix A with full column term rank to have signed GI.
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Theorem 2.3 [5]. Let A be an m× n matrix with ρ(A) = n. Then A+ is signed iff A
satisfies the following two conditions (C1) and (C2):
(C1) Each submatrix B of A of order n with ρ(B) = n is an S2NS matrix.
(C2) Let
SA =
{
T ⊆ [m] ∣∣ |T | = n and A[T | :] is invertible}. (2.2)
Let N(q, T ) denote the number of elements in T which are less than or equal
to q. Then for each T1 ∈ SA, T2 ∈ SA and q ∈ T1 ∩ T2, the N(q, T1)th column of
A[T1| :]−1 and the N(q, T2)th column of A[T2| :]−1 are conformal.
We now would like to express condition (C2) of Theorem 2.3 in another form.
Let A be an m× n matrix with n  m and let SA be defined as in (2.2). For each
T ⊆ [m], we define AT to be the m× n matrix obtained from A by replacing each
entry aij with i ∈ T by zero. For example, if T = {1, . . . , n}, then
AT =
(
A[T | :]
O
)
and thus the generalized inverse of AT is
A+T =
(
A[T | :]+ O) . (2.3)
If T ∈SA, then A[T | :] is an invertible square matrix, and thus A[T | :]+=A[T | :]−1
which can be easily computed. (Furthermore, when A[T | :] is an S2NS matrix, the
sign pattern of A[T | :]−1 can be more easily computed by using graph theoretical
method, see [2, Theorem 3.2.5].)
Using the notationAT (andA+T ), condition (C2) of Theorem 2.3 is now equivalent
to the following condition (C2′):
(C2′) For each T1 ∈ SA and T2 ∈ SA, we have
A+T1 ◦ A+T2  0. (2.4)
To see the equivalence of (C2) and (C2′), we consider each column (say, the qth
column) of A+T1 ◦ A+T2 . If q ∈ T1 ∩ T2, then the qth column of A+T1 ◦ A+T2 is zero. If
q ∈ T1 ∩ T2, then the qth column of A+Ti is just the N(q, Ti)th column of A[Ti | :]−1.
So (C2′) is equivalent to (C2).
We now use this equivalent form of Theorem 2.3 to prove the following two tech-
nical lemmas. These two lemmas will be used in the proof of Theorems 3.2 and
4.2.
Lemma 2.2. Let
A =
C Oα 1
O 1

be an m× n matrix, where C has full column term rank and α is a row vector. Then
A+ is signed iff A satisfies the following two conditions:
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(2.1.1) (C
α
)
has a signed GI.
(2.1.2)
(
C O
α 1
)
has a signed GI.
Proof. Necessity follows directly from Theorem 2.1. We now prove the sufficiency
part and verify that A satisfies conditions (C1) and (C2′) of Theorem 2.3.
The matrix A satisfies (C1) since both(
C
α
)
and
(
C O
α 1
)
satisfy (C1). To verify condition (C2′), we write
B =
(
C
α
)
and D =
(
C O
α 1
)
.
Take any T ∈ SA, then T ∩ {m− 1, m} /= ∅ since A[T | :] is invertible. Write T ′ =
T ∩ {1, . . . , m− 1} and T ′′ = T ∩ {1, . . . , m− 2}, we compute AT and A+T accord-
ing to the following three cases.
Case 1. m ∈ T and m− 1 ∈ T . Then T ′ = T ′′ and we have
AT =
CT ′′ 00 0
0 1

A+T =
(
C+
T ′′ 0 0
0 0 1
)
=
(
B+
T ′ 0
0 1
)
.
(2.5)
Case 2. m− 1 ∈ T and m ∈ T . Then we have
AT =
CT ′′ 0α 1
0 0
 = (DT ′0
)
A+T =
(
C+
T ′′ 0 0∗ 1 0
)
=
(
B+
T ′ 0∗1 0
)
= (D+
T ′ 0
)
.
(2.6)
Case 3. {m− 1, m} ⊆ T . Then we have
AT =
CT ′′ 0α 1
0 1
 =
BT ′ 01
0 1

A+T =
(
B+
T ′ γ
0 1
)
,
(2.7)
where γ = the last column of B+
T ′ .
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Now for each T1 ∈ SA and T2 ∈ SA, we verify that A+T1 ◦ A+T2  0.(i) If T1 belongs to Case 1, and T2 belongs to Case 1 or 2, then(
C
α
)+ is signed ⇒ C+ is signed ⇒ C+
T ′′1
◦ C+
T ′′2
 0 ⇒ A+T1 ◦ A+T2  0.
(ii) If both T1 and T2 belong to Case 2, then
D+ is signed ⇒ D+
T ′1
◦D+
T ′2
 0 ⇒ A+T1 ◦ A+T2  0.
(iii) If T1 belongs to Case 3, and T2 belongs to Case 1, then
B+ is signed ⇒ B+
T ′1
◦ B+
T ′2
 0 ⇒ A+T1 ◦ A+T2  0.
(iv) If T1 belongs to Case 3, and T2 belongs to Case 2, then
B+ is signed ⇒ B+
T ′1
◦ B+
T ′2
 0 ⇒ A+T1 ◦ A+T2  0.
(v) If both T1 and T2 belong to Case 3, then
B+ is signed ⇒ B+
T ′1
◦ B+
T ′2
 0 ⇒ A+T1 ◦ A+T2  0.
Here we use the fact that in (2.7), γ = the last column of B+
T ′ .
The lemma is thus proved. 
We notice that if in Lemma 2.2 C has full column term rank and A satisfies condi-
tion (2.1.1), then C+ is also signed by Theorem 2.1. So by Theorem 2.3, C also has
full column rank and therefore by using Lemma 2.1 we have(
C 0
α 1
)+
=
(
C+ 0
−αC+ 1
)
.
Thus condition (2.1.2) of Lemma 2.2 can be replaced by the following condition:
(2.1.2′) sgn(˜αC˜+) = sgn(αC+) ∀α˜ ∈ Q(α) and C˜ ∈ Q(C).
For convenience, we simply say that “αC+ is signed” if α and C satisfy (2.1.2′).
Corollary 2.2. Let A = (C
α
)
be a tree matrix, where α is the last row of A. Then
αC+ is signed.
Proof. Take
X =
C 0α 1
0 1
 .
Then X is also a tree matrix and thus X+ is signed by Theorem 1.1. Now using
Lemma 2.2 we obtain that C and α satisfy (2.1.2′), namely αC+ is signed. 
Corollary 2.2 will be used in the following lemma.
Lemma 2.3. Let
A =
(
A1 0
B A2
)
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be a matrix satisfying the following three conditions:
(1) A1 has full column term rank and A+1 is signed.
(2) A2 is a tree matrix.
(3) B contains at most one nonzero entry.
If we further write A = (C
α
)
, where α is the last row of A, then αC+ is signed.
Proof. Write
B =
(
B ′
α1
)
, A2 =
(
A′2
α2
)
and thus
C =
(
A1 0
B ′ A′2
)
,
where α1 and α2 are the last rows of B and A2, respectively.
Since A2 is a tree matrix, A′2 is an invertible square matrix. Also condition (1)
implies that A1 has full column rank. So by using Lemma 2.1 for C we have
C+ =
(
A+1 0
−A′2−1B ′A+1 A′2−1
)
.
Hence
αC+ = (α1, α2)C+ =
(
α1A
+
1 − α2A′2−1B ′A+1 , α2A′2−1
)
. (2.8)
Using Corollary 2.2 for the tree matrix A2, we see that α2A′2
+ is signed.
Since B contains at most one nonzero entry, we have either B ′ = 0 or α1 = 0.
Case 1. B ′ = 0 (and α1 contains at most one nonzero entry). Then by (2.8) we have
αC+ = (α1A+1 , α2A′2−1).
Case 2. α1 = 0 (and B ′ contains at most one nonzero entry). Then
αC+ = (− (α2A′2−1)B ′A+1 , α2A′2−1).
In both cases we can derive that αC+ is signed, since α1 (in Case 1) and B ′ (in
Case 2) contain at most one nonzero entry and α2A′2+ is signed. 
The following lemma was also proved by using Theorem 2.3 in [5] (actually, it
can be proved more easily by using the equivalent condition (C2′) of Theorem 2.3),
and will only be used in the proof of Theorems 3.3 and 4.2.
Lemma 2.4 [5]. Let
A =
(
A1 O
C B
)
,
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where A1 is a column with no zero entries and B has full column term rank. Then A
has a signed GI iff the matrix(
1 O
C B
)
has a signed GI. 
3. The case k = 2 of Problem 2∗
In this section, we consider the case k = 2 of Problem 2∗. The results of this spe-
cial case will also be used to derive two important necessary conditions for general
cases in Lemma 4.1. Among all the nine cases of the case k = 2 (where each of A1
and A2 is of type T1, T∗2 or T3), we have settled six cases in [5]. We first quote the
results of these six cases in the following theorem, then settle the remaining three
cases (where A1 is a matrix of type T3) in Theorems 3.2 and 3.3.
Theorem 3.1 [5]. Let
A =
(
A1 0
B A2
)
.
Then:
(1) If A1 is of type T1 and A2 is of type T1, T∗2 or T3, then A+ is signed iff B
contains at most one nonzero entry.
(2) If A1 is of type T∗2, then we have:
(2.a) If the order of A1 is at least 2 and A2 is of type T1 or T3, then A+ is signed iff
B = 0.
(2.b) For all other cases, A+ is signed iff B contains at most one nonzero entry.
In the following we use ep to denote the column vector of dimension p with 1 in
its last coordinate and zeros elsewhere, and use Jq to denote the column vector of
dimension q all of whose entries equal 1.
A strict signing of a row (or a column) of a matrix means multiplying this row
(or column) by 1 or −1. We write A ∼ B if B can be obtained from A by suitably
permuting and strict signing the rows and columns of A.
Theorem 3.2. Let
A =
(
A1 0
B A2
)
be an m× n (0, 1,−1)-matrix, where A1 and A2 are both of type T3. Then A+ is
signed iff B contains at most one nonzero entry.
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Proof. Sufficiency. If B = 0, then A+ is obviously signed. So we may assume that
B contains exactly one nonzero entry.
We use induction on n, the number of columns of A, to prove that A+ is signed.
If n = 2, the result follows from the case in Theorem 3.1 where both A1 and A2 are
of type T1.
In general, since each tree contains at least two pendant vertices (vertices of de-
gree 1), by suitably permuting and strict signing the rows and columns of A we may
assume that A has the following form:
A =
A1 0 0B ′ A′2 er
0 0 1
 , (3.1)
where
A2 =
(
A′2 er
0 1
)
and A′2 is also a tree matrix (might be vacuous). Write
X =
(
A1 0
B ′ A′2
)
=
(
C
α
)
, (3.2)
where α is the last row of X.
If A′2 contains at least one column, then X+ is signed by induction. If A′2 is
vacuous (namely, A2 =
(1
1
)
), then X = (A1
B ′
)
and by suitably permuting and strict
signing the rows and columns of X we have that (where the notation X =Y means
that X is defined to be Y)
X =
(
A1
B ′
)
∼
A′1 0 ep0 A′′1 eq
0 0 1
 ∼
A′′1 eq 00 1 0
0 ep A′1
 =(A3 0
B ′′ A′1
)
,
where
A3 =
(
A′′1 eq
0 1
)
and both A′1 and A3 are of type T3, and B ′′ contains exactly one nonzero entry. So
by induction X+ is also signed.
Now by Lemma 2.3, αC+ is signed. (This is also obviously true when A′2 is
vacuous and thus α = B ′ and C = A1.) But we also have
A =
C 0α 1
0 1

by (3.1) and (3.2), so A+ is signed by Lemma 2.2.
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Necessity. Suppose B contains at least two nonzero entries, say b1 and b2 are two
nonzero entries of B. Let G1 be the tree corresponding to the tree matrix A1, and e1
and e2 be the edges of G1 corresponding to the columns of A1 which “contain” the
nonzero entries b1 and b2 in A. (It is allowed that e1 = e2 when b1 and b2 are on the
same column). Let P be the path of G1 with e1 and e2 as its end edges and A(P )
be the vertex-edge incidence matrix of P. Then A(P ) is a submatrix of A1 and by
suitably permuting the rows and columns of A1 we may assume that
A1 =
(
X 0
Y A(P )
)
,
where X is an invertible square matrix. Therefore
A =
X 0 0Y A(P ) 0
B1 B2 A2
 .
Write
C =
(
A(P ) 0
B2 A2
)
∼

1
1 1
1
.
.
.
.
.
. 1
1
0
B ′ A2

,
where B ′ contains the two nonzero entries b1 and b2 which is on the first and last
column of B ′, respectively.
Since A+ is signed, by Corollary 2.1, C+ is also signed. Let C1 be the matrix
obtained from C by deleting its first row, then by Theorem 2.1, C+1 is also signed.
Now let C′1 be the matrix obtained from C1 by replacing all the nonzero entries of
B ′, except b1, by zero, Then C′1 is a tree matrix. On the other hand, C′1 /= C1 since
B ′ contains at least two nonzero entries. So by Theorem 1.1, C+1 is not signed, a
contradiction.
This completes the proof of the theorem. 
In the following theorem, Theorem 3.3, when we deal with the case where A1 is
of type T3 and A2 is of type T∗2, we need the following lemma which uses graph
theoretical methods to determine that certain types of square matrices are not S2NS
matrices.
The associated digraph D(A) of a square real matrix A = (aij) of order n is, as
usual, defined to be a digraph with vertex set V = {1, 2, . . . , n} and arc set E =
{(i, j) | aij /= 0, i /= j}.
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Lemma 3.1. Let A be a real matrix of order n whose diagonal entries are all non-
zero. If the associated digraph D(A) contains a strongly connected subdigraph D1
and a vertex x not in D1 and two paths from D1 to x having no common vertex in
D1, then A is not an S2NS matrix.
Proof. The result follows from [4, Lemma 3.1], [6, Theorem 1] and [1, Theorem 4].

Theorem 3.3. Let
A =
(
A1 0
B A2
)
be a (0, 1,−1)-matrix, where A1 is a matrix of type T3, A2 is a matrix of type T1,
T∗2 or T3. Then A+ is signed iff B contains at most one nonzero entry.
Proof.
Case 1. A2 is also of type T3. Then the result follows from Theorem 3.2.
Case 2. A2 is of type T1.
Sufficiency. If B contains at most one nonzero entry, then by using Lemma 2.4 we
may assume that A2 contains only two rows. Then A2 is also a matrix of type T3.
The result now follows from Theorem 3.2.
Necessity. If B contains at least two nonzero entries, then we can take two rows
of the matrix (B,A2) to form a matrix (B ′, A′2) such that B ′ contains at least two
nonzero entries. Now A+ is signed, so by Theorem 2.1,(
A1 0
B ′ A′2
)
has a signed GI. On the other hand, A′2 is now also a matrix of type T3, so by
Theorem 3.2,(
A1 0
B ′ A′2
)
does not have a signed GI, a contradiction.
Case 3. A2 is of type T∗2.
Then A2 is a fully indecomposable S2NS matrix, and without loss of generality
we may assume that all the diagonal entries of A2 are equal to −1.
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Sufficiency. For each
A˜ =
(
A˜1 0
B˜ A˜2
)
∈ Q(A),
we have (by Lemma 2.1) that
A˜+ =
(
A˜+1 0
−A˜+2 B˜A˜+1 A˜+2
)
.
Since bothA+1 andA
+
2 are signed and B contains at most one nonzero entry, it follows
that sgn A˜+ = sgnA+, and so A+ is signed.
Necessity. Suppose on the contrary that B contains at least two nonzero entries.
Without loss of generality we may assume that B contains exactly two nonzero en-
tries (say b1, b2) by Theorem 2.1. Similar to the proof of the necessity part of Theo-
rem 3.2, we may assume that
A1 = A(P ) =

1
1 1
1
.
.
.
.
.
. 1
1
 , (3.3)
where A(P ) is the (r + 1)× r vertex-edge incidence matrix of a path P, and that the
two nonzero entries b1 and b2 are on the first and last column of B, respectively.
Subcase 3.1. b1 and b2 are on the different rows (say the ith and j th row) of A.
Let A′ be the (square) submatrix of A obtained from A by deleting the first row
of A. Then A′ has full term rank and all the diagonal entries of A′ are nonzero. The
associated digraph D(A′) has the form as in Fig. 1 (where i /= j and D(A2) is a
strongly connected subdigraph of D(A′) since A2 is fully indecomposable).
So by Lemma 3.1, A′ is not an S2NS matrix and thus A+ is not signed by
Theorem 2.3.
Fig. 1. The digraph D(A′).
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Subcase 3.2. b1 and b2 are on the same rows (say the first row) of B.
Let
X = A[{1, . . . , r + 2} ∣∣ {1, . . . , r + 1}] = ( A1 0
b1 0 · · · 0 b2 −1
)
,
where A1 is as in (3.3). By suitably signing the rows and columns of X we may
assume that
X =

−1 0 0 · · · 0 0 0
−1 −1 0 · · · 0 0 0
0 −1 −1 · · · 0 0 0
...
...
...
.
.
.
...
...
...
0 0 0 · · · −1 −1 0
0 0 0 · · · 0 −1 0
b1 0 0 · · · 0 −1 −1

. (3.4)
Now take T1 = {2, . . . , r + 2} and T2 = {1, . . . , r, r + 2}. If some X[Ti | :] is not
an S2NS matrix, then X+ is not signed by Theorem 2.3. If both X[T1| :] and X[T2| :]
are S2NS matrices, then we must have b1 = (−1)r and by [2, Theorem 3.2.5], about
the sign pattern of the inverse of an S2NS matrix, we would have
sgnX+T1 =
[
0 β1 y1
0 −b1 α1
]
and sgnX+T2 =
[
γ β2 y2
a b1 α2
]
. (3.5)
So by Theorem 2.3, X+ is also not signed. But we have
A =
(
X ∗
Z A′2
)
,
where both X and A′2 have full column term rank, so by Theorem 2.1, A+ is not
signed, a contradiction. 
4. Main results
First we use the results of the case k = 2 in Section 3 to obtain the following two
necessary conditions in Lemma 4.1.
Lemma 4.1. Let A be a T∗-type matrix as in (1.1):
A1 O · · · O
B21 A2 · · · O
...
...
.
.
.
...
Bk1 Bk2 · · · Ak
 (1.1)
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(where each diagonal block Ai is a matrix of type T1, T∗2 or T3.) If A+ is signed,
then we have:
(1) Each off-diagonal block Bij contains at most one nonzero entry.
(2) For each i > j, if Ai is of type T1 or T3, Aj is of type T∗2 with order at least 2,
then Bij = 0.
Proof. For i > j , let Aij be the matrix obtained from A by replacing each block Brs
with (r, s) /= (i, j) by zero. Then by Theorem 2.1, A+ being signed implies that A+ij
is signed, and which further implies that the matrix(
Aj 0
Bij Ai
)
has a signed GI by Corollary 2.1. The results now follow from Theorems 3.1 and
3.3. 
For convenience, a T∗-type matrix which does not satisfy one of the two condi-
tions in Lemma 4.1 will be called a “T ∗ forbidden matrix”.
Definition 4.1. Let A be a T-type (or T∗-type) matrix as in (1.1). Suppose that there
exists an index i with 1  i  k such that A1, . . . , Ai are all of type T1 or T3 and
Ai+1, . . . , Ak are all of type T2 (or T∗2), then A is called a “standard order” T-type
(or T∗-type) matrix.
Theorem 4.1. Let A be a T∗-type (0, 1,−1)-matrix as in (1.1) which satisfies the
two necessary conditions (1) and (2) of Lemma 4.1. Then A is permutation equivalent
to a standard order T∗-type matrix or a T∗ forbidden matrix.
Proof. Let h = h(A) be the number of indices p such that there exists some index
q > p such that Aq is of type T1 or T3 and Ap is of type T∗2. Let r = r(A) be the
number of pairs of the indices p and q with p < q such that Aq is of type T1 or T3
and Ap is of type T∗2. We prove this theorem by using induction on the pair (h, r)
under the lexicographic order.
If h = 0, then A is already in standard order. If h > 0, then there exists an index i
such that Ai is of type T∗2 and Ai+1 is of type T1 or T3.
Case 1. Bi+1,i = 0.
Then by interchanging the ith row block (and the ith column block) with the
(i + 1)th row block (and the (i + 1)th column), we obtain a matrix A′ which is
still a T∗-type (lower triangular blocked) matrix satisfying conditions (1) and (2) of
Lemma 4.1. Now h(A′)  h(A) and r(A′) = r(A)− 1, so using induction on A′,
we obtain the desired result.
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Case 2. Bi+1,i /= 0.
Then since A satisfies condition (2) of Lemma 4.1, Ai must be a (nonzero) square
matrix of order 1, and Bi+1,i contains only one nonzero entry by condition (1) of
Lemma 4.1.
Subcase 2.1. Ai+1 is of type T3.
Then(
Ai 0
Bi+1,i Ai+1
)
is also a matrix of type T3 (a tree matrix). Viewing(
Ai 0
Bi+1,i Ai+1
)
as a whole diagonal block, we would obtain a “new” T∗-type (lower triangular
blocked) matrix. If it is a T∗ forbidden matrix, then we get the desired result. If
it is not a T∗ forbidden matrix, then we can use induction on it to obtain the desired
result.
Subcase 2.2. Ai+1 is of type T1, and not of type T3.
Then Ai+1 has at least three rows, and so we have(
Ai 0
Bi+1,i Ai+1
)
∼
(
1 0
ep Jp
)
∼
(
J2 e2
0 Jp−1
)
∼
(
Jp−1 0
e2 J2
)
, (4.1)
where p  3 and both Jp−1 and J2 are matrices of type T1.
After such permutations and signings of rows and columns of A, we obtain a new
T∗-type (lower triangular blocked) matrix A′ with h(A′) < h(A). Using induction
on A′ again we obtain the desired result. 
Definition 4.2. Let A be a lower triangular blocked matrix as in the form (1.1).
The block associated digraph BD(A) is defined to be a digraph with vertex set V =
{v1, . . . , vk} and arc set E = {(vi, vj ) |Bij /= 0, i /= j}. The (undirected) block as-
sociated graph BG(A) is defined to be the graph obtained from BD(A) by ignoring
the directions of all the arcs of BD(A).
Theorem 4.2. Let A be an m× n T13-type (0, 1,−1)-matrix as in (1.1)(where each
diagonal block Ai is of type T1 or T3). Then A+ is signed iff A satisfies the following
two conditions:
(1) Each off-diagonal block Bij contains at most one nonzero entry.
(2) The block associated graph BG(A) contains no (undirected) cycle.
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The proof of Theorem 4.2 will be given in Section 5.
We next give necessary and sufficient conditions for a standard order T∗-type
matrix to have a signed GI.
For convenience, we use A[i1, . . . , ir ] to denote the block principle submatrix of
A consisting of the i1th, . . . , ir th row blocks and column blocks.
Theorem 4.3. Let A be a standard order T∗-type matrix as in (1.1) such that each
of A1, . . . , Ai is a matrix of type T1 or T3, and each of Ai+1, . . . , Ak is a matrix of
type T∗2. Write
A =
(
X 0
Z Y
)
,
where X = A[1, . . . , i] is a T13-type matrix and Y = A[i + 1, . . . , k]. Then A+ is
signed iff A satisfies the following three conditions:
(1) Y is an S2NS matrix.
(2) X satisfies the two conditions in Theorem 4.2, namely:
(2.A) Each off-diagonal block Brs of X (where 1  s < r  i) contains at most
one nonzero entry.
(2.B) The block associated graph BG(X) contains no undirected cycle.
(3) The matrix
−In1 Y−1 O O
O −In2 Z O
O O −In3 X+
O O O −In4

is an S2NS matrix, where In1 , In2 , In3 and In4 are identity matrices of appropri-
ate sizes.
Proof. It is obvious that X has full column term rank and Y has full row term rank.
So by Theorem 2.2,
A =
(
X 0
Z Y
)
has a signed GI iff both X and Y have signed GI and A satisfies condition (3) of this
theorem. Now “Y has a signed GI” is equivalent to condition (1) of this theorem and
“X has a signed GI” is equivalent to condition (2) of this theorem by Theorem 4.2.
So A+ is signed iff A satisfies conditions (1)–(3). 
Remark. From Theorem 4.2 we see that if A is a T13-type matrix, then the property
of A having a signed GI depends only on the zero patterns of those off-diagonal
blocks Bij (1  j < i  k ). But this is not the case in general. For example, if each
diagonal block Ai of A is an S2NS matrix of order 1, say k = 3 and
62 J.-Y. Shao, H.-Y. Shan / Linear Algebra and its Applications 345 (2002) 43–70
A =
−1 0 01 a 0
1 1 −1
 .
Then A+ is signed if a < 0 and A+ is not signed if a > 0. So for the case when each
diagonal block is of type T2, the property of A having a signed GI does not depend
only on those off-diagonal blocks Bij (1  j < i  k), and therefore we can only
reduce the problem of this case to the problem of determining whether or not A is an
S2NS matrix.
In the following, we use Nr(A) and Nc(A) to denote the number of rows and the
number of columns of the matrix A, while the sum Nr(A)+Nc(A) is called the total
size of A.
We now use the above results to describe two algorithms for determining whether
or not a matrix has a signed GI. In order to explain the ideas more conveniently, we
introduce the following notion.
Let A be a matrix with full column term rank. A is said to be (column) “term rank
decomposable” (abbreviated TR-decomposable) if A is permutation equivalent to a
matrix of the form(
A1 0
B A2
)
,
where both A1 and A2 have full column term rank (note that A2 naturally has full
column term rank since A has), otherwise A is said to be TR-indecomposable.
It is obvious that every matrix A with full column term rank is permutation equiv-
alent to a lower triangular blocked matrix each of whose diagonal block is TR-inde-
composable. Such a form is called the “TR-normal form” of A.
If A is a square matrix with full term rank, then A is TR-indecomposable iff A
is fully indecomposable (and the TR-normal form is just the fully indecomposable
normal form). More generally, we have the following:
Proposition 4.1. Let A be an m× n matrix with ρ(A) = n and with no zero rows.
Then A is TR-indecomposable iff A does not contain a (nonvacuous) zero submatrix
of total size n.
Proof. If A is TR-decomposable, then
A ∼
(
A1 O
B A2
)
,
where ρ(A1) = Nc(A1). Thus Nr(O) = Nr(A1)  Nc(A1), and so Nr(O)+Nc(O)
 Nc(A1)+Nc(O) = n, the total size of the zero submatrix O is at least n.
Conversely, suppose A contains a zero submatrix of total size n. Let O1 be a zero
submatrix of A with maximal total size, and let
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A ∼
(
A1 O1
B A2
)
.
Then A1 contains at least one column since A contains no zero row. Also Nr(A1) 
Nc(A1) since the total size of O1 is at least n. It follows from König’s Theorem and
the maximality of the total size of the zero submatrix O1 that A1 must have full
column term rank, so A is TR-decomposable, a contradiction. 
The above proof actually suggests a process for a matrix with full column term
rank and no zero rows to be transformed to the TR-normal form.
From Proposition 4.1 we can easily see that if A is an m× n TR-indecompos-
able matrix with no zero rows, then each submatrix B of A of order n has term
rank ρ(B) = n by König’s Theorem. Thus in this case A+ is signed iff A is a
matrix of type T1, T∗2 or T3 by Theorem 1.1. Therefore it follows that if in gen-
eral A is an m× n matrix with ρ(A) = n and no zero rows, and if A+ is signed,
then the TR-normal form of A is a T∗-type matrix. This actually gives a proof of
Theorem 1.2.
We now use the above ideas to give the following algorithms.
Algorithm 1. Determining whether a matrix A with full column term rank has a
signed GI or not (we may assume that A contains no zero rows).
Step 1. Transform A to the TR-normal form as in (1.1), where each diagonal block
Ai is TR-indecomposable with no zero rows.
Step 2. Check if each diagonal block of A is of type T1, T∗2 or T3.
If “no”, then A+ is not signed, and the algorithm stops.
If “yes”, then A is a T∗-type matrix and go to Step 3.
Step 3. Check if A satisfies the two necessary conditions in Lemma 4.1
If “no”, then A+ is not signed, and the algorithm stops.
If “yes”, then go to Step 4.
Step 4. Check if there is an index i such that Ai is of type T∗2 and Ai+1 is of type
T1 or T3.
If “no”, then A is already a standard order T∗-type matrix, and go to Step 5.
If “Yes”, take the largest such index i and then go to Step 4.1.
Step 4.1. If Bi+1,i = O.
Then interchange the ith row block (and the ith column block) with the (i + 1)th
row block (and the (i + 1)th column block), and then go back to Step 4.
If Bi+1,i /= 0.
Then Ai must be a square matrix of order 1 (since A satisfies condition (2) of
Lemma 4.1), and then go to Step 4.2.
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Step 4.2. If Ai+1 is of type T3, then view(
Ai O
Bi+1,i Ai+1
)
as one block (of type T3), and then go back to Step 3.
If Ai+1 is of type T1 (with at least three rows), then use the process as described
in Subcase 2.2 of the proof of Theorem 4.1 to transform(
Ai O
Bi+1,i Ai+1
)
to a matrix of the form(
Jp−1 0
e2 J2
)
,
where p  3 and both Jp−1 and J2 are matrices of type T1. Then go back to Step 3.
Step 5. Check if A (which is already in standard order) satisfies the three conditions
in Theorem 4.3.
If “yes”, then A+ is signed;
If “no”, then A+ is not signed.
Algorithm 2. Determining whether a general m× n matrix A with n  m has a
signed GI or not.
Step 1. Determine ρ(A) to see if ρ(A) = n or not.
If ρ(A) = n, then delete all the zero rows of A and go to Algorithm 1.
If ρ(A) < n, then go to Step 2.
Step 2. Take a zero submatrix O1 of A with total size m+ n− ρ(A). Then suitably
permute the rows and columns of A to transform A to a matrix of the form(
B O1
C D
)
,
where ρ(B) = Nc(B) and ρ(D) = Nr(D).
Step 3. Using Algorithm 1 to check if B and DT have signed GI.
If “no”, then A+ is not signed, and the algorithm stops.
If “Yes”, then go to Step 4.
Step 4. Compute B+,D+ and check if the matrix (2.1) in Theorem 2.2 is an S2NS
matrix.
If “yes”, then A+ is signed.
If “no”, then A+ is not signed.
The reason for the validity of Algorithm 2 is Theorem 2.2.
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5. The proof of Theorem 4.2
Proof of Theorem 4.2. Necessity. Condition (1) follows from Lemma 4.1. Suppose
that condition (2) does not hold, we use induction on m (the number of rows of A) to
show that A+ is not signed.
Firstly, since (2) does not hold, the block associated graph BG(A) contains some
(undirected) cycle C. LetA′ be the matrix obtained from A by replacing each nonzero
off-diagonal blockBij whose corresponding edge [vi, vj ] in BG(A) is not in the cycle
C by zero. Then A′  A and A′ is permutation equivalent to a matrix of the form
A′ ∼

X 0 · · · 0
0 Ai1
...
...
.
.
. 0
0 · · · 0 Air
 , (5.1)
where each Aij is a matrix of type T1 or T3 (j = 1, . . . , r ), while X is a T13-type
matrix whose graph BG(X) is a single cycle. From (5.1) we see that if X+ is not
signed, then (A′)+ is not signed and hence A+ is not signed by Theorem 2.1. For
this reason we may make the following assumption:
(A1) The graph BG(A) is a single cycle.
Consequently the degree of each vertex of BG(A) is 2.
Secondly, if some diagonal block Ai of A is not of type T3, then Ai is a column of
dimension at least 3. Since the corresponding vertex vi (of Ai) in BG(A) has degree
2, Ai contains a row whose corresponding row in A contains exactly one nonzero
entry. Let A′ be a matrix obtained from A by deleting this row. Then A′ is also a T13-
type matrix and BG(A′) is the same as BG(A). By induction (A′)+ is not signed, and
hence A+ is not signed by Theorem 2.1. From this argument we may further make
the following assumption:
(A2) Each diagonal block Ai of A is a matrix of type T3 (i = 1, . . . , k). (Ai may
contain only one column.)
Thirdly, we notice that if some Bi+1,i = 0, then by interchanging the ith row
block (and the ith column block) with the (i + 1)th row block (and the (i + 1)th
column block), we obtain a matrix A′ which is still a T13-type matrix whose block
associated graph BG(A′) is a cycle. By successively using such kinds of row and
column permutations, we may further make the following assumption:
(A3) There exists an index i such that Bi+1,i /= 0.
By condition (1) we also know that Bi+1,i contains exactly one nonzero entry, say
the entry b /= 0.
We now divide the proofs into the following two cases.
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Case 1. The column of A containing the nonzero entry b also contains a nonzero
entry c of Ai such that c is the only nonzero entry on its row of A.
Let A′ (and A′i ) be the matrix obtained from A (and Ai) by deleting the row
containing the entry c. Then(
A′i 0
Bi+1,i Ai+1
)
is also a tree matrix (of type T3) since both Ai and Ai+1 are tree matrices and Bi+1,i
contains exactly one nonzero entry.
Now if A′ does not satisfy condition (1), then (A′)+ is not signed by Lemma 4.1.
So A+ is not signed by Theorem 2.1. If A′ satisfies condition (1), then it is easy
to check that the graph BG(A′) is still a single cycle, so by induction (A′)+ is not
signed, and hence A+ is not signed.
Case 2. A is not in Case 1.
Then Ai contains at least two columns since the degree of vi in BG(A) is 2. Since
each tree contains at least two vertices of degree 1, Ai contains two nonzero entries
c1 and c2 such that each cj is the unique nonzero entry on its row of Ai (j = 1, 2),
and c1 and c2 are not on the same row or same column.
Now since the degree of the vertex vi in BG(A) is 2, and since A is not in Case 1,
one of the two entries c1 and c2 (say, c1) satisfies:
(i) c1 is the unique nonzero entry on its row of A.
(ii) All the nonzero entries on the column of A containing c1 are in the block Ai .
Let A′ be the matrix obtained from A by deleting the row and the column containing
c1. ThenA′ is still a T13-type matrix whose block associated graph BG(A′) is a cycle.
By induction (A′)+ is not signed, so A+ is not signed by Corollary 2.1.
Sufficiency. Since the graph BG(A) contains no undirected cycle, BG(A) is a ver-
tex disjoint union of several trees, and therefore A is permutation equivalent to a
direct sum of several matrices X1, . . . , Xr where each Xi is a T13-type matrix whose
block associated graph BG(Xi) is a tree (i = 1, . . . , r). Since A+ is signed iff each
X+i is signed (i = 1, . . . , r), we may assume in the following proof that the graph
BG(A) is a tree.
We now use induction on m+ n to show that A+ is signed. Since BG(A) is a tree,
BG(A) contains some vertex (say, vi) of degree 1. Thus there is only one nonzero off-
diagonal block in the combination of the ith row block and the ith column block of A.
Case 1. The ith row block of A contains a nonzero off-diagonal block, say Bij /= 0
(for some j < i).
Then all the off-diagonal blocks in the ith column block of A are zeros. So A can
be permutation equivalent to a T13-type (lower triangular blocked) matrix where the
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diagonal block Ai is permuted to the last (the kth) row block and the last column
block. Thus without loss of generality we may assume in this case that i = k.
Subcase 1.1. Ak contains at least two columns. Then Ak is a matrix of type T3 and
Ak contains at least two rows having exactly one nonzero entry. Write
A =
(
X 0
B Ak
)
,
where X = A[1, . . . , k − 1] (and X+ is signed by induction). Then B contains ex-
actly one nonzero entry by condition (1) of this theorem and the fact that the degree
of vk in BG(A) is 1. So by permuting and signing the rows in the kth row block of A
and the columns in the kth column block of A, we may assume that(
B Ak
) = (B ′ A′k ep0 0 1
)
,
where A′k is also a matrix of type T3 and B ′ contains exactly one nonzero entry.
Write
A′ =
(
X 0
B ′ A′k
)
.
Then A′ is also a T13-type matrix which satisfies condition (1) of this theorem and
whose block associated graph BG(A′) is a tree (which is the same tree as BG(A)).
So by induction (A′)+ is signed.
We now further write A′ = (C
α
)
, where α is the last row of A′. Then
A =
C 0α 1
0 1
 .
By Lemma 2.3, αC+ is signed. So by Lemma 2.2 A+ is signed since A′ = (C
α
)
and
(A′)+ is signed.
Subcase 1.2. Ak contains only one column.
Then by Lemma 2.4 we may assume that Ak contains only two rows and thus
A ∼
X 0B ′ 1
0 1
 , (5.2)
where X = A[1, . . . , k − 1] and B ′ is a row containing exactly one nonzero entry.
Now B ′X+ is signed since X+ is signed by induction and B ′ contains only one
nonzero entry. So by Lemma 2.2 and (5.2) we only need to prove that the matrix (X
B ′
)
has a signed GI.
Suppose that the unique nonzero entry of B ′ is in a column which belongs to the
rth column block of X. Then by permuting the row B ′ to the row directly following
the rth row block of X, we have
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(
X
B ′
)
∼

Y1 0 0
∗ Ar 0
0 eTq 0
∗ ∗ Y2
 =Z, (5.3)
where Y1 = A[1, . . . , r − 1] and Y2 = A[r + 1, . . . , k − 1].
If Ar is of type T1, then
(Ar
eTq
)
is also of type T1 and the graph BG(Z) is also a tree.
So by induction
(
X
B ′
)
has a signed GI.
If Ar contains at least two columns (which is matrix of type T3), then we have(
Ar
eTq
)
∼
Ar1 0 ei0 Ar2 ej
0 0 1
 ∼
Ar2 ej 00 1 0
0 ei Ar1
 ,
where both Ar1 and(
Ar2 ej
0 1
)
are matrices of type T3 (tree matrices containing at least one column).
After such row and column permutations and signings,
(
X
B ′
)
is transformed to a
new T13-type matrix Y satisfying condition (1). The graph BG(Y ) is connected since
BG(X) is a tree which is connected. Also we have
(number of vertices of BG(Y)) − (number of edges of BG(Y))
= (number of vertices of BG(X)) − (number of edges of BG(X))
= 1.
So BG(Y ) is also a tree and by induction Y+ is signed and thus
(
X
B ′
)
has a signed GI.
Case 2. The ith column block of A contains a nonzero off-diagonal block, say Bji /=
0 (for some j > i).
In this case we may assume that j = i + 1, for otherwise we may successively
interchange the rth row block (and the rth column block) with the (r + 1)th row
block (the (r + 1)th column block) for r = i, i + 1, . . . , j − 2, since Bri = 0 for
r = i + 1, . . . , j − 1.
Subcase 2.1. Ai is of type T1 and Ai+1 is of type T3.
Since Ai is the only nonzero block in the ith row block of A and Ai contains only
one column, by Lemma 2.4 we may delete several rows of Ai to obtain a matrix A′i
containing only one row. Then(
A′i 0
Bi+1,i Ai+1
)
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is also a matrix of type T3, since Ai+1 is of type T3 and Bi+1,i contains exactly one
nonzero entry.
Let A′ be the matrix obtained from A by replacing its ith row block (0 Ai 0) by
(0 A′i 0). A′ is viewed as a T13-type matrix by combining its ith and (i + 1)th row
blocks (and column blocks) into one row block (and one column block). Then the
graph BG(A′) is also a tree since BG(A) is. So by induction (A′)+ is signed and thus
A+ is signed by Lemma 2.4.
Subcase 2.2. Both Ai and Ai+1 are of type T1.
Let A′i and A′ be defined in the same manner as in Subcase 2.1. Suppose Ai+1
is a column of dimension p  3 (otherwise Ai+1 is also of type T3 and thus we are
also in Subcase 2.1). Then similar to (4.1) we have(
A′i 0
Bi+1,i Ai+1
)
∼
(
1 0
ep Jp
)
∼
(
J2 e2
0 Jp−1
)
∼
(
Jp−1 0
e2 J2
)
,
where both Jp−1 and J2 are of type T1.
After such row and column permutations and signing, A′ is transformed to a new
T13-type matrix A′′. The graph BG(A′′) is also a tree since BG(A) is, and A′′ also
satisfies condition (1) of this theorem. So by induction (A′′ contains less rows than
A since A′i contains less rows than Ai), (A′′)+ is signed, and so A+ is signed by
Lemma 2.4.
Subcase 2.3. Both Ai and Ai+1 are of type T3 and Ai contains at least two columns.
Then by taking suitable row and column permutations and signings we may have(
Ai 0
Bi+1,i Ai+1
)
∼
Ai1 0 ep 00 Ai2 eq 0
0 0 er Ai+1

∼
Ai2 eq 0 00 er Ai+1 0
0 ep 0 Ai1
 =(A′i 0
B A′i+1
)
,
where both Ai1 and Ai2 are tree matrices and one of which (say, Ai1) contains at
least one column, and A′i+1 = Ai1. Therefore both A′i and A′i+1 are matrices of type
T3.
LetA′ be the matrix obtained from A by taking such row and column permutations
and signings. Then A′ is still a T13-type matrix satisfying the two conditions (1) and
(2) of this theorem (BG(A′) is a tree since BG(A) is). On the other hand, the row
block of A′ corresponding to A′i+1 contains only one nonzero off-diagonal block
and the column block of A′ corresponding to A′i+1 contains no nonzero off-diagonal
block, so A′ satisfies the assumption of Case 1. By Case 1 (A′)+ is signed and thus
A+ is signed.
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Subcase 2.4. Ai is of type T3 (containing at least two columns) and Ai+1 is of type
T1 (a column of dimension r  3).
Then by taking suitable row and column permutations and signings we may have(
Ai 0
Bi+1,i Ai+1
)
∼
Ai1 0 ep 00 Ai2 eq 0
0 0 er Jr

∼

Jr−1 0 0 0
0 Ai2 eq 0
1 0 1 0
0 0 ep Ai1
 =
Jr−1 0 0eq+1 A′i2 0
0 B2 Ai1
 ,
where each of Jr−1, A′i2 and Ai1 is a matrix of type T1 or T3, and each of eq+1 and
B2 contains exactly one nonzero entry.
LetA′ be the matrix obtained from A by taking such row and column permutations
and signings. Then A′ is a T13-type matrix satisfying condition (1) of this theorem.
Also it is easy to check that the graph BG(A′) is connected since BG(A) is, and that
the number of vertices of BG(A′) is one more than the number of edges of BG(A′)
(since BG(A) has this property), so BG(A′) is a tree.
On the other hand, the row block of A′ corresponding to Ai1 contains only one
nonzero off-diagonal block and the column block of A′ corresponding to Ai1 con-
tains no nonzero off-diagonal block, so A′ satisfies the assumption of Case 1. By
Case 1 (A′)+ is signed and thus A+ is signed.
This completes the proof of the theorem. 
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