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ABSTRACT 
We characterize the inertia of the n x n Hankel matrix associated with a pair of 
real polynomials in terms of the quotients generated by the Euclidean algorithm 
applied to these polynomials. In this way, we solve certain classical zero-location 
problems at the computational cost of 0(n2) arithmetic operations, which can be 
reduced to O(n log2 n) if fast polynomial arithmetic is used. 0 Ehmier Science 
Inc., 1996 
1. INTRODUCTION 
This note deals with zero criteria for polynomials. The subject of zero 
location of polynomials is an old one, and the literature on it is vast. For 
example, two stability problems for polynomials-the first that of determin- 
ing the numbers of its zeros with positive, zero, and negative real parts (the 
Routh-Hurwitz problem), and the second that of determining the numbers of 
its zeros within, on, and without the unit circle (the Schur-Cohn 
problem)-arise in connection with the investigation of the stability of 
differential and difference equations, respectively. 
Krein and Naimark [ll] p resent a complete historical documentation of 
the classical results that might have some bearing on our work; they also 
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specify who should be credited with them. Moreover, Henrici [S] treats the 
subject of zero location of polynomials in considerable detail. Here, we only 
observe that all the classical tools for the investigation of the roots of 
algebraic equations, such as the Sturm theorem and continued-fraction 
criteria, can be proved purely algebraically by computing the inertia of the 
Hankel and Bezout matrices associated with two suitable real polynomials 
p(r) and q(x) of d e g ree n and less than n, respectively [ll, 71. 
From a computational viewpoint, the evaluation of the inertia of real 
Hankel and Bezout matrices can be reduced, by means of Sylvester’s law of 
inertia [7], to determining their block triangular factorization LDLT where L 
is a lower triangular matrix with unit diagonal entries and D is a block 
diagonal matrix. 
In [I31 and [5] the authors derive zero-location procedures based on this 
approach at the computational cost of O(n’) and O(n log3 n) arithmetic 
operations, respectively. Such methods require the transition from the poly- 
nomial setting to the matrix one; then they use well-known results on 
computations with dense structured matrices (compare [2]). 
In this paper we present a characterization of the inertia of the n X n 
Hankel matrix associated with p(x) and q(x) in terms of the leading 
coefficients and the degrees of the quotients generated by the Euclidean 
algorithm applied to p(r) and q(x). In this way, classical zero-location 
results which rely on the evaluation of the inertia of quadratic forms can be 
reformulated in terms of polynomials generated as quotients by the Eu- 
clidean algorithm. For instance, our characterization finds applications to the 
solution of both Routh-Hurwitz and Schur-Cohn problems. Moreover, it can 
be used for counting the different real zeros of a real polynomial in an 
interval. 
Furthermore, all the quotients generated by the Euclidean scheme ap- 
plied by p(x) and q(x) can be computed at the overall cost of O(n’) 
arithmetic operations, which can be decreased to O(n log’ n) arithmetic 
operations by combining fast polynomial arithmetic and divide-and-conquer 
techniques [2]. Thus the same computational estimates hold for the above- 
mentioned zero-location problems. 
2. PRELIMINARIES 
Let p(x) be a real manic polynomial of degree n, 
n-l n 
p(x) = C aixi + z” = 
i=O 
p - ai)> ai E R. 
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Without loss of generality, we assume that all the zeros oi of p(x) are 
simple; otherwise, one can divide p(r) by the greatest common divisor of 
p(x) and p’(x), which is the first derivative of p(x), to obtain a polynomial 
having the same zeros of p(x) but with simple multiplicities. Moreover, let 
N((a, : CY~ E C}) = 2k denote the cardinality of the set { oi : (Y~ E C), and 
assume that the zeros of p(x) have been numbered as follows: 
(y1,..*> ff2k E C, o2j = ozI-l> l<i<k; 
q E R, Zk+l<i<n, 
where, hereafter, a bar denotes complex conjugation. 
Let 
(2.1) 
v = V((Y,,..., an> = ( aip')i,j=l.rz 
be the 72 x n Vandermonde matrix associated with p(x), and let 
‘0 1 \ 
F(p(x)) = *.. ‘,. 1 
_a, . . . . . . _-a,_, 
be the n X n Frobenius matrix associated with p(x). For any real polynomial 
9(X) = C:&)%$i, relatively prime with p(x), the matrix 
H( p(x),q(r)) = VT Diag (2.2) 
is called the Hankel matrix generated by p(x) and 9(x) [7]. Hankel matrices 
generated by pairs of polynomials play an important role in both systems and 
control theory [lo] and in the matrix formulation of certain root localization 
problems which appear in the stability theory for both linear differential and 
difference equations [8]. Moreover, it turns out that certain factorization 
properties of the matrix H( p( x), 9(x)> are related to the Euclidean algo- 
rithm applied to p(x) and 9(x> [l] 
1^0(x) = P(X)> r,(x) = Y(X). 
rip,(X) = ri(“)9t(x) - 7;+1(x), i=l >**.> L, (2.3) 
rL+l(x) = 0, degqi(x) = ai, 1 < i < L, 
where deg r)(x) denotes the degree of the polynomial p(x). 
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Let Ic p(x) be the leading coefficient of the polynomial p(x); we refer to 
6(x> = p(x)/lc p(x) as th e manic polynomial associated with p(x). For our 
purposes, we are interested in the following classical result [6]. 
THEOREM 2.1. 
Diag(D,, . . . , 
Let SN be the class of the n X n block diagonal matrices 
0,) where Di is a Si X Si lower triangular (with respect to the 
antidiagonal) Hankel matrix. Then there exists an upper triangular matrix R 
having unit diagonal entries, such that RTH( p( x1, q(x))R = D, D ~9~. 
Moreover, we have FT( p(x))R = RT. where T is an n X n block trtdiagonal 
mutrix, 
T = 
T Tl,z 1.1 
T 2.1 Tz,, Tz,s 
TL-1,L-2 TL-1, L-l 
TL, L-l 
TL-1, L 
T L, L. 
where Ti,i = FT(g’,(x)) and Ti+,,i and Ti,i+l are matrices of size ai+, X Si 
and Si X Si+l, respectiuely , given by 
It is obvious that det(xZ, - T) = p(x). Moreover, if we denote by T’ the 
principal submatrix of T which has entries in the last S = Ci= 2 Si rows and 
columns, then det(xZ, - T’) = q’(x) holds [4]. Hence, the block tridiagonal 
matrix T may be defined by means of the Euclidean algorithm (2.3) applied 
to p(x) and q(x). 
The block triangular factorization of the matrix H( p(x), q(x)) gives a 
complete description of its inertia. As usual, the inertia In(A) of an n X n 
matrix A is defined by the triplet 
In(A) = (m(A), v(A), a( A)), 
where P(A), v(A), and S(A) are, respectively, the numbers of eigenvalues 
of A with positive, negative, and zero real parts. Sylvester’s law of inertia [7] 
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says that congruent Hermitian matrices have the same inertia; it therefore 
follows that 
In(H(p(x),q(x))) =In(Diag(D,,...,D,)) = iIn( (2.4) 
i=l 
Then the computation of the inertia of the lower triangular (with respect to 
the antidiagonal) Hankel matrix Di can be performed according to the 
following Iohvidov’s rule [$I]: 
4 
2 
if ai is even, 
r(Di) = 
6i + P 
2 
if ai is odd 
and 
if ai is even, 
if Si is odd, 
where j3 = sign(dy)), d’,“) is the entry on the antidiagonal of Di and 
3. INERTIA DESCRIPTIONS AND ZERO-LOCATION CRITERIA 
In this section we first present two different characterizations of the 
inertia of the n X n Hankel matrix H( p(x), 9(x)) associated with the real 
polynomials p(x) and 9(x). The first one has a theoretical meaning, and it 
slightly generalizes Theorem 2.5 of [7], w h ere the same arguments are used 
for proving the case 9(r) = p’(x). The second one, which represents the 
main result of this section, has both a theoretical and a computational 
meaning, since it reduces the evaluation of the inertia of H( p(x), 9(x)> to 
computing the quotients generated by the Euclidean algorithm applied to 
‘ u 
Cm 
~...‘I”)n(“-“II 
‘---‘l~)%e!a J(“x, 
‘--%o))n] = ((x)b‘(x)d)H t, 
PUV 
. 
a_qn 
(1-c) 
Co‘-+ + 3‘+$ + y) = ((P)b‘(+)n)ur 
*(z*z) uowrjap s4i 
“0.13 sauIo3 ((x)b ‘(x)d)~ 
3 
o mpau! ay3 30 uo!+dpxap aldur!s wrj aqL 
*spturouXIod 103 suralqo.rd uogmoI-olaz 
~3!ssep 04 sqnsaJ asaq3 30 suogxmqddE ssnxF uaql aM *(x )b pm (x)d 
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then Sylvester’s law of inertia implies that 
In(H(p(x),q(x))) = (k + $+,k + 6,O). n 
The next theorem gives a more interesting description of the inertia of 
H(p(x), 9(X)) t m erms of the quotients sj(x> generated by the Euclidean 
algorithm applied to p(x) and to 9(r). Such characterization relies on the 
block triangular factorization of H( p(r), 9(x>> stated in Theorem 2.1. 
THEOREM 3.2. Let H( p(x), 9(x)) be the n X n Hankel matrix gener- 
ated by two relatively prime real polynomials p(x) and 9(x> of degree n and 
m < n, respectively. Let {9i(x)}i=1, L, deg 9i(x) = S,, be the quotient se- 
quence generated by the Euclidean algorithm (2.3) applied to p(x) and 9(x). 
We then have 
In(H(p(x),q(x))) = (3.2) 
where 
if 6, is even, 
7Ti = 
i 
ai + sign(lc 9i( x)) 
2 
if 6, is Odd 
and 
4 
2 
if Sj is even, 
vi = I 6i - $PQc 9i( ‘>I 2 q 6, E is odd 
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Proof. We will now relate the entries d Ii) located on the antidiagonal of 
the matrices Di, such that RrH( p(x), q(x))R = D, D = Diag(D,, . . . , DL), 
to the coefficients of the quotients generated by the Euclidean algorithm 
applied to p(x) and to 9(x). Since we have 
V-rF( p( r))VT = Diag( Lyl,. . . , an), 
then it follows that 
PWx)~9(x))l-‘~(P(x))ZWx)~9(r)) = V-l Diag(o,,***7 %)V 
This implies 
RTVTS112 Diag( ol,. . . , a,,) S-1’2V-TR-TD = DT, 
where S = Diag(q(a,)/p’(a,), . . . , q(a,)/p’(a,)) and S112 is any complex 
matrix such that S1/2S1/2 = S. Then, since 
holds, we obtain 
( RTVTS112) Diag( o1,. . . , a,) ( RTVTS’/2)T = DT. 
It follows that the matrix DT is symmetric and therefore 
(DiTi,i_1)’ = D,_lTi-l,i, 2<i<L, 
which gives 
dy) = di’-%_,, 2 Q i Q L. 
Now let us consider the block diagonal matrices Diag(u,Z,,, . . . , uLZs,) 
and Diag(z,Z+ . . . , zLZsL) defined by 
and 
00 = v1 = 1, uiej_, = vi-2’ 29i9L, 
‘i-1 = l/Vi-Z, 2<i<L+l. 
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Then we find that 
T’ = Diag( z1Z6,, . . . , zLZs,) T Diag(u,Z,,, . . . , uLZsL) 
is a block tridiagonal matrix with 
fi+l,i=(() ‘),+i,i+l=(() l)* 
Moreover, for i 2 1 we have 
d$l) 43)” . . . d{2i- 1)’ 
‘2iz2i = dl20 42)” . . . 42i-2y 
and 
1 dy)’ . . . #i)’ 
‘2i+lz2i+l = dy)#i+l) g3)’ . . . d(:i-1)’ ’ 
which imply 
sip( ui Zi) = sign( df)) sign( d’,‘)), 1 Q i < I,. (3.3) 
Further, by considering the Lagrange form of x “l-‘q(x) with respect to the 
nodes q, 1 < i < n, it can easily be seen that 
d’,” = e a;14 _!___ = (%I 
i=l 
p’(a,) lc 4(x). 
I 
If Y? denotes the principal submatrix of f which has entries in the last 
C,F1 2 Si rows and columns, then the following relations hold: 
Z?(X) =det[xDiag(Z+u,z,Z+ . . ..ULZLZSL) - i;] = 
1 
6 P(X) 
rl,L,,(u,z,) ’ 
88 LUCA GEMIGNANI 
and 
G( CC) = det[ x Diag(v,z,Z+ . ..‘ULZLZSL) - P] = 
1 
8 +w* 
l-I,L=,(Uizi) * 
This means that the quotient sequence {qi( x)} generated by the Euclidean 
algorithm (2.3) applied to p(x) and Q(x) coincides with that generated by 
Z?(X) and G(x), and therefore, 
Ic ii(X) = (uizip, l,<iBL. (3.4) 
Since we have 9(x) = (lc q(x))@(x), then the relation (3.4) implies 
sign(lc 9i( r)) = (oizi)ai sign@2 9(x)), l<i<L, 
which gives 
sign(lc 9i( X)) = (sign d~))a’(sign c!~‘))“+l. 
If Si is odd, then we have 
sign(lc 9i( x)) = (sign di’)) &. (3.5) 
Finally, we conclude the proof by combining (3.5) with (2.4) and Iohvidov’s 
rule. n 
The computation of all the quotients generated by the Euclidean algo- 
rithm applied to p(x) and 9(x) can be performed at the overall cost of 
O(n’) arithmetic operations. It can be reduced to O(n log’ n) arithmetic 
operations by combining fast polynomial arithmetic and divide-and-conquer 
techniques [2]. Then, the same computational estimates hold for the evalua- 
tion of the inertia of real Hankel matrices generated by pairs of real 
polynomials. 
A first application of Theorem 3.2 is to count both the different real zeros 
and the different pairs of conjugate complex zeros of a real polynomial. 
COROLLARY 3.1. Let p(x) be a manic real polynomial. Let {9i(~)}i= 1, L, 
det 9i( x) = Si > 0, be the quotient sequence generated by the Euclio!ean 
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algorithm (2.3) applied to p( x> and q(x) = p’( xl. Moreouer, let A and B be 
the number of diflerent pairs of conjugate complex zeros and the number of 
diferent real zeros of p(x), respectively. Then 
A= ivi, B= &-A, 
i=l i= 1 
where 
‘i 
2 
if ai is even, 
7Ti = 1 si + sig+ 9i( x)) is 2 i;f 6, t od 
and 
1 
4 
z if 6, is ezjen, 
vi = Si - sign(lc 9i( x)) 
2 
if lSi isodd. 
Proof. First we note that the quotient sequence generated by the 
Euclidean algorithm applied to p(x) and p’(x) coincides with the quotient 
sequence generated by the Euclidean algorithm applied to p(x)/d(x) and 
p’(x)/d(x), where d(x) is the greatest common divisor between p(x) and 
p’(x). Then the proof follows by equalizing the inertia description (3.1) and 
(3.2) of H(p(x), p’(x)). n 
Corollary 3.1 generalizes [12], where the case L = n is considered. By 
avoiding any references to the complex analysis theory used in [12], our 
approach-a matrix-theoretical one-achieves a greater generality. 
Now, combining the above results yields a method for computing the 
number of different real zeros of p(x) in a real interval 1 - m, a[ such that 
p(a) # 0. First, in view of Corollary 3.1, we may recover the number of 
different pairs of conjugate complex zeros and the number of different real 
zeros of p(x) from the quotient sequence generated by the Euclidean 
algorithm starting with p(x) and p’(x). We then consider Theorem 3.1 and 
Theorem 3.2 in the case 9(x) = p’(x>(x - a) [mod p(x)]. In this way, we 
obtain the cardinality of the set of the different real zeros LYE of p(x) such 
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that q - a < 0, in terms of the quotients generated by the Euclidean 
algorithm applied to p(x) and 9(x). 
Roughly speaking, this means that is possible to compute the number of 
different real zeros of real polynomial in a real finite or infinite interval by 
means of the computation of at most three quotient sequences generated by 
the Euclidean algorithm. The following numerical example illustrates this 
procedure. 
EXAMPLE 3.1. Let us consider the polynomial p( x> = (x + 1X x3 + 1). 
The Euclidean algorithm applied to p(x) and p’(x) yields the following 
quotient sequence: 
Then Corollary 3.1 gives A = 1 and B = 1. Now, in order to count the 
different real zeros of p(x) in the interval [0,2] we compute the quotients 
generated by the Euclidean algorithm applied to the pairs p(x), $(x)x 
[modp(x)l and p(x), $(xXx - 2) [mod p(x)]. We find that 
9i(X) = -1 -x, 92(x) = ; - 4x, 93(x) = + + $x 
and 
-1-3x - 432 - 405x 
91(x) = 9 f 92(x) = 25 ’ 
- 175 + 125x 
93(x) = 4374 ’ 
In this way we find that the number of different negative real zeros of p(x) is 
1 and the number of different real zeros of p(x) smaller than 2 is 1. 
Krein and Naimark [ 111 discussed the solution of both Routh-Hurwitz and 
Schur-Cohn problems by computing the inertia of quadratic forms, The 
number of zeros of p(x) located in the left half complex plane is related to 
the positiveness of the Hankel matrices H(h(x), g(x)) and H(h(x), xg(x)>, 
where p(x) = h(x’) + xg(x’> (compare also [3, Theorem 17, p. 2791). Thus, 
in view of Theorem 3.2, we obtain the following result where, without loss of 
generality, we assume that n = deg p(x) is even. 
COROLLARY 3.2. ~,et p(x) be a manic real polynomial of okgree n and set 
p(x) = h(x2> + xg(x2>. Moreouer, let {9~l)(x&=i,L, and {91!2’(x)]i=i,L2 be 
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the quotient sequences generated by the Euclidean algorithm applied to the 
pairs h(x), g(x) and h(x), rg(x). Th en, in order that all the zeros of p(r) 
have negative real parts, it is necessary and su.cient that 
Vj = 1,2: sign(lc f$)( x)) = 1, 1 < i Q Lj. 
Analogous results and connections hold for complex polynomials [7]. More- 
over, since the transformation z = (x + l)/( x - 1) maps the left half plane 
to the unit circle, the same techniques apply to the solution of the Schur-Cohn 
problem. 
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