Abstract We present a procedure that allows the abstraction of elements in concrete symbolic matrices to obtain a more compact representation employing ellipses in order to expose homogeneous regions present in a matrix. We furthermore extend that procedure to allow for generalisations of concrete matrices to an abstract form that enables us to determine the generic type of a given matrix. The presented algorithms employ artificial intelligence techniques such as pattern recognition and constraint solving.
Introduction
In mathematics, matrix structures are often presented and manipulated on an abstract level; that is, with a size that is symbolic, rather than concrete and numeric, and which contain elements and regions indicated by elliptical constructs 1 such as blocks of triangles or rectangles. However, symbolic computation systems can generally only work with matrices that have a concrete dimension and where each element is explicitly specified. Thus, to make symbolic computation more closely model mathematical practice, it is desirable to handle computationally abstract matrices, i.e. matrices with symbolic dimensions and underspecified elements given via elliptical structures. In previous work we have developed procedures to parse abstract matrices, thereby making them available as an entire class of matrices from which concrete instances could be derived [5] . Together with Watt, the second and third author also developed an algebraic theory for arithmetic on abstract matrices [6] , which emphasises the conservation of region structures and therefore allows the observation of properties of classes of matrices under arithmetic operations [7] .
In this paper we consider the reverse problem, by starting with a fully concrete matrix, in that each element, while possibly symbolic, is specified and the matrix has a fixed numeric dimension, and deriving an abstract matrix from it. In particular, we present a procedure to abstract over sequences of concrete yet related symbolic elements of a matrix in order Randa Almomen · Alan P. Sexton · Volker Sorge School of Computer Science, University of Birmingham Edgbaston, Birmingham B15 2TT, United Kingdom E-mail: RXA890|A.P.Sexton|V.Sorge@cs.bham.ac.uk to replace them with elliptical structures. This allows us to identify regions of compatible elements in a matrix that can be homogeneously interpolated, which can lead to a more compact representation of a matrix while still retaining all the information of the full concrete form. This can be exploited to present very large matrices that are impossible to print or display on screen due to their size, allowing the viewing of large structured concrete matrices with a single glance. Moreover, compacting the matrix by introducing regions enables the detection of structural relationships in the concrete matrix that might otherwise be obscured.
In a second step we generalise the concrete matrix to derive a full abstract matrix from it by introducing symbolic variables for the sizes of regions internal to the matrix, thereby also generalising to a matrix of symbolic dimension. This can be viewed as finding the generic class of a matrix in the sense of triangle matrices, diagonal matrices etc. Knowledge of the class of a concrete matrix can be further exploited to retrieve properties of that class and capitalise on them for manipulations.
Our procedures draw on techniques from symbolic programming and AI, such as pattern matching and finding optimal solutions to sets of constraints. Some of the steps involved in the procedure are based on design decisions motivated by mathematical utility. The algorithms we present in this paper strive for completeness rather than efficiency. However, we shall point out some possible efficiency improvements as we go along.
Our work is related to work by Murdoch and Chow [3] who abstract large matrices that occur in statistical analysis to prepare them for easier display both on screen and in print formats such as postscript. Their emphasis is not so much on determining accurate numerical relationships between the single elements as on identifying possible relations and gaining an impression of whether they are significant. Our work could also be seen as a step toward extending functionality for classifying matrices in computer algebra systems like Maple [2] or Mathematica [8] that currently only work with respect to non-structural properties that can be evaluated or estimated numerically, such as definiteness or orthogonality.
The paper is structured as follows: We start with an example to motivate our work in the next section. We then summarise some background on abstract matrices in section 3 before presenting the algorithm to compact a matrix together with some examples in section 4. The generalisation to a full abstract matrix is then discussed in section 5 before concluding with a discussion of some future improvements.
Motivating Example
We further motivate the ideas of our paper by going through an example. Consider the following 6 × 10 matrix A: Although all elements in A, while they are symbolic terms, are concretely given, we can clearly observe some similarities between the elements, which gives the overall matrix a particular structure. For example along the main diagonal starting in position (1, 1) there are elements a with an index reflecting the row and column in which they are contained. Above and below the diagonal there are two triangular regions, both with constant terms, 0 and b, respectively, while to the right there are two rectangular regions one with a doubly indexed d and one with singly indexed c.
Our goal is to automatically discover and expose this structure in a symbolic matrix. For our example matrix A, one can clearly abstract over the terms in the diagonal, the two triangles and, to some extent, the two rectangles, by replacing as many of the concrete elements as possible with elliptical constructs. This results in the matrix (2) below.
This now allows us to achieve our first goal: To compact a matrix as much as possible so it can be represented on a rectangle as small as possible, without loosing information or introducing unwanted ambiguities. This is achieved by cutting out superfluous ellipses. Matrix (3) is a more compact version of (2) and is already significantly smaller and more manageable. We will refer to the process of abstracting over concrete elements in a matrix by replacing them with ellipses and subsequently representing this matrix in as small a form as possible, as compacting matrix A.
The next step we are interested in is to generalise the matrix in (3), which is still only an abbreviation of a matrix with concrete numerical dimension (i.e., 6 × 10), to the class of matrices it is an instance of. This can be achieved by generalising some of the index variables given in the actual terms, in our case a, d, and c. As a result one can obtain the matrix in (4) below, which is now of dimension n × n + m. We will refer to this process as abstracting a matrix, as the result is an abstract matrix of the form presented in [5] .
Observe that in order to obtain the above matrix there is a clear design choice to make, namely how to treat the region containing c i . There are essentially two options, either retaining two rows only or interpreting the two rows from the original matrix A as a full rectangular region itself, and generalise it to the one below:
However, in our procedure we will follow the first choice of generalisation, which appears to be the more conservative choice, given that there is no clear evidence in the original matrix A that expansion between the two rows is intended. Note that this choice automatically fixes the value for m to be n − 2.
This choice is not the only one in our procedure where ambiguities must be resolved to obtain a deterministic procedure that will yield only one abstraction. We will point out further choices and restrictions throughout this paper. In our choices we have attempted to follow as much as possible a notion of "mathematical convention" in handling underspecified matrices that we have identified in by studying their common usage in textbooks.
Before we can give the single algorithms that comprise the full procedure of compacting and abstracting a matrix, we need to present some of the background concepts for abstract matrices, which we shall do in the next section.
Background
In our context we define the notion of an abstract matrix to be a matrix of symbolic dimension, containing a mixture of symbolic entries and elliptical constructs such as vertical or horizontal dots. Let us consider the following abstract matrix, slightly simplified from our previous example:
Informally, an abstract matrix can be viewed as a collection of disjoint regions. A region is a closed polygon whose terms can be intuitively derived from a single general form. We make these notions more precise with the following definitions:
Definition 1 A ring of terms T over a constant set K, variable set V and function set F is a set of terms including binary addition and multiplication symbols ("+","×"), a unary subtraction symbol ("−") and nullary one and zero symbols ("1","0") modulo the equational theory of rings. We also assume that the set of integers is a subset of T .
In the remainder of the paper we let T denote our ring of terms. We refer to the elements of T generally as concrete terms to distinguish them from elliptical constructs, which we introduce as the set E = {· · · , . . ., . . ., . . . , ·} such that E ⊂ T . They allow us to define the concept of an ellipsis:
Definition 2 (Ellipsis) Let p, q ∈ T and e ∈ E. An ellipsis is a sequence of the form p e q or p e . . . e q. (Observe that the '. . .' here does not denote an element of E! In particular, the horizontal dots as element E are vertically centred.)
Note that an ellipsis has to have at least one element e. Note also that we only allow one type of elliptical construct in a single sequence and can therefore distinguish four types of ellipses: vertical, horizontal, diagonal and anti-diagonal, corresponding to the obvious choice of e. Moreover, we implicitly understand diagonal and anti-diagonal ellipses to be at ±45 • angles from the horizontal.
In (5) we show examples of both horizontal, vertical and diagonal ellipses. For example, the main diagonal consists of an ellipsis from elements a 1 to a n . Single terms can be part of several ellipses, such as, for example, the elements b or 0 in (5) . This allows us to combine ellipses to polygonal structures which gives rise to the definition of a region.
Definition 3 (Region)
A region is a closed convex polygonal area, bounded by ellipses and concrete terms. We call the concrete terms along the ellipses the boundary terms of that region. We say a region is concrete if it does not have any ellipsis as boundary.
If a region has interior elements, then they are either (i) all terms in T if the region is concrete and we will call those terms interior terms, or (ii) all of the form of · ∈ E otherwise.
Note, that our definition of a region includes 0-dimensional regions (i.e. single concrete terms), 1-dimensional regions, (i.e. a single ellipsis or a connected chain of single ellipses, all in the same line) as well as 2-dimensional regions. For example, in (5) we have three different types of 2-dimensional regions, a lower triangle containing 0, an upper triangle containing b and a rectangle containing elements d i j .
Definition 3 allows us to define regions between arbitrary terms. To obtain meaningful content we now restrict regions to be homogeneous in a single term.
Definition 4 (Generalised Terms) Let R be a region with boundary terms t 1 , . . . ,t n ∈ T . The generalised term t ∈ T of the region is the least general term that unifies with t 1 , . . . ,t n . Generalised terms can contain variables from V ⊂ T , which we will refer to as unification variables. For each boundary term t i there exists a substitution σ such that tσ = t i .
Here our notion of unification is that of first-order logic. We will give an algorithm to compute generalised terms from concrete terms in Section 4.1.
In our example matrix (5) the generalised terms for the two triangular regions are constant, 0 and b respectively. For the main diagonal as well as for the rectangular region the generalised terms have to allow for the differing indices. For example the generalised term for the rectangular region is d ν µ with ν, µ ∈ V and a substitution for the boundary term d nm is {ν → n, µ → m}. For clarity we will sometimes use function notation to separate fixed and variable term structure in matrix terms and write, for example, d(n, m) instead of d nm .
For a concrete length of the ellipses the exact instantiation of the unification variables will depend on the position in the region of the term to be computed. In [5] we have introduced the notion of interpolation functions for this purpose. Their basic idea -at least in the case of 2-dimensional regions -is to fit a plane in the space defined by the vertical and horizontal coordinates and instantiations of the unification variable for every unification variable.
Definition 5 (Interpolation Function) Let R be a region with generalised term t ∈ T . Let ν ∈ V be a unification variable in t. Let t 1 , . . . ,t n ∈ T be the boundary terms of R with associated substitutions σ k , such that tσ k = t k and in particular v → s k ∈ σ k with s k ∈ T and k = 1, . . . , n. Furthermore, let each t k be at position i k , j k in the matrix. Then the function f (i k , j k ) = s k for every k = 1, . . . , n is called an interpolation function of R.
We call the set of interpolation functions, one for every unification variable in t, the interpolation of R.
Note that an interpolation function f is uniquely defined when we have at least three non co-linear boundary terms and might not exist if we have four or more boundary terms. Note also that since the region is generally not concrete, i.e., the length of ellipses are not fixed, the positions of the boundary terms will often be expressed as variables themselves.
Definition 5 can yield interpolation functions that allow arbitrary rational instantiations of unification variables. However, this is rather counter intuitive to mathematical practice and therefore undesirable. But even restricting instantiations purely to integers might lead to the question of what type of integer sequences between elements one wants to allow. Again we make a deliberate design decision here that aims to model general mathematical convention, by allowing only sequences with at most a single step increment or decrement by 1, and therefore we restrict the possible instantiations for ellipses via the following definition.
Definition 6 (Admissibility) We call an ellipsis admissible if its interpolation only allows for instantiations that lead to a sequence of integers that is either constant or decreases or increases by 1.
We call a region admissible if its boundary consists exclusively of admissible ellipses and constant terms. We then sometimes also say that the interpolation of that region or its interpolation functions are admissible.
Observe that, as a consequence of a region being admissible, its interpolation functions will be restricted to integers which either remain constant or are incremented or decremented by 1 over neighbouring cells of the matrix. This finally lets us define the concept of an abstract matrix:
Definition 7 (Abstract Matrix) Let A be a rectangular array of terms from T ∪ E. Then A is an abstract matrix if all ellipses and regions in A are admissible.
For the remainder of this paper we adopt the convention that A has index variables i, j. Consequently, interpolation functions are expressions defined in i, j.
As an example of an admissible region, consider again the rectangular region in (5) with generalised term d(ν, µ). We assume that the position of the top left corner, i.e., term d(1, 1) is at position (i, j) = (x, y). The unification variables ν, µ can then be interpolated by functions (i, j) → i − x + 1 and (i, j) → j − y + 1, respectively. If we compute, for instance, the concrete term in position (x, y + 1) we get d(x − x + 1, y + 1 − y + 1) = d(1, 2), which is the instantiation one would intuitively expect.
We aim for maximal regions in the sense of finding regions that are as large as possible having the same interpolation function.
Compacting Matrices
We first present the procedure to compact matrices by replacing sequences of concrete terms with ellipses, thereby discovering and exposing region structures and possibly also reducing the space needed to display the matrix. The procedure consists of the following steps:
1. For each cell in the matrix use anti-unification to compute all possible generalised terms and interpolation functions with respect to a cell's neighbours. 2. Grow areas by combining neighbouring areas if they are compatible with respect to the generalised term and interpolation function. 3. Disambiguate possible overlap between areas. 4. Decompose areas into maximal convex admissible regions that cover the matrix.
5. Find a minimal grid that can present the matrix, expressed using ellipses, by solving a set of equality and inequality constraints. 6. Populate the minimal grid with the appropriate concrete terms from the original matrix and elliptical constructs.
Anti-unification Algorithm
Anti-unification [4] is a technique to generalise two terms to a single general form that matches both terms. Let s and t be two terms. The term w is a generalisation of both if there exist two substitutions σ and τ, such that wσ = s and wτ = t. While generalisations are not necessarily unique, one can define a least general (or most specific) generalisation wcalled the anti-unifier -of two terms s,t where wσ = s and wτ = t such that for any other generalisation w with w σ = s and w τ = t, we have that σ ∩ σ = σ and τ ∩ τ = τ. This also implies that the anti-unifier is unique. For example, let s = d(1, 1) and t = d(1, 2). Then two valid generalisations are
But the unique anti-unifier of s,t is w 2 . Observe that our generalised terms from definition 4 are anti-unifiers over all elements of a region in an abstract matrix, but not necessarily over every pair of elements in that region.
As our anti-unification algorithm will only be applied to neighbouring elements in the input matrix, we only accept generalisations in accordance with our restrictions on ellipses (c.f. section 3). We therefore use a restricted form of a first-order anti-unification algorithm:
1. We do not allow the generalisation of function symbols or over functional expressions.
That is, if we view a term as a tree structure, with inner nodes being functions and leaf nodes being constants, then we only allow for anti-unifiers that generalise leaf nodes in both terms, but otherwise leave the tree structure intact. 2. We only allow the generalisation of integer constants and not of arbitrary symbols. That is, we can anti-unify a(0) and a(1) but not a(0) and a(n). 3. Thus we only allow generalisations of integers if they are within an increment or decrement of one. For example we accept a(0) and a(−1) but would reject a(0) and a(2).
In detail our algorithm works as follows:
Two terms s and t.
OUTPUT:
The anti-unifier w if one exists together with substitutions σ , τ, such that wσ = s and wτ = t. METHOD: 1. Initially let σ and τ be empty.
If s = t then return s.
3. If s,t ∈ Z and s = t + 1 or s = t − 1 then let ν be a new unification variable and add ν → s to σ and ν → t to τ.
5. In all other cases fail.
Observe that our anti-unification can successfully anti-unify terms that are single integers with a single top level unification variable. This allows us to abstract integer sequences of the form 1, 2, 3, 4, 5 to 1, . . . , n. To preserve space we will illustrate particular points with (partial) matrices constructed from integers only.
The anti-unification algorithm is not used as a step of its own in our procedure, but only as part of the computation of interpolation functions that we will detail in the next section.
Compute Interpolation Functions
In our procedure we use interpolation functions in order to detect potential ellipses and regions in the concrete input matrix. In detail, we compute three types of interpolation functions for each cell in the matrix. 0-dimensional: These are identity functions simply mapping the index values to the term given in a cell. Each cell has this interpolation function as default. 1-dimensional: They describe interpolation for single ellipses. Altogether we have to consider 8 neighbours per cell and can compute one 1-dimensional interpolation function per neighbour and unification variable. 2-dimensional: Those functions capture the relationship between a cell and two of its closest neighbours. They are computed by considering all possible different triangles of which the cell can be a corner. There are 12 triangles to consider (see Algorithm 2 below for a detailed listing of the triangles) and therefore at most 12 2-dimensional interpolation functions per unification variable per cell.
The following algorithm is carried out for every cell in the symbolic matrix A.
Algorithm 2 (Compute Interpolation Functions) INPUT:
Let c ∈ A be a cell at position x, y with term t and with neighbours {c 1 , . . . , c 8 } and associated terms {t 1 , . . . ,t 8 }. The neighbouring terms are positioned as follows:
All legal interpolation functions for c.
METHOD: (b) Otherwise, for every unification variable ν in w we compute the interpolation function as:
Observe that along diagonals there is a choice of interpolation functions either in variable i or j. We will keep both for completeness in the next step.
2-dimensional interpolation functions:
We consider all triangles consisting of c and two direct neighbours as corners. The 12 triangles we have to consider are given below, where the filled dots represent the position of c and the circles represent a pair of neighbours c k , c l with k, l = 1, . . . , 8.
• 
Note, that we have to combine generalised terms to a new anti-unifier in some cases.
Consider, for example, the triangle
. In this case the anti-unifier found for each pair of the three terms is different. This is one of the issues in the following proof of correctness of our algorithm.
Theorem 1 Algorithm 2 is (i) complete, i.e., it computes all possible interpolation functions for each element of the matrix. (ii) correct, in the sense that all interpolation functions fit their respective regions and are admissible.
Proof For 0-and 1-dimensional interpolation functions all the functions are explicitly given and correctness and completeness is therefore obvious to verify. Considering the correctness of 2-dimensional interpolation functions, we first show that our generalised term is computed correctly. First we convince ourselves that there indeed exists a common anti-unifier for all generalised terms and thus for all corners: Let s,t, u be the three terms comprising the triangle. Without loss of generality we can assume that s antiunifies with both t and u with generalised terms s t , s u , respectively. We now show that we can find a common generalisation for both s t , s u that consists of the union of the unification variables in s t , s u . Firstly, as our anti-unification algorithm allows only for generalisations in leaf nodes, both s t and s u have the same term, i.e., tree, structure. Secondly, let v be a unification variable in s t , then the leaf node it generalises in s has to be the same in u as otherwise the anti-unification between s and u would have failed. In fact, we also know it has to be an integer. Analogous reasoning holds for s u .
Furthermore, the 2-dimensional interpolation functions are attainable as every three points determine a unique plane that interpolates the unification variable. The region is also admissible as all 1-dimensional functions are admissible.
Finally, for completeness we have to show that no other 2-dimensional interpolation function can exist. Consider a triangle that has c as a corner together with two neighbours c k , c l yet is not included in the cases in Algorithm 2. Any region containing c, c k , c l would either be concave or has to contain at least one other neighbour and therefore would fully contain at least one of the triangles considered. As a consequence it would have the same interpolation function at it is uniquely determined by any three points of such a region.
Obviously some of the computations in Algorithm 2 are redundant. For example, one does not have to compute an interpolation function for c and a neighbour c i if the latter already contains an interpolation function with respect to c. However, stating the algorithm in its current form ensures completeness in the sense that we do not miss out on any possible interpolation function. Naturally, in an efficient implementation some of these computations should be omitted.
Effectively, the result of computing all possible interpolation functions is a set of minimal concrete regions in the following sense:
Definition 8 (Minimal Region) Let t,t ,t ∈ T . We say a concrete region R is minimal if and only if (i) R = {t} alone and has the trivial 0-dimensional interpolation function (ii) R = {t,t } as neighbours with a generalised term w and associated 1-dimensional interpolation functions (iii) R = {t,t ,t } that form a triangle of (pairwise) neighbours with a common generalised term w and associated 2-dimensional interpolation function.
Combine Concrete Regions
We now want to identify larger concrete regions by combining the smaller ones. The eventual goal will be to identify regions that are both convex and admissible with as little overlap as possible. However, we shall begin by constructing areas as large as possible that can be interpolated with a single generalised term. These areas are, in general, no longer convex and may have considerable overlap, an issue which we will correct later. For this purpose we need some further definitions.
Definition 9 (Interpolation Area) Let A be a symbolic matrix. Let S = {t 1 , . . . ,t n } be a set of terms at contiguous cells in A. We call S an interpolation area if there exists a generalised term w for t 1 , . . . ,t n together with an interpolation in the sense of definition 5.
Clearly every region in the sense of definition 3 is an interpolation area, but not vice versa, as the above definition neither guarantees that an interpolation area is convex nor admissible.
Definition 10 (Maximal Interpolation Area) Let A be a symbolic matrix, S be an interpolation area in A with a generalised term w that contains unification variables ν 1 , . . . , ν n with corresponding interpolation functions f 1 , . . . , f n . We call S maximal in A if, for every term t ∈ A at position (i, j) that is a direct neighbour of S but for which t ∈ S, we have that (i) either there does not exist a substitution σ such that wσ = t, (ii) or if there exists σ with wσ = t, then ν k → s ∈ σ and f k (i, j) = s for some k ∈ {1, . . . , n}.
Definition 11 (Minimal Cover) Let A be a symbolic matrix of size n × m and terms t i j , i = 1, . . . , n; j = 1, . . . , m. We call a set S of interpolation areas in A a cover for A if for every t i j ∈ A, i = 1, . . . , n; j = 1, . . . , m there exists an S ∈ S such that t i j ∈ S. A cover S = {S 1 , . . . , S k } is a minimal cover of A, if there does not exist any S S with S a cover for A.
We now present an algorithm that computes a minimal cover of maximal interpolation areas for a symbolic matrix A.
Algorithm 3 (Compute Maximal Interpolation Areas) INPUT:
A matrix A together with its set of minimal concrete regions R min .
OUTPUT:
A set S max of maximal interpolation areas in A that forms a minimal cover for A. METHOD: 1. Initially let S max be empty.
2. For every 2-dimensional region R ∈ R min with generalised term w and interpolation functions f 1 , . . . , f m do: If R is not yet included in an interpolation area in S ∈ S max then (a) Consider all terms N = {t 1 , . . . ,t n } ∈ A that are direct neighbours of R. (b) If there exists two boundary terms t,t ∈ R such that R = {t i ,t,t } is a minimal region in R min , with generalised term w and interpolation functions f 1 , . . . , f m , then add t i to R. (c) If R is the same as in step 2a let S max = S max ∪ {R}, otherwise repeat from step 2a with the new R.
3. For every 1-dimensional R ∈ R min with generalised term w, interpolation functions f 1 , . . . , f m and end terms t,t . If R is not yet included in an interpolation area in S ∈ S max then consider neighbours s, s in the direction of R (if they exist). If there exists a minimal region, R = {t, s} in R min , which has generalised term w and interpolation functions f 1 , . . . , f m , then add s to R. Proceed similarly with s . If either s or s have been added to R repeat this step with the extended R. Otherwise let S max = S max ∪ {R} 4. For every 1-dimensional S ∈ S max , if there exist S 1 , . . . , S n ∈ S max such that S ⊆ n j=1 S j then let S max = S max \ {S}.
For every 0-dimensional R ∈ R min such that R is not yet included in an interpolation
area in S ∈ S max let S max = S max ∪ {R}. Observe that in step 2 of our algorithm we potentially visit terms in the matrix several times. That this is indeed necessary in order to preserve completeness can be illustrated with the example given in Table 1 . Here we are trying to compute the maximal interpolation area for the set of matrix cells in (a). Let us assume our initial minimal region is as given in (b). As a consequence, {1, 2} are among the neighbouring terms we have to consider. Suppose we consider term 1 first. While there exists an admissible 1-dimensional region between 1 and 2, there does not exist a 2-dimensional region as the boundary 1 and 3 is not admissible. However, for term 2 there is an admissible minimal region for {2, 3, 2} with the same interpolation function and therefore this cell is added to the area. If we now revisit term 1, there exists an admissible minimal region between {2, 1, 2} with the same interpolation function and 1 can be added to the region.
The subsumption step 4 is necessary as we can demonstrate with the following simple example: 1 2 3 . . . . 4 5 6 There are three 1-dimensional areas involved: S 1 = {1, 2, 3}, S 2 = {3, 4}, and S 3 = {4, 5, 6}. Note that there are no 2-dimensional regions as neither of the minimal triangles is admissible. If S 1 , S 2 , and S 3 are constructed in that order, we will indeed obtain S 2 which is subset of S 1 ∪ S 3 and therefore has to be removed to guarantee minimality of the constructed cover. This observation leads to the following proof of correctness of our algorithm.
Theorem 2 Algorithm 3 is correct, in that (i) all elements in S max are maximal, and (ii) S max forms a minimal cover for A.
Proof (i) is easy to see since 0-dimensional areas are maximal by definition, and for both 1-dimensional and 2-dimensional areas we revisit the neighbouring elements repeatedly until no further addition can be made.
For (ii) we observe that as we visit all minimal regions at least once in step 2, we are guaranteed that S max is a cover for A. To show minimality, we assume that there is an S ∈ S max such that S max \ {S} is a cover. If S is 2-dimensional it can only be a subset one or more 2-dimensional areas. However, then it would have the same interpolation as these areas and therefore be equal to them due to maximality of our areas. If S is 1-dimensional, then step 4 guarantees that it had been removed. Finally if S is 0-dimensional then step 5 makes sure it is only added if necessary. Thus there can not be an S that can be removed from S max without breaking coverage and therefore S max is minimal.
The last step in Table 1 also demonstrates why interpolation areas are not necessarily admissible. Here the area in (f) is created by adding the cell 1 which part of the admissible minimal region {1, 2, 1} which has the same interpolation function as the overall area. As a consequence, when trying to make regions out of areas, we have to not only make sure they are convex but also ensure their admissibility, which we will discuss in section 4.5. First, we must deal with overlap between different interpolation areas.
Disambiguate Overlap
In addition to being potentially concave and having possibly inadmissible boundaries, our interpolation areas constructed with the previous algorithm may also still have overlap between each other that needs to be disambiguated. We first convince ourselves that we can only have overlap between two areas on at most a single 1-dimensional subset of the two areas.
Lemma 1 Let S 1 , S 2 be two maximal interpolation areas in a matrix A. Then exactly one of the following three conditions is satisfied:
and S 2 ⊆ S 1 and S 1 ∩ S 2 = {t 1 , . . . ,t n } with terms t i ∈ T, i = 1, . . . , n colinear.
Proof We show that if S 1 and S 2 have one term in common then they either coincide or have a 1-dimensional region in common. Let us assume S 1 = S 2 with generalised terms w 1 and w 2 and respective admissible interpolations. Let us further assume that there exist non-colinear {t 1 ,t 2 ,t 3 } ∈ S 1 ∩ S 2 . Then t 1 ,t 2 ,t 3 unify both with w 1 and w 2 . Furthermore they define a plane as a unique solution of the plane equation (6) and thereby uniquely determine the interpolation. As a consequence S 1 and S 2 share generalised term and interpolation functions, hence are either not maximal, or S 1 = S 2 . Both are contradictions to our assumption.
This lemma together with our construction of maximal regions has a simple, but useful consequence. While a 1-dimensional area that intersects a 2-dimensional areas can have more than one connected interior point in common with that area, two intersecting 2-dimensional areas can only have one connected interior point in common.
Lemma 2 Let S 1 , S 2 be two 2-dimensional maximal interpolation areas in a matrix A, such that S 1 = S 2 and S 1 ∩ S 2 = / 0. For every t ∈ S 1 ∩ S 2 exactly one of the following conditions holds:
(i) t is a boundary term of both S 1 and S 2 .
(ii) t is a boundary term of S 1 and an interior term of S 2 . (iii) t is a interior term of S 1 and an boundary term of S 2 .
Moreover, if t is interior in S 1 (S 2 ) then there does not exist a t ∈ S 1 ∩ S 2 such that t is a neighbour of t and interior in S 1 (S 2 ).
Proof We first show that a term t ∈ S 1 ∩ S 2 that is interior in S 1 can not have an interior neighbour that is also in the intersection of both areas. From Lemma 1 we know that the overlap is at most 1-dimensional. Assume there is a t ∈ S 1 ∩ S 2 interior to S 1 and neighbour of t. Then Algorithm 3 guarantees that there has to exist a minimal 2-dimensional region R between t and two elements of S 1 exists. However, this would contradict the result from Lemma 1. Properties (i)-(iii) then follow as a simple consequence. We exploit the two lemmata in the algorithm to disambiguate overlap.
Algorithm 4 (Disambiguate Overlap) INPUT:
A set S max = {S 1 , . . . , S n } of maximal interpolation areas for a matrix A.
OUTPUT:
A set S = {S 1 , . . . , S m } of interpolation areas for A with boundary overlap. METHOD: 1. For each 1-dimensional S ∈ S max , if S intersects 2-dimensional areas S 1 , . . . , S n , such that it shares interior terms with them, then we divide S into as set of 1-dimensional areas S 1 , . . . , S l , such that each S i only shares boundary terms with areas S 1 , . . . , S n and let S = S ∪ S 1 , . . . , S l .
2. For each 2-dimensional S ∈ S max , if S has boundary terms {t 1 , . . . ,t n } ∈ S such that each t i is an interior term of some region S ∈ S max , then let S = S ∪ {S \ {t 1 , . . . ,t n }}. Table 2 presents an example of three overlapping areas. The first row contains the matrix (a), as well as the three areas (b), (c), and (d). Observe that in region (c) and (d) the boxed elements do not belong to the maximal interpolation area as they are not connected via minimal 2-dimensional regions. As a consequence this leads to the overlap given as boxed elements in matrix (a) in the second row. Here only the topmost and bottommost 3 in the third column are interior terms of an area, all others are boundary terms. Our disambiguation therefore cuts the bottommost 3 from area (b) and the topmost from areas (c) and (d).
As result of our disambiguation we have reduced overlap to boundaries only. We will now restrict us to working with outlines of areas only which we can achieve by defining the corner terms of an area as its vertices. Moreover, we will associate terms more tightly with their actual position.
Finding Convex Admissible Regions
At this point in our process, we have obtained a set of interpolation areas that overlap, if at all, only along boundaries of the areas and cover the entire matrix. We now need to find a set of maximal admissible regions that cover each interpolation area so that we get a set of maximal admissible regions that cover the matrix. We take a greedy approach to doing this by, for each interpolation area, finding a maximal admissible region, removing the cells of the region from its interpolation area, and recursively applying the same algorithm to all pieces that remain of the interpolation area until the entire interpolation area is covered. Finally, because of the boundary overlap between the interpolation areas, some of the regions obtained may be subsets of others. Hence we remove the regions subsumed by others to obtain the final set of regions. All of this is very straightforward except for the algorithm to find a maximal admissible region from a 2-dimensional interpolation area, so we describe only this latter algorithm in the following.
We will need a new concept of admissible direction that is more elementary than, and will help us to impose the condition of, admissibility (c.f. Definition 6) on the regions that we search for.
Definition 12 (Admissible Direction) Let S be an interpolation area in A with generalised term w. We identify four directions: vertical, horizontal, diagonal, and antidiagonal (the latter two at a ±45 • degree angle as per our convention). We say a direction is admissible if every 1-dimensional set of contiguous elements {t 1 , . . . ,t n } ∈ S in that direction form an admissible region.
Definition 12 essentially means that, for each admissible direction in a 2-dimensional area, the elements in that area either increase by 1, decrease by 1, or stay constant in that particular direction. It is straightforward to compute all admissible directions of an area by evaluating the interpolation functions of the area at two appropriate separate neighbouring positions to check if the change in value is either 1, 0, or −1. While in theory every 2-dimensional area can have as few as least two admissible directions, it is quite easy to see why our areas have to have at least three, as they are grown from minimal regions, i.e., triangles, that have to have at least three admissible regions in common as can also be seen from the example in Table 1 . Similarly, they must have both the horizontal and vertical directions among their admissible directions.
We can describe the cells of a matrix that are part of an admissible region (which must be convex by definition) by the vertices of the convex polygon that encloses them. In the algorithms that follow we will frequently use the concept of such vertices of regions, so we provide a more formal definition.
Definition 13 (Primary Vertex) Let R be a region in a matrix A. The primary vertices of R are defined as If R is 0-dimensional: The single cell of R. If R is 1-dimensional: The two extreme cells of R, i.e. the cells that are furthest apart in R. If R is 2-dimensional: The cells at the positions of the extreme points of the smallest convex polygon containing R, where a point x in a polygon is defined to be extreme if there is no non-degenerate line segment in the polygon that contains x in its proper interior.
Definition 14 (Vertex) Let R be a region in a matrix A. The vertices of R are defined as all the primary vertices of regions in A that are boundary terms of R.
To help understand this definition, consider Matrix 7. Here the left hand region shares one boundary ellipsis with the top right region. The left hand region has four primary vertices, and, indeed, they are sufficient to fully characterise the shape of this region, however, it contains 5 vertices in the matrix, because of the extra primary vertex of the top right region. Whether a compact matrix or a generalised matrix is required, all and only the vertices must be provided with terms, whereas all the other cells in the matrix representation will have only elliptical constructs.
The boundary edges of that polygon must be horizontal, vertical, diagonal or antidiagonal, and the directions of each edge must be one of the admissible directions of the region. Every 2-dimensional interpolation area has between 3 and 6 vertices if it has 3 admissible directions, or between 3 and 8 vertices if it has 4 admissible directions.
We present a brute force algorithm to find a 2-dimensional admissible region of maximal size in a 2-dimensional interpolation area. The algorithm is particularly inefficient but easy to understand. We then discuss its performance and how to improve its efficiency to acceptable complexity.
Algorithm 5 (Find Maximal Admissible Region) INPUT:
A 2-dimensional, interpolation area S for a matrix A.
OUTPUT:
V : the sequence of vertices of an admissible, 2-dimensional region of maximal size within S METHOD: 3. Return V .
As described, Algorithm 5, has complexity that is polynomial but of order O(n 9 ) in the number of cells in the interpolation area: O(n 8 ) for the nested loop to choose up to 8 vertices plus checking for the polygon containment. However, the problem has significant structure that can be exploited to choose the candidate vertex sequences more intelligently using constraint propagation techniques as follows: 
Compute Compact Representation
We now wish to generate a compact presentation of the concrete matrix, introducing ellipses where appropriate. The key consideration here is that the compact presentation must specify, as closely as possible, the original concrete matrix with its fixed size. Thus, for example, from matrix (1) in section 2 we should calculate matrix (3) . For each region, we know the cell locations and the vertices of the region, whatever the dimensionality of the regions.
At this point we are not yet concerned with generalising the compact matrix to represent whole classes of matrices of unspecified dimension by replacing integer constants in the terms at region vertices by variables. Note that while the compact representation will certainly be compatible with the concrete representation, it is not necessarily equivalent because of the limitations of the elliptical conventions on presenting matrices. For example consider the following concrete and compact representations of the same matrix:
In this case, the compact representation has no way to capture the fact that the concrete matrix has size 4 × 4. Obviously in this case we could decompose the region into two triangles which would fix the matrix to be square. However, in the general case decomposition would not be that straightforward and furthermore leads to significant ambiguity. As a consequence we have made a conscious design decision to not capture this case explicitly.
The central concept behind our algorithm to compute a compact form is that neighbouring vertices in the concrete matrix must remain neighbouring in the compact representation, and must maintain the same orientation to each other. However, non-neighbouring vertices must remain non-neighbouring (lest the compact representation imposes new constraints on the matrix not reflected in the original concrete matrix). Finally, pairs of consecutive vertices on a region boundary must maintain the same orientation to each other even if they are not neighbouring. We capture these relationships in a system of linear equality and inequality constraints, and find a minimal solution to determine the appropriate minimal grid for the compact presentation. The minimal grid is captured in a variable assignment A opt that identifies the integer mappings for the locations of the vertices of the compact matrix regions, as calculated by Algorithm 6. While this calculates the information necessary for a minimal grid, we shall later need the variable assignments required by any (not necessarily minimal) abstract matrix that represents this concrete matrix in order to generalise it. Since this variable assignment is an intermediate result of this algorithm, we also return this result as A .
Once we have a minimal grid, we then have to populate it with the correct region boundary terms from the concrete matrix and the appropriate elliptical constructs (c.f. Algorithm 7)
In the following, we refer to the location in the concrete matrix of a boundary point p of a region as (p i , p j ).
Definition 15 (Vertex Ordering) We define a lexicographic order on vertices as p q if and only if p i < q i ∨ (p i = q i ∧ p j q j ). We use this ordering to avoid having to consider unnecessary symmetric cases.
Algorithm 6 (Compute Minimal Concrete Grid) INPUT:
A set of regions R that is a minimal cover for the symbolic matrix A.
OUTPUT:
A opt : a minimal consistent integer instantiation of A . METHOD: 1. Let C be an empty set of linear constraints.
2. Associate new row and column grid location constraint variables, p x and p y , with each region vertex, p.
3. For the vertex, p, such that (p i , p j ) = (1, 1), add to C the constraints p x = 1 and p y = 1.
4. For every pair of neighbouring vertices p, q, where p q, add to C the equality constraints q x − p x = q i − p i and q y − p y = q j − p j .
5. For every pair of non-neighbouring vertices p, q, from different regions, where p q, add to C the equality constraints max(|q x − p x |, |q y − p y |) 2.
6. For every pair of non-neighbouring consecutive vertices p, q of a region, do the following: (. . .): If p i = q i ∧ p j < q j , add to C the constraints p y = q y and q x − p x 2.
( . . .): If p i < q i ∧ p j = q j , add to C the constraints p x = q x and q y − p y 2.
(. . . ): If p i < q i ∧ p j > q j , add to C the constraints q x − p x = −(q y − p y ) and q y − p y 2.
( . . .): If p i < q i ∧ p j < q j , add to C the constraint q x − p x = q y − p y and q y − p y 2.
7. Let e be the vertex corresponding to the bottom right corner of the concrete matrix.
8. While maintaining track of all constraint variable assignments, solve the constraint system as far as possible and let A be the resulting variable assignment.
9. Optimise the solved constraint system to minimise e 2 x + e 2 y and let A opt be the resulting variable assignment.
Lemma 3
The constraint system set up in Algorithm 6 is satisfiable.
Proof The grid of the original concrete matrix satisfies the constraint system. This can be seen by using the variable assignment p x = p i , p y = p j for every vertex p. Hence the system is satisfiable.
Derive Compact Matrix
The final step in computing the minimal compact matrix is to fill in the actual elements of the matrix in its compact form. This is straightforward as we have all the necessary information as a result from the previous step.
Algorithm 7 (Populate Minimal Concrete Grid) INPUT:
A opt : The minimised variable instantiation from Algorithm 6 for a concrete matrix A.
OUTPUT:
M: The compact presentation of matrix A. METHOD: 1. Let M be a new matrix of dimension e y × e x .
2. For each vertex p of every region, place the concrete term of p in M in cell (p y , p x ). 
Abstracting Matrices
A compact representation of a concrete matrix contains all the necessary elliptical constructs, as can be seen in Matrix (3) in section 2. However, it is not yet fully abstract as the concrete integers in the vertex terms disallows variations in the size of the regions that would otherwise be allowed by the elliptical constructs. Therefore, to make the representation fully abstract, as in Matrix (4), and thus enable us to classify matrices by their shape independent of their size, we need to replace appropriate integer constants in the vertex terms by variables in a consistent way. In order to do so, we need to find expressions for the lengths of each ellipsis in terms of a set of common variables, and use those expressions, added or subtracted as appropriate, from the instantiation values of the terms at the other end of each ellipsis, to proved the new generalised instantiation values. We can calculate the ellipsis lengths from the non-optimised variable assignment A returned from Algorithm 6 Before presenting the full algorithm, we first work through a small example to motivate it. Consider the concrete matrix in Table 3a. Table 3b shows the corresponding minimal Table 3c . That is, a.. f in Table 3c are not the terms in the matrix but merely the names by which we will refer to the corresponding vertices. Given this matrix, the A variable assignment obtained from Algorithm 6 after constraint solving but before optimisation is shown below left, while feeding those expressions in to find the lengths of the ellipses, is shown below right. Thus all ellipses, and the size of any concrete instantiation of the entire matrix, is dependent on the value assigned to one free variable. In our case we want to use this variable, renamed to n purely for aesthetic reasons, in calculating the generalised interpolation values for the matrix. This works by choosing one vertex on each region for each interpolation variable to start with, and then, as appropriate, adding or subtracting the ellipsis length expression to the previous interpolation value or leaving it unchanged, for each ellipsis that is traversed as one proceeds around the boundary. The final result for our example would be: Here we can see that if we instantiate n to 5, then we get precisely the compact matrix of Table 3b . Many details of special cases (e.g., when different regions share vertices, when there are 0 or 1-dimensional regions as well as 2-dimensional regions, etc.) have not been discussed in the above example but all such cases are dealt with in Algorithms 8 and 9.
In the following, we will refer to the instantiation value for a unification variable v in the generalised term of a vertex p of a region as p.i(v), and the generalised version of the same value as p.g(v). The algorithm to populate an abstract matrix is exactly the same as in Algorithm 7, except that the terms with the generalised variables are used instead of the original concrete terms.
Conclusions and Future Work
We have presented a set of procedures to both compact and abstract matrices with symbolic entries. The procedure allows us to compress large symbolic matrices by detecting common patterns using an anti-unification algorithm and to construct minimised versions of the original matrix via constraint satisfaction. This can be exploited for purposes like for fitting very large matrices on a display. The compact version also helps to detect and exhibit the structure of a matrix. We have further extended this by adding a procedure that generalises index functions in order to gain a full abstract matrix in the sense a matrix in symbolic dimensions representing a class of matrices. This can be exploited to investigate the general type of a given concrete matrix in order to exploit known theoretical properties.
While the compact form fully respects the intended meaning of the original concrete matrix, the generalised version has some speculative aspects, for which we had to make some design decisions, which aim to model as closely as possible common mathematical intuition.
The presented algorithm are designed to preserve completeness and do not aim for efficiency. Although we currently have an implementation of the procedure in Maple [1] , which is based on preliminary versions of the algorithms presented here, part of future work will be elimination of redundancy in the algorithms without a loss of completeness and their efficient implementation.
Further investigation should be devoted to the question of which current restrictions on our algorithms can be relaxed without forgoing completeness or introducing too many novel ambiguities. For example, our admissibility requirement for regions means that every boundary ellipses can only be either constant or increment or decrement by 1. This rules out the example below, which at first glance looks fairly reasonable. This example could be accommodated if we were to allow the computation of 2-dimensional interpolation functions based on two admissible ellipses only. However allowing these types of regions can lead to the problem observable below:
Here the two triangles on the left hand side are minimal regions with two admissible sides each. Both have not only the same generalised term but also the same interpolation function and thus could be combined to the rectangle on the right. This, however, is clearly no longer desirable, as the vertical ellipses now are increments of 2 and the connection between the two admissible boundary ellipses, now both horizontal, is broken.
Obviously we could relax this strict limit imposed on increment or decrement of index functions. Having it enables us to avoid the problem of detecting arbitrary integer sequences, while it might rule out some interesting examples. Likewise the restrictions on the antiunification algorithm will not allow for recognition of all types of patterns one might be interested in. For instance, elements of sequences of geometric progression could not be detected, which is necessary to detect components in a Vandermonde matrix.
