








Analysis of the Efficient Solution Search for Evolutional Computation Methods 
 

















Recently, various evolutional computation methods are proposed for the purpose of solving combinatorial 
optimization or creating computer programs automatically. However, it is not apparent how to obtain the 
desired solution efficiently. The purpose of this paper is to clarify what is required to obtain the solution 
efficiently. From the simulation results, we disclosed that it is effective to control the learning of the traits to 
keep the diversification of the individual. Furthermore, to obtain the desirable solution, we clarified that it is 
required to search the solution by changing the elements of the traits widely in the small range, or to have 
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個の形質𝑡!(𝑖 = 0,⋯ ,𝑀 − 1)、遺伝子𝑔!、可塑性（学




1 つの個体は、図 1 のような構造となっている。   










 𝑡! = 𝑔! + 𝑟𝑎𝑛𝑑 Δ𝑇! if  𝑝! = 1𝑔! otherwise (1)  𝑟𝑎𝑛𝑑(Δ𝑇!)は、−Δ𝑇!から+Δ𝑇!の範囲の整数をランダム
に発生する関数である。文献(8)では、式(1)の学習は全て
の個体においてΔ𝑇! = 1に固定されているが、本論文で
は 個 体 ご と に 異 な り 、 1 ≤ Δ𝑇! ≤Δ𝑇!"#   1 ≤Δ𝑇!"# ≤ 𝑀 の範囲で変更できるよう変更をくわえた。
また文献(1)では、1 回の学習時に𝑡!(𝑖 = 1,⋯𝑀)のうち
いずれか 1 つのみが学習を行うよう制御しているが、






 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = argmax  𝑓(𝑛) (2)  
 𝑓 𝑛 = 𝑛 if  𝑛𝑢𝑚 𝑛 ≥ 𝑛0 otherwise  (3)  
式(3)において、𝑛𝑢𝑚(𝑛)は、𝑡!の値が𝑛以上の総数であ
る。図 1 の例では 𝑡!, 𝑡!, 𝑡!, 𝑡!, 𝑡!が 4 となっており、


























ばれた個体の𝑔! , 𝑝! ,Δ𝑇! ,𝑇!"!! を、それぞれ確率𝑝!", 𝑝!", 𝑝!!! , 𝑝!"#$%で突然変異させる。突然変異
の際、𝑔!には+1または−1のいずれかをランダムに加え、𝑝!は現在の値が 0 ならば 1 に、1 ならば 0 に変更する。Δ𝑇! , 𝑇!"!!は、シミュレーション実行時に設定するΔ𝑇!"#,𝑇!"##$% を 使 い 、 そ れ ぞ れ 1 ≤ Δ𝑇! ≤𝑇!"#, 1 ≤ 𝑇!"!! ≤ 𝑇!"##$%の範囲で別の整数に変更
する。 
 𝑖 0 1 2 3 4 5 6 7 𝑝! 0 1 1 0 0 1 1 1 𝑔! 3 2 4 1 5 3 1 3 𝑡! 3 4 4 1 5 4 4 4 
 






代分の学習回数𝐿 = 100、世代交代を 16000 回として、












向は同様となる。また、図 30 および図 31 で考察して
いる形質の多様性の傾向には違いはない。 
 
3.1 Δ𝑇!"# = 1,𝑇!"##$% = 1の結果 

































図 2	 Δ𝑇!"# = 1,𝑇!"##$% = 1（制御あり） 
 








































図 3	 Δ𝑇!"# = 1,𝑇!"##$% = 1（制御なし） 
 





図 4～図 6 は、𝑝!の値に応じて学習できる形質を制
御した結果である。図 4 では約 4000 世代まで、図 5






っている。最終的な学習後の適応度は図 4～図 6 のそ





図 8～図 10 は、図 4～図 6 と同じ条件としたとき
の、全形質が学習できる場合の結果である。図 8 では、
図 4～図 6 と同様に約 6000 世代まで変化した形質の
割合が高いまま維持されている。そして世代が進むに
つれて形質が進化し、最終的な適応度は 8 となってい





場合には図  7 と同様に大きく変動したが、Δ𝑇!"# = 5, 12の場合にはそれぞれ 3 世代、40 世代
で 5 に収束した。これは、全形質が学習する結果の
全てで同様であった。また適応度も、Δ𝑇!"# ≥ 5で





図 4	 Δ𝑇!"# = 3,𝑇!"##$% = 1（制御あり） 
 
 
図 5	 Δ𝑇!"# = 5,𝑇!"##$% = 1（制御あり） 
 
 
図 6	 Δ𝑇!"# = 12,𝑇!"##$% = 1（制御あり） 
 
 





















































































































































図 8	 Δ𝑇!"# = 3,𝑇!"##$% = 1（制御なし） 
 
 
図 9	 Δ𝑇!"# = 5,𝑇!"##$% = 1（制御なし） 
 
 
図 10	 Δ𝑇!"# = 12,𝑇!"##$% = 1（制御なし） 
 
 
















図 15～図 17 に、図 11～図 13 と同じ条件で全形
質が学習できる場合の結果を示す。Δ𝑇!"#を大きくし
た場合と異なり、世代とともに学習前と学習後の適応
度が上昇している。また、図 15 の 3000～4200 世代に
みられるとおり、学習後の適応度が上昇する前から変
化した形質の割合が上昇し、その後減少するという図 





度となり、図 3 の適応度8 を上回っている。 
 
 
図 11	 Δ𝑇!"# = 1,𝑇!"##$% = 3（制御あり） 
 
 
図 12	 Δ𝑇!"# = 1,𝑇!"##$% = 5（制御あり） 
 
 








































































































































































































図 15	 Δ𝑇!"# = 1,𝑇!"##$% = 3（制御なし） 
 
 
図 16	 Δ𝑇!"# = 1,𝑇!"##$% = 5（制御なし） 
 
 
図 17	 Δ𝑇!"# = 1,𝑇!"##$% = 12（制御なし） 
 






合の結果を示す。図 18～図 20 はΔ𝑇!"# = 3に固定し、𝑇!"##$% = 3, 5, 12と変化させた結果である。同様に、
図 21～図 23 はΔ𝑇!"# = 5、𝑇!"##$% = 3, 5, 12の結
果、図 24～図 26 はΔ𝑇!"# = 12、𝑇!"##$% = 3, 5, 12






っていることがみてとれる。これは、3.2 節でΔ𝑇!"#を3, 5, 12に変化させた場合と同様の結果である。 
学習後の適応度は、Δ𝑇!"# = 3、𝑇!"##$% = 5, 12と
した図 19、図 20 において、全ての結果中で最大の 9
となっている。しかし、𝑇!"##$% = 5, 12のままΔ𝑇!"# = 5に変更した図 22、図 23 と、Δ𝑇!"# = 12に
変更した図 25、図 26 では適応度が7 に減少した。 
 
 
図 18	 Δ𝑇!"# = 3,𝑇!"##$% = 3（制御あり） 
 
 



















































































































































































図 20	 Δ𝑇!"# = 3,𝑇!"##$% = 12（制御あり） 
 
 
図 21	 Δ𝑇!"# = 5,𝑇!"##$% = 3（制御あり） 
 
 
図 22	 Δ𝑇!"# = 5,𝑇!"##$% = 5（制御あり） 
 
 
図 23	 Δ𝑇!"# = 5,𝑇!"##$% = 12（制御あり） 
 
 
図 24	 Δ𝑇!"# = 12,𝑇!"##$% = 3（制御あり）
 
図 25	 Δ𝑇!"# = 12,𝑇!"##$% = 5（制御あり） 
 
 




～図 29 は、Δ𝑇!"# =3 として、𝑇!"##$%を3, 5, 12と
変化させた結果である。いずれの結果でも、5000～6000
世代までは変化した形質の割合が最大で 0.8 程度と高
い状態が続いている。そして、図 27 の 7000～8000 世
















































































































































































































































図 27	 Δ𝑇!"# = 3,𝑇!"##$% = 3（制御なし） 
 
 
図 28	 Δ𝑇!"# = 3,𝑇!"##$% = 5（制御なし） 
 
 
図 29	 Δ𝑇!"# = 3,𝑇!"##$% = 12（制御なし） 
 
各シミュレーション結果で、適応度が最大値に近づ













表 1	 適応度が安定した世代と最大値（制御あり） Δ𝑇!"# 𝑇!"##$% 安定した世代 最大値 
1 1 10159 8.06 
3 1 9686 8.0125 
5 1 13666 7.055 
12 1 13567 7.005 
1 3 10097 8.0225 
1 5 10006 8.02 
1 12 13802 8.01 
3 3 13731 8 
3 5 12355 9.0125 
3 12 13715 9 
5 3 10513 8.0075 
5 5 9028 7 
5 12 9446 7 
12 3 14141 7.0125 
12 5 13746 7.0025 
12 12 7718 7.0225 
 
表 2	 適応度が安定した世代と最大値（制御なし） Δ𝑇!"# 𝑇!"##$% 安定した世代 最大値 
1 1 13405 8.1375 
3 1 11913 8.1425 
5 1 11 5.5425 
12 1 21 5.555 
1 3 12399 8.5175 
1 5 14552 8.5825 
1 12 15378 8.8875 
3 3 13746 9.2575 
3 5 11174 9.3225 




























































































































体は 3 つしかないものの、学習後にはすべて適応度 7
となる。それに対して、学習前の適応度が 6 の個体は
338 あるが、学習後に適応度が7 となる個体は1 つしか
存在しない。そのため、適応度 4 の個体が徐々に次世
代に残るようになると同時に、突然変異により学習前
の適応度が2, 3 に減少した個体も発生している。 
6100 世代では、学習前の適応度が 6 の個体数 338 の
うち、約56%の181個体が学習後に適応度7になるが、
学習前の適応度が3 の個体は、個体数 30 のうち約63%
の 19 個体が学習後には適応度 7 に達する。そのため、
適応度 3 の個体のほうが適応度 6 の個体より次世代に
残りやすくなり、徐々に数を増やしていく。学習前の









前の適応度が 1, 2, 3 の個体のうち、学習後に適応度 7












は、図 30 と同様に学習後の適応度が6 から7 に上昇す
る5000～7000 世代における適応度の変化と学習前、学
習後での適応度の個体割合の変化を示したものである。 
5200 世代では、学習前の適応度が 6 の個体数は 379
と全体の約 95%であるが、学習後に適応度 7 に到達す
るのはそのうちの約 15%である。この世代を境目に、
学習後の適応度が 6 の割合が減少すると同時に、適応
度7 の個体が増加しはじめる。実際 6000 世代では、学
習後に適応度7 に達する割合は28%まで増加する。 
6000～6400 世代にかけては、学習前の適応度が 6 の
個体が数を減少させ、代わりに適応度 3 の個体が数を
増やしている。学習前の適応度が 3 の個体のうち、学
習後に適応度 7 に達する個体の割合が 6000 世代では
0%であるが、6100 世代では5%。6400 世代では54%と
大きく増加させている。それに対し、学習前に適応度 6
となる個体は 6100 世代で 28%、6400 世代では 44%と
増加の速度が劣っている。それが影響し、学習前の適





































図 31	 適応度の変化と個体数（制御なし） 
 Δ𝑇!"#が解探索にあたえる影響を検討する。全形質
が学習する結果では、𝑇!"##$% = 1,Δ𝑇!"# = 3とした
図 8 で世代とともに学習後の適応度が上昇し、最終的
に適応度 8 となる。しかしΔ𝑇!"# = 5, 12とした図 9、
図 10 では、世代が進んでも初期の適応度5.5 程度から
全く進化していない。また、学習前の適応度はいずれ
も1.5 程度と等しいが、Δ𝑇!"# = 3での学習後の適応度










えられる。しかし、図 4 では最終的な適応度が 8 であ




場合の結果をみると、Δ𝑇!"# = 1で𝑇!"##$% = 3, 5, 12
と変更した図 11～図 13 では、最終的な適応度が 8 と
なっている。これをΔ𝑇!"# = 3に増やすと、図 18～図 
20 でみられるように適応度は𝑇!"##$% = 3, 5, 12のそ
れぞれで8, 8, 9 となり、等しいか上昇している。しかし、
さらにΔ𝑇!"#を増やして5, 12とすると、図 21 が示すΔ𝑇!"# = 5,𝑇!"##$% = 3の結果で適応度8となる以外
は、図 22～図 25 のとおり7 に減少する。これらの結




図  15～図  17 は、全形質が学習する場合にΔ𝑇!"# = 1として𝑇!"##$%を3, 5, 12と増やした結果
であるが、最終的な学習後の適応度が8.5, 8.5, 8.9とな
っている。Δ𝑇!"#を 3 に増やすと、図 27～図 29 の𝑇!"##$% = 3, 5, 12のいずれの結果でも最終的な適応
度が 9 に増加する。しかし、Δ𝑇!"#をそれ以上に増や
すと、3.2 節でのべたとおり図 9、図 10 のように形質
が進化せず適応度は減少する。そのため全形質が学習
する場合も、1 つの形質の変化はΔ𝑇!"# = 3と限定し、
同時に多くの形質を変化させることが探索には効果的
といえる。 
表 1 と表 2 を比較すると、同じパラメータ設定のほ
とんどで最終世代に獲得する適応度は同様であるが、𝑇!"##$% = 1,Δ𝑇!"# = 12の結果のみ両者が異なって






いる。これは、図 13 における個体は図 30 と同様に多
様な個体から構成されているが、図 17 の個体は多くが
学習前の適応度として1 か2 を持ち、学習後に適応度9
または 10 を獲得しているためである。図 17 での形質
の例を図 32 に示す。この形質の学習前における適応度
は 2 である。もし形質 9 となっている箇所が学習時に
同時に10に変化すれば、学習後の適応度は10となる。
これが実現すると変化した形質の割合は8/12 = 0.75





 𝑖 0 1 2 3 4 5 6 7 8 9 10 11 𝑔! 9 9 9 9 9 9 9 9 10 10 2 2 
図 32	 個体の例 
 
以上の考察から、進化的計算手法で効率的に解探索
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