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Este proyecto es la continuación de línea de 
investigación del proyecto acreditado 16Q366 
“Evaluación de la Efectividad para Evadir 
Obstáculos de un Sistema Experto de 
Navegación para Robot Móvil” y el “Programa 
de Investigación en Computación” de la 
Facultad de Ciencias Exactas Químicas y 
Naturales de la Universidad Nacional de 
Misiones; también vinculado con el Doctorado 
en Ingeniería de Sistemas y Computación que 





En la robótica móvil hay distintos problemas 
típicos que se están investigando, por ejemplo 
el problema de seguir un contorno le permite a 
un robot realizar una trayectoria en la 
modalidad denominada “in door”, en donde se 
pretende que un robot domestico, de oficina o 
industrial se desplace llevando una carga desde 
un punto origen hasta un punto destino 
siguiendo a una pared y evitando los 
obstáculos que se le interpongan. 
Existen distintas técnicas de Inteligencia 
Artificial que se aplican a estos sistemas de 
navegación como Redes Neuronales, Lógica 
Difusa, Neuro-Difusas, etc. 
Por medio del simulador y seleccionando la 
técnica adecuada se pretende implementar un 
controlador para la navegación autónoma y 
evaluar los resultados obtenidos. 
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1.1 Tipos de Control de Navegación 
Los sistemas de navegación autónoma para 
robots móviles modernos combinan el control 
reactivo y el deliberativo en modelos de capas 
[1], [2]. Esta estratificación se diseña de 
manera que la capa de nivel mas bajo se 
encargue del control reactivo basado en los 
datos que recibe de los sensores, estos pueden 
ser grupos de radares ultrasónicos, infrarrojos 
o de barrido láser y permiten interactuar con el 
entorno encargándose de tareas como ser: 
seguir a un objeto a una determinada distancia 
o moverse en un entorno complejo siguiendo 
una trayectoria que mantenga una distancia fija 
a una pared. 
Las arquitecturas híbridas suelen ser de tres 
capas y sobre la capa reactiva descripta en el 
párrafo anterior, interactúan las capas ejecutiva 
y deliberativa. La primera recibe la 
información de la capa inferior y realiza una 
planificación de corto plazo pudiéndose 
encargar de la localización de la posición y del 
almacenamiento de los mapas de entorno. La 
capa deliberativa se encarga de la planificación 
y utiliza distintos modelos para la toma de 
decisiones a mediano plazo. Pueden existir 
modelos con mayor número de capas, como 
por ejemplo una capa adicional para la interfaz 
de usuario. 
Para la capa de control se utilizan, con muy 
buenos resultados, los controladores difusos 
combinados con técnicas de generación 
automática de conjunto de datos [3]. 
A fin de aumentar la eficiencia de estos 
controladores se utilizan técnicas de 
optimización basadas en algoritmos genéticos 
[4], [5] y [6]. La metodología empleada en este 
trabajo combina el  aprendizaje automático de 
la base de conocimientos utilizando una 
sistema híbrido, en el que se aplica la 
cooperación entre reglas (COR) 
complementado con un algoritmo de 
optimización mediante colonia de hormigas 
(OCH) [1] y [7]. Esta combinación tiene la 
característica de generar bases de reglas en 
forma rápida, con muy buena precisión. 
Se utiliza el algoritmo desarrollado en [1] 
adaptándolo a un simulador compuesto por un 
servidor de simulación denominado Player 
(http://playerstage.sourceforge.net) bajo 
licencia GNU que permite el control de un 
robot que interactúa sobre los dispositivos de 
navegación y lee las señales provenientes de 
sus sensores a través de una conexión TCP/IP. 
Este servidor se conecta a un simulador de 
robots en dos dimensiones denominado Stage 
perteneciente al mismo proyecto. Estos dos 
programas en conjunto son denominados 
Player/Stage y pueden realizar la simulación 
del control de un robot sobre escenarios 
artificiales de manera que permiten desarrollar 
algoritmos de control de robots móviles en 
distintos lenguajes y ponerlos a prueba sin 
disponer de un robot real. 
El proyecto Player fue desarrollado 
originalmente en el Robotic Research Lab de 
la USC (University of South California) pero 
actualmente es un proyecto de código abierto 
sustentado por un grupo de desarrolladores [9]. 
 
 
1.2 Técnica para generar conjuntos de datos 
 
Para realizar la generación automática del 
conjunto de datos se siguen los siguientes 
pasos: 
1. Definición de las variables de entrada y 
salida dependiendo de la configuración del 
robot: se determinan las variables de control 
que son enviadas al robot y los valores de las 
variables de los sensores que dispone el mismo 
para utilizar en la percepción del entorno. 
2. Definición del universo de discurso: la 
partición de los conjuntos difusos de todas las 
variables con sus respectivas precisiones. 
3. Definición de una función de puntuación 
que provee la efectividad del controlador 
difuso. 
4. Definición de la función objetivo para 
evaluar la calidad global del conjunto de 
reglas. 
5. Modelado matemático del comportamiento 
del robot para definir las ecuaciones que rigen 
la dinámica del mismo en las situaciones 
planteadas. 
6. Construcción del conjunto de 
entrenamiento: a partir de la combinación de 
los valores que toman las variables, en función 
de los antecedentes, se obtienen los 
consecuentes combinando todos los valores 
posibles que pueden tomar. 
 
 
1.3 Desarrollo de aplicaciones clientes con 
Player/Stage 
 
En C++ la conexión entre el programa cliente 
y el servidor se hace operando con objetos 
locales denominados proxies. El programa 
interactúa con los métodos de estos objetos 
abstrayéndose de la comunicación TCP/IP por 
la red. 
Para diseñar un programa cliente se deben 
cumplir tres pasos: 
1. Realizar la conexión con el simulador a 
través de un objeto de la clase PlayerClient. 
2. Interactuar con los sensores y sistemas de 
tracción con la clase correspondiente. 
3. Establecer un bucle que periódicamente 
interactúe con los sensores y en función de la 
telemetría envié los datos de control 
correspondientes a  los sistemas de tracción. 
 
Inicio de programa 
#include <libplayerc++/playerc++.h> // se 
declara la librería 
PlayerClient robot(gHostname, gPort);// 
realiza la conexión con elrobot o simulador 
Position2dProxy pp(&robot, gIndex);// 
instancia la clase del sistema de tracción 
LáserProxy lp(&robot, gIndex);// instancia la 
clase correspondiente al barrido láser Inicio 
de bucle 
robot.Read();// realiza la conexión con el 
robot o simulador 
d=lp[i] // toma lectura del láser 
Rutina de control 
pp.SetSpeed(vel_lineal ,vel_angular); // envía 
datos de control de tracción 
fin de bucle 
fin de programa 
 
 
2. LÍNEAS DE INVESTIGACION Y 
DESARROLLO 
 
Dentro de las líneas de investigación que 
contienen el “Programa de Investigación en 
Computación”, este proyecto se enmarca en el 
área de inteligencia artificial en donde se 
aplican técnicas de lógica difusa y algoritmos 
bioinspirados, estas técnicas se utilizaran en 
trabajos futuros para: 
 
• Controladores difusos aplicados al 
proceso de elaboración de yerba mate. 
• Sistemas de control de navegación para 
robot utilizando sensores láser. 
• Aplicación de controladores difusos 







En el Proyecto “Evaluación de la Efectividad 
para Evadir Obstáculos de un Sistema Experto 
de Navegación para Robot Móvil” se diseñó 
una plataforma móvil con un sistema de 
tracción diferencial compuesto por dos 
motores de corriente continua.  
Para el control de velocidad de los motores se 
desarrolló un control  PWM con un 
microcontrolador PIC de la empresa 
Microchip Technology Inc., se diseñó un 
software que permite entregar cinco valores de 
velocidad a cada uno de los motores en 
concordancia con los cinco valores difusos que 
entregará el controlador difuso. 
Las señales de control se interconectan con la 





Fig.1 plaqueta del control PWM 
 
Actualmente se está trabajando en el diseño 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
En esta línea de investigación se prevén 
desarrollar dos Tesis de grado de la carrera de 
Licenciatura en Sistemas de Información y dos 
Tesis doctorales del Doctorado en Ingeniería 
de Sistemas y Computación del Departamento 
de Lenguajes y Ciencias de la Computación de 
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