Summary. Classically, isothermic surfaces are characterized as those surfaces which are "divisible into infinitesimal squares by their curvature lines". This characterization is the direct analogue to the definition of discrete isothermic nets. In order to understand the relations between the discrete and the smooth theory better, it is described how to give the classical characterization a rigorous meaning in the sense of modern differential geometry.
Introduction
Discrete net theory is a fairly new and promising field in (differential) geometry: it deals with discrete analogs of differential geometric objects and concepts -in contrast to other approaches, where smooth objects are discretized whenever discrete data are sought. For example, in computer graphics, discrete net theory is capable of providing much faster and simpler algorithms than discretization: Fig.1 shows a smooth isothermic surface on the left and its discrete analog on the right -the discrete algorithm was about 70 times (!) faster. Fig.7 shows a close cousin of the two surfaces in Fig.1 ; Fig.2 and Fig.8 show other discrete isothermic nets (typical Darboux transforms of the sphere, viewed as a surface of revolution). A key problem of this approach is to find "correct" definitions for discrete analogs of differential geometric objects: when can a discrete concept be considered an "analog" of its smooth counterpart? Given, for example, a discrete net F : Z 2 → IR 3 , when is it justified to consider F as a "discrete isothermic net"? Is it sufficient to require smooth isothermic surfaces to be obtainable as certain limits of discrete isothermic nets, or should one additionally ask for similar theorems to hold?
Fig. 2. A discrete isothermic net
Another observation is that the methods of proof in discrete net theory are quite different from those in differential geometry: often, analytic arguments and calculations have to be replaced by geometric arguments; sometimes, there seem to be no parallels in proofs of analogous facts. This might rise the question whether there is a viewpoint from where more methodological analogies can be discovered; or, more formal, is it possible to extend the "analogies" between discrete net theory and differential geometry to analogies between methods?
At the current stage of development of discrete net theory, it seems not possible to completely answer these questions -in the author's opinion, it even is not desirable: giving an "exact" definition of "analogy" would counterproductively categorise developments in discrete net theory. However, it is the goal of the present paper to present a view of differential geometry which brings to light analogies with discrete net theory more naturally. To clarify this viewpoint, the definition of an isothermic surface will be discussed, as an example: a discrete analog 1) for isothermic surfaces was first defined by Alexander Bobenko and Ulrich Pinkall [1] :
is said to be a discrete isothermic net if all elementary quadrilaterals
[F m,n ; F m+1,n ; F m+1,n+1 ; F m,n+1 ]
are "conformal squares", i.e. have cross ratio R = −1. Herein, "conformal square" means a quadrilateral (in space) which is the image of a square under a conformal (Möbius) transformation of the ambient space. In particular, its vertices are concircular -its cross ratio 2) is real -and the two "diagonal" circles, intersecting the surrounding circle orthogonally in opposite vertices, are perpendicular ( Fig.3) -its cross ratio R = −1.
In [1] , this definition is motivated by studying the limit behaviour of quadrilaterals formed by parameter lines on the surface: it is shown that the parameter lines form a conformal curvature line net iff the cross ratios of parameter net quadrilaterals around each point tend to −1 quadratically. Meanwhile, several results for discrete isothermic nets were obtained -in particular on the existence of Christoffel [1] and Darboux transforms 3) [10] 1) Note, that this is not the only possible definition -it is not even clear whether this definition provides the "best analogy" with the theory of smooth isothermic surfaces, in all aspects.
2) For further details, the reader is refered to [10] .
3) Towards the end of this paper, some remarks on these transformations will be given.
-which further corroborate the analogy with smooth isothermic surfaces. However, consulting the classical literature, it seems that the analogy would have been completely obvious to any geometer working around the turn of the century: a first hint [5] This definition can be considered as part of the "geometric approach" to differential geometry (see [19] , [12] or [23] ) which Christoffel still used when introducing his Christoffel transformation [6] . Darboux explicitely mentions this approach as complementing the "analytic approach" when introducing the Darboux transformation [7] -even though he already gives priority to the analytic approach. In order to understand this "geometric approach" better, we will carefully analyze this classical definition of isothermic surfaces 4) . First, the notion of
Infinitesimals
has to be clarified: even though there exist earlier attempts to explain the notion of infinitesimals [4] , a mathematically satisfying (for modern mathematicians) definition was found as late as in the sixties [22] . In the meantime, there exist two conceptually quite different approaches -their equivalence has been proven in [8] . In Robinson's original approach, an ordered field extension HR of IR is introduced -a number ε ∈ HR is then called "infinitesimal" if its absolute value is smaller than any positive real: ∀r ∈ IR ⊂ HR, r > 0 : |ε| < r. Besides Robinson's approach via higher order non standard models [22] or the possibility to introduce HR axiomatically [20] , there are two constructive ways for obtaining HR: either by adjoining [15] an ideal element ε -similar to the way the complex number field can be obtained from the reals -or by considering suitable equivalence classes of real sequences [16] (cf. [9] , [14] ) -similar to the way the reals are constructed from the field of rationals. This possibility to "construct" infinitesimals might be an advantage of this approach to non standard analysis. In Nelson's approach, on the other hand, the underlying field IR of reals remains unchanged; instead, a new concept -"standard" -is introduced [17] , [21] : every real number (in fact, every mathematical object) is provided with a predicate "standard", or its opposite "nonstandard". An aspect which makes this approach very interesting -in particular with respect to applications -is the fact that the introduction of "standard" can be considered as the introduction of an "ideal scale" (cf. [13] ): a number is standard if it is "measurable" or "accessible" with regard to this ideal scale -and it is infinitesimal if it is too small to be measured: 4) At this point, I would like to thank Professor Konrad Voss for repeatedly asking me for the "exact" meaning of this definition. This paper may be considered a comprehensive answer to his question.
Definition. A real number ε ∈ IR is called infinitesimal if its absolute value is smaller than any positive standard number:
The use of the attribute "standard" is ruled by three axioms 5) : (I) Idealization: ∀ sf F ∃x F ∀y ∈ F : R(x F , y) ⇐⇒ ∃x∀ s y : R(x, y), i.e. a (classical) relation R satisfies a domination property for all standard elements if and only if it satisfies this domination property for every finite standard subset. If, for example, R is the relation "<" on the positive reals IR + then, idealization provides the existence of infinitesimals [21] . "The intuition behind (I) is that we can only fix a finite number of objects at a time. To say that there is a y such that for all fixed x we have R is the same as saying that for any fixed finite set of x's there is a y such that R holds for all of them." (S) Standardization:
e. for any property P (classical or not) there exists a standard subset A P having for standard elements precisely those satisfying P . This axiom reflects the fact that the attribute "standard" can usually not be used to form (regular) subsets 6) . "The intuition behind (S) is that if we have a fixed set, then we specify a fixed subset of it by giving a criterion for judging whether each fixed element is a member of it or not." (T) Transfer:
e. a (classical) formula F holds for all x if and only if it holds for all standard x. This axiom implies that any standard set or standard function is uniquely determined by its standard elements resp. by its behaviour on standard arguments; moreover, it implies that any object which is describable without using the attribute "standard" is standard 7) . "The intuition behind (T) is that if something is true for a fixed, but arbitrary x, then it is true for all x."
5) The quotes are taken from Nelson's unpublished book [18] .
6) For example, if one tries to form the subset {x ∈ IR | x ≃ 0}, the "halo of 0", one deduces that this set cannot have a least upper bound, r, even though it is bounded above: both assumption, r ≃ 0 and r ≃ 0, lead to contradictions. Thus, the halo is not a set -or, at least, it is not a usual set. Note, that this behaviour agrees with the idea of an "ideal scale". 7) This statement might seem to contradict the existence of infinitesimals -it reflects the fact that we deal with an ideal scale. In fact, applying idealization to the set of all finite subsets (of IR) P f (IR) := {A ⊂ IR | A is finite} and the relation "∋", it can be proven that all standard elements are contained in a (non standard) finite set: in his lifetime, any mathematician can only describe finitely many mathematical objects (explicitely) ...
Using transfer (sum and product of two standard reals is standard, etc) it is now possible to prove the obvious rules: sum and product of two infinitesimals is infinitesimal, sum of an infinitesimal and a finite number is finite, the product of an infinitesimal and a finite number, . . . . Moreover, Lemma (standard part). If x ∈ IR is finite, then there exists a unique standard real s x ∈ s IR (the "standard part" s x = st(x) of x) with x ≃ s x .
The proof nicely demonstrates the use of the axioms: to show uniqueness let s 1 ≃ x ≃ s 2 and s 1 and s 2 standard -then, s 2 − s 1 ≃ 0 and standard (by transfer), consequently s 2 −s 1 = 0. Existence follows from the completeness 8) of IR. Let A x be the standard set containing all standard y ≤ x (standardization). A x is bounded (since x is finite) and hence s x := sup A x exists; s x is standard (transfer) and x − s x ≃ 0 by construction.
Differentiability
In nonstandard analysis, similar to standard analysis, slopes of secant lines can be used to find the derivative of a function -the slope of its tangent line: As usual, differentiability at a (standard) point x implies continuity:
Note, that (so far) differentiability and continuity are only defined at standard points -for example, if
2 cannot even proven continuous at infinite points (cf. [21] ). Another simple investigation shows that the function f (x) = x 2 sin 1 x -which is usually given as an example of a differentiable function whose derivative is not continuous -is not differentiable at x = 0 in the sense of the above definition. As we will see, differentiability as defined above is close to C 1 -continuous differentiability. Here, a problem occurs: the above definition only works at standard points and, consequently, does not provide a derivative -a function which could be checked for continuity. There are two possibilities to solve the problem: it can be shown that the assignment x → m x extends to a (standard) function [21] ; or,
8) Actually, the existence of the standard part is equivalent to the completeness of IR. 9) In the literature, this is often called "strong differentiability" -see the discussion below. Now, this definition has to be related to the previous one: first, transfer implies that the derivative f ′ of f is unique and takes standard values on standard arguments -f ′ is required to be standard. Moreover, by interchanging the roles of x and x + dx, it is easily seen that f
Still, the points x ≃ a, b infinitely close to the end points of the domain interval -in particular infinite points x ≃ ∞ -are excluded in the first order Taylor formula defining the derivative. When considering a function f as a planar curve (by identifying it with its graph), it becomes clear that this restriction depends on the special choice of coordinate system in the plane -it becomes unnecessary in the definition of a submanifold: Part (b) ensures that M has dimension m while parts (a) and (c) say that M has first order contact with its tangent planes. This definition can be shown to be equivalent to the existence of a C 1 -atlas on M [25] . Since we are going to study curvature properties we will soon need to assume higher order differentiability. As higher order differentiability of functions can be introduced via the existence of higher order approximating Taylor polynomials, we are going to define smooth (C 2 ) submanifolds through the existence of osculating paraboloids at each point (cf. [12] ): ≃ 0 for any q ∈ M , q ≃ p.
10)
This means: if p ≃ q 1 , q 2 ∈ M and π p (q 1 ) = π p (q 2 ) then q 1 = q 2 (infinitesimal injection), and if p ≃ q ′ ∈ T p M then there is a q ≃ p in M with q ′ = π p (q) (infinitesimal surjection). The first of these two conditions can be proven using part (c) of the definition.
Infinitesimal Geometry
In order to get acquainted with the types of arguments used in the classical literature, and their modifications related with the modern notion of infinitesimals, we will first discuss the notion of curvature of planar curves and surfaces. This might also be of interest to those readers who are curious about the origins of the notion of curvature. Some of the classical authors directly consider the infinitesimal angle dϑ between the tangent lines (or, the normals) at two infinitely close points p, q ∈ C of a curve C ⊂ IR 2 as the curvature 11) of C between p and q. Generically, the two normal lines of C at p and q will intersect in a point m (Fig.4) . Elementary trigonometry yields r p = ds cos dϑq sin dϑ ; and consequently, r p ≃ ds dϑ since cos dϑ ≃ 1 as well as 1 dϑ sin dϑ ≃ 1 for infinitesimal dϑ. This is how the curvature at a standard point p ∈ C is obtained in modern differential geometry: κ p = st( dϑ ds ), i.e. the angle dϑ between the tangent lines is measured with respect to the arc length ds = |dp|. However, in order for κ p to be well defined, we have to assume higher order differentiablility (cf. [25] ): otherwise, κ p might not be independent of the second point q, or, worse, r p could even be infinitesimal -in which case there would be no standard part for the infinite number 1 rp . Clearly, 0 = dp + r q n q − r p n p . Since 2 -scalar multipliation with dp and division by ds 2 = dp 2 provides us with 0 ≃ 1+r p dn·dp dp 2 , i.e. the formula that is commonly used to introduce the curvature: κ p = −st( dn·dp dp 2 ).
11)
Peterson [19] explicitely prefers that definition before the usual one -which will be considered in a moment. Note, that this notion of curvature does not require higher order differentiablility. One possibility to measure the curvature of a surface S ⊂ IR 3 at a point p ∈ S is by means of its normal curvatures: restricting our attention to one of the normal planes N of S at p, the normal curvature 12) κ p,dp of S at (p, dp) is just the curvature of the intersection curve C = N ∩ S between p and q = p + dp ∈ S (see Fig.5 ). Note, that here, in contrast to the case of planar curves, the angle dϑ between the tangents of C at p and q cannot be treated symmetrically in p and q: the corresponding normal planes of S at p and q will only coincide if the normal lines IRn p and IRn q intersect (or, are parallel). In that case, the direction dp |dp| is infinitely close to a principal direction of S at p -in fact, if S is smooth and p is standard point, the principal curvature directions of S can be introduced this way. Another observation is, that the normal lines of S at two infinitely close points p and q intersect iff the in-12) Again, the normal curvature can be introduced without assuming smoothness -but, once S is smooth κ p,dp will only depend on the direction of dp, not on the actual second point q = p + dp.
tersection line of the two tangent planes T p S and T q S is perpendicular to dp = q − p (see Fig.6 ), i.e. the principal directions of S at a (nonumbilic) point p are exactly those directions which are perpendicular to their conjugate directions 13) (cf. [23] ). Moreover, Q p denoting the osculating paraboloid at p, the principal directions of S at p can be shown to be exactly the principal axes of the Dupin indicatrix {π p (q) | q ∈ Q p , q · n p = ±1} -the indicatrix' orthogonal conjugate axes [12] .
Our purpose is the study of certain curve nets on surfaces. Peterson [19] introduces this notion of a curve net on a surface as follows:
Definition. Curves, lying infinitely close side by side on a surface, form a curve system; two systems of crossing curves form a curve net.
As any 1-form on a (2-dimensional) surface S has an integrating factor, any curve net on S gives rise to a (generically regular) coordinate system (u, v) : S → IR 2 , such that the curves of the two systems are given as the level curves u = const and v = const, respectively. On the other hand, we may describe the geometry of a (smooth) surface relative to a (smooth) coordinate system. Since dp du ≃ p u and dp dv ≃ p v (the Gaussian basis fields) along the net curves v = const and u = const,
v denote the first fundamental quantities, is a good description for the arc length between two infinitely close points:
With the second fundamental quantities, L = −p u · n u , M = −p u · n v and N = −p v · n v , we also can express the normal curvature of S at p, dp: κ p,dp = 1 ds 2 (L du 2 + 2M dudv + N dv 2 ) ≃ − dn · dp dp 2 .
As indicated earlier, the conjugate direction of a direction dp ds at a point p is (nearly) parallel to the intersection line IR[n × (n + dn)] of the tangent planes T p S and T p+dp S at infinitely close points (Fig.6 ). For the net directions p u and p v this reads 0 ≃ (n × n v ) × p u = M · n. Thus, by transfer, the net directions p u and p v at a standard point are conjugate iff M = 0; or (transfer, again): Note, that these notions are independent of the (regular) coordinate system (u, v) used to describe the curve net.
13) The notion of conjugate directions will be discussed more comprehensively in a moment. Now, the classical authors prove the fact that a conjugate net divides a surface S into (nearly) planar infinitesimal quadrilaterals by the following argument: two opposite edges of an infintesimal net quadrilateral are both (nearly) parallel to the intersection line of the two tangent planes that (nearly) contain the edges. Thus, the quadrilateral is (nearly) a parallelogram, and, in particular, planar. Since the curvature line net of a surface is orthogonal and conjugate at the same time it clearly divides the surface (nearly) into infinitesimal rectangles.
To a modern mathematician, it might not be that clear what "nearly" in the above argumentation means. Let us try to clarify this notion by calculating 14) the radius r of the sphere containing the vertices
of an infinitesimal net quadrilateral,
e. the sphere has infinitesimal curvature iff M = 0 (and F = 0) and, consequently, is "nearly" a plane. Unfortunately, in case F = 0 we can only conclude that M = 0 if the sphere is nearly a plane. But, in that case, the cross ratio R of the net quadrilateral becomes R ≃ − E du 2 G dv 2 . In particular, its imaginary part is infinitesimal 15) , showing that the vertices of the net quadrilateral are "nearly" concircular. At this point, the willing reader might be convinced of the following 
Conclusions
With this corollary we achieved our primary goal -to understand the classical definition of isothermic surfaces which seems a good analog of the definition of discrete isothermic nets. On our way, we got some sketches from the "geometric approach" to classical differential geometry: we learned how this approach might be interpreted in the light of nonstandard analysis and how it can help 14) The center of a sphere containing three points p 1 , p 2 and p 3 in general position and 0 ∈ IR 3 is m =
to establish analogies between differential geometry and discrete net theory. However, discrete net theory started from the description of certain surface classes in terms of integrable systems [1] and their discrete counterparts, not from geometry. In these integrable system descriptions, transformations of surfaces play a crucial role: the Darboux and Christoffel transformations in case of isothermic surfaces. Let us close with some remarks on those transformations.
Assume, there is a point-to-point correspondance between two surfaces S 1 and S 2 which preserves angles (is conformal) and the curvature line net. If any two corresponding points can be joined by a circle which intersects both surfaes orthogonally (then, S 1 and S 2 envelope a sphere congruence) then, generically, both surfaces are isothermic [7] , and they are said to form a "Darboux pair" (one is a Darboux transform of the other). Similarly, if the surfaces have parallel tangent planes in corresponding points both surfaces are generically isothermic [6] -in that case, they form a "Christoffel pair".
Darboux pairs of isothermic surfaces naturally arise in 1-parameter families (which gives rise to the integrable system description, cf. [3] ). When this parameter becomes infinitesimal, each surface S i takes place in the halo of a point p i , p 1 ≃ p 2 . Sending one of the points to ∞ by a Möbius transformation, the circles which join corresponding points on S 1 and S 2 become nearly straight lines -thus, the surfaces form (nearly) a Christoffel pair (cf. [3] ). The two surfaces are no longer standard, though: one surface, lying in the halo of a finite point, is infinitesimal and the other is infinite. The Darboux transforms of an isothermic surface can be obtained as solutions of a system of Riccati type partial differential equations [11] . Reinterpreting these equations in terms of the "geometric method" they can be considered as conditions for the cross ratios of those quadrilaterals formed by two infinitely close points on a curvature line of one surface and their corresponding points on the other surface. This was the starting observation which lead to the definition of the Darboux transformation for discrete isothermic nets [10] . At this point, it appears that nonstandard analysis and the geometric approach to differential geometry can not only help to understand analogies between discrete net theory and differential geometry, but that it can also stimulate further developments (in either field). Despite this fact, nonstandard analysis seems not very widely accepted among contemporary geometers -even though it does not require any alterations of existing theories: it provides an extension, not an alteration, of mathematics.
For example, in this presentation we could very well have omitted the section on differentiability without the necessity to alter much of the following text. It seemed helpful to understand the specific notions, though. Moreover, this section might give some slight indications that nonstandard analysis could be used with profit in teaching (cf. [26] ): for most applications of mathematics, the viewpoint of an ideal scale might be more natural than the concept of limits (cf. [13] ).
