The Boltzmann machine is a type of simulated annealing stochastic recurrent neural network (1, 2) . The general architecture of a Boltzman machine consists of a set of units and a set of symmetric bidirectional connections between the pairs of units. The objective of simulated annealing by a Boltzmann machine is to minimize the global energy of the machine, E:
where w ij is the strength of connection between units i and j, χ i is 1 if unit i is on and 0 otherwise, and θ i is called the bias of unit i and is identical to the effect of a link with strength -θ i between unit i and a special unit that is by definition always held in the on state. This "true unit" need have no physical reality, but it simplifies the computation (1). The difference in global energy that results from a single unit i switching from on to off is:
The probability p i of the unit i being on is given by:
where scalar T is referred to T is referred to T as the temperature of the system. The network is run by repeatedly choosing a unit and setting its state according to the above probability. After running for long enough at a certain temperature, the probability of a global state of the network will depend only upon that global state's energy and the machine reaching the thermal equilibrium. Starting from a high temperature and gradually decreasing the temperature results in convergence to a distribution in which the energy level fluctuates around the global minimum. By carefully devising the architecture of the network, connection strengths, and thresholds, the machine state at the global minimum may provide the solution to an optimization problem (see Reference 3). Figure S1 illustrates the architecture of the Boltzmann machine that can solve minimum accumulative degeneracy degenerate primer design (MAD-DPD) problems. The network is built of n rows each having m units (n × m units), where n is the number of input sequences, and m is the number of primers to be generated. So each row demonstrates a sequence, while each column stands for a primer. If the ith unit in the jth row is on, it means that the jth sequence (S i ) is covered by the ith primer (P i ). Hence, P i is the union of all sequences whose units are on in the ith column. The biases of all units are variable:
Architecture of a Boltzmann Machine for Solving MAD-DPD
The value of d norm is adjusted continuously to the minimum d tot that is already found. The parameter ω determines the stringency of MAD-DPD problem (i.e., it might be adjusted so that the Boltzmann machine would be allowed to exclude some input sequences; see the Discussion section of the main article for further explanation on the above parameters). Each unit-pair in the same row is connected by a link with strength α: α: α Figure S1 . Architecture of the Boltzmann machine that is used in this work for solving minimum accumulative degeneracy degenerate primer design (MAD-DPD) problems.
Here a 3 × 3 network is represented, while functional networks may be much larger. Every node is connected to all nodes in the same row with a link of strength α, preventing more than one node to be on in each row.
where ζ = 0.1. In this work, a sinusoidal function is used for the temperature of the system:
where c counts the number of states the network has undergone. After each c = (3/2 + 2k) × πλ πλ π , k ∈ {0, 1, 2, …}, which results in T = 0, T = 0, T the state of the network is examined. If d tot is less than the best previously found one, then the state of the network is stored as the best state ( Figure S2 ). After enough rounds of updating network, the best found state approximates the answer of the MAD-DPD problem.
Flexibility of the MAD-DPD Boltzmann Machine
A Boltzmann machine with the architecture of Figure S1 , θ < θ < θ 0 and α < θ, anneals to a state in which one θ, anneals to a state in which one θ random unit in each row is on. In this case, the global energy (E) will be n × θ. Equation S4 ensures that θ. Equation S4 ensures that θ θ, and E afterwards, get their minimum E afterwards, get their minimum E values for each d norm when d tot is minimum. Now consider an off unit going to become on, which causes an increase in d tot . θ 0 is the bias for all units before switching, and θ 1 stands for the bias of all units after switching. Since d tot is increased, θ 0 < θ 1 < 0. The turning on of a single unit itself causes the global energy of the system to be decreased by |θ 1 |. Yet the energy is by average increased by (n -1) Δθ, Δθ = ( It may be a situation in which, although all units of a sequence are off, no one will be turned on because (n -1)Δθ > |θ 1 |. Equation S4 allows controlling such a situation via parameter ω. We can estimate that Δθ < 1/n ( Figure S3) , which means that if we want (n -1)Δθ to be always less θ to be always less θ than |θ 1 |, then: 
