Motivation: Hundreds of thousands of single nucleotide polymorphisms (SNPs) are available for genome-wide association (GWA) studies nowadays. The epistatic interactions of SNPs are believed to be very important in determining individual susceptibility to complex diseases. However, existing methods for SNP interaction discovery either suffer from high computation complexity or perform poorly when marginal effects of disease loci are weak or absent. Hence, it is desirable to develop an effective method to search epistatic interactions in genome-wide scale. Results: We propose a new method SNPHarvester to detect SNP-SNP interactions in GWA studies. SNPHarvester creates multiple paths in which the visited SNP groups tend to be statistically associated with diseases, and then harvests those significant SNP groups which pass the statistical tests. It greatly reduces the number of SNPs. Consequently, existing tools can be directly used to detect epistatic interactions. By using a wide range of simulated data and a real genome-wide data, we demonstrate that SNPHarvester outperforms its recent competitor significantly and is promising for practical disease prognosis.
INTRODUCTION
Despite the great success in identifying genes responsible for Mendelian diseases, the nature of non-Mendelian (or complex) diseases remains mysterious. Because of the sophisticated regulatory mechanism encoded in the human genome, it is widely agreed that complex traits are typically caused by the joint effects of multiple genetic variations instead of a single genetic variation. These multiple genetic variations may show very little effect individually but strong interactions jointly, which is known as epistasis or multilocus interaction (Cordell, 2002) . Recently, an increasing number of research has reported the presence of epistatic interactions in complex diseases (Griffiths et al., 2008) , such as breast cancer (Ritchie et al., 2001 ) and type-2 diabetes (Cho et al., 2004) . * To whom correspondence should be addressed.
Nowadays, the genome-wide association (GWA) studies have produced hundreds of thousands of single nucleotide polymorphisms (SNPs) (WTCCC, 2007) and become a powerful approach to identify genes involved in common human diseases (Hirschhorn and Daly, 2005; McCarthy et al., 2008; Wang et al., 2005) . Recently, some computational methods have been proposed to address this issue [see Liang and Kelemen (2008) and Musani et al. (2007) for comprehensive reviews]. Based on their optimization strategies, they can be roughly divided into three categories:
(1) Brute-force search methods.
(2) Greedy search methods.
(3) Stochastic search methods.
In this article, we propose a new stochastic search method named SNPHarvester to search for significant SNP groups in large-scale association studies. The main advantage of SNPHarvester is that it can select a set of significant SNP groups from hundreds of thousands of SNPs efficiently. As a result, existing methods can be applied directly to the selected SNP groups for epistatic interaction detection. We will discuss the relationship between our method and these existing methods in Section 3.
The rest of the article is organized as follows: Section 2 describes the SNPHarvester algorithm in detail. Section 3 discusses the relationship between SNPHarvester and existing methods. Section 4 demonstrates the effectiveness of our method with experiments. Section 5 discusses the issue of incorporating expert knowledge. Section 6 concludes this article.
METHOD
In GWA studies, SNPs are high-density bi-allelic markers. We use capital letters (e.g. A, B, …) and lowercase letter (e.g. a, b, …) to denote the major and minor alleles, respectively. For each SNP, there are three genotypes: AA, Aa, and aa.
Suppose N d case samples and N u control samples have been genotyped at L SNP makers for an association study. The L SNP markers can be partitioned into three classes.
• Class 0: SNPs are unassociated to the disease.
• Class 1: SNPs influence the disease risk independently, i.e. they show marginal effects.
• Class 2: SNPs contribute little effects to the disease risk individually but influence the disease risk jointly. This kind of behavior is known SNPHarvester first identifies disease-associated SNP groups from thousands of SNPs to reduce the number of SNPs. Then, we use L 2 penalized logistic regression models (Park and Hastie, 2008) as a post-processing step to extract SNP interactions from identified SNP groups.
SNPHarvester is based on multiple path generation with a generic score function. It consists of the following key parts:
(1) Multiple paths: multiple epistatic interactions rather than a single one are expected to be found in GWA studies due to the sophisticated regulatory mechanism encoded in the human genome. Therefore, the idea of multiple paths is motivated by the identification of multiple significant SNP groups, as shown in Figure 2 .
• SNPHarvester randomly initializes the starting point of each path and generates the path by a local search algorithm. Random initial points of paths lead to a diverse path-family which contributes to the success of SNPHarvester.
• We develop a local search algorithm called PathSeeker to generate each path from a random initialization. We are interested not only in the local optimum at the end of a specific path but also in the significant SNP groups along the path. PathSeeker evaluates the score function of each visited SNP group, and records the SNP group whose score passes a fixed threshold (the score function and the threshold will be discussed in the following paragraph). Then, we obtain the significant SNP groups during path generation.
(2) Score function: the score function is defined to measure the association between a k-SNP group and the phenotype. There are a number of reasonable score functions for this purpose, such as the χ 2 -value, the classification accuracy (Ritchie et al., 2001 ) and the B-statistic value (Zhang and Liu, 2007) . In this article, we use the most popular χ 2 -value as our score function and the threshold is determined by Bonferroni corrections. Note that the χ 2 -value with degree of freedom 3 k −1 only measures the association between a k-SNP group and the phenotype, a post-processing step is necessary to distinguish SNPs that have interaction effects on the phenotype from those SNPs with marginal effects on the phenotype.
In the following, we first introduce our PathSeeker algorithm which is the core of SNPHarvester. Then we explain the details of SNPHarvester algorithm. Finally, we describe the method of extracting epistatic interactions from the significant SNP groups. Here one iteration means that index i goes from 1 to L, as shown in Algorithm 1. The time complexity is linear to all parameters. Thus, PathSeeker has good scalability. Empirically, we observe that q = 2 or 3 for most cases in our experiments.
PathSeeker algorithm
for i = 1 to L do if SNP i does not belong to A then h ← arg max j=1,...,k Score(A+{SNP i }−{SNP s j }) if Score(A+{SNP i }−{SNP s h }) > Score(A) then Update A as A ← A+{SNP i }−{SNP s h } IsSwap ← True /* Harvest the significant interacting SNPs */ if Score(A) > T then Put A into M end
SNPHarvester algorithm
SNPHarvester calls PathSeeker multiple times to detect significant associated SNP groups. Specifically, we design SNPHarvester based on the following considerations:
• We first scan L SNP markers once to detect the single significant SNPs based on 2-df χ 2 -value after Bonferroni corrections. We then remove all these significant SNPs since we are more interested in searching for epistatic interactions.
• For a fixed k, we generate multiple paths by running PathSeeker multiple times to identify k-way SNP interactions. We use the χ 2 -value with 3 k −1 degree of freedom to measure the association between a k-SNP group and the phenotype. Our threshold is determined by the significance threshold α = 0.01 after Bonferroni corrections. This threshold is known to be conservative.
• We need to remove local optima during path generation. Let E i be the active set at the end of i-th path. The score of E i cannot be increased by swapping one SNP ∈ E i with SNP / ∈ E i . Based on this fact, we remove SNPs contained in E i . This means that the number of SNPs becomes smaller in the later stage of our algorithm.
• We need to decide the range of k. As we use χ 2 to measure the significance of SNP groups, we have to deal with the data sparsity problem as discussed in Musani et al. (2007) , i.e. many cells in the multi-SNP contingence table only have very small number of samples when k is relatively large. This will lead to inaccurate calculation of the χ 2 -value. Therefore, we restrict k ≤ ln 3 N d −1 in the SNPHarvester algorithm.
SNPHarvester algorithm is given in Algorithm 2.
Post-processing
Let S be the set of significant SNP groups identified by SNPHarvester. The SNP groups in S do not necessarily have interaction effects on disease status due to the following reasons:
• In the first step of SNPHarvester, we only remove those SNPs having very strong marginal effects based on Bonferroni corrections. Thus, the SNPs with relative small marginal effects remain to be evaluated for high-order interactions. Strong association may be caused by this kind of SNPs.
• The significance of a k-SNP group may be caused by its sub-group.
Therefore, we need a post-processing step to filter out those spurious interactions. We use logistic regression models because marginal effects and high-order interactions can be processed elegantly in the framework of logistic regression models.
Specifically, for a k-SNP group in S, there are 2
terms to be fitted in the logistic regression model. Since we restrict k ≤ log 3 N d −1 (typically k ≤ 5), 2 k would not be a large number. However, it is possible that some cells in the multi-SNP contingency table are zeros, which means that standard logistic regression models cannot be directly applied. Thus, we adopt the L 2 penalized logistic regression (Park and Hastie, 2008) to filter out spurious interactions. Applying this statistical tool is computationally feasible because the number of SNPs has been greatly reduced. Our post-processing steps are described as follows:
(1) For a k-SNP group in S, we use three dummy variables to code each SNP and 3 j dummy variables to code j-way interactions, where 2 ≤ j ≤ k. 
Algorithm 2. SNPHarvester Algorithm
where l(β 0 ,β) is the binomial log-likelihood and λ is a regularization parameter. Here, we exactly follow the method proposed in Park and Hastie (2008) :
(a) We run a classical forward-backward variable selection to extract interactions.
(b) We use the Bayesian information criterion (BIC) to measure the model complexity and choose λ by cross-validation.
(3) We report the interactions selected by the L 2 penalized logistic regression as epistatic interactions.
RELATIONSHIP BETWEEN SNPHARVESTER AND EXISTING METHODS
Existing interaction identification methods can be roughly divided into three categories:
(1) Exhaustive search methods such as MultifactorDimensionality Reduction (MDR) work well on small size problem. In GWA studies, direct application of these methods is computationally prohibitive. An effective filtering method is needed to significantly reduce the number of SNPs so that exhaustive search is computationally feasible on the reduced SNP set.
(2) Greedy search methods: they select the first SNP to best discriminate cases and controls at the first step, and select the second one such that the selected two SNPs maximally reduce the classification error. This process continues until specified model complexity is achieved. For example, CART splits on a SNP which can optimize some criterion (entropy or gini index) for classification, and then performs recursive partition until a large tree is grown. If no marginal effects are present, the choice of split variable is just like a random guess.
Stepwise methods (e.g. Marchini et al., 2005) also suffer from the same issue, which is confirmed in Zhang and Liu (2007) by simulation studies. Therefore, these methods will fail when marginal effects of disease loci are absent.
(3) Stochastic search methods. BEAM (Zhang and Liu, 2007) designs a Bayesian marker partition model and uses Markov chain Monte Carlo (MCMC) sampling strategy to maximize the posterior probability of the model; grammatical evolution neural networks (Motsinger-Reif et al., 2008 ) use a variation of genetic programming to optimize the structure of neural network and select associated SNPs; random handfuls (Province and Borecki, 2008) randomly select handfuls of SNPs and model their effects by a linear regression model, then update the posterior probability of each SNP based on the linear regression model. Expert knowledge is explored in genetic programming (Moore, 2007; Moore and White, 2006, 2007) and ant colony optimization (Greene et al., 2008) to improve the performance of stochastic search methods.
Our SNPHarvester algorithm belongs to the category of stochastic search methods. Despite of the conceptual similarity, we would like to highlight the following key differences:
• Global optima versus local optima. Those existing methods such as genetic programming are interested in global optima. For our SNPHarvester algorithm, we use the PathSeeker to find a local optimal solution instead of global one. In GWA studies, there are usually multiple interaction patterns. Each of them corresponds to a local optimal solution. Every local optimal solution is practically meaningful and should be returned to the users. Hence, we did not employ any control strategies to prevent the algorithm from reaching local optima or use other search algorithms, such as simulated annealing to jump out of local optima. Instead, we use a hill climbing search to reach the local optima as soon as possible.
• Sequential optimization versus parallel optimization. Those existing methods, such as genetic programming and ant colony optimization try to identify multiple interactions in a parallel manner. One distinct feature of SNPHarvester is that it detects significant SNPs in a sequential manner. It removes local optima in the search process. Consequently, search space becomes smaller in the later stage.
• Model-based approaches versus model-free approaches. BEAM builds a simplified model M to explain the whole genome-wide data D and tries to maximize the loglikelihood lnp(D|M) by MCMC. Grammatical evolution neural networks select associated SNPs based on the network architecture. Random handfuls update the posterior probability of each SNP based on a linear regression model. SNPHarvester does not try to build a model but directly creates paths to detect significant associations. It uses a simple score function (the χ 2 -value) to measure the association between SNPs and the phenotype for computational efficiency.
In this section, we evaluate the performance of SNPHarvester using both simulated and real data. In simulation studies, we compare SNPHarvester with some recent competitors under a wide spectrum of epistatic models. For the real case-control study, we run SNPHarvester on the rheumatoid arthritis (RA) data (about 500K SNPs, 3504 samples) from the Wellcome Trust Case Control Consortium (WTCCC).
Experiments on simulation studies
In simulation studies, we mainly compare SNPHarvester with BEAM (Zhang and Liu, 2007) since BEAM is very powerful for detecting epistatic interactions. We also use Random Forest (Breiman, 2001 ) as a representative of the methods that require marginal effects (the comparison results are given in the Supplementary Material). We simulate 100 datasets for each parameter setting. We use the ratio of the number of successful identifications to the number of datasets to measure the power of each method. We conduct our experiments in three cases:
• Case 1: disease loci with marginal effects.
• Case 2: disease loci without marginal effects.
• Case 3: multiple epistatic interactions.
The methods requiring marginal effects are expected to perform reasonably well in Case 1, while they would perform poorly in Case 2. Case 3 is designed to mimic multiple causal epistasis.
Case 1: disease loci with marginal effects
There are many interaction models with weak marginal effects. We use the three models in Marchini et al. (2005) for comparison. Model 1 is an additive model, and Models 2 and 3 define epistatic interactions with multiplicative effects and threshold effects, respectively. The marginal effects are measured in effect size λ as defined in Marchini et al. (2005) , and linkage disequilibrium (LD) between SNPs is measured by r 2 . Because Zhang and Liu (2007) has carried out comprehensive comparison studies of BEAM, the stepwise logistic regression, logic regression and MDR, here we only show the comparison between SNPHarvester and BEAM. More results can be found in the Supplementary Material.
We simulate data based on the three models under different parameter settings to study the power of SNPHarvester. These settings are designed for the practical concerns as discussed in Wang et al. (2005) • The statistical power is influenced by minor allele frequency (MAF) greatly. Here MAF is chosen from 0.1 to 0.5.
• Effective size λ is chosen to be relatively small: λ = 0.3 for Model 1 and λ = 0.2 for Models 2 and 3.
• Disease loci may or may not be genotyped in reality. The cases r 2 = 1 are simulated for the disease loci directly genotyped, and the cases r 2 = 0.7 are simulated for the disease loci ungenotyped but their LD markers with r 2 = 0.7 genotyped.
• In each setting, 2000 SNP markers are simulated.
The results in Figure 4 show that:
(1) SNPHarvester performs slightly better than BEAM when disease loci present marginal effects. Random Forest is comparable with SNPHarvester and BEAM (see the Supplementary Material).
(2) The power of both methods can be increased by increasing the sample size.
(3) If the disease locus is unobserved, then it becomes more difficult to identify the locus by the LD markers (the performances of both methods are worse in cases r 2 = 0.7 than that in cases r 2 = 1.0).
Case 2: disease loci without marginal effects
A wide spectrum of interaction models without marginal effects have been discussed in Culverhouse et al. (2002) . Here, we consider the 60 pure epistatic models in Velez et al. (2007) Figure 5 shows that SNPHarvester is superior to BEAM for detecting epistatic interactions without marginal effects. In our experiments, we only allow SNPHarvester to generate 50 paths to save computation time. But this small number already enables SNPHarvester to outperform BEAM. For the models with MAF = 0.2,0.4 and h 2 ≥ 0.1, the power of SNPHarvester is about 70%, while that of BEAM is roughly 20%. The performances of the two methods degrade as the heritability h 2 decreases: BEAM almost totally loses its power for the models with MAF = 0.2 and h 2 ≤ 0.05, while SNPHarvester still keeps its power at about 40% for some of these models and does better for the models with MAF = 0.4. We also explore why SNPHarvester degrades its performance as the heritability h 2 decreases. The reason is that the χ 2 -value of the two disease loci is no longer significant compared with random match of any two loci.
Case 3: multiple disease loci without marginal effects
In practice, there might exist multiple SNP-SNP interactions in the association studies. We use eight hybrid models (HM) to mimic multiple interactions, and compare SNPHarvester and BEAM on these models. Each of the eight HMs is constructed by a mixture of five pure epistatic models but with the same heritability and MAF (details of the eight HMs are given in the Supplementary Material). For example, HM1 consists of Model epi1 ∼ epi5. We simulate the first interaction based on Model epi1, and the second interaction based on Model epi2, and so on. Thus, there are five interactions in the HM but they are simulated independently. We simulated 100 datasets for each HM and each dataset contains 200 cases, 200 controls and 1000 SNPs.
The comparison between SNPHarvester and BEAM is shown in Figure 6 . BEAM only identifies one of five interactions in most cases and can identify at most two of five interactions simultaneously, while SNPHarvester often identifies more than 
Parameter setting
The issue of how many paths should be generated is not resolved theoretically. Instead, we conduct experiments to show the performance of SNPHarvester under various parameter setting. Here, we consider the 10 pure epistatic models (model epi6 ∼ model epi10 and model epi16 ∼ model epi20 given in the Supplementary Material). We use 100 datasets for each model and each dataset contains L = 1000 SNPs. The result is shown in Figure 7 . Figure 7 shows that the power increases as the parameter SuccessiveRun increases. We also record the computation time under different value of SuccessiveRun and different number of samples N on a PC (CPU: Intel 3.0GHz and RAM 8GB). Figure 7 shows that the computation time of SNPHarvester increases linearly with respect to N.
To obtain a good compromise between the power of SNPHarvester and its computational efficiency, we suggest setting SuccessiveRun = 40 ∼ 50 for medium-scale problems (i.e. 10 4 SNPs) and SuccessiveRun = 20 ∼ 30 for large-scale problems (i.e. 10 5 SNPs).
Experiments on WTCCC RA study
We use SNPHarvester to perform GWA study on WTCCC RA data. Most SNP markers identified by WTCCC are also identified by SNPHarvester, since they shows remarkable marginal effects. For example, the SNP markers rs582757, rs5029938 and rs5029939 for HM1  HM2  HM3  HM4  HM5  HM6  HM7  HM8   HM1  HM2  HM3  HM4  HM5  HM6  HM7  HM8 The results of BEAM on 8 groups of hybrid models the gene TNFAIP3 which are shown to be closely related to RA (Thomson et al., 2007; WTCCC, 2007) are identified. We report some SNP interactions in Table 1 .
• An association between RA and gene HLA-DRB1 (locating at 6p21.3) has been established in Gregersen et al. (1987) . Our analysis indicates the strong association between RA and 6p21.3. The top 10 significant SNP groups in that region are reported in Table 1 (more details can be found in the Supplementary Material).
• SNP markers rs1358169, rs6460831 and rs2526100 are related to gene THSD7A on chromosome 7, which have been reported to be associated with bone mineral density recently (Mori et al., 2008) . This shows plausible biological relevance.
• We also report some SNP groups which show weak marginal effects but strong interactions (see the Supplementary Material). Their biological interpretation needs to be further investigated.
Regarding to the computation time, it takes about 2 weeks for SNPHarvester to handle WTCCC data on a PC (CPU: Intel 3.0GHz and RAM 8GB). For the results shown in this article, we set SuccessiveRun = 20 for WTCCC data analysis. The available software of BEAM fails to handle the whole genome-wide data.
EXTENSION TO INCORPORATING EXPERT KNOWLEDGE
Despite of the success of SNPHarvester, we realize that its performance is inferior to the methods by exploring expert knowledge (Moore, 2007; Moore and White, 2006, 2007) . We believe that expert knowledge is critical for the greater success of genetic analysis. Expert knowledge may come from biological information, e.g. pathway information (Wang et al., 2007) , or some other computational resource, e.g. Tuned ReliefF (Moore and White, 2007) . Assuming some 'good' SNPs have been given by expert knowledge, below are some possible ways to extend SNPHarvester by incorporating expert knowledge:
(1) Initial points of paths should be guided by expert knowledge. 'Good' SNPs should be selected as initial points with higher probability.
(2) Updating active set can also be guided by expert knowledge. 'Good' SNPs can take precedence over other SNPs.
(3) If pathway information is available (Wang et al., 2007) , SNPHarvester could spend more computation time within the same pathway than across pathways. This will help to identify biological meaningful epistatic interactions.
We plan to explore this issue in the future to improve our current method.
