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Abstract
This paper gives the asymptotic theory of a class of rank order statistics {TN} for two-sample
problem pertaining to empirical processes based on the squared residuals from two classes of
ARCH models. An important aspect is that, unlike the residuals of ARMA models, the asymp-
totics of {TN} depend on those of ARCH volatility estimators. Such asymptotics provide a useful
guide to the reliability of con0dence intervals, asymptotic relative e1ciency and ARCH a2ection.
We consider these aspects of {TN} for some ARCH residual distributions via numerical illustra-
tions. Moreover, a measure of robustness for {TN} is introduced. These studies help to highlight
some important features of ARCH residuals in comparison with the i.i.d. or ARMA settings.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Classical time series models assume a constant one-period forecast variance. In order
to overcome this implausible assumption, Engle (1982) introduced a class of ARCH(p)
models, which allows the conditional forecast variance to change overtime as a function
of the past values. Since then, ARCH related models have become perhaps the most
popular and extensively studied 0nancial econometric models (Engle, 1995; Gouri=eroux,
1997; Chandra and Taniguchi, 2001a,b; Tsay, 2002). Moreover, Giraitis et al. (2000)
discussed a class of ARCH(∞) models, which includes that of ARCH(p) models as
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a special case, and established su1cient conditions for the existence of a stationary
solution and its explicit representation.
For an ARCH(p) model, Horv=ath et al. (2001) derived the asymptotic distribution
of the empirical process based on the squared residuals which is considered of funda-
mental importance for statistical analysis. Then they showed that, unlike the residuals
of ARMA models, these residuals do not behave in this context like asymptotically
independent random variables, and the asymptotic distribution involves a term depend-
ing on estimators of the volatility parameters of the model. Also Lee and Taniguchi
(2000) proved the local asymptotic normality for ARCH(∞) models, and discussed
the residual empirical process for an ARCH(1) model with stochastic mean.
In the i.i.d. settings, two-sample problem is one of the important statistical problems.
For this problem, a class of rank order statistics plays a prominent role since it provides
locally most powerful rank tests. The study of the asymptotic properties based on such
rank order statistics is fundamental and essential part of nonparametric statistics. Many
authors have contributed to its development, and numerous theorems have been for-
mulated to show the asymptotic normality of a properly normalized rank order statistic
in many testing problems. The classical limit theorem which generated much interest
in this area is the celebrated Cherno2–Savage (1958) theorem. Puri (1964) general-
ized the situation covered by this theorem to the c-sample problem. It is well known
that the theorem is widely used to study the asymptotic power and power e1ciency
of a class of two-sample tests. Further re0nements on the conditions of the theorem,
extensions and related results, for example, are due to H=ajek and FSid=ak (1967), Pyke
and Shorack (1968) and Puri and Sen (1993). More speci0cally, the Cherno2–Savage
theorem given in Puri and Sen (1993), is formulated under less stringent conditions
on the score generating functions.
The present paper discusses the asymptotic theory of the two-sample rank order
statistics {TN} for ARCH residual empirical processes based on the techniques of Puri
and Sen (1993) and Horv=ath et. al. (2001). Since the asymptotics of the residual
empirical processes are di2erent from those for the usual ARMA case, the limiting
distribution of {TN} is greatly di2erent from that of ARMA case (of course i.i.d.
case). More concretely, this paper is organized as follows. Section 2 gives the setting of
{TN} pertaining to empirical processes based on the squared residuals from two classes
of ARCH models and establishes its asymptotic distribution. In Section 3, we use
this result to study the asymptotic performance of {TN}, like the con0dence intervals,
asymptotic relative e1ciency (ARE) and ARCH a2ection for some ARCH residual
distributions. Furthermore, we introduce a robustness measure for {TN} by means of the
inGuence function. These studies illuminate some interesting characteristics of ARCH
residuals in comparison with the i.i.d. settings.
2. Two-sample rank order statistics and results
In this section, we study a two-sample problem pertaining to a class of rank order
statistics (see e.g., Puri and Sen, 1993, pp. 93–99) for empirical processes based on
the squared residuals from two classes of ARCH models.
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A class of ARCH(p) models is characterized by the equations
Xt =


t(X )	t ; 2t (X ) = 
0
X +
px∑
i=1
iX X
2
t−i for t = 1; : : : ; m;
0 for t =−px + 1; : : : ; 0;
(1)
where {	t} is a sequence of i.i.d.(0,1) random variables with fourth-order cumulant
X4 , X = (
0
X ; 
1
X ; : : : ; 
px
X )
T ∈ ⊂ Rpx+1 is an unknown parameter vector satisfying
0X ¿ 0, 
i
X ¿ 0, i = 1; : : : ; px − 1, pxX ¿ 0, and 	t is independent of Xs; s¡ t. Denote
by F(x) the distribution function of 	2t and we assume that f(x) = F
′(x) exists and is
continuous on (0;∞).
Another class of ARCH(p) models, independent of {Xt}, is characterized similarly
by the equations
Yt =


t(Y )t ; 2t (Y ) = 
0
Y +
py∑
i=1
iY Y
2
t−i for t = 1; : : : ; n;
0 for t =−py + 1; : : : ; 0;
(2)
where {t} is a sequence of i.i.d.(0,1) random variables with fourth-order cumulant
Y4 , Y =(
0
Y ; 
1
Y ; : : : ; 
py
Y )
T ∈ ⊂ Rpy+1, 0Y ¿ 0, iY ¿ 0, i=1; : : : ; py−1, pyY ¿ 0, are
unknown parameters, and t is independent of Ys; s¡ t. The distribution function of
2t will be denoted by G(x) and we assume that g(x) =G
′(x) exists and is continuous
on (0;∞). For (1) and (2), we assume that 1X + · · ·+ pxX ¡ 1 and 1Y + · · ·+ pyY ¡ 1
for stationarity (see MilhHj, 1985).
In what follows, we are interested in the two-sample problem of testing
H0 :F(x) = G(x) for all x against HA: F(x) = G(x) for some x: (3)
Let us 0rst consider the estimation of X and Y . Write ZX; t=X 2t , X; t=(	
2
t −1)2t (X )
and WX;t = (1; ZX; t ; : : : ; ZX; t−px+1)
T. Then, we have the following autoregressive repre-
sentation:
ZX; t = TXWX;t−1 + X; t ;
and similarly for (2),
ZY; t = TYWY; t−1 + Y; t ;
where ZY; t = Y 2t , Y; t = (
2
t − 1)2t (Y ) and WY;t = (1; ZY; t ; : : : ; ZY; t−py+1)T. Note that
E[X; t |FXt−1]=E[Y; t |FYt−1]=0, where FXt ={Xt; Xt−1; : : :} and FYt ={Yt; Yt−1; : : :}.
Suppose that ZX;1; : : : ; ZX;m and ZY;1; : : : ; ZY;n are samples from {ZX; t} and {ZY; t}, re-
spectively. Let
Qm(X ) =
m∑
t=1
(ZX; t − TXWX;t−1)2 and Qn(Y ) =
n∑
t=1
(ZY; t − TYWY; t−1)2 (4)
be the penalty functions. Then the conditional least-squares estimators (see TjHstheim,
1986; Taniguchi and Kakizawa, 2000, pp. 96–102) ˆX;m and ˆY;n of X and Y are
obtained by minimizing Qm(X ) and Qn(Y ) with respect to X and Y , respectively.
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Here, we assume that ˆX;m and ˆY;n are asymptotically consistent and normal with rate
m−1=2 and n−1=2, respectively, i.e.,
m1=2‖ˆX;m − X ‖=Op(1) and n1=2‖ˆY;n − Y ‖=Op(1); (5)
where ‖ · ‖ denotes the Euclidean norm. For the validity of (5), TjHstheim (1986, pp.
254–256) gave a set of su1cient conditions. Conditions (5) are also satis0ed by the
pseudo-maximum likelihood and conditional likelihood estimators (see e.g., Gouri=eroux,
1997).
The corresponding empirical squared residuals are given by
	ˆ2t = X
2
t =
2
t (ˆX ); t = 1; : : : ; m and ˆ
2
t = Y
2
t =
2
t (ˆY ); t = 1; : : : ; n; (6)
where 2t (ˆX ) = ˆ
0
X +
∑px
i=1 ˆ
i
X X
2
t−i and 
2
t (ˆY ) = ˆ
0
Y +
∑py
i=1 ˆ
i
Y Y
2
t−i.
To begin with, let us setup our notation and describe our approach in line with
Puri and Sen (1993). Put N = m + n and !N = m=N . For (6), the sizes m and n are
assumed to be such that 0¡!06 !N 6 1− !0¡ 1 hold for some 0xed !06 12 . Then
the combined distribution is de0ned by
HN (x) = !NF(x) + (1− !N )G(x):
Likewise, if Fˆm(x) and Gˆn(x) denote the empirical distribution functions of {	ˆ2t } and
{ˆ2t }, the corresponding empirical distribution is
HˆN (x) = !N Fˆm(x) + (1− !N )Gˆn(x): (7)
Write Bˆm(x) = m1=2(Fˆm(x)− F(x)) and Bˆn(x) = n1=2(Gˆn(x)− G(x)). Then
Bˆm(x) = m−1=2
m∑
t=1
[I(	ˆ2t 6 x)− F(x)]; and (8)
Bˆn(x) = n−1=2
n∑
t=1
[I(ˆ2t 6 x)− G(x)]; (9)
where I(%) is the indicator function of the event %. Horv=ath et al. (2001) showed that
(8) has the following representation
Bˆm(x) = Em(x) + AX xf(x) + &m(x); (10)
where
Em(x) = m−1=2
m∑
t=1
[I(	2t 6 x)− F(x)]; AX =
px∑
i=0
m1=2(ˆiX;m − iX )'i;X (11)
and supx |&m(x)|= op(1) with
'0;X = E[1=2t (X )] and 'i;X = E[
2
t−i(X )	
2
t−i=
2
t (X )]; 16 i6px:
By analogy with (10), the corresponding representation of (9) is given by
Bˆn(x) = En(x) + AY xg(x) + &n(x); (12)
where
En(x) = n−1=2
n∑
t=1
[I(2t 6 x)− G(x)]; AY =
py∑
i=0
n1=2(ˆiY;n − iY )'i;Y (13)
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and supx|&n(x)|= op(1) with
'0;Y = E[1=2t (Y )] and 'i;Y = E[
2
t−i(Y )
2
t−i=
2
t (Y )]; 16 i6py :
Write Fm(x) = m−1
∑m
t=1 I [	
2
t 6 x] and Gn(x) = n
−1 ∑n
t=1 I [
2
t 6 x]. From (10) and
(12), the preceding (7) then becomes
HˆN (x) = H˜N (x) + m−1=2!NAX xf(x)
+ n−1=2(1− !N )AY xg(x) + &∗N (x); (14)
where H˜N (x)=!NFm(x)+(1−!N )Gn(x) and &∗N (x)=m−1=2!N&m(x)+n−1=2(1−!N )&n(x).
The decomposition (14) is fundamental and will be used repeatedly in the sequel.
De0ne SN; i =1, if the ith smallest one in the combined residuals 	ˆ21; : : : ; 	ˆ
2
m; ˆ
2
1; : : : ; ˆ
2
n
is from 	ˆ21; : : : ; 	ˆ
2
m, and otherwise de0ne SN; i = 0. Now, for the testing problem (3), let
us consider a class of rank order statistics of the form
TN =
1
m
N∑
i=1
SN; iSN; i;
where the SN; i are given constants called weights or scores. The de0nition of TN is
the one conventionally used. We shall, however, use its equivalent representation given
by
TN =
∫
J
[
N
N + 1
HˆN (x)
]
dFˆm(x); (15)
where SN;j=J (j=(N +1)), and J (u), 0¡u¡ 1, is a continuous function. Here, TN is
based on J as in Van der Waerden (1956) for i.i.d. case. The class of TN is su1ciently
rich since it includes several examples given below.
The object of this section is to elucidate the asymptotics of (15). Let us 0rst give
typical examples of J which are reported by Puri and Sen (1993):
(i) Wilcoxon’s two-sample test with J (u) = u, 0¡u¡ 1,
(ii) Van der Waerden’s two-sample test with J (u)=,−1(u), 0¡u¡ 1, where ,(x)=
(2-)−1=2
∫ x
−∞ e
−t2=2 dt,
(iii) Mood’s two-sample test with J (u) = (u− 12 )2, 0¡u¡ 1,
(iv) Klotz’s normal scores test with J (u) = (,−1(u))2, 0¡u¡ 1.
Examples (i) and (ii) are the tests for location, and (iii) and (iv) are tests for scale
when it is assumed that {	ˆ2t } and {ˆ2t } have the same median.
In what follows, K will denote a generic constant which may depend on J but will
not depend on F , G, m, n, and N .
We impose the following regularity conditions.
Assumption 1.
(A.1) J (u) is not constant and has a continuous derivative J ′(u) on (0,1).
(A.2) |J |6K[u(1− u)]−(1=2)+/ and |J ′|6K[u(1− u)]−(3=2)+/ for some /¿ 0.
306 S.A. Chandra, M. Taniguchi / Stochastic Processes and their Applications 104 (2003) 301–324
(A.3) xf(x), xg(x), xf′(x) and xg′(x) are uniformly bounded continuous, and inte-
grable functions on (0;∞).
(A.4) There exists a constant c¿ 0 such that F(x)¿ c{xf(x)} and G(x)¿ c{xg(x)}
for all x¿ 0.
Returning to the models {Xt} and {Yt}, we now impose a further condition on X
and Y , and the moment of 	t and t . For this purpose, write
AX; t =


1X 	
2
t · · · px−1X 	2t pxX 	2t
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0

 ; and
AY; t =


1Y 
2
t · · · py−1Y 2t pyY 2t
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0

 :
Introduce the notation A⊗sX; t=AX; t
s times︷ ︸︸ ︷
⊗ · · ·⊗AX; t (e.g., Hannan, 1970, p. 518), and de0ne
0X;s = E(A⊗sX; t) and 0Y;s = E(A
⊗s
Y; t ), where ⊗ denotes the tensor product.
Assumption 2.
E|	t |8¡∞ and ‖0X;3‖¡ 1; E|t |8¡∞ and ‖0Y;3‖¡ 1;
where ‖ · ‖ is the spectral matrix norm. From this and the result by Chen and An
(1998), it follows that EZ4X; t ¡∞ and EZ4Y; t ¡∞. For the case when px = 1, and {	t}
is Gaussian, we see that ‖0X;3‖¡ 1 implies 1X ¡ 15−1=3 ≈ 0:4.
In order to state the main result, we note that the matrices
UX = E[WX;t−1W TX; t−1]; UY = E[WY;t−1W
T
Y; t−1];
RX = 2E[4t (X )WX;t−1W
T
X; t−1] and RY = 2E[
4
t (Y )WY;t−1W
T
Y; t−1];
are positive de0nite. To justify RX as an illustration, 0rst observe that it is evidently
nonnegative de0nite, i.e., 1TRX 1=2E(1T2t (X )WX;t−1)
2¿ 0 for any 1=(10; : : : ; 1px )
T ∈
Rpx+1. Moreover, if we suppose that RX is not positive de0nite, then there exists a
vector (10; 11; : : : ; 1j0 ) with 1j0 = 0 (j06px) such that 10+11ZX;s−1+· · ·+1j0ZX;s−j0=0
a.e. Here, note that 2t (X )¿ 0 a.e., because of 
0
X ¿ 0. In this case, we can write
ZX;s−j0 =−20 − 21ZX;s−1 − · · · − 2j0−1ZX;s−j0+1, where 2k = 1k=1j0 . Hence, substituting
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this into the last term of 2s (X ) in (1) with setting s − j0 = t − px reveals that the
dimension of our ARCH(px) is reduced to be less than px, leading to a contradiction.
Now recalling (4), we observe that
@Qm
@0X
=−2
m∑
t=1
(	2t − 1)2t (X ) ≡ −2
m∑
t=1
5X (	2t )#0;X ;
@Qm
@iX
=−2
m∑
t=1
(	2t − 1)2t (X )ZX; t−i ≡ −2
m∑
t=1
5X (	2t )#i;X ; 16 i6px; and
@Qn
@0Y
=−2
n∑
t=1
(2t − 1)2t (Y ) ≡ −2
n∑
t=1
5Y (2t )#0;Y ;
@Qn
@iY
=−2
n∑
t=1
(2t − 1)2t (Y )ZY; t−i ≡ −2
n∑
t=1
5Y (2t )#i;Y ; 16 i6py ;
where 5:(u) = u − 1. Write #X = (#0;X ; : : : ; #px ;X )T and #Y = (#0;Y ; : : : ; #py ;Y )T. Then,
using standard arguments, it seen that the ith element of ˆX;m and ˆY;n admits the
stochastic expansions,
ˆiX;m − iX =
1
m
m∑
t=1
UiX5X (	
2
t ) + op(m
−1=2); 06 i6px and
ˆiY;n − iY =
1
n
n∑
t=1
UiY5Y (
2
t ) + op(n
−1=2); 06 i6py ; (16)
where UiX and U
i
Y are the ith elements of U
−1
X #X and U
−1
Y #Y , respectively. Write
1iX =E(U
i
X ), 06 i6px, 1
i
Y =E(U
i
Y ), 06 i6py, and 'X = ('0;X ; '1;X ; : : : ; 'px ;X )
T and
'Y=('0;Y ; '1;Y ; : : : ; 'py ;Y )
T (recall (11) and (13)). Then, we have the following theorem,
whose proof is given in Section 4.
Theorem 1. Suppose that Assumptions 1 and 2 hold and that, in addition, ˆX;m and
ˆY;n are the conditional least-squares estimators of X and Y satisfying (5). Then
N 1=2(TN − 8N )=N d→N(0; 1) as N →∞;
where 8N =
∫
J [HN (x)]dF(x) and 2N = 
2
1N + 
2
2N + 
2
3N + 9N = 0 with
21N = 2(1− !N )
{∫ ∫
x¡y
AN (x; y) dF(x) dF(y)
+
1− !N
!N
∫ ∫
x¡y
BN (x; y) dG(x) dG(y)
}
;
22N = !
T
X;NU
−1
X RXU
−1
X !X;N ; 
2
3N = !
T
Y;NU
−1
Y RYU
−1
Y !Y;N ; and
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9N = 2(1− !N )
{
1− !N
!N
px∑
i=0
'i;X
∫ ∫
hiX (x)/f;N (x; y) dG(x) dG(y)
+
py∑
i=0
'i;Y
∫ ∫
hiY (x)/g;N (x; z) dF(x) dF(z)
}
; (17)
where
AN (x; y) = G(x)(1− G(y))J ′[HN (x)]J ′[HN (y)];
BN (x; y) = F(x)(1− F(y))J ′[HN (x)]J ′[HN (y)];
!X;N =−(!N )−1=2(1− !N )
∫
xf(x)J ′[HN (x)] dG(x)× 'X ;
!Y;N = (1− !N )1=2
∫
zg(z)J ′[HN (z)] dF(z)× 'Y ;
/f;N (x; y) = yf(y)J ′[HN (x)]J ′[HN (y)];
/g;N (x; z) = zg(z)J ′[HN (x)]J ′[HN (z)];
hiX (x) = 1
i
X
∫ x
0
5X (u)f(u) du; 06 i6px;
hiY (x) = 1
i
Y
∫ x
0
5Y (u)g(u) du; 06 i6py :
Remark 1. It may be noted that the above results can be reformulated directly to the
case of the one-sample problem as well as the c (¿ 2)-sample problem.
Remark 2. The terms 22N , 
2
3N and 9N depend on the volatility estimators ˆX;m and
ˆY;n. Hence, the asymptotics of {TN} are greatly di2erent from those for i.i.d. case.
3. Asymptotic performance of {TN}
The asymptotic distribution of {TN} given in the preceding section provides a useful
guide to the reliability of con0dence intervals, ARE and ARCH a2ection. In the fol-
lowing, we will consider these aspects of {TN} for some ARCH residual distributions
via numerical illustrations. We will also introduce a measure of robustness for {TN}
by means of the inGuence function.
3.1. Con4dence intervals
In our situation, TN was constructed from the empirical residuals {	ˆ2t } and {ˆ2t }.
Likewise, if we construct it replacing {	ˆ2t } and {ˆ2t } by {	2t } and {2t }, respectively,
then it becomes the usual rank order statistic given in Puri and Sen (1993) which is
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denoted by T PSN . This subsection considers the problem of constructing approximate
con0dence intervals for statistics T PSN and TN in the i.i.d. and in our ARCH residual
settings, respectively. It elucidates some important feature of the latter statistic.
For the sake of simplicity, let us consider the ARCH(1) model
Xt =
{
t(X )	t ; 2t (X ) = 
0
X + 
1
X X
2
t−1 for t = 1; : : : ; m;
0 for t6 0;
where 0X ¿ 0, 06 
1
X ¡ 1, {	t} is a sequence of i.i.d.(0,1) random variables with
fourth-order cumulant X4 , and 	t is independent of Xs, s¡ t.
Another ARCH(1) model, independent of {Xt}, is given by
Yt =
{
t(Y )t ; 2t (Y ) = 
0
Y + 
1
Y Y
2
t−1 for t = 1; : : : ; n;
0 for t6 0;
where 0Y ¿ 0, 06 
1
Y ¡ 1, {t} is a sequence of i.i.d.(0,1) random variables with
fourth-order cumulant X4 , and t is independent of Ys, s¡ t.
Recall that F(x) and G(x) are the distribution functions of 	2t and 
2
t , respectively.
Let us now consider the scale problem in the case of G(x)=F(x) for some parameter
. Henceforth, it is assumed that F is arbitrary and has 0nite variance 2(F). The
two-sample testing problem for scale can be described as follows;
H0 : = 1 against HA : ¿ 1:
For this, we consider Wilcoxon’s test given by the score function J (u)=u, 0¡u¡ 1.
Assume that m=n=N=2. Then, by applying Theorem 1 to this J function, the mean is
8() = 12
∫
(F(x) + F(x)) dF(x) and the variance under H0 : = 1 is 2(1) = 21(1) +
22(1) + 
2
3(1) + 9(1), where
21(1) =
∫ 1
0
u2 du−
(∫ 1
0
u du
)2
=
1
12
; 22(1) =
CX
2
(∫
xf3(x) dx
)2
;
23(1) =
CY
2
(∫
zf3(z) dz
)2
and
9(1) = k1
∫ ∫
p(x)yf2(x)f3(y) dx dy + k2
∫ ∫
p(x)zf2(x)f3(z) dx dz
with
CX = '˜TXU
−1
X RXU
−1
X '˜X ; CY = '˜
T
YU
−1
Y RYU
−1
Y '˜Y ;
k1 = ('0;X + '1;X )(10X + 1
1
X ); k2 = ('0;Y + '1;Y )(1
0
Y + 1
1
Y ) and
p(x) =
∫ x
0
(u− 1)f(u) du;
where '˜X =('0;X ; '1;X )T and '˜Y=('0;Y ; '1;Y )T. Write 8=8(1), 2=2(1) and 21=
2
1(1).
Then
N 1=2(T PSN − 8)=1 d→N(0; 1); and N 1=2(TN − 8)= d→N(0; 1): (18)
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For 1∈ (0; 1), write !1 =,−1(1− 1). The corresponding asymptotic coverage prob-
abilities are given by
P{8 − N−1=21!1=26T PSN 6 8 + N−1=21!1=2} ≈ 1− 1 and
P{8 − N−1=2!1=26TN 6 8 + N−1=2!1=2} ≈ 1− 1:
Hence, the approximate level (1− 1) con0dence intervals are
(8 − N−1=21!1=2; 8 + N−1=21!1=2)
and
(8 − N−1=2!1=2; 8 + N−1=2!1=2): (19)
In order to facilitate comparisons among the lengths of (19), it is necessary to specify
F . For this purpose, let us suppose that {	t} is a sequence of i.i.d.(0,1) random variables
with continuous symmetric distribution F∗ and density f∗. Then
F(x) = P(	2t 6 x) =
{
0; x6 0;
2F∗(
√
x)− 1; x¿ 0:
(20)
We shall now compute (20) in the following particular choices of F∗.
(i) F∗ (Normal):
F∗N(y) =
∫ y
−∞
(2-)−1=2e−t
2=2 dt; f∗N(y) = (2-)
−1=2e−y
2=2; y∈R:
In this case, FN(x) = 2F∗N(
√
x)− 1, fN(x) = (2-x)−1=2e−x=2, x¿ 0.
(ii) F∗ (Double exponential):
F∗DE(y) =
1
4
∫ y
−∞
e−|t| dt; f∗DE(y) =
1
4
e−|y|; y∈R:
In this case, FDE(x) = 12 (1− e−
√
x), fDE(x) = (4
√
x)−1e−
√
x, x¿ 0.
(iii) F∗ (Logistic):
F∗L (y) = 3=-
2(1 + e−y); f∗L(y) = 3e
−y=-2(1 + e−y)2; y∈R:
In this case, FL(x)= 3(1− 2=(1+ e
√
x))=-2, fL(x)= 3e
√
x=-2
√
x(1+ e
√
x)2, x¿ 0.
For light to moderately heavy-tailed distributions FN, FDE and FL, observe that 8= 12 .
In an attempt to approximate values of 2 and 21 for various m=n=N=2 and parameters
based on such distributions, set  0 = 0X = 
0
Y and 
1 = 1X = 
1
Y . Then, for 
0 = 30,
 1 = 0:1; 0:5 and m = n = 500; 1000, we generated realizations of Xt and Yt with 100
replications. Choose 1=0:05 so that !0:025=1:96. Table 1 provides the 95% con0dence
intervals based on T PSN for F = FN, FDE and FL. Based on TN , Table 2 shows such
con0dence intervals for the cases of m=n=500; 1000 and ( 0;  1)=(30; 0:1); (30; 0:5).
From Tables 1 and 2, we observe that the intervals are in the vicinity of 12 for all
chosen values of N , the parameters and distributions. As it is expected, the intervals
get narrow when N increases or  1 decreases. In Table 2, it is apparent that the
intervals for FL are the shortest ones which are a little wider than those in Table 1.
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Table 1
95% con0dence intervals based TPSN
Dist. N = 1000 N = 2000
FN (0:4747; 0:5253) (0:4821; 0:5179)
FDE (0:4747; 0:5253) (0:4821; 0:5179)
FL (0:4747; 0:5253) (0:4821; 0:5179)
Table 2
95% con0dence intervals based on TN
Dist. m = n = 500,  0 = 30 m = n = 1000,  0 = 30
 1 = 0:1  1 = 0:5  1 = 0:1  1 = 0:5
FN (0:3642; 0:6344) (0:3216; 0:6672) (0:3746; 0:6240) (0:3632; 0:6354)
FDE (0:4411; 0:5590) (0:4163; 0:5838) (0:4580; 0:5420) (0:4401; 0:5599)
FL (0:4745; 0:5254) (0:4735; 0:5264) (0:4818; 0:5181) (0:4740; 0:5259)
These di2erences are due to the e2ect of the volatility estimators ˆX;m and ˆY;n. We
summarize by saying that the Wilcoxon test is preferable if the underlying distribution
is logistic.
3.2. Asymptotic relative e5ciency
This subsection considers the ARE of TN among FN, FDE and FL in the two-sample
scale problem.
We begin by stating a set of regularity conditions, due to Pitman, which makes the
calculation of e1ciency quite simple in many cases. Suppose that TN is a test statistic
based on the 0rst N observations for testing H0 : =0 against HA : ¿0 with critical
region TN ¿ !N;1. In addition, suppose
(i) limN→∞ P0 (TN ¿ !N;1) = 1, where 0¡1¡ 1 is a given level,
(ii) there exist functions 8N () and N () such that
N 1=2(TN − 8N ())=N () d→N(0; 1)
uniformly in ∈ [0; 0 + 	], 	¿ 0,
(iii) 8′N (0)¿ 0,
(iv) for a sequence {N = 0 + N−1=2/; /¿ 0} such that N → 0 as N →∞
lim
N→∞
[8′N (N )=8
′
N (0)] = 1; limN→∞
[N (N )=N (0)] = 1;
(v)
lim
N→∞
[8′N (0)=N (0)] = c¿ 0:
Then, the asymptotic power is given by 1− ,(!1 − /c), where !1 = ,−1(1− 1). The
quantity c de0ned by (v) is called the e1cacy of TN .
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Let T (1)N and T
(2)
N be sequences of statistics with e1cacies c1 and c2, respectively,
and de0ne e(T (2)N ; T
(1)
N ) = c
2
2=c
2
1. We call e(T
(2)
N ; T
(1)
N ) the ARE of T
(2)
N relative to T
(1)
N .
Returning to the setup of Section 3.1, we evaluate the ARE of TN = TN (F) among
typical distributions F . Recall the de0nition of 8() and 2 = 2(1), and write them
as 8F() and 2F , respectively. Assuming that 8F() is continuously di2erentiable with
respect to  at  = 1 under the integral sign, we have 8′F(1) =
1
2
∫
xf2(x) dx so that
the ARE of TN between distributions F1 and F2 is
e(F2; F1) = c2F2 =c
2
F1 ; cF = 8
′
F(1)=F : (21)
To evaluate (21), we compute the e1cacies of TN for distributions FN, FDE and FL.
From the de0nition, we have the followings:
cFN =
∫ ∞
0
xf2N(x) dx
/
2N=
√
3=2√
CX + CY + 4(-2 + k1 + k2)
; (22)
cFDE =
∫ ∞
0
xf2DE(x) dx
/
2DE
=
3
√
3=2√
9216 + 3(CX + CY ) + 4(7− 9 log(3=2))(k1 + k2)
; (23)
cFL =
∫ ∞
0
xf2L(x) dx
/
2L
=
3(log(16)− 1)
8
√
-4(0:1667 + 0:0000004(CX + CY ) + 0:0000002(k1 + k2))
: (24)
Hence, from (21)–(24), we obtain
e(FN; FL) =
5605:5 + 0:133047(CX + CY ) + 0:0523006(k1 + k2)
3(log(16)− 1)(CX + CY + 4(-2 + k1 + k2)) ;
e(FDE; FL) = 0:0037257 +
3602:33 + (0:0086438(CX + CY )
687:594 + 0:223826(CX + CY ) + k1 + k2
;
e(FDE; FN) =
9(CX + CY + 4(-2 + k1 + k2))
9216 + 3(CX + CY ) + 4(7− 9 log(3=2))(k1 + k2) :
To approximate values of e(·; ·), we use the preceding realizations of Xt and Yt . Here,
CX , CY , k1 and k2 are estimated by the corresponding averages. Table 3 summarizes
these results.
A closer examination of the ARE values in Table 3 reveals some interesting features.
First, it is evident that the values are stable with respect to the choice of m = n, and
parameters. It is seen that the case of FL is more e1cient than the other cases for all
chosen values of m = n and the parameters. However, the e1ciency for FL decreases
as  1 increases for each m=n. We also observe that TN for FDE is a strong competitor
to that for FL when  1 becomes small.
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Table 3
Approximate values of e(·; ·) for various F∗
ARE m = n = 500,  0 = 30 m = n = 1000,  0 = 30
 1 = 0:1  1 = 0:5  1 = 0:1  1 = 0:5
e(FN; FL) 0.4408 0.1972 0.4318 0.1927
e(FDE; FL) 0.9698 0.4820 0.9527 0.4718
e(FDE; FN) 2.1982 2.4436 2.2065 2.4477
Table 4
Actual level 1˜ when nominal level 1 = 0:05
1˜ m = n = 500,  0 = 30 m = n = 1000,  0 = 30
 1 = 0:1  1 = 0:5  1 = 0:1  1 = 0:5
/FN 0.5685 0.3795 0.5626 0.3751
1˜N 0.1750 0.2670 0.1765 0.2690
/FDE 0.8292 0.7921 0.8256 0.7901
1˜DE 0.0870 0.0970 0.0875 0.0970
/FL 0.9684 0.9432 0.9645 0.9405
1˜L 0.0560 0.0610 0.0560 0.0615
In addition, TN for FDE outperforms that for FN for all m = n and the parameters. A
striking feature of this study agrees that the Wilcoxon test is best in the case of FL.
3.3. ARCH a8ection
In this subsection, we study a distinction of TN and T PSN in terms of their levels of
test.
Suppose that the 0rst limit distribution in (18) holds. Then the test
N 1=2(T PSN − 8)=1¿ !1
has nominal asymptotic level 1 as N→∞. We assume 1 to be less than 0.5, so that
!1 ¿ 0. For this !1, let
1˜N = P{N 1=2(TN − 8)=¿ !1}:
Then 1˜ = limN→∞ 1˜N exists and is given by 1˜ = 1 − ,(!1/F), where /F = 1=.
Henceforth, we write = F if the concerned distribution is F . Since F¿ 1, 1˜¿ 1.
To give an idea of how much the actual 1˜ di2ers from the nominal 1, we use the
level 1=0:05 for which !0:05 =1:645. For the same realizations of Xt and Yt , FN, FDE
and FL, we provide the results in Table 4.
This table shows that the values of 1˜∗ are di2erent from the nominal 1= 0:05 with
respect to the choice of the parameters and m = n. It is also seen that these values
increase as  1 increases for each m= n. Such an increase is due to the asymptotics of
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ˆX;m and ˆY;n. In addition, it shows the e2ect of skewness on the level. As is typically
the case when F∗ is skewed to the right, 1˜∗¿1 for the lower-tail rejection region. It
should be pointed out that, in general, the closeness of 1˜∗ to 1 depends not only on the
parameters but also on other aspects of F∗. We can therefore say that the asymptotic
level of TN is fairly di2erent from that of T PSN because of the ARCH a2ection.
3.4. Robustness measures for TN
Hampel’s inGuence function IFH is a heuristic tool which provides rich quantitative
robustness information. It measures the sensitivity of a statistic T to in0nitesimal devi-
ations from an underlying distribution F . In the following, we introduce some measures
which indicate a robustness of TN given by (15).
It was shown in the proof of Theorem 1 (see (26)) that
TN − 8N = SN (Fm; Gn) + UN (ˆX;m; ˆY;n) + op(N−1=2);
where
SN (Fm; Gn) = (1− !N )
{∫
s(x) d(Fm − F)(x)−
∫
s∗(x) d(Gn − G)(x)
}
and
UN (ˆX;m; ˆY;n) = (1− !N )
{
−'TX (ˆX;m − X )
∫
xf(x)J ′[HN (x)] dG(x)
+ 'TY (ˆY;n − Y )
∫
xg(x)J ′[HN (x)] dF(x)
}
:
Let us 0rst study a robustness of SN (Fm; Gn). To simplify the presentation, assume
that m= n= N=2. Then
SN (Fm; Gm) =
1
2
{∫
s†(x) d(Fm − F)(x)−
∫
s∗∗(x) d(Gm − G)(x)
}
;
where s†(x)=
∫ x
x0
J ′[ RH (y)] dG(y) and s∗∗(x)=
∫ x
x0
J ′[ RH (y)] dF(y) with RH (y)=12 (F(y)+
G(y)). As a measure of robustness for SN (Fm; Gm), we can introduce the following
inGuence function:
IFH (a; b;F;G) = lim
h↘0
SN{(1− h)F + h/a; (1− h)G + h/b}
h
;
where /t is the probability distribution with pointmass one at t. Thus, we obtain
IFH (a; b;F;G) =
1
2
{
s†(a)− s∗∗(b) +
∫
s∗∗(x) dG(x)−
∫
s†(x) dF(x)
}
:
Next, we discuss a robust property of
UN (ˆX;m; ˆY;m) =
1
2
{
−'TX (ˆX;m − X )
∫
xf(x)J ′[ RH (x)] dG(x)
+ 'TY (ˆY;m − Y )
∫
xg(x)J ′[ RH (x)] dF(x)
}
:
Let us now consider ˆX;m. Write SX; t = (X 2t ; : : : ; X
2
t−px+1)
T, WSX ;t = (1; S
T
X; t)
T.
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Then ˆX;m can be expressed as ˆSX ;m = Uˆ
−1
SX 9ˆSX , where
9ˆSX =
1
m
m∑
t=2
S(1)X; t WSX ;t−1 and UˆSX =
1
m
m∑
t=2
WSX ;t−1W
T
SX ;t−1:
Here, S(1)X; t is the 0rst component of SX; t . Since 9ˆSX and UˆSX are sample versions of
9SX = E[S
(1)
X; t WSX ;t−1] and USX = E[WSX ;t−1; W
T
SX ;t−1];
respectively, the corresponding functional of ˆSX ;m is TSX ≡ U−1SX 9SX . Now, let us
consider the following contaminated process
ShX; t = (1− h)SX; t + hUX; t = SX; t + hVX; t ; (say);
where h∈ (0; 1). For ShX = {ShX; t}, we can introduce an inGuence function
T ′SX = limh↘0
TShX − TSX
h
:
Noting the formula dP−1 =−P−1(dP)P−1, we obtain
d
dh
U−1
ShX
∣∣∣h= 0 =−U−1SX (%X + %TX )U−1SX ;
where
%X = E
[(
0
VX; t−1
)
W TSX ;t−1
]
:
Also,
d
dh
9ShX
∣∣∣∣
h=0
= E[V (1)X; t WSX ;t−1] + E
[
S(1)X; t
(
0
VX; t−1
)]
= 9′SX ; (say);
where V (1)X; t is the 0rst component of VX; t . Hence,
T ′SX =U
−1
SX [9
′
SX − (%X + %TX )TSX ]:
The quantities IFH (a; b;F;G) and T ′SX will facilitate the fundamental description of
sensitiveness or insensitiveness of TN .
4. Proof
In this section we give the proof of Theorem 1. Write
J
[
N
N + 1
HˆN
]
= J [HN ] + (HˆN − HN )J ′[HN ]− HˆNN + 1J
′[HN ]
+
{
J
[
N
N + 1
HˆN
]
− J [HN ]−
(
N
N + 1
HˆN − HN
)
J ′[HN ]
}
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and d Fˆm = d(Fˆm − F + F). Then the statistics (15) after a little simplication becomes
TN = 8N +B1N +B2N +
3∑
i=1
CiN ;
where
B1N =
∫
J [HN ] d(Fˆm − F)(x);
B2N =
∫
(HˆN − HN )J ′[HN ] dF(x);
C1N =
−1
N + 1
∫
HˆN J ′[HN ] dFˆm(x);
C2N =
∫
(HˆN − HN )J ′[HN ] d(Fˆm − F)(x);
C3N =
∫ {
J
[
N
N + 1
HˆN
]
− J [HN ]−
(
N
N + 1
HˆN − HN
)
J ′[HN ]
}
dFˆm(x):
To establish the proof of this theorem, we proceed to show that (i) B1N +B2N has
a limiting Gaussian distribution, and (ii) the C∗ terms are of higher order.
First, we show the statement (i). From (10), we observe that
B1N =
∫
J [HN ] d(Fm − F)(x) + m−1=2AX
∫
J [HN ] d[xf(x)]
+ lower order terms: (25)
Then, integrating B2N by parts, and adding it to (25), we obtain
N 1=2(B1N +B2N )
=N 1=2(1− !N )
{∫
s(x) d(Fm − F)(x)−
∫
s∗(x) d(Gn − G)(x)
−m−1=2AX
∫
xf(x)J ′[HN ] dG(x) + n−1=2AY
∫
zg(z)J ′[HN ] dF(z)
}
+ lower order terms
=aN + bN + cN + dN + lower order terms; (say); (26)
where
s(x) =
∫ x
x0
J ′[HN (y)] dG(y); s∗(x) =
∫ x
x0
J ′[HN (y)] dF(y)
and !N s∗(x) + (1 − !N )s(x) = J [HN (x)] − J [HN (x0)] with x0 determined somewhat
arbitrarily, say by HN (x0) = 12 .
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Observing that aN and bN are mutually independent random variables, and using the
result by Puri and Sen (1993, pp. 97–99), we obtain
21N =Var(aN + bN ): (27)
Similarly, we can compute the same for cN and dN by 0rst noting the result of
TjHstheim (1986) that
Var(m1=2(ˆX;m − X )) =U−1X RXU−1X and
Var(n1=2(ˆY;n − Y )) =U−1Y RYU−1Y :
Hence, recalling (11), (13) and (26), we get
22N =Var(cN ) and 
2
3N =Var(dN ): (28)
Next, we compute the covariance terms. Since {Xt} and {Yt} are independent, we
have only to evaluate
L1N = 2E[aNcN ] and L2N = 2E[bNdN ]:
From (26), we obtain
L1N = 2Nm−1(1− !N )2
∫ ∫
E{(m1=2(Fm − F)(x))AX }
×/f;N (x; y) dG(x) dG(y); (29)
for which, it is necessary to 0nd E{·}. Using the result by Horv=ath et al. (2001), it
follows from (11) and (16) that
E{(m1=2(Fm − F)(x))AX }=
px∑
i=0
'i;X hiX (x);
where hiX (x) is de0ned in (17). Thus,
L1N = 2
(1− !N )2
!N
px∑
i=0
'i;X
∫ ∫
hiX (x)/f;N (x; y) dG(x) dG(y) (30)
and analogously
L2N = 2(1− !N )
py∑
i=0
'i;Y
∫ ∫
hiY (x)/g;N (x; z) dF(x) dF(z): (31)
Adding (30) and (31) yields 9N de0ned in (17).
Hence, using (17), (27), (28) and the central limit theorems given by Horv=ath et al.
(2001), and TjHstheim (1986), we may conclude that
N 1=2(B1N +B2N )=N
d→N(0; 1) as N→∞:
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Next, we show the statement (ii). To do so, we need the following elementary results
(see Puri and Sen, 1993, p. 400).
(E.1) dHN ¿ !N dF¿ !0 dF .
(E.2) F(1− F)6HN (1− HN )=!2N 6HN (1− HN )=!20.
Let (1N ; 2N ) be the interval SN	 , where
SN	 = {x :HN (1− HN )¿&	!0=N}: (32)
Then, &	 can be chosen independently of F , G, and !N so that
P[	2t ∈ SN	 ; t = 1; : : : ; m; 2t ∈ SN	 ; t = 1; : : : ; n]¿ 1− 	:
Let us 0rst evaluate C1N . Write
Wf;N (x) = xf(x)J ′[HN (x)] and Wg;N (x) = xg(x)J ′[HN (x)]:
Then, substituting (14) and dFˆm = d(Fˆm − F + F) into C1N produces
C1N =
−1
N + 1
∫
H˜N (x)J ′[HN (x)] d Fm(x)
− m
1=2
N (N + 1)
AX
∫
Wf;N (x) d Fm(x)
− n
1=2
N (N + 1)
AY
∫
Wg;N (x) dFm(x)
− m
−1=2
N + 1
AX
∫
H˜N (x)J ′[HN (x)] d[xf(x)]
− m
−1=2n1=2
N (N + 1)
AXAY
∫
Wg;N (x) d[xf(x)]
− 1
N (N + 1)
A2X
∫
Wf;N (x) d[xf(x)] + lower order terms
=
6∑
i=1
C1iN + lower order terms; (say):
The proof of C11N =op(N−1=2) follows precisely on the same lines as in Puri and Sen
(1993, p. 401). Next consider C12N . From (A.2), it is seen that
|C12N |6K m
1=2
N
|AX | 1N
∫
|J ′[HN (x)]| dFm(x):
In the same way as the proof for C11N , we have
1
N
∫
|J ′[HN (x)]| dFm(x) = op(N−1=2)
which, together with the fact (m1=2N−1|AX |) = Op(m1=2N−1), implies C12N = op(N−1).
Similarly, we can prove C13N = op(N−1). Next, we turn to C14N . In what follows, we
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mean that all mathematical relations, e.g., 6, = etc. hold with probability 1 − 	. In
view of (A.2)–(A.4) and (32), it follows that
|C14N |6K m
−1=2
N
|AX |
∫
SN	
[HN (x)(1− HN (x))]−(3=2)+/ d[xf(x)]
6K
m−1=2
cN
|AX |
∫
SN	
[HN (x)(1− HN (x))]−(3=2)+/ dF(x)
6K
m−1=2
cN
|AX |O{[HN (2N )(1− HN (2N ))]/−1=2}
= Op
{
m−1=2
N
N (1=2)−/
}
= op(N−1); (33)
hence, C14N = op(N−1=2). The proof for C15N = C16N = op(N−1) is similar to (33).
Consequently, we have
C1N = op(N−1=2):
Next, we consider C2N . By analogy with the 0rst C term, we have
C2N =
∫
[H˜N (x)− HN (x)]J ′[HN (x)] d(Fm − F)(x)
+
m1=2
N
AX
∫
Wf;N (x) d(Fm − F)(x) + n
1=2
N
AY
∫
Wg;N (x) d(Fm − F)(x)
+
m−1=2n1=2
N
AXAY
∫
Wg;N (x) d[xf(x)] +
1
N
A2X
∫
Wf;N (x) d[xf(x)]
+m−1=2AX
∫
[H˜N (x)− HN (x)]J ′[HN (x)] d[xf(x)]
+ lower order terms
=
6∑
i=1
C2iN + lower order terms; (say):
The proof of C21N = op(N−1=2) is identical to that of Puri and Sen (1993, p. 401).
Next, let us consider C22N , for which, it su1ces to show∫
SN	
Wf;N (x) d(Fm − F)(x) = op(1): (34)
From (A.2) and (A.3), we can 0nd K ¿ 0 such that |xf(x)|6KHN (1 − HN ). Thus,
from (32) we see that (34) is dominated by∫
SN	
O{[HN (1− HN )]/−1=2}| d(Fm − F)(x)|
=m−1=2
∫
SN	
O{N 1=2−/}| d[m1=2(Fm − F)(x)]|
=op(1) (e:g:; Puri and Sen; 1993; Theorem 2:11:6):
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Therefore, C22N =op(N−1=2). Similarly we can prove C23N =op(N−1=2). The proof for
C24N and C25N is analogous to (33). To complete the assertion for C2N , we evaluate
C26N . Let
IN (/′) = sup
x
N 1=2|H˜N (x)− HN (x)|6C∗[HN (x)(1− HN (x))](1=2)−/
′
; (35)
where /′¿ 0, C∗¿ 0, so that P(IN (/′))¿ 1 − 	 (see Puri and Sen, 1993, p. 401).
Then, from (A.2)–(A.4) and (33), it follows that
|C26N |6 m
−1=2
cN 1=2
|AX |
∫
SN	
|N 1=2(H˜N − HN )J ′[HN ]| dF(x)
6
C∗m−1=2
cN 1=2
|AX |
∫
SN	
[HN (1− HN )]/
∗−1 dF(x)
6
C∗m−1=2|AX |
cN 1=2
O{[HN (2N )(1− HN (2N ))]/
∗}
= Op
{
m−1=2
N (1=2)+/∗
}
= op(N−1); /∗¿ 0:
Hence, C26N = op(N−1=2). Consequently, we have
C2N = op(N−1=2):
Finally, we consider C3N . Following the preceding C2N , and using
J
[
N
N + 1
HˆN
]
= J [HN ] +
(
N
N + 1
HˆN − HN
)
×J ′
[
’HN + (1− ’) NN + 1 HˆN
]
; 0¡’¡ 1;
we obtain
C3N =
∫ (
N
N + 1
H˜N − HN
)
×
{
J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
}
dFm(x)
+
m1=2
N + 1
AX
∫
xf(x)
{
J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
}
dFm(x)
+
n1=2
N + 1
AY
∫
xg(x)
{
J ′
[
’HN + (1− ’) NN + 1HˆN
]
− J ′[HN ]
}
dFm(x)
+m−1=2AX
∫ (
N
N + 1
H˜N − HN
)
×
{
J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
}
d[xf(x)]
S.A. Chandra, M. Taniguchi / Stochastic Processes and their Applications 104 (2003) 301–324 321
+
m−1=2n1=2
N + 1
AXAY
∫
xg(x)
×
{
J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
}
d[xf(x)]
+
1
N + 1
A2X
∫
xf(x)
{
J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
}
×d[xf(x)] + lower order terms
=
6∑
i=1
C3iN + lower order terms; (say):
Let us 0rst consider C31N . First, observe from (14) that[
’HN (x) + (1− ’) NN + 1 HˆN (x)
]/
HN (x)
=’+ (1− ’) N
N + 1
H˜N (x)
HN (x)
+ (1− ’)(N + 1)−1[m1=2AX xf(x) + n1=2AY xg(x)]=HN (x)
+ lower order terms: (36)
From (36), we can write
H˜N (x) = HN (x) + N−1=2O(1); (37)
with probability ¿ 1−	, where O(1) is uniform in x. Hence, by (37), (A.3) and (A.4),
we obtain
(36) = 1 + O(N−1=2)
with probability ¿ 1− 	. Similarly, we can prove{
1−
[
’HN (x) + (1− ’) NN + 1 HˆN (x)
]}
× [1− HN (x)]−1 = 1 + O(N−1=2)
with probability ¿ 1 − 	. Thus, for su1ciently large N ¿ 0, we can 0nd 2¿ 0 such
that
inf
x
[
’HN (x) + (1− ’) NN + 1 HˆN (x)
]
×
[
1−
{
’HN (x) + (1− ’) NN + 1 HˆN (x)
}]
×[HN (x)(1− HN (x))]−1¿2; with probability ¿ 1− 	:
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From the preceding arguments, we observe that
|C31N |6 1N 1=2
∫
N 1=2
∣∣∣∣ NN + 1 H˜N − HN
∣∣∣∣
×
∣∣∣∣J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
∣∣∣∣ dFm(x)
=
1
N 1=2
∫
IN (x) dFm(x); (say): (38)
It is easy to show∫
SN	
IN (x) dFm(x)6C∗K[1 + 2/−3=2]
∫
SN	
[HN (1− HN )]/
∗−1 dFm(x); (39)
and
E
∫
SN	
IN (x) dFm(x)6C∗K[1 + 2/−3=2]
∫
SN	
[HN (1− HN )]/
∗−1 dF(x): (40)
Hence, IN (x) is integrable. Recalling (35), it is seen that IN (x) → 0 in probability.
By the dominated convergence theorem, (38)–(40), we get C31N = op(N−1=2). Next,
consider C32N . Recalling that |xf(x)|6KHN (1−HN ), and using the arguments of C31N
and (A.2), we obtain
|C32N |6 m
1=2
N
|AX |
∫
SN	
|xf(x)|
×
∣∣∣∣J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
∣∣∣∣ dFm(x)
6K
m1=2
N
|AX |[1 + 2/−3=2]
∫
SN	
[HN (1− HN )]/−1=2 dFm(x) (41)
with
E
∫
SN	
[HN (1− HN )]/−1=2 dFm(x) =
∫
SN	
[HN (1− HN )]/−1=2 dF(x): (42)
Then, by the dominated convergence theorem, (m1=2N−1|AX |)=Op(m1=2N−1), (41) and
(42), we have C32N = op(N−1=2). Similarly, we can show C33N = op(N−1=2). Next, we
turn to C34N . Following the arguments of C31N , and using (A.2)–(A.4), we obtain
|C34N |6 m
−1=2
cN 1=2
|AX |
∫
SN	
N 1=2
∣∣∣∣ NN + 1 H˜N − HN
∣∣∣∣
×
∣∣∣∣J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
∣∣∣∣ dF(x)
6K
m−1=2
cN 1=2
|AX |[1 + 2/−3=2]
∫
SN	
[HN (1− HN )]/
∗−1 dF(x):
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Then, by the dominated convergence theorem, similarly as in C31N , we can prove
C34N = op(N−1=2). Next, consider C35N . From (A.2)–(A.4) and (41) observe that
|C35N |6K m
−1=2n1=2
cN
|AX ‖AY |
∫
SN	
HN (1− HN )
×
∣∣∣∣J ′
[
’HN + (1− ’) NN + 1 HˆN
]
− J ′[HN ]
∣∣∣∣ dF(x)
6Op{m−1=2n1=2N−1}
∫
SN	
[HN (1− HN )]/−1=2 dF(x):
Hence, C35N =op(N−1=2). Similarly we can show C36N =op(N−1=2). Consequently, we
have
C3N = op(N−1=2):
This completes the proof of the theorem.
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