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Abstract
We use the concept of time-space chaos (see Peccati (Ann. Inst. Poincar-e 37(5) (2001) 607;
Pr-epublication n. 648 du Laboratoire de Probabilit-es et Mod2eles Al-eatoires de l’Universit-e Paris
VI; Chaos Brownien d’espace-temps, d-ecompositions de Hoe:ding et probl2emes de convergence
associ-es, Ph.D. Thesis, Universit-e Paris IV, 2002; Bernoulli 9(1) (2003) 25)) to write an or-
thogonal decomposition of the space of square integrable functionals of a standard Brownian
motion X on [0,1], say L2(X ), yielding an isomorphism between L2(X ) and a “semi-symmetric”
Fock space over a class of deterministic functions. This allows to deCne a derivative operator
on L2(X ), whose adjoint is an anticipative stochastic integral with respect to X , that we name
time-space Skorohod integral. We show that the domain of such an integral operator contains
the class of progressively measurable stochastic processes, and that time-space Skorohod inte-
grals coincide with Itoˆ integrals on this set. We show that there exist stochastic processes for
which a time-space Skorohod integral is well deCned, even if they are not integrable in the usual
Skorohod sense (see Skorohod (Theory Probab. Appl. 20 (1975) 219)). Several examples are
discussed in detail.
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1. Introduction
The notion of time-space Brownian chaos has been Crst introduced in Peccati (2001a,
2003). It consists of an orthogonal decomposition of the space of square integrable
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functionals of a standard Brownian motion X on [0,1], say L2(X ), into orthogonal
subspaces of iterated stochastic integrals of increasing order. Such integrals are named
time-space multiple Wiener integrals: in particular, time-space chaos represents an ac-
tual alternative to the classic Wiener chaotic decomposition of L2(X ), as Crst obtained
in Wiener (1938) (but see McKean, 1973, or Stroock, 1987, for more recent presenta-
tions). The aim of this paper is to use one of the Fock space isomorphisms induced by
time-space chaos on Wiener space, to deCne derivative and Skorohod integral opera-
tors that are alternative to the ones obtained from Wiener chaotic decompositions (see
e.g. Nualart, 1995). The reader is referred to the above quoted references, as well as
Peccati (2001b, 2002), for any unexplained deCnition or result concerning time-space
chaos.
The idea behind our construction is the following. One can see usual Skorohod
integrals (as introduced in Skorohod, 1975, but see Nualart, 1995, Section 1.3) as a
generalization of stochastic integrals belonging to the Crst Wiener chaos generated by
X , i.e. having the form
∫ 1
0 h(s) dXs, h∈L2([0; 1]; ds), to the case of random (and not
necessarily adapted) integrands of the type
h(s; !) = h(s;Xu(!) : u∈ [0; 1]);
such that their Wiener chaotic representation satisCes some regularity condition. On the
other hand, in what follows we take as “basic stochastic integrals”, random variables
in the Crst time-space chaos associated to X , i.e. of the type
∫ 1
0 h(s; Xs) dXs, where h
is a deterministic Borel function deCned on [0; 1]×R, and satisCes the condition∫ 1
0
E[h(s; Xs)2] ds¡+∞:
Thus, we will deCne anticipative stochastic integrals for processes with the repre-
sentation
h(s; !) = h(s; Xs;X (s)u (!) : u∈ [0; 1]);
where, for every s, X (s)u is the Brownian motion
X (s)u = Xu −
∫ u∧s
0
Xs − Xv
s− v dv; u∈ [0; 1]
(we recall that X (s) is independent of Xs for any Cxed s), and such that their represen-
tation as an orthogonal sum of multiple time-space integrals veriCes adequate regularity
conditions. We use a time-space decomposition that is slightly di:erent from the one
discussed in Peccati (2001a), yielding an isomorphism between the space of square
integrable functionals of X and a suitable Fock space over a class of deterministic
functions. We will show that such a Fock space is “semi-symmetric”. This means that
each of its elements is a direct sum of tensors that are invariant under permutations of
a subset of their coordinates, but not under general permutations.
In general, time-space Skorohod integrals and usual ones do not coincide. However,
we will show that also our integral generalizes Itoˆ integral on the class of progres-
sively measurable processes. Moreover, we prove that there exist processes that are not
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Skorohod integrable, but that are integrable in our sense. This follows from the results
contained in Mancino and Pratelli (1997).
In the next section, we develop the notions of derivative and Skorohod integral on
a semi-symmetric Fock space. We use a formalism that is very similar to the one of
the Crst part of Nualart and Vives (1990). In Section 3, we establish some results
concerning the representation of measurable processes in terms of multiple time-space
integrals, yielding the chaotic decomposition of Wiener space discussed above. Section
4 contains the deCnition of time-space derivative and time-space Skorohod integral on
Wiener space, as well as the analysis of their basic properties.
2. Derivative operators and Skorohod integrals on a “semi-symmetric” Fock space
2.1. From symmetric to semi-symmetric Fock spaces
We consider a real and separable Hilbert space V , of the form V= L2(A;A; ), where
 is positive, non-atomic and -Cnite. The space V is equipped with the usual inner
product (:; :)V (the norm is ‖:‖V ). Now take a measurable space (T;T; ) where  is
positive, non-atomic and -Cnite on T, and consider the class K(T; V ) of applications
h, from T to V , having the form
t → h(t) = {h(t; a) : a∈A};
where h(·; ·) is a real valued and jointly measurable function on T × A such that, for
every Cxed t, h(t; ·) is an element of V . Moreover, we set H (; V ) to be the subset of
elements of K(T; V ) verifying∫
(h(t); h(t))V (dt)¡+∞:
Note that H (; V ) is a real and separable Hilbert space with respect to the inner
product
(h; g)H :=
∫
(h(t); g(t))V (dt)
(we will systematically use H instead of H (; V ) whenever there is no risk of confu-
sion). For every n, set H⊗n to be the nth tensor product of H , equipped with the usual
inner product, and write Hn for the Hilbert space of symmetric tensors contained in
H⊗n, endowed with the modiCed inner product
(h; g)Hn := n!(h; g)H⊗n :
The symmetric Fock space on H (; V ) is deCned to be the Hilbert space
s(H) :=
⊕
n¿0
Hn
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(where H0 := R and H1 := H), with inner product
(h; g)s(H) :=
∑
n¿0
(hn; gn)Hn =
∑
n¿0
n!(hn; gn)H⊗n
for h=
∑
n hn and g=
∑
n gn.
It is immediate to show that, for every n¿ 1, H⊗n is isometric to
L2(Tn × An;Tn ⊗An; dn ⊗ dn) := L2(dn ⊗ dn);
where n and n stand for ⊗n and ⊗n. On the other hand, Hn is isometric to
L2ss(d
n ⊗ dn), that is the subset of L2(dn ⊗ dn) composed of functions that are
symmetric in the Crst n variables (“ss” means “semi-symmetric”), i.e. such that
f(t1; : : : ; tn; a1; : : : ; an) = f(t(1); : : : ; t(n); a1; : : : ; an)
for each (t1; : : : ; tn; a1; : : : ; an)∈Tn × An and for every permutation  of (1; : : : ; n), and
that is equipped with the modiCed product n!(:; :)L2(dn⊗dn). It follows that s(H) is
also isomorphic to
ss(L2(d⊗ d)) := ⊕
n¿0
L2ss(d
n ⊗ dn):
where we put L2ss(d
0 ⊗ d0) = R, that can be taken as the deCnition of the semi-
symmetric Fock space over L2(d⊗ d).
We will show in Section 4 that L2(P), where P is the law of a standard R-valued
Brownian motion on [0,1], is isomorphic to s(H (; V )) where  is Lebesgue measure
on [0,1] and V = L2(R;B(R); ) with (dx) := (2)−1=2 exp(−x2=2) dx. This can be
proved by means of time-space chaos, and motivates the deCnition and characterization
of derivative operators and Skorohod integrals on the Fock space associated to a general
class H (; V ), with V = L2(A;A; ), as will be performed in the rest of this section.
2.2. Derivatives and measurability
Fix  and V =L2(A;A; ). From now on, we shall identify Hn and L2ss(d
n⊗dn),
as well as s(H (; V ))=s(H) and ss(L2(d⊗d)). Moreover, for every F ∈s(H),
where
F =
∑
n¿0
fn; fn ∈Hn; ∀n;
we will write F ∈D, when∑
n¿1
n‖fn‖2Hn ¡+∞ (1)
and we set the derivative of F ∈D to be the element of H ⊗ s(H) deCned as
D(t; a)F :=
∑
n¿1
nfn(t; a; :); (t; a)∈T × A;
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note that DF belongs to H ⊗s(H) due to (1) and the speciCc form of V : as a matter
of fact,
‖DF‖2H⊗s(H) =
∫
T×A
(dt)(da)‖D(t; a)F‖2s(H)
=
∑
n¿1
n2
∫
T×A
(dt)(da)‖fn(t; a; :)‖2L2ss(dn−1⊗dn−1)
=
∑
n¿1
n‖fn‖2L2ss(dn⊗dn) ¡+∞:
It is immediately veriCed that D is a closed operator and that D is dense in s(H).
Given B∈T, we introduce the notation B1 := B and B0 := Bc. We say that an
element of s(H) of the form F =
∑
n¿0 fn is FB-measurable if, for every n¿ 1 and
every (j1; : : : ; jn)∈{0; 1}n,
f(t1; : : : ; tn; a1; : : : ; an)1B j1 (t1) : : : 1B jn (tn) = 0 a:e:-d
n ⊗ dn
if there exists k ∈{1; : : : ; n} such that jk = 0. For every B∈T, and F ∈s(H) we set
E(F |FB) :=
∑
n¿0
fn1⊗nB
and the following result is easily veriCed
Lemma 1. If F ∈D is also FB-measurable, B∈T, then D(t; a)F = 0 when t ∈Bc,
a:e:-d⊗ d. Moreover, for every F ∈D, E(F |FB)∈D and, a:e.-d⊗ d
D(t; x)E(F |FB) = E(D(t; x)F |FB):1B(t):
2.3. Skorohod integrals
We observe now that the space H ⊗ s(H) can be rewritten in the form⊕
n¿0
√
n!L2ss−1(d
n+1 ⊗ dn+1);
where L2ss−1(d
n+1 ⊗ dn+1) is the subspace of L2(dn+1 ⊗ dn+1) composed of func-
tions that are symmetric in the variables (t2; : : : ; tn+1), endowed with the inner product
(:; :)L2(dn+1⊗dn+1). For u∈ H ⊗ s(H) of the type
u=
∑
n¿0
un; un ∈L2ss−1(dn+1 ⊗ dn+1);
we write u˜n for the symmetrization of un w.r.t. its Crst n+ 1 variables. Moreover, we
write u∈ dom($) whenever∑
n¿0
‖u˜n‖2L2ss(dn+1⊗dn+1) ¡+∞
and we deCne the Skorohod integral of u∈ dom($) to be the following element of
s(H):
(u) :=
∑
n¿0
u˜n:
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The following relation characterizes $ as the adjoint of D: it can be easily checked
by mimicking the same line of reasoning as in the “symmetric case” (see, e.g. the Crst
part of Nualart and Vives, 1990).
Proposition 2. For every u∈ dom($) and F ∈D
(u; DF)H⊗s(H) = ($(u); F)s(H):
Call moreover L2 the subset of dom($) composed of the u∈H ⊗ s(H) that are
such that∑
n¿0
(n+ 1)!‖un‖2L2(dn+1⊗dn+1) ¡+∞:
If u∈L2 then u(t; a) belongs to D a.e.-d⊗ d, and D(s;a)u(t; b) ∈H⊗2 ⊗ s(H), and
moreover the following holds.
Proposition 3. (i) Let u; v∈L2, then
($(u); $(v))s(H) = (u; v)H⊗s(H)
+
∫
T×A
∫
T×A
(D(s;a)u(t; b); D(t; a)v(s;b))s(H)(ds)(da)(dt)(db):
(ii) Let u∈L2, D(t; a)u∈ dom($) for every (t; a)∈T×A, and $(D(t; a)u)∈H⊗s(H):
then,
$(u)∈D
and
D(t; a)$(u) = u(t; a) + $(D(t; a)u):
As anticipated, we will use the results of this section to construct Malliavin-type
operators on Wiener space.
3. Preliminary notation and representation of measurable processes
On the canonical space (C[0;1];C), we note P the law of a standard, real valued
Brownian motion initialized at zero. The canonical process is {Xt : t ∈ [0; 1]}. Given a
measurable process Y , we write Ft(Y ) to indicate the natural Cltration of Y , completed
with the P-negligible sets of C. We also set F = F1(X ). We write indi:erently
L2(P) or L2(X ) to indicate the class of F-measurable and square integrable random
variables. To introduce the modiCed time-space decomposition of the next section, we
shall establish some technical result.
Start by deCning, for every 0¡u6 1,
X (u)t (!) := Xt(!)−
∫ u∧t
0
Xu(!)− Xs(!)
u− s ds; t ∈ [0; 1]:
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By convention, we set X (u) to be constantly equal to zero for each ! belonging to
the complement of the set{
! : lim
(↓0
∫ u−(
0
Xu(!)− Xs(!)
u− s ds exists and is Cnite
}
:
Now observe that for every (¿ 0 the application
(!; u; t) → X (u; ()(t; !) = Xt(!)−
∫ (u−()∧t
0
Xu(!)− Xs(!)
u− s ds
is F⊗B((0; 1])⊗B([0; 1])-measurable and moreover, for any Cxed u and for ( going to
zero, X (u; ()(t; :) converges P-a.s. to X (u)t (:), uniformly on [0; 1]. By using some standard
“stochastic calculus depending on a parameter” result, as the one stated, e.g. in Protter,
1992, Theorem 43, p. 157), we know that there exists a F ⊗ B((0; 1]) ⊗ B([0; 1])
mapping Y (!; u; t) such that for every u, Y (:; u; :) is indistinguishable (in the sense of
Protter, 1992, p. 4) from X (u). From now on, we will always write X (u)t (!) to indicate
the quantity Y (!; u; t). Note that the application
(u; !) → {X (u)s (!) : s∈ [0; 1]}
with values in (C[0;1];F); is B([0; 1])⊗F-measurable.
Analogously, we set, for 0¡u; v6 1,
X (u;v)t (!) := X
(u)
t (!)−
∫ v∧t
0
X (u)v (!)− X (u)s (!)
v− s ds; t ∈ [0; 1]
and by using the F⊗B((0; 1]2)⊗B([0; 1]) measurable application
(!; u; v; t) → X (u;v; ()(t; !) = X (u)t (!)−
∫ (v−()∧t
0
X (u)v (!)− X (u)s (!)
v− s ds;
where (¿ 0, we conclude in a similar way that there exists a mapping Z(!; u; v; t) that
is F ⊗B((0; 1]2) ⊗B([0; 1])-measurable and such that, for every (u; v), Z(:; u; v; :) is
indistinguishable from X (u;v). Again, we will write
X (u;v)t (!) = Z(!; u; v; t)
for the rest of the chapter. We recall that, for a Cxed u∈ (0; 1], X (u) is a standard
Brownian motion on [0,1] with respect to the Cltration
G
(u)
t =Ft(X ) ∨ (Xu); t ∈ [0; 1];
whereas, for Cxed u and v, X (u;v) is a standard Brownian motion on [0,1] with respect
to
Ft(X (u)) ∨ (X (u)v ); t ∈ [0; 1]
(the reader is referred to Peccati, 2001a,b, 2002, 2003, for other relevant properties of
the X (u)’s and the X (u;v)’s).
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From now on, Lebesgue measure on [0; 1] will be indi:erently indicated by (dt),
d or dt, whereas
(dx) := (2)−1=2 exp(−x2=2) dx
as before. For every u∈ (0; 1] and every n¿ 1, we write +u;n for the simplex contained
in [0; u]n, i.e.
+u;n = {(u1; : : : ; un) : 06 un ¡ · · ·¡u16 u}
and we will also use the convention +1; n = +n. Note also that in the following we
will systematically use tacit conventions to avoid division by zero: for instance, the
expression 1=
√
u means (1=
√
u)1(0;+∞)(u).
We write L2[B([0; 1])⊗F] for the Hilbert space of B([0; 1])⊗F-measurable pro-
cesses  (u; !) such that
E
[∫ 1
0
 (u)2 du
]
¡+∞ (2)
and L2[Pr(Fu(X ))] for the Hilbert space of Fu(X )-progressively measurable processes
 (u; !) satisfying condition (2). Note that L2[Pr(Fu(X ))] ⊂ L2[B([0; 1]) ⊗F]. The
inner product on both spaces is given by
(f; g)L2[B([0;1])⊗F] =
∫ 1
0
E[f(u)g(u)] du:
We will occasionally write (f; g)L2[Pr(Fu(X ))] instead of (f; g)L2[B([0;1])⊗F] to indicate
that f and g are both progressively measurable.
Now, for n=0; 1; : : :, write -n for the Hilbert subspace of L2[B([0; 1])⊗F] generated
by the countable class of processes with the form
(u; !) → .(u; !) = exp(0Xu(!))
n∏
j=1
exp(jX
(u)
tj (!))1(0;1−()(u); (3)
where (t1; : : : ; tn)∈Qn ∩ [0; 1]n, (0; : : : ; n)∈Qn+1 and (∈Q∩ (0; 1). Analogously, for
n = 0; 1; : : :, write -p;n for the Hilbert subspace of L2[Pr(Fu(X ))] generated by the
countable class of processes of the type
(u; !) → .(u; !) = exp(0Xu(!))
n∏
j=1
exp(jX
(u)
tj (!)1(tj ;1](u))1(0;1−()(u); (4)
again for (t1; : : : ; tn)∈Qn ∩ [0; 1]n, (0; : : : ; n)∈Qn+1 and (∈Q ∩ (0; 1). The follow-
ing result relates the sets -n and -p;n with the two classes L2[B([0; 1]) ⊗F] and
L2[Pr(Fu(X ))].
Proposition 4. (i) The union of the -n’s is total in L2[B([0; 1])⊗F]. (ii) The union
of the -p;n’s is total in L2[Pr(Fu(X ))].
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Proof. To prove (i), just recall that for any Cxed u
(Xu) ∨ (X (u)h : h∈ [0; 1]) = (Xh : h∈ [0; 1]):
Now, if  ∈L2[B([0; 1])⊗F] is orthogonal to any . as in (3), then simple consider-
ations imply the existence of a set A ⊂ [0; 1] of unitary Lebesgue measure such that
for every u∈A
E[ (u)2]¡+∞;
E
 (u) exp(0Xu) n∏
j=1
exp(jX
(u)
tj )
= 0
for every n∈N, (t1; : : : ; tn)∈ [0; 1]n and (0; : : : ; n)∈Rn+1. This implies that  (u) is
orthogonal to every F-measurable and bounded random variable, and therefore that
 (u) = 0 P-a.s.
To deal with (ii), observe that for every u
(Xu) ∨ (X (u)h : h∈ [0; u]) = (Xh : h∈ [0; u]);
and deduce in exactly the same way that processes orthogonal to any element of
L2[Pr(Fu(X ))] with the form (4), must be equal to zero dP⊗ du-a.e.
Remark (On the representation of measurable processes). An important implication
of Proposition 4 is that every .∈L2[B([0; 1])⊗F] admits a unique representation of
the type
.(u; !) = F.(u; Xu(!)=
√
u;X (u)s (!) : s∈ [0; 1]); (5)
where F.(·; ·; ·) is a B([0; 1]) ⊗ R ⊗ F-measurable function. The unicity is to be
interpreted in the following sense: if F ′. is another function satisfying (5), then for
du⊗ dx almost every (u; x) in [0; 1]×R
F.(u; x;X (u)s (!) : s∈ [0; 1]) = F ′.(u; x;X (u)s (!) : s∈ [0; 1]); P-a:s:
In the special case of a . belonging to L2[Pr(Fu(X ))], we have the representation
.(u; !) = F.(u; Xu(!)=
√
u;X (u)s (!) : s∈ [0; u]);
i.e. for each u, F.(u; x; ·) depends on the realizations of X (u) only up to time u. From
now on, we will use the notation
.(u; x;X (u)) = F.(u; x;X (u)s (!) : s∈ [0; 1]) (6)
for any .∈L2[B([0; 1])⊗F]. Observe that
E
[∫ 1
0
.(s) (s) ds
]
=
∫ 1
0
ds
∫
R
(dx)E[.(s; x;X (s)) (s; x;X (s))]
for any  ; .∈L2[B([0; 1])⊗F].
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It is easily proved that, for every n, -n is not dense in L2[B([0; 1])⊗F], and that
-p;n is not dense in L2[Pr(Fu(X ))] (to see this, just mimic the main argument in the
proof of Proposition 5.1 in FTollmer et al., 2000). Now we introduce the notation
G0 =-0; Gn = -n  -n−1;
Gp;0 =-p;0; Gp;n = -p;n  -p;n−1;
where “” indicates Hilbert space di:erence, and we observe that
L2[B([0; 1])⊗F] = ⊕
n¿0
Gn; (7)
L2[Pr(Fu(X ))] =
⊕
n¿0
Gp;n:
We want to characterize the elements of the spaces Gn and Gp;n, in terms of some
Fock space isomorphism. To do this, Cx u∈ (0; 1], and note L2u(X (u)) and L2(X (u)),
respectively, for the space of square integrable functionals of {X (u)s : s∈ [0; u]} and for
the space of square integrable functionals of {X (u)s : s∈ [0; 1]}. An easy modiCcation
of Theorem 1 in Peccati (2001a) yields the following.
Proposition 5. (i) For every F ∈L2(X (u)) there exists a unique sequence of functions
{h(F;n) : n¿ 1} such that each h(F;n) is measurable on +n ×Rn, satisfying∫
+n
du1 : : : dun
∫
Rn
n(dx1; : : : ; dxn)h2(F;n)(u1; : : : ; un; x1; : : : ; xn)¡+∞ (8)
and moreover
F = E(F) +
∑
n¿1
∫ 1
0
∫ u1
0
· · ·
∫ un−1
0
h(F;n)
(
u1; : : : ; un;
X (u)u1 − X (u)u2√
u1 − u2 ; : : : ;
X (u)un√
un
)
dX (u;un−1)un : : : dX
(u;u1)
u2 dX
(u)
u1 ; (9)
where the multiple time-space integrals are de@ned according to the conventions of
Section 2 in Peccati (2001a), and the series converges in L2.
(ii) For every H ∈L2u(X (u)), there exists a unique sequence of functions {f(H;n) :
n¿ 1} such that each f(H;n) is measurable on +u;n ×Rn, satisfying∫
+u; n
du1; : : : ; dun
∫
Rn
n(dx1; : : : ; dxn)f2(H;n)(u1; : : : ; un; x1; : : : ; xn)¡+∞ (10)
and moreover
H = E(H) +
∑
n¿1
∫ u
0
∫ u1
0
· · ·
∫ un−1
0
f(H;n)
(
u1; : : : ; un;
X (u)u1 − X (u)u2√
u1 − u2 ; : : : ;
X (u)un√
un
)
dX (u;un−1)un : : : dX
(u;u1)
u2 dX
(u)
u1 ; (11)
where the conventions are the same as in (i).
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For every h(n) satisfying condition (8) (resp. (10)), we introduce the notation
JX
(u)
+n (h(n)) =
∫ 1
0
∫ u1
0
· · ·
∫ un−1
0
h(n)
(
u1; : : : ; un;
X (u)u1 − X (u)u2√
u1 − u2 ; : : : ;
X (u)un√
un
)
dX (u;un−1)un : : : dX
(u;u1)
u2 dX
(u)
u1
(resp.
JX
(u)
+u; n (h(n)) =
∫ u
0
∫ u1
0
· · ·
∫ un−1
0
h(n)
(
u1; : : : ; un;
X (u)u1 − X (u)u2√
u1 − u2 ; : : : ;
X (u)un√
un
)
dX (u;un−1)un : : : dX
(u;u1)
u2 dX
(u)
u1 :)
We also set JX
(u)
+0 = J
X (u)
+u; 0 = 1. We recall that, according to Theorem 1 in Peccati
(2001a), the class of random variables with the form of JX
(u)
+n (h(n)) coincides with the
nth time-space Brownian chaos associated to {X (u)s : s∈ [0; 1]}, whereas functionals of
the type JX
(u)
+u; n (h(n)) compose the nth time-space Brownian chaos associated to {X
(u)
s :
s∈ [0; u]}.
Here is the announced characterization of Gn and Gp;n.
Proposition 6. Fix n¿ 0. (i) For every function g(n+1), measurable on [0; 1] × R ×
+n ×Rn and such that∫
[0;1]
du
∫
R
(dx)
∫
+n
du1 : : : dun
∫
Rn
n(dx1 : : : :dxn)
g2(n+1)(u; x; u1 : : : ; un; x1; : : : ; xn)¡+∞; (12)
there exists a unique process .g(n+1) (u; !)∈L2[B([0; 1])⊗F] that satis@es the follow-
ing equality for d-almost every u in [0; 1]
.g(n+1) (u; !) =.g(n+1)
(
u;
Xu(!)√
u
;X (u)(!)
)
=2g(n+1)
(
u;
Xu(!)√
u
;!
)
; P-a:s:; (13)
where we use the same notation as in (6) and
2g(n+1) (u; x;!) = J
X (u)
+n (g(n+1)(u; x; ·)):
Moreover, .∈Gn if, and only if, .=.g(n+1) for some g(n+1) satisfying condition (12).
(ii) For every function f(n+1), measurable on R× +n+1 ×Rn and such that∫
R
(dx)
∫
+n+1
du du1 : : : dun
∫
Rn
n(dx1; : : : ; dxn)f2(n+1)(u; x; u1 : : : ; un; x1; : : : ; xn)
=
∫
[0;1]
du
∫
R
(dx)
∫
+u; n
du1 : : : dun
∫
Rn
n(dx1; : : : ; dxn)
f2(n+1)(u; x; u1 : : : ; un; x1; : : : ; xn)¡+∞; (14)
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there exists a unique process  f(n+1) (u; !)∈L2[Pr(Fu(X ))] that satis@es the following
equality for d-almost every u in [0; 1]
 f(n+1) (u; !) =  f(n+1)
(
u;
Xu(!)√
u
;X (u)(!)
)
=2uf(n+1)
(
u;
Xu(!)√
u
;!
)
; P-a:s:; (15)
where
2uf(n+1) (u; x;!) = J
X (u)
+u; n (f(n+1)(u; x; ·)):
Moreover,  ∈Gp;n if, and only if,  =  f(n+1) for some f(n+1) satisfying condition
(14).
The proof of Proposition 6 is contained in Appendix A.
Remarks. (a) For Cxed u∈ (0; 1] and n¿ 1, and for a measurable function
(x0; u1; : : : ; un; x1; : : : ; xn) → f(n)(x0; u1; : : : ; un; x1; : : : ; xn)
on C × +n ×Rn, where C ∈B(R), such that∫
+n
du1 : : : dun
∫
Rn
n(dx1; : : : ; dxn)f2(n)(x0; u1 : : : ; un; x1; : : : ; xn)¡+∞
for every x0 ∈C, one can show (by using again “stochastic calculus depending on a
parameter techniques”, e.g. as in Protter, 1992, p. 157) that there exists a B(C)⊗F-
measurable mapping J (x0; !) such that, for each x0, J (x0; ·) is equal to JX (u)+n (f(n)(x0; ·))
P-a.s. This fact gives a precise meaning to formulae (13) and (15).
(b) Note how the statement of Proposition 6 is consistent with the orthogonality
of the spaces Gn and Gp;n. As a matter of fact, we know from Peccati (2001a) that
multiple time-space integrals of di:erent orders are orthogonal in L2. As a conse-
quence, for every n; m¿ 0, n = m, with the same notation as in the statement of
Proposition 6,
(.g(n+1) ; .g(m+1))L2[B([0;1])⊗F]
=
∫ 1
0
du
∫
R
(dx)E[JX
(u)
+n (g(n+1)(u; x; ·))JX
(u)
+m (g(m+1)(u; x; ·))] = 0
and an analogous remark applies to progressively measurable processes.
For any n¿ 0 the Hilbert space of functions g(n+1) on [0; 1]×R×+n×Rn satisfying
condition (12) is noted L2+∗(d
n+1 ⊗ dn+1). The Hilbert space of functions f(n+1) on
R× +n+1 ×Rn satisfying condition (14) is noted L2+(dn+1 ⊗ dn+1).
For every n¿ 0 and every g(n+1) ∈L2+∗(dn+1 ⊗ dn+1), we deCne
JX
(u)
+n (g(n+1)(u; Xu=
√
u; :)) := .g(n+1) (u); u∈ [0; 1];
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where the term on the right is the element of L2[B([0; 1])⊗F] appearing at point (i)
of Proposition 6. Analogously, for every n¿ 0 and every f(n+1) ∈L2+(dn+1 ⊗ dn+1),
we write
JX
(u)
+u; n (f(n+1)(u; Xu=
√
u; :)) :=  f(n+1) (u); u∈ [0; 1];
where the term on the right is in L2[Pr(Fu(X ))] and appears at point (ii) of Proposition
6. Note that we have the following isometric properties, valid for every n¿ 0, every
g; g′ ∈L2+∗(dn+1 ⊗ dn+1) and every f;f′ ∈L2+(dn+1 ⊗ dn+1):
(.g; .g′)L2[B([0;1])⊗F] =
∫ 1
0
E(JX
(u)
+n (g(u; Xu=
√
u; :))× JX (u)+n (g′(u; Xu=
√
u; :))) du
= (g; g′)L2+∗ (dn+1⊗dn+1); (16)
( f;  f′)L2[Pr(Fu(X ))] =
∫ 1
0
E(JX
(u)
+u; n (f(u; Xu=
√
u; :))× JX (u)+u; n (f′(u; Xu=
√
u; :))) du
= (f;f′)L2+(dn+1⊗dn+1)
and therefore, thanks to relation (7) and Proposition 6,
L2[B([0; 1])⊗F] = ⊕
n¿0
Gn  ⊕
n¿0
L2+∗(d
n+1 ⊗ dn+1);
L2[Pr(Fu(X ))] =
⊕
n¿0
Gp;n  ⊕
n¿0
L2+(d
n+1 ⊗ dn+1); (17)
where “” indicates a Hilbert space isomorphism.
In the next section, we show that (17) induces an isomorphism between L2(X ),
i.e. the space of square integrable functionals of the Brownian motion {Xw : w∈ [0; 1]}
and the semi-symmetric Fock space over L2(d⊗d). To avoid a somewhat unpleasant
e:ect, from now on we abbreviate the expression “time-space” into its acronym “TS”.
4. Modi)ed TS decompositions, TS derivatives and TS Skorohod integration on
Wiener space
4.1. Another TS chaotic decomposition
For every n¿ 1 and for h(n) ∈L2+(dn ⊗ dn) we deCne the random variable
JX+;n(h(n)) :=
∫ 1
0
JX
(u)
+u; n−1
(
u;
Xu√
u
; ·
)
dXu:
Now we go back to the notation introduced in Section 1. For any h˜(n) ∈L2ss(dn⊗dn),
i.e. the space of functions on [0; 1]n ×Rn that are symmetric in the Crst n variables,
we deCne
JXn (h˜(n)) := n!J
X
+;n(h˜
+
(n));
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where (·)+ indicates the restriction to the simplex, that is
h+(n)(u1; : : : ; un; x1; : : : ; xn) = h(n)(u1; : : : ; un; x1; : : : ; xn);
(u1; : : : ; un; x1; : : : ; xn)∈+n ×Rn:
Note that, since  is non atomic (and therefore the product measure n does not
charge diagonals), for any n; m¿ 1, every h˜(n) ∈L2ss(dn⊗dn) and g˜(m) ∈L2ss(dm⊗dm)
(JXn (h˜(n)); J
X
m (g˜(m)))L2(P) = $n;mn!(h˜(n); g˜(m))L2(dn⊗dn)
= $n;m(h˜(n); g˜(n))L2ss(dn⊗dn)
= $n;m(h˜(n); g˜(n))Hn ; (18)
where $ is Kronecker symbol, thanks to the following relations:
(JX+;n(h˜
+
(n)); J
X
+;m(g˜
+
(m)))L2(P) = $n;m
1
n!
(h˜(n); g˜(m))L2(dn⊗dn)
= $n;m
1
(n!)2
(h˜(n); g˜(n))Hn :
For every n¿ 1, every u∈ (0; 1] and every h˜(n) ∈L2ss(dn ⊗ dn) we set eventually
JX
(u)
n (h˜(n)) := n!J
X (u)
+n (h˜
+
(n))
so that, for h˜(n+1) ∈L2ss(dn+1 ⊗ dn+1),
JXn+1(h˜(n+1)) = (n+ 1)
∫ 1
0
n!JX
(u)
+u; n (h˜
+
(n+1)(u; Xu=
√
u; ·)) dXu
= (n+ 1)
∫ 1
0
JX
(u)
n (h˜(n+1)(u; Xu=
√
u; ·)1⊗n[0; u]) dXu:
Now we deCne the subspaces Qn, n¿ 0,
Q0 =R
Qn = {F ∈L2(P) : F = JXn (h); h∈L2ss(dn ⊗ dn)}:
It is clear, due to the isometric property (18) that, for each n¿ 1, Qn is a closed
Hilbert space isomorphic to L2ss(d
n ⊗ dn), the isomorphism being realized by the
mapping
L2ss(d
n ⊗ dn) → L2(P) : h → JXn (h):
Moreover, thanks to Proposition 6, Qn coincides for every n¿ 1 with the space{
F ∈L2(P) : F =
∫ 1
0
.(u) dXu; .∈Gp;n−1
}
and also, in the notation of Peccati (2001a), Q1 =K1, i.e. the Crst TS Brownian chaos
associated to X .
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Now recall that Itoˆ representation theorem (see e.g. Protter, 1992, Theorem 42,
p. 155) ensures that every centered and square integrable random variable can be
represented as an Itoˆ stochastic integral of an element of L2[Pr(Fu(X ))] with respect
to X . Therefore, again from Proposition 6 and relation (7), we have
Theorem 7. Each F ∈L2(P) admits a “modi@ed ” TS development of the form
F = E(F) +
∑
n¿1
JXn (h(F;n)); (19)
where h(F;n) ∈L2ss(dn⊗dn) for every n and the series converges in the L2 sense. This
decomposition is unique, in the sense that any other sequence h′(F;n) satisfying (19)
must be such that, for every n¿ 1,
‖h(F;n) − h′(F;n)‖L2ss(dn⊗dn) = 0:
This entails the isomorphic relation
L2(P)  ss(L2(d⊗ d)) = ⊕
n¿0
L2ss(d
n ⊗ dn):
4.2. TS derivatives and TS anticipative integrals
4.2.1. Derivatives
We introduce the set
DTS :=
{
F ∈L2(P) :
∑
n¿1
n‖h(F;n)‖2L2ss(dn⊗dn) ¡+∞
}
;
where the functions h(F;n) are those appearing in the TS chaotic expansion (19), along
with the TS derivative operator, deCned for every F ∈DTS as
DTS(t; x)F =
∑
n¿1
nJX
(t)
n−1(h(F;n)(t; x; :)); (t; x)∈ [0; 1]×R; (20)
that satisCes the integrability condition∫ 1
0
dt
∫
R
(dx)E[(DTS(t; x)F)2] =
∑
n¿1
n‖h(F;n)‖2L2ss(dn⊗dn) ¡+∞:
The discussion of Section 2 shows immediately that DTS is a closed operator and
that DTS is dense in L2(P).
Remark. The doubly indexed process JX
(t)
n−1(h(F;n)(t; x; :)) is B([0; 1] × R) ⊗ F-
measurable, and is such that
JX
(t)
n−1(h(F;n)(t; x; :)) = .h(F; n) (t; x;X
(t));
where the notation is the same as in (6) and Proposition 6.
Example. (A) If F ∈Q1, and has a representation of the form
F =
∫ 1
0
h(s; Xs=
√
s) dXs;
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then F ∈DTS and
DTS(t; x)F = h(t; x):
More to the point, according to Theorem 1 in Peccati (2003), if such an F is also
di:erentiable in the usual sense of Shigekawa–Malliavin (written: F ∈D), then it has
a TS derivative equal to
DTS(t; x)F = E(DtF |t−1=2Xt = x);
where DF stands for the usual Shigekawa–Malliavin derivative. More generally, every
square integrable r.v. F such that the development in (19) displays kernels h(F;n) that
are di:erent from zero only for Cnitely many n, belongs to DTS.
(B) Let us calculate the TS derivative of a usual multiple Wiener integral, of the
form
F = I2(h⊗2);
where h∈L2([0; 1]; d), and the notation is borrowed from Nualart (1995, Chapter 1).
For such an F , and for u∈ (0; 1], we use the notation
7(u)h(x) := h(x)− u−1
∫ u
0
h(s) ds:1(x¡u)
that gives the projection of h on the subspace of square integrable functions whose
integral is zero on [0; u]. Then, easy manipulations yield
F = 2
∫ 1
0
[
Xu
h(u)
u
∫ u
0
dsh(s)
]
dXu
+2
∫ 1
0
[
h(u)
∫ u
0
8(u)h(s)dX (u)s
]
dXu;
where we use the same Hardy operators algebra of Peccati (2002), i.e. for every
t ∈ (0; 1] and every f∈L2([0; 1]; ds)
8(t)f(s) = f(s)− 1
t − s
∫ t
s
f(x) dx:1(0; t)(s):
It follows that
DTS(t; x)F = 2
[
h(t)
∫ 1
0
8(t)h(s) dX (t)s + x
h(t)√
t
∫ t
0
h(s) ds
]
:
Note that, according to Peccati (2003), h(t)
∫ 1
0 8
(t)h(s) dX (t)s = h(t)
∫ 1
0 7
(t)h(s) dXs,
and therefore, for a Cxed x∈R, the application t → DTS(t; x)F has in this case the form
of the sum of a deterministic function and a Volterra process. The reader is referred
to Baudoin and Nualart (2003), for a general discussion about Volterra processes and
the equivalence of their laws.
We have the following analogue of Lemma 1.
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Proposition 8. Suppose that F ∈L2(P) admits a TS decomposition as in (19). Then,
for every u∈ [0; 1]
E[F |Fu(X )] = E(F) +
∑
n¿1
JXn (h(F;n)1
⊗n
[0; u]):
It follows that, if F ∈DTS , then E[F |Fu(X )]∈DTS for each u, and also
DTS(t; x)E[F |Fu(X )] = E[DTS(t; x)F |Fu(X )]1[0; u](t)
d⊗ d-almost every (t; x) in [0; 1]×R.
4.2.2. Integrals
Now take f∈L2[B([0; 1])⊗F] admitting the representation
f(u; Xu=
√
u;X (u)) =
∑
n¿0
JX
(u)
n (h(f;n)(u; Xu=
√
u; :)); (21)
where h(f;n) belongs to L2ss−1(d
n+1⊗dn+1) for every n¿ 0 (note that, thanks to rela-
tion (17), every element of L2[B([0; 1]) ⊗F] can be represented in such a form).
We say that f belongs to the domain of the TS Skorohod integral $TS, written
f∈ dom($TS), whenever∑
n¿0
‖h˜(f;n)‖2L2ss(dn+1⊗dn+1) ¡+∞;
where h˜ indicates the symmetrization of h with respect to its (n+1) “time variables”,
i.e.
h˜(f;n)(u0; x0; u1; : : : ; un; x1; : : : ; xn)
=
1
n+ 1
[h(f;n)(u0; x0; u1; : : : ; un; x1; : : : ; xn)
+
n∑
i=1
h(f;n)(ui; x0; u1; : : : ; ui−1; u0; ui+1; : : : ; un; x1; : : : ; xn)]
and we set
$TS(f) :=
∑
n¿0
JXn+1(h˜(f;n)):
The operator $TS is closed, and its domain is dense in L2[B([0; 1])⊗F]. Moreover,
it is the adjoint of DTS, as stated in the following result, that can be proved by using
Proposition 2.
Proposition 9. If .∈ dom($TS) admits a representation (21), and F ∈DTS, then
E[TS(.)F] = E
[∫ 1
0
dt
∫
R
(dx).(t; x;X (t))DTS(t; x)F
]
=
∑
n¿0
E
[∫ 1
0
dt
∫
R
(dx)JX
(u)
n (h(f;n)(u; x; :))D
TS
(t; x)F
]
;
where the notation is the same as in (6).
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Example. Consider the measurable process
f(t) = X(t+()∧1;
then,
f(t; Xt=
√
t;X (t)) = Xt + (X
(t)
(t+()∧1 − X (t)t )
and
TS(f) =
∫ 1
0
dXtXt +
∫ 1
0
dXt
∫ t
0
dX (t)s 1(t¡(s+()∧1)
=
∫ 1
0
dXtXt +
∫ 1
0
dXt(X
(t)
t − X (t)(t−()∨0):
On the other hand, analogous computations show that the usual Skorohod integral
(see e.g. Nualart, 1995) of f is given by
$(f) =
∫ 1
0
dXtXt +
∫ 1
0
dXt(Xt − X(t−()∨0);
so that
$TS(f)− $(f) =
∫ 1
0
dXt
∫ t
(t−()∨0
ds
Xt − Xs
t − s
=
∫ 1
0
dXt
∫ t
0
dXs
(∫ s
(t−()∨0
da
t − a
)
:
Now we show that square integrable and progressively measurable processes are in
dom($TS) and that moreover the TS integral and the usual Itoˆ integral coincide.
Proposition 10. A process f(u) is in L2[Pr(Fu(X ))] if, and only if, it admits the
decomposition
f(u; Xu=
√
u;X (u)) = h(f;0)(u; Xu=
√
u)
+
∑
n¿1
JX
(u)
n (h(f;n)(u; Xu=
√
u; :)1⊗n(0; u));
where, for each n; h(f;n) ∈L2ss−1(dn+1 ⊗ dn+1), and∫ 1
0
du
∫
R
(dx)
∑
n¿0
‖h(f;n)(u; x; :)1⊗n(0; u)‖2L2ss(dn⊗dn) ¡+∞:
In particular, if f∈L2[Pr(Fu(X ))], then f∈ dom($TS) ∩ dom($), where $ stands
for the usual Skorohod integral operator, and
$(f) = $TS(f) =
∫ 1
0
f(u)dXu;
where the right side is the Itoˆ integral of f w.r.t. X.
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Proof. The Crst part of the statement is a consequence of relation (17) and the iso-
metric properties of stochastic integrals. We will Crst verify the second part of the
proposition for a process f(u) such that
f(u) =
N∑
n=0
JX
(u)
n (h(f;n)(u; Xu; :)1
⊗n
(0; u)) (22)
for a given Cnite N , and h(f;n) ∈L2ss−1(dn+1 ⊗ dn+1) for each n. It is clear that
f∈ dom($TS), and moreover we have that for each n
( ]1⊗n(0; u)h(f;n))
+ =
1
n+ 1
(1⊗n(0; u)h(f;n))
+;
so that
JXn+1(
]1⊗n(0; u)h(f;n)) =
∫ 1
0
JX
(u)
n (h(f;n)(u; Xu; :)1
⊗n
(0; u)) dXu
and therefore, by linearity, the conclusion is obtained in this case. It is also easily
checked that progressive processes can be approximated in the space L2[B([0; 1])⊗F],
by sequences of processes of the type (22), and the general result follows from the
fact that $TS is a closed operator. That usual Skorohod integrals and Itoˆ integrals
coincide for progressive processes is a basic fact, whose proof is contained, e.g. in
Skorohod (1975).
4.2.3. Processes that are in dom($TS), but not in dom($)
We shall introduce some further notation. Following Mancino and Pratelli (1997),
given a vector 7=(71; : : : ; 7n)∈Rn, we say that a real valued function g on Rn admits
a distributional derivative along 7, if there exists a function @7g on Rn satisfying the
following two conditions: (i) @7g is locally integrable with respect to n; (ii) for any
real valued and inCnitely di:erentiable function . with compact support on Rn∫
g@7. dn +
∫
.@7g dn = 0;
where @7. =
∑
j=1; :::; n (@.=@xk)7j. The following result, which stems in part from
Mancino and Pratelli (1997, Theorem 3.2), shows that the class (dom($))c ∩ dom($TS)
is not empty, i.e. that there exist processes that are TS Skorohod integrable, but not
integrable in the usual Skorohod sense.
Proposition 11. Fix n¿ 1 and 0¡t1 ¡ · · ·¡tn6 1, and consider a bounded function
f on Rn. Then, the process
h(s; !) = 1[0; t1](s)f(Xt1 (!); : : : ; Xtn(!)); s∈ [0; 1] (23)
is an element of dom($TS). However, h∈ dom($) if, and only if, there exists the
distributional derivative of f along the vector (t1; : : : ; t1)∈Rn, noted @(t1 ;:::;t1)f, and
@(t1 ;:::;t1)f(Xt1 ; : : : ; Xtn)∈L2(X ).
Proof. To show that h∈ dom($TS), just write the a.s. representation
h(s) = 1[0; t1](s)f(X
(s)
t1 − X (s)s + Xs; : : : ; X (s)tn − X (s)s + Xs)
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valid for every s∈ [0; 1]. This implies the existence of .(0)c ∈L2(d⊗ d), as well as
.( j)c ∈L2ss−1(dj+1 ⊗ dj+1);
j = 1; : : : ; n+ 1, such that
f(t; x;X (t)) = .(0)c (t; x) +
n+1∑
j=1
JX
(t)
j (.
( j)
c (t; x; ·))
that yields f∈ dom($TS), and also
$TS(f) =
∫ 1
0
.(0)c (t; Xt=
√
t) dXt +
n+1∑
j=1
JXj+1(.˜
(1)
c ):
Since the covariance matrix of the Gaussian vector (Xt1 ; : : : ; Xtn) is invertible and
t1 ¿ 0, we can apply directly Theorem 3.2 in Mancino and Pratelli (1997) to obtain
the last assertion in the statement.
Example. According to the above result, for every n¿ 1, every 0¡t1 ¡ · · ·¡tn6 1
and every (=0; =1; : : : ; =n)∈Rn+1 such that
∑
i=1; :::; n =i = 0, the process
h(s; !) = 1(∑i=1; :::; n =iXti (!)¿=0)1[0; t1](s)
is an element of dom($TS) and h is not Skorohod integrable.
Remark. One can of course deCne the stochastic integral of the process, by regarding
X as a semimartingale with respect to the enlarged Cltration
Gt =Ft(X ) ∨ (Xt1 ; : : : ; Xtn);
whose canonical decomposition (see e.g. Peccati, 2003) is given by
Xt = xt +
n∑
i=1
∫ ti∧t
ti−1∧t
Xti − Xu
ti − u du;
where t0 = 0 and x is a standard Brownian motion. This is related to the content of
the next paragraph.
4.2.4. Processes that are in dom($) ∩ dom($TS), and that can be integrated by
means of an enlargement of @ltration
We write C∞ and C∞b , respectively, for the class of inCnitely di:erentiable functions
on R, and for the subset of C∞ composed of bounded functions with bounded deriva-
tives of any order. As an illustration, we will perform in three ways the integration of
the following process:
h(s;!) = 1(0; t1)(s).(Xt1 );
where 0¡t16 1, and .∈C∞b .
We Crst integrate h, by regarding X as a semimartingale with respect to the enlarged
Cltration Ft(X )∨ (Xt1 ), t ∈ [0; 1], with martingale part given by a standard Brownian
motion, and Cnite variation part given by the process t → ∫ t∧t10 (Xt1 − Xs)=(t1 − s) ds.
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The resulting stochastic integral is a standard Itoˆ integral of an adapted process with
respect to a continuous semimartingale, i.e.∫ 1
0
h(s) dXs =
∫ t1
0
.(Xt1 ) dXs = .(Xt1 )Xt1 :
On the other hand, we know from Proposition 11 that h∈ dom($), and a simple
application of the “chain rule” (see e.g. Nualart, 1995) for Skorohod integrals yields
$(h) = .(Xt1 )
∫ 1
0
1(0; t1)(s) dXs − .′(Xt1 )t1 = .(Xt1 )Xt1 − .′(Xt1 )t1:
Eventually, let us compute $TS(h); to this end, we apply an easy extension of Corol-
lary 8 in Peccati (2003), to have the following representation of h:
h(s) = 1(0; t1)(s).(X
(s)
t1 − X (s)s + Xs)
= 1(0; t1)(s)E
(
.(Xt1 )
∣∣∣∣ Xs√s
)
+1(0; t1)(s)
∫ t1
s
E
(
.′(Xt1 )
∣∣∣∣∣ Xs√s ; X
(s)
a√
a
)
dX (s)a
−1(0; t1)(s)
∫ t1
s
∫ s
0
E
(
.
′′
(Xt1 )
∣∣∣∣∣ Xs√s ; X
(s)
a − X (s)b√
a− b ;
X (s)b√
b
)
a− s
a− b dX
(s;a)
b dX
(s)
a
= 1(0; t1)(s)g0
(
s;
Xs√
s
)
+ 1(0; t1)(s)
∫ t1
s
g1
(
s;
Xs√
s
;
X (s)a√
a
)
dX (s)a
−1(0; t1)(s)
∫ t1
s
∫ s
0
g2
(
s;
Xs√
s
;
X (s)a − X (s)b√
a− b ;
X (s)b√
b
)
a− s
a− b dX
(s;a)
b dX
(s)
a :
It follows that
$TS(h) =
∫ t1
0
g0(s; Xs=
√
s) dXs
+
∫ t1
0
∫ s
0
g1
(
s;
Xs√
s
;
X (s)a√
a
)
dX (s)a dXs
−
∫ t1
0
∫ s
0
∫ a
0
g2
(
s;
Xs√
s
;
X (s)a − X (s)b√
a− b ;
X (s)b√
b
)
s− a
s− b dX
(s;a)
b dX
(s)
a dXs
=
∫ t1
0
Pt1−s.(Xs) dXs
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+
∫ t1
0
∫ s
0
E(.
′
(Xt1 )
∣∣Xs;X (s)a ) dX (s)a dXs
−
∫ t1
0
∫ s
0
∫ a
0
E(.
′′
(Xt1 ) |Xs;X (s)a ; X (s)b )
a− s
a− b dX
(s;a)
b dX
(s)
a dXs;
where Pt stands for the Brownian semigroup, thus yielding, by using the relation∫ t1
0
Pt1−s.(Xs) dXs =
∫ Xt1
0
.(x) dx − E
(∫ Xt1
0
.(x) dx
)
:= ?(Xt1 )− E(?(Xt1 ));
the following L2 relation:
E[($TS(h)− (?(Xt1 )− E(?(Xt1 ))))2]
6 E(.′(Xt1 )2)
t1
2
+ E(.
′′
(Xt1 )
2)
∫ t1
0
∫ s
0
∫ a
0
(
s− a
s− b
)2
db da ds:
4.2.5. Isometric properties
We set LTS2 to be the subset of dom($
TS) composed of f∈L2[B([0; 1])⊗F] that
are representable in the form (21), and moreover∑
n¿0
(n+ 1)!‖h(F;n)‖2L2(dn+1⊗dn+1) ¡+∞:
If f∈LTS2 then f(t; x;X (t)) belongs to DTS a.e.-dt⊗(dx), there exists a B([0; 1]2⊗
R2)⊗F-measurable version of the process
(s; t; a; x) → DTS(s;a)f(t; x;X (t))
that is such that∫ 1
0
ds
∫
R
(da)
∫ 1
0
dt
∫
R
(dx)E[DTS(s;a)f(t; x;X (t))2]¡+∞
and one can prove the following analogous to Proposition 3.
Proposition 12. (i) Let f; g∈LTS2 , then
E[$TS(f)$TS(g)] = (f; g)L2[B([0;1])⊗F]
+
∫
[0;1]×R
∫
[0;1]×R
E[DTS(s;a)f(t; b;X (t)); DTS(t; a)g(s; b;X (t))]
(ds)(da)(dt)(db):
(ii) Let f∈LTS2 , DTS(t; a)u∈ dom($TS) for every (t; a)∈T × A, and
$TS(D(t; a)f)∈L2[B([0; 1]⊗R)⊗F] :
then
$TS(f)∈DTS
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and
DTS(t; a)$
TS(f) = f(t; a;X (t)) + $(DTS(t; a)f):
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Appendix A
Proof of Proposition 6. We shall only prove point (i). Start with n = 0. In this case
that for g(1)(u; x) as in the statement
.g(1) (u; !) = g(1)
(
u;
Xu√
u
)
:
Moreover, a density argument yields that .∈-0 if, and only if, there exists g(u; x)
such that∫
[0;1]
du
∫
R
(dx)g(u; x)2 ¡+∞;
and .(u; !) = g(u; Xu=
√
u) = .g(u; !), that proves the statement in this case. Now we
use a recurrence argument. Suppose that Proposition 6 is proved for n−1 . It is clearly
suVcient to show the Crst part of the statement for a function g(n+1) belonging to a
total subclass of L2+∗(d
n+1 ⊗ dn+1). To this end, consider an element of -n with the
form
.(u; !) = exp(=0Xu(!))
n∏
j=1
exp(=jX
(u)
tj (!))1(0;1−()(u);
where tn = (t1; : : : ; tn)∈Qn ∩ [0; 1]n, =0 ∈Q, Xn = (=1; : : : ; =n)∈Qn and (∈Q ∩ (0; 1)
and Cx u∈ (0; 1]. Now observe that functions of the type
(u; x) → exp(=0
√
ux)1(0;1−()(u)
are total in L2+(d⊗ d), and that, for any Cxed u, r.v’s with the form
n∏
j=1
exp(=jX
(u)
tj (!))
generate the orthogonal sum of the Crst n + 1 time-space chaoses associated to X (u)
(recall that K0 = R), as deCned in Peccati (2001a). Thanks to the main results in
Peccati (2001a), we know that there exist a constant c, as well as functions
htn;=n(j) (u1; : : : ; uj; x1; : : : ; xj) = h(j)(u1; : : : ; uj; x1; : : : ; xj); j = 1; : : : ; n
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(we drop the dependence on tn and Xn when it is not necessary) with the following
properties. (A) Each h(j) is measurable on +j ×Rj and is such that∫
+j
du1 : : : duj
∫
Rj
j(dx1 : : : :dxj)h2(j)(u1; : : : ; uj; x1; : : : ; xj)¡+∞;
(B) for each j = 1; : : : ; n, and for tn varying in Qn ∩ [0; 1]n, =0 in Q, Xn in Qn and (
in Q ∩ (0; 1), the mappings
(u0; : : : ; uj; x0; : : : ; xj) → 1(0;1−()(u0) exp(=0x0)htn;Xn(j) (u1; : : : ; uj; x1; : : : ; xj)
= h(;=0 ; tn;Xn(j+1) (u0; x0; u1; : : : ; uj; x1; : : : ; xj)
= h(;=0(j+1)(u0; x0; u1; : : : ; uj; x1; : : : ; xj)
(again, we drop the dependency on tn and Xn when there is no risk of confusion) are
total in
L2+∗(d
j+1 ⊗ dj+1):
(C) For every Cxed u
.(u) = c exp(=0Xu)1(0;1−()(u)
+
n∑
j=1
1(0;1−()(u) exp(=0Xu)JX
(u)
+j (h
tn;Xn
(j) )
= c exp(=0Xu)1(0;1−()(u)
+
n∑
j=1
2
h
(; =0
(j+1)
(
u;
Xu√
u
; ·
)
;
where, as in the statement,
2
h
(; =0
(j+1)
(u; x; ·) = JX (u)+j (h(;=0(j+1)(u; x; ·)):
Moreover, due to the recurrence assumption and with the same notation as in the
statement, we know that for every (, tn, =0 and Xn, there exist processes
.
h
(; =0 ; tn; Xn
(j+1)
= .
h
(; =0
(j+1)
; j = 1; : : : ; n− 1
that are elements of L2[B([0; 1])⊗F], and moreover, for du-almost every u
2
h
(; =0
(n+1)
(
u;
Xu√
u
; ·
)
= .(u)−
n−1∑
j=1
.
h
(; =0
(j+1)
(u); P-a:s:
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Since the mapping
(u; !) → .(u; !)−
n−1∑
j=1
.
h
(; =0
(j+1)
(u; !)
is in L2[B([0; 1]) ⊗F], this yields the Crst part of the statement, thanks to property
(B) above for j=n. The rest of the proof follows by slightly modifying the arguments
that led to prove Theorem 1 in Peccati (2001a).
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