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Abstract This paper presents the design and implementa-
tion issues of a generalized system called mill-cut,
developed for the prediction of cutting forces and temper-
ature in end-milling operations. Based on an ANN
approach, mill-cut predicts all the three components of
cutting forces and average shear plane temperature for a
given set of machining parameters broadly categorized into
three groups viz. (i) cutting tool geometrical parameters (ii)
cutting parameters and (iii) workpiece material properties.
In the present work, for representing overall machining
condition, 15 machining parameters having major impact
on the cutting forces and cutting temperature were chosen.
The feed-forward back-propagated ANN architecture has
been incorporated, which was initially trained with analyt-
ical data before incorporating it as part of an integrated
system. Results obtained from the proposed model show
good agreement with the experimental/numerical (FEM
based) results available in the literature.
Keywords Artificial neural networks . End-milling . Cutting
force . Cutting temperature
Nomenclature
D Cutter diameter (mm)
Nt Number of flutes
β Helix angle (degrees)
α Rake angle (degrees)
Cs Side cutting edge angle (degrees)
da Axial depth of cut (mm)
dr Radial depth of cut (mm)
n Spindle speed (rps)
ft Feed-rate per tooth (mm/tooth)
Kc Specific cutting pressure (N/mm
2)
mc Rise in specific cutting force (constant)
ρ Workpiece material density (kg/m3)
K Workpiece thermal conductivity (W/m-K)
Cp Workpiece specific heat (J/kg-K)
μ Coefficient of friction
Fx Cutting force along feed direction (N)
Fy Cutting force along radial direction (N)
Fz Cutting force along axial direction (N)
Tavg Average shear plane temperature (°C)
Hn Number of hidden layers
Nh Number of neurons in hidden layers
LR Learning rate
En Number of epochs
Ej Mean absolute error
1 Introduction
Today high speed computer numerical control (CNC)
machining due to its high productivity and throughput is
becoming an indispensable process for manufacturing thin
wall large size parts of aerospace/automotive industries. In
high speed CNC machining high material removal rates
(MRR) are mainly achieved by increasing cutting parameters,
namely, cutting speed, feed rate, depth of cut and width of
cut. In order to do this in an economical way (both in terms of
quality and cost), it is necessary to increase the power and
accuracy of the machine tools. The increase in power to
remove more material in a shorter time increases the
magnitude of both cutting forces and temperature. This in
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turn creates problems in holding accuracy, increases tool wear
etc., thus affecting overall part quality. Therefore, in order to
assure better machining results, the prediction of cutting
forces and temperature acting during the milling operation is
essential to investigate the effect of the machining loads (both
mechanical and thermal) on part quality. A priori knowledge
of the magnitude of cutting force components and tempera-
ture generated during machining operation for a given set of
cutter and machining parameters will allow manufacturing
engineers to select appropriate machining strategies, com-
prising of fixture layout, clamping forces and machining
parameters; thus, resulting in better machined part quality
(i.e., minimal elastic/plastic deformations and stresses) with
minimal tool wear and few tool breakages.
In the past, milling force prediction has been partially
achieved through three main approaches, namely (i)
mechanistic approach [1–4] (ii) finite element methods [5,
7] and (iii) artificial intelligence (AI) techniques like
artificial neural networks (ANN) [8–11]. In spite of better
prediction accuracy FEM-based solutions failed to gain
popularity due to their high computational time and
software price. Whereas analytical approaches become, in
essence, inefficient and intractable when dealing with
nonlinear problems involving large number of interrelated
process variables. On the other hand, neural networks with
their remarkable ability to derive meaning from complicat-
ed or imprecise data, can be used to extract pattern and
detect trends that are too complex to be noticed by either
humans or other computer techniques [14]. A trained neural
network can be thought of as an “expert” in the category of
information, it has been given to analyze. This expert can
then be used to provide projections given new situations of
interest and answer “what if” questions. Other advantages
of ANN include the following: (i)adaptive learning: an
ability to learn how to do tasks based on the data given for
training or initial experience,(ii) self-organisation: an ANN
can create its own organization or representation of the
information it receives during learning time, and (iii) real
time operation: ANN computations may be carried out in
parallel [12, 13].
During the last decade, ANN has been successfully
applied to a certain extent in modelling various manufac-
turing processes, like sheet metal forming, pressure die
casting and metal cutting. In metal cutting process
researchers have mainly focused on the development of
cutting force predictive model for the optimal selection of
cutting parameters. In the recent work of Zuprel et al. [9] a
five-layered feed-forward back propogated (BP) neural
network architecture was proposed for the prediction of
ball-end milling forces. This model ignores the influence of
tool geometrical parameters on machining forces. Tansel et
al. [8] proposed a combined ANN and genetic algorithm
(GA)-based model for predicting optimal machining
parameters. This model predicts the feed direction cutting
force from three input parameters namely depth of cut, feed
rate and cutter diameter. In the work of Tandon et al. [11] a
similar approach was used for predicting the maximum,
minimum and mean force value from six cutting parameter
inputs. Most of these reported works mainly deal with the
mechanical aspect of the cutting process for specific tool-
workpiece configuration. Despite a significant amount of
published research work, there is no cutting process model
reported which can predict cutting forces and temperature
from a single ANN configuration considering the effects of
overall machining process parameters.
This paper reports the design and implementation issues
of a generic ANN based machining load predictive system
called mill-cut, developed for the estimation of cutting
forces and average shear plane temperature in end-milling.
The main advantages of the proposed system over previous
works are the accurate and faster prediction of cutting force
components, namely Fx(feed force), Fy (tangential force),
Fz(axial force) as shown in Fig. 1 and average shear plane
temperature (Tavg) for given sets of machining variables (as
listed in Table 1) from a single configuration. Consideration
of overall machining parameters helps cutting tool design-
ers and machining process planners in analyzing and
selecting appropriate machining parameters in a user
friendly environment. Moreover the system can be easily
integrated with commercial CAM packages in order to
simulate the dynamics of machining processes.
2 Variables influencing machining loads
Machining loads induced during an end-milling operation
strongly depend on tool geometry, cutting conditions and
workpiece material properties.
Fig. 1 Cutting forces in end milling operations
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As depicted in the literature, the magnitude of cutting
forces depend most strongly on the feed-rate and axial
depth of cut values [3, 4], whereas cutting temperature is
highly influenced by the cutting speed and feed rate
parameters [6, 7]. Tool geometrical parameters such as
rake angle, tool nose radius and wedge angle are also
having influence on both cutting forces and cutting
temperature magnitudes [5, 6]. Workpiece material me-
chanical properties such as specific cutting force or specific
cutting energy strongly influence both cutting forces and
cutting temperatures whereas thermal properties such as
thermal conductivity and specific heat strongly affect the
thermal aspects of cutting [6, 7]. Therefore, for analyzing
the effects of various machining parameters on thermo-
mechanical aspects of cutting in real time environment,
fifteen parameters broadly categorized into three groups
viz. (i) Cutting tool geometrical parameters; helix angle(β),
rake angle(α), side cutting edge angle(Cs), cutter diameter(D)
and number of flutes(Nt) (ii) cutting parameters; axial depth
of cut(da), radial width of cut(dr), feed rate(ft) and cutting
speed(n) (iii) the workpiece material properties of specific
cutting pressure, rise in specific cutting pressure, density,
specific heat, thermal conductivity and coefficient of friction
were selected as input to the proposed ANN model as shown
in Fig. 2.
3 Mill-cut design and implementation issues
In the present work a feed-forward multi layer supervised
neural network architecture was developed for predicting
four outputs namely three cutting force components i.e.,
feed force(Fx), radial force(Fy), axial force(Fz) and the
average shear plane temperature (Tavg) from a given set of
Fig. 2 Mill-cut ANN
architecture
Table 1 Selected machining parameters
Cutter geometrical parameters Cutting parameters Workpiece material properties
S.No Parameter(A) minA maxA S.No Parameter minA maxA S.No Parameter minA maxA
1. D 6 22 1. da 1 8 1. Kc 550 2100
2. Nt 2 6 2. dr 4 20 2. mc 0.21 0.25
3. β 28° 32° 3. n 10 40 3. ρ 2700 7800
4. α 5° 10° 4. ft 0.1 0.3 4. K 20 210
5. Cs 40° 50° 5. Cp 450 900
6. μ 0.25 0.35
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fifteen input variables as listed in Table 1. The developed
ANN architecture comprises of five layers viz. the input
layer, three hidden layers and the output layer. As shown in
Fig. 2 the input layer comprises of fifteen neurons
representing each of the selected machining variables.
Whereas the number of hidden layer(s)/neurons is selected
using the hit and trial approach i.e., various combinations of
hidden layer(s)/neurons were extensively experimented
upon before the final configuration, which yields better
accuracy was selected. The activation function used in the
present work is the sigmoidal function defined by the
logistic function:
f xð Þ ¼ 1
1þ exs ð1Þ
where x is the summed weighted outputs to the neurons and
σ is the sigmoid gain(Threshold).
A Windows based neural-network toolbox with user
friendly graphical interface (Fig. 3) developed during the
course of this work using C++ programming language [14]
was used to train the machining load predictive network.
The proposed system architecture comprises of two main
modules: (i) Training and test data post-processing module,
and (ii) The ANN module. The post-processing module
mainly deals with the normalization and formatting of the
training and test data sets which are then input to the ANN
module to train the network. One can functionally activate
the proposed system by simply executing the following
tasks:
Step 1: First, specify the maximum-minimum range
values for the selected input and output variables
Fig. 3 Mill-cut graphical user interface (GUI)
Table 2 Selected helical flat-end mill cutters
Cutter No. D Nt Cutter No. D Nt
1. 6 3 6. 18 2
2. 8 2 7. 20 3
3. 12 6 8. 20 4
4. 16 3 9. 22 3
5. 16 6 10. 22 4
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as shown in Fig. 3. for normalizing the training
and test data sets in the range 0–1.
Step 2: Set the neural network parameters (shown in
Fig. 3) appropriately and upload the training and
test data sets to the ANN module.
Step 3: Execute the network training.
The graphical display of the mean output error and the
desired and predicted output comparative graphs (as shown
in Fig. 3) plotted during the training phase allows users to
interpret the network present learning status. Once training
process is over (i.e., one of the predefined convergence
criteria meet) by simply executing the test button (see
Fig. 3) and defining a new set of input machining variables,
machining loads can be determined interactively.
4 Gathering and postprocessing of training data
Any neural network will not be able to identify the relation
between the given input-output parameters unless it is
properly trained using accurate data, hence sufficient care
must be taken in the preparation of training data. Few
prerequisites for the preparation of training data are: for
modelling any non linear problem a minimum of three
levels for each input parameter must be chosen, the training
data must cover the wide variety of possible ranges and
values of each input-output parameter must be normalized
appropriately. This training data could either be collected
by conducting practical experiments or from FEM simu-
lations using commercial packages like DEFORM3D™ or
AdvantEdge™. The reported FEM-based software can only
simulate single point orthogonal cutting operation and
moreover, generating a large number of data sets (as in
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Fig. 4 Influence of learning rate on the prediction accuracy
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the present case) for modelling the nonlinear relation
between a large set of input-output parameters, use of any
of these techniques will be very expensive both in terms of
time and money. Therefore, in order to first test the feasibility
of the proposed ANN architecture in solving the presented
problem, initially it was trained using data sets generated by
Li et al. [4]; Stephenson [6] mechanistic models. For this,
ten different helical flat-end mill cutters (as listed in
Table 2) and three different workpiece materials, namely
aluminium, titanium and steel were considered. After
defining maximum(maxA) and minimum(minA) range
values for the selected input parameters using Sandvik tool
catalogue [15], a total of 1,000 data series were generated,
where each series comprise of the selected 15 input process
variables and the four outputs. Feasibility of input param-
eters combinations is tested in terms of available machine
power and allowable cutting parameters limits for different
tool-workpiece material combinations as given in [15].
As in real case measured cutting force data contain
noise, to meet this requirement 5–10% noise had been
introduced randomly in the generated data sets.
Finally, the data set of 1,000 data series was normalized in
the range 0–1 using Eq. 2 and divided into two representa-
tive subsets of 800 and 200 data series. The first subset was
used for ANN training and the second for checking the
trained ANN’s prediction accuracy using unknown inputs.
u0 ¼ uminA
maxAminA ð2Þ
where A is a parameter, having maximum and minimum
values of maxA and minA as listed in Table 1; max-min
normalization maps v of A to v′ in the range 0–1. Table 3
presents a sample of normalized data sets used to train the
proposed neural network.
5 Training and testing of mill-cut
The proposed ANN model is trained using the back
propogation (BP) alogorithm [14]. The back propagation
(BP) algorithm is the most widely used method for
determining the error derivative of the weight (error surface
gradient). The BP algorithm progresses iteratively, through a
number of epochs (during iterative training of a neural
network, an epoch is a single pass through the entire training
set). On each epoch, the training cases are submitted to the
network, and the target and actual output values are
compared and the error is calculated. This error, together
with the error surface gradient, is used to adjust the weights,
and then the process is repeated. An overall performance
Table 4 Prediction accuracy for differnt network topology
Hn Nh LR Momentum En Ej (%)
One 10 0.2 0.1 5 5.913
Two 10 0.2 0.2 5 4.018
Three 10 0.2 0.3 5 3.147
Four 10 0.2 0.3 5 3.247
Fig. 6 Influence of sigmoid gain on the prediction accuracy
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Fig. 5 Influence of momentum on the prediction accuracy
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measurement of the neural network is also done by
calculating the mean absolute error(Ej, obtained from
Eq. 3) for each data series of the test set after a certain
number of training cycle/epochs. The learning process
terminates once the predefined convergence criteria i.e., the
number of attempts (set to 100 in the present case) without
any improvement in Emean (obtained from Eq. 4) is met.
Ej ¼
Pno
i¼1
OaiOni
Oai
 100
 
no
ð3Þ
Emean ¼
Pnt
j¼1
Ej
nt
ð4Þ
where, Ej is the mean absolute error for each jth test set, Oa
and On are the actual and the neural network predicted ith
output, no is the total number of outputs and Emean is the
mean absolute error for the entire test sets (nt).
In the current work for analyzing the topological effect
on neural network performance different cases were
considered. Topologies were changed by varying the
number of hidden layers and corresponding number of
neurons. Also for analyzing the effect of individual training
parameters such as learning rate, momentum, number of
epochs and sigmoid gain on the performance of neural
network various tests were conducted.
6 Results and discussions
Training and testing of the machining load predictive model
with varying topologies, viz., configuration with one
hidden layer to four hidden layers were first carried out.
Figures 4 and 5 shows the influence of learning rate and
momentum on the prediction accuracy of a network with
three hidden layers. These graphs shows minimal mean
absolute error for 72 combinations of nine momentum
Table 5 Validation test sets cutting conditions for ANN
ANN input parameters
S.No. D Nt β α Cs da dr n ft Kc mc μ ρ Cp K
1. 20 3 30 6.0 45 4 16 20 0.125 600 0.25 .26 2700 210 900
2. 20 4 30 7.0 45 1 8 20 0.125 600 0.25 .32 2700 210 900
3. 22 4 28 7.0 42 2 8 10 0.200 1700 0.25 .32 7500 50 460
4. 16 3 28 8.5 47 2 14 10 0.225 2100 0.23 .34 7800 50 460
5. 18 2 28 9.0 47 4 10 25 0.300 1700 0.25 .26 7800 50 460
6. 16 6 30 9.0 45 4 10 25 0.300 600 0.25 .30 2700 210 900
7. 16 6 32 10.0 45 6 14 40 0.100 1300 0.21 .30 4500 22 540
8. 20 3 32 6.0 50 6 18 40 0.125 1300 0.21 .30 4500 22 540
9. 22 3 30 10.0 50 8 22 35 0.125 1400 0.25 .26 4500 22 540
10. 8 2 30 10.0 45 8 8 20 0.225 700 0.25 .32 2700 210 900
Table 6 Validation results from ANN and estimated prediction accuracy
ANN outputs Desired outputs Absolute percentage error Ej (%)
Fx Fy Fz Tavg Fx Fy Fz Tavg Fx Fy Fz Tavg
403 572 98 240 415 589 101 250 2.99 2.83 2.87 4.17 3.215
93 110 16 252 101 113 16 255 7.43 2.4 1.77 1.13 3.183
772 887 129 691 810 854 133 707 4.72 3.91 3.33 2.2 3.540
1093 1443 129 770 1068 1543 138 779 2.34 6.46 6.17 1.13 4.025
2001 2761 534 792 2090 2870 550 767 4.26 3.79 2.94 3.32 3.578
903 1223 277 296 959 1268 289 304 5.81 3.53 4.02 2.62 3.995
1225 1993 546 811 1245 2119 520 825 1.6 5.94 5.06 1.69 3.573
1209 1761 184 871 1248 1723 191 913 3.14 2.18 3.91 4.56 3.448
1868 2783 531 918 1952 2858 548 896 4.33 2.63 3.19 2.44 3.147
1388 1983 334 217 1336 2058 343 226 3.92 3.63 2.56 4.18 3.573
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values ranging from 0.1–0.9 and eight learning rates
between 0.2–0.9 with a step size of 0.1. Referring to Figs. 4
and 5, it is evident that the the best possible combination of
learning rate and momentum for training the considered
network is 0.2 and 0.3, respectively. Similar tests were also
performed for configurations with one, two and four hidden
layers and the obtained best combination of learning rate
and momentum values are presented along with the
corresponding minimal mean absolute error in Table 4.
The network with three hidden layers (ten neurons in each)
was found to be the optimal configuration, both in terms of
prediction accuracy (mean absolute error within 6.5% for
all the cases tested) and computational time (approximately
15 minutes to train and test the network).
In this work, the impact of the variation of the sigmoid gain
on neurons activation function was also studied using the
configuration with three hidden layers (10 neurons in each), a
learning rate of 0.2, a momentum of 0.3 and the number of
epochs between tests was set to 5. A total of eight experiments
were made using eight different values for the sigmoid gain
between 0.2 and 1.6 with a step size of 0.2. In Fig. 6 one can
see the influence of sigmoid gain on the prediction accuracy
of the network, where worst results i.e., maximum error are
found for sigmoid gain values ranging from 0.2–0.6. The best
value of the sigmoid gain is 1 where the minimal mean
output error is 3.147%. The explanation for the general
decrease of the error with the increase of the sigmoid gain is
that the search space and the weights initialization cor-
responds more in this case. Looking at Fig. 7 which shows
the sigmoid shapes for different sigmoid gain values ranging
from 0.2 to 1.6 with a step size of 0.2, it is evident that the
optimal sigmoid gain is adapted to the weights initialization
range (−1 to 1 in the present case) and to the search space.
Although a sigmoid gain value of 1 is generally a good
choice, this study shows that the sigmoid gain choice can lead
to improvement in prediction accuracy if adapted to the
weights initialization range and to the search space.
Table 5 presents input data sets for ten validation test
cases used for checking the prediction accuracy of the
developed ANN machining load predictive model. Results
for the same are depicted in Table 6.
7 Conclusions
In the current work, a generalized feed-forward neural
network architecture was developed for predicting machin-
ing loads induced in milling operations. Comparisons
between the prediction accuracy of the proposed model with
other similar works reported in the literature were made. The
obtained minimal absolute error of 3.147% shows its better
prediction accuracy over its other counterparts presented in
[8, 9, 11] having minimal absolute error ranging from 4–5%
for a maximum number of twelve input parameters and three
outputs (mainly three components of cutting forces). The
obtained prediction accuracy has successfully demonstrated
the capabilities of ANN for modeling nonlinear relationships
between large numbers of input-ouput parameters as
involved in the machining process.
A Windows based environment has been developed,
using which the system can be easily configured to simulate
different machining conditions depending upon the avail-
ability of training data (obtained either experimentally or
numerically using FEM software). Its simple design allows
even new users to fully configure the system and make
efficient use of the same in an interactive environment.
The functionality of mill-cut can be further enhanced by
the inclusion of optimization models such as genetic
algorithms(GA) in order to improve cutting tools design
(i.e., selection of optimal tool geometrical parameters) and
selection of optimal cutting parameters; thus, it can help
manufacturers in achieving better machined part quality and
improved tool life. In future work an experimental
validation of the developed system will be also carried
out, where the model will be trained using real field data
and its prediction accuracy will be validated against the
practical results, so that the accuracy and reliability of the
proposed machining load predictive model in solving real
field problems can be evaluated.
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