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Abstract. Representation and classification of Electroencephalography (EEG) brain signals are critical processes for their analysis in cog-
nitive tasks. Particularly, extraction of discriminative features from raw EEG signals, without any pre-processing, is a challenging task.  
Motivated by nuclear norm, we observed that there is a significant difference between the variances of EEG signals captured from the same 
brain region when a subject performs different tasks. This observation lead us to use singular value decomposition for computing dominant 
variances of EEG signals captured from a certain brain region while performing a certain task and use them as features (nuclear features). 
A simple and efficient class means based minimum distance classifier (CMMDC) is enough to predict brain states. This approach results 
in the feature space of significantly small dimension and gives equally good classification results on clean as well as raw data. We validated 
the effectiveness and robustness of the technique using four datasets of different tasks: fluid intelligence clean data (FICD), fluid intelli-
gence raw data (FIRD), memory recall task (MRT), and eyes open / eyes closed task (EOEC). For each task, we analyzed EEG signals 
over six (06) different brain regions with 8, 16, 20, 18, 18 and 100 electrodes. The nuclear features from frontal brain region gave the 100% 
prediction accuracy. The discriminant analysis of the nuclear features has been conducted using intra-class and inter-class variations. Com-
parisons with the state-of-the-art techniques showed the superiority of the proposed system. 
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1.    Introduction 
 
EEG is a brain mapping technique to measure and as-
sess the neurophysiological changes in human brain [1]. It 
enables the researchers to study brain processing for intel-
ligence, vision, emotion, recognition, perception, motor 
imagery, and memory as well as to detect abnormalities 
like dementia, epilepsy, sleep disorders, stroke, trauma 
and depression. Existing techniques for the classification 
of EEG signals employ features extracted with statistical 
analysis, time–frequency analysis, spectral analysis, time 
series analysis and EEG rhythms analysis etc. [1]. How-
ever, these approaches do not give satisfactory results for 
the classification of EEG signals, especially when they are 
in their raw form, i.e., captured directly from brain and no 
pre-processing has been performed. It is because of the 
reason that EEG signals are highly vulnerable to artifacts 
due to their non-stationary characteristics [2]. It necessi-
tates the need of a feature extraction technique that can 
extract discriminative features from raw EEG signals for 
their efficient and robust classification. 
 
 
 
 
Nuclear norm has been shown to outperform L1-norm, 
L2-norm and Frobenius norm [3], especially in case of 
noisy data [4] and it is based on singular values (variances 
in the data). Motivated by nuclear norm, we propose nu-
clear features. The projection of raw EEG signals captured 
from a certain brain region on a singular space by singular 
value decomposition (SVD) gives the amount of variances 
along different directions. We observed that the small var-
iances are due to the artifacts and dominant variances rep-
resent the discriminative part of the signals. In view of this, 
we propose to use dominant variances to represent an 
event.  A small number of dominant variances is enough 
to discriminate two different events. As such the proposed 
feature extraction technique results in a feature space of 
small dimension, where the regions corresponding to dif-
ferent classes are well-separated. As such a simple class 
means based minimum distance classifier (CMMDC), 
which needs only class means, is enough to efficiently and 
reliable classify any unknown event.  
The proposed approach has been validated on four 
different EEG datasets. A detailed evaluation of the pro-
posed method indicated that it gives outstanding result for 
clean as well raw data. An overview of the overall system 
is given in Fig. 1 
  
The main contributions are:  
(i) A technique to extract nuclear features from EEG sig-
nals using SVD, which is different from other feature 
extraction techniques based on SVD in the sense that 
it uses the singular values (variances) as nuclear fea-
tures that are effective in discriminating EEG signals 
corresponding to different events, 
(ii) The nuclear features, which are robust and computa-
tionally efficient in representing raw EEG signals, 
save from laborious and time consuming process of 
cleaning EEG signals.    
(iii) A simple, robust and memory-efficient classifica-
tion technique, which does not involve learning and 
needs only class means.  
(iv) A robust and efficient system for the classification 
of EEG brain signals, which represent two types of 
events; it is suitable for real time applications be-
cause of its efficiency.  
(v) The discriminant analysis of the features using a 
well-known intra-class and inter-class variation 
analysis. 
 The rest of the paper is organized as follows: In Sec-
tion 2, we present the literature review. Section 3 de-
scribes in detail the materials and methods. Experimental 
results and discussion are given in Section 4, while Sec-
tion 5 concludes the paper.  
 
2.    Literature Review 
 
In the literature, various EEG feature extraction meth-
ods have been reported, i.e., transform based approaches, 
spectral analysis, wavelet analysis, power analysis, en-
tropy analysis, time–frequency analysis, and time series 
analysis [5-12]. In these methods, discriminative features 
are extracted from EEG data and given to different classi-
fiers to classify EEG brain signals. We present a review of 
literature on feature extraction and classification of EEG 
brain signals. 
Transform based technique is one of the important ap-
proaches to extract discriminative features from EEG sig-
nals. Its objective is to get lower dimensional information 
in compact form where maximum data energy is presented 
in a few coefficients which are uncorrelated. After remov-
ing the indiscriminative features, these techniques help to 
extract appropriate features which give better generaliza-
tion performance in the classification by reducing the 
computational complexity [13]. For feature extraction and 
classification, EEG time series (entropy) analysis has been 
used to detect epileptic seizure and classification of con-
trol and schizophrenic subjects [7, 14-17]. These research 
studies extracted different features such as permutation 
entropy, sample entropy (SamEn) and approximate en-
tropy (ApEn) for the classification of EEG signals. Spec-
tral analysis of EEG signals has also been extensively used 
to extract features [18-20]. It comprises of EEG signals 
rhythms analysis like alpha, beta, theta, gamma and delta 
frequencies, power density spectrum, local minima and 
maxima, autoregressive moving average for the classifi-
cation problem of EEG brain signals. The time-frequency 
analysis of EEG signals has been used for clinical EEG 
data to extract wavelet features from EEG patterns such as 
epileptic seizure detection [21-23]. Acharya et al. [7] ex-
tracted various features from EEG signals such as wave-
let-based features, fractal dimension (FD), SamEn and 
ApEn. After feature extraction, the author used different 
classifiers like neural network (NN), k-nearest neighbor 
(k-NN), support vector machines (SVM) and decision tree 
to identify epileptic seizures. The study reported the accu-
racy of 99% by using wavelet and time-domain based fea-
tures. However, the author used the small dataset of epi-
lepsy, i.e., Bonn epilepsy dataset [24] as compared to large 
datasets such as Freiburg and CHBMIT dataset. Sabeti et 
al. [17] employed different features based on complexity 
and entropy such as FD, spectral entropy, ApEn and 
Lempel–Ziv complexity. The author performed the classi-
fication of EEG signals of schizophrenic patients and 
achieved the accuracy of 80-90 % by using Adaboost and 
linear discriminant analysis (LDA) classifiers. Taghiza-
deh-Sarabi et al. [25] extracted wavelet-based features 
from EEG signals by using three wavelets, i.e., Symlet2, 
Haar and Db4. SVM classifier has been used to classify 
various objects such as buildings, stationary, animals etc. 
through EEG signals. The author achieved the classifica-
tion accuracy of 80% for stationary and animal objects 
groups. Zarjam et al. [26] and Wu and Neskovic [27] ex-
tracted wavelet complexity and entropy features from 
EEG signals and used non-linear classifiers like SVM and 
NN to classify working memory (WM) loads. They 
achieved the classification accuracy between 90-96% for 
discriminating various WM loads. However, the EEG 
brain signals used in these research studies are time-
locked. Moreover, the length of EEG brain signals is rel-
atively shorter than the spontaneous EEG brain signals. 
Jahidin et al. [28] obtained the accuracy of 88.89% by us-
ing power ratio of EEG sub-bands (alpha, beta and theta) 
as a feature. The author used the ANN as a classifier to 
classify EEG samples associated to various intelligent 
quotient classes.  
The overview of the state-of-the-art methods given 
above indicates that most of the existing methods do not 
give satisfactory performance for classification of EEG 
signals. Moreover, the existing methods are application 
specific and work only on the pre-processed EEG signals 
[7, 26-27, 54]. Further, these techniques suffer from over-
fitting problem; when they are applied on different dataset 
concerning the same problem, the classification rate [29]. 
These drawbacks of the existing techniques motivated us 
to develop robust, efficient and effective method for the 
classification of EEG brain signals in their raw form, di-
rectly captured from brain and without applying any pre-
processing.  
 
3.    Materials and Methods 
 
To develop a system for robust and efficient classifi-
cation of EEG signals, we collected EEG brain signals 
from thirty-four (34) subjects. For this purpose, 34 healthy 
male subjects were selected to participate in cognitive and 
baseline tasks. They were all healthy students. 31 were 
right-handed, and the remaining three were left handed 
students. Their age range was from 20 to 30 years. They 
were all medically fit and free from neurological disorders 
and hearing impairments, and were not using any medica-
tion. They possessed corrected to normal or normal vision. 
All subjects were briefed about the experiments. All of 
them showed their consent and signed the consent form 
before the test. The Human Research Ethics Committee of 
the Universiti Sains Malaysia and Ethics Coordination 
Committee of the Universiti Teknologi PETRONAS ap-
proved this research study. 
In fluid intelligence clean data (FICD) and fluid intel-
ligence raw data (FIRD), Raven's Advance Progressive 
Metric (RAPM) test was used and the subjects were di-
vided into two (02) groups, i.e., high ability (HA) and low 
ability (LA) based on their intellectual ability. Next, we 
used the visual oddball cognitive task to capture the neural 
activity of each subject; in this task standard and target 
stimuli were presented to the subjects.  
From the recorded EEG signals of fluid intelligence 
prediction level, we prepared two datasets for the classifi-
cation of subjects into HA and LA groups based on their 
fluid intelligence level: 𝐹𝐼𝑅𝐷 , the raw dataset without 
any processing after recording the signal, 𝐹𝐼𝐶𝐷, the da-
taset made clean after recording by removing artifacts. 
The EEG trials of each subject were segmented utilizing a 
window size of duration six hundred (600) mSec, which 
comprises pre-stimulus period of one hundred (100) mSec 
(the baseline) and post-stimulus duration of five hundred 
(500) mSec. 
For FICD, the data is cleaned by performing some 
processing operations. First, DC components and muscu-
lar artifacts associated to high frequency are removed uti-
lizing a band pass filter (bpf), roll off 12 dB octave, 0.3-
30Hz. After that, the trials which suffer from artifacts such 
as eye blinks and eye movements were removed, for ex-
ample, EEG signal was rejected if its amplitude was ±90 
μV. All recorded EEG signals were visual inspected and 
the channels. If they had no contact in widespread drift 
phase [30] then they were rejected. If any bad channel was 
found then spherical spline method [31] was utilized to 
remove a trial. 
In memory recall task (MRT), the experiments, which 
were carried out comprised of two tasks, i.e., learning of 
educational contents and information recall from memory. 
In the learning task, the participants viewed 2D learning 
content for the time spans of 8 to 10 minutes. In the phase 
of memory recall, the retention period was of 30 minutes. 
In this process, twenty MCQs were inquired from the par-
ticipants, and each MCQ had four choices for answers. 
While performing the recall experiment, EEG signals 
were recorded for study. 
For MRT, raw EEG data was filtered by applying the 
band pass filter (1-48 Hz). The artifacts were identified. In 
next step, data was exported into .mat files format 
(Matlab) by utilizing the Netstation software of EGI. Vis-
ual examination, and Gratton and Coles method [32] were 
utilized to remove the ocular artifacts in the recorded data. 
In eyes open / eyes closed (EOEC) dataset, thirty sub-
jects (34) subjects were participated in the baseline task, 
i.e. EO and EC. EEG signals were recorded in each of the 
rest condition for the duration of 05 (five) minutes for 
each subject before memory recall task (MRT). For EOEC 
dataset, EEG recording and data preprocessing were per-
formed similarly as discussed for MRT dataset. 
The brain activation of each subject was captured as 
EEG signals from following different brain regions as 
shown in Fig. 2:  
i. 𝑇𝐸𝑀𝑃: Temporal-right (TR) and Temporal-left (TL) 
with 08 channels 
ii. 𝐹𝑅𝑂𝑁𝑇 : Frontal-right (FR) and frontal-left (FL) 
with 16 channels 
iii. 𝐶𝐸𝑁𝑇: Central-right (CR) and central-left (CL) with 
20 channels 
iv. 𝑃𝐸𝑅𝐼: Parietal-right (PR) and parietal-left (PL) with 
18 channels 
v. 𝑂𝐶𝐶𝐼𝑃: 𝑂ccipital − right (OR) and occipital-left 
(OL) with 18 channels 
vi. 𝐴𝐿𝐿: All regions (AR) - 100 channels  
 
Then nuclear features were extracted from raw and 
clean data using SVD based method. Finally, the discrim-
inative features were input to the simple and efficient 
CMMDC to predict whether a subject belongs to HA or 
LA group in raw as well as clean data, classify the correct 
and incorrect answers, and classify EO and EC brain states. 
The detail of the experimental material, subjects, data col-
lection procedure and processing EEG signals after re-
cording is discussed in [33, 34]. 
3.1.  Nuclear Features 
     In this section, we give the detail of the proposed 
method to extract discriminative features from EEG sig-
nals. The idea of feature extraction was motivated from 
nuclear norm [35], which is defined using singular values 
of a matrix as follows: 
         ‖𝐶‖∗ =  ∑ 𝜎𝑖
𝑛
𝑖=1 (𝐶),                      (1) 
where 𝜎𝑖, 𝑖 =  1, 2, 3, … , 𝑛 are the singular values. 
 
It has been shown that nuclear norm is more discrim-
inative and robust than L1-norm, L2-norm and Frobenius 
norm [3] and has been employed for many pattern recog-
nition tasks such as robust PCA [36], low rank matrix re-
covery [37, 38], nuclear norm based 2-DPCA (N-2-
DPCA) [35]. The apparent reason that nuclear norm out-
performs L1-norm and L2-norm is that it is based on sin-
gular values. This indicates that singular values can be 
considered to represent EEG brain signals. Based on this 
observation, we computed singular values of the nuclear 
matrices (defined later) of EEG signals measured from the 
same region (e.g. FRONT region – FL and FR in Fig. 2) 
corresponding to different brain states (events) and se-
lected two dominant singular values to represent the EEG 
signals. The proposed feature extraction methodology is 
shown in Fig. 3. The plots of the singular values for dif-
ferent events are shown in Fig. 4 - 7. It further strength-
ened our idea to use singular values as features. 
 
 
Fig. 1. Proposed methodology for feature extraction and classification of EEG Brain signals 
 
 
Fig. 2. Brain regions used for the analysis. TEMP: Temporal-right (TR) and temporal-left (TL); FRONT: frontal-right (FR) and frontal-left (FL); 
CENT: central-right (CR) and central-left (CL);  PERI: parietal-right (PR) and parietal-left (PL); OCCIP: occipital-right (OR) and occipital-left (OL); 
ALL: All regions - 100 channels 
 
  
Fig. 3. Proposed feature extraction methodology 
 
 
 
Fig. 4. Plot of singular values obtained from clean EEG signals cap-
tured from FRONT region of all subjects (FICD) 
 
 
 
Fig. 6. Plot of singular values obtained from clean EEG signals cap-
tured from FRONT region of all subjects (MRT) 
 
 
Fig. 5. Plot of singular values obtained from raw EEG signals captured 
from FRONT region of all subjects (FIRD) 
 
 
 
Fig. 7. Plot of singular values obtained from clean EEG signals cap-
tured from FRONT region of all subjects (EOEC) 
 
To be precise, we denote the EEG signal correspond-
ing to 𝑖𝑡ℎ  channel by 𝒙𝑖 , where 𝒙𝑖  = 
[ 𝑥1
𝑖 (𝑡1), 𝑥2
𝑖 (𝑡2), 𝑥3
𝑖 (𝑡3), … , 𝑥𝑑
𝑖 (𝑡𝑑)]
T = [ 𝑥1
𝑖 ,  𝑥2
𝑖 ,
𝑥3
𝑖 , … , 𝑥𝑑
𝑖 ], to avoid clutter we drop the time stamps. Let 
𝑛 be the number of electrodes placed on a particular brain 
region and 𝒙1, 𝒙2, 𝒙3, … , 𝒙𝑛  be the signals (channels) 
captured from them during brain activation corresponding 
to an event, i.e., these signals represent the brain state ac-
tivated by an event and are treated as an instance. The 
mean and standard deviation of these signals are: 
 ?̅? =  
1
𝑛
 ∑ 𝒙𝑖 .𝑛1                       (2) 
 
𝒔𝒕𝒅 =  √
1
𝑛
∑ (𝒙𝑖 − ?̅?)2𝑛1              (3) 
 
First, we transform the signals so that they are zero-cen-
tered, i.e., 
𝒚𝑖 =  𝒙𝑖 − ?̅? ,  𝑖 =  1, 2, 3, … , 𝑛     (4) 
 
After that each signal 𝒚 is divided component-wise 
by the standard deviation 𝒔𝒕𝒅 so that each component has 
unit variance:  
 𝝓𝑖 =
𝒚𝑖
𝒔𝒕𝒅
, 𝑖 =  1, 2, 3, … … . . , 𝑛       (5) 
Using the transformed signals, we define the following 
matrix: 
𝑁 =  𝐴𝑇𝐴,                          (6) 
where A = [𝝓1 𝝓2 … 𝝓𝑛]. The size of N is n×n, and it 
represents a single event (e.g. high ability or low ability), 
we call it Nuclear Matrix.  Using singular value decom-
position (SVD), it is factorized as follows:                
𝑁 =  𝑈𝐷𝑉𝑇                            (7) 
where D is diagonal and the diagonal entries are singular 
values 𝜎𝑖, 𝑖 =  1, 2, 3, … , 𝑛.   Fig. 4 - 7 shows the plots 
of singular values corresponding to two different events 
for visual oddball task, memory recall task and baseline 
task, respectively. These plots indicate that singular val-
ues clearly discriminate the two events, as such these can 
be used to differentiate the brain states corresponding to 
different events. Also, these plots show that the largest 
singular values are more discriminant. In view of this ob-
servation, we use the two largest singular values to repre-
sent the brain states stimulated by different events. Further 
to rule out the thought that the discrimination depicted in 
Fig. 4 - 7, is not only associated with two particular exam-
ples, we considered a number examples of two events for 
clean and raw data of visual oddball task, MRT, and 
EOEC task. Fig. 8 - 11 show the plots, where in each plot 
EEG brain signals, represented as two largest singular val-
ues, have been depicted as green crosses and red circles, 
which describe examples of two different events. The ex-
amples related to two different events cluster together in 
two distinct regions of the feature space, which can be sep-
arated by simple decision boundary. This observation 
leads to the conclusion that two largest singular values can 
discriminate well EEG brain signals corresponding to dif-
ferent events and can be used as features to represent the 
events, we call them as nuclear features. The histogram 
of first feature from HA and LA Class (FICD) is shown in 
Fig. 12. 
 Further, to have an insight into nuclear features, 
consider: 
𝐶 = 𝐴𝐴𝑇                           (8) 
which is a covariance matrix of size 𝑑 × 𝑑 (𝑑 >>  𝑛), 
as 𝑑 is the number of samples in an EEG signal and 𝑛 is 
the number of signals (channels) recorded from a brain re-
gion) and gives the correlation structure among different 
EEG signals corresponding to an event. Its eigenvalues 
𝑖, 𝑖 =  1, 2, 3, … , 𝑛 represent the variances of the sam-
ples of EEG signals along principle directions, specified 
by the corresponding eigenvectors 𝒖𝒊, 𝑖 =  1, 2, 3, … , 𝑛 
of 𝐶 [39]. As  is an eigenvalue of C corresponding to ei-
genvector u, so   
𝐶𝒖 = 𝒖                           (9) 
or it can be written as follows: 
𝐴𝐴𝑇𝒖 = 𝒖                          (10) 
Multiplying both sides on the left with AT yields: 
𝐴𝑇𝐴𝐴𝑇𝒖 = 𝐴𝑇𝒖                      (11) 
As 𝑁 =  𝐴𝑇𝐴, in view of this Eq. 11 becomes: 
𝑁(𝐴𝑇𝒖) = (𝐴𝑇𝒖)                  (12) 
This indicates that 𝑖, 𝑖 =  1, 2, 3, … , 𝑛 are also eigen-
values of 𝑁 corresponding to eigenvectors 𝐴𝑇𝒖, i.e., 𝑖′s 
represent the variances of samples of EEG signals along 
the principle directions specifies by 𝐴𝑇𝒖′s. As  = 2  
[39], so the nuclear features represent variances of the 
samples of EEG signals corresponding to an event along 
principle directions. 
 
Fig. 12. Histogram of first feature from HA and LA Class (FICD) 
3.2. Class Means based Minimum Distance Classifier 
(CMMDC) 
From Fig. 8 - 11, it is observed that data belonging to 
each class is clustered around the mean of its own class. 
The plots show that the examples related to two different 
events have high interclass variation and are clustered in 
separate regions of the feature space, which can be sepa-
rated by simple decision boundary. By keeping this obser-
vation, we decided to use simple and efficient minimum 
distance classifier based on class means to classify the nu-
clear features of two classes, i.e., LA and HA, correct and 
incorrect answers, and EO and EC. 
 
 
Fig. 8. Plot of examples of two groups, each subject in the groups is 
represented using two dominant nuclear features extracted from clean 
EEG signal from FRONT region (FICD).  
 
 
Fig. 9. Plot of examples of two groups, each subject in the groups is 
represented using two dominant nuclear features extracted from raw 
EEG signal from FRONT region (FIRD). 
 
 
Fig. 10. Plot of examples of two groups, each subject in the groups 
is represented using two dominant nuclear features extracted from 
clean EEG signal from FRONT region (MRT). 
 
 
Fig. 11. Plot of examples of two groups, each subject in the groups 
is represented using two dominant nuclear features extracted from 
clean EEG signal from FRONT region (EOEC). 
 
The CMMDC assigns a sample to the class for which 
distance between the sample and its mean is minimum. 
The distance as a measure of similarity indicates that sim-
ilarity is maximum if distance is minimum. First we cal-
culate the class means, i.e., 𝐶µ1 and 𝐶µ2 of both classes 
(𝐶1 and 𝐶2) in each dataset. Then we calculate the dis-
tance between each sample (𝑥), and mean of each class as 
follows: 
 
 𝑑1 =  𝑑(𝑥, 𝐶µ1)                     (13) 
𝑑2 =  𝑑(𝑥, 𝐶µ2)                     (14) 
If 𝑑1 < 𝑑2 then 𝑥 ∈  𝐶2 else 𝑥 ∈  𝐶1.  
 
Classification results on four datasets i.e., 
𝐹𝐼𝐶𝐷, 𝐹𝐼𝑅𝐷, 𝑀𝑅𝑇, 𝑎𝑛𝑑 𝐸𝑂𝐸𝐶  with two different 
brain regions, i.e., FRONT and PERI are shown in Tables 
1 and 2. 
In addition to CMMDC, we also used support vector 
machines (SVM) classifier with linear kernel for compar-
ison. 
To evaluate the classification system, we used ten-
fold cross-validation method to evaluate the system per-
formance under different dataset variations. The dataset 
was divided into ten different folds. In every turn, each 
data fold was taken out and other remaining nine folds 
were utilized to tune and train the system. After tuning and 
training the system, the held-out data fold was utilized as 
an independent set to evaluate the system performance. 
This procedure was repeated for each data fold and aver-
age performance values were computed. The main benefit 
of this method was that the proposed system was evalu-
ated under different variations of dataset samples. 
 
4.    Experimental Results and Discussion 
 
In this section, firstly, we present the evaluation pro-
tocol for the proposed scheme, then the results with nu-
clear features have been presented and discussed. 
 
4.1. Evaluation Protocol   
To evaluate the system performance, we employed 
the commonly used measures (specificity, accuracy and 
sensitivity) which are given below: 
 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
 × 100                    (15) 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
× 100             (16) 
 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
 × 100                    (17) 
 
where 
TP: the number of true positives e.g. the number of sub-
jects belonging to LA predicted as belong to LA, 
TN: the number of true negatives e.g. the number of 
subjects belonging to HA predicted as belong to HA, 
FP: the number of false positives e.g. the number of 
subjects belonging to HA predicted as belong to LA, 
FN: the number of false negatives e.g. the number of 
subjects belonging to LA predicted as belong to HA. 
We also used area under ROC curve as a performance 
measure. 
In fluid intelligence prediction level datasets, i.e., 
𝐹𝐼𝐶𝐷 and 𝐹𝐼𝑅𝐷, the total numbers of trials for HA and 
LA groups were 551, and 482, respectively, and the length 
of channels in each trial was 150 samples. In MRT, the 
total number of correct and incorrect answers was 537 and 
143, respectively. In EOEC dataset, baseline task was per-
formed by each subject before the memory recall task for 
the duration of five (05) minutes. 
4.2. Performance with Nuclear Features 
 To analyze the proposed system performance, we 
considered six brain regions, as shown in Fig. 2 and the 
clean and raw EEG signals captured from these regions. 
To assess the performance, we extracted nuclear features 
using 8, 16, 20, 18, 18 and 100 channels captured from 
TEMP, FRONT, CENT, PERI, OCCIP and ALL brain re-
gions, respectively. After extracting the nuclear features 
from training data, we computed class means, and classi-
fied the test data using CMMDC, the results are shown in 
Fig. 13 - 16. The different regions lead to different results. 
The best performance in assessing the fluid intelligence 
level, memory recall task and baseline task is given by two 
regions out of six, i.e., 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼 regions; the 
accuracy for other regions is below 97%. These results 
show the dominance of 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼  regions, 
which gave best results, i.e., 100% and 99% accuracies, 
with two or three nuclear features. The detailed results on 
the four datasets, i.e., 
𝐹𝐼𝐶𝐷, FI𝑅𝐷, 𝑀𝑅𝑇, 𝑎𝑛𝑑 𝐸𝑂𝐸𝐶 for two brain regions, 
i.e., 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼 are shown in Table 1. This dis-
cussion indicates that nuclear features extracted from two 
regions ( 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼  ) are discriminative and 
lead to the best results in classifying the subjects based on 
their fluid intelligence level, i.e., LA or HA, memory re-
call task and baseline task.  
 The results given in Table 1 for FICD and FIRD show 
that raw data gives results equivalent to that from clean 
data, in case PERI region FIRD results in  relatively better 
performance than FICD. For PERI region, FIRD gives 
99.5% accuracy and 99.8% sensitivity, whereas 99% ac-
curacy and 99.4% sensitivity are obtained from FICD. The 
reason that FICD gives slightly less accuracy and sensi-
tivity than FIRD is that some information is lost during 
cleaning the EEG signals. It follows from this discussion 
that nuclear features are robust in representing the raw 
data.  
To validate the usefulness of CMMDC, we further 
employed SVM classifier with linear kernel; results with 
SVM classifier are shown in Table 2; it also gave 100% 
and 99% accuracies using nuclear features extracted from 
𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼 region, respectively. The results are 
same as obtained by CMMDC but CMMDC is more effi-
cient than SVM in computational time; also CMMDC is 
memory efficient, it does not need to keep the whole train-
ing data, only two class means are stored. It indicates that 
the CMMDC is more suitable for the classification of sub-
jects based on their fluid intelligence level, memory recall 
task and baseline task.  
Fig. 17 and 18 show the area under the receiver oper-
ating characteristic curve (AUC) for 𝐹𝑅𝑂𝑁𝑇 region with 
datasets, i.e., 𝐹𝐼𝐶𝐷 𝑎𝑛𝑑 𝐹𝐼𝑅𝐷. 
4.3. System Performance using Different Subjects for 
Training and Testing Data 
In our evaluation of proposed system so far, we uti-
lized all dataset samples collected from all subjects. For 
this purpose, we divided the dataset samples into training 
and testing data utilizing ten-fold cross-validation to eval-
uate the system performance over various dataset varia-
tions. In order to validate that the proposed system does 
not depend on the subjects, we carried out the experiments 
by utilizing testing and training data from different sub-
jects. For this purpose, we separate out the subjects for 
testing from whom the dataset samples was not utilized 
for training purpose. For training and testing, we utilized 
the 90% and 10% of the subject’s data, respectively. In 
FICD and FIRD, we used the nuclear features found to be 
the best in previous sections. Therefore, we achieved the 
100% accuracy through SVM classifier for 𝐹𝑅𝑂𝑁𝑇  re-
gion. It showed that the system performance is not de-
pendent on the subjects. 
4.4. Analysis of Brain Regions 
In this study, we decomposed the entire brain region into 
six regions as shown in Fig. 2 to find out which region 
plays dominant role in fluid intelligence level prediction. 
In previous studies [40, 41], it has been shown that differ-
ent brain regions deal with different tasks like intelligence, 
attention and cognitive tasks. Structural and functional 
neuroimaging studies found that fronto-parietal network 
consisting of 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼 deals with intelligence. 
Aron et al. [40] reported that the fronto-parietal network 
handles cognitive functions related to intelligence, per-
ception, short-term memory storage, and language. Our 
findings about which  brain region is more effective in as-
sessing the fluid intelligence level of individuals also lead 
to the same conclusion and further corroborate that fronto-
parietal network is concerned with fluid intelligence level.   
 
 
Table 1 
 
CMMDC (Class Means based Minimum Distance Classifier) results for the prediction of fluid intelligence level (LA vs HA), MRT and EOEC task 
[FICD: Fluid Intelligence Clean Data, FIRD: Fluid Intelligence Raw Data, MRT: Memory Recall Task, EOEC: Eyes open / Eyes Closed Data, AUC: area 
under the curve, FRONT: frontal-left (FL) and frontal-right (FR), PERI: parietal-left (PL) and parietal-right (PR), LA: low ability, HA: high ability] 
 
Dataset Brain Region No. of Nuclear 
Features 
No. of Channels Accuracy Sensitivity Specificity AUC 
FICD FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99.7 99 99 0.99 
PERI 03 18 99 99.4 99 0.989 
FIRD FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99.1 99.5 98.9 0.98 
PERI 03 18 99.5 99.8 99 0.99 
MRT FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99.2 99 99 0.998 
PERI 03 18 99.7 99.1 99.4 0.99 
EOEC FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99.3 99.3 98.8 0.99 
PERI 03 18 99.5 99.1 98.6 0.989 
 
Table 2.  
 
SVM (Support Vector Machines) classifier results for the prediction of fluid intelligence level (LA vs HA), MRT and EOEC task [FICD: Fluid Intelli-
gence Clean Data, FIRD: Fluid Intelligence Raw Data, MRT: Memory Recall Task, EOEC: Eyes open / Eyes Closed Data, AUC: area under the curve, 
FRONT: frontal-left (FL) and frontal-right (FR), PERI: parietal-left (PL) and parietal-right (PR), LA: low ability, HA: high ability] 
 
Dataset Brain Region No. of Nuclear 
Features 
No. of Channels Accuracy Sensitivity Specificity AUC 
FICD FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99.4 99.6 98.2 0.99 
PERI 03 18 99.1 99.3 98 0.987 
FIRD FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99 99.5 98.1 0.99 
PERI 03 18 99.2 99.4 98.9 0.99 
MRT FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99 99.3 98.9 0.99 
PERI 03 18 99.1 99.4 98.5 0.987 
EOEC FRONT 02 16 100 100 100 1 
FRONT 03 16 100 100 100 1 
PERI 02 18 99 99.4 98.4 0.989 
PERI 03 18 99.3 99.4 98.4 0.99 
 
 
 
 
Fig 13. Classification results of nuclear features with CMMDC (Class Means based Minimum Distance Classifier) with fluid intelligence clean data 
(FICD)   
 
 
 
 
Fig 14. Classification results of nuclear features with CMMDC (Class Means based Minimum Distance Classifier) with fluid intelligence raw data (FIRD) 
 
 
 
 
Fig 15. Classification results of nuclear features with CMMDC (Class Means based Minimum Distance Classifier) with Memory Recall (MRT) Data  
 
 
 
Fig 16. Classification results of nuclear features with CMMDC (Class Means based Minimum Distance Classifier) with Eyes open / Eyes Closed Data 
(EOEC) 
 
 
Fig. 17. Area under the receiver operating characteristic curve (AUC) 
for FRONT region with fluid intelligence (FICD) 
 
Fig. 18. Area under the receiver operating characteristic curve (AUC) 
for FRONT region with fluid intelligence (FIRD) 
 
4.5. Interclass and Intraclass Variation Analysis 
To show the significant difference between the nu-
clear features of classes belonging to all four datasets, we 
performed the interclass and intraclass variation analysis. 
For this purpose, scatter matrices [42] are used. We com-
puted between class scatter matrix (𝑆𝑏) and within class 
scatter matrix (𝑆𝑤) of different classes in each dataset. 
After computing the 𝑆𝑏 𝑎𝑛𝑑 𝑆𝑤, mixture scatter matrix 
(𝑆𝑚) is computed, i.e., 
 
𝑆𝑚 =  𝑆𝑏  +  𝑆𝑤                        (18) 
 
Where 𝑆𝑚  shows the covariance matrix of the feature 
vector according to the global mean. Next, determinant 
and trace of 𝑆𝑤  and 𝑆𝑚  are computed. The criteria to 
check the significant difference between the nuclear fea-
tures of two classes is that the trace and determinant of 
mixture scatter matrix {𝑆𝑚} should be greater than the 
trace and determinant of within class scatter matrix {𝑆𝑤}, 
respectively. It is shown below; 
 
𝐽1 =  
𝑡𝑟𝑎𝑐𝑒 {𝑆𝑚}
𝑡𝑟𝑎𝑐𝑒 {𝑆𝑤}
                       (19) 
𝐽2 =  
𝑑𝑒𝑡 {𝑆𝑚}
𝑑𝑒𝑡 {𝑆𝑤}
                          (20) 
 
It took larger values when samples in the L –dimen-
sional space are well clustered around their mean, within 
each class and the clusters of the different classes are well 
separated. The results are shown in Table 3 after using 
Eqs. (19) and (20):  
 
Table 3.  
 
Inter-Class and Intra-Class Variation Analysis 
 
Dataset J1 J2 
FICD 5.724 6.680 
FIRD 11.0508 23.2570 
MRT 10.42207 19.946 
EOEC 6.6803 17.894 
This indicates that criteria which define the condition, 
i.e., det {Sm} > det {Sw} and trace {Sm} > trace {Sw} 
holds. Therefore, analytical analysis shows that signifi-
cant difference exists between the features of all classes in 
each dataset. 
4.6. Comparisons 
To check the effectiveness of our proposed system, 
we compared our experimental results with previous EEG 
research studies. Table 4 represents a detailed comparison 
of proposed methodology with previous research studies 
considering the performance of classifier, cognitive tasks, 
dataset, feature extraction methods and ML (machine 
learning) algorithm. The previous research studies as 
shown in Table 4 used various techniques for feature ex-
traction such as autoregressive coefficients (AR),                
wavelet-transform, time domain and frequency domain 
based features for the classification of EEG brain signals, 
which are recorded during the cognitive task. Some of the 
studies used the non-linear classifiers as shown in Table 
4. These classifiers were more time-consuming and com-
plex to construct the classifier model. In [43], authors used 
small number of instances for the classification purpose 
that creates the overfitting problem. In our proposed meth-
odology, a large number of samples or trials were used for 
each class. In the classification phase, we used ten (10) 
fold cross validation scheme as well as different subjects 
for training (90%) and testing data (10%).  
The main benefit of this method was that the pro-
posed system was evaluated under different variations of 
dataset samples in the training and testing phase [43]. 
From Table 4, we noted that the classification results of 
our study are better than the previous research studies that 
were using the different or same classifier with the similar 
nature of the cognitive task. 
 
Table 4.  
 
Comparison of proposed approach with existing techniques 
 
Sr Ref Subjects Scalp Electrodes Feature Classifier Accuracy Cognitive task 
1 Our Pro-
posed Work 
34  16 Nuclear features MDC,  
SVM with linear 
Kernel 
100 %  Memory Recall, RAPM, 
Visual oddball cognitive 
and baseline tasks 
2 [44] 07 6 Autoregressive 
coefficients 
ELM, SVM and 
ANN 
53.98 to 56.07 05 tasks as mentioned in 
[45] 
3 [46] 07 6 Frequency and 
time domain fea-
tures 
LDA and ANN 87.35 to 91.17 05 tasks as mentioned in 
[45] 
4 [47] 03 8 Power feature SVM and ANN 65.90 to 68.35 03 cognitive tasks 
(words generation, imag-
ination of left and right 
hand movement) 
5 [48] 02 06 Wavelet packet 
entropy 
SVM 87.5 to 93.0 05 tasks as mentioned in 
[45] 
6 [49] 04 06 Discrete wavelet 
transform 
ANN 74.40 to 82.30 05 tasks as mentioned in 
[45] 
7 [50] 07 06 Autoregressive 
coefficients and 
power of fre-
quency bands 
SVM 70 Three tasks (multiplica-
tion, baseline and mental 
letter) 
8 [51] 04 06 db4 wavelet K-NN 81.48 to 89.58 05 tasks as mentioned in 
[45] 
9 [52] 07 06 Immune feature SVM 85.40 to 97.5 05 tasks as mentioned in 
[45] 
10 [53] 04 06 Wavelet packet RBF network 85.30 05 tasks as mentioned in 
[45] 
11 [55] 08 128 Wavelet relative 
energy 
SVM with RBF 
Kernel 
98.75% RAPM, Visual oddball 
cognitive and baseline 
tasks 
4.7. Limitations of the Study  
There are few limitations in this research study, which 
will be given consideration in future research. In this study, 
all the subjects were male. However, female subjects will 
also be considered in our future study and experiments to 
predict the memory recall ability and fluid intelligence 
level of both the genders. To investigate the diseases ef-
fects on memory recall ability and fluid intelligence level, 
some subjects will also be considered in future study that 
might have some medical problems. In this study, there 
were only thirty-four (34) subjects; therefore, number of 
subjects should be increased to validate that EEG brain 
signals would be enough to predict the cognitive perfor-
mance. Moreover, this research study examined the asso-
ciation of EEG brain signals with learning ability and 
memory for young subjects only. In addition, the learning 
materials used in this research study were related to anat-
omy material and physiology; so, the results cannot be 
generalized to relate with learning capability of many 
other types of academic learning materials or memory re-
call capability. 
 
5.    Conclusion 
 
 A method for the classification of raw EEG brain sig-
nals has been proposed, which is based on an efficient ap-
proach for the extraction of discriminative nuclear fea-
tures and, simple and memory-efficient CMMDC that re-
quires only the mean feature vector of each class. The 
method is robust and computationally efficient for raw as 
well as clean data. In spite of having feature space with 
small dimension, it gives better results as compared to 
other techniques. We validated the robustness and effec-
tiveness of the method on fluid intelligence level predic-
tion problem, i.e., LA or HA, MRT, and EOEC datasets. 
In this case, nuclear features were extracted from clean 
and raw EEG datasets captured from six different brain 
regions with 8, 16, 20, 18, 18 and 100 channels. The nu-
clear features from 𝐹𝑅𝑂𝑁𝑇 and 𝑃𝐸𝑅𝐼 regions resulted 
in 100% and 99% prediction accuracies, respectively. The 
analysis showed that there is a clear difference between 
nuclear features corresponding to subjects belonging to 
different groups (classes). The discriminative potential of 
the features established the superiority of the proposed 
system. The proposed method is useful for different clas-
sification problems based on EEG brain signals. 
 
Conflicts of interest: The authors have no conflicts of           
interest to declare. 
 
References 
[1] Tong S, Thakor NV (2009) Quantitative EEG analysis methods 
and clinical applications. Artech House, Boston. 
[2] Qin Shuren, Ji Zhong, “Extraction of Features in EEG Signals With 
The Non-Stationary Signal Analysis Technology”, Proceedings of 
the 26th Annual International Conference of the IEEE EMBS San 
Francisco, CA, USA • September 1-5, 2004 
[3] Yudong Chen, Zhihui Lai, Ye Zhang, “Sparse Nuclear Norm Two 
Dimensional Principal Component Analysis”, CCBR 2016, LNCS 
9967, pp. 1–9, 2016. 
[4] Jiang Fangyuan, Kuang Yubin, Astrom Larl, “Time Delay Estima-
tion for TDOA Self-Calibration using Truncated Nuclear Norm 
Regularization”, The 38th International IEEE Conference on 
Acoustics, Speech, and Signal Processing (ICASSP 2013) p.3885-
3889 
[5] Richman JS, Moorman JR (2000) Physiological time-series analy-
sis using approximate entropy and sample entropy. Am J Physiol 
Heart Circ Physiol 278:H2039–H2049 
[6] Vidaurre C, Kra¨mer N, Blankertz B, Schlo¨gl A (2009) Time do-
main parameters as a feature for EEG-based brain–computer inter-
faces. Neural Netw 22:1313–1319 
[7] Acharya UR, Sree SV, Ang PCA, Yanti R, Suri JS (2012a) Appli-
cation of non-linear and wavelet based features for the automated 
identification of epileptic EEG signals. Int J Neural Syst 
22:1250002 
[8] Iscan Z, Dokur Z, Demiralp T (2011) Classification of electroen-
cephalogram signals with combined time and frequency features. 
Expert Syst Appl 38:10499–10505 
[9] Sabeti M, Katebi SD, Boostani R, Price GW (2011) A new ap-
proach for EEG signal classification of schizophrenic and control 
participants. Expert Syst Appl 38:2063–2071 
[10] Fu K, Qu J, Chai Y, Dong Y (2014) Classification of seizure based 
on the time-frequency image of EEG signals using HHT and SVM. 
Biomed Signal Process Control 13:15–22 
[11] Luigi De Luca (1998). TeleEEG: A telemedical software package 
for EEG. Future Generation Computer Systems 14 (1998) 61-66 
[12] Wang D, Miao D, Xie C (2011) Best basis-based wavelet packet 
entropy feature extraction and hierarchical EEG classification for 
epileptic detection. Expert Syst Appl 38:14314–14320 
[13] Astuti W, Akmeliawati R, Sediono W, Salami MJE. Hybrid tech-
nique using singular value decomposition (SVD) and support vec-
tor machine (SVM) approach for earthquake prediction. IEEE J 
STARS 2014;7(5):1719–28. 
[14] Nicolaou N, Georgiou J (2012) Detection of epileptic electroen-
cephalogram based on Permutation Entropy and Support Vector 
Machines. Expert Syst Appl 39:202–209 
[15] Song Y, Crowcroft J, Zhang J (2012) Automatic epileptic seizure 
detection in EEGs based on optimized sample entropy and extreme 
learning machine. J Neurosci Methods 210:132–146 
[16] Acharya UR, Molinari F, Sree SV, Chattopadhyay S, Ng K-H, Suri 
JS (2012b) Automated diagnosis of epileptic EEG using entropies. 
Biomed Signal Process Control 7:401–408 
[17] Sabeti M, Katebi S, Boostani R (2009) Entropy and complexity 
measures for EEG signal classification of schizophrenic and con-
trol participants. Artif Intell Med 47:263–274 
[18] Herman P, Prasad G, McGinnity TM, Coyle D (2008) Comparative 
analysis of spectral approaches to feature extraction for EEGbased 
motor imagery classification. IEEE Trans Neural Syst Rehabil Eng 
16:317–326 
[19] Subasi A, Ismail Gursoy M (2010) EEG signal classification using 
PCA, ICA, LDA and support vector machines. Expert Syst Appl 
37:8659–8666 
[20] Faust O, Acharya UR, Min LC, Sputh BH (2010) Automatic iden-
tification of epileptic and background EEG signals using frequency 
domain parameters. Int J Neural Syst 20:159–176 
[21] Subasi A (2007) EEG signal classification using wavelet feature 
extraction and a mixture of expert model. Expert Syst Appl 
32:1084–1093 
[22] P. Jahankhani, V. Kodogiannis, and K. Revett (2006) EEG signal 
classification using wavelet feature extraction and neural networks. 
In: IEEE John Vincent Atanas off 2006 International Symposium 
on Modern Computing, 2006. JVA’06, pp. 12–124 
[23] M. Z. Parvez and M. Paul, ``Epileptic seizure detection by analyz-
ing EEG signals using different transformation techniques,'' Neu-
rocomputing, vol. 145, pp. 190_200, Dec. 2014. 
[24] Andrzejak RG, Lehnertz K, Mormann F, Rieke C, David P, Elger 
CE (2001) Indications of nonlinear deterministic and finite-dimen-
sional structures in time series of brain electrical activity: depend-
ence on recording region and brain state. Phys Rev E 64:061907 
[25] Taghizadeh-Sarabi M, Daliri MR, Niksirat KS (2014) Decoding 
objects of basic categories from electroencephalographic signals 
using wavelet transform and support vector machines. Brain 
Topogr 28(1):33–46 
[26] P Zarjam, J Epps, and NH Lovell (2012) Characterizing mental 
load in an arithmetic task using entropy-based features. In: 2012 
11th International Conference on Information Science, Signal Pro-
cessing and their Applications (ISSPA), 2012, pp. 199–204 
[27] Wu L and Neskovic P (2007) Classifying EEG data into different 
memory loads across subjects. In: Artificial Neural Networks—
ICANN 2007, ed: Springer, 2007, pp. 149–158 
[28] Jahidin AH, Ali MSAM, Taib MN, Tahir NM, Yassin IM, Lias S 
(2014) Classification of intelligence quotient via brainwave sub-
band power ratio features and artificial neural network. Comput. 
Methods Prog. Biomed. 114:50–59 
[29] Yuan Q, Zhou W, Liu Y, Wang J (2012) Epileptic seizure detection 
with linear and nonlinear features. Epilepsy Behav 24:415–421 
[30] Balas B, Koldewyn K. Early visual ERP sensitivity to the species 
and animacy of faces. Neuropsychologia. 2013;51:2876–81. 
[31] Ferree TC. Spline interpolation of the scalp EEG. Secondary Ti-
tlEGI. 2000. 
[32] Gratton, G., M.G. Coles, and E. Donchin, A new method for off-
line removal of ocular artifact. Electroencephalography and clini-
cal neurophysiology, 1983. 55(4): p. 468-484. 
[33] Qazi E-u-H, Hussain M, Aboalsamh H, Malik AS, Amin HU and 
Bamatraf S (2017) Single Trial EEG Patterns for the Prediction of 
Individual Differences in Fluid Intelligence. Front. Hum. Neurosci. 
10:687. doi: 10.3389/fnhum.2016.00687 
[34] Bamatraf, S., et al., A System for True and False Memory 
Prediction Based on 2D and 3D Educational Contents and EEG 
Brain Signals. Computational Intelligence and Neuroscience, 
2015. 
[35] Fanlong Zhang, Jian Yang, Jianjun Qian, Yong Xu, “Nuclear 
Norm-Based 2-DPCA for Extracting Features From Images”, 
IEEE Transactions On Neural Networks And Learning Systems, 
Vol. 26, No. 10, October 2015 
[36] Zhou, Z., Jin, Z.: Double nuclear norm-based robust principal com-
ponent analysis for image disocclusion and object detection. Neu-
rocomputing 205, 481–489 (2016) 
[37] Candes, E.J., Recht, B.: Exact matrix completion via convex opti-
mization. Found. Comput. Math. 9, 717–772 (2008) 
[38] Zhang, F., Yang, J., Tai, Y., Tang, J.: Double nuclear norm-based 
matrix decomposition for occluded image recovery and back-
ground modeling. Image Process. IEEE Trans. 24, 1956–1966 
(2015) 
[39] S. Theodoridis, K. Koutroumbas, “Pattern Recognition: Theory 
and Applications”, 4 th edition, Academic Press, 2009. 
[40] Aron K. Barbey,Roberto Colom, Jeffrey Solomon, Frank Krueger, 
Chad Forbes, Jordan Grafman, “An integrative architecture for 
general intelligence and executive function revealed by lesion 
mapping”, Brain 2012: 135; 1154–1164, 
doi:10.1093/brain/aws021  
[41] Roberto Colom, Sherif Karama, Rex E. Jung, Richard J. Haier, 
“Human intelligence and brain networks”, Dialogues in Clinical 
Neuroscience - Vol 12 . No. 4 . 2010 
[42] Theodoridis S, Koutroumbas k. Pattern Recognition, Third edition. 
Copyright 2006, Elsevier (USA). 
[43] Subasi A, Gursoy MI (2010) EEG signal classification using PCA, 
ICA, LDA and support vector machines. Expert Syst Appl 
37:8659–8666 
[44] Liang N-Y, Saratchandran P, Huang G-B, Sundararajan N (2006) 
Classification of mental tasks from EEG signals using extreme 
learning machine. Int J Neural Syst 16:29–38 
[45] Keirn ZA, Aunon JI (1990) A new mode of communication be-
tween man and his surroundings. IEEE Trans Biomed Eng 
37:1209–1214 
[46] Diez PF, Mut V, Laciar E, Torres A, Avila E (2009) Application 
of the empirical mode decomposition to the extraction of features 
from EEG signals for mental task classification. In: Annual inter-
national conference of the IEEE engineering in medicine and biol-
ogy society, 2009. EMBC 2009, pp 2579–2582 
[47] Lin C-J, Hsieh M-H (2009) Classification of mental task from EEG 
data using neural networks based on particle swarm optimization. 
Neurocomputing 72:1121–1130 
[48] Zhiwei L, Minfen S (2007) Classification of mental task EEG sig-
nals using wavelet packet entropy and SVM. In: 8th International 
conference on electronic measurement and instruments, 2007. 
ICEMI’07, pp 3-906–3-909 
[49] Daud M, Yunus J (2004) Classification of mental tasks using de-
noised EEG signals. In: 7th International conference on signal pro-
cessing, pp 2206–2209. 
[50]  Hosni SM, Gadallah ME, Bahgat SF, AbdelWahab MS (2007) 
Classification of EEG signals using different feature extraction 
techniques for mental-task BCI. In: International conference on 
computer engineering & systems, 2007. ICCES’07, pp 220–226 
[51] Yazdani A, Ebrahimi T, Hoffmann U (2009) Classification of EEG 
signals using Dempster Shafer theory and a k-nearest neighbor 
classifier. In: 4th International IEEE/EMBS conference on neural 
engineering, pp 327–330 
[52] Guo L,Wu Y,Zhao L,Cao T,Yan W,Shen X (2011) Classification 
of mental task from EEG signals using immune feature weighted 
support vector machines. IEEE Trans Magn 47:866–869 
[53] Xue J-Z, Zhang H, Zheng C-x, Yan X-G (2003) Wavelet packet 
transform for feature extraction of EEG during mental tasks. In: 
International conference on machine learning and cybernetics, 
2003, pp 360–363 
[54] Ankit Narang, Bhumika Batra,  Arpit Ahuja,  Jyoti Yadav, Nikhil 
Pachauri, “Classification of EEG signals for epileptic seizures us-
ing Levenberg-Marquardt algorithm based Multilayer Perceptron 
Neural Network”, Journal of Intelligent & Fuzzy Systems, vol. 34, 
no. 3, pp. 1669-1677, 2018. DOI: 10.3233/JIFS-169460 
[55] Amin HU, Malik AS, Rana Fayyaz Ahmad, Nasreen Badruddin, 
Nidal Kamel, Muhammad Hussain, Weng-Tink Chooi, “Feature 
extraction and classification for EEG signals using wavelet trans-
form and machine learning techniques”, Australas Phys Eng Sci 
Med (2015) 38:139–149. 
 
 
