Abstract. Accurate face registration is of vital importance to the performance of a face recognition algorithm. We propose a face registration method which searches for the optimal alignment by maximizing the score of a face recognition algorithm. In this paper we investigate the practical usability of our face registration method. Experiments show that our registration method achieves better results in face verification than the landmark based registration method. We even obtain face verification results which are similar to results obtained using landmark based registration with manually located eyes, nose and mouth as landmarks. The performance of the method is tested on the FRGCv1 database using images taken under both controlled and uncontrolled conditions.
Introduction
Several papers have shown that correct registration is essential for good face recognition performance [1] , [2] . The performance of popular face recognition algorithms, for instance PCA, LDA and ICA, depend on accurate face registration. We propose a new method for face registration which searches for the optimal face alignment by maximizing the score of a face recognition algorithm. Our new method outperforms the landmarks methods described in [3] . In this paper we investigate the practical usability of the new face registration method for face verification. In practice, we need to locate the face region using a face detection algorithm. Using this region, we register the face image to a user template in the database and then recognize the face. Our face registration algorithm, first described in [4] , finds an optimal face alignment from the located face region. In this paper we investigate different practical aspects of our face registration method. We test our face registration method with different face classifiers as evaluation criteria in the search procedure. We test our method under circumstances where lighting is controlled and uncontrolled, and we also lower the resolution of the face images. We investigate if our method works with automatically registered training images, so it becomes fully automatic. Finally, we look at the mistakes of our registration method and introduce some solutions to overcome these problems. In the literature, face registration is usually achieved by finding landmarks in a face image. An approach which is similar to our face registration algorithm is described in [5] and [6] , which uses a form of robust correlation to find the alignment to a user template. Recently, Wang et al [7] improve the face identification on the the FERET database by calculating the similarity score of different alignments and selecting the maximal score. The main differences with their approach are the assumption of a face identification problem and using the manually labelled eye coordinates as start points. In section 2 we firstly explain our method. Secondly, we specify our search procedure and finally we describe the face recognition algorithms. In section 3, we describe the experimental setup we used to evaluate our method. Section 4 describes the various experiments carried out using our registration method. The final section gives a conclusion about this face registration method.
Matching Score based Face Registration
We have developed a new face registration method, namely Matching Score based Face Registration (MSFR). This method searches for the optimal alignment between the probe image and a user template in the database. To evaluate the alignment, we use the output of a face classifier. This output is also called the matching score in the case of a genuine user or the similarity score in the case of a unknown user. We assume that the similarity score becomes higher if the alignment of face image to the template image improves. The second assumption is that the optimal alignment of the genuine user's face image gives a higher similarity score than the optimal alignment of an imposter's face image.
Face Registration
Based on the assumptions described above, we have developed the following method. The region of the face is found by a face detection algorithm, in our case the face detector first described by Viola and Jones [8] . Using an affine transformation T θ on the pixel p of the probe image I p , given by the region found by the face detection algorithm, we vary the multiple registration parameters θ searching for the optimal alignment. The geometric transformation function is :
In the transformed image I p (T θ (p)), the pixel values are calculated using bilinear interpolation. The optimal alignment parameters to person i in the database are given by:
Of course, the similarity score S(I p (T θmax (p)), i) can also be used to verify the person's identity. It is also possible to use one face recognition algorithm to find the optimal alignment parameters but another face recognition algorithm to classify the face.
Search for Maximum Alignment
To search for the maximum similarity score, we use a search algorithm called the downhill simplex method [9] . This search algorithm finds four parameters θ which maximize the similarity score. The starting point of the search algorithm is the region given by the face detection algorithm, where θ 0 = (1, 0
• , 0, 0). For the downhill simplex method, we need to determine a simplex (geometrical figure in N dimensions consisting of N +1 points). This is created from the starting point parameters and four points for which we varied a single parameter. The other four points of the simplex are:
We have also experimented with other simplexes to start the search algorithm. Details will be given later on in this paper. We have also experimented with the search algorithm of Powell-Brent [10] , [11] , but it performs worse for this search problem.
Face Recognition Algorithms
Face recognition involves performing several steps to be able to recognize a face in an image. Using an aligned image I p (T θ (p)) given by the search algorithm, we select a region of interest (ROI) and we normalize the image inside the ROI to zero mean, unit variance. After that, the pixels in the ROI are vectorized and the resulting vectors are then used in our face recognition algorithm. We use four algorithms to calculate the similarity score, these algorithms are based on PCA [12] some in combination with LDA [13] . In this paper, we used a fixed number of PCA and LDA dimensions, 100 and 50 respectively. The first algorithm is PCA in combination with the Euclidean distance (eucl), where we calculate the Euclidean distance between the probe image with the template in the database and use this as similarity score. The second algorithm is PCA in combination with the Mahalanobis distance (mah), where we use the Mahalanobis distance instead of the Euclidean distance. In the third algorithm, we perform feature reduction using PCA and LDA and use the log-likelihood ratio proposed in [14] to calculate the similarity score. For a certain class i, the similarity score S is calculated by:
Where y is a vector which is a representation of the face image after feature reduction, Σ T is the total covariance matrix, Σ W is the within class covariance matrix and µ W,i is the ith class average. The final algorithm uses the numerator of the likelihood ratio, which is given by:
The reason behind using only the numerator is that we register to a certain user template. This means that it is not necessary to maximize with respect to the background distribution, given by the denominator in the likelihood ratio. We call this final method the within ratio. This method is only intended for finding a maximal alignment to a user template and not for face recognition. After the face registration, a final face verification is always performed using the likelihood ratio.
Experimental Setup
In our experiments, we use the Face Recognition Grand Challenge (FRGC) version 1 database [15] . We only used face images in which the face was correctly found by the face detection algorithm of Viola-Jones [8] , because we are not interested in the mistakes made during face detection. The face images are correctly found when the eyes, nose and mouth coordinates lie inside the face region and the width and height of this region are less then four times the distance between the eyes. The FRGC version 1 database contains 275 individuals, from which we use a set of 3761 face images taken under controlled conditions and a set of 1811 face images taken under uncontrolled conditions. In our experiments we randomly split these sets into two subsets, each consisting of approximately half of the images of each person. One subset is used for training and enrollment and the other is used for testing. The same random split is used for all experiments. We compare our face registration method with the best landmark based face registration methods in [3] , namely MLLL + BILBO. The results of the face registration are measured on the performance in face verification by calculating Equal Error Rate (EER): this is the point of operation where the False Accept Rate (FAR) is equal to the False Reject Rate (FRR). To measure the accuracy of registration we use the RMS error. We calculated the location of the eyes, nose and mouth in the original image based on the alignment found by MSFR. The RMS error is then calculated between these positions and the manually labelled landmarks given by the FRGC database and we normalize to a distance of 100 pixels between the eyes.
Experiments
Since our earlier paper [4] , we have performed more extensive experiments. We have done several experiments to gain a better understanding of our method. In our first experiment we report the results of the different recognition algorithms on the FRGC database. In the second experiment, we use a lower resolution making the algorithm faster and applicable to video surveillance environments. The third experiment investigated if this face registration algorithm can be trained on face images which are registered using automatically obtained landmarks. The final experiments try to address some failures of the search algorithm by performing the search several times and adding registration noise to the training data.
Comparison between recognition algorithms
Searching for the best alignment requires a recognition algorithm. In this section, we describe our experiments using the various recognition algorithms. We compare the results with both manually labelled landmarks and automatically obtained landmarks. For our experiment, we use the experimental setup described in section 3. We use face images with a resolution of 128 × 128 pixels. Training the face classifier is achieved using a training set which is aligned using the manually labelled landmarks. Face recognition applied to images registered using MLLL + BILBO, however, is train also on images which were registered using MLLL + BILBO [3] . After registering the face, we recognize the registered faces using the Likelihood ratio classifier. In Table 1 , we compare the results of the various registrations in EER and RMS error. The columns for the EER show that the MSFR outperforms the landmark registration. By comparing the various classifiers of MSFR, it becomes clear that the likelihood ratio and the within ratio perform best on the controlled images of FRGCv1, although the performance of PCA with Mahalanobis distance is also very good. On the uncontrolled image of FRGCv1, PCA with Mahalanobis distance performs best, even better than the manually labelled landmarks. In RMS error, the various MSFR methods are more accurate than MLLL+BILBO when it comes to registration to the genuine user. If we look at registration of an imposter, the RMS error of most of the MSFR is higher than the RMS error of MLLL + BILBO. This does not need to have any effect on the EER, because poorly registered images usually do not improve the similarity score. In the case of PCA with Mahalanobis distance, the RMS error of the impostor is still lower than that of MLLL+BILBO. Figure 1 shows the FAR and FRR curves of the manually labelled landmarks and the MSFR approaches on the controlled images of the FRGC. Both the matching and non-matching scores increase when using MSFR, which means that for genuine users, better alignments than manually labelled landmarks can be found using MSFR.
Lowering resolution
In [4] we report that our method takes about 20-30 seconds to register and classify a face image using an Intel Pentium 2.80 GHz. Currently, it takes about 5-10 seconds on Fig. 1 . FAR and FRR curves: the red line is the likelihood ratio, the green line is within ratio, the blue line is PCA mah, the yellow line is PCA eucl and the black line is the manual registration the same computer for a face image of 128 × 128 pixels, because we optimized some of our source code. In [16] we investigated the effect of the image resolution on face recognition. It turns out that the EER does not increase much on face recognition by lowering the resolution to 32 × 32. In practice, we do not always have high resolutions face images, so we performed a experiment at a resolution of 32 × 32 pixels, which also leads to a decrease in computation time. The results of the recognition are stated in Table 2 together with the results of using the normal resolution of 128 × 128 pixels. Although Table 2 shows that the EER increases somewhat by using face images of 32 × 32 pixels, these results are still acceptable and better than face registration using MLLL + BILBO. It takes about 2-5 seconds to register and classify a face image of 32 × 32 pixels on a Intel Pentium 2.80 GHz. More improvements in the operation time of our method can be realised, because we have not payed much attention to this subject yet.
Training using automatically obtained landmarks
Until now, we have assumed that for training and enrollment of the face registration we can use a set of manually labelled face images. In practice, this usually is not the case, especially for the enrollment of a new user. This is the reason we performed an experiment where we trained and enrolled images which have been aligned using the landmarks given by MLLL + BILBO. The results of this experiment are given in Table  3 . Table 3 . The EERs when the training en enrollment are registered using MLLL + BILBO on images from the controlled set of FRGCv1 Although the results we report in table 3 show increased error rates, the performance is still much better than using MLLL + BILBO for face registration. This shows that correct registration of training set is not critical.
Improving maximization
In this paper we already reported a large improvement in the results of face registration. But after some analysis of our method, we found that a correct registration is not always found by simply running the downhill simplex search algorithm. The main reason is that the search algorithm can find a local maximum far away from the global maximum. In figure 2 , we show the incorrectly found registration results by the likelihood ratio classifier. These results can easily be determined by considering the RMS error of face images. The faces depicted in figure 2 all have a RMS error bigger than 11 pixels, except for the bottom right face image. The main reason for these errors is that in these cases, the search algorithm searches in the wrong direction and gets stuck in a local maximum.
To correct these outliers, we have developed two strategies to address this problem. Firstly, we use the downhill simplex method several times but start with a different Fig. 2 . Face images which have been incorrectly registered, the bottom-right image is an example of a correct alignment simplex in the search space. Secondly, we change the search space by training on a database with some registration noise.
Using a different start simplex The first strategy is based on the idea that if we start searching from another side in the search space, we will probably never come across the same local maximum. For this experiment, we have defined two new start simplexes; the first simplex consists of the points: θ 0 = (1, 0
• , 0, 0),
, so that we start from the opposite side of the search space. For the second simplex, we start at the points: θ 0 = (0.9, −2.5
• , −2.5, −2.5), θ 1 = (1.1, −2.5 • , −2.5, −2.5), θ 1 = (0.9, 2.5
• , −2.5, −2.5), θ 2 = (0.9, 2.5
• , −2.5, −2.5), θ 3 = (0.9, −2.5 • , −2.5, 2.5) and θ 4 = (0.9, −2.5 • , −2.5, 2.5), which gives us a search area around the located face region. In Table 4 we present the results of the three different start positions. The EERs 2 and 3 in table 4 are the new start positions, while EER 1 gives the start position which has been used throughout the entire paper. Also, the results of combining these outcomes of registration by using the maximum similarity score of the three different start positions is given in table 4, this procedure is done for both genuine users and impostors. These combinations give results which are similar to registration using manually labelled landmarks. The EERs of the other start positions are not particularly good, but using other starting points results in different failures. By using the similarity score to evaluate the final outcomes of the different starting points, the local maxima are discarded.
Adding noise to train our registration method The second strategy is based on changing the search space. This is done by adding gaussian noise to the manually labelled landmarks of the training examples. By adding noise to the training, we also hope that we can model the registration error better. The results of this experiment are given in Table 5 where the t is the standard deviation of the noise in pixels, normalized to 100 pixels between the eyes. In Table 5 we show that by combining the results of adding registration noise to the training set we reach the same result as with manually labelled landmarks. Another observation is that by adding a little registration noise to the training, the EER seems to decrease anyway. This is because a reduction in the number of outliers. We suspect that the registration noise makes the search space smoother in the areas further away from the optimal registration. By adding too much noise, the EER increases. This can be observed for t = 5 in table 5.
Conclusion
In this paper, we present a system for face registration which uses the output of the face recognition classifier to find an optimal registration. We search for an optimal registration by varying the face alignment parameters. Our new face registration method performs better than the landmark based methods of [3] . The experiments show that our method performs well with both face images taken under controlled as well as uncontrolled conditions. The operating speed of the method has been improved and we show that lowering the resolution improves the speed even more while still obtaining good performance. Our face registration method also works with an automatically registered training set and achieves good results despite registration errors in the training set. This makes our face registration method very useful in practise when dealing with a face verification problem. By using multiple searches, the results of our face registration method are equivalent to the results obtained with registration using manually labelled landmarks. This kind of performance has not yet been achieved by any fully automatic face registration method known to us.
