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Abstract Synchronization in neural networks is strongly tied
to the implementation of cognitive processes, but abnormal
neuronal synchronization has been linked to a number of
brain disorders such as epilepsy and schizophrenia. Here we
examine the effects of channel noise on the synchronization
of small Hodgkin-Huxley neuronal networks. The principal
feature of a Hodgkin-Huxley neuron is the existence of pro-
tein channels that transition between open and closed states
with voltage dependent rate constants. The Hodgkin-Huxley
model assumes infinitely many channels, so fluctuations in
the number of open channels do not affect the voltage. How-
ever, real neurons have finitely many channels which lead to
fluctuations in the membrane voltage and modify the tim-
ing of the spikes, which may in turn lead to large changes
in the degree of synchronization. We demonstrate that under
mild conditions, neurons in the network reach a steady state
synchronization level that depends only on the number of
neurons in the network. The channel noise only affects the
time it takes to reach the steady state synchronization level.
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1 Introduction
The human brain is estimated to contain over 100 billion
neurons, with each neuron connected to approximately 104
other neurons. [13] Neurons influence each other through
excitatory and inhibitory synaptic connections, and as a re-
sult, neurons in a network are rhythmically activated and in-
hibited through their synaptic connectivity [6]. Most of the
brain’s cognitive functions are based on synchronized in-
teractions of a large number of neurons distributed across
different brain areas [35,11,8,29,30]. For example, when
monkeys learn categorical information (e.g., how to distin-
guish between groups of negative and positive objects), ex-
periments have shown increased neural synchronization be-
tween the prefrontal cortex and the striatum [3].
In addition to the cognitive roles of synchronization, ab-
normal synchronization has been linked to a number of brain
disorders such as epilepsy, schizophrenia, Alzheimer’s dis-
ease, and Parkinson’s disease[1,18,32]. For example, epilepsy
has commonly been associated with excessive synchroniza-
tion of neural populations [24,32] whereas schizophrenia
has been associated with impaired neural synchronization
[31,33]. In combination with cognitive function, it is clear
that the balance between synchronized and asynchronized
neural oscillations plays a pivotal role in healthy brain ac-
tivity.
In order to model neuronal synchronization, many stud-
ies have focused on networks of Hodgkin-Huxley neurons.
One defining property of the Hodgkin-Huxley neuron model
that allows for action potential generation is the existence
of sodium and potassium channels which transition between
open and closed states with voltage-dependent rate constants.
Each channel is composed of four gates: the sodium chan-
nel is composed of three activating gates (known as type m
gates) and one inactivating gate (known as a type h gate),
and the potassium channel is composed of four activating
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gates of type n. At rest, the activating gates are closed and
the inactivating gate is open, but as a neuron receives synap-
tic input from other neurons, the membrane voltage rises,
causing the activating gates to open, which starts the depo-
larization of the membrane potential. When the voltage is
high enough, the sodium inactivating gate closes while the
potassium gates remain open, which repolarizes the mem-
brane potential. The dynamics of the n gates and m gates
are similar, but the n gate dynamics evolve on a slower time
scale [34].
However, while the Hodgkin-Huxley model assumes that
there are infinitely many channels so that fluctuations in the
number of open channels remain undetected, real neurons
have only finitely many channels and hence experience in-
trinsic noise through the stochastic opening and closing of
sodium and potassium protein channels in the neural mem-
brane. This stochasticity leads to fluctuations in the mem-
brane potential which can alter spike timing of neurons. We
refer to this stochasticity as channel noise, and its role in
neural synchronization is the focus of our paper.
In this study, we investigate the synchronization of a
small network of noisy Hodgkin-Huxley neurons. We se-
lect this neuron for study because of its close connection
to biological reality and its ability to reproduce almost all
single-neuron propeties [21,5,23]. A channel can only con-
duct when it is considered open, and a channel is considered
open when all the gates within the channel are open. The
most direct approach to modeling the opening and closing
of channels is referred to as the Markov Chain model. In
the Markov Chain Model, each of N channels of a particular
type functions as a Markov process, transitioning between
open and closed states with voltage-dependent rate constant,
independently of other same-type channels. At each time
step, one then determines the fraction of open channels of
a particular type. These fractions are then used explicitly
in the Hodgkin-Huxley voltage equation to model fluctua-
tions in the membrane voltage due to channel noise. How-
ever, simulating such a Markov Chain is computationally ex-
haustive as one must compute the state of each channel in-
dividually, which takes a long time when dealing with thou-
sands of channels. In order to account for perturbations in
the Hodgkin-Huxley model, some studies have added an ex-
ternal perturbation to the Hodgkin-Huxley equations to as-
sess the role of noise in synchronization [4,25,28]. This
method, however, lacks justification that it accurately mod-
els the stochastic opening and closing of channels.
As an alternative, we use a set of stochastic differen-
tial equations developed by Fox and Lu which approximates
the behavior of the Markov Chain model [10]. The stochas-
tic equations of Fox and Lu do not modify the determin-
stic structure of the Hodgkin-Huxley equations, and they in-
clude stochastic perturbations which account for the open-
ing and closing of channels. We refer to these stochastic
perturbations as channel noise to be consistent with previ-
ous literature [14,15]. Results of numerical simulations of
this model agree remarkably well with the dynamical be-
havior predicted by the Markov Chain model of the chan-
nel states [14,15]. To summarize, we have discussed three
models: the original Hodgkin-Huxley model of a neuron,
the Markov Chain model which models stochasticity in the
channels transitioning randomly between open and closed
states, and the Fox and Lu model which we will use due
to its highly accurate approximation of the Markov Chain
model but with a much faster computational time. Our goal
is to understand how channel noise affects the synchronicity
of neurons in a network, and we will use the Fox and Lu
model to do so.
Our paper is organized as follows: In Sec. 2, we present a
mathematical description of the stochastic Hodgkin-Huxley
neuron with a synaptic connectivity term. Then in Sec. 3, we
analyze how channel noise affects the synchronization of a
network of neurons, and derive a formula to estimate the
degree of synchronization based upon the size of the neural
network. We then conclude with some closing remarks.
2 Model
One of the most important models in computational neuro-
science is the Hodgkin-Huxley neuronal model of a squid
axon [20,21]. The deterministic dynamics of the Hodgkin-
Huxley model are given by the following set of differential
equations:
CV˙ = Iin j(t)+ Isyn(t)− g¯Nam3h(V −ENa)
− g¯Kn4(V −EK)− g¯L(V −EL)
n˙ = αn(V )(1−n)−βn(V )n (1)
m˙ = αm(V )(1−m)−βm(V )m
h˙ = αh(V )(1−h)−βh(V )h
where:
αn(V ) =
0.01V +0.55
1− exp[−0.1V −5.5]
βn(V ) = 0.125exp[−(V +65)/80]
αm(V ) =
0.1V +4
1− exp[−0.1V −4]
βm(V ) = 4exp[−(V +65)/18]
αh(V ) = 0.07exp[−(V +65)/20]
βh(V ) =
1
1+ exp[−0.1V −3.5]
The values of the parameters along with definitions are found
in Table 1 [21].
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Table 1 Parameter values used for simulation of the Hodgkin-Huxley
model.
Parameter Definition Value
C membrane capacitance 1µF/cm2
ENa sodium reversal potential 50mV
EK potassium reversal potential −77mV
EL leak reversal potential −54.4mV
g¯Na maximal sodium conductance 120mS/cm2
g¯K maximal potassium conductance 36mS/cm2
g¯L maximal leak conductance 0.3mS/cm2
The fundamental feature of the Hodgkin-Huxley neu-
ron model is the presence of channels in the neuron which
conduct electricity when the channel is in an open state.
The Hodgkin-Huxley model assumes that there are infinitely
many channels, and consequently, fluctuations in the frac-
tion of open channels due to their stochastic opening and
closing do not have an effect on the membrane voltage. On
the other hand, real neurons have only finitely many chan-
nels, so membrane voltage is affected by fluctuations in the
number of open channels. The most direct method of mod-
eling the Markov Chain model is to take a population of
ion channels and a small time step dt, and then calculate the
probability that each channel flipped from its current state to
another state during the time interval. Although this method
works, it is extraordinarily slow when the number of ion
channels is large [27]. To counter this problem, we use the
Fox and Lu system size expansion which is a stochastic dif-
ferential equation that replicates the behavior of the Markov
Chain model with high accuracy and less computational ex-
haustion [10,14,15]. The Fox and Lu system size expansion
is given by the following set of stochastic differential equa-
tions:
CV˙ = Iin j(t)+ Isyn(t)− g¯Nay31(V −ENa)
− g¯Kx4(V −EK)− g¯L(V −EL)
x˙ = AK(V )x+
1√
NK
SK(V,x)ξK (2)
y˙ = ANa(V )y+
1√
NNa
SNa(V,y)ξNa
AK =

−4αn βn 0 0 0
4αn −3αn−βn 2βn 0 0
0 3αn −2αn−2βn 3βn 0
0 0 2αn −αn−3βn 4βn
0 0 0 αn −4βn

ANa =

−3αm βm 0 0 βh 0 0 0
3αm −2αm−βm−αh 2βm 0 0 βh 0 0
0 2αm −αm−2βm−αh 3βm 0 0 βh 0
0 0 αm −3βm−αh 0 0 0 βh
αh 0 0 0 −3αm−βh βm 0 0
0 αh 0 0 3αm −2αm−βm−βh 2βm 0
0 0 αh 0 0 2αm −αm−2βm−βh 3βm
0 0 0 αh 0 0 αm −3βm−βh

SK and SNa are the square root matrices of the following
diffusion matrices:
DK =

4αnx0+βnx1 −4αnx0−βnx1 0 0 0
−4αnx0−βnx1 4αnx0+(3αn+βn)x1+2βnx2 −2βnx2−3αnx1 0 0
0 −2βnx2−3αnx1 3αnx1+(2αn+2βn)x2+3βnx3 −3βnx3−2αnx2 0
0 0 −3βnx3−2αnx2 2αnx2+(αn+3βn)x3+4βnx4 −4βnx4−αnx3
0 0 0 −4βnx4−αnx3 αnx3+4βnx4

DNa =

d1 −3αmy00−βmy10 0 0 −αhy00−βhy01 0 0 0
−3αmy00−βmy10 d2 −2αmy10−2βmy20 0 0 −αhy10−βhy11 0 0
0 −2αmy10−2βmy20 d3 −αmy20−3βmy30 0 0 −αhy20−βhy21 0
0 0 −αmy20−3βmy30 d4 0 0 0 −αhy30−βhy31
−αhy00−βhy01 0 0 0 d5 −3αmy01−βmy11 0 0
0 −αhy10−βhy11 0 0 −3αmy01−βmy11 d6 −2αmy11−2βmy21 0
0 0 −αhy20−βhy21 0 0 −2αmy11−2βmy21 d7 −αmy21−3βmy31
0 0 0 −αhy30−βhy31 0 0 −αmy21−3βmy31 d8

and with diagonal entries:
d1 = (3αm+αh)y00+βmy10+βhy01
d2 = (βm+2αm)y10+2βmy20+3αmy00+αhy10+βhy11
d3 = (2βm+αm)y20+3βmy30+2αmy10+αhy20+βhy21
d4 = 3βmy30+αmy20+αhy30+βhy31
d5 = 3αmy01+βmyy11+βhy01+αhy00
d6 = (βm+2αm)y11+2βmy21+3αmy01+βhy11+αhy10
d7 = (2βm+αm)y21+3βmy31+2αmy11+βhy21+αhy20
d8 = 3βmy31+αmy21+βhy31+αhy30
The vector x is composed of components xi(i= 0,1,2,3,4)
representing the proportion of potassium channels with i
open gates of type n. The entries of y are denoted as yi j(i=
0,1,2,3 and j = 0,1) representing the proportion of sodium
channels with i open m subunits and j open subunits of type
h. While Eqn. 2 is valid for a large number of channels, it
has been shown to be a very accurate representation of the
Markov chain model even for a small number of channels
[14].
We are interested in a neural network in which the con-
nections between neurons are unidirectional and the local
dynamics are described by the Fox and Lu system size model
(Eqn. 2). The Isyn term represents current input from the
chemical synapses of other neurons in the network. Such
a term is given by the following set of ordinary differential
equations [7,4,16]:
Isyn =
(Vr−Vi)
ω
N
∑
j=1
εi js j
s˙i =
5(1− si)
1+ exp(−Vi+38 )
− si
Here, Vr is the synaptic reversal potential set to 20mV [28],
si is the post-synaptic potential, εi j represents the synaptic
coupling strength between the jth presynaptic neuron and
the ith postsynaptic neuron, and ω is the number of presy-
naptic connections. The remaining parameter, Iin j, determines
whether or not action potentials occur [26]. For small val-
ues of Iin j,(Iin j < 6.27µA/cm2), the deterministic Hodgkin-
Huxley model resides in a silent regime in that action poten-
tials are not generated. When the injected current is greater
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than 9.78µA/cm2, the deterministic Hodgkin-Huxley model
enters the repetitive firing regime. Between these values,
known as the excitable region, the model shows bistability
between silence and repetitive firing.
In this paper, we are interested in how channel noise af-
fects the synchronicity of neuron spiking at different firing
rates. In order to quantitatively study neural synchronicity,
we use the order parameter R defined as:
R(t) =
∣∣∣∣∣ 1N N∑j=1 exp(iθ j)
∣∣∣∣∣ (3)
where θ j(t) is the phase of the jth neuron defined by 2pim+
2pi t−t j,mt j,m+1−t j,m [2,4]. In this equation, t j,m denotes the time
when neuron j emits spike m (m = 0,1 · · ·). Eqn. 3 is de-
signed in such a way that the first spike begins at θ = 0 and
the phase increases linearly until the next spike occurs at
θ = 2pi . If all neurons are completely synchronized, then
θ1(t) = · · · = θN(t), and hence: R =
∣∣∣ 1N ∑Nj=1 exp(iθ j)∣∣∣ =∣∣ 1
NN exp(iθ1)
∣∣= |exp(iθ1)|= 1. Therefore, R values are closer
to unity when neurons have more synchronized spike times.
3 Results
All simulations were based on the system of stochastic dif-
ferential equations Eq. 2. We used the Euler-Maruyama method
[19,12] with time step ∆ t = 10µs. Unless noted otherwise,
initially each neuron in the network was assumed to be in
the resting state.
3.1 Frequency-Current Relationship
To understand how the number of channels affects the firing
rate of a Hodgkin-Huxley neuron, we analyze the relation-
ship between firing frequency of a stochastic neuron and the
input current. In the squid axon modeled by Hodgkin and
Huxley, the ratio of sodium channel density to potassium
channel density is approximately 60µm−2 : 18µm−2, and
we use these values for our simulations [9]. Defining A to
be the membrane area, the total number of sodium channels
is given by 60×A and the total number of potassium chan-
nels is 18×A. From Eqn. 2, the parameter A controls the
magnitude of fluctuations from the channel noise as A−1/2.
Therefore, smaller channel area results in larger fluctuation
magnitude whereas larger channel area results in smaller
fluctuation magnitude. The resulting firing frequencies as a
function of input current for different membrane areas are
given in Figure 1.
The results show that in the absence of input current,
the size of the channel area is what primarily determines the
rate of spontaneous firing. As the input current increases,
the firing rates for all different areas converge towards each
other and the firing rate becomes independent of the chan-
nel area. With an increase in current, the neurons enter the
repetitive firing regime so fluctuations in the membrane volt-
ages should produce only minor changes in the frequency of
spikes. Therefore, channel noise has a larger effect on the
firing rate at low input currents.
3.2 Channel Number Effect on Synchronization
To understand how the number of channels affects the syn-
chronicity of neurons, we consider a simple three member
neural network with unidirectional excitatory connections
and local dynamics given by Eqn 2. Such a system is shown
in Figure 2. In this example, we assume the connections to
have identical coupling constants ε13 = ε21 = ε32 = 0.10 and
zero otherwise.
Because the neurons all start with the same initial con-
dition, we have that R(0) = 1 regardless of the value of the
channel area, i.e. all the neurons begin completely synchro-
nized. However, as time passes, the degree of synchroniza-
tion changes. Fig. 3 shows simulations of the three neu-
ron neural network with varying channel area. Although the
degree of synchronization for smaller area changes more
rapidly than in the case of larger channel area, the degree
of synchronization appears to reach the same steady state
value and hover around this value. From this simulation,
the channel area only affects the time to reach the steady
state synchronization value but not the steady state synchro-
nization value itself. Since changing channel area changes
the firing rate (see Fig. 1), this suggests that there is an in-
verse relationship between the firing rate and time it takes to
reach a steady state synchronization level (and consequently,
a direct relationship between channel area and time to reach
steady state.)
3.3 Derivation
In order to justify the behavior observed as channel noise
changes in Fig. 3, let us consider a two neuron model. We
will extend the result to a larger network afterwards. In large
network modeling, the distribution of spike times is highly
irregular, and modeling neurons in the network as a Poisson
process is widely used [36,13,22]. As shown in Figure 1,
for a given input current, channel noise affects the firing rate
of a neuron. Therefore, we can understand the relationship
between channel noise and synchronization by studying the
relationship between synchronization and firing rate.
To understand why neurons in our network reach the
same steady state synchronization level regardless of the
channel area, our aim is to calculate the expectation of our
order parameter R(t), which we denote as E[R(t)]. Let us
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Fig. 1 Relationship between input current and firing frequency for varying membrane areas. Solid lines show the mean firing frequency averaged
over 50 simulations. Shaded areas show one standard deviation of firing frequency from the mean.
Fig. 2 Schematic drawing showing three unilaterally connected exci-
tatory neurons with coupling strengths ε13,ε21, and ε32
assume we have two neurons N1 and N2 whose spike times
follow a Poisson distribution with rate parameter λ , and
E [R(t)] = E
[√
R(t)2
]
=
1
2
E
[√
|eiθ1(t)+ eiθ2(t)|2
]
=
1
2
E
[√
2+2cos(θ1(t)−θ2(t))
]
To compute this expectation, we are required to find the
joint distribution of θ1 and θ2. When neurons are weakly
coupled, we assume that we can approximate each one as
essentially independent of the others, that is, that is, that
we only need to find the density function of θ1. We will
later ascertain this assumption by comparing our theoretical
results for independent neurons with numerical simulations
for weakly coupled neurons.
From the definition of θ , only the random term t−tmtm+1−tm
has any bearing on the order parameter. Therefore to under-
stand the distribution of θ , we only need to understand the
distribution of t−tmtm+1−tm . Since we observe some steady state
of synchronization in the simulations after time passes, con-
sider a time t where t is large enough so that at least one
spike has occurred before time t. Let X be a random vari-
able describing the length of time between our time t and
the time of the most recent spike before time t. Moreover,
let Y be the length of time between time t and the next spike
after time t. Notice that the ratio XX+Y corresponds directly
with the t−tmtm+1−tm term in the definition of θ . We need to add
one constraint to X . Because X is the length of time between
t and the previous spike, the maximum value X can take is t
(otherwise a spike had to occur before time 0, which can not
happen). Therefore, t−tmtm+1−tm can be modeled by
min{X ,t}
min{X ,t}+Y .
Since the spike times of the neurons are being treated as
Poisson processes, the wait time between spikes is an ex-
ponential distribution with rate parameter λ . Therefore, we
have that Y has an exponential distribution with rate param-
eter λ , X also has an exponential distribution with rate pa-
rameter λ , and X and Y are independent of each other.
Let us employ a small trick to simplify matters. Expo-
nential distributions have the scaling property, which means
that if X has an exponential distribution with rate λ , then X
has the same distribution as λ−1ξ where ξ is an exponential
random variable with rate 1. Thus, Y also follows the dis-
tribution λ−1η where η is an exponential random variable
with rate 1. Putting everything together, we have:
t− tm
tm+1− tm ∼
min{X , t}
min{X , t}+Y =
min
{
λ−1ξ , t
}
min{λ−1ξ , t}+λ−1η
=
min{ξ ,λ t}
min{ξ ,λ t}+η
Assuming λ t is large enough, we can approximate the
distribution of θ to be that of ξξ+η where ξ and η are inde-
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Fig. 3 Simulations of Eqn. 2 using the system shown in Fig. 2 for varying channel areas. Bold lines represent the mean after 50 simulations while
shaded areas show one standard deviation from the mean. Injected current was 10.0µA/cm2.
pendent exponential random variables with rate parameter
1. To find the density function of θ , we only need to deter-
mine the density function for ξξ+η . To calculate this density
function, we will find the cumulative distribution function
and take its derivative. Note that 0 < ξξ+η < 1, so let us pick
an arbitrary a ∈ (0,1) to use for calculating the distribution
function. We use fξ (x) to mean the density function of ξ in
the derivation. We have:
P
(
ξ
ξ +η
≤ a
)
= P
(
ξ +η
ξ
≥ 1
a
)
= P
(
η ≥ ξ
(
1
a
−1
))
=
∫ ∞
0
P
(
η ≥ s
(
1
a
−1
))
fξ (s)ds
=
∫ ∞
0
e−s(
1
a−1)e−sds
=
∫ ∞
0
e−
s
a ds
= a
This means that ξξ+η has the exact same distribution as
a uniform random variable on (0,1). Consequently, the den-
sity function of θ is just 1. Returning to our calculation of
the expectation of synchronization:
E [R(t)] =
1
2
E
[√
2+2cos(θ1(t)−θ2(t))
]
=
1
2
∫ 1
0
∫ 1
0
√
2+2cos(2pix1−2pix2)dx1dx2 (4)
This double integral can be solved exactly by utilizing a
simple substitution and recognizing that we are integrating
over one period of the cosine function,
E [R(t)] =
1
2
∫ 1
0
∫ 1
0
√
2+2cos(2pix1−2pix2)dx1dx2
=
1
8pi2
∫ 2pi
0
∫ 2pi
0
√
2+2cos(x1− x2)dx1dx2
=
1
4pi
∫ 2pi
0
√
2+2cos(x1)dx1
=
2
pi
Remarkably, we have shown that in the long-term limit
of weakly coupled neurons, the expected steady state syn-
chronization level has no dependence on the firing rate (mem-
brane area) of the neurons and will confirm that, as already
implicit, it only depends on the number of neurons in the
network. In order to obtain a solution for the two-neural-
network system, we needed to make a few assumptions: (a)
the neurons in the network were weakly coupled to approxi-
mate them as independent of each other, and (b) the quantity
λ t is sufficiently large. Expanding on the second point, re-
call the we approximated min{ξ ,λ t} by ξ . Since ξ is expo-
nentially distributed with rate parameter 1, then P(ξ ≤ λ t)=
1−exp(−λ t). Because of the exponential decay dependence
on λ t, this means that λ t does not have to be very large be-
fore one can approximate min{ξ ,λ t} by ξ with high proba-
bility. With the application to neurons, this implies that when
the firing rate of neurons is higher (small membrane area),
we should expect less time to reach a steady state synchro-
nization level. Conversely, with a lower firing rate (large
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membrane area), we should expect a longer time to reach
steady state synchronization. The high and low firing rates
correspond with lower and higher channel noise magnitude
respectively. Therefore, this derivation provides justification
for the observation in Fig. 3 that larger channel noise mag-
nitude in neurons results in faster synchronization.
To expand the result above to a larger neuron network,
note that the only place where changes will occur is in the
term under the radical. That term results from simplifying√
R(t)2, and a formula for E [R(t)] as follows:
E [R(t)] =
1
N
∫ 1
0
√√√√√N+ N∑
j,k=1
j 6=k
cos(2pix j−2pixk)dx1 . . .dxN
(5)
Unlike the two neural network case, higher dimensional
cases of Eqn. 5 must be evaluated numerically. Numerical
estimations for the steady state synchronization predicted by
Eqn. 5 for different numbers of neurons N can be found in
Table 2
Table 2 Steady state synchronization values estimated from Monte
Carlo simulations of Eqn. 5
Number of Neurons (N) Steady State Synchronization Value
2 0.636
3 0.525
4 0.450
The comparison between the values obtained above and
numerical simulations is shown in Fig. 4. As shown in Fig.
4, our estimation of the steady state synchronization values
as determined by Eqn. 5 is quite accurate. For each of the
neural network sizes, the synchronization value begins hov-
ering around the steady state value after approximately 100
ms.
It is also worth noting that based on our results, the con-
nectivity of neurons in the network has no bearing on the
steady state synchronization as long as the coupling is weak.
To emphasize, the importance of synchronization of the net-
work is not on the connectivity of neurons, or the initial
states of the neurons, but only in the number of neurons in-
volved in the network. The role of noise is to help change
the rate at which the network reaches a steady state synchro-
nization level but does not change the level itself.
3.4 Large Membrane Area
In the derivation of our formula, we have approximated the
spiking pattern as a Poisson distribution due to the irregu-
larity of spike times in neural networks. One might expect
that if the area of the neuron grows very large so that the
magnitude of fluctuations is smaller and the dynamics of
the stochastic model align very closely with the determin-
istic behavior, then the synchronization would not reach the
steady state and instead retain a synchronization value close
to 1 (i.e. completely synchronized). It feels as if one could
ignore the fluctuations due to channel noise when the num-
ber of channels is extraordinarily large. Surprisingly, the an-
swer to this is no. To examine this, we have considered an
area of 300µm2 (equivalent to 18,000 sodium channels and
5,400 potassium channels) whose results are shown in Fig.
5.
Despite the similarity of the the stochastic and determin-
istic dynamics (Fig. 5), there are slight mismatches in spike
timing due to the stochasticity of the Fox and Lu model.
These slight mismatches accumulate over a lengthy period
of time, and hence the order parameter decreases over time,
albeit slowly. Even with the magnitude of the fluctuations
from the channel noise being very small so that the spike
timing is reasonably predictable, the degree of synchroniza-
tion still decreases to the steady state value predicted by
Eqn. 5. Our simulations and results suggest that channel
noise should be accounted for in the modeling of real neuron
synchronization regardless of the magnitude of fluctuations.
3.5 Expected Time to Reach Steady State
As we have shown, increasing channel area does not change
the expected steady state synchronization value, but instead
increases the time it takes to reach that value. Here, we would
like to quantify this observation. In our simulations, once the
synchronization level gets near the expected value we calcu-
lated in Eqn. 5, it hovers around that value. We consider the
time to reach the steady state when our order parameter is
within 0.02 of the value calculated by Eqn. 5. The results
are shown in Fig. 6. Here we have considered the case of
repetitive firing where we inject each neuron with a current
of 10.0µA/cm2. As suggested by Fig. 6, there is a linear
relationship between the membrane area and the expected
time to synchronization. This also means that in the limit of
infinitely many channels where the dynamics become iden-
tical to the Hodgkin-Huxley model, the time to reach the
steady state synchronization is “infinite” in the sense that it
never happens, which is in agreement with the order param-
eter of the Hodgkin Huxley never reaching a steady state
value less than 1. However, as long as the number of chan-
nels is finite, Fig. 6 shows that the order parameter will even-
tually reach the expected steady state synchronization.
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Fig. 4 Simulations showing synchronization parameter behavior for neuron networks of 2,3, and 4 neurons. Straight lines show estimated steady
state synchronization values as determined by Eqn. 5. Each neuron in the network had an area of 40µm2 and an injected current of 8.0µA/cm2.
Bold lines represent the mean after 100 simulations while shaded areas show one standard deviation from the mean.
Fig. 5 (a) Comparison of membrane voltages for the deterministic Hodgkin-Huxley model and Fox and Lu model with membrane area of 300µm2.
Both plots were conducted with input current of 10.0µA/cm2. Membrane voltage for the Hodgkin-Huxley model was offset by 10 mV for clarity.
(b) Order parameter for the system shown in Fig. 2 where all three neurons are either deterministic or stochastic with an area of 300µm2. The bold
line shows the mean order parameter value over 50 realizations, and the shaded area shows one standard deviation from the mean.
4 Conclusion
In this paper, we have sought to examine the effects of chan-
nel noise on neural network synchronization. Because real
neurons have finitely many channels, the stochastic open-
ing and closing of these channels leads to fluctuations in
the membrane voltage that are not accounted for in the de-
terministic Hodgkin-Huxley model. In order to account for
these fluctuations, we used the Fox and Lu system size ex-
pansion model because (a) it is a highly accurate approxi-
mation to the gold standard (but computationally expensive)
Markov Chain model, and (b) it is a far more computation-
ally efficient model than the Markov Chain model [10,14].
We first looked at the relationship between firing frequency
and input current in the presence of different magnitudes
of channel noise. These simulations showed that channel
noise had a larger effect on the firing rate in the absence
of input current, but the effect was weakened as input cur-
rent increased. We then looked at numerical simulations to
qualitatively describe the effect of channel noise on neural
network synchronization. We observed in Fig. 3 that (a) the
neural networks hovered around a steady state synchroniza-
tion level after some time, and (b) that increasing channel
noise shortened the time it took to reach that synchroniza-
tion level. In addition, we were able to derive a formula to
accurately estimate the long term expected steady state syn-
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Fig. 6 Expected time (circles) for the mean order parameter to reach the steady state synchronization level. To calculate the expected time, we
used the three neuron network in Fig. 2 with each neuron modeled by the Fox and Lu equations in Eqn. 2, injected each neuron with 10.0µA/cm2,
and measured the time for the mean order parameter over 50 simulations to come within 0.02 of the expected steady state based on Eqn. 5. Vertical
bars show 1 standard deviation from the mean.
chronization level. In the derivation of our formula, it was
necessary to make a few assumptions. First, we needed to
assume that the neurons were weakly coupled so that we
can treat them as essentially independent from each other.
In our simulations, we set the coupling constants εi j = 0.1,
which is a biologically plausible value [17]. In addition, the
derivation required λ t to be large where λ is the firing rate.
This requirement illustrates two features: that (a) as firing
rate decreases (i.e. number of channels increases), the time
to reach the steady state synchronization level increases, and
(b) as firing rate increases, the steady state synchronization
is reached faster. This observation was confirmed by the
simulations shown in Fig. 3. Our work suggests that despite
the randomness within the model, channel noise causes neu-
ral networks to reach a steady state level of synchronization
provided they are weakly coupled, and the steady state value
only depends on the number of neurons in the network as
suggested by Fig. 4.
We then considered the network in Fig. 2 where the mem-
brane area was very large for each neuron, and each neu-
ron was in the repetitive firing regime. The purpose of doing
this was to observe the synchronization behavior when the
stochastic dynamics are very close to the deterministic dy-
namics. Even when the dynamics are extremely similar, the
small amount of channel noise causes a big change in the
degree of synchronization. While three coupled Hodgkin-
Huxley neurons (without noise) remain completely synchro-
nized, the small amount of channel noise causes them to
desynchronize as observed in Fig. 5. The reason for this is
that the small variation in the timing of the spikes causes the
phases of the neurons to gradually drift apart
Finally, we showed that there seems to be an approxi-
mately linear relationship between the membrane area and
the expected time to reach the steady state synchronization
level. This result shows that in the limit of infinitely many
channels, the steady state synchronization we expect to reach
from Eqn. 5 is never reached. This is in agreement with
the simulation shown in Fig. 5 where as the channel num-
ber grows to infinity, the stochastic dynamics converge to
the deterministic dynamics, and the order parameter doesn’t
change for all time. However, for any finite number of chan-
nels, the simulation suggests that the expected steady state
will be reached eventually. Ultimately, our paper strongly
supports the notion that valuable insight can be gained by
incorporating channel noise in the study of neural synchro-
nization.
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