Courbes α-denses et optimisation globale by Mora, Gaspar
Chapitre 5. COURBES α-DENSES ET OPTIMISATION GLOB-
ALE.
Dans le Chapitre 4 nous avons donne´ une me´thode constructive pour
de´terminer des courbes α-denses dans des hypercubes H =
∏n
i=1 [ai, bi] de
Rn, n ≥ 2. Ces courbes pouvaient eˆtre injectives et de classe C∞, donc re´ctifiables
et maintenant nous allons voir comment elles sont utilise´es dans certaines tech-
niques d’Optimisation Globale ( voir [Mor] , [ZC2] ,[ZCM]).
Le degre´ de complexite´ des algorithmes a` employer ( voir [Z.] ) est
de grande importance, il est proportionnel au temps de calcul de la me´thode
et celui-ci est lie´ a` la longueur des courbes. Cette longueur sera l’objet de ce
chapitre et nous donnerons son estimation pour les courbes qui densifient le
cube unite´ In, n ≥ 2,en fonction de la densite´ α.
Aussi nous introduirons les courbes α-denses ou` chaque fonction com-
posante sera un polynoˆme, ces courbes seront appele´s Courbes α-Denses Poly-
nomiales et elles densifieront le cube unite´ In en utilisant les polynoˆmes de
Chebyshev .
Finalement, nous avertissons sur le concept de la complexite´ d’une courbe qui
n’a pas la significtion qu’on donne usuellement dans les techniques de computa-
tion meˆme s’ils sont fortement lie´s.Ce terme de complexite´ sera utilise´ comme
synonyme d’une grande longueur de la courbe, ce qui est naturel si cette courbe
doit densifier une aire ( volume, etc. ) avec une tre`s petite densite´ .
5.1.COURBES DIFFERENTIABLES α-DENSES.
Pour des raisons de simplicite´ soit
h = (ϕ1, ϕ2, ..., ϕn) : I → Rn
une courbe de classe C1(I;Rn), ou` ϕ1 est la fonction identite´, avec une
densite´ α (suffissamment petite ) dans In.
Nous de´finissons la norme de la derive´e des fonctions composantes par :
‖ϕ′i‖ = sup {|ϕ′i(t)| : t ∈ I}, pour chaque
i = 1, 2, ..., n,







Nous allons de´terminer une borne infe´rieure pour ‖h′‖, ce qui nous
donnera une estimation minimale de la longueur d’une courbe arbitraire, de
classe C1, capable de densifier le cube unite´ In de Rn, n ≥ 2, avec une densite´
α. Ce re´sultat important sera de´montre´ sur la base du lemme suivant :
Lemma 1 Soient f : I → R une fonction arbitraire, m ≥ 2 un entier et
α = 12m .S’il existe un intervalle [s, t] ⊂ I tel que |f(t)− f(s)| ≥ 1 − 2α, alors
il existe un sous intervalle [a, b] ⊂ [s, t] de longueur |b− a| ≤ 2 |t− s| ( 1α − 2)−1
tel que |f(b)− f(a)| ≥ 2α.
Proof. Par l’absurde, on aurait alors que tout sous intervalle [a, b] de [s, t] avec
une longueur |b− a| ≤ 2 |t− s| ( 1α − 2)−1 ve´rifie
1
|f(b)− f(a)| < 2α. (1)
Conside´rons la partition de [s, t] de´finie par les points
s, s+β, s+2β, ..., s+Mβ = t, (2)
ou` M = 12α − 1 et β = |t− s| .M−1.
D’autre part
1− 2α ≤ |f(t)− f(s)| =
|f(t)− f(s+ (M − 1)β) + ...+ f(s+ β)− f(s)| < M2α . (3)
Compte tenu des points de´finis dans (2), ils forment M sous-intervalles de
longueur β avec
β ≤ |t− s| .M−1 = 2 |t− s| ( 1α − 2)−1
et maintenant, puisque M2α = 1− 2α, l’ine´galite´ (3) est contradictoire. Ce
qui de´montre le lemme.
Le re´sultat suivant nous donnera une borne infe´rieure de la norme de
la derive´e des fonctions composantes d’une courbe α-dense dans le cube unite´
Inde Rn, n ≥ 2 en fonction de la densite´.
Theorem 2 Soit h = (ϕ1, ϕ2, ..., ϕn) : I → Rn ( ϕ1 est la fonction identite´ )
une courbe de classe C1(I;Rn) avec une densite´ α dans In et suppossons que
1
2α est un entier supe´rieur a´ 2 . Alors la norme de la derive´e de chaque fonction
composante ve´rifie
∥∥∥ϕ′i+1∥∥∥ ≥ 2( 12α − 1)i pour chaque i = 1, 2, ..., n− 1.
Proof. En premier lieu, nous allons voir que la fonction ϕ2 ve´rifie les conditions
du lemme pre´ce´dent. En effet, nous de´finissons les intervalles
I
(1)
j = [0, α] pour tout j = 1, 2, ..., n .
Etant donne´e que la courbe est α-dense, pour le point P0 = (0, ..., 0) ∈
In il existe une valeur pour t telle que la distance d(P0, h(t)) ≤ α , donc
∩nj=1ϕ−1j (I(1)j ) 6= ∅.
En particulier
∩2j=1ϕ−1j (I(1)j ) 6= ∅,
et alors il existe s2 ∈ I(1)1 ∩ϕ−12 (I(1)2 ).Ceci implique que pour certain x2 ∈ I(1)2
on a
x2 = ϕ2(s2) .
(1)
Maintenant nous de´finissons les intervalles K(1)j = I
(1)
j , pour tout j 6= 2
, et K(1)2 = [1− α, 1] .
D’une fac¸on analogue a` ce qui pre´ce´de , en tenant compte de la proprie´te´ de
la α-densite´ de la courbe au point (0, 1, 0..., 0) ∈ In on a
∩nj=1ϕ−1j (K(1)j ) 6= ∅.
En particulier ∩2j=1ϕ−1j (K(1)j ) 6= ∅,
donc il existe t2 ∈ K(1)1 ∩ ϕ−12 (K(1)2 ) et alors pour certain y2 ∈ K(1)2 on a
y2 = ϕ2(t2) .
(2)
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Une fois que nous avons determine´ s2, t2 et puisque tous les deux apparti-
ennent a` [0, α] nous de´duisons que
|t2 − s2| ≤ α . (3)
D’autre part, de (1) et (2) on obtient
|ϕ2(t2)− ϕ2(s2)| ≥ 1−2α (4)
donc ϕ2 ve´rifie bien les hypothe`ses du Lemme .
Si maintenant nous appliquons le The´ore`me de la Valeur Moyenne a` ϕ2
dans l’ intervalle [s2, t2] on a
‖ϕ′2‖ ≥ 1α − 2 = 2( 12α − 1)
par conse´quent, le the´ore`me est vrai pour i = 1.
L’ine´galite´ (4) permet d’appliquer le lemme pre´ce´dent a` la fonction ϕ2 , donc
il existe un sous intervalle [a2, b2] ⊂ [s2, t2] avec
|b2 − a2| ≤ 2 |t2 − s2| ( 1α − 2)−1 ≤ 2α( 1α − 2)−1 =
α( 12α − 1)−1 (5)
tel que
|ϕ2(b2)− ϕ2(a2)| ≥ 2α . (6)
Nous de´finissons les intervalles
I
(2)




2 = [ϕ2(a2), ϕ2(b2)] .
Soit maintenant le point z(2) = (0, z2, 0, ...0), ou` z2 est le point moyen de
I
(2)
2 . Par la condition de la α-densite´ au point z
(2) il existe
s3 ∈ ∩nj=1ϕ−1j (I(2)j ). (7)









3 = [1− α, 1].
Si nous prenons le point w(2) = (0, z2, 1, 0, ..., 0), la proprie´te´ de la α-densite´
nous conduit a` l’existence d’un
t3 ∈ ∩nj=1ϕ−1j (K(2)j ). (8)
De (7) et (8) nous de´duisons, d’une part, que ϕ3 satisfait les conditions du
lemme pre´ce´dent car
|ϕ3(t3)− ϕ3(s3)| ≥ 1−2α , (9)
et du fait que (7) et (8) entraˆınent s3, t3 ∈ ϕ−12 ([ϕ2(a2), ϕ2(b2)]) ⊂ [a2, b2] ,
on obtient d’autre part
|t3 − s3| ≤ |b2 − a2| ≤ α( 12α−1)−1 . (10)
Compte tenu de (9) et (10) , le The´ore`me de la Valeur Moyenne applique´ au
ϕ3 dans l’ intervalle [s3, t3] implique que
‖ϕ3′‖ ≥ 12 ( 1α − 2)2 = 2( 12α − 1)2,
, donc le the´ore`me est vrai pour i = 2.
Maintenant nous formulons l’hypothe`se d’induction complete suivante :
”Soit k tel que 2 ≤ k ≤ n − 1, alors pour chaque i avec 2 ≤ i ≤ k , les
fonctions ϕi ve´rifient les hypothe`ses du lemme pre´cedent ”,
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c’est a` dire,
”pour chaque i avec 2 ≤ i ≤ k, il existe un intervalle [si, ti] de longueur
|ti − si| ≤ α( 12α − 1)2−i
tel que |ϕi(ti)− ϕi(si)| ≥ 1− 2α.”
Alors, si nous appliquons le The´ore`me de Valeur Moyenne a` chaque ϕi dans
l’ intervalle [si, ti] on a ‖ϕi′‖ ≥
(1− 2α) 1α ( 12α − 1)i−2 = 2( 12α − 2)i−1 ,
donc le the´ore`me est vrai pour toutes les fonctions composantes ϕi pour
i = 2, ..., k.
D’autre part ,si nous appliquons le Lemme a` chaque ϕi , il existe un sous
intervalle
[ai, bi] ⊂ [si, ti]
de longueur
|bi − ai| ≤ 2 |ti − si| ( 1α − 2)−1 = α( 12α − 1)1−i
tel que
|ϕi(bi)− ϕi(ai)| ≥ 2α .
Cela nous permett de´finir les intervalles
I
(k)
1 = [0, α] , I
(k)




j = [0, α] pour k < j ≤ n.
Soit zlle point moyen de chaque intervalle I
(k)
l pour chaque 2 ≤ l ≤ k ; en
de´finant z(k) = (0, z2, ...zk, 0, ..., 0) ∈ In et en appliquant la proprie´te´ de la
α-densite´ au point z(k), il existe
sk+1 ∈ I tel que sk+1 ∈ ∩nl=1ϕ−1l (I(k)l ) .
En particulier ,
sk+1 ∈ ϕ−1k (I(k)k ) ∩ ϕ−1k+1(I(k)k+1)
(11)
et ,en conse´quent, il y a un point
xk+1 ∈ I(k)k+1 tel que xk+1 = ϕk+1( sk+1) .
(12)









k+1 = [1− α, 1] ,
alors, une fois de plus , la application de la proprie´te´ de l’ α-densite´ au point
w(k) = (0, z2, ...zk, 1, 0, ..., 0), conduit a` l’ existence de
tk+1 ∈ ∩nl=1ϕ−1l (K(k)l ) .
En particulier on a
tk+1 ∈ ϕ−1k (K(k)k ) ∩ ϕ−1k+1(K(k)k+1) ,
(13)
donc nous pouvons determiner un point
yk+1 ∈ K(k)k+1 tel que yk+1 = ϕk+1( tk+1) .
(14)
Puisque I(k)k = K
(k)
k = [ϕk(ak), ϕk(bk)] , (11) et (13) implient que
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sk+1, tk+1 ∈ ϕ−1k ([ϕk(ak), ϕk(bk)]) ⊂ [ak, bk] ,
(15)
alors
|tk+1 − sk+1| ≤ |bk − ak| ≤ α( 12α − 1)1−k.
(16)
Le fait consistant a` avoir
I
(k)
k+1 = [0, α] ,K
(k)
k+1 = [1− α, 1] ,
implie
|ϕk+1(tk+1)− ϕk+1(sk+1)| ≥ 1 − 2α ,
(16)
donc la fonction ϕk+1 satisfait les hipothe`ses du lemme pre´cedent.
Finalment, l’ aplication du The´ore`me de Valeur Moyenne a` la fonction ϕk+1
dans l’ intervalle [sk+1, tk+1] et l’ ine´galite´ (16) nous conduit a`∥∥∥ϕ′k+1∥∥∥ ≥ (1− 2α) 1α ( 12α − 1)k−1 = 2( 12α − 1)k,
ce qui de´montre qu’el the´ore`me est aussi vrai pour ϕk+1.L’ hipothe`se d’
induction formule´e complet la preuve du the´ore`me.
Le the´ore`me que nos venons de voir nous permettra donner une estima-
tion ( une borne infe´rieur ) de la norme du vecteur tangente a` une courbe de
densite´ α dans le cube unite´ In de Rn, n ≥ 2. Cette borne est determine´e dans
le re´sultat suivante.
Corollary 3 Soit h = (ϕ1, ϕ2, ..., ϕn) : I → Rn une courbe qui ve´rifie les
conditions du the´ore`me pre´cedent.Alors∥∥∥h′∥∥∥ ≥ [1 + 4AAn−1−1A−1 ] 12 , e´tant A = ( 12α − 1)2 .









e´tant a` remarquer qu’elle selement depend de la densite´ de la courbe et de
la dimension du cube unite´ que densifie.
Le re´sultat suivante est le plus important de ce chapitre.
Theorem 4 Soit h = (ϕ1, ϕ2, ..., ϕn) : I → Rn une courbe ve´rificant les condi-
tions du the´ore`me pre´cedent de longueur L(h) . Supposons de plus que h est
de Lipschitz de constante l , avec l > L(h). Alors on a L(h) ≥ Dα,ou` Dα c’est
la borne du corollaire pre´cedent.
Proof. Si h est lipschitzienne de constante l,alors on a∥∥∥h′(t)∥∥∥ ≤ l pour tout t ∈ I,donc ∥∥∥h′∥∥∥ ≤ l.





Maintenant, compte tenu que l peut eˆtre choisi arbitrairement de tel forme
qu’il ve´rifie l > L(h), de (1) on de´duit
Dα ≤ L(h),
et le the´ore`me est de´montre´.
Remark 5 Soit u : I → Rn, n ≥ 2,une courbe rectifiable de longueur L(u). Il est
connu que, pour chaque l > L(u) ,il existe un diffe´omorfisme croissante Ψl : I →
I tel que la nouvelle courbe u◦Ψl = ul est de Lipschitz de constante l ( voir [Cho]
,cap.II-3). Alors le graph de cette nouvelle parametrisation de la courbe co¨ıncide
avec la de u, donc toutes les deux ont les meˆmes propiete´es de densification et
aussi la meˆme longueur.Cela de´montre que l’ hypothe`se aditionnelle au the´ore`me
pre´cedent sur la condition de Lipschitz de la courbe h, n’est pas, re´ellement,
restrictive.
5.2.MINIMISATIONDE LA LONGUEURDU PARCOURS.MINIMISATION
DU TEMPS DE CALCUL.
Body Math
Nous venons de voir qu’il existe une borne infe´rieur pour la longueur
d’une courbe qui densifie le cube unite´ Inde Rn, n ≥ 2, avec une densite´ donne´e
α . Maintenant la question d’importance c’est de voir s’il existe une courbe
de longueur minimale ; l’existence de telle courbe minimize le temps de calcul
. Pour le carre´ unite´ , ce proble`me fuˆt aborde´ dans [MC4] ou` nous prou-
vons par moyen de techniques ge´ometriques elementaires qu’il existe une telle
courbe minimale dans la famille des courbes parame´triques mais , en ge´ne´ral,
il n’existe pas solution dans la subfamille des courbes de´finies par coordonne´es
cartesiennes.
Puisque le me`me proble`me peut eˆtre etudie´ parfaitement d’un point de
vue ge´ne´ralise´ (voir [ZCM] ), nous prendrons un compact densifiable K d’un
espace me´trique (E, d) .D’autre part , nous verrons que la solution minimale
on y trouve dans la clase des fonctions lipschitziennes, donc nous e´tudierons
d’abord certaines propiete´es de ces fonctions-la` et en particulier comment doient
eˆtre leurs constantes minimales pour assurer qu’il ne sont pas vides les familles
des fonctions considere´es.
Soit I = [0, 1] , la famille des courbes α−denses dans le compact K,
h : I → E, qui ve´rifient la condition de Lipschitz, c’est a` dire la condition
d(h(t), h(t′)) ≤ l |t− t′|β , 0 < β ≤ 1,
sera note´e par Λα,l,β(K) et quand β = 1,simplement par Λα,l(K).
6
L’ensemble Λα,l,β(K) est etudie´ dans [Zy] et leur relation avec les courbes
de Peano dans [St] ) .Nous le conside´rons comme un sub-ensemble de l’espace
C(I, E) des fonctions continues avec la top?ogie qu’induce la me´trique de´finie
par
d∗(f, g) = sup {d(f(t), g(t)) : t ∈ I} .
Sur les estimations de la constante l pour garantir que Λα,l(K) n’est pas
vide, nous donnons le suivante exemple.
Example 6 Conside´rons le compact densifiable du plan me´trique R2 , K =
{(x, 0) : 0 ≤ x ≤ 1} , et un nombre re´el α avec 0 < α < 14 .Alors si la
constante de Lipschitz l ve´rifie 0 < l ≤ 12, on a Λα,l(K) = ∅.
Proof. En supossant que certaine fonction h ∈ Λα,l(K), alors par la continuite´
de h , il devrait avoir une autre fonction continue ϕ : I → I tel que h(t) =
(ϕ(t), 0), pour tout t ∈ I. Soient t0, t1 deux valeurs ou` ϕ prends le minimum
et le maximum respectivement .Par la condition de l’α-densite´ on a
0 ≤ ϕ(t0) ≤ α , 1− α ≤ ϕ(t1) ≤ 1,
donc
ϕ(t1)− ϕ(t0) ≥ 1− 2α.1 (1)
Par la condition de Lipschitz,
|ϕ(t1)− ϕ(t0)| ≤ l |t1 − t0| ≤ l,
et selon (1) on de´duit
1− 2α ≤ l ≤ 1
2
,
ce qu’implique que α ≥ 14. Cependant, c’est contradictoire avec le choise
du nombre α, et donne la preuve du l’exemple.
De fac¸on inme´diate nous avons le suivante re´sultat.
7
Theorem 7 Soit (E, d) un espace me´trique , K un compact densifiable de
diame´tre ∆ > 0 et α arbitraire avec 0 < α < ∆2. Si la famille Λα,l(K) est
non vide ,alors forcement la constante de Lipschitz doit ve´rifier l ≥ ∆− 2α.
Il existe une liason entre la constante de Lipschitz et la longueur d’une courbe
,considere´e comme fonction ve´rifiant la condition de Lipschitz. Ce point nous
pouvons le voir par conse´quence du suivante lemme technique.
Lemma 8 Soit (E, d) un espace me´trique et h : I → E une courbe qui satisfait
la condition de Lipschitz avec une constante l et expossant β = 1. Alors h est
rectifiable et a une longueur Lh ≤ l.






d(h(ti−1), h(ti)) : P ∈ Π
}
1 (2)
est finie parce que toutes les sommes sont borne´es par l. Maintenant
,puisque (1) re´presents la longueur Lh de la courbe, le lemme est de´monstre´.
Dans le suivante the´ore`me nous donnons une borne infe´rieur de la constante
de Lipschitz pour les courbes de la famille Λα,l(K), e´tant K le carre´ unite´ I2.
Theorem 9 La constante de Lipschitz l de chaque courbe h de la famille Λα,l(I2)
ve´rifie l ≥ 12α− 1 pour chaque densite´ α ,avec 0 < α ≤ 13 .




, la part entie`re de α−1. La partition {0, 2m, 4m, ...,mm}




























Alors le carre´ unite´ I2 est divise´ en p rectangles
I1 × I, I1 × I , ..., Ip × I,
de base 2m et hauteur 1. Puisque pour densifier chacun de ces rectangle avec
une densite´ α il y a besoin d’une courbe de longueur , au moins , 1 ( prenez par
example une ligne polygonale ), quelque courbe h ∈ Λα,l(I2) avec α ≤ 1m,aura
, au moins, une longueur p. Maintenant , si nous tenons compte des de´finitions
des m et p , la longueur de h satisfait







et alors, en applicant le lemme pre´cedent, le the´ore`me est prouve´.
Existence de courbes de longueur minimale dans Λα,l(K).
Pre´alablement au proble`me sur l’existence des courbes α-denses de longueur
minimale, nous avons besoin d’un lemme technique sur la compacite´ de Λα,l(K)
comme un sub-ensemble de l’espace me´trique des fonctions continues de´finies
sur l’intervalle unite´ I = [0, 1] a valeurs dans E et qui sera note´ par C(I, E).
Lemma 10 Soit (E, d) un espace me´trique et K un sub-ensemble compact et
densifiable.Alors Λα,l(K) est un compact dans l’espace C(I, E) pour la me´trique
de´finie par d∗(f, g) = sup {d(f(t), g(t)) : t ∈ I} .
Proof. En premier lieu nous allons de´montrer que Λα,l(K) est ferme´ ; pour




Maintenant , h ∈ Λα,l(K). En effet, soit x un point arbitraire de K et ε > α.
Choisissons δ , tel que α < δ < ε , et en appliquant la condition de l’α-densite´
de chaque hm dans K on a
pourchaque m il existetm ∈ I tel qued(hm(tm)− x) < δ .2 (4)
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Par le the´ore`me de Bolzano-Weierstrass, il existe une sub-suite de (tm)m=1,2,..
, que nous noterons de la meˆme fac¸on, tel que
lim
m
tm = t ∈ I.
Alors on a







+ δ = ε,
ou` les deux pre`mieres inegalite´s on obtienent de la continuite´ de h et de
la convergence uniforme de la suite (hm)m=1,2,.. vers h, respectivement. La
dernie`re inegalite´ on de´duit directement de (2).Maintenant , comme ε > α est
arbitraire,la courbe h est α-dense en K.
Maintenant, seule reste prouver que h est de Lipschitz et a une constante l.






Soient t, t′ ∈ I ; puisque hm c’est une fonction de Lipschitz de constante l,
en appliquant (3) on a
d(h(t)−h(t′)) ≤ d(h(t)−hm(t))+d(hm(t)−hm(t′))+d(hm(t′)−h(t′)) ≤ l |t− t′|+².
Compte tenu que ² est arbitraire, le pre´cedent ine´galite´ de´montre que
Λα,l(K) c’est un ferme´ dans l’espace C(I, E).
D’autre part, c’est inme´diate que l’ensemble Λα,l(K) est uniformement e´quicontinu.
Alors, par le the´ore`me d’Ascoli, il est relativement compact et puisque il est
ferme´, Λα,l(K) est compact. (voir [Sc] ) .
Dans cet proche re´sultat nous de´montrons definivement l’existence de courbes
α- denses de longueur minimale dans un compact densifiable d’un espace me´trique
ge´ne´ral .
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Theorem 11 Soit K un compact densifiable d’un espace me´trique (E, d) et soit
Hα(K) l’ensemble des courbes de densite´ α dans K .Alors le proble`me
min {Lh : h ∈ Hα(K)} 1 (6)
,ou` Lh re´present la longueur de h, a solution.
Proof. Sans perdu de ge´ne´ralite´ nous pouvons supposer qu’il existe une courbe
h0 ∈ Hα(K),rectifiable de longueur Lh0 ( au contraire, c’est a` dire , si toutes les
courbes ont longueur infini alors quelque courbe est une solution du proble`me
(1) ).Alors c’est inme´diate que
inf {Lh : h ∈ Hα(K)} ≤ Lh0 .2 (7)
Maintenant ,si on produit l’e´galite´ dans (2) la preuve est finie. Au cas
contraire, pour les courbes h ∈ Hα(K) telles que Lh < Lh0 ,en appliquant la
note finale de la section 5.1 nous avons qu’il existe une re´parame´trisation en
vertu de laquelle , h est de Lipschitz de constante Lh0 .Alors l’ensemble
{h ∈ Hα(K) : Lh < Lh0} ⊂ Λα,l(K) ⊂ Hα(K), 3 (8)
avec l = Lh0 .
A partir de (2) et (3) on de´duit que
inf {Lh : h ∈ Hα(K)} = inf {Lh : h ∈ Λα,l(K),Lh < Lh0} ≥
inf {Lh : h ∈ Λα,l(K)} ≥ inf {Lh : h ∈ Hα(K)} ,
donc
inf {Lh : h ∈ Hα(K)} = inf {Lh : h ∈ Λα,l(K)} .4 (9)
Maintenant, compte tenu que l’operateur longueur
L : C(I, E)→ [0,∞] , de´finiparL(f) = Lf ,
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est semicontinu infe´rieurement ( voir [Cho] , the´ore`me 11-1, p.138 ) et que
Λα,l(K) est un compact de C(I, E),
le proble`me
min {Lh : h ∈ Λα,l(K)}
a solution. Par l’e´galite´ (4) , le proble`me (1) a aussi solution , donc le
the´ore`me est de´montre´.
5.3.COURBES α-DENSES ET LES POLYNOMES DE CHEBY-
SHEV.
Tout le long de cette section nous re´presenterons l’ intervalle unite´,
centre´e au 0, par J = [−1, 1] . Nous rapellons que pour chaque entier positif m
le polynoˆme de Chebyshev de degre´ m est de´fini par
Tm(t) = cos(m arccos t) , pour t ∈ J.
Il est facile de voir que Tm(t) a m ze´ros simples aux points
xk = cos(
(2k−1)pi
2m ), k = 1, 2, ...,m
et on a m+ 1 extreˆmes (maxima et minima) aux points
yk = cos(kpim ), k = 0, 1, 2, ...,m,
ou` il prend succesivement les valeurs (−1)k.
Dans le prochain re´sultat nous de´montrons que le carre´ J2 est densifiable
par polynoˆmes de Chebyshev.
Theorem 12 Soit α arbitraire , 0 < α < 1, et m le plus petit entier tel que
m ≥ piα .Alors le graph du polynoˆme de Chebyshev de degre´ m densifie J2 avec
densite´ α.
Proof. En calculant la difference maximale entre deux ze´ros succesifs du
polynoˆme de Chebyshev de degre´ m on obtient
max {|xk − xk+1| : k = 1, 2, ...,m− 1} =









D’autre part, la plus grand diffe´rence entre deux extreˆmes succesifs est
donne´e par
max {|yk − yk+1| : k = 0, 1, 2, ...,m− 1} =
i) sin( pim ) lorsque m est pair et on attaint pour k =
m




ii) 2 sin( pi2m ) lorsque m est impair et on attaint pour k =
m−1
2 .
Maintenant , compte tenu que sin t ≤ t , t ≥ 0, dans tout le cas considere´s
on a que la plus grand diffe´rence entre les ze´ros et les extreˆmes succesifs n’est
pas superieur a` pim .
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Alors , donne´ un point arbitraire (x, y) de J2 il existe au moins un point de
la forme (t, Tm(t)), t ∈ J tel que la distance euclidienne entre les deux points
n’est pas supe´rieur a` pim , et , par le choix de m, il n’est pas supe´rieur a` α.Cela
de´montre le the´ore`me.
Noˆtre objective prochain c’est densifier le cube Jn ,pour tout n ≥ 2 , par une
courbe dont les fonctions composantes soient polynoˆmes de Chebyshev. Pour
faire c¸a nous avons besoin du re´sultat suivante sur polynoˆmes de Chebyshev.
Lemma 13 Soit Tq(t) le polynoˆme de Chebyshev de degre´ q ≥ 1, t ∈ J .Pour
quelque intervalle A ⊂ J on a que T−1q (A) est l’ union de q intervalles Kq,i, i =
1, 2, ..., q,de longueur |Kq,i| ≥ |A|q2 .
Proof. Soit A un intervalle contenu dans J d’ extreˆmes a, b .C’est facile de voir
que T−1q (A) est l’ union de q intervalles , et aussi nous pouvons constater sans







l’adherence d’ un des intervalles Kq,i. En
appliquant le The´ore`me du Valeur Moyenne on a∣∣T−1q (b)− T−1q (a)∣∣ = |b− a| . ∣∣∣(T−1q )′(x)∣∣∣
, a < x < b . (1)
Par l’ine´galite´ de Markov ( voir [BE] )∣∣∣(Tq)′(t)∣∣∣ ≤ q2 para todo −1 ≤ t ≤ 1 .
(2)
Alors le The´ore`me de la Fonction Inverse permett de´duire de (1) et (2)∣∣T−1q (b)− T−1q (a)∣∣ ≥ |b− a| . 1q2 ,
donc le Lemme est de´montre´.
Remark 14 Compte tenu de la transformation Ω : I → J, Ω(t) = 2t− 1, dans
le lemme pre´cedent pour le polynoˆme de Chebyshev Tq(2t− 1), t ∈ I = [0, 1] , il
aurait que posser |Kq,i| ≥ |A|2q2 .
Maintenant nous sommes preˆts a` prouver que le cube Jn, n ≥ 2, peut
eˆtre densifie´ par une courbe dont leur fonctions composantes sont polynoˆmes de
Chebyshev.
Theorem 15 Soit 0 < α < 1 et T = (ϕ1, ϕ2, ..., ϕn) : I → Rn la courbe de´finie
par ϕi = Tmi(2t − 1) ,ou` Tmi re´present le polynoˆme de Chebyshev de degre´
mide´fini comme le plus petit entier tel que mi+1 ≥ 4m2ipi
√
n
α pour i = 1, 2, ...n−1
, et m1 = 1. Alors T densifie Jn avec densite´ α.
Proof. C’est clair que ,pour chaque i = 1, 2, ..., n , on a ϕi(I) = J . Pre´nons γ =
α√
n
, et soient A1, A2, ..., An des intervalles qui ve´rifient, chacun , |Ai ∩ J | ≥
γ . En notant Bi = Ai ∩ J, i = 1, 2, ..., n , et en appliquant le lemme pre´cedent
on a
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ϕ−1i ( Bi) est l’ union de mi intervalles K
(i)
j=1,...,mi
avec longueurs∣∣∣K(i)j ∣∣∣ ≥ γ2m2
i
,pour chaque i = 1, 2, ..., n
et j = 1, 2, ..., mi . (1)
Compte tenu du choix des mi , de (1) on de´duit ∣∣∣K(i)j ∣∣∣ ≥ 2. pimi+1 ,
(2)
mais, d’ailleurs nous avons vu dans le the´ore`me pre´cedent que la diffe´rence
maximale entrei des ze´ros et extreˆmes succesifs de Tmi n’est pas supe´rieur a`
pi
mi
.Alors (2) implie que, forcement , K(i)j contient quelq’un K
(i+1)
l , et cela
pour tout i = 1, 2, ..., n.
Donc ∩ni=1ϕ−1i (Ai) contient quelqu’unK(n)k ,compte tenu du lemme pre´cedent
, de longueur supe´rieur ou e´gal a` γ2m2n .Par consequent, la mesure
Λ
[∩ni=1ϕ−1i ( Ai)] > 0,
alors, selon la de´finition 2 (Chap.4) , les fonctions ϕi sont γ-stochastiquement
inde´pendantes .
Maintenant, en appliquant le The´ore`me 4 (Chap.4) , la courbe T = (ϕ1, ϕ2, ..., ϕn)
densifie
∏n
i=1 ϕi(I) = J
n avec densite´ γ
√
n = α, et la preuve est complet.
Meˆme, a priori, les courbes polynoˆmiales resultent parfaites d’un
point de vue computationnel , peut eˆtre que dans le cas de la courbe que nous
venons de de´finir ,et qu’a` partir de ce moment la` nous l’apellerons Courbe T
de Chebyshev ,elle pre´sente certain proble`mes de complexite´. En effet, les fonc-
tions composantes ϕi de cette courbe ,a` cause que l’ine´galite´ de Markov on
devient en e´galite´ pour tout polynoˆme de Chebyshev Tm aux points −1, 1 du
l’ intervalle J ( voir [MC2] ), ont la norme de leurs derive´es respectives d’
ordre m2i et ,par consequent , la courbe T a une grand longueur. D’une fac¸on
ge´ne´ral et en concernant a` ce fait , nous pouvons trouver dans [MC2] un
e´tude sur la complexite´ des courbes α-denses en faisant une comparaison parmi
les longueurs des different courbes telles que polygonales, trigonometriques et
de Chebyshev.Ne´anmoins , la courbe de Chebyshev a des characteristiques sin-
gulieres et optimaux propes de ces polynoˆmes ( voir [Ch] et [D] ).
5.4.COURBES α-DENSES ET LES POLYNOMES DE BERN-
STEIN.
Le The´ore`me d’ approximation de Weierstrass ( voir [D] ,p.107 ) per-
mett, donne´e une fonction re´elle continue f ∈ C [a, b] et ² > 0 , trouver un
polynoˆme P (x) pour lequel
|f(x)− P (x)| ≤ ², pourtoutx ∈ [a, b] .
La preuve de S.Bernstein de ce the´ore`me par moyen des polynoˆmes de
Bernstein, assure l’ existence de courbes polynomiales α-denses differents des
courbes de Chebyshev que nous avons vu a` la section 5.3.
Un re´sultat de base sur la densification polynomial est donne´ main-
tenant.
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Theorem 16 Les polynoˆmes de Bernstein densifient le carre´ unite´ I2 avec den-
site´ arbitraire.
Proof. Soit α arbitraire tel que 0 < α < 12 . Nous de´finons l’ intervalle Iδ =
[δ, 1− δ] ,avec 0 < δ ≤ α2 , et soit f : Iδ → Iδ une fonction continue tel que
leur graph Gf = {(t, f(t) : t ∈ Iδ} densifie le carre´ I2δ avec densite´ α4 .Par le
The´ore`me d’ approximation de Weierstrass, donne´e f
nous determinons un polynoˆme de Bernstein P (t) tel que
|f(t)− P (t)| ≤ δ
2
, pourtoutt ∈ Iδ.1 (10)
Puisque Gf ⊂ I2δ , l’ine´galite´ pre´cedent implie 0 ≤ P (t) ≤ 1, pour tout t ∈ Iδ
, donc le graph du polynoˆme
GP = {(t, P (t) : t ∈ Iδ} ⊂ I2.
D’ailleurs , soit (x, y) un point arbitraire de I2. Si (x, y) ∈ I2δ , compte
tenu da la α4−densite´ de f , il existe t ∈ Iδ tel que
d [(x, y), (t, f(t))] ≤ α4 .
Par (1) on a
d [(t, f(t)), (t, P (t))] ≤ δ2 ,
donc par la proprie´te´ triangulaire la distance
d [(x, y), (t, P (t))] ≤ α2 .
(2)
Si (x, y) /∈ I2δ nous determinons le point le plus prochain a` (xδ, yδ) ∈ I2δ .
Maintenant, en appliquant (2) a` ce point , il existe tδ ∈ Iδ tel que
d [(xδ, yδ), (tδ, P (tδ))] ≤ α2
.
Car
d [(x, y), (xδ, yδ)] ≤ δ,
les deux ine´galite´es pre´cedents et le choix de δ implient
d [(x, y), (tδ, P (tδ))] ≤ α,
et alors le the´ore`me est de´montre´.
Le re´sultat pre´cedent peut eˆtre facilement ge´ne´ralise´ pour n > 2, et de
cette fac¸on nous aurons fait une densification des hypercubes de Rn par courbes
polynomiales dont leur composantes sont polynoˆmes de Bernstein.
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5.5. COURBES α−DENSES ET OPTIMISATION GLOBALE.
Rapellons nous que la forme la plus usuelle de pre´senter un proble`me d’
Optimisation Globale est :
Donne´ un ensemble X appelle´ ensemble factible, et une fonction f : X → R
appelle´e fonction objetive ,on essaie d’ approcher la valeur ( finie ou infinie )
f∗ = inf {f(x) : x ∈ X}
(1)
et ,normalment, trouver aussi un point dans X ou` la fonction f prend une
valeur proche a` f∗.
La determination d’ un algorithme d’ Optimisation Globale consist a`
donner une me´thode pour construire une suite dans X qui converge a` un point
ou` la fonction soit e´gal ou approche´e au valeur f∗.
Meˆme pour une fonction objetive continue de´finie dans un ensemble factible
compact K =
∏n
i=1 [ai, bi] de R
n, n ≥ 2, les me´thodes de minimisation ne sont
pas tre`s efficaces lorsque n est grand. Par contre, pour fonctions d’une variable
les algorithmes nous donnent une certaine se´curite´ .Donc nous proposons une
re´duction de la dimension qui consiste a` changer le proble`me (1) ,
e´tant X = K =
∏n
i=1 [ai, bi] ⊂ Rn, n ≥ 2, et f : K → R continue,
par le proble`me d’une variable
min {fh(t) : t ∈ I} ,
(2)
e´tant
fh = f ◦ h, ou` h est une courbe α-dense dans K de classe Ck pour k =
0, 1, 2, ....
La re´duction du proble`me (1) au (2) a un erreur que nous allons pre´ciser.
Definition 17 Donne´e une fonction continue f : K → R et une courbe
h ∈ Hα,k, nous de´finissons l’ erreur dans l’ approximation au minimum global
d’ordre h, note´ E(f ;h), par
E(f ;h) = min {fh(t) : t ∈ I} −min {f(x) : x ∈ K} .
Remark 18 Puisque h(I) ⊂ K, on a E(f ;h) ≥ 0.De plus , E(f ;h) = 0 si et
seulement si la courbe h passe par quelque point x∗ ou` f attaint le minimum
global ( dans la suite, les points x∗ seront appele´s minimisateurs globals )
Noˆtre propos consiste a` donner une estimation de l’ erreur, donc nous intro-
duisons la suivante fonction associe´e a` f et a` la courbe h.
Definition 19 Donne´e une fonction continue f : K → R et une courbe h ∈
Hα,k. Nous de´finissons la fonction associe´e a` f d’ ordre h comme une fonction
Fh : K → R , ou` pour chaque x ∈ K, elle est donne´e par
Fh(x) =
min {|f(x)− fh(t)| : t ∈ I} .
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De cette de´finition on de´duit facilement
|Fh(x)− Fh(y)| ≤ |f(x)− f(y)| ,
donc Fh est une fonction continue dans K ,non negative.Alors leur norme
est done´e par
‖Fh‖0 =
max {min {|f(x)− fh(t)| : t ∈ I} : x ∈ K} .
Le re´sultat suivante nous donne une estimation de l’ erreur de la re´duction
d’un proble`me multivariable d’Optimisation Globale au corre´spondant proble`me
unidimensional.
Theorem 20 L’ erreur dans l’approximation au minimum global d’ ordre h
ve´rifie
E(f ;h) ≤ ‖Fh‖0 ≤ ω(α; f),
(1)
ou` ω(α; f) re´present le module de continuite´ d’ ordre α de f.
Proof. En choisisant un minimisateur global x∗ pour f on a
‖Fh‖0 ≥ min {|f(x∗)− fh(t)| : t ∈ I} = min {fh(t) : t ∈ I}−min {f(x) : x ∈ K} =
E(f ;h),
donc la premie`re ine´galite´ de (1) elle est vraie.
Donne´ x ∈ K, par la de´finition de la fonction Fh(x), on obtient
Fh(x) ≤ |f(x)− fh(t)| , pour tout t ∈ I .
(2)
Par la condition de la α-densite´, il existe tx ∈ I tel que ‖x− h(tx)‖ ≤ α.
Maintenant , compte tenu de la de´finition de module de continuite´ et de
(2) on a Fh(x) ≤
|f(x)− fh(tx)| ≤ sup {|f(x)− f(y)| : ‖x− y‖ ≤ α} := ω(α; f) , (3)
alors en pre´nant le supreˆme lorsque x ∈ K , nous avons ‖Fh‖0 ≤ ω(α; f) ,
ce qui de´montre le the´ore`me.
La convergence de cette me´thode re´ductive est e´tablie par le re´sultat
suivant
.
Corollary 21 L’ erreur dans l’ approximation au minimum global d’ ordre h
,pour toute h ∈ Hα,k , ve´rifie
limα→0E(f ;h) = 0.
Proof. Il suffit d’appliquer le the´ore`me pre´cedent et utiliser les proprie´te´es du
module de continuite´ d’une fonction multivariable ( voir [D] ).
Pour les applications peut eˆtre d’utilite´ la suivante estimation de l’erreur.
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Corollary 22 Si f est une fonction de Lipschitz d’ ordre 0 < λ ≤ 1 et de
constante M, l’ erreur dans l’ approximation au minimum global d’ ordre h ,
pour toute h ∈ Hα,k , ve´rifie
E(f ;h) ≤ ‖Fh‖0 ≤Mαλ.
Proof. Il suffit d’appliquer le the´ore`me pre´cedent et avoir compte que pour
une fonction lipschitzienne on a toujours ω(α; f) ≤Mαλ.
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