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Abstract. Planning is a critical component of any artificial intelligence
system that concerns the realization of strategies or action sequences
typically for intelligent agents and autonomous robots. Given predefined
parameterized actions, a planning service should accept a query with
the goal and initial state to give a solution with a sequence of actions
applied to environmental objects. This paper addresses the problem by
providing a repository of actions generically applicable to various envi-
ronmental objects based on Semantic Web technologies. Ontologies are
used for asserting constraints in common sense as well as for resolving
compatibilities between actions and states. Constraints are defined using
Web standards such as SPARQL and SHACL to allow conditional pred-
icates. We demonstrate the usefulness of the proposed planning domain
description language with our robotics applications.
1 Introduction
Given a knowledge base and two logical instances a and b, such as a peg and
a hole, we often want to know if a role assertion axiom (a, b) : R, such as the
insertability of the peg into the hole, holds. In practice, it is often useful if the
knowledge base can come from multiple separate sources for the same domain.
Particularly, in addition to a ”static” ontology database as the common sense
in the domain, such as the general knowledge of the “insertability”, we obtain a
new piece of information in the environment on, for example, pegs and holes and
their instant properties such as their shapes and sizes. This kind of assumption of
knowing unknowns in a knowledge base, also called the open-world assumption,
characterizes Semantic Web technologies.
Modular componentization of robotic cognition and action systems is the key
for easy programming of cognitive robots or virtual agents [26], which interact
with humans to perform complicated tasks. A robot may listen to an instruction
from a human user, see pegs and holes on a table, and perform the sophisticated
combination of pick, place, insert, and other actions to satisfy the instructed
goal, such as “Fill all the holes.” A component called “planner” usually plays the
orchestration role in robotic systems [10] by accepting the goal and initial state
as a problem and actions available as a domain to give a sequence of actions to
solve the problem. Cognitive solutions of visual recognition and natural language
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Fig. 1. PDDLS’s relationships to PDDL, JSON (PDDL-JSON) and JSON-LD (PDDL-
JSON-LD).
processing are becoming well componentized and are even available as off-the-
shelf Web services (or APIs) [34][15] to obtain such goals and initial states.
Unfortunately, the componentization of actions in the sense of “web-style”
have not yet been established to be readily available. The “web-style” here indi-
cates a system architecture with open standard-supported, loosely-coupled com-
ponents. Ideally, each type of action should be available on the Web with pre-
viously machine-trained or hand-configured models to control row-level robot
actuations such as changing the joint angles of robot arms. The exchangeable
formats of machine-trained models, such as PMML and PFA 1, or the more recent
neural model-dedicated ONNX 2 have been used or are becoming standardized.
However, though the planning domain definition language (PDDL) [25,8] is a de
facto standard in artificial intelligence for providing commonly-understandable
planning problems with very simplified metadata for actions, it is not designed
to be used as metadata for indexing such models as actions for use in the Web
architecture.
This paper introduces the PDDLS (Planning Domain Definition Language
with semantics) language and a reference design and implementation of its re-
solver. The design goals of PDDLS are to:
– minimize the syntactical extension of the base PDDL [25,8], while
– helping planning domain descriptions to interoperate and to be reasoned
leveraging Semantic Web technologies and assets [13].
While sharing the namespace concept found in Web-PDDL [6] or PDDL/M [5],
PDDLS follows the practical annotation design of JSON-LD [20] to allow anno-
tating any local symbols or terms to be bound to globally unique IDs as IRIs
(internationalized resource identifier, defined in the RFC 3987 standard to ex-
tend the URI/URN/URL), which can then be resolved using Semantic Web [29]
technologies. Figure 1 depicts PDDLS’s relationships to the base PDDL, the
PDDL representation in JSON (PDDL-JSON), and the PDDLS representation
in JSON-LD (PDDL-JSON-LD). An additional reasoning step supported by Se-
mantic Web technologies, if working well, would help a planner-like system to
integrate actions developed by multiple vendors or communities. In this research,
we develop a knowledge-driven engine to give robots the power of processing the
common sense knowledge that helps to better understand human commands.
1 http://dmg.org/pmml/products.html
2 http://onnx.ai
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The advantage of this approach is that we do not need to define grammar
like ELI did to achieve a similar task [4]. As our approach uses ontology, we can
update the knowledge at runtime, which makes extending the system to handle
complex scenarios easy. Even though here we considered only the orientation
and the relationship of the objects to be able to put them on top of one another,
our approach can be extended for any other required restrictions using ontology.
By using the knowledge and ontology of physical constraints and relation-
ships, these abstractions allow the grounding of human instructions to actionable
commands. The framework performs symbolic reasoning at a higher level, which
is important for long-term autonomy and making the whole system accountable
for its actions. Individual skills are allowed to use machine learning or rule-based
systems. We provide a mechanism to extend the framework by developing new
services or connecting it with other robot middleware and scripting languages.
This allows the higher level reasoning to be done using a PDDL (planning do-
main definition language) planner with the proposed extension, while the lower
level skills can be executed as ROS (robotics operating system) nodes.
We show the capabilities of the framework by a scenario where a human
teaches a task to a communication robot (Pepper) by demonstration. The robot
understands the tasks and collaborates with an industrial manipulator (UR5) to
execute the task, using the action primitives that UR5 has previously acquired
by learning or programming. The industrial robot has the ability to perform
physical manipulation, but it lacks the key sensors that can help in a particular
situation (e.g. error recovery etc.). In the scenario, the communication robot
having these sensors can analyze and convert the plan to a command sequence
for the robotic arm. Semantic ontologies are used to resolve the plan.
This paper explores how semantic ontologies can help resolve semantically
annotated problems as goals and initial states with semantically annotated ac-
tions with preconditions and effects. As what we can do with simple OWL 2
semantics resolvers is quite limited, we extend the PDDLS resolver to provide
description logics that are beyond the level of first-order description logics pro-
vided by OWL 2. We also leverage some standard Semantic Web technologies:
RDF, OWL, JSON-LD, and SHACL.
The main contribution of this paper includes:
PDDLS design and implementation We extended PDDL leveraging the JSON-
LD. A simple PDDLS-to-PDDL translator has been designed and imple-
mented by leveraging semantic technologies.
PDDLS semantics To overcome the limitations with OWL with typical de-
scriptive logic (DL) resolvers, we extend the DL with a powerful role-construction
operator. The extended resolver for the operator is formally defined.
Demonstration with a robotics use case. PDDLS usage in an actual robotics
scenario has been shown with a working cognitive robot system.
The rest of this paper is organized as follows. We start with the section
describing our motivation behind the work, and then we propose the PDDLS
language with its syntax and semantics. Then, we discuss semantic resolvers for
PDDLS in terms of expressive power. We demonstrate how it can be used in our
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Fig. 2. A scene picture (left) showing a motivating scenario and its system/service
architecture behind. A cognition robot Pepper (right in the picture) and a actuator
robot UR5 (left) work together.
actual robotics application in the following section. After mentioning related
work, we conclude the paper.
2 Motivating Scenario – Cognitive Robotics
In the motivating scenario, two robots (UR5 and Pepper) collaborate with a
human to perform a task. Pepper is a humanoid robot from SoftBank that poses
several sensors including vision. It is mobile, but it lacks a gripper and cannot
perform accurate physical manipulations. On the other hand, UR5 (collabora-
tive robot arm from Universal Robots) is a fixed industrial grade manipulator
robot. UR5 can do physical manipulations with high precision and repeatability
(±0.1mm) but it moves blindly due to lack of any vision sensor. Figure 2 shows
a picture of two robots in the scenario and their system architecture.
While the actual system is complex as depicted in Figure 2, the focus of
this paper can be depicted as simple in Figure 3. The actual system involves
various cognitive services in a Cloud (or components) for natural language pro-
cessing (understanding/generation) and visual recognition (object identification
and pose estimation). The details of those services are out of scope of this paper.
Theoretically, it could be any kind of implementation or services.
In order to solve a large problem in a reasonable time, the actor in those
conceptual views (Figure 3 ) should often employ a high-level planning compo-
nent [10]. It performs planning using pre-specified symbolic state descriptors, and
operators that describe the effects of actions on those descriptors. For bridging
the gap between a low level information and control, such as sensors and actua-
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Fig. 3. A conceptual view of an actor with planning, skill database and knowledge base
components (upper) and a sequence diagram with planning (lower).
tors for the physical environment, and high-level planning, recent work address
the issues in constructing a symbolic description from natural language [23], from
a continuous, low-level environment [17], and even from an abstraction hierarchy
of skills [16], for use in planning.
The scenario starts with a human having conversation with the Pepper robot
to specify a task to complete. Extracting the intent and entities of the order
by using a Natural Language Understanding (NLU) service, the robot gets to
know when to capture key frames to understand the current situation of objects
and their properties in the environment, and with which situation the task is
completed.
The initial and final frame are sent to a perception service that uses barcode
pose detection to detect the location of all barcodes attached to objects. The
barcode number of each part and the transformation between the barcodes and
the objects are defined separately in the objects database. The state of the final
frame is determined by a relationship extractor through human demonstration,
or simply by understanding from the conversation. The domain as the available
skills for the task is predefined and stored in a repository. Assume the goal state
is computed to be (not (available hole)) for any hole object. In practice, we use
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(define (domain example -ur5 -domain)
(: requirements :strips :adl :typing :semantics)
(:context
available - uri:cril/action/available
insertable - uri:cril/action/insertable
pick -n-insert - uri:cril/action/pick -n-insert )
(: predicates
(available ?object) ; pillar or hole is available
(insertable ?piller ?hole) )
(: action pick -n-insert
:parameters (? pillar ?hole)
:precondition (and
(available ?piller)
(available ?hole)
(insertable ?piller ?hole))
:effect (and
(not (available ?piller ))
(not (available ?hole)) ) ) )
Fig. 4. An example PDDLS domain description.
a visual demonstration among human-robot conversation to infer such the goal
state.
3 PDDLS Syntax and Semantics
PDDLS has a minimal extension from PDDL to help planning domain descrip-
tions to interoperate with each other and to incorporate externally-defined “com-
mon sense” through Semantic Web technologies. Figure 4 shows a normal PDDL
domain description example except for the :context declaration, which is of the
syntactic extension from the basic PDDL.
The :context declaration adds global namespaces for locally defined sym-
bols in the description. For this example, the symbol “available” is bound to a
globally unique ID specified as an IRI (conceptually generalized URI or URL).
Following the concept of JSON-LD 3, PDDLS allows PDDL to be interpreted as
Linked Data, which provides a way to help the PDDL description interoperate
at Web-scale. The extended syntax is defined as partially shown in Figure 5. It
is primarily intended to be a way to use Linked Data in Web-scale robotics pro-
gramming, to build interoperable planning services, and to store Linked robotics
action skill metadata in repositories accessed by the planning services.
The specification of PDDLS context is designed to completely borrow from
JSON-LD except for the syntactic difference for making it look PDDL. While
the syntax definition shown in this paper is a subset of JSON-LD 1.1 expressive
power, it is straight forward to extend it to include the full JSON-LD expressive
power, such as term expansion, type coercion, node properties, and so forth. The
current parser implementation does not cover all of those advanced language
constructs yet.
3 https://www.w3.org/TR/2014/REC-json-ld-20140116/
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<domain> = (define (domain <local name>)
[<requirementsDef>]
[<contextDef>]
[<typesDef>]
[<constantsDef>]
[<predicatesDef>]
[<functionsDef>]
[<constraints>]
{<structureDef>} )
<contextDef> = (:context
<URI> | { <termMapping> } )
<termMapping> = <term> - <URI>
Fig. 5. The part of PDDLS syntax in EBNF, only showing the part extended from the
original PDDL.
The symbol-IRI mapping semantics is indirectly defined with our definition
of translation from PDDLS to JSON-LD. Once translated into JSON-LD, how
symbols (or terms) in PDDLS are mapped to IRIs is defined according to JSON-
LD specification. Figure 6 shows how PDDLS in Figure 4 is to be translated into
JSON-LD. See the first JSON array key,“@context”, as it is the special JSON-LD
notation for annotating semantic context. Its value is derived from the symbol-
IRI mappings defined with the :context declaration in the original PDDLS in
Figure 4.
{
"@context": {
"pddl": "uri:pddl",
"available ": "uri:cril/action/available",
"insertable ": "uri:cril/action/insertable",
"pick -n-insert ": "uri:cril/action/pick -n-insert"
},
"pddl:domain ": "example -ur5 -domain",
"pddl:requirements ": [": strips", ":adl", ": typing"],
"pddl:predicates ": [
{"clear ": [{"? hole": null}]},
{" available ": [{"? pillar ": null}]},
{" insertable ": [{"? pillar ": null}, {"? hole": null }]}
],
"pddl:structure ": [
{"pddl:action ": "pick -n-insert", ... }
]
}
Fig. 6. The JSON-LD corresponding to Figure 4
A problem description in PDDLS, which can be regarded as a plan query over
a skill repository, can be described similarly to the domain description explained
above. Figure 7 shows an example PDDLS problem. Except for the :context
declaration, it is a normal PDDL problem description.
The actual interpretation of such semantic annotations in PDDLS is off-
loaded to a separate semantic reasoning system, which is discussed in the follow-
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(define (problem example -problem)
(:context
available - uri:cril/action/available
CylindricalPillar_1 - uri:cril/demo2/CylindricalPillar_1
TriangularPillar_2 - uri:cril/demo2/TriangularPillar_2
CylindricalHole_4 - uri:cril/demo2/CylindricalHole_4 )
(: domain example -ur5 -domain)
(: objects
CylindricalPillar_1
TriangularPillar_2
CylindricalHole_4 )
(:init
(available CylindricalPillar_1)
(available TriangularPillar_2)
(available CylindricalHole_4) )
(:goal
(not (available CylindricalHole_4 )) )
)
Fig. 7. An example PDDLS problem (a query for a plan) description.
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Fig. 8. Process flow with a normal PDDL planner (solver). PDDLS resolver (the bot-
tom righter box) produces PDDL problem and domain for a normal PDDL planner
(the bottom lefter box) to generate a plan.
ing section, to keep the PDDL language constructs definitions simple. Semantic
reasoners may append arbitrary PDDL constructs into the base PDDL descrip-
tion. After semantic reasoning, action and predicate symbols reasoned to be
mapped to a same IRI in PDDLS are renamed to be an unified name with in re-
sulting PDDL descriptions. Otherwise, as shown in Figure 8, PDDL descriptions
are recovered and given to a normal PDDL planner, which produces a sequence
of action skills with actual object arguments.
4 Semantic Reasoning for Role Construction
McGuiness and Noy [27] provide five reasons to share common understanding of
the structure of information among people or robots, to enable reuse of domain
knowledge, to make domain assumptions explicit, to separate domain knowl-
edge from the operational knowledge, and to analyses domain knowledge for
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the development of an ontology. Until now, many research efforts have been per-
formed in order to apply Semantic Web technologies in various engineering fields
for intelligent system development [18,19,30,31]. Once PDDL is integrated with
Semantic Web, it could potentially benefit from such the ontologies.
How much the“common sense” in an ontology DB can potentially help PDDLS
resolution, in other words, the expressive power of the ontology, is up to reason-
ing. In terms of PDDL, the predicative axioms such as “insertable” should be
inferred from the common sense knowledge base. For example with Figure 7, be
aware that the given initial state misses:
(insertable CylindricalPillar_1 CylindricalHole_4)
Without this axiom proposition, the action pick-n-insert in Figure 4 cannot
be applied to these pillar and hole as the action requires it as a part of its pre-
condition. A common sense knowledge base is desired to be capable of providing
such a logic.
OWL-based Knowledge Base
Before considering complicated Robotics programming situations where ontolo-
gies should help, let us see simpler examples where ontologies can help. We
illustrates how A-box and T-box of a knowledge base (KB) contributes in eas-
ing/enabling robotics programming.
The human input command given in natural language is parsed using a Nat-
ural Language Understanding (NLU) service, which identifies the action, subject
and object. For example, “Put the box on the book” would return the semantic
roles as “Put (Action) the box (subject) on the book (object)” using JSON. It
also identifies the keywords which helps to understand the objects. For example:
book and box are the keywords detected from the above example.
Our Knowledge Engine receives data from the robot sensors. All of the objects
are registered in the model database which includes the object type information.
For example, whether the object is a box, book, pen or a glass. All the objects are
an instance of the object ontology, which has been explained in the next section.
For each objects we have two types of information: environment dependent and
object dependent information. Environment dependent information contains the
object position and orientation in (X, Y, Z) format. In the model database, object
dependent information includes the size of the object, weight, center of gravity,
hardness and color information.
Basic robot actions are defined and it can understand basic commands. Each
basic command can be mapped to a defined action. For example, our robot
system can understand the command “Put A B”. The robot will pick the object
A and put that on top of object B.
In our knowledge engine, robot has a model database and in front object list
from its sensors. From that list, it will able to find the subject and object posi-
tions. Knowledge described using OWL can help robots to understand whether
a command is meaningful to process. Let’s assume that o1 is-an Object and that
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o2 is-a Pyramid. Any object cannot-be-on-top-of any object in SharpHeadOb-
ject (ABox). Pyramid is-subclass-of SharpHeadObject. (TBox), because of that
o1 cannot-be-on-top-of o2.
From the model database it can find the object type and from the ontology
the robot can check whether the subject can be put in top of the object. If it is
not valid then robot will inform the user that the command cannot be performed.
If it is valid then, the robot will able to perform the put operation.
For example, “Put the book on the box” can be performed, but “Put the
book on the Pyramid” cannot be performed. Our knowledge engine can check
the object type in run time and create an instance of that object in our ontology.
After that using HermiT reasoner it can validate whether the object can be put
on top of another or not.
This can be used in processing a command like “Stack everything”. The robot
can determine which objects can be on top of what, using this “put” function.
For example, if there is a box, a book and a pyramid then the pyramid should
be on top then book or box.
Conditional Predicate beyond OWL
Unfortunately, the ontology defined for a skill, such as the insertable predicate
for Figure 4, is often not known when specifying the world state through general
cognitive services. Recognition of the current situation is sometimes performed
regardless the requirements of skills in a repository. To be practical, a modular
recognition service should be independent from a number of various skills. In-
stead, the recognition service should just focus on the primitive states such as
shapes and sizes of objects in the scene.
Predicates for unknown objects should be inferred through the primitive ob-
ject ontology and the “common sense” ontology, which can be separately defined
both from the object ontology and the skill ontology. We call such predicates
conditional, as its assertion is conditional according to the reasoning of object
properties. In addition to role-inclusion and role-equivalence axioms supported
by DLs, now we need role-construction axioms.
A working example ontology with a conditional predicate insertable looks
like as follows in RDF/Turtle:
ex_action:insertable
pddls:establishedWith ex_shapes:InsertableConstraint ;
pddls:establishedWith ’’.. SPARQL here .."@sparql .
The establishedWith is the special predicate introduced for the role-constructive
reasoning. Objects of the axiom can be either a string literal representing SPARQL 4
query or a SHACL 5 constraint expression.
4 https://www.w3.org/TR/sparql11-query/
5 https://www.w3.org/TR/shacl/
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Conditional Predicate Semantics
Let I be an interpretation, which consists of a set ∆I , called the domain of I,
and an interpretation function ·I . The function ·I maps each atomic concept A
to a set AI ⊆ ∆I , each atomic role R to a binary relation set RI ⊆ ∆I ×∆I ,
and each individual name a to an element aI ∈ ∆I .
In addition to those supported with the SPOIQ DL for OWL 2, IOWL, we
introduce an additional interpretation ICP with a constructor Establish, defined
as a syntax of:
Establish(R, q)
with its semantics of:
{R(a, b)|(a, b) ∈ [[q]]∆}
where the evaluation of a graph pattern q over an RDF dataset ∆ is denoted by
[[q]]∆. We follow the approach in [28,11] defining the query evaluation semantics
as the set of mappings that matches the dataset ∆. Intuitively speaking, the
individual q ∈ ∆ represents a query function to test any ordered pair (2-tuple)
of individuals in ∆ to be role-asserted with a role R. Note that the semantics is
defined using ∆ rather than ∆I to avoid the complication with the higher-order
construction.
For the extended interpretation IOWL+CP is then defined with an interpre-
tation function:
·IOWL+CP = ((·IOWL)ICP)IOWL (1)
Note that this is very simplified implementation restricting the recursive appli-
cation of interpretation ICP to avoid undecidability of reasoning.
Implementation
In logic, the term decidable refers to the decision problem, the question of the
existence of an effective method for determining membership in a set of formulas,
or, more precisely, an algorithm that can and will return a boolean true or false
value that is correct (instead of looping indefinitely, crashing, returning ”don’t
know” or returning a wrong answer). Logical systems such as propositional logic
are decidable if membership in their set of logically valid formulas (or theorems)
can be effectively determined.
A theory (set of sentences closed under logical consequence) in a fixed logi-
cal system is decidable if there is an effective method for determining whether
arbitrary formulas are included in the theory. Many important problems are un-
decidable, that is, it has been proven that no effective method for determining
membership (returning a correct answer after finite, though possibly very long,
time in all cases) can exist for them. Many reasoners use first-order predicate
logic to perform reasoning; inference commonly proceeds by forward chaining
and backward chaining.
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(define (domain planners-demo2)
(:context 
insertable - uri:cril/action/insertable
available - uri:cril/action/available 
pick-n-insert - uri:cril/action/pick-n-insert ) 
...
; Pick obj, and insert it to hole 
(:action pick-n-insert
:parameters (?p ?h) 
:precondition 
(and 
(available ?p) 
(available ?h) 
(insertable ?p ?h)) 
:effect 
(and 
(not (available ?p)) 
(not (available ?h)))
)
)
cril_shapes:CylindricalPillar
cril_shapes:sectionShape cril_shapes:Circle ;
rdfs:subClassOf cril_shapes:Pillar .
cril_shapes:CylindricalHole
cril_shapes:sectionShape cril_shapes:Circle ;
rdfs:subClassOf cril_shapes:Hole .]
...
cril_action:available
a pddl:Action .
cril_action:insertable
a pddl:Action .
...
cril_action:insertable
pddls:establishedWith cril_shapes:InsertableConstraint ;
pddls:establishedWith
"""PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX cril_shapes: <uri:cril/shapes#>
SELECT DISTINCT ?pillar ?hole
WHERE {
?pillar a ?pillar_type .
?pillar_type rdfs:subClassOf cril_shapes:Pillar .
?pillar cril_shapes:size ?pillar_size .
?pillar_type cril_shapes:sectionShape ?section_shape .
?hole a ?hole_type .
?hole_type rdfs:subClassOf cril_shapes:Hole .
?hole cril_shapes:size ?hole_size .
?hole_type cril_shapes:sectionShape ?section_shape .
FILTER (?hole_size >= ?pillar_size)
}"""@sparql .
!"##"$%&'$('%)$*"+",- .//0&%/"#12$%/3
...
<uri:cril/demo/CylindricalPillar_1> 
cril_shapes:size 2.0 ; # xsd:decimal
a cril_shapes:CylindricalPillar . 
<uri:cril/demo/TriangularPillar_2> 
cril_shapes:size 2.0 ; # xsd:decimal
a cril_shapes:TriangularPillar . 
<uri:cril/demo/CylindricalHole_4> 
cril_shapes:size 3.0 ; # xsd:decimal
a cril_shapes:CylindricalHole . 
(define (problem planners-demo-problem1) 
(:context
available - uri:cril/action/available 
CylindricalPillar_1 - uri:cril/demo/CylindricalPillar_1 
TriangularPillar_2 - uri:cril/demo/TriangularPillar_2 
CylindricalHole_4 - uri:cril/demo/CylindricalHole_4 )
...
(:init
(available CylindricalPillar_1) 
(available TriangularPillar_2) 
(available CylindricalHole_4)
) 
(:goal 
(not (available CylindricalHole_4))
)
) 
.//0&%.4"5+'#%67$2*21+%1$8%9"1+%(*1*':
)5;'<*(%/1*151('
(define (domain planners-demo-problem1)
; Pick obj, and insert it to hole 
(:action pick-n-insert
:parameters (?p ?h) 
:precondition 
(and 
(available ?p) 
(available ?h) 
(insertable ?p ?h)) 
:effect 
(and 
(not (available ?p)) 
(not (available ?h)))))
(define (problem planners-demo-problem1) 
..
(:init
(available CylindricalPillar_1) 
(available TriangularPillar_2) 
(available CylindricalHole_4)
(insertable CylindricalPillar_1 CylindricalHole_4) 
) 
(:goal 
(not (available CylindricalHole_4)) 
) ) 
.//0&%
='("+>'4
.//0%/"#12$
.//0%.4"5+'#
.//0%&"+>'4
pick-n-insert CylindricalPillar_1  CylindricalHole_4     
)?*@?*%1<*2"$%6(A2++%@42#2*2>':%('B?'$<'
Fig. 9. Input and output of PDDLS Resolver and PDDL Solver.
5 Application Examples with Cognitive Robotics
In order to demonstrate the usefulness of a common sense ontology built using
the proposed role-construction operator, we show a working application with
coginitive robotics. Based on the low-level commands available to execute with
UR5, such as forceControl(Fx, Fy), grasp(state), moveTo(x, y, z, Rx, Ry, Rz), we
assume a higher level abstraction called skill primitives are provided for UR5. We
define skill as a piece of logic that can consume sensor input and generate low-
level commands. A skill is an atomic operation that performs a part of the overall
task. Skills however cannot be executed on their own. It can be implemented as
either a list of low-level commands, a set of rules, or a machine-learned model.
In addition to several simple skills that UR5 can perform, the insertion skill
uses machine learning. It was trained by reinforcement learning using a learning
service in a cloud. The training method for the insertion skill is very similar to
T. Inoue et al. [14].
Fig. 9 shows a simple example to illustrate how the system works. First, we
have Common Sense Ontology, which contains various kind of common sense
which can not be acquired by cognition process. Cylindrical is a Peg with it’s
section type circle, in the other hand, Triangular Peg has triangular section
shape. Cylindrical Hole is a Hole with its section (or hole) shape circle.
The Common Sense Ontology also contains a notion of “insertable” described
in SPARQL format; if object A and B are type of peg and hole, respectively, with
same section shape, and the section size of A is equal to or smaller than that
of object B, A is insertable to object B. Alternative representation in SHACL is
also available.
Second, PDDLS Domain DB contains a set of skills defined in the system.
Each of skill is describe as PDDL augmented by semantics. In this example,
“pick-n-insert” is defined with its pre-conditions and effects. All symbols are
bound to be globally identifiable references as URIs.
The PDDLS resolution process starts when the Cognition System in the
Fig. 3. captures environment information and goal. Environment information is
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Fig. 10. Demonstration with the motivating scenario.
stored into the Object Database, which now includes a Cylindrical Peg, a Trian-
gular Peg, and a Cylindrical Hole. Assume we have required to fill the Cylindrical
Hole with something. We generate PDDLS Problem file, which contains a list
of object available in the environment, and a goal described as q(not (available
CylindricalHole 4)) meaning the hole is filled with something. Also included in
the PDDLS Problem file is a context information to define required relationships
(“available” in this case).
The PDDLS resolver then generates a runnable PDDL problem and domain
file, using the semantic annotations to resolve necessary constraints. These con-
straints are shown in blue color in the figure and they are required by the PDDL
solver (PDDL planner) to find a valid solution. The problem and the domain
files are used by the PDDL solver to output the correct sequence of actions,
which in this case is to perform the “pick-n-insert” to put the cylindrical peg in
the cylindrical hole.
Given the plan resolved the robots work as pictured in Figure 10. The first
two pictures show the recognition of the initial state and the final (goal) state
by Pepper. Given those new information, the planning system can generate a
plan to confirm with a human instructor. The last two pictures demonstrate that
planned actions are actually taken by UR5 and successfully finished.
6 Related Work
Extending Description Logics, which underpins the Web Ontology Language
OWL,is one of the royal roads in terms of logic research. Recent work has shown
that many rule languages for Semantic Web, such as SWRL, can be expressed
within the Description Logic paradigm, thus within the OWL language. [24]. It
can avoid undesirable properties such as undecidability. Unfortunately, it does
not seem to applicable to much more powerful descriptive operators such as what
we introduced in this paper. The rest of paper discusses other related work.
Common Sense Knowledge Base
The idea of building a common sense knowledge base is very old as found in stud-
ies of the symbolic artificial intelligence paradigm from the mid-1950s until the
late 1980s [12], which are based on high-level ”symbolic” (human-readable) rep-
resentations of problems, logic and search. The most successful form of symbolic
AI is expert systems, which use a network of production rules.
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Cyc [21] is among the most famous projects attempting to assemble a com-
prehensive ontology and knowledge base that spans the basic concepts and ”rules
of thumb” about how the world works. One of its goals is to enable AI applica-
tions to perform human-like reasoning and be less ”brittle” when confronted with
novel situations that were not preconceived. For Cyc ontologies and the global
common sense knowledge base, CycL [22] is used as the ontology representation
language.
Among very powerful CycL expressive features including reflection, implica-
tion rules is a the key expression power for the so-called core/domain theories
in the Cyc common sense knowledge base. What we are proposing in this paper
might be considered as a theoretical subset of such the feature. Our focus is to
better align with Semantic Web technologies in terms of Web standards.
Semantic Web for Robotics
Our work is not the first to introduce semantic technologies in robotics as knowl-
edge representation plays a fundamental role in the integration of planning in
robotics. A prominent example is the KnowRob system [32], which combines
knowledge representation and reasoning methods for acquiring and grounding
knowledge in physical systems, accessing ontologies represented in OWL.
KnowRob2 is one of the most advanced knowledge processing systems for
robots that has enabled them to successfully perform complex manipulation
tasks [3]. It is an extension and partial redesign of KnowRob [33]. One of re-
design is the provision of an interface layer that unifies very heterogeneous rep-
resentations through a uniform entity-centered logic-based knowledge query and
retrieval language. KnowRob2 is designed to leverage concepts and results from
motor cognition and robot control to extend AI reasoning into the motion level
details, rather than incorporating constraints from common sense.
The work done by Lu et al. shares the same goal as our application example
to be shown later in this paper. They propose a novel integrated task planning
system for service robots in domestic domains [23]. Their focus is on natural
language understanding using FrameNet. While we choose PDDL as the inter-
mediate language, they use Answer Set Programming, which is a task planning
framework with both representation language and solvers.
Erdem et. al. presented a formal framework that combines high-level repre-
sentation and causality-based reasoning with low-level geometric reasoning and
motion planning [7]. They use a geometric reasoner which guides the causal rea-
soner to find feasible kinematic solutions, which is different from our approach.
Gaschler et al. combine the power of symbolic, knowledge-level AI planning with
the efficient computation of volumes, which serve as an intermediate represen-
tation for both robot action and perception [9].
7 Concluding Remarks
This paper proposed PDDLS, a minimal extension to PDDL, for addressing the
problem in providing a repository of actions generically applicable to various
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environmental objects, based on semantic web technologies. Constraints are de-
fined using Web standards such as SPARQL and SHACL to allow conditional
predicates. With it, ontologies can be used for asserting constraints in common
sense as well as for resolving compatibilities between actions and states. We
demonstrated its usefulness with a robotics application.
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