Abstract. Deadlocks are very serious system failures and have been observed in existing packet switching networks (PSN's). Several problems related to the design of deadlock-free PSN's are investigated here. Polynomial-time algorithms are given for some of these problems, but most of them are shown to be NP-complete or NP-hard, and therefore polynomial-time algorithms are not likely to be found. Each vertex vi has an associated constant bi, the number of buffers at this vertex; a buffer can hold exactly one packet. Associated with each packet is an acyclic route
However, if we use a controller that simply prohibits the generation (but not passing) of a packet into the last empty buffer at a vertex, then we can show that at least one empty buffer must exist somewhere in the network. Hence it is always possible to pass or consume some packet if there are any packets in the network, and this controller is deadlock-free.
In what follows, deadlock is assumed to occur with respect to some controller; that is, a controller is deadlock-free (or DF) for a given network if it does not permit this network to enter a state in which one or more packets can never make a move permitted by that controller.
3. Fundamental questions. We have assumed that each packet is generated with a fixed route to travel. There are still several options left to us:
1. Are we looking for a DF uniform controller, one that is deadlock-free for all networks? The design of optimal DF uniform controllers (optimal in the sense that they put the least restriction on moves) was investigated in [TU] , [TO] . 2. Are we designing a particular network with its flow control procedure such that this network is DF? We investigate here the complexity of two deadlock-exposure problems related to the latter approach.
4. Deadlock-exposure problems. We consider the following two problems. Problem 1. Given a network G and a set of source-destination routes in G, is the network exposed to deadlock (i.e., is there a deadlock state in G)?
Problem 2. Given a network G and a set of rurce-destination pairs of nodes in G, is there a corresponding set of routes in G such that the network is not exposed to deadlock?
The complexity of each of these two problems depends on the given buffer configuration of G and on the given flow control procedure applied in G. There are two possible buffer configurations for a network G (V, E). With a general buffer configuration, each node vi V has an individual buffer capacity bi. With the regular buffer configuration, the buffer capacity b is the same for all the nodes v V. We consider four types of flow control procedures. The last three are commonly used in existing packet switching networks to avoid performance degradation under nearsaturation input load.
(1) Unrestricted flow control. A node v accepts a packet p provided it has at least one empty buffer available for storing p. There are no other restrictions on packet moves.
(2) Isarithmic flow control IDA], [PR] , [PRH] . With this form of flow control we have an additional restriction on the total number of packets that might be contained in the network at any given time. A packet can be generated in a node if this node has at least one empty buffer and the total number of packets in the network is less than a certain constant K. The complexity of Problem 1 and Problem 2 under the different buffer configurations and different flow control procedures is summarized in Table 1 and Table 2 . 
The edges of G are given by the following set
The buffer capacity is b 1 for all the nodes except for the node v which has q buffers. The routes in the network are the following: All the nodes have a buffer capacity of one packet except the node v which has a buffer capacity of two packets. All the routes have an end-to-end window flow control of one packet per route. A variable assignment satisfying F is given by X {x2, ix}, (i.e., x2 il 1). A corresponding deadlock state is the following. We have two packets in v with destination F1 and F:, a packet in F1 with destination x, a packet in F2 with destination $1, a packet in x2 with destination w., a packet in $1 with destination if1, a packet in w: with destination v and a packet in 1 whose destination is also v. COROLLARY 3. If the network G has a general buffer configuration and a regular end-to-end window flow control is applied, then Problem 1 is NP-complete. Proof. In the proof of Theorem 3, the window flow control constant was globally set tok0.=k=l. [3 THEOREM 4. If the network G has a regular buffer configuration and a regular end-to-end window flow control is applied, then Problem 1 is NP-complete.
Proof. We claim that F is satisfiable if and only if these source-destination pairs have a corresponding cycle-free set of routes in G. We first note that the only routes connecting wi with $ and with x are the direct ones using the (w, $i) and (i, x) edges.
Suppose F is satisfiable, and let X be a consistent set of variables that, when all are set to 1, satisfy F. We can give the following cycle-free set of routes. The routes for the s-F. pairs are (s, Xi, Wi, El. if X cT.X and Xi is in F., or (s, i, i, .Fj) if .i E X and )i is in F/. The routes for wi-$i and i-xi are respectively (wi, $i) and (i, xi) . Suppose this set of routes forms a cycle; the only cycles in G are of the form (xi, wi, $i, i, xi), which includes both the (xi, wi) and ($i, i) edges. Then, both xi and $i must be in the set of variables X contradicting the consistency of X. Conversely, let R be a cycle-free set of routes corresponding to the given set of source-destination pairs. We showed that R must contain the (We, $i) and (i, xi) edges for 1-<i =<n. Since R is cycle-free, it cannot contain both the (xi, wi) and ($i, i) edges for any 1-< =< n. For each destination F. (1 <= ]-< q) there must be a variable xi or i (and a corresponding (xi, wi) or ($i, i) edge) such that the route from the source s to F. passes through this variable. Let X be the set of these variables when f ranges from 1 to q. It is now clear that X is a consistent set of variables that satisfies all the Fj factors. I-I Let F be the satisfiable CNF Boolean expression and X be the set of variables defined in the example given for Theorem 3. The corresponding network G and the cycle-free set of routes are illustrated in Fig.. (/93, vl, v2) , and the unrestricted flow control is used in G. Let S be the following network state. A packet pl is in the node v2 along the route rl, a packet p2 is in the node v3 along the route r2 and a packet p3 is in the node Vl along the route r3. It is easy to check that S is a deadlock state which is not reachable from an initially empty network G. We investigated the complexity of Problem 1 and Problem 2 under the new definition of deadlock exposure; the results, quite similar to previous ones, are summarized in Table 3 and Table 4 . Proof. The algorithm given in Fig. 4 Proof. We are given a network G (V, E) and a set of source-destination pairs of nodes with an unrestricted flow control, and we want to determine if there is a corresponding set of routes such that G does not have any reachable deadlock state.
In the proof of Theorem 8 we showed that, with any set of routes, G does not have a reachable deadlock state if and only if these routes do not form a cycle. Then our problem is to. determine if there is a set of routes that do not form a cycle. This problem was shown to be NP-complete in the proof of Theorem 5. COROLLARY 6. If the network G V, E) has a general or regular buffer configuration and an isarithmic or an end-to-end window flow control is applied then Problem 2 (with the new definition of deadlock exposure) is NP-hard.
Proof. The NP-complete problem of Theorem 10 can be easily reduced to the problems stated in the corollary: isarithmic and end-to-end window flow control with large constants are equivalent to unrestricted flow control.
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