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Abstract
We consider the Bose-Hubbard model. Our focus is on many-body localization, which was described
by many authors in such models, even in the absence of disorder. Since our work is rigorous, and since
we believe that the localization in this type of models is not strictly valid in the infinite-time limit, we
necessarily restrict our study to ‘asymptotic localization’: We prove that transport and thermalization
are small beyond perturbation theory in the limit of large particle density. Our theorem takes the form
of a many-body Nekhoroshev estimate. An interesting and new aspect of this model is the following:
even though our analysis proceeds by perturbation in the hopping, the localization can not be inferred
from a lack of hybridization between zero-hopping eigenstates.
1 Introduction
1.1 Many-Body Localization and Asymptotic localization
Many-body localization (MBL) is a tantalizing phenomenon, which can be considered a breakdown of
basic thermodynamics in strongly disordered quantum spin systems [2, 12, 28, 47, 29, 33, 45, 34, 22, 24,
25]. According to us, the most powerful and useful definition is via the existence of a complete set of
quasi-local conserved quantities (aka LIOM’s, ‘local integrals of motion’), see [38, 19, 17]. This definition
stresses that MBL systems are robustly integrable. A lot of interesting characteristics, like absence of
transport and thermalization, area-law of entanglement, logarithmic spreading of entanglement, etc. can
be deduced from this definition. All of this is discussed at length in the literature, see e.g. [27, 11, 20]
Several authors have proposed that MBL should apply as well in systems without quenched disorder,
in particular in translation-invariant systems, see [5, 6, 8, 16, 21, 36, 35, 13, 46, 31, 14, 23, 40], as the one
studied in this paper. Whereas this issue is not settled yet, and in particular, we believe that this claim
is false when taken literally [7, 9] (see also the numerics in [30, 43, 4]), it is clear that a lot of localization
phenomenology is present in such systems. To put it succinctly; they behave for a very long time as if
they were localized, even if their eigenvectors might eventually be ergodic (i.e. satisfy ETH, see [10, 41]).
In earlier work, we dubbed this property ‘asymptotic localization’ (often one encounters also the term
’quasi-MBL’) stressing the fact that transport and thermalization in such models are non-perturbative
effects (weaker than any order in perturbation theory) and hence they are visible only on very long
timescales.
There has already been rigorous work establishing this localization phenomenology [18, 6, 8]. It should
be noted that, unlike for Anderson localization, rigorous results on MBL are scarce, with the notable
exception of [19], see however also [42, 37, 1, 26]. The present paper establishes asymptotic MBL for
the Bose Hubbard model, which is a natural model due to the interest in cold atom systems. However,
the main motivation for this work is that the (asymptotic) localization in the Bose-Hubbard model is far
more subtle than in most of the translation-invariant systems referred to above. This is explained next.
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1.2 The ‘quantum localized’ versus ‘classical localized’ regime
In this section, for the sake of focus, we write ‘localization’ without distinguishing between genuine and
asymptotic localization, but simply referring to ‘localization phenomena’. We also rectrict to chains
(dimension one). Let us start with a general bosonic chain Hamiltonian of the type
H =
∑
x
UNqx + J(axa
∗
x+1 + ax+1a
∗
x) (1)
with [ax, a
∗
x′ ] = δx,x′ (bosonic fields) and Nx = a
∗
xax. For q = 1, this Hamiltonian describes non-
interacting bosons, whereas for q = 2, we recover the Bose-Hubbard model studied in this paper. The
main idea behind localization in this model applies at large mean density 〈Nx〉: Consider the energy
difference ∆E resulting from one boson hopping from x to x+ 1:
∆E = U ((Nx+1 + 1)
q + (Nx − 1)q)− U
(
Nqx+1 +N
q
x
) ≈ Uq(Nq−1x+1 −Nq−1x )
Since, in most configurations at large density, Nx+1 − Nx is typically large as well, we see that ∆E is
typically increasing with the mean density as soon as q > 1. The energy difference ∆E should of course
be compared with a typical matrix element of the hopping. The latter is not just of order J because the
operators ax, a
∗
x grow with density as well, as
√
Nx, and hence the matrix element for the one-boson hop
goes roughly as g
√
NxNx+1. So
matrix element
∆E
≈ (J/U)〈Nx〉2−q , (2)
which suggests that localization occurs for q > 2 and the Bose-Hubard model q = 2 is the critical case,
where localization could still be expected for (J/U)≪ 1.
However, what the above reasoning shows, is simply that there is no localization in the Nx basis for
q ≤ 2. That does not exclude localization in some other basis. This type of pitfalls is always an issue with
heuristic approaches to localization: one argues for localization/delocalization by convergence/divergence
of a certain locator expansion, but that is necessarily tied to a choice of basis, which might not be the
correct one. A discussion of examples where this happens can be found e.g. in [9], the most striking
example is the ‘quantum percolation problem’, see [39, 44], though one might also consider one-particle
localization in the continuum as an instance of this. The above model for 1 < q ≤ 2 furnishes in fact a
new example of this kind, i.e. a case of ‘non-obvious’ localization.
Indeed, let us discuss at least two indications why the no-localization conclusion for q ≤ 2 is suspicious:
The non-interacting case q = 1 At q = 1, one has non-interacting bosons. It is then well-known
that if U = Ux is a random field, then the one-boson problem is exponentially localized. If we second-
quantize, then obviously the localization persists in an appropriate sense. It is instructive to look at
an extreme toy model where the lattice consists of two points x = 1, 2 and we have two eigenmodes
φ1,2 ∈ C2 strongly localized in the sense that
|φ1(2)|2 = |φ2(1)|2 = ǫ≪ 1,
The second-quantized, localized base states are |nφ1 , nφ2〉 ≡ (a∗φ1)nφ1a∗φ2)nφ2Ω where a∗φi =
∑
x φi(x)a
∗
x
are the creation operators of the modes φi and Ω is the vacuum state (no bosons). The states are rather
delocalized in the basis of ‘bare’ number states |n1, n2〉 ≡ (a∗1)n1(a∗2)n2Ω. They are typically spread out
over order of
√
n states, when n ≈ n1 ≈ n2. This means that the hybridization between zero-hopping
eigenstates, as predicted from (2) indeed happens, but it does not tell the full story, namely that there
is localization in some other basis.
Semi-classical limit The classical problem resembling (1), namely the nonlinear Schro¨dinger chain,
H(ψx) =
∑
x
U |ψx|2q + J(ψxψx+1 + ψxψx+1) (3)
shows ‘asymptotic localization’ all the way down to q > 1. This was proved in [6] for q = 2 but the
argument remains valid for all q > 1, see [6] for the relevant heuristics. The model (3) can indeed be
viewed as a semi-classical limit of (1) because at large density, the commutator [ax, a
∗
x] = 1 is small with
respect to the typical values of these operators. We do not develop this theme, started in [15], see e.g.
2
[3, 15] for references.
These two observations suggest that the localization can be exhibited in a basis that is reminiscent
of coherent states (cf. the semi-classical limit alluded to above), in particular different from the basis
in which the Nx are diagonal. This is indeed what happens. For the sake of simplicity, the present
paper deals with the case q = 2 only, (Bose Hubbard model) and so we do not focus on this interesting
dichotomy between number basis and coherent-like states. Indeed, at the critical case q = 2, it is the ratio
J/U that tunes the hybridization between zero-hopping states. However, the details of the ‘localization
basis’ can be read off from the generators of the unitary transformations that approximatively diagonalize
the Hamiltonian. The fact that there is hybridization between Nx-eigenstates then corresponds simply
to the statement that, even locally, these generators have large norm when J/U ≫ 1, see the discussion
around equation (75) at the end of section 4. In fact, in line with the above remarks, the proofs in this
paper are quite similar to those in [8].
1.3 Many-Body Nekhoroshev estimates
Nekhoroshev estimates [32] in classical mechanics express the fact that dynamics is very slow, also away
from KAM tori. In this light, our work can be seen as providing a many-body version of these concepts,
though there is no exact analogue: Typical Nekhoroshev estimates express that action variables remain
close to their original values for long times. We do not prove nor do we believe this to be true in our
system. Instead we focus on the energy content HI of intervals I and we show, see Theorem 2.1, that
this remains close to its typical value, where the notion of closeness resides in the fact that the difference
HI(t)−HI(0) is independent of the length |I |. Moreover, this estimate does not apply deterministically,
but only typically with respect to the Gibbs state. Such a restriction is clearly unavoidable in view of
the fact that the localization phenomena depend on high density.
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2 Model and Results
We define our model with more care for details and we state the results.
2.1 Model
Let N ≥ 1 be an odd integer and let ZN = {−(N − 1)/2, · · · , (N − 1)/2}. We define the Hilbert space
HN := ⊗x∈ZN l2(N) ∼ l2(NZN ), (4)
i.e. at each site labelled by x ∈ ZN there is an infinite-dimensional spin-space. For an operator Oˆ acting
on HN we denote by s(Oˆ) the minimal set A ⊂ ZN such that Oˆ = OˆA ⊗ 1ZN\A for some OˆA acting on
HA, and 1A′ the identity on HA′ for any A′ ⊂ ZN . We do not distinguish between OˆA and Oˆ, and we
will denote both by the same symbol.
Let aˆ, aˆ∗ be the bosonic annihilation/creation operators on l2(N):
(aˆf)(n) =
√
n+ 1f(n+ 1), (aˆ∗f)(n+ 1) =
√
n+ 1f(n), for n ∈ N. (5)
We write aˆx, aˆ
∗
x for the annihilation/creation operators acting on site x. We also define the number
operators
Nˆx := aˆ
∗
xaˆx (6)
and the total particle operator
Nˆ :=
∑
x∈ZN
Nˆx. (7)
The vectors diagonalizing the operators Nˆx play a distinguished role in our analysis. For a finite set A
we define the phase space ΩA := N
A with elements
η = (η(x))x∈A, η(x) ∈ N (8)
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such that HA ∼ l2(ΩA) and we often use η as a label for the function δη i.e. δη(η′) = δη,η′ for η, η′ ∈ ΩA.
We will also write ΩN := ΩZN .
For each odd integer N we consider the Bose-Hubbard Hamiltonian on HN with a chemical potential
µ and free boundary conditions:
Hˆ = Dˆ + gVˆ =
∑
x∈ZN
Hˆx =
∑
x∈ZN
(Dˆx + gVˆx) (9)
with g ∈ R a fixed coupling constant and
Dˆx = Nˆ
2
x for all x ∈ ZN , (10)
Vˆx = aˆ
∗
xaˆx+1 + aˆxaˆ
∗
x+1 for x ∈ ZN \ {(N − 1)/2} and Vˆ(N−1)/2 = 0. (11)
The dimensionless coupling constant g plays to role of the ratio J/U mentioned in the introduction.
2.2 States and correlations
All operators appearing in the proof will belong to the algebra B finitely generated by the field operators
aˆx, aˆ
†
x and bounded functions of the number operators Nˆx. We define states on this algebra corresponding
to the grand canonical ensemble at infinite temperature and chemical potential µ by setting for each
operator Oˆ ∈ B
ωµ
(
Oˆ
)
:=
Tr e−µNˆ Oˆ
Tr e−µNˆ
. (12)
As was explained in the introduction, we expect localization phenomena in the regime of high occupation
numbers. We realise this regime by considering the measure ωµ at µ≪ 1.
2.3 Results
First we state a result expressing the invariance of the energy content of finite sub-volumes for long times
(again polynomial in µ−1). This result is reminiscent of Nekhoroshev estimates for classical systems with
a finite number of degrees of freedom. Let I = {a1, a1 + 1, · · · , a2} ⊂ ZN be a discrete interval and let
HˆI =
∑
x∈I Hˆx. Then
Theorem 2.1. For any n ≥ 1 there is a number Cn < +∞ which is independent of the chain length N ,
such that for any interval I as above we have
ω
((
HˆI(t)− HˆI(0)
)2) ≤ Cnµ−4 for any 0 ≤ t ≤ µ−n (13)
if µ is sufficiently small.
For a thermalizing system, one expects that, during the process of equilibration, the energy content
of the interval I changes with time at a rate roughly set by the thermal diffusivity. Once equilibrium is
attained after some characteristic time τeq, the energy in the interval I fluctuates around its equilibrium
value, at which point the left hand side of (13) is expected to scale with the length |I | of the interval.
What theorem 2.1 shows is that the persistent flow of energy into or out of the region I required to
equilibrate the system is absent for times that are polynomially long in µ−1. Indeed, we can take
the interval I so large that the expected difference of the energy content of the sub-volume I from its
equilibrium value is much larger than the bound µ−4 in the right hand side of (2.1). For an equilibrating
system we would then expect that at some point in time the bound is surpassed because there should be
a persistent energy current until the equilibrium energy content is reached, but the theorem shows that
these persistent currents are so small that the bound is not passed at times that are polynomially long
in µ−1. A fortiori, this shows that the timespan τeq needed for the system to reach equilibrium goes to
infinity faster than any power of µ−1.
Next, we consider in more detail the occurrence of persistent energy currents at long but finite times.
For this purpose we first introduce some definitions. We define the energy current through the bond
(x, x+ 1) for x ∈ ZN by
Jˆx := i adHˆHˆ>x where Hˆ>x :=
∑
y>x
Hˆy (14)
i.e. Jˆx is the observable corresponding to the rate of change of the energy contained in the part of the
chain to the right of the site x, which is indeed the energy current across the bond (x, x+ 1).
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The theorem above is a direct consequences of the following abstract result expressing that, to all
orders in perturbation in µ, no persistent energy currents can be produced by the dynamics. Only local
oscillations of the energy density can be seen at any finite order in µ.
Theorem 2.2. For any integer n ≥ 1 we can find a number Cn < +∞ independent of N such that the
current across any bond (a, a+ 1) with a ∈ Z can be decomposed as
Jˆa = i adHˆ Uˆa + µ
n+1Gˆa
if µ is small enough. The required smallness of µ is independent of N .
The self-adjoint operators Uˆa, Gˆa are of zero average, ω(Uˆa) = ω(Gˆa) = 0, and they are local in the
sense that they depend only on sites labelled by z ∈ ZN with |z − a| ≤ Cn, and they satisfy the bounds
ω(Uˆ2a ) ≤ Cnµ−4 , ω(Gˆ2a) ≤ Cn. (15)
The proof of this theorem occupies the largest part of this work.
Let us see how it suggests slowness of transport, even beyond Theorem 2.1, in particular out of
equilibrium.
The time-integrated current trough the bond (a, a+ 1), is, by integrating 2.2, given by∫ t
0
Jˆa = Uˆa(t)− Uˆa(0) + µn+1
∫ t
0
Gˆa.
This seems to be small regardless of the initial state of the system, the point being that the first term on
the right-hand side is a temporal boundary term. However, to make this smallness into a mathematical
statement, we have to deal with the fact that Ua and Ga are unbounded operators that can only be
controlled on typical states, in casu states of not too high occupation number. Even if we were to assume
that the initial state at time 0 has moderate occupations around a (which suffices because the operators
Ua, Ga are local, then we cannot mathematically rule out that this remains so up to time t. However,
this sounds very much like a technical problem and it seems reasonable to conclude that
|ωnon. eq(
∫ t
0
Jˆa)| ≤ Cnµn+1t
for almost any reasonable initial state ωnon. eq, in particular a non-equilibrium steady state connected to
heat reservoirs at different high temperatures (so that the particle density remains high).
Finally, we note that we formulated our results for energy currents and fluctuations, even though there
is another conserved quantity, namely particle number
∑
x Nˆx. Indeed, analogous theorems can also be
formulated for particle number flucutations and currents. Also, the restriction to infinite temperature and
finite µ is for simplicity, and we could also have taken finite but large temperature. The only important
thing is that the average density remains high 〈Nx〉µ,β ≫ 1.
3 Outline of the proof
The proof is inspired by [8] which in turn picks up on the ideas introduced in [19] .
The first step in the proof is the construction of a change of basis Ωˆ that almost diagonalizes the
Hamiltonian Hˆ. We want the unitary operator Ωˆ to be quasi-local in the sense that it is generated by
some anti-hermitian matrix Kˆ which can be written as a sum of local terms. If we succeed in fully
diagonalizing the Hamiltonian in this way, then the transformed Hamiltonian Ωˆ†HˆΩˆ still has a local
structure. Moreover, since it is now also diagonal, its eigenstates ψx are all localized around some site
x in the sense that the decomposition of ψx in the basis of perfectly localized states δy has negligible
contributions from localized states that are far away from x. It would follow that the Hamiltonian Hˆ
cannot transport energy over a distance longer than the spread of the eigenstates ψx around the site x,
i.e. the conductivity would be zero.
Let’s try to construct such a change of basis. Note first that the thermal expectation values of the
field operators go as ωµ(aˆ
†
x), ωµ(aˆx) ∼ µ−1/2. Hence ωµ(Nˆx) ∼ µ−1, ωµ(Hˆ0) ∼ µ−2 and ωµ(Vˆ ) ∼ µ−1.
Therefore, if µ is small, in a typical state we have Hˆ0 ≫ Vˆ and we can apply perturbation theory for
such states. Now, we want to transform away the interaction terms Vˆ =
∑
x aˆ
†
xaˆx+1 + h.c. through the
change of basis Ωˆ = e−Kˆ and therefore assume that Kˆ will be of the same order as Vˆ . Let us then
expand Ωˆ†HˆΩˆ to first order in Vˆ and Kˆ:
Ωˆ†HˆΩˆ = eKˆ
(
Hˆ0 + Vˆ
)
e−Kˆ = Hˆ0 + Vˆ + [Kˆ, Hˆ0] + higher order terms. (16)
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We want Kˆ to solve the equation
Vˆ = [Hˆ0, Kˆ]. (17)
Lets write Vˆ =
∑
ρ Vˆρ where Vˆρ is a hopping term whose only non-vanishing matrix elements are
〈η + ρ| Vˆρ |η〉. Then the equation is solved by Kˆ =∑ρ Kˆρ with
〈η′, Kˆρη〉 = 〈η
′, Vˆρη〉
Hˆ0(η′)− Hˆ0(η)
. (18)
This is all fine as long as the denominator is not too small. Since the only non-vanishing matrix elements
of Kˆρ are 〈η + ρ| Kˆρ |η〉, and at small µ the expectation value of Nˆx is large we have to consider
Hˆ0(η + ρ)− Hˆ0(η) = |η + ρ|2 − |η|2 = 2η · ρ+ |ρ|2 ≈ 2η · ρ. (19)
If this quantity is too small, we say that ρ is resonant at η and we simply set 〈η + ρ| Kˆρ |η〉 = 0. In this
way we get rid of all non-resonant matrix elements 〈η + ρ| Vˆρ |η〉 to first order. On the other hand, the
higher order terms in (16) give new local interaction terms in the transformed Hamiltonian beyond the
nearest neighbour interactions of the original Hamiltonian. The long range interactions generated in this
way are small and therefore we can restrict our attention to those terms which may induce hopping over
some finite range r. (In the actual proof we truncate the expansion of Ωˆ = e−Kˆ and we don’t generate
interaction terms of arbitrary range at all, but this is a technical point.)
We can now iterate this procedure, at each step trying to transform away the next order non-resonant
interactions of the Hamiltonian obtained from the previous change of basis.
We end up with a Hamiltonian
H˜ = Hˆ0 +
∑
ρ
V˜ρ (20)
where
〈η + ρ, V˜ρη〉 = 0 if |η · ρ| > C. (21)
and all hopping vectors ρ are supported on sites lying in some interval of length at most r and |ρx| ≤ r.
For each such finite-range hopping ρ in η-space, the condition |η · ρ| > C defines a thickened hyperplane in
η-space where transport is possible. Note that the projection on this hyperplane has small Gibbs measure
if µ is small, so in this sense resonances are rare. Since the transformation to the resonant Hamiltonian
is local, it is now sufficient to show that the energy current defined by the resonant Hamiltonian is small.
This current is given by
J˜a = [H˜, H˜>a] (22)
where for any x ∈ Z we split the resonant Hamiltonian into a left part H˜≤x and a right part H˜>x by
assigning the local terms in H˜ either to the left or to the right. The only ambiguity in this splitting is
for the terms V˜ρ with ρ a resonance that spans the bond (x, x+1), these terms we can arbitrarily assign
to the right part of the splitting.
The probability that there is no resonance across the bond (a, a+1), and thus no current across this
bond, is small in µ. But it is only polynomially small in µ and so we need to do better. The idea is to
look for a bond (x, x+ 1) as close to the bond (a, a+ 1) as possible, and across which no instantaneous
current flows. There are of course very resonant states for which the closest bond without resonance
is arbitrarily far from the bond (a, a + 1) so we’ll have to impose some limit on how far to look for a
resonance free bond. Let’s say that if we can find a resonance free bond (x, x+1) with x ∈ B(a, n), then
we define x(η) = x. If there is no resonance free bond (x, x + 1) with x ∈ B(a, n) then we give up and
simply put x(η) = a. Note however that “giving up” requires there to be resonance across 2n bonds. In
the latter scenario we only bound the current across the bond (a, a+ 1) by a quantity of order one, but
the probability of this occurring goes as µnc with c some constant of order one. Since n is arbitrary, this
is sufficiently improbable for us to bound the Green-Kubo conductivity by an arbitrary power of µ.
Let’s try to put some more flesh on this idea. For each x ∈ B(a, n) we construct an indicator function
θx on eta-space which equals one if the current through the bond (x, x+ 1) vanishes and equals zero if
it does not. We define x(η) to be the x ∈ B(a, n) such that θx(η) = 1 which is closest to a if such an x
exists, and x(η) = a otherwise. In this way we obtain a state-dependent splitting of the Hamiltonian:
H˜L :=
∑
η
H˜≤x(η)Pˆη, H˜R :=
∑
η
H˜>x(η)Pˆη (23)
and the current becomes
J˜a = [H˜, H˜>a] = [H˜, (H˜>a − H˜R)] + [H˜, H˜R]. (24)
6
The first term is the flow of the local operator H˜>a − H˜R. This operator is sparse in the sense that for
most η the operators H˜>a and H˜R are equal, so when we integrate the current over long times we get
a small contribution that does not scale with time. The first term is therefore harmless. To analyse the
second term we define projectors
Pˆx :=
∑
η:x(η)=x
Pˆη (25)
so that
H˜R =
∑
x
H˜>xPˆx. (26)
We then find
[H˜, H˜R] =
∑
x
(
[H˜, H˜>x]Pˆx + H˜>x[H˜, Pˆx]
)
. (27)
The states that are not annihilated by the projector Pˆx have no resonances across the bond (x, x + 1)
and therefore the commutator [H˜, H˜>x] vanishes on those states, so the first term in the summand is
under control. The second term in the summand is not a priori small. It would be small however if the
projectors Pˆx are invariant under the flow, but these projectors are functions of the indicators θx. Our
goal is therefore to construct indicators θx that at the same time tell us whether there are resonances
around the bond (x, x+ 1) and are (almost) invariant under the flow of H˜ .
To this end we will investigate the geometry of resonances around the site x. Remember that the states
at which a given ρ is resonant lie within a thickened hyperplane in η-space defined by |η · ρ| ≤ C. i.e. The
hopping vector η is resonant in some neighbourhood of the hyperplane π(ρ) := {η : η · ρ = 0}. States
that are multi-resonant, say with hopping vectors ρ1, · · · , ρp, are to be found in the neighbourhood
of π(ρ1, · · · , ρp) := π(ρ1) ∩ · · · ∩ π(ρp). We will construct sets B(ρ1, · · · , ρp) that contain the p-fold
resonances around π(ρ1, · · · , ρp) and are invariant under moves η → η + ρ for any hopping vector
ρ ∈ span{ρ1, · · · , ρp}.
Let’s denote by P (η,E) the orthogonal projection of η on the subspace E. Let L be a large number,
we say that η ∈ B(ρ1, . . . , ρp) if ∣∣η − P (η, π(ρ1, · · · , ρp))∣∣2 ≤ CLp
and if, for every linearly independent set of hopping vectors ρ′1, . . . , ρ
′
p′ ∈ span{ρ1, . . . , ρp},∣∣P (η, π(ρ′1, · · · , ρ′p′))− P (η, π(ρ1, · · · , ρp))∣∣2 ≤ C(Lp − Lp′).
The purpose of the first condition is clear, the set B(ρ1, . . . , ρp) consists of states η in a very broad
cylinder around π(ρ1, · · · , ρp). In particular, any state that has resonant hopping vectors ρ1, . . . , ρp will
be contained in the set B(ρ1, . . . , ρp).
But this cylinder is clearly not invariant under resonant moves by ρ ∈ span{ρ1, · · · , ρp}. Indeed, for
any set of hopping vectors ρ′1, . . . , ρ
′
p′ ∈ span{ρ1, . . . , ρp}, the set π(ρ′1, . . . , ρ′p′) intersects the boundary
of B(ρ1, . . . , ρp). The surface of the cylinder is curved, so around these intersections there are states that
can hop from the inside of the cylinder to the outside or vice versa. The remedy is to flatten the surface
of the cylinder in the neighbourhood of the intersection, this is the purpose of the second condition
defining the set B(ρ1, . . . , ρp). This is illustrated in figure 1 d) where the resonant flow is indicated by
green arrows. It is clear that jumps along the green arrows leave the flattened sphere invariant.
By taking L large enough the flattened parts of the the cylinder can be guaranteed to be much longer
than the distance of any hopping vector. Furthermore, the flattenings are constructed such that the with
of the flattening produced by hopping vectors ρ′1, . . . , ρ
′
p′ is of order L
p′/2. i.e. higher order resonances
give rise to wider flattenings that cut deeper into the cylinder. To see why this is important, consider the
construction of B(ρ1, ρ2, ρ3) for ρ1, ρ2, ρ3 three independent hopping vectors which is illustrated in figure
1. First, as in figure a), we peel off thin ring-shaped shells to create the flattenings for each individual
hopping vector in span{ρ1, ρ2, ρ3}. This makes the set invariant under all those hoppings except around
the places where two or more of such rings intersect as in figure b). But this situation is rectified by the
flattening corresponding to sets of two hopping vectors in span{ρ1, ρ2, ρ3} which is constructed in figure
c).
We now construct such a set B(ρ1, · · · , ρp) for each set of linearly independent hopping vectors
{ρ1, · · · , ρp} with p ≤ n whose supports percolate and such that at least one of the hopping vectors has
support near to the site x for which we want to construct the invariant indicator θx. We call such sets
of hopping vectors clusters around x. We then put θx(η) = 0 if there is a cluster {ρ1, · · · , ρp} around x
such that η ∈ B(ρ1, · · · , ρ) and θx(η) = 1 otherwise.
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First of all, if ρ is a hopping vector whose support spans the bond (x, x + 1), then ρ by itself is a
cluster around x. So if ρ is resonant at η, then η ∈ B(ρ) hence θx(η) = 0. If on the other hand η has no
resonances around the bond (x, x + 1) then θx(η) = 1. We see then that θx indeed tells us whether or
not there is a resonance spanning the bond (x, x+1) as was required. It is also clear that the probability
with respect to the Gibbs measure of having θx(η) = 0 is polynomially small in µ.
We turn now to the invariance properties of the function θx. Fix η and let ρ be resonant at η. We
want to show that θx(η) = θx(η + ρ). There are three possible scenarios:
1. There is a cluster {ρ1, · · · , ρp} around x such that ρ ∈ span{ρ1, · · · , ρp} and η ∈ B(ρ1, · · · , ρp). But
the set B(ρ1, · · · , ρp) was constructed specifically to be invariant under hoppings in span{ρ1, · · · , ρp}
so θx(η) = θx(η + ρ) = 0.
2. There is a cluster {ρ1, · · · , ρp} around x such that ρ ⊥ span{ρ1, · · · , ρp} and η ∈ B(ρ1, · · · , ρp).
Then the set B(ρ1, · · · , ρp) is manifestly invariant under translations in the direction of ρ and so
we have invariance.
3. If neither scenario 1 nor scenario 2 is the case, then for each cluster {ρ1, · · · , ρp} around x such
that η ∈ B(ρ1, · · · , ρp) we have neither ρ ∈ span{ρ1, · · · , ρp} nor ρ ⊥ span{ρ1, · · · , ρp}. In this case
we must have p = n for if p < n we see that ρ∪ {ρ1, · · · , ρp} is also a cluster around x, and since ρ
is a resonance we have η close enough to π(ρ, ρ1, · · · , ρp) to conclude that also η ∈ B(ρ, ρ1, · · · , ρp)
which contradicts the assumption. So in this scenario we have η ∈ B(ρ1, · · · , ρn), i.e. η is close
to resonance with n linearly independent hopping vectors. The probability of this happening is
exponentially small in n, it goes to zero as some power of µn.
We conclude that the indicators θx are invariant up to a very sparse set. Since the projectors Pˆx depend
only on a finite number these indicators, they are also invariant up to a very sparse set and it follows
that the commutator [H˜, Pˆx] appearing in (27) has a very small expectation value with respect to the
Gibbs measure at small chemical potential.
Let’s take stock of what we have achieved. In (24) we wrote the current in the form
J˜a = [H˜, U˜a] + G˜a (28)
with U˜a a local observable whose support is centred on the site a and which has a finite expectation value
with respect to the Gibbs measure. The operator G˜a is also local because it is the difference of two local
operators J˜a and [H˜, U˜a]. Furthermore, the Gibbs expectation value of the operator G˜a is bounded by
µcn for some number c > 0. This is the content of Theorem 2.2.
4 Removal of non-resonant terms from the Hamilto-
nian
4.1 Preliminary definitions
Let δ ∈ (0, 1) be a number, we define reduced annihilation and creation operators by αˆx := δ1/2aˆx and
αˆ∗x := δ
1/2aˆ∗x. We also define reduced number operators by nˆx := αˆ
∗
xαˆx = δNˆx.
Suppose µ ∈ (0, 1) and consider the Hamiltonian
hˆ = dˆ+ µvˆ =
∑
x∈ZN
hˆx =
∑
x∈ZN
(dˆx + µvˆx) (29)
with
dˆx = nˆ
2
x for all x ∈ ZN , (30)
vˆx = g(αˆ
∗
xαˆx+1 + αˆxαˆ
∗
x+1) for x ∈ ZN \ {(N − 1)/2} and vˆ(N−1)/2 = 0. (31)
By putting δ = µ and multiplying the reduced Hamiltonian hˆ by µ−2 we recover the Bose-Hubbard
Hamiltonian, but for now we want to think of µ and δ as independent variables.
Throughout all this work we will deal with operators fˆ in a subspace S of the space of linear operators
on H. An operator fˆ belongs to S if the following conditions are realized for some number r = r(fˆ) > 0.
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b)
c) d)
Figure 1: Construction of B(ρ1, ρ2, ρ3). We start with a sphere of radius CL
3 centred on the multi-resonance
pi(ρ1mρ2, ρ3). In a) we consider a hopping vector ρ
′
1
∈ span{ρ1, ρ2, ρ3} and we flatten the sphere where the
resonant hyperplane pi(ρ′
1
) intersects the sphere. The width of the flattened strip is of order L. The result
of doing this for one more hopping vector ρ′
2
is shown in b). The flattenings overlap in the neighbourhood
of the multi-resonance pi(ρ′
1
, ρ′
2
) and it is easily seen that there the flattened sphere is not invariant under
hoppings by ρ′
1
or ρ′
2
. This situation is rectified in c) by an extra flattening around the multi-resonance
pi(ρ′
1
, ρ′
2
). The radius of this flattened disc is of order L2. Finally, the end product is displayed in d) where
we also indicated the resonant hopping vectors near the surface of the set in green.
1. fˆ can be written as a sum of local terms:
fˆ =
∑
x
fˆx with s(fˆx) ⊂ B(x, r). (32)
where B(x, r) := {y ∈ ZN : |x− y| ≤ r}.
2. fˆ has a limited range in the phase space:
Pˆη′ fˆ Pˆη = 0 whenever |η − η′|1 > r. (33)
Also, it follows from spacial locality that Pˆη′ fˆ Pˆη = 0 if η−η′ is not supported on a ball of radius r.
3. The local terms fˆx can be written in the form
fˆx =
∑
ρ∈Mr
Supp(ρ)⊂B(x,r)
fˆ (ρ)x =
∑
ρ∈Mr
Supp(ρ)⊂B(x,r)
Aˆρbˆx,ρ (34)
where Supp(ρ) := {x ∈ ZN : ρx 6= 0} is the support of the vector ρ, the set Mr := {ρ ∈ ZN :
Supp(ρ) ⊂ B(x, r) for some x ∈ ZN and maxx∈ZN |ρx| ≤ r} is the set of moves of range r, the
operators Aˆρ are monomials of reduced annihilation and creation operators whose degree is bounded
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independently of δ and such that Pˆη′ AˆρPˆη = 0 unless η
′−η = ρ and the operators bˆx,ρ are diagonal
in the number basis. We also write
fˆ (ρ) =
∑
x
fˆ (ρ)x (35)
so that
fˆ =
∑
ρ∈Mr
fˆ (ρ). (36)
Note that while the decomposition in local terms may not be unique, this decomposition according
to moves is unique.
Let ξ ∈ C∞(R, [0, 1]) be a smooth cut-off function : ξ(−x) = ξ(x) for every x ∈ R, ξ(x) = 1 for every
x ∈ [−1, 1] and ξ(x) = 0 for every x /∈ [−2, 2]. For any a > 0 we define also ξa by ξa(x) = ξ(x/a).
Considering the phase space ΩN = N
N as a subset of RN , we associate to any function b : RN → V ⊂ C
a diagonal operator bˆ defined by bˆPη = b(η)Pη for all η ∈ ΩN . Conversely, any diagonal operator bˆ can
be considered associated to some function b on RN and this fact will be used without comment.
For any diagonal operator bˆ and any ρ ∈ ZN we define the discrete derivative of bˆ in the direction ρ
as the diagonal operator ∆ρbˆ given by
(∆ρbˆ)Pˆη = (b(η + ρ)− b(η)) Pˆη (37)
for all η ∈ ΩN .
We associate to the operator ∆ρbˆ a function
∆ρb : R
N → C : η 7→ b(η + ρ)− b(η). (38)
Note that the commutator of a product of annihilation and creation operators with a diagonal operator
produces a discrete derivative:
[Aˆρ, bˆ] = (∆ρbˆ)Aˆρ. (39)
We define E(η) =
∑
x η
2
x corresponding to the on-site energy of the Bose-Hubbard Hamiltonian and
associated to this function the diagonal operators Eˆ and ∆ρEˆ for any ρ ∈ ZN as described above.
Let 1/2 < γ < 1 and define for any ρ ∈ ZN the composite function ζρ : RN → [0, 1] : η 7→
ξδ−γ (∆ρE(η)) and the associated diagonal operator ζˆρ.
We define an operator R acting on S as
Rfˆ =
∑
ρ∈Mr
fˆ (ρ)ζˆρ, (40)
i.e. Rfˆ consists of the resonant terms of fˆ .
Given fˆ ∈ S , the equation
addˆuˆ = (Id−R) fˆ (41)
has a solution in S given by
uˆ = δ−2
∑
ρ∈Mr(f)
fˆ (ρ)
(1−ζˆρ)
∆ρEˆ
(42)
where it is understood that the summand on the right hand side maps |η〉 to zero if ∆ρE(η) = 0. We
will refer to the operator uˆ as the solution to equation (41). It is easily checked that if fˆ is self-adjoint,
then uˆ is skew-adjoint.
Given a vector space X, a formal power series in µ is an expression of the form Y =
∑
k≥0 µ
kY (k)
where Y (k) ∈ X for every k ≥ 0. We naturally extend all algebraic operations in X to operations on
formal series. Given l ≥ 0 and given a formal series Y , we define the truncation
Tl(Y ) :=
l∑
k=0
µkY (k). (43)
If a formal power series Y is such that Y (k) = 0 for all k > l for some l ∈ N, we will allow ourselves to
identify Y with its truncation Tl(Y ) ∈ X.
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4.2 Perturbative diagonalization
Given k ≥ 1, let π(k) ⊂ Nk be the collection of k-tuples j = (jl)l=1···k of non-negative integers satisfying
the constraint
k∑
l=1
ljl = k. (44)
In particular, we have 0 ≤ jl ≤ k.
For k ≥ 0 we recursively define operators Q(k), R(k) and S(k) on S , as well as operators uˆ(k) ∈ S . Here
and below, let us adopt the convention A0 = Id for an operator A on S . We first set Q(0) = R(0) = Id,
S(0) = 0 and uˆ(0) = 0. Next, for k ≥ 1, we define uˆ(k) as the solution to the equation
addˆuˆ
(k) = (Id−R)
(
S(k−1)dˆ+Q(k−1)vˆ
)
(45)
and then set
Q(k) =
∑
j∈pi(k)
1
j1! · · · jk! ad
jk
uˆ(k)
· · · adj1
uˆ(1)
(46)
R(k) =
∑
j∈pi(k)
(−1)j1+···+jk
j1! · · · jk! ad
j1
uˆ(1)
· · · adjk
uˆ(k)
(47)
S(k) =
∑
j∈pi(k+1)
jk+1=0
1
j1! · · · jk! ad
jk
uˆ(k)
· · · adj1
uˆ(1)
. (48)
Note that since vˆ is self-adjoint, uˆ(1) is skew-adjoint so S(1)dˆ+Q(1)vˆ is self-adjoint and it follows in turn
that uˆ(2) is skew-adjoint. Continuing in this way we establish inductively that all uˆ(k) are skew-adjoint
and all S(k)dˆ and all Q(k)vˆ are self-adjoint operators. For n1 ≥ 1 we define
h˜ = h˜n1 = dˆ+
n1∑
k=1
µkR
(
S(k−1)dˆ+Q(k−1)vˆ
)
. (49)
The following proposition will be shown in subsection 4.3 below.
Proposition 4.1. Let us consider the formal series R =
∑
k≥0 µ
kR(k) of operators on S. We have
1. hˆ = Tn1(Rh˜n1).
2. For every fˆ =
∑n1
k=0 µ
kfˆ (k) with fˆ (k) ∈ S for all k, it holds that
adhˆ(Tn1(Rfˆ)) = Tn1(R adh˜n1 fˆ) + µ
n1+1 advˆ
n1∑
k=0
R(n1−k)fˆ (k). (50)
The resonant Hamiltonian h˜ and the formal operator R have several characteristics that are good to
remember.
1. Both h˜ and R are expressed as power series in µ, as is seen from (49) and from the definition of R
given in Proposition 4.1. We introduce also the notation
h˜ =
n1∑
k=0
µkh˜(k) with h˜(0) = dˆ and h˜(k) = R
(
S(k−1)dˆ+Q(k−1)vˆ
)
for k ≥ 1. (51)
2. For each k ≥ 0, the operator h˜(k) is an element of S , and R(k) is an operator on S . Let fˆ =∑
x∈ZN
fˆx ∈ S be given. The operators h˜k and R(k)fˆ can be decomposed as a sum of local terms
with, for example, for k ≥ 1,
h˜(k)x = R
(
S(k−1)dˆx +Q
(k−1)vˆx
)
and (R(k)fˆ)x = R
(k)fˆx. (52)
Moreover, we will show in subsection 4.3 below, that there exists an integer rk such that
r(h˜(k)) ≤ rk and r(R(k)fˆ) ≤ rk + r(f), (53)
where r is the parameter introduced in the definition of the vector space S .
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3. The operators h˜(k) and R(k) depend on δ if k ≥ 1. Let thus k ≥ 1. In what follows, we will use the
symbol Aˆ for polynomials of reduced annihilation and creation operators, the symbol b to denote
smooth, bounded functions on RN with bounded derivatives of all orders, and the symbol bˆ to
denote the diagonal operator associated to a function of the form η 7→ b(δγη). We refer to diagonal
operators bˆ of this form as smooth diagonal operators. We will show the following assertions in
subsection 4.3 below. First, there is an integer mk such that, given x ∈ ZN , h˜(k)x can be expressed
as a sum of the type
h˜(k)x = δ
−2(k−1)γ′
mk∑
j=1
Aˆj,xbˆj,x (54)
where 0 < γ′ = 1− γ < 1/2 and such that s(Aˆj,x) and s(bˆj,x) are subsets of s(h˜(k)x ) and the bounds
on the functions bj,x and its derivatives can be chosen uniformly in x.
Second, consider an operator gˆ ∈ S such that gˆx = fˆxbˆ with fˆ =∑x∈ZN fˆx ∈ S . Then there is an
integer mk,g such that (R
(k)gˆ)x can be expressed as a sum of the type
(R(k)gˆ)x = δ
−2kγ′
mk,g∑
j=1
Aˆj,xbˆj,x (55)
such that s(Aˆj,x) and s(bˆj,x) are subsets of s(h˜
(k)
x ) and the bounds on the functions bj,x and its
derivatives can be chosen uniformly in x.
4.3 Proof of Proposition 4.1 and relations (53 - 55)
Proof of Proposition 4.1 : Given an operator uˆ ∈ S , a formal transformation, seen as an operator on S ,
is defined through
eµaduˆ =
∑
k≥0
µk
k!
aduˆk . (56)
Given a sequence (uˆ(k))k≥1 ⊂ S , that we will later identify with the sequence defined by (45), we
construct the formal unitary transformation
Q = · · · eµnaduˆ(n) · · · eµ2aduˆ(2) eµaduˆ(1) =
∑
j1≥0,··· ,jn≥0,···
µj1+···+njn+···
j1! · · · jn! · · ·
(
· · · adjn
uˆ(n)
· · · adj1
uˆ(1)
)
(57)
= Id+
∑
k≥1
µk
∑
j∈pi(k)
1
j1! · · · jk! ad
jk
uˆ(k)
· · · adj1
uˆ(1)
=
∑
k≥0
µkQ(k). (58)
The formal inverse of Q is given by
R = e−µaduˆ(1) e−µ
2ad
uˆ(2) · · · e−µnaduˆ(n) · · ·
= Id+
∑
k≥1
µk
∑
j∈pi(k)
(−1)j1+···+jk
j1! · · · jk! ad
j1
uˆ(1)
· · · adjk
uˆ(k)
=
∑
k≥0
µkR(k).
Let us show the first part of Proposition 4.1. The operators Q and R are formal inverses of each
other, so that, for every fˆ ∈ S such that fˆ = Tn1f , it holds that
fˆ = Tn1(R Tn1(Qfˆ)), (59)
as can be checked by a direct computation with formal series. We will thus be done if we show that
h˜n1 = Tn1(Qhˆ). (60)
We compute
Qhˆ =
∑
k≥0
µkQ(k)(dˆ+ µvˆ) = dˆ+
∑
k≥1
µk
(
Qkdˆ+Q(k−1)vˆ
)
. (61)
It holds that
Q(k) = S(k−1) + aduˆ(k) for k ≥ 1. (62)
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Since aduˆ(k) dˆ = −addˆuˆ(k) for every k ≥ 1, and taking now uˆ(k) as defined by (45) we obtain
Qhˆ = dˆ+
∑
k≥1
µk
(
S(k−1)dˆ− addˆuˆ(k) +Q(k−1)vˆ
)
= dˆ+
∑
k≥1
µkR
(
S(k−1)dˆ+Q(k−1)vˆ
)
. (63)
From this, we derive (60).
Let us then show the second part of Proposition 4.1. The operators Q and R are formal unitary
transformations, inverse of each other. Therefore
adhˆR = RadQhˆ (64)
as a direct but lengthy computation with formal series can confirm. Let us next take fˆ ∈ S such that
fˆ = Tn1(fˆ). By (60), we find that
Tn1(R adh˜fˆ) = Tn1(R adTn1 (Qhˆ)fˆ) = Tn1(R adQhˆfˆ), (65)
since higher order terms do not contribute due to the overall truncation Tn1 . Therefore, by (64),
adhˆ(Tn1(Rfˆ))− Tn1(R adh˜fˆ) = adhˆ(Tn1(Rfˆ))− Tn1(R adQhˆfˆ)
= adhˆ(Tn1(Rfˆ))− Tn1(adhˆRfˆ).
Since adhˆ = addˆ + µ advˆ, it is finally computed that
adhˆ(Tn1(Rfˆ))− Tn1(adhˆRfˆ) = µn1+1 advˆ
n1∑
k=0
R(n1−k)fˆ (k). (66)
This completes the proof. 
Proof of (53 - 55) : Given two operators fˆ , gˆ ∈ S we can decompose adfˆ gˆ as a sum of local terms
(adfˆg)x = adfˆ gˆx so that r(adfˆ gˆ) ≤ 2r(fˆ) + r(gˆ). If we write uˆ = ad−1dˆ (Id−R)fˆ for the solution to
addˆuˆ = (Id−R)fˆ (67)
given by (42), then we see that r(ad−1
dˆ
(Id−R)fˆ) = r(fˆ). From this and (46 - 48) we readily deduce (53).
Let us now show (54) and (55). Since we are only interested in tracking the dependence on δ we may
simplify notations as much as possible in the following way. We use symbols Aˆ and bˆ with the same
meanings as in the paragraph where (54) and (55) are stated. Let n ≥ 0. For gˆ ∈ S , we write gˆ ∼ δ−n if
gˆ =
∑
x∈ZN
gˆx with
gˆx = δ
−n
∑
j
Aˆρj bˆj,x (68)
with all bounds on the functions bj,x and their derivatives uniform in x.
For operators B on S we write B ∼ δ−n if for any fˆ ∈ S such that fˆ ∼ δ−m we have Bfˆ ∼ δ−n−m.
We now observe that if gˆ ∼ δ−n and fˆ ∼ δ−m then adgˆ fˆ ∼ δ−(n+m)+γ . Indeed, adgˆ fˆ is a sum whose
terms take the following form:
δ−(n+m)[Aˆρbˆ, Aˆρ′ bˆ
′] = δ−(n+m)
(
AˆρAˆρ′(∆ρ′ bˆ)bˆ
′ + [Aˆρ, Aˆρ′ ]ˆb
′bˆ+ Aˆρ′Aˆρ(∆ρbˆ
′)bˆ
)
= δ−(n+m)+γ
l∑
i=1
Aˆi,ρ+ρ′ bˆi
for some number l. The last step is obtained by noticing that discrete derivatives of the smooth diagonal
operators have matrix elements of order δγ and commutators of monomials of reduced annihilation
operators can always be written as δ times a polynomial in the reduced annihilation and creation operators
whose terms all effect the move obtained by summing the moves of the commutants.
The diagonal operators bˆi are products of smooth diagonal operators and discrete derivatives of
smooth diagonal operators and are therefore themselves smooth.
We observe also that if uˆ is the solution to the equation
addˆuˆ = (Id−R)fˆ (69)
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with fˆ ∼ δ−n, then since we can take
uˆx = δ
−2
∑
ρ∈Mr(f)
fˆ (ρ)x
1−ζˆρ
∆ρEˆ
= δ−n−2+γ
∑
ρ∈Mr(f)
∑
j
Aˆρj bˆj
1−ζˆρ
δγ∆ρEˆ
(70)
where the operators
bˆj
1−ζˆρ
δγ∆ρEˆ
(71)
are smooth diagonal operators, we have uˆ ∼ δ−n−2+γ .
Remembering that we defined γ′ = 1− γ, let us now establish recursively that for k ≥ 1, we have
Q(k−1), R(k−1), S(k−1)dˆ ∼ δ−2(k−1)γ′ and uˆ(k) ∼ δ−2kγ′−γ . (72)
It is easily checked from the definitions that these relations hold for k = 1. Let us see that the claim for
1, · · · , k ≥ 1 implies the claim for k + 1.
First, from the definitions (46) and (47) and the fact that if j ∈ π(k) then j1 + 2j2 + · · ·+ kjk = k
we obtain
Q(k), R(k) ∼ (δ−2kγ′−γ+γ)jk · · · (δ−2γ′−γ+γ)j1 = δ−2γ′
∑
l ljl = δ−2kγ
′
. (73)
Let us then treat S(k)dˆ. We decompose S(k)dˆ =
∑
j∈pi(k+1) S
(k)
j dˆ. Fixing a j ∈ π(k + 1) and letting
l ≥ 1 be the smallest integer such that jl ≥ 1 we get for some constant C(j) that
S
(k)
j = C(j)ad
jk
uˆ(k)
· · · adjl−1
uˆ(l)
(aduˆ(l)d)
= −C(j)adjk
uˆ(k)
· · · adjl−1
uˆ(l)
(
(Id−R)(S(l−1)dˆ+Ql−1vˆ)
)
∼ (δ−2kγ′)jk · · · (δ−2lγ′ )jlδ2lγ′δ−2(l−1)γ′
= δ−2kγ
′
.
Finally, we have from the definition (45) and the induction hypothesis that
uˆ(k+1) ∼ δ−2kγ′−2+γ = δ−2(k+1)γ′−γ (74)
as required. 
It is instructive to couple back to the introduction and see that the Bose-Hubbard model is indeed
a critical case in the sense described there. i.e. we want to see explicitly that the generator of the
transformation Q constructed above isn’t small in µ. From (58) we see that the leading contribution to
the generator is µuˆ(1). Lets write the reduced hopping vˆ =
∑
ρ vˆ
(ρ) as a sum over nearest neighbour
hoppings, it then follows from (42) and (45) that
uˆ(1) = µ−2
∑
ρ
vˆ(ρ)
(1−ζˆρ)
∆ρEˆ
(75)
where we also put δ = µ because we are dealing with the Bose-Hubbard model. For a typical state with
respect to the Gibbs measure we have v(ρ) ∼ g and ∆ρEˆ ∼ µ−1. Therefore µuˆ(1) ∼ g, i.e. the leading
contribution to the generator is a constant and is not small in the limit µ→ 0.
5 Geometry of Resonances
Given a point x ∈ ZN and considering the phase space as a subset of RN , we construct a subset R(x) of
R
N with the two following characteristics. First, if a point of the phase space does not belong to this
set, then the energy current for the Hamiltonian h˜ vanishes through the bonds near x. Second, it is
approximately invariant under the dynamics generated by h˜, meaning that the commutator of h˜ and the
projector on the space spanned by states in the set vanishes everywhere except on a subspace spanned by
classical states in a subset S(x) ⊂ RN which is of small probability with respect to the Gibbs measure.
The ideas of this Section are best understood visually. We hope that figure 1 will help in that respect.
We let
r = r(n1) = max
1≤k≤n1
rk, (76)
where the numbers rk are defined in (53). We let δ > 0 be as in Section 4.
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5.1 Preliminary definitions
We recall that, given ρ ∈ ZN , we denote by Supp(ρ) ⊂ ZN the set of points x such that ρx 6= 0 and we
have defined the setMr ⊂ ZN of vectors ρ = (ρx)x∈ZN such that maxx∈ZN |ρx| ≤ r and Supp(ρ) ⊂ B(x, r)
for some x in ZN . We write |ρ|22 =
∑
x |ρx|2. One easily checks that for any ρ ∈Mr and r > 1, we have
|ρ|2 ≤ 2r2 and this will be used without further comment.
Given x ∈ Zd, we say that a subset {ρ1, . . . , ρp} ⊂Mr is a cluster around x if
1. the vectors ρ1, . . . , ρp are linearly independent,
2. if p ≥ 2, for all 1 ≤ i 6= j ≤ p, there exist 1 ≤ i1, . . . , im ≤ p such that i1 = i, im = j and
Supp(ρis) ∩ Supp(ρis+1) 6= ∅ for all 1 ≤ s ≤ m− 1,
3. Supp(ρj) ⊂ B(x, 4r) for some 1 ≤ j ≤ p.
Finally, given ρ ∈Mr, we define
π(ρ) = {η ∈ RN : ρ · η = 0}.
Given a subspace E ⊂ RN , and given η ∈ RN , we denote by P (η,E) the orthogonal projection of η on
the subspace E.
5.2 Approximately invariant resonant zones
Let L > 0, let n2 ≥ 1, and let x ∈ ZN . Let us define two subsets of RN : a set Rδ,n2(x) ⊂ RN of resonant
points, and a small set Sδ,n2(x) ⊂ RN of “multi-resonant” points.
To define Rδ,n2(x), let us first define the sets Bδ(ρ1, . . . , ρp) ⊂ RN , where {ρ1, . . . , ρp} is a cluster
around x. We say that η ∈ Bδ(ρ1, . . . , ρp) if∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2 ≤ Lpδ−γ (77)
with γ as in section 4 and if, for every linearly independent ρ′1, . . . , ρ
′
p′ ∈Mr ∩ span{ρ1, . . . , ρp},∣∣P (η, π(ρ′1) ∩ · · · ∩ π(ρ′p′))− P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2 ≤ (Lp − Lp′)δ−γ .
We next define Rδ,n2(x) as the union of all the sets Bδ(ρ1, . . . , ρp) ⊂ RN with p ≤ n2.
We then define Sδ,n2(x) as the set of points η ∈ RN for which there exists a cluster {ρ1, . . . , ρn2}
around x, such that |ρj · η| ≤ Ln2+1δ−γ for every 1 ≤ j ≤ n2.
We finally define a smooth indicator function on the complement of Rδ,n2(x) by means of a convolution:
θx,δ,n2(η) = 1−
1(∫
R
ξδ−γ (z) dz
)N ∫
RN
χRδ,n2 (x)(η + η
′)
( ∏
x∈ZN
ξδ−γ (η
′
x)
)
dη′. (78)
Proposition 5.1. Let n1 be given, and so r(n1) defined by (76) be fixed as well. Let then n2 ≥ 1 be
fixed. The following holds for L large enough and δ and µ small enough.
1. If θx,δ,n2(η) > 0 then ζρ(η) = 0 for all ρ ∈Mr such that Supp(ρ) ⊂ B(x, 4r).
2.
(
adh˜θˆx,δ,n2
)
Pˆη = 0 for all η ∈ ΩN ⊂ RN such that η /∈ Sn2(x).
5.3 Proof of Proposition 5.1
We start by a series of lemmas. The first one simply expresses, in a particular case, that if a point is
close to two vector spaces, then it is also close to their intersection. The uniformity of the constant C
comes from the fact that we impose the vectors to sit in the set Mr.
Lemma 5.2. Let p ≥ 1. There exists a constant C = C(r, p) < +∞ such that, given linearly independent
vectors ρ1, . . . , ρp, ρp+1 ∈Mr and given η ∈ RN , it holds that∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp) ∩ π(ρp+1))∣∣2 ≤ C(|ρp+1 · η|+ ∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2).
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Proof : First,∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤ ∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2
+
∣∣P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))− P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2. (79)
The lemma is already shown if the second term in the right hand side is zero. We further assume this
not to be the case. Next, since ρp+1 · P
(
η, π(ρ1) ∩ · · · ∩ π(ρp+1)
)
= 0, we obtain
ρp+1 · η = ρp+1 ·
(
η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))) +
ρp+1 ·
(
P
(
η, π(ρ1) ∩ · · · ∩ π(ρp)
)− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))).
This implies∣∣∣ρp+1 · (P (η, π(ρ1) ∩ · · · ∩ π(ρp))− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1)))∣∣∣ ≤
|ρp+1 · η|+ |ρp+1|2
∣∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣∣
2
. (80)
The vector
v =
P
(
η, π(ρ1) ∩ · · · ∩ π(ρp)
)− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣P (η, π(ρ1) ∩ · · · ∩ π(ρp))− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 (81)
is well defined since we have assumed that the denominator in this expression does not vanish. The
bound (80) is rewritten as∣∣P (η, π(ρ1) ∩ · · · ∩ π(ρp))− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤
|ρp+1 · η|+ |ρp+1|2
∣∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣∣
2
|ρp+1 · v|
Inserting this last inequality in (79), we arrive at∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤ |ρp+1 · η||ρp+1 · v| +
(
1 +
|ρp+1|2
|ρp+1 · v|
)∣∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp))∣∣∣
2
.
To finish the proof, it remains to establish that |ρp+1 · v| can be bounded from below by some strictly
positive constant, where v is given by (81). Let us show that
v = ± P
(
ρp+1, π(ρ1) ∩ · · · ∩ π(ρp)
)∣∣P (ρp+1, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2 . (82)
We can find vectors ρp+2, . . . , ρN so that {ρ1, . . . , ρN} forms a basis of RN and so that every vector
ρj with p + 2 ≤ j ≤ N is orthogonal to span{ρ1, . . . , ρp+1}. We express the vector η in this basis,
η =
∑N
j=1 η
jρj , and, from (81), we deduce that, for some non-zero constant R, we have
v = R
N∑
j=1
ηj
{
P
(
ρj , π(ρ1) ∩ · · · ∩ π(ρp)
)− P (ρj , π(ρ1) ∩ · · · ∩ π(ρp+1))}.
All the terms corresponding to 1 ≤ j ≤ p vanish since ρj ⊥ π(ρj), the term P
(
ρp+1, π(ρ1)∩· · ·∩π(ρp+1)
)
vanishes for the same reason, and all the terms corresponding to j ≥ p + 2 vanish too, as they read in
fact ρj − ρj = 0. So, the only term left is Rηp+1P
(
ρp+1, π(ρ1)∩ · · · ∩ π(ρp)
)
and, since |v| = 1, we arrive
at (82).
From (82) we deduce that
|v · ρp+1| =
∣∣P (ρp+1, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2.
If ρp+1⊥span{ρ1, . . . , ρp}, then the right hand side just becomes |ρp+1|2. This quantity is bounded from
below by a strictly positive constant since so is the the norm of any non-zero vector in Mr. Otherwise, if
ρp+1✚⊥span{ρ1, . . . , ρp}, we know however that the quantity cannot vanish since ρp+1 /∈ span{ρ1, . . . , ρp}.
Because they are only finitely many vectors ρ ∈ Mr with the property that ρ✚⊥span{ρ1, . . . , ρp}, we
conclude that the quantity is bounded from below by a strictly positive constant. 
The next Lemma describes the crucial geometrical properties of the sets Bδ(ρ1, . . . , ρp) that allows to
establish the second assertion of Proposition 5.1.
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Lemma 5.3. Let {ρ1, . . . , ρp} be a cluster around x. If, given K < +∞, L is taken large enough, then,
for every ρ ∈Mr ∩ span{ρ1, . . . , ρp}, it holds that if
η ∈ Bδ(ρ1, . . . , ρp) and |ρ · η| ≤ Kδ−γ
then
η + tρ ∈ Bδ(ρ1, . . . , ρp) as long as |t| ≤ δ−γ .
Proof : To simplify some further expressions, let us define
η′ = η − P (η, π(ρ1) ∩ · · · ∩ π(ρp)) ∈ span(ρ1, . . . , ρp).
The conditions ensuring that η ∈ B(ρ1, . . . , ρp) now simply read
|η′|2 ≤ Lpδ−γ and
∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣2 ≤ (Lp − Lp′)δ−γ (p′ < p), (83)
for all linearly independent ρ′1, . . . , ρ
′
p′ ∈ Mr ∩ span{ρ1, . . . , ρp}. The condition |ρ · η| ≤ Kδ−γ implies
|ρ · η′| ≤ Kδ−γ . We need to show that
|η′ + tρ|2 ≤ Lpδ−γ for |t| ≤ δ−γ , (84)∣∣P (η′ + tρ, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣2 ≤ (Lp − Lp′)δ−γ for |t| ≤ δ−γ . (85)
Let us start with (84):
|η′ + tρ|2 ≤ |η′ − P (η′, π(ρ))|2 + |P (η′, π(ρ))|2 + |t||ρ|2 ≤ |η′ · ρ|+ |P (η′, π(ρ))|2 + |t||ρ|2
≤ Kδ−γ + (Lp − L)δ−γ + 2r2δ−γ ≤ Lpδ−γ .
Here, to get the penultimate inequality, we have used (83) and the hypothesis ρ ∈Mr ∩ span{ρ1, . . . , ρp},
implying in particular |ρ|2 ≤ 2r2, while the last inequality is valid for large enough L.
Let us next move to (85). Let us fix ρ′1, . . . , ρ
′
p′ . It is seen that, if ρ ∈ span{ρ′1, . . . , ρ′p′}, then (85) is
actually satisfied for all t ∈ R. Let us therefore assume ρ /∈ span{ρ′1, . . . , ρ′p′}. We write also ρ = ρ′p′+1.
We will show that, because |ρ · η| ≤ Kδ−γ , then in fact∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣2 ≤ (Lp − Lp′ − 2r2)δ−γ . (86)
Since |ρ|2 ≤ 2r2, this will imply (85).
To establish (86), we start by writing the decompositions
|η′|22 =
∣∣η′ − P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22 + ∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22, (87)
|η′|22 =
∣∣η′ − P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′+1))∣∣22 + ∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′+1))∣∣22. (88)
We bound the first term in the right hand side of (88) by applying Lemma 5.2 and then using (87):∣∣η′ − P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′+1))∣∣22 ≤ C(|ρ · η′|2 + ∣∣η′ − P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22)
≤ C
(
|ρ · η′|2 + |η′|22 −
∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22).
It may be assumed that C ≥ 1. Reinserting this bound in (88) yields
|η′|22 ≤ C
(
|ρ · η′|2 + |η′|22 −
∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22)+ ∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′+1))∣∣22
≤ C
(
K2δ−2γ + |η′|22 −
∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣22)+ (Lp − Lp′+1)2δ−2γ . (89)
where the hypotheses |ρ · η′| ≤ Kδ−γ and η ∈ B(ρ1, . . . , ρp) have been used to get the last line.
Let us now show that (89) implies (86) for L large enough. For this let us write
|η′|2 = (1− µ)1/2Lpδ−γ with 0 ≤ µ ≤ 1,∣∣P (η′, π(ρ′1) ∩ · · · ∩ π(ρ′p′))∣∣2 = (1− ν)1/2(Lp − Lp′ − r2)δ−γ with ν ≤ 1
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(µ > 0 actually, thanks to the hypothesis |ρ · η′| ≤ Kδ−γ). Showing (86) amounts showing ν ≥ 0. With
these new notations, inequality (89) is rewritten as
1 + (C− 1)µ ≤ 1− 2
Lp−p′−1
+
1
L2(p−p′−1)
+ C
(
K2
L2p
+
2
Lp−p′
+
2r2
Lp
− 1
L2(p−p′)
− r
4
L2p
− 2r
2
L2p−p′
)
+ Cν
(
1− L
p′ + r2
Lp
)2
.
The left hand side is larger or equal to 1. But, when L becomes large, the right hand side is larger or
equal to 1 only if ν > 0. 
Lemma 5.4. Let {ρ1, . . . , ρp} be a cluster around x, and let ρ ∈ Mr be such that ρ /∈ span{ρ1, . . . , ρp},
but such that {ρ1, . . . , ρp, ρ} is a cluster. If, given K < +∞, L is taken large enough, then
η ∈ B(ρ1, . . . , ρp) and |ρ · η| ≤ Kδ−γ ⇒ η ∈ B(ρ1, . . . , ρp, ρ).
Proof : Let us write ρ = ρp+1. Let η ∈ B(ρ1, . . . , ρp). By Lemma 5.2 and by hypothesis, it holds
that ∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤ C(Kδ−γ + Lpδ−γ) ≤ (L− 1)Lpδ−γ
if L is large enough. Then ∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤ Lp+1δ−γ
and, for every ρ′1, . . . , ρ
′
p′ ∈Mr ∩ span(ρ1, . . . , ρp+1), with p′ < p+ 1,∣∣P (η, π(ρ′1) ∩ · · · ∩ π(ρ′p′))− P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2 ≤ ∣∣η − P (η, π(ρ1) ∩ · · · ∩ π(ρp+1))∣∣2
≤ (Lp+1 − Lp)δ−γ ≤ (Lp+1 − Lp′)δ−γ .
This shows η ∈ B(ρ1, . . . , ρp, ρ). 
Proof of Proposition 5.1 : Let us start with the first claim. Let ρ ∈ Mr be such that Supp(ρ) ⊂
B(x, 4r), and let η ∈ RN be such that θx(η) > 0. On the one hand, from the definition (78) of θx, it
holds that there exists η′ ∈ RN , with maxx |η′x| ≤ 2δ−γ , such that η + η′ /∈ R(x). On the other hand,
since Supp(ρ) ⊂ B(x, 4r), we conclude that {ρ} alone is a cluster around x so that, if η′′ ∈ RN is such
that
|ρ · η′′|
|ρ|2 =
∣∣η′′ − P (η′′, π(ρ))∣∣ ≤ Lδ−γ ,
then η′′ ∈ R(x). We thus conclude that |(η + η′) · ρ| > |ρ|2Lδ−γ > Lδ−γ , and so that
|η · ρ| = |(η + η′) · ρ − η′ · ρ| > Lδ−γ − 4δ−γr2.
It follows that
|∆ρE(η)| =
∣∣2η · ρ+ |ρ|2∣∣ > 2Lδ−γ − 8δ−γr2 − 4r4 > 2δ−γ
if L is large enough and δ is small enough. We conclude that ζρ(η) = ξδ−γ (∆ρE(η)) = 0.
Let us then show the second part of the Proposition. Since, by (49) and (53), the Hamiltonian h˜
takes the form
h˜ =
∑
ρ∈Mr
Aˆρbˆρζˆρ,
we have (
adh˜θˆx
)
Pˆη =
∑
ρ∈Mr
[
Aˆρbˆρζˆρ, θˆx
]
Pˆη =
∑
ρ∈Mr
bρ(η)ζρ(η)
(
∆ρθx(η)
)
AˆρPˆη.
It is thus enough to show that for all ρ ∈Mr and for all η /∈ Sn2(x) we have
ζρ(η) = 0 or ∆ρθx(η) = 0.
Let us thus fix η ∈ RN and ρ ∈Mr. We will assume ζρ(η) 6= 0 and show that ∆ρθx(η) = 0 follows. Note
first that since
ζρ(η) = ξδ−γ
(
∆ρE(η)
)
= ξδ−γ (2η · ρ+ |ρ|2)
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so ζρ(η) 6= 0 implies |η · ρ| ≤ 2δ−γ if δ is small enough. Now, by definition (78), we see that ∆ρθx(η) = 0
if, for every η′ ∈ RN such that maxx |η′x| ≤ 4δ−γ , it holds that
η + η′ ∈ Rn2(x) ⇒ η + η′ + tρ ∈ Rn2(x) for all t such that |t| ≤ 2r2.
Here, the maximal value allowed for |t| is simply the maximal length of of a move ρ ∈Mr.
We distinguish three cases: In cases 1 and 2 it follows that ∆ρθx(η) = 0 as required, and in case three
it follows that η ∈ Sn2(x) so that this case actually does not occur.
1. There exists a cluster {ρ1, . . . , ρp} around x, with p ≤ n2, such that η + η′ ∈ B(ρ1, . . . , ρp) and
that ρ⊥ span{ρ1, . . . , ρp}. It is then seen from the definition of B(ρ1, . . . , ρp) that, for every t ∈ R,
η + η′ + tρ ∈ B(ρ1, . . . , ρp). Therefore η + η′ + tρ ∈ Rn2(x) for every t ∈ R, and we are done.
2. There exists a cluster {ρ1, . . . , ρp} around x, with p ≤ n2, such that η + η′ ∈ B(ρ1, . . . , ρp) and
that ρ ∈ span{ρ1, . . . , ρp}. Since |ρ · η| ≤ 2δ−γ and since maxx |ηx| ≤ 4δ−γ , it holds that |ρ · (η + η′)| ≤
(8r2+2)δ−γ . Then, by Lemma 5.3, for |t| ≤ δ−γ we still have η+ η′+ tρ ∈ B(ρ1, . . . , ρp) if L was chosen
large enough. So if we take δ small enough so that δ−γ ≥ 2r2, we are done.
3. If neither case 1 or case 2 is realized, then for any cluster {ρ1, . . . , ρp} around x, with p ≤ n2 and
such that η+η′ ∈ B(ρ1, . . . , ρp), it holds that ρ /∈ span{ρ1, . . . , ρp}, and that ρ✚⊥ span{ρ1, . . . , ρp}. Let us
see that, since we assume that η /∈ Sn2(x), this case actually does not happen. First, for all these clusters,
we should have p = n2. Indeed, otherwise {ρ1, . . . , ρp, ρ} would form a cluster around x containing
p+ 1 ≤ n2 independent vectors. We would then conclude as in case 2 that |ρ · (η + η′)| ≤ (4r2 + 2)δ, so
that, by Lemma 5.4, η + η′ ∈ B(ρ1, . . . , ρp, ρ) if L has been chosen large enough. This would contradict
the assumption ensuring that we are in case 3. So p = n2 should hold. Writing η
′′ = η + η′, we should
then conclude from the definition of B(ρ1, . . . , ρp) that, for 1 ≤ j ≤ n2,
|ρj · η′′| = |ρj |2
∣∣η′′ − P (η′′, π(ρj))∣∣2 ≤ |ρj |2∣∣η′′ − P (η′′, π(ρ1) ∩ · · · ∩ π(ρn2))∣∣2 ≤ |ρj |2Ln2δ−γ
But then
|ρj · η| = |ρj · (η + η′)− ρj · η′| ≤ |ρj · η′′|+ |ρj · η′| ≤ |ρj |2Ln2δ−γ + 4r2δ−γ ≤ Ln2+1δ−γ
if L is large enough. This would contradict η /∈ Sn2(x). 
6 Proof of Theorem 2.2
Let a ∈ ZN be given.
6.1 New decomposition of the Hamiltonian
The original splitting of the Hamiltonian in a left and right piece that was used in the definition of
the current (14) through the bond (a, a + 1) corresponds for the reduced Hamiltonian to the following
decomposition:
hˆ = hˆO≤a + hˆ
O
>a :=
∑
x≤a
hˆx +
∑
x>a
hˆx. (90)
leading to a reduced current
jˆa,a+1 := i adhˆhˆ
O
>a = µ
4Jˆa,a+1. (91)
We will now obtain a new decomposition of the Hamiltonian that is equivalent to the one above from
the point of view of the conductivity, but leading to an instantaneous current that vanishes for most of
the configurations in the Gibbs state at small chemical potential.
Let n3 ≥ 1. For x ∈ B(a, n3), we define
ϑa,x =
1
N
(( ∏
y∈B(a,n3)
θy
)
δa,x +
(
1 −
∏
y∈B(a,n3)
θy
)
θx
)
, (92)
ϑa,∗ =
1
N
∏
y∈B(a,n3)
(1− θy). (93)
with the normalization factor
N =
( ∏
y∈B(a,n3)
θy
)
+
(
1−
∏
y∈B(a,n3)
θy
)( ∑
x∈B(a,n3)
θx
)
+
∏
y∈B(a,n3)
(1− θy) (94)
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chosen so that ∑
x∈B(a,n3)
ϑa,x + ϑa,∗ = 1,
and satisfying N ≥ 1. We then define
h˜≤a =
∑
x∈B(a,n3)
∑
y≤x
h˜y
 ϑˆa,x +
∑
y≤a
h˜y
 ϑˆa,∗, (95)
h˜>a =
∑
x∈B(a,n3)
(∑
y>x
h˜y
)
ϑˆa,x +
(∑
y>a
h˜y
)
ϑˆa,∗. (96)
It holds that
h˜ = h˜≤a + h˜>a.
By the first point of Proposition 4.1, we finally define a new decomposition
hˆ = hˆ≤a + hˆ>a = Tn1(R˜ˆh≤a) + Tn1(R˜ˆh>a). (97)
6.2 Definition of uˆa and gˆa
From the definitions (90), (91) and (97), and applying the second point of Proposition 4.1, we find that
jˆa,a+1 = i adhˆhˆ
O
>a = i adhˆ(hˆ
O
>a − hˆ>a) + i adhˆhˆ>a (98)
= i adhˆ(hˆ
O
>a − hˆ>a) + i Tn1(R adh˜h˜>a) + i µn1+1advˆ
n1∑
k=0
R(n1−k)h˜
(k)
>a. (99)
Let us call n0 the number n appearing in the statement of the Theorem. We define self-adjoint operators
uˆa = hˆ
O
>a − hˆ>a − ω
(
hˆO>a − hˆ>a
)
, (100)
µn0+1gˆa = i Tn1(R adh˜h˜>a) + i µn1+1advˆ
n1∑
k=0
R(n1−k)h˜
(k)
>a. (101)
Then
jˆa,a+1 = iadhˆuˆa + µ
n0+1gˆa. (102)
We notice that ω(gˆa) = 0 since µ
n0+1ω(gˆa) = ω(adhˆhˆ>a) = 0, by invariance of the Gibbs state.
6.3 Locality
Let us show that the operators uˆa and gˆa are local, meaning that their support consists of sites z with
|z − a| ≤ Cn0 , for some constant Cn0 < +∞. To study uˆa we observe that
hˆO>a − hˆ>a = −(hˆO≤a − hˆ≤a).
Let us see that hˆO>a − hˆ>a is supported on sites z with z ≥ a − (n3 + (n2 + 5)r). The operator hˆO>a
is supported on sites z with z ≥ a. To analyse hˆ>a defined by (97), we first notice that the functions
ϑa,x, with x ∈ B(a, n3), and ϑa,∗, defined by (92-93), only depend on occupation numbers of sites z with
z ≥ a− (n3 + 4r + n2r). By (96), the same holds true for h˜>a, since, for any x ∈ ZN , the operators h˜x
are supported on sites z with z ≥ x− r. By (53), we conclude that Rh˜>a, and so hˆ>a, are supported on
sites z with z ≥ a − (n3 + 6r + n2r). The same holds thus for hˆO>a − hˆ>a. We can similarly show that
hˆO≤a − hˆ≤a is supported on sites z with z ≤ a+ (n3 + (n2 + 6)r). We conclude that uˆa defined by (100)
is supported on sites z with |z − a| ≤ (n3 + (n2 + 9)r).
We then readily conclude that gˆa is local as well, since, going back to (98), we see that µ
n0+1ga is
the sum of two local functions:
µn0+1gˆa = iadhˆhˆ>a = jˆa,a+1 − iadhˆ(hˆO>a − hˆ>a).
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6.4 An expression for ad
h˜
h˜>a
We have
adh˜h˜>a =
∑
x∈B(a,n3)
(
adh˜
∑
y>x
h˜y
)
ϑˆa,x +
(
adh˜
∑
y>a
h˜y
)
ϑˆa,∗
+
∑
x∈B(a,n3)
(∑
y>x
h˜y
)(
adh˜ϑˆa,x
)
+
(∑
y>a
h˜y
)(
adh˜ϑˆa,∗
)
. (103)
Let us show that the terms in the first sum in the right hand side vanish, i.e.(
adh˜
∑
y>x
h˜y
)
ϑˆa,x = 0 for all x ∈ B(a, n3). (104)
Thanks to the presence of the operator R in (49), and thanks to (53), we decompose h˜x as
h˜x = dˆx +
∑
ρ∈Mr\{0}:
Supp(ρ)⊂B(x,r)
Aˆρbˆρζˆρ. (105)
We also have
adh˜
∑
y>x
h˜y =
∑
z≤x
h˜z,
∑
y>x
h˜y
 = ∑
z≤x<y
|z−y|≤2r
[
h˜z, h˜y
]
. (106)
Fix now η ∈ ΩN . The claim (104) is certainly true if ϑa,x(η) = 0. We suppose that this is not the case
and proceed to show that then (
adh˜
∑
y>x
h˜y
)
Pˆη = 0.
This expression consists entirely of terms of the forms
[dˆz, dˆy]Pˆη,
[
dˆz, Aˆρbˆρζˆρ
]
Pˆη,
[
Aˆρbˆρζˆρ, dˆy
]
Pˆη and
[
Aˆρbˆρζˆρ, Aˆρ′ bˆρ′ ζˆρ′
]
Pη
with ρ, ρ′ ∈ Mr \ {0} and Supp(ρ),Supp(ρ′) ⊂ B(x, 4r). The first of these vanishes because it is a
commutator of diagonal operators. The others can all be rearranged so that a factor ζˆρPˆη = ζρ(η)Pˆη
with ρ ∈Mr \ {0} and Supp(ρ) ⊂ B(x, 4r) appears. We will thus be done if we can show that ζρ(η) = 0
for all such ρ.
But we have ϑa,x(η) > 0 hence θx(η) > 0. It then follows from the first point of Proposition 5.1 that
ζρ(η) = 0 for all ρ ∈Mr \ {0} and Supp(ρ) ⊂ B(x, 4r) and so we are done.
The commutator (103) is now rewritten as
adh˜h˜>a =
 ∑
a−r≤x≤a
h˜x,
∑
a<y≤a+r
h˜y
 ϑˆa,∗
+
∑
x∈B(a,n3)
( ∑
x<y≤a+n3
h˜y
)(
adh˜ϑˆa,x
)
+
( ∑
a<y≤a+n3
h˜y
)(
adh˜ϑˆa,∗
)
. (107)
6.5 Definition of an exceptional set Z ⊂ Ω
Let Z ⊂ RN be such that η ∈ Z if and only if there exists n2 linearly independent vectors ρ1, . . . , ρn2 ∈Mr
such that (∪j Supp(ρj)) ⊂ B(a, 2n3) and such that |ρj · η| ≤ Ln2+1δ−γ for 1 ≤ j ≤ n2.
We also consider for any s > 0 a broadening of the set Z:
Zs := {η ∈ ΩN : B(η, s) ∩ Z 6= ∅}. (108)
Lemma 6.1. If, given n1 and n2, the numbers L and n3 have been taken large enough, then
1. If adh˜h˜>aPˆη 6= 0, then η ∈ Z.
2. There exists a constant C = C(L, n1, n2, n3, s) < +∞ such that ω(PˆZs) ≤ Cµn2δ−γn2 .
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Proof : Let us start with the first point. From (107), we conclude that, if
(
adh˜h˜>a
)
Pˆη 6= 0, then
at least one of the following quantities needs to be non-zero: ϑa,∗(η), or
(
adh˜ϑˆa,∗
)
Pˆη, or
(
adh˜ϑˆa,x
)
Pˆη
for some x ∈ B(a, n3). But if adh˜
(∏
x∈B(a,n3)
(1 − θˆx)
)
Pˆη 6= 0 then
(∏
x∈B(a,n3)
(1 − θˆx)
)
Pˆη′ 6= 0 for
some η′ ∈ ΩN with |η − η′|2 ≤ r. Therefore, by inspection of the definitions (92) and (93), the condition(
adh˜h˜>a
)
Pˆη 6= 0 implies actually( ∏
x∈B(a,n3)
(1− θˆx)
)
Pη′ 6= 0 for some η′ ∈ ΩN with
∣∣η − η′∣∣
2
≤ r
or (
adh˜θˆx
)
Pˆη 6= 0 for some x ∈ B(a, n3).
In the first case, θx(η
′) < 1 for all x ∈ B(a, n3). But then, by definition (78), there exists some ρ ∈ RN
with maxy |ρy| ≤ 2δ−γ such that η′′ = η′+ρ ∈ R(x). There exists therefore a cluster {ρ1, . . . , ρp} around
x, with p ≤ n2, such that (77) holds. This implies
|ρ1 · η′′| = |ρ1|2
∣∣η′′ − P (η′′, π(ρ1))∣∣2 ≤ |ρ1|2∣∣η′′ − P (η′′, π(ρ1) ∩ · · · ∩ π(ρp))∣∣2 ≤ |ρ1|2Lpδ−γ
and therefore |η′ · ρ1| ≤ |ρ1|2Lpδ−γ + r2δ−γ and hence
|η · ρ1| =
∣∣η′ · ρ1 + (η − η′) · ρ1∣∣ ≤ |ρ1|2 Lpδ−γ + r2δ−γ + r ≤ Ln2+1δ−γ
if L is large enough, and using that p ≤ n2.
It holds by definition of a cluster around x that Supp(ρ1) ⊂ B(x, 4r). Let us now take another x′
such that θx′(η
′) < 1 and |x− x′| > 4r. Then the same reasoning gives a vector ρ′1 6= ρ1 satisfying again
|η · ρ′1| ≤ Ln+1δ−γ . By taking n3 large enough, we can find n2 linearly independent vectors and thus
guarantee that η ∈ Z.
Suppose now that adh˜θˆxPˆη 6= 0 for some x ∈ B(a, n3). It then follows from the second assertion of
Proposition 5.1 that η ∈ S(x), so that, by definition, there exists a cluster {ρ1, . . . , ρn2} around x such
that |η · ρj | ≤ Ln2+1δ−γ . This implies η ∈ Z.
We now move to the second claim of the Lemma.
Since Gibbs measure factorises in the number basis we find
ω
(
PˆZs) =
∑
η∈ΩN
χZs (η)e
−µ|η|1∑
η∈ΩN
e−µ|η|1
=
∑
η∈µΩN
χZs(µ
−1η)e−|η|1∑
η∈µΩN
e−|η|1
(109)
≤ C(n3)
∫
χZs(µ
−1η)
∏
x∈B(a,2n3)
e−ηxdηx∫ ∏
x∈B(a,2n3)
e−ηxdηx
(110)
for µ small enough. It then follows by exploiting that the set Zs is a finite union of cylinders whose bases
have volume of order δ−γn2 that
ω
(
PˆZs
) ≤ C(µδ−γ)n2 . (111)

6.6 Bounds on the norms of uˆa and gˆa
In this subsection, we fix δ = µ, so we are dealing again with the Bose-Hubbard Hamiltonian up to an
overall factor of µ2. For fˆ ∈ S we again use the notation fˆ ∼ δ−n with the same meaning as in the proof
of (54) and (55).
Let us first look at uˆa. Using (54) and (55) and the fact that the functions ϑa,x and ϑa,∗ are bounded
we find that the local function hˆO>a − hˆ>a takes the form
hˆO>a − hˆ>a =
n1∑
n=0
µn(hˆO>a − hˆ>a)(n) (112)
= hˆO>a − Tn1
(
Rh˜>a
)
= hˆO>a −
n1∑
n=0
µn
n∑
k=0
R(n−k)h˜
(k)
>a ∼
n1∑
n=0
µnδ−2nγ
′
. (113)
with the dominant contribution for each n coming from the k = 0 term.
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But we can still improve on this for the (hˆO>a − hˆ>a)(0) term. Define W ⊂ Ω as the set containing all
η such that θx(η) < 1 for some x ∈ B(a, n3). By inspection of the definitions (92) and (93) we have
ϑa,x(η) = δa,x, ϑa,∗(η) = 0, for η ∈ Ω \W,
so writing
(hˆO>a − hˆ>a)(0) =
∑
x>a
dˆx − h˜(0)>a
=
∑
x>a
dˆx −
∑
x∈B(a,n3)
(∑
y>x
dˆy
)
ϑˆa,x −
(∑
y>a
dˆy
)
ϑˆa,∗
we see that
(hˆO>a − hˆ>a)(0)Pˆη = 0, for η ∈ Ω \W.
Therefore
ω
((
(hˆO>a − hˆ>a)(0)
)2)
= ω
((
(hˆO>a − hˆ>a)(0)
)2
PˆW
)
≤ ω
((
(hˆO>a − hˆ>a)(0)
)4)
ω
(
PˆW
)
. (114)
The operator
(
(hˆO>a − hˆ>a)(0)
)4
is a finite polynomial of reduced field operators and diagonal operators
that are uniformly bounded independent of µ and δ. Its expectation value with respect the the Gibbs
measure can therefore be bounded by some constant. Concerning the projector PˆW we note that for any
η ∈ W there is at least one ρ ∈ Mr with Supp(ρ) ⊂ B(a, n3) and such that |η · ρ| ≤ Ln2+1δ−γ and thus
ω(PˆW) ≤ Cµδ−γ = µγ′ . Therefore
ω
((
(hO>a − h>a)(0)
)2
PW
)
≤ Cµγ′ (115)
for some constant C depending on n1 but, crucially, not depending on the volume thanks to the locality
of (hO>a − h>a)(0).
In a similar way, from (113) we obtain
ω
((
µn(hˆO>a − hˆ>a)(n)
)2)
≤ Cµ2nδ−2nγ′ = Cµ2n(1−γ′) (116)
for 1 ≤ n ≤ n1. Using ((115), (116)) in (112) and since γ′ ∈ (0, 1/2) we therefore find
ω
(
(hˆO>a − hˆ>a)2
)
≤ Cµγ′ . (117)
The constant C depends on n1 but not on the volume, and the bound holds for µ small enough. We
conclude that ω
(
uˆ2a
) ≤ Cµγ′
Next, we want ω(gˆ2a) ≤ Cµ8 so that ω(Gˆ2a) = ω((µ−4gˆa)2) = µ−8ω((gˆa)2) can be bounded by a
constant. We start from the definition (101) and we note that both terms in this definition are local; for
Tn1(Radh˜h˜>a) this follows from the explicit expression in Section 6.4 and the other term is then local as
a difference of local terms. We compute
ω(gˆ2a) ≤ 2µ−2(n0+1)ω
((
Tn1(Radh˜h˜>a)
)2)
+ 2µ2(n1−n0)ω
((
advˆ
n1∑
k=0
R(n1−k)h˜
(k)
>a
)2)
. (118)
We look first at the second term and conclude, by means of (54) and (55) that it is of the form
advˆ
n1∑
k=0
R(n1−k)h˜
(k)
>a ∼ δ−2n1γ
′+γ .
We can thus bound, using locality, the fact that γ′ < 1/2 and taking µ small enough,
µ2(n1−n0)ω
((
advˆ
n1∑
k=0
R(n1−k)h˜
(k)
>a
)2)
≤ Cn0µ8 if n1 =
⌈
n0 + 4− γ
1− 2γ′
⌉
.
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We then analyse the first term in (118). By the first point of Lemma 6.1, the expression adh˜h˜>aPˆη
vanishes for all η ∈ ΩN \ Z, so, remembering the definition (76) of the parameter r we see that
Tn1(R adh˜h˜>a)Pˆη certainly vanishes for all η ∈ ΩN \ Zr with
Zr = {η ∈ ΩN : B(η, r) ∩ Z 6= ∅}. (119)
so
ω
((
Tn1(R adh˜h˜>a)
)2)
= ω
((
Tn1(R adh˜h˜>a)
)2
PˆZr
)
. (120)
Using (54, 55) and γ′ < 1/2, we find that
Tn1(R adh˜h˜>a) =
n1∑
n=0
µn
n∑
m=0
R(n−m)
m∑
j=0
[
h˜(m−j), h˜
(j)
>a
]
∼
n1∑
n=1
µnδ−2nγ
′+4γ′+γ ∼ µ1+2γ′+γ
where we have used the fact that [h˜(0), h˜
(0)
>a] = 0 to start the last sum at n = 1. We conclude that
ω
((
Tn1(R adh˜h˜>a)
)4)
≤ Cµ4+8γ′+4γ
hence
ω
((
Tn1(R adh˜h˜>a)
)2)
≤ ω
((
Tn1(R adh˜h˜>a)
)4)
ω
(
PˆZr
) ≤ Cµ4(1+γ)+(8+n2)γ′ (121)
Where we used the second point of 6.1. By taking n2 = ⌈(10 + 2n0)/γ′⌉ we conclude from (118) that
ω(g2a) ≤ Cn0µ8 if µ is small enough.
Thus, if we choose γ′ = 1/4 then we have shown that
ω(u2a) ≤ Cµ1/4 and ω(g2a) ≤ µ8. (122)
6.7 Back to the original Bose-Hubbard Hamiltonian
Defining the operators
Uˆa := µ
−2ua and Ga := µ
−4ga
we decompose the current across the bond (a, a+ 1) as
Ja,a+1 = i adHˆ
(
Hˆ>a
)
= i adµ−2hˆ
(
µ−2hˆO>a
)
= µ−4i adhˆ
(
hˆO>a
)
= µ−4jˆa,a+1 = i adµ−2hˆ
(
µ−2uˆa
)
+ µn0+1
(
µ−4gˆa
)
= i adHˆ Uˆa + µ
n0+1Gˆa.
Furthermore, we have showed in the previous subsection that
ω(Uˆ2a) = µ
−4ω(uˆ2a) ≤ Cµ−4µ1/4 < Cµ−4
and
ω(Gˆ2a) = µ
−8ω(gˆ2a) ≤ Cn0 .
Taking n = n0 concludes the proof of Theorem 2.2. 
7 Proof of Theorem 2.1
Let I = {a1 + 1, · · · , a2} ⊂ ZN be an interval on the chain and let HˆI =∑x∈I Hˆx be the energy in the
interval I . Since HˆI = Hˆ>a1 − Hˆ>a2 we have
iadHˆ
(
HˆI
)
= i adHˆ
(
Hˆ>a1
)− i adHˆ(Hˆ>a2) = Jˆa1,a1+1 − Jˆa2,a2+1.
Let us write HˆI(t) for the energy in the interval I at time t in the Heisenberg picture, then
HˆI(t)− HˆI(0) =
∫ t
0
ds
dHˆI(t)
dt
=
∫ t
0
ds i adHˆ
(
HˆI
)
(s) =
∫ t
0
ds
(
Jˆa1,a1+1(s)− Jˆa2,a2+1(s)
)
.
Using Theorem 2.2 we find for any a ∈ ZN that∫ t
0
ds Jˆa(s) =
∫ t
0
ds
(
i adHˆ(Uˆa)(s) + µ
n+1Gˆa(s)
)
= Uˆa(t)− Uˆa(0) + µn+1
∫ t
0
ds Gˆa(s),
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so
HˆI(t)− HˆI(0) =
∑
j∈{1,2}
(−1)j
(
Uˆaj (t)− Uˆaj (0) + µn+1
∫ t
0
ds Gˆaj (s)
)
.
It follows that
ω
((
HˆI(t)− HˆI(0)
)2) ≤ 2ω
 ∑
j∈{1,2}
(−1)j(Uˆaj (t)− Uˆaj (0))
2
+ 2µ2n+2ω
 ∑
j∈{1,2}
(−1)j
∫ t
0
ds Gˆaj (s)
2 .
Using Cauchy-Schwarz, time-translation invariance of the Gibbs state and the bound of Theorem 2.2,
the first term in this expression is bounded by∑
j,k∈{1,2}
(−1)j+k
(
ω
(
Uˆaj (t)Uˆak(t)
)− ω(Uˆaj (t)Uˆak(0))− ω(Uˆaj (0)Uˆak(t))+ ω(Uˆaj (0)Uˆak (0)))
≤ 4
∑
j,k∈{1,2}
(
ω(Uˆ2aj )ω(Uˆ
2
ak
)
)1/2 ≤ Cµ−4.
Taking 0 ≤ t ≤ µ−n, we can bound the second term in the same way by
4µ2n+2
∑
j∈{1,2}
ω
((∫ t
0
ds Gˆaj (s)
)2)
= 4µ2n+2
∑
j∈{1,2}
∫ t
0
ds
∫ t
0
ds′ω
(
Gˆaj (s)Gˆaj (s
′)
)
≤ 4µ2n+2
∑
j∈{1,2}
µ−2nω
(
Gˆ2aj
) ≤ Cµ2,
thus proving the theorem. 
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