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G2 holonomy manifolds are superconformal
Lázaro O. Rodríguez Díaz∗.
Abstract
We study the chiral de Rham complex (CDR) over a manifold M with
holonomy G2. We prove that the vertex algebra of global sections of the
CDR associated to M contains two commuting copies of the Shatashvili-
Vafa G2 superconformal algebra. Our proof is a tour de force, based on
explicit computations.
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1 Introduction
The chiral de Rham complex (CDR) was introduced in [MSV99] by Malikov,
Schechtman and Vaintrob. It is a sheaf of supersymmetric vertex algebras over
a smooth manifold M . Locally, over a coordinate chart, it is simply n copies of the
bc− βγ system (n is the dimension of M ), i.e., a tensor product of n copies of the
Clifford vertex algebra and n copies of the Weyl vertex algebra, and then extended
to M by gluing on the intersections of these coordinate charts.
One of the most important facts about the CDR proved in the seminal work
[MSV99] is that there exists an embedding of the N = 2 superconformal vertex
algebra into the vertex algebra of global sections of CDR when M is a Calabi-
Yau manifold. This idea of looking for special vertex subalgebras of the vertex
algebra of global sections of the CDR was further investigated in [BZHS08] where
it was proved that when M is a hyperkälher manifold, the N = 4 superconformal
vertex algebra appears as a subalgebra of global sections of CDR. Subsequently in
[Hel09] it was shown that in fact there are two commuting copies of the N = 2
superconformal algebra (N = 4 superconformal algebra) of half the central charge
when M is Calabi-Yau (respectively hyperkälher).
It is by now well known in the physics literature ([Oda89], [HP91], [HP93],
[SV95]) that even though we can define a sigma model on an arbritary target space,
in order for the theory to be supersymmetric, the target space manifold must be of
special holonomy. This implies the existence of covariantly constant p-forms, and
the existence of such forms on the target space manifold implies the existence of
extra elements in the chiral algebra.
In [EHKZ13] a program was launched in order to understand the facts men-
tioned above as a relation between special holonomy of M and the existence of
certain subalgebras of CDR. To pursue this objective they introduced an embed-
ding (Theorem 3.2) different than the one in [MSV99], of the space of differential
forms Ω∗(M) into global sections of CDR (in fact, they introduced two different
embeddings). When the manifold M has special holonomy it admits covariantly
constant forms, so they obtain corresponding sections of CDR and the subalgebra
generated by them. In particular, they recover the result of [BZHS08,Hel09] when
M is a Calabi-Yau manifold or hyperkälher. They also constructed two commuting
copies of the Odake algebra on the space of global sections of CDR of a Calabi-Yau
threefold, and conjectured a similar result for G2 holonomy manifolds.
More precisely they conjectured [EHKZ13, Conjecture 7.3] (Conjecture 5.1)
that: if M is a manifold with G2 holonomy, the vertex algebra of global sections
of CDR contains two commuting copies of the Shatashvili-Vafa G2 superconformal
algebra, each of these copies should be generated by the global section that comes
from the covariantly constant 3-form (that defines the geometry) using the two
different embeddings of Ω∗(M) that they defined.
The Shatashvili-Vafa G2 superconformal algebra appeared as the chiral algebra
associated to the sigma model with target a manifold with G2 holonomy in [SV95],
its classical counterpart had been studied in [HP93]. It is a superconformal vertex
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algebra with six generators {L,G,Φ,K,X,M}. It is an extension of the N = 1
superconformal algebra of central charge c = 21/2 (formed by the super-partners
{L,G}) by two fields Φ and K , primary of conformal weight 32 and 2 respectively,
and their superpartners X and M (of conformal weight 2 and 52 respectively). Their
OPEs can be found in subsection 2.1 in the language of lambda brackets of [DK98].
This algebra is a member of a two-parameter family SW (32 ,
3
2 , 2) of non-linear
W -algebras previously studied in [Blu92], it is parametrized by (c, ε) (c is the
central charge and ε the coupling constant). The Shatashvili-Vafa G2 algebra is a
quotient of SW (32 ,
3
2 , 2) with c =
21
2 and ε = 0, in other words is the only one
among this family which has central charge c = 212 and contains the tri-critical
Ising model as a subalgebra.
The above conjecture was checked in [EHKZ13] in the case when the manifold
M = R7 is the flat space, and when M = CY3 × S1, where CY3 is a compact
Calabi-Yau threefold and S1 is a circle, using the above mentioned result about the
Odake algebra.
In this paper we prove the conjecture when M is an arbitrary non-flat G2 man-
ifold. Our approach is a tour de force, based on explicit computations, some of
them really long, and some abstract algebraic manipulations. But the beauty of
these after all is that we need to use many of the known identities in G2 geometry,
all the computations are tied in a non-trivial way to the geometry of the manifold.
To perform the computations we have used the Mathematica package OPEdefs
created by Kris Thielemans [Thi91] for symbolic computation of operator product
expansion, and the computer algebra system Cadabra [Pee07] created by Kasper
Peeters.
In section 2 we recap the basic facts about vertex superalgebras and we intro-
duce the main examples that are used in the paper. In section 3 we review the
construction of the CDR as well as the main tool (Theorem 3.2) used in the paper:
the embedding of the space of differential forms Ω∗(M) into global sections of
CDR, introduced by [EHKZ13]. In section 4 we recall some background material
on G2 geometry as well as many of the known identities necessary for the compu-
tations in the next section. In section 5 we prove the main result of this paper:
Theorem. Let M be a G2 holonomy manifold, then the space of global sections of
the CDR associated to M contains two commuting copies of the Shatashvili-Vafa
G2 superconformal algebra of central charge 212 .
The reader is referred to Theorem 5.5 for a more explicit description of the
generators of these pairs of algebras. It is important to note that the Conjecture 5.1
provides the explicit candidates (global sections of the CDR) for the generators,
the challenge is to verify that they actually generate the Shatashvili-Vafa G2 super-
conformal algebra and that the two copies commute.
We develop the proof of Theorem 5.5 in four steps. First we prove in Theo-
rem 5.2 that the space of global sections of CDR contains two commuting pairs of
N = 1 superconformal algebras, at central charge 21/2 and 7/10 respectively, the
last one is precisely the tri-critical Ising model. Secondly in subsection 5.2.1 we
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check the linear λ-brackets that were not already computed in the way of proving
Theorem 5.2. In third place we verify the non-linear λ-brackets under the assump-
tion a non-linear identity (2.13) among the generators is satisfied. Finally in 5.2.3
we check the non-linear identity (2.13), see Remark 5.7. Along the way of proving
Theorem 5.5 we perform a lot of computations in local coordinates, for this we
make extensive use of properties of the manifold M such as: the Ricci flatness, the
contractions between the 3-form and its Hodge dual (see page 18), the 3-form is
parallel, the symmetries of the Riemann curvature tensor, etc. To avoid unneces-
sary calculations we take advantage of the space of global sections of the CDR is
a vertex algebra, to use the axioms as well as the identities satisfied by a vertex
algebra, e.g., the Jacobi identity, the Borcherds identity, etc, to derive λ-brackets
from the ones already computed.
It is remarkable that Borcherds identity was proved very useful computing the
non-linear λ-brackets in subsection 5.2.2. It is also engaging the appearance of
the first Pontryagin class p1(M) of the manifold M in the proof of the non-linear
identity (2.13) (see Remark 5.8), taking into account that the only oriented charac-
teristic class of interest for a G2-manifold is p1(M) [CHNP15].
A new feature of the Shatashvili-Vafa G2 superconformal algebra not shared
by their cousins the N = 2 superconformal algebra (the N = 4 superconformal al-
gebra) in the Calabi-Yau manifold case (respectively in the hyperkälher case) is the
existence of non-linear λ-brackets among the generators, i.e., in some λ-brackets
appear the normally ordered product of generators. This is a direct consequence of
the geometry of the manifolds, in an almost Hermitian manifold even if the metric
and the complex structure satisfied some compatibility condition they are essen-
tially independent, though in the G2 case the metric and the cross product are both
determined in a highly nonlinear way from the 3-form.
It is worth to mention that our proof of the conjecture is more tortuous than
the proofs of previous results for Calabi-Yau and hyperkälher manifolds [BZHS08,
Hel09, EHKZ13], this is due to the lack of ‘good’ coordinates systems in the G2-
holonomy case, it would be interesting to explore if there exist some coordinate
system in which the quantum corrections to the fields (3.4) and (3.5) get simplified
or even vanish as happens when M is Calabi-Yau or hyperkälher.
Another related question is the following. There is a proposal of how to define a
topological twist of the Shatashvili-Vafa G2 superconformal algebra in [SV95], in
fact, there is a more recent approach [dBNS08]. There are known a few necessary
topological conditions a manifold with holonomy G2 should satisfied, but we are
far from knowing sufficient conditions. Question: can we put the ‘topological’
Shatashvili-Vafa G2 superconformal algebra locally inside the bc− βγ systems in
such a way the obstruction to be globally well defined as a subalgebra of the CDR
be sufficient conditions for having holonomy G2? In the Calabi-Yau case this is
exactly what happens, the vanishing of the first Chern class of the manifold is the
obstruction to having the topological N = 2 superconformal algebra globally well
defined [MSV99, Section 4].
Among the special holonomy manifolds we are missing the Spin(7) case in
5
dimension 8. In view of the present work is reasonable to expect that an analogous
theorem can be proved, i.e., the space of global sections of the CDR associated to
a Spin(7)-holonomy manifold contains two commuting copies of the Shatashvili-
Vafa Spin(7) superconformal algebra (subsection 2.2) of central charge 12 (see
Remark 5.3). It follows easily from our result that for a Spin(7)-manifold of the
form M × R where M is a G2-holonomy manifold the above claim is true.
Acknowledgements: The author would like to thank Reimundo Heluani for
generously sharing his insights and ideas and for the encouragement despite the
long computations; the present paper is influenced by his views about the subject.
2 Vertex superalgebras
In this section we recall some facts about vertex superalgebras, for details the
reader is referred to [Kac98, DSK06].
Let V be a vector superspace, i.e., a vector space with a decomposition V =
V0¯ ⊕ V1¯ for 0¯, 1¯ ∈ Z/2Z. We call V0 the even space and V1 the odd space. If
v ∈ Vα, one writes p(v) = α and calls it the parity of v.
The algebra EndV acquires a Z/2Z grading by letting
(EndV )α¯ = {A ∈ EndV : A(Vβ¯) ⊂ Vα¯+β¯}
for α¯, β¯ ∈ Z/2Z.
An EndV -valued field is a formal distribution of the form
a(z) =
∑
n∈Z
a(n)z
−n−1, a(n) ∈ EndV
such that for every v ∈ V , we have a(n)v = 0 for large enough n.
We now proceed to give two different definitions of a vertex algebra that we
use freely through the text, for a proof of the equivalence of these definitions we
refer to [DSK06].
Definition 2.1. A vertex superalgebra consists of the data of a vector superspace
V (the space of states) , |0〉 ∈ V0¯ is a vector (the vacuum vector), an even endomor-
phism T , and a parity preserving linear map a→ Y (a, z) from V to EndV -valued
fields (the state-field correspondence). This data should satisfy the following set of
axioms:
• Vacuum axioms:
Y (|0〉 , z) = Id, Y (a, z) |0〉 |z=0 = a, T |0〉 = 0.
• Translation invariance:
[T, Y (a, z)] = ∂zY (a, z).
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• Locality:
(z − w)n[Y (a, z), Y (b, w)] = 0 n≫ 0.
Given a vertex superalgebra V and a ∈ V we expand the fields
Y (a, z) =
∑
n∈Z
a(n)z
−n−1 (2.1)
and we call the endomorphisms a(n) the Fourier modes of Y (a, z).
In any vertex algebra we have the following identity, known as the Borcherds
identity:
∑
j∈Z+
(−1)j
(
n
j
)(
a(m+n−j)
(
b(k+j)c
)
− (−1)n(−1)p(a)p(b)b(n+k−j)
(
a(m+j)c
))
=
∑
j∈Z+
(
m
j
)(
a(n+j)b
)
(m+k−j)
c, (2.2)
for all a, b, c ∈ V , m,n, k ∈ Z. In fact this identity appeared in the original
Borcherds definition of vertex algebras [Bor86].
Given a vertex algebra V we define two operations:
[aλb] =
∑
j≥0
λj
j!
a(j)b, : ab := a(−1)b. (2.3)
The first is called the λ-bracket and the second is called the normally ordered prod-
uct. These operations, the vacuum vector |0〉 and the derivation T determine the
structure of the vertex algebra as follows from the next definition of vertex algebra.
We need to introduce the definition of a Lie conformal algebra.
Definition 2.2. A Lie conformal superalgebra R = R0¯ ⊕ R1¯ is a Z/2Z-graded
C[∂]-module endowed with a parity preserving C-bilinear λ-bracket
[.λ.] : R⊗R→ R⊗ C[λ] (2.4)
which satisfies:
(i) sesquilinearity:
[∂aλb] = −λ[aλb], [aλ∂b] = (λ+ ∂)[aλb], (2.5)
(ii) skewsymmetry:
[bλa] = −(−1)p(a)p(b)[a−∂−λb], (2.6)
(iii) Jacobi identity:
[aλ[bµc]] = (−1)p(a)p(b)[bµ[aλc]] + [[aλb]λ+µc], (2.7)
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Definition 2.3. A vertex algebra is a quintuple (V, |0〉 , ∂, [.λ.], ::) which satisfies
the following three properties:
(i) (V, ∂, [.λ.]) is a Lie conformal algebra,
(ii) (V, |0〉 , ∂, ::) is a unital differential algebra satisfying
• quasi-commutativity:
: ab : −(−1)p(a)p(b) : ba :=
∫ 0
−∂
[aλb]dλ (2.8)
for any a, b ∈ V,
• quasi-associativity:
:: ab : c : − : a : bc ::=:
(∫ ∂
0
dλa
)
[bλc] : +(−1)p(a)p(b) :
(∫ ∂
0
dλb
)
[aλc] :
(2.9)
for any a, b, c ∈ V,
The integrals in the expression above should be interpreted in the following manner.
First, expand the λ-bracket. Second, put the powers of λ on the left, under the
sign of integral. Finally, take the definite integral by the usual rules inside the
parenthesis. The binary operation :: is called the normally ordered product of V .
(iii) The λ-bracket and the normally ordered product are related by the non-
commutative Wick formula:
[aλ : bc :] =: [aλb]c : +(−1)p(a)p(b) : b[aλc] : +
∫ λ
0
[[aλb]µc]dµ, (2.10)
for any a, b, c ∈ V.
In this paper we are concerned with a special class of vertex superalgebras,
known as conformal vertex algebras. We say that a vertex algebra V is conformal if
there is a L ∈ V such that the Fourier modes of the corresponding field Y (L, z) =∑
n∈Z Lnz
−n−2 satisfy:
(i) the operators Ln form the Virasoro algebra
[Ln, Lm] = (m− n)Lm+n + c
12
(m3 −m)δm,−nIdV (2.11)
where c ∈ C is called the central charge,
(ii) L−1 = T ,
(iii) L0 is a diagonalizable operator with eigenvalues bounded below.
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Remark 2.4. Using (2.3) note that (2.11) is equivalent to:
[LλL] = (∂ + 2λ)L+
cλ3
12
. (2.12)
A field L(z) satisfying this is called a Virasoro field. Note also that the condition
(ii) above implies that L(z) is an even field.
If V is conformal vertex algebra and a ∈ V is an eigenvector of L0, its eigen-
value is called the conformal weight of a and is denoted by ∆(a) = ∆. Moreover
a has conformal weight ∆ if and only if
[Lλa] = (∂ +∆λ)a+O(λ2).
In the case when [Lλa] = (∂ + ∆λ)a the vector a and the corresponding vertex
operator Y (a, z) are called primary. This is equivalent to Lna = δn,0∆a for all
n ≥ 0.
Remark 2.5. An important feature of defining vertex algebras using Lie conformal
algebras is that: vertex algebras are to conformal Lie algebras what associative
algebras are to Lie algebras in the following sense. For any Lie conformal algebra
R there exists a vertex algebra U(R) with an embedding of conformal algebras π :
R →֒ U(R) satisfying the usual universal property: for any other vertex algebra V
and a map f : R →֒ V , there exists a morphism of vertex algebras g : U(R) →֒ V
such that f = g ◦ π. Moreover, the algebra U(R) is constructed very similar as
in the Lie algebra situation, any vector of U(R) can be obtained by products of
elements of R.
This parallel with the Lie algebra case justifies the presentation of the exam-
ples below. When we say that a certain set A of vectors satisfying some prescribed
λ-brackets generate a vertex algebra, we first construct the corresponding Lie con-
formal algebra and then we consider its universal enveloping vertex algebra, in
particular any vector of this algebra is a combination of products of elements of
A and their derivatives. There are other situations (see subsections 2.1 and 2.2 )
when the λ-bracket of elements in A is not linear in the elements of A but can be
expressed as combinations of products of elements of A and their derivatives. In
this case we say that the vertex algebra is non-linearly generated [DSK05].
Remark 2.6. Note that the λ-bracket notation encodes the same information as the
singular part of the operator product expansion (OPE) of fields in a quantum field
theory in dimension two. In other words when we write [AλB] =
∑N−1
j=0
λj
j!A(j)B,
in physics notation this means that:
A(z)B(w) ∼
N−1∑
j=0
(A(j)B)(w)
(z − w)j+1 ,
where A(z), B(w) and (A(j)B)(w) are the fields corresponding to the vectors A,
B and A(j)B under the state-field correspondence.
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Example 2.7 ([Kac98]). The N = 1 (Neveu-Schwarz) superconformal vertex al-
gebra.
The N = 1 superconformal vertex algebra of central charge c is an extension of
the Virasoro algebra of central charge c by an odd primary field G of conformal
weight 3/2 i.e it is generated by L and G with λ-brackets:
[LλL] = (∂ + 2λ)L+
c
12
λ3, [LλG] = (∂ +
3
2
λ)G, [GλG] = 2L+
c
3
λ2.
Example 2.8 ([Kac98]). The N = 2 superconformal vertex algebra.
The N = 2 superconformal vertex algebra of central charge c is generated by the
Virasoro fieldL with λ-bracket (2.12), an even primary field J of conformal weight
1, and two odd primary fields G± of conformal weight 32 , with the λ-brackets given
by:
[LλJ ] = (∂ + λ)J, [LλG
±] =
(
∂ +
3
2
λ
)
G±,
[JλG
±] = ±G±, [JλJ ] = c
3
λ, [G±λG±] = 0,
[G+λG
−] = L+
1
2
∂J + Jλ+
c
6
λ2.
Example 2.9 ([KW04]). The N = 4 superconformal vertex algebra.
The N = 4 superconformal vertex algebra is generated by a Virasoro field L, three
primary even fields J0, J+ and J− of conformal weight 1, and four primary odd
fields G±, G¯± of conformal weight 32 . The remaining non-zero λ-brackets are:
[J0λJ
±] = ±2J±, [J0λJ0] = c
3
λ, [J+λJ
−] = J0 +
c
6
λ,
[J0λG
±] = ±G±, [J0λG¯±] = ±G¯±, [J+λG−] = G+,
[J−λG+] = G−, [J+λG¯−] = −G¯+, [J−λG¯+] = −G¯−,
[G±λG¯±] = (∂ + 2λ) J±, [G±λG¯∓] = L± 1
2
∂J0 ± J0λ+ c
6
λ2.
Example 2.10. The bc− βγ system.
This vertex algebra is generated by four fields: b and c are odd fields, β and γ are
even fields, and the non-trivial λ-brackets between the generators are:
[βλγ] = 1, [bλc] = 1.
If we define G =: cβ : + : (∂γ)b :, L =: (∂γ)β : −12 : c(∂b) : +12 : (∂c)b :,
{L,G} generate an N = 1 superconformal algebra of central charge 32 (example
2.7). With respect to the Virasoro L the conformal weight of the generators is as
follows:
∆b =
1
2
, ∆c =
1
2
, ∆γ = 0, ∆β = 1.
10
2.1 The Shatashvili-Vafa G2 superconformal algebra
The Shatashvili-Vafa G2 superconformal algebra [SV95] is an extension of the
N = 1 superconformal algebra {L,G} (Example 2.7) by four fields {Φ,K,X,M}
such that: Φ and M are odd, K and X are even, ∆(Φ) = 32 , ∆(K) = 2, ∆(X) = 2
and ∆(M) = 52 . Furthermore Φ and K are primary fields. The λ-brackets are
given by:
[ΦλΦ] = (−7
2
)λ2 + 6X, [ΦλX] = −15
2
Φλ− 5
2
∂Φ,
[XλX] =
35
24
λ3 − 10Xλ − 5∂X, [GλΦ] = K,
[GλX] = −1
2
Gλ+M, [GλK] = 3Φλ+ ∂Φ,
[GλM ] = − 7
12
λ3 + (L+ 4X) λ+ ∂X, [ΦλK] = −3Gλ− 3
(
M +
1
2
∂G
)
,
[ΦλM ] =
9
2
Kλ−
(
3 : GΦ : −5
2
∂K
)
, [XλK] = −3Kλ+ 3 (: GΦ : −∂K) ,
[XλM ] = −9
4
Gλ2 −
(
5M +
9
4
∂G
)
λ+
(
4 : GX : −7
2
∂M − 3
4
∂2G
)
,
[KλK] = −21
6
λ3 + 6 (X − L)λ+ 3∂ (X − L) ,
[KλM ] = −15
2
Φλ2 − 11
2
∂Φλ+ 3 (: GK : −2 : LΦ :) ,
[MλM ] = −35
24
λ4 +
1
2
(20X − 9L)λ2 +
(
10∂X − 9
2
∂L
)
λ+
(
3
2
∂2X
−3
2
∂2L− 4 : GM : +8 : LX :
)
,
[LλX] = − 7
24
λ3 + 2Xλ + ∂X, [LλM ] = −1
4
Gλ2 +
5
2
Mλ+ ∂M.
And the generators satisfy the following relation:
0 = 4 : GX : −2 : ΦK : −4∂M − ∂2G. (2.13)
Remark 2.11. Unlike the previous examples the right hand side of some λ-brackets
is non-linear in the generators. This is an important feature of the algebra.
This superconformal algebra appeared as the chiral algebra associated to the
sigma model with target a manifold with G2 holonomy in [SV95] Its classical
counterpart had been studied by Howe and Papadopoulos in [HP93]. In fact this
algebra is a member of a two-parameter family SW (32 ,
3
2 , 2) previously studied in
[Blu92] where the author found the family of all superconformal algebras which are
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extension of the super-Virasoro algebra, i.e., the N = 1 superconformal algebra,
by two primary supercurrents of conformal weights 32 and 2 respectively. It is a
family parametrized by (c, ε) (c is the central charge and ε the coupling constant)
of non-linear W -algebras.
The Shatashvili-Vafa G2 algebra is a quotient of SW (32 ,
3
2 , 2) with c =
21
2 and
ε = 0, the relation (2.13) is precisely the one imposed by the quotient.
In [SV95], this algebra was obtained as a free field realization in terms of seven
free Bosons and seven free Fermions, and the relation (2.13) was trivially satis-
fied. The first to note that we should impose this relation if we define the algebra
abstractly (it is necessary for the Jacobi identities to be checked) was Figueroa-
O’Farrill [FO97].
The Shatashvili-Vafa G2 superconformal algebra can be obtained also as a
quantum Hamiltonian reduction of osp
(
4|2) [HRD15].
Remark 2.12. Note that if we define X˜ := −15X and Φ˜ := i√15 , then {X˜, Φ˜} gen-
erate an N = 1 superconformal algebra of central charge c = 710 . This N = 1 su-
perconformal algebra at this value of the central charge is known as the tri-critical
Ising model. Therefore the Shatashvili-Vafa algebra contains two N = 1 super-
conformal subalgebras, the original one generated by {L,G} and the subalgebra
generated by {X,Φ}.
Remark 2.13. Note that all the generators of the Shatashvili-Vafa G2 algebra can
be obtained as the λ-brackets of the generators in conformal weight 32 i.e., Φ and
G.
The Shatashvili-Vafa G2 superconformal algebra has an automorphism given
by L→ L, G → G, Φ → −Φ, K → −K , X → X, M → M . It is interesting to
note that the fixed vectors {L,G,X,M} generate a closed subalgebra, this algebra
is a member of a one parameter family SW (32 , 2) of superconformal algebras, this
one corresponds to the parameter 212 . Another member of this family is the next
example.
2.2 The Shatashvili-Vafa Spin(7) superconformal algebra
The Shatashvili-Vafa Spin(7) superconformal algebra [SV95] is an extension of
the N = 1 superconformal algebra {L,G} (Example 2.7) by an even field X¯ of
conformal weight 2 (not primary) and an odd field M¯ of conformal weight 52 (not
primary). The λ-bracket are given by:
[X¯λX¯] =
8
3
λ3 + 16X¯λ+ 8∂X¯, [LλX¯ ] =
1
3
λ3 + (∂ + 2λ) X¯,
[GλX¯] =
1
2
Gλ+ M¯, [GλM¯ ] =
2
3
λ3 − (L− 4X¯)λ+ ∂X¯,
[X¯λM¯ ] = −15
4
Gλ2 −
(
15
4
∂G− 8M¯
)
λ+
11
2
∂M¯ − 5
4
∂2G− 6 : GX¯ :,
12
[M¯λM¯ ] =− 8
3
λ4 −
(
15
2
L+ 16X¯
)
λ2 −
(
15
2
∂L+ 16∂X¯
)
λ
−
(
5
2
∂2X¯ +
5
2
∂2L+ 12 : LX¯ : −6 : GM¯ :
)
.
Similar to the example above this algebra appeared as the chiral algebra associated
to the sigma model with target a manifold with Spin(7) holonomy in [SV95] and its
classical counterpart had been studied by Howe and Papadopoulos in [HP93]. This
algebra also belongs to a family SW (32 , 2) of superconformal algebras with one
parameter c (the central charge), the Shatashvili-Vafa Spin(7) algebra corresponds
to c = 12, see ([FOS91], [FOS92], [FO97]).
3 The Chiral de Rham Complex
In this section we review the construction of the chiral de Rham complex [MSV99]
of a manifold M and remember some of its properties. We also recall a theorem
from [EHKZ13] that provides two different embeddings of the space of differential
forms Ω∗(M) into global sections of CDR in the case when M is a smooth Rie-
mannian manifold. The chiral de Rham complex can be defined in the algebraic,
analytic and smooth category, in this paper we are only concerned with the smooth
setting.
Let M be a C∞ manifold, the CDR of M is a sheaf of vertex algebras, let us
begin with a local description. On a coordinate chart of M with coordinates {xi}
the sections of CDR are described as follows: for each coordinate xi we have an
even field γi, corresponding to each vector field ∂
∂xi
and each differential form dxi
we have an odd fields bi and ci respectively, we also have an even field βi for each
γi, and {γi, βi, bi, ci} form a bc− βγ system (see example 2.10).
Now we need to take care of what happens if we change coordinates. A crucial
observation in [MSV99] is that for any change of coordinates xi → yi(xj) there
exists an automorphism of CDR on the intersection of the coordinate charts. Us-
ing this it is possible to glue on intersections and construct a global sheaf. More
precisely if γ˜i, β˜i, c˜i and b˜i are the fields associated to the coordinates yi, they are
expressed in terms of the fields in the coordinates xi as follows:
γ˜i =yi(γ),
c˜i =
∂yi
∂xj
(γ)cj ,
b˜i =
∂xj
∂yi
(y(γ))bj , (3.1)
β˜i =βj
∂xj
∂yi
(y(γ)) +
∂2xk
∂yi∂yl
(y(γ))
∂yl
∂xr
crbk.
We see that the γi transform as coordinates do, the bi transform as vector fields, the
ci change as differential forms, however the βi change in a non-tensorial manner. In
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the remaining of this section we collect some results about the existence of global
sections of CDR.
Remark 3.1. The first thing to note is that the multiplication (normally ordered
product) in CDR is neither associative nor commutative by the own nature of CDR:
CDR is a sheaf of vertex algebras. Even though we can define a multiplication map
OM × CDR→ CDR, it is not associative. This implies that it is very difficult to
construct global sections of CDR.
From (3.1) follows that functions and vector fields of M give rise to global sections.
However, trying to construct sections of CDR from other tensors onM is not trivial
because of the terms on the RHS of the quasi-associativity (2.9) appearing under a
change of coordinates.
In [BZHS08] it was noticed that one can use the Levi-Civita connection on M to
counteract these quasi-associativity terms in order to construct sections of CDR
associated to differential two-forms. In [EHKZ13] this was generalized to higher
order forms.
We can define in a local chart the following field G = (∂γi)bi + βici (see
example 2.10) and ask if this field is globally defined. The answer [MSV99] is
the following, if we change coordinates xi → yi(xj), and let G˜ be the field in the
coordinates yi we obtain:
G˜ = G+ ∂

 ∂
∂yr

Tr log
(
∂xi
∂yj
) c˜r

 .
Note that if M is orientable G is globally defined. In general the field G is not
globally defined however the Fourier modes G(0) is globally defined because G˜
differs from G by a derivative of a field. Moreover we have (G(0))2 = ∂. This
endomorphism G(0) is called the supersymmetric generator, and it is an odd deriva-
tion of all the n-products i.e., G(0)(a(n)b) = (G(0)a)(n)b + (−1)p(a)a(n)(G(0)b),
where a, b are two sections of the CDR.
In [EHKZ13] were produced two different embeddings of the space of differ-
ential forms Ω∗(M) into global sections of CDR in the case when M is a smooth
Riemannian manifold. These embeddings depend on a choice of a metric and are
explicitly given in terms of the corresponding Levi-Civita connection. We proceed
to recall their construction:
Let g be a Riemannian metric on M and let {xi} be a local coordinate system.
Define local sections ei± by the equations:
ei+ :=
gijbj + c
i
√
2
, iei− :=
i
(
gijbj − ci
)
√
2
.
Note that
[ei+λe
j
+] = g
ij , [ei−λe
j
−] = −gij , [ei+λe
j
−] = 0. (3.2)
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Define
F±(0) := 1, F
i1...ik
+(k)
:= ei1+ . . . e
ik
+ , F
i1...ik
−(k) := i
kei1− . . . e
ik− .
(Here and further we adopt the following convention: when a product of fields
appears without any colon or parenthesis, we read the normal product from right
to left, recalling that it is not associative.)
Define G±(n,n) = F±(n) and for each 1 ≤ s ≤ ⌊n2 ⌋ we define
Gi1...in±(n,n−2s) = Γ
i1
k1l1
gi2k1∂γl1 . . .Γ
i2s−1
k2s−1l2s−1
gi2sk2s−1∂γl2s−1F
i2s+1...in
±(n−2s) ,
where Γijk are the Christoffel symbols of the Levi-Civita connection associated to
g, ⌊·⌋ denotes the integer part, the subscript between parenthesis denotes how many
e’s are present in the expression.
Define the numbers Tr,s as the coefficients of the Bessel polynomials:
yr(x) =
r∑
s=0
Tr,sx
s =
r∑
s=0
(r + s)!
(r − s)!s!2sx
s,
and let Tr,s := 0 when s < 0 or s > t. The following theorem was proved in
[EHKZ13].
Theorem 3.2. [EHKZ13, Theorem 6.1] Let (M,g) be a Riemannian manifold. For
any differential form w ∈ Ω∗(M) locally described by wi1 . . . indxi1 ∧ · · · ∧ dxin
define
J±q :=
1
n!
wi1...inE
i1...in
±(n) ,
E±(n) :=
[n
2
]∑
s=0
Tn−s,sG±(n,n−2s).
Then J±q are well defined sections of CDR.
Corollary 3.3. G(0)
(
J±q
)
are also well defined sections of CDR.
This follows from the discussion above about the supersymmetric generator
G(0). In fact this corollary was implicit in the original form of the Theorem 3.2
in [EHKZ13] where the authors consider the CDR as a supersymmetric sheaf of
vertex superalgebras.
As an exemplification of the Theorem 3.2 and because they will be used in
section 5 we write the sections of CDR that correspond to 2, 3 and 4 forms:
if w is a 2-form then
J±q = ±1
2
wije
i
±e
j
± +
1
2
Γijkg
jlwil∂γ
k, (3.3)
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if w is a 3-form then
J+q =
1
6
wijke
i
+e
j
+e
k
+ +
1
2
wijkΓ
i
mng
jm∂γnek+, (3.4)
J−q =
(−i)
6
wijke
i
−e
j
−e
k
− +
i
2
wijkΓ
i
mng
jm∂γnek−,
if w is a 4-form then
J+q =
1
24
wijkle
i
+e
j
+e
k
+e
l
+ +
1
4
wijklΓ
i
mng
jm∂γnek+e
l
+
+
1
8
wijklΓ
i
m1n1g
jm1∂γn1Γkm2n2g
lm2∂γn2 , (3.5)
J−q =
1
24
wijkle
i
−e
j
−e
k
−e
l
− +
(−1)
4
wijklΓ
i
mng
jm∂γnek−e
l
−
+
1
8
wijklΓ
i
m1n1g
jm1∂γn1Γkm2n2g
lm2∂γn2 .
Theorem 3.4. [EHKZ13, section 7.1 and 7.2] Let M be a Calabi-Yau manifold,
ω the Kähler form, let J±q be the global sections given by Theorem 3.2 cor-
responding to ω, then the two sets of sections of CDR {J±q, G(0)(J±q)} gen-
erate two commuting copies of the N = 2 superconformal algebra of central
charge 32 dimM . Furthermore if we assume that M is a Calabi-Yau three-
fold, let Ω and Ω¯ denote the holomorphic volume form and its complex conju-
gate respectively. Let X± and X¯± be the global sections given by Theorem 3.2
corresponding to Ω and Ω¯ respectively, then the two sets of sections of CDR
{J±q, G(0)(J±q),X±, G(0)(X±), X¯±, G(0)(X¯±)} generate two commuting copies
of the Odake algebra [Oda89].
4 G2 holonomy manifolds
In this section we review some properties of the manifolds with G2 holonomy that
will be used extensively in the computations. The references for this section are
[Joy07, Sal89].
The Lie group G2 can be defined as the group of linear automorphism of R7
that preserves the cross product, where we identify R7 = Im(O), and the cross
product operation is induced from the octonion multiplication u × v = im(v¯.u),
u, v ∈ O. The cross product operation is encoded by a 3-form ϕ0 ∈ ∧3(R7)∗
defined as
ϕ0(u, v, w) =< u× v,w > .
If we choose coordinates (x1, . . . , x7) on R7 and denote by dxij...k the exterior
form dxi ∧ dxj ∧ · · · ∧ dxk on R7, ϕ0 can be written as:
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ϕ0 = dx123 + dx145 + dx167 + dx246 − dx257 − dx347 − dx356.
In the other way, the identity
6 < u, v > dvol7 = (uyϕ0) ∧ (vyϕ0) ∧ ϕ0, (4.1)
expresses the inner product of R7 in terms of the volume form of R7 and the 3-form
ϕ0. Observe that the Lie algebra g2 of the Lie group G2 can be described as:
g2 = {(aij) ∈ so(7)|aijϕ0ijk = 0 ∀ k}. (4.2)
Definition 4.1. Let M be a smooth 7-dimensional manifold, and F the frame bun-
dle of M . We say that M has a G2-structure if there is a principal subbundle P of
F with fibre G2.
Equivalently M has a G2-structure if there exists ϕ ∈ Ω3(M) that is pointwise
modelled in ϕ0, i.e., for each x ∈ M , ϕ0 is the image of ϕ(x) under a linear
oriented isomorphism TxM → R7. Thus, we have a 1-1 correspondence between
3-forms ϕ pointwise modelled in ϕ0 and G2-structures P on M .
Given a G2-structure in M this determines in particular an orientation and
a metric g in M because any G2-structure is an instance of an SO(7)-structure.
Furthermore, let ϕ be the 3-form that corresponds to this G2-structure. Then, the
identity (4.1) determines the metric in terms of ϕ up to a conformal factor. Let
Hol(g) denote the holonomy group of M , then Hol(g) ⊆ G2 if and only if ϕ is
parallel with respect to the Levi-Civita connection of g, i.e., ∇ϕ = 0.
Lemma 4.2. [Sal89] The holonomy group of the Riemannian metric g induced by
ϕ is contained in G2 if and only if dϕ = 0 and d ∗ ϕ = 0, where ∗ denotes the
Hodge star for g.
We say that a manifold with a G2-structure is a G2-manifold if Hol(g) ⊆ G2.
If we write ϕ and ∗ϕ in local coordinates: ϕ = ϕijkdxijk, ∗ϕ = ψijkldxijkl
then dϕ = 0 and d ∗ ϕ = 0 are equivalent to:
0 =
∂
∂xm
ϕijk − Γsmiϕsjk − Γsmjϕisk − Γsmkϕijs, (4.3)
0 =
∂
∂xm
ψijkl − Γsmiψsjkl − Γsmjψiskl − Γsmkψijsl − Γsmlψijks, (4.4)
for all m = 1, . . . , 7.
Lemma 4.3. [Sal89] Let (M,g) be a Riemannian 7-manifold. If Hol(g) ⊆ G2,
then g is Ricci-flat.
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Let M be a 7-dimensional manifold with G2–structure given by the 3-form ϕ,
denote by g and ψ = ∗ϕ the associated metric and 4-form respectively. Then the
following identities are satisfied, they are collected from [Kar09]:
Contractions of ϕ and ψ
ϕijkϕabcg
iagjbgkc =42, (4.5)
ϕijkϕabcg
jbgkc =6gia, (4.6)
ϕijkϕabcg
kc =giagjb − gibgja − ψijab, (4.7)
ϕijkψabcdg
ibgjcgkd =0, (4.8)
ϕijkψabcdg
jcgkd =− 4ϕiab, (4.9)
ϕijkψabcdg
kd =giaϕjbc + gibϕajc + gicϕabj
− gajϕibc − gbjϕaic − gcjϕabi, (4.10)
ψijklψabcdg
ld =− ϕajkϕibc − ϕiakϕjbc − ϕijaϕkbc
+ giagjbgkc + gibgjcgka + gicgjagkb − giagjcgkb
− gibgjagkc − gicgjbgka − giaψjkbc − gjaψkibc
− gkaψijbc + gabψijbc − gacψijkb. (4.11)
Another useful identity is:
ϕ ∧ (ω ϕ) =(−2)
(
ψ ∧ w♭
)
, or in coordinates
ϕ[ijkϕmn]l =(−2)gl[mϕnijk] (4.12)
where w is a vector field in M and w♭ be the 1–form dual to w; [ ] denotes the
anti–symmetrization of the indices.
Lemma 4.4. (Lemma 4.9 in [Kar09]) LetM be a manifold with aG2-structure and
let Rijkl be the Riemann curvature tensor of M . Then we have Rijklψijkm = 0.
The next lemma follows easily from the fact that if Hol(g) ⊆ G2 then Rijkl ∈
Sym2(g2), and the above definition (4.2) of g2
Lemma 4.5. Let M be a G2-manifold and let Rijkl be the Riemann curvature
tensor of M . Then we have Rijklϕijm = 0.
5 The Chiral de Rham Complex over a G2-manifold
In this section we prove the main results of this paper. We begin remembering the
conjecture that is the leitmotiv of this paper.
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Let (M,g) be a G2-manifold, let ϕ be the corresponding defining 3-form. Let
Φ± be the global sections of CDR that correspond to ϕ by Theorem 3.2, and let
K± := G(0) (Φ±). In [EHKZ13] the following conjecture was stated:
Conjecture 5.1. [EHKZ13, Conjecture 7.3] The sections pairs {Φ+,K+} and
{Φ−,K−} generate two commuting copies of the Shatashvili-Vafa G2 supercon-
formal algebra given in subsection 2.1 (see Remark 2.13).
5.1 G2 holonomy manifolds are superconformal
Before stating our main result we define some sections:
X± :=
1
6
(
Φ±(0)Φ±
)
, G± := (−1
3
)
(
Φ±(1)K±
)
, L± :=
1
2
(
G±(0)G±
)
.
Note that these are well defined global sections because they are defined in terms
of Φ± and K±.
Theorem 5.2. The pairs of sections {G±, L±} and {Φ±,X±} generate twoN = 1
superconformal algebras of central charge 212 and 710 respectively. Furthermore the
plus signed sections commute with the minus signed sections.
Proof. The proof is based on explicit computations and some abstract manipula-
tions. To make the proof clear, every time that an explicit computation should be
made we will indicate the appropriate subsection of the section 6 where the com-
putation is performed. Note that to compute a λ-bracket we can choose a local
coordinate chart and perform the computation in this chart because we are working
with well defined global sections.
We begin proving that {Φ±,X±} generate two N = 1 superconformal algebras of
the desired central charges respectively. We work the plus case (the minus case is
similar).
We have by (3.4)
Φ+ =
1
6ϕijke
i
+e
j
+e
k
+ +
1
2ϕijkΓ
i
mng
jm∂γnek+. (5.1)
In 6.1 it is shown that
[Φ+λΦ+] = (−72)λ2 + 6X+, (5.2)
where X+ is given by:
X+ = − 124ψijklei+ej+ek+el+ − 14ψijklΓimngjm∂γnek+el+
−18ψijklΓim1n1gjm1∂γn1Γkm2n2glm2∂γn2 − 12gij∂(ei+)ej+
−12gijΓjkl∂γkel+ei+ − 14ΓijkΓkil∂γj∂γl. (5.3)
In 6.2 we see that:
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X+(2)Φ+ = 0, X+(1)Φ+ = −152 Φ+. (5.4)
Then, using skewsymmetry (2.6), we get Φ+(2)X+ = 0, Φ+(1)X+ = −152 Φ+. To
compute Φ+(0)X+ we observe that:
[Φ+λ[Φ+µΦ+]] = 6[Φ+λX+] (5.5)
by (5.2). Using the Jacobi identity (2.7) on the left side of (5.5) we have:
[Φ+λ[Φ+µΦ+]] = (−1)[Φ+µ[Φ+λΦ+]] + [[Φ+λΦ+]λ+µΦ+]
= (−1)[Φ+µ6X+] + [6X+ λ+µ Φ+]
= (−6)
(
Φ+(0)X+ + (−152 )Φ+µ
)
+ (−1)6[Φ+ −λ−µ−∂ X+]
= (−6)
(
Φ+(0)X+ + (−152 )Φ+µ
)
(5.6)
+(−6)
(
Φ+(0)X+ +
15
2 (λ+ µ+ ∂)Φ+
)
.
Equating (5.5) and (5.6) we obtain a polynomial equality in λ and µ. Taking
the coefficient of λ0µ we get Φ+(0)X+ = −52∂Φ+. Then
[Φ+λX+] = −152 Φ+λ− 52∂Φ+. (5.7)
To compute [X+λX+] observe that, using (5.2) and the Jacobi identity, we
have:
6[X+λX+] = [X+λ[Φ+µΦ+]] = [Φ+µ[X+λΦ+]] + [[X+λΦ+]λ+µΦ+].
Then
6[X+λX+] = [Φ+µ − 102 ∂Φ+ − 152 Φ+λ] + [[X+λΦ+]λ+µΦ+]. (5.8)
This is a polynomial identity in λ and µ. Putting µ = 0 we get:
6[X+λX+] = −30∂X+ − 45X+λ+ [[X+λΦ+]λΦ+]
= −30∂X+ − 45X+λ+ [102 ∂Φ+ − 152 Φ+λ λΦ+]
= −30∂X+ − 45X+λ+ [−102 ∂Φ+λΦ+] + [−152 Φ+λΦ+]λ,
Using sesquilinearity (2.5) it follows that:
[X+λX+] =
35
24λ
3 − 10X+λ− 5∂X+. (5.9)
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We have proved that {Φ±,X±} satisfy the λ-brackets (5.2), (5.7) and (5.9) and
therefore, by Remark 2.12 we conclude that {Φ+,X+} and {Φ−,X−} generate
two N = 1 superconformal algebras of central charge 710 respectively. Further-
more, as the ei+’s commute with the ei−’s (3.2), we have that Φ+ commutes with
Φ− and, consequently, the algebra generated by {Φ+,X+} commutes with the
algebra generated by {Φ−,X−}.
Now we are going to prove that {G±, L±} generate twoN = 1 superconformal
algebras of central charge 212 . We compute explicitly G± := (−
1
3
)
(
Φ±(1)K±
)
(see 6.3) and find that:
G+ =
1
2c
iβi +
1
2∂γ
ibi +
1
2g
ijbiβj +
1
2g
ijΓlikc
kbjbl +
1
2g
ijΓkij∂bk
+12gij∂γ
icj + gijΓkilΓ
l
jm∂γ
mbk,
G− = 12c
iβi +
1
2∂γ
ibi + (−12)gijbiβj + (−12)gijΓlikckbjbl + (−12)gijΓkij∂bk
+(−12)gij∂γicj + (−1)gijΓkilΓljm∂γmbk.
Note that if we define G := G+ + G−, we have G = ciβi + ∂γibi, and
{G,L := 1
2
G(0)G} generate an N = 1 superconformal algebra of central charge
c = 21, and with respect to L the conformal weight of the generators is as follows
(see example 2.10 and the definition of G(0) in section 3):
∆bi =
1
2
, ∆ci =
1
2
, ∆γi = 0, ∆βi = 1, i ∈ {1, . . . , 7}. (5.10)
This implies that the conformal weights of the local sections in the coordinate chart
are always positive. We will use this observation below.
In 6.4, we prove that [G+λG−] = 0. By definition, L+ =
1
2
G+(0)G+ and
L− =
1
2
G−(0)G−. Then we have that {G+, L+} commute with {G−, L−}, and
that L = L+ + L−. We will show that {G+, L+} is an N = 1 superconformal
algebra (the same proof works for {G−, L−}). First we take care of [L+λL+]. As
∆L+ = 2, the observation above about conformal weights implies:
[L+λL+] = [LλL+] = ∂L+ + 2L+λ+Aλ
2 +Bλ3,
where A and B are two fields with ∆A = 1 and ∆B = 0.
Consequently:
[LλA] = ∂A+Aλ+ Cλ
2, [LλB] = ∂B,
where C is a field with ∆C = 0, i.e., [LλC] = ∂C . Using the Jacobi identity (2.7),
we obtain
[L+λ[LµL]] = [L+µ[L+λL+]] + [[L+λL+]λ+µL+]. (5.11)
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Also:
[L+λ[LµL]] = [L+λ∂L+ + 2L+µ]. (5.12)
Working the right side of (5.12) :
[L+λ∂L+ + 2L+µ] = (∂ + λ)
(
∂L+ + 2L+λ+Aλ
2 +Bλ3
)
(5.13)
+ 2µ
(
∂L+ + 2L+λ+Aλ
2 +Bλ3
)
.
Working separately the summands on the right side of (5.11) and putting µ = 0:
[L+µ[L+λL+]]|µ=0 = [Lµ∂L+ + 2L+λ+Aλ
2 +Bλ3]|µ=0
= ∂2L+ + 2∂L+λ+ ∂Aλ
2 + ∂Bλ3,
[[L+λL+]λL+] = [∂L+ + 2L+λ+Aλ
2 +Bλ3λL]
= (−λ)
(
∂L+ + 2L+λ+Aλ
2 +Bλ3
)
+2λ
(
∂L+ + 2L+λ+Aλ
2 +Bλ3
)
+Aλ3
+(−C)λ4 + (−2)∂Cλ3 + (−1)∂2Cλ2 + (−1)∂Bλ3.
Equating the right sides of (5.11) and (5.12), putting µ = 0, and looking at the
coefficient of λ4 and λ3 we get that C = 0 and ∂B = A respectively.
Working separately the summands on the right side of (5.11) and putting λ = 0:
[L+µ[L+λL+]]|λ=0 = [L+µ∂L+] = (∂ + µ)
(
∂L+ + 2L+µ+Aµ
2 +Bµ3
)
,
[[L+λL+]λ+µL+]|λ=0 = [∂L+µL+] = (−1)µ
(
∂L+ + 2L+µ+Aµ
2 +Bµ3
)
.
Equating the right sides of (5.11) and (5.12), putting λ = 0, and looking at the
coefficient of µ3 we get that ∂B = 0. But this implies that A = 0. Also, as
∆B = 0, we know that B is a function, therefore ∂B = 0 implies that B is a
constant.
Hence [L+λL+] = (∂ + 2λ)L+ +
c+
12 λ
3, where c+ is a constant.
Now we compute [L+λG+]. Proceeding as above we get that ∆G+ = 32 and,
hence:
[L+λG+] = [LλG+] = ∂G+ +
3
2
G+λ+ Cλ
2,
where C is a field with ∆C = 1
2
, and
[LλC] = ∂C +
1
2
Cλ.
Using the Jacobi identity (2.7), we obtain
[G+λ[L+µL+]] = [Lµ[G+λL+]] + [[G+λL+]λ+µL]. (5.14)
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We also have:
[G+λ[L+µL+]] = [G+λ(∂ + 2µ)L+]. (5.15)
Working the right side of (5.15):
[G+λ(∂ + 2µ)L+] = (−1)(λ + ∂)
(
∂G+ +
3
2
(−λ− ∂)G+ + (λ+ ∂)2C
)
+2µ(−1)
(
∂G+ +
3
2
(−λ− ∂)G+ + (λ+ ∂)2C
)
.
Working separately the summands on the right side of (5.14) and putting µ = 0:
[Lµ[G+λL+]]|µ=0 = [Lµ
1
2
∂G+ +
3
2
G+λ+ (−C)λ2]|µ=0
=
1
2
(∂2G+) +
3
2
∂G+λ+ (−1)∂Cλ2,
[[G+λL+]λ+µL]|µ=0 = [
1
2
∂G+ +
3
2
G+λ+ (−C)λ2λL]
= (−1
2
)λ
(
1
2
∂G+ +
3
2
G+λ+ (−C)λ2
)
+
3
2
λ
(
1
2
∂G+ +
3
2
G+λ+ (−C)λ2
)
+ (−1
2
)Cλ3.
Equating the right sides of (5.14) and (5.15) putting µ = 0, and looking at the
coefficient of λ3 we get that C = 0 which implies [L+λG+] = ∂G+ +
3
2
G+λ.
Now we compute [G+λG+]. By definition of L+ and conformal weights positivity
we have:
[G+λG+] = [GλG+] = 2L+ +Dλ+ Eλ
2,
with D and E two fields of conformal weights 1 and 0 respectively.
Using the Jacobi identity (2.7) we obtain
[L+λ[GµG]] = [G+µ[L+λG+]] + [[L+λG+]λ+µG+]. (5.16)
We also have:
[L+λ[GµG]] = [L+λ2L] = [L+λ2L+] = 2(∂ + 2λ)L+ + 2
c+
12
λ3. (5.17)
Working separately the summands on the right side of (5.16):
[G+µ[L+λG+]] =[G+µ∂G+ +
3
2
G+λ]
=(∂ + µ)
(
2L+ +Dµ+ Eµ
2
)
+
3
2
λ
(
2L+ +Dµ+ Eµ
2
)
,
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[[L+λG+]λ+µG+] =[∂G+ +
3
2
G+λ
λ+µ
G+]
=(−1)(λ+ µ)
(
2L+ +D(λ+ µ) + E(λ+ µ)
2
)
+
3
2
λ
(
2L+ +D(λ+ µ) + E(λ+ µ)
2
)
.
Equating both the right sides of (5.16) and (5.17) and looking at the coefficient of
λ2 with µ = 0 we get that D = 0 while looking at the coefficient of λ3 with µ = 0
we get that E = c+
3
. Therefore [G+λG+] = 2L+ +
c+
3
λ2.
We have proved that {G+, L+} and {G−, L−} are two commuting N = 1 super-
conformal algebras of central charge c+ and c− respectively, such that c+ + c− =
21.
We can calculate the central charge by computing explicitly the lambda bracket
[G+λG+] = [GλG+] and looking at the coefficient of λ2.
Computing the coefficient of λ2:
1
2
(
∂2
∂λ
([
G+λG+
]))
=
7
4
+ (−1
4
)
(
glm,l
)
,m
+
1
4
(
glmΓnlm
)
,n
+
1
2
glmΓnlaΓ
a
mn +
7
4
=
7
2
+
1
2
glmΓnlaΓ
a
mn +
1
2
(
glmΓnlm
)
,n
=
7
2
+
(
−1
2
)
glmΓnlaΓ
a
mn +
1
2
glm (Γnlm),n
=
7
2
+
1
2
glmRlm
=
7
2
.
The last equality follows because G2-manifolds are Ricci flat, Lemma 4.3. It is
interesting to note that, as in other places, the scalar curvature of the manifold, i.e.,
gijRij , appears here explicitly. Then, the central charge of the N = 1 superconfor-
mal algebra {G+, L+} is c+ = 212 and consequently as c+ + c− = 21, the central
charge of {G−, L−} is c− = 212 .
To conclude the proof of the theorem we only need to check that G+(resp. G−)
commutes with Φ−(resp. Φ+). This is accomplished by performing an explicit
computation in 6.5.
Remark 5.3. Note that X+ (5.3) is not exactly the section produced by Theorem
3.2 using the 4-form, because, besides the correction (3.5), we need to add other
terms. That this would happen was already observed in [EHKZ13] while working
the flat case. For this reason, Conjecture 5.1 was formulated using only the 3-form.
The expression (5.3) that we have obtained here works in any coordinate system.
Remark 5.4. It should be noticed that the complexity of the explicit computations
performed is greater than in the other holonomy cases. This is due to the lack of
special coordinate systems simplifying the corrections to the fields. This in turn
is a reflection of our lack of knowledge about the geometry of manifolds with G2
holonomy.
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5.2 Proof of the Conjecture
In this subsection, we prove Conjecture 5.1.
Theorem 5.5. The sections pairs {Φ+,K+} and {Φ−,K−} generate two commut-
ing copies of the Shatashvili-Vafa G2 superconformal algebra.
In the above subsection 5.1, besides the global sections Φ± and K± = G(0)Φ±,
we introduced the global sections:
X± :=
1
6
(
Φ±(0)Φ±
)
, G± := (−1
3
)
(
Φ±(1)K±
)
, L± :=
1
2
(
G±(0)G±
)
.
Now we introduce M± := G(0)X± = G±(0)X±. Note that, again, these sec-
tions are globally well defined because they are defined in terms of X± using the
supersymmetric generator G(0).
Remark 5.6. The reader should note that Theorem 5.5 not only proves that we have
two pair of commuting copies of the N = 1 superconformal algebra. Namely it
is implicit in the proof that {Φ±,X±} satisfy the commutation rules of the same
named fields of the Shatashvili-Vafa G2 superconformal algebra (subsection 2.1),
i.e.,:
[Φ±λΦ±] = (−
7
2
)λ2 + 6X±, [Φ±λX±] = −
15
2
Φ±λ− 5
2
∂Φ±,
[X±λX±] =
35
24
λ3 − 10X±λ− 5∂X±.
It follows from the way we define the global sections (see also Remark 2.13) that
{L+,X+,K+,M+} (resp. {L−,X−,K−,M−}) can be expressed in terms of Φ+
and G+ (resp. Φ− and G− ). Remember also that in Theorem 5.5 we proved that
{Φ+, G+} commute with {Φ−, G−}. Therefore {L+, G+,Φ+,X+,K+,M+}
commute with {L−, G−Φ−,X−,K−,M−}.
By the remark above, to prove the conjecture we only need to check the
λ–brackets between the fields {L±, G±,Φ±,X±,K±,M±} satisfy the same λ-
brackets of the Shatashvili-Vafa G2 algebra (ruling out the ones have already been
checked in the way of proving Theorem 5.5). We work the plus case, the minus
case is similar.
We prove first the linear λ-brackets (subsection 5.2.1); and then the non-linear λ-
brackets (5.2.2) under the assumption that we have proved the relation (2.13):
0 = 4 : G±X± : −2 : Φ±K± : −4∂M± − ∂2G±. (5.18)
Finally (subsection 5.2.3) we prove the above relation.
Remark 5.7. We need the assumption (5.18) only to prove the non-linear λ-
brackets, the linear ones follow without the assumption. In fact, the relation (5.18)
is used only to prove the λ-bracket [Φ+λM+], the others non-linear λ-brackets are
deduced from this one. Similarly we could have computed first another non-linear
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λ-bracket using the relation, and then deduce the others ones, that is, there is noth-
ing special in [Φ+λM+]. Even more, if we are able to check a non-linear λ-bracket
without the assumption, then we can prove the relation (5.18) using the Jacobi iden-
tity (2.7), remenber that the space of global sections of the CDR is a vertex algebra.
The moral here is that we need to verify at least one non-linear identity among the
fields. We opted here to check the relation (5.18).
To simplify the notation we denote the sypersymmetric generator G(0) by D.
Remember that D is an odd derivation of all the n-products; and that [D, ∂] = 0
because D2 = ∂.
5.2.1 Linear λ-brackets
1) [Φ+λK+]
By definition of G+ we have that Φ+(1)K+ = (−3)G+. We are left with
Φ+(2)K+ and Φ+(0)K+, because Φ+(n)K+ = 0 for n ≥ 3 by the positivity
of the conformal weight.
Computing Φ+(2)K+:
By skewsymmetry (2.6), we have [Φ+λK+] = (−1)[K+−∂−λΦ+]. Then,
Φ+(2)K+
λ2
2 +Φ+(1)K+λ+Φ+(0)K+
=−K+(2)Φ+ (−∂−λ)
2
2 −K+(1)Φ+ (−∂ − λ)−K+(0)Φ+.
Expanding the right side of the last equality and looking at the coefficient of
λ2 we get that Φ+(2)K+ = −K+(2)Φ+. On the other hand, as D is an odd
derivation of the n-products, we have
0 = D(Φ+(2)Φ+) = DΦ+(2)Φ+ + (−1)Φ+(2)DΦ+ = K+(2)Φ+ − Φ+(2)K+.
This implies Φ+(2)K+ = 0.
Computing Φ+(0)K+:
Applying Borcherds identity (2.2) with a = Φ+, b = K+, c = |0〉, n =
−1,m = 2, k = −2, we obtain(
2
1
)(
Φ+(0)K+
)
(−1)
|0〉+
(
2
2
)(
Φ+(1)K+
)
(−2)
|0〉
=
(−1
0
)
Φ+(1)
(
K+(−2) |0〉
)
+ (−1)
(−1
1
)
Φ+(0)
(
K+(−1) |0〉
)
.
Then
Φ+(0)K+ = 3∂G+ +Φ+(1)∂K+. (5.19)
As we have already computed [Φ+λΦ+], using sesquilinearity (2.5), we have
that Φ+(1)∂Φ+ = 6X+. Using that D is an odd derivation we get 6M+ =
D(Φ+(1)∂Φ+) = K+(1)∂Φ+ − Φ+(1)∂K+. Then,
Φ+(1)∂K+ = K+(1)∂Φ+ − 6M+. (5.20)
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We also have ∂
(
Φ+(1)K+
)
= ∂Φ+(1)K+ +Φ+(1)∂K+. Which implies
(−3)∂G = ∂Φ+(1)K+ +Φ+(1)∂K+. (5.21)
As Φ+(n)K+ = 0 for n ≥ 2, by skewsymmetry (2.6) we have
[∂Φ+λK+] = (−1)[K+−λ−∂∂Φ+]
= (−1)
(
K+(2)∂Φ+ (−λ− ∂)2 +K+(1)∂Φ+ (−λ− ∂) +K+(0)∂Φ+
)
.
Then
∂Φ+(1)K+ = K+(1)∂Φ+ − ∂
(
K+(2)∂Φ+
)
. (5.22)
Applying Borcherds identity (2.2) with a = Φ+, b = K+, c = |0〉, n =
1,m = −2, k = 1 we obtain(−2
0
)(
Φ+(1)K+
)
(−1)
|0〉 =K+(2)
(
Φ+(−2) |0〉
)
+ (−1)K+(1)
(
Φ+(−1) |0〉
)
Φ+(1)K+ =K+(2)∂Φ+ + (−1)K+(1)Φ+.
Then using skewsymmetry (2.6) we get:
K+(2)∂Φ+ = 2Φ+(1)K+ = (−6)G+. (5.23)
Finally substituting the equations (5.23), (5.22), (5.21), (5.20) and (5.19), we
get: Φ+(0)K+ = (−3)M+ + (−32 )∂G+. Then we have proved that
[Φ+λK+] = −3G+λ− 3
(
M+ +
1
2
∂G+
)
.
2) [K+λK+]
As D is an odd derivation of the n-products we have D
(
Φ+(n)K+
)
=
K+(n)K+ − Φ+(n)∂Φ+ for all n ∈ Z. Then
K+(n)K+ = D
(
Φ+(n)K+
)
+Φ+(n)∂Φ+. (5.24)
We already know [Φ+λK+] and [Φ+λΦ+], specialising equation (5.24) for
n = 3, 2, 1, 0 we conclude that:
[K+λK+] = −
21
6
λ3 + 6 (X+ − L+)λ+ 3∂ (X+ − L+) .
3) [G+λΦ+]
By positivity of the conformal weight and the definition of K+ :=
G(0)Φ+ = G+(0)Φ+ we have that
[G+λΦ+] = A
λ2
2
+Bλ+K+,
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where A and B are two fields. To find A and B we perform an explicit
computation 6.6, and found that A = B = 0. Then we conclude:
[G+λΦ+] = K+.
4) [L+λΦ+]
As ∆Φ+ = 32 we have
[L+λΦ+] = [LλΦ+] = Aλ
2 + (∂ +
3
2
λ)Φ+,
where A is a field. To find A we perform and explicit computation 6.7 and
found that A=0. Then we conclude:
[L+λΦ+] = (∂ +
3
2
λ)Φ+.
6) [L+λX+]
Applying the Jacobi identity (2.7) we have
[L+λX+] = [L+λ
1
6 [Φ+µΦ+]] =
1
6
(
[Φ+µ[L+λΦ+]] + [[L+λΦ+]λ+µΦ+]
)
.
From where
[L+λX+] = −
7
24
λ3 + 2X+λ+ ∂X+.
7) [L+λK+]
Applying the Jacobi identity (2.7) we have
[L+λK+] = [L+λ[G+µΦ+]] = [G+µ[L+λΦ+]] + [[L+λG+]λ+µΦ+].
We conclude that:
[L+λK+] = (∂ + 2λ)K+.
8) [G+λX+]
Computing in much the same way as [L+λX+], we obtain:
[G+λX+] = −
1
2
G+λ+M+.
9) [G+λK+]
In the same way as [L+λK+], we obtain:
[G+λK+] = 3Φ+λ+ ∂Φ+.
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10) [L+λM+]
[L+λ[G+µX+]] =[L+λ(−12 )G+µ+M+] (5.25)
=(−12)[L+λG+]µ + [L+λM+]. (5.26)
On the other hand using the Jacobi identity (2.7) we have:
[L+λ[G+µX+]] = [G+µ[L+λX+]] + [[L+λG+]λ+µX+]. (5.27)
Equating the right sides of the equations (5.25) and (5.27), expanding using
the already known λ-brackets and then looking at the coefficients of the λ’s
we get:
[L+λM+] = −
1
4
G+λ
2 +
5
2
M+λ+ ∂M+.
11) [G+λM+]
Computing in much the same way as [L+λM+], we obtain:
[G+λM+] = −
7
12
λ3 + (L+ + 4X+)λ+ ∂X+,
5.2.2 Non linear λ-brackets
1) [Φ+λM+]
Computing Φ+(3)M+:
Φ+(3)M+ = Φ+(3)
(
G+(0)X+
)
.
Using the Borcherds identity (2.2) with m = 3, k = 0, n = 0, a = G+,
b = X+, and c = Φ+, we obtain:(
3
0
)(
G+(0)X+
)
(3)
Φ+ +
(
3
1
)(
G+(1)X+
)
(2)
Φ+
= G+(3)
(
X+(0)Φ+
)
+ (−1)X+(0)
(
G+(3)Φ+
)
.
implying that M+(3)Φ+ = 0 and, by skewsymmetry (2.6), that Φ+(3)M+ =
0.
Computing Φ+(2)M+:
Φ+(2)M+ = Φ+(2)
(
G+(0)X+
)
.
Using the Borcherds identity (2.2) with m = 2, k = 0, n = 0, a = G+,
b = X+, and c = Φ+, we obtain:(
2
0
)(
G+(0)X+
)
(2)
Φ+ +
(
2
1
)(
G+(1)X+
)
(1)
Φ+
= G+(2)
(
X+(0)Φ+
)
+ (−1)X+(0)
(
G+(2)Φ+
)
.
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Then M+(2)Φ+ = 0 and by skewsymmetry (2.6) Φ+(2)M+ = 0.
Computing Φ+(1)M+:
Φ+(1)M+ = Φ+(1)
(
G+(0)X+
)
.
Using the Borcherds identity (2.2) with m = 1, k = 0, n = 0, a = G+,
b = X+, and c = Φ+, we obtain:(
G+(0)X+
)
(1)
Φ+ + (−12)K+ = G+(1)
(
(−102 )∂Φ+
)
.
Then M+(1)Φ+ = −92K+ and by skewsymmetry (2.6) Φ+(1)M+ = 92K+.
Computing Φ+(0)M+:
By the assumption (5.18) we have
0 =4 : G+X+ : −2 : Φ+K+ : −4∂M+ − ∂2G+.
Using quasi-commutativity (2.8) we have
: G+X+ : − : X+G+ :=
∫ 0
−∂
[G+λX+]dλ =
1
4∂
2G+ + ∂M+,
and
: Φ+K+ : − : K+Φ+ :=
∫ 0
−∂
[Φ+λK+]dλ = (−3)∂M+.
Thus,
0 =4 : X+G+ : −2 : K+Φ+ : +6∂M+.
It follows that
[Φ+λ 4 : X+G+ : −2 : K+Φ+ : +6∂M+] = 0.
The non-commutative Wick formula (2.10) implies:
[Φ+λ4 : X+G+ :] =4 : [Φ+λX+]G+ : +4 : X+[Φ+λG+] :
+ 4
∫ λ
0
[
[Φ+λX+]µG+
]
dµ
=(−25)K+λ2 + (−30) : Φ+G+ : λ+ (−10) : ∂Φ+G+ :
+ 4 : X+K+ : .
We already know that [Φ+λM+] = 92K+λ + Φ+(0)M+. The non-
commutative Wick formula (2.10) then gives:
[Φ+λ(−2) : K+Φ+ :] =(−2)
(
: [Φ+λK+]Φ+ : + : K+[Φ+λΦ+] :
+
∫ λ
0
[
[Φ+λK+]µΦ+
]
dµ
)
=(−2)K+λ2 +
(
6Φ+(0)M+ + 6 : G+Φ+ : +(−27)∂K+
)
λ
+ 6 : M+Φ+ : +3 : ∂G+Φ+ : +(−12) : K+X+ : .
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By sesquilinearity (2.5), we have
[Φ+λ6∂M+] = 27K+λ
2 +
(
6Φ+(0)M+ + 27∂K+
)
λ+ 6∂
(
Φ+(0)M+
)
.
Looking at the coefficient of λ in [Φ+λ 4 : X+G+ : −2 : K+Φ+ :
+6∂M+] = 0 and using that : Φ+G+ : + : G+Φ+ := ∂K+ (by quasi-
commutativity (2.8)), we obtain
Φ+(0)M+ = (−3) : G+Φ+ : +52∂K+,
from where we conclude that [Φ+λM+] = 92K+λ−
(
3 : G+Φ+ : −52∂K+
)
.
2) [K+λM+]
Using that D is an odd derivation we get:
D
(
Φ+(n)M+
)
= K+(n)M+ − Φ+(n)∂X+.
In others words, K+(n)M+ = D
(
Φ+(n)M+
)
+ Φ+(n)∂X+ and, we can
compute [K+λM+] in terms of already known data. We conclude that:
[K+λM+] = −
15
2
Φ+λ
2 − 11
2
∂Φ+λ+ 3 (: G+K+ : −2 : L+Φ+ :) .
3) [X+λK+]
Using that D is an odd derivation we have:
D
(
K+(n)M+
)
= ∂Φ+(n)M+ +K+(n)∂X+.
Then K+(n)∂X+ = D
(
K+(n)M+
)
− ∂Φ+(n)M+, that is, we can compute
[K+λX+] in terms of already known data. We conclude that:
[X+λK+] = −3K+λ+ 3 (: G+Φ+ : −∂K+) .
4) [X+λM+]
We have [M+λX+] = [M+λ 16 [Φ+µΦ+]]. Using the Jacobi identity (2.7) we
can express
[M+λ[Φ+µΦ+]] = (−1)[Φ+µ[M+λΦ+]] + [[M+λΦ+]λ+µΦ+].
Putting µ = 0 in the above equation we can compute [M+λX+] in terms of
already known data. We obtain:
[X+λM+] = −
9
4
G+λ
2 −
(
5M+ +
9
4
∂G+
)
λ+
(
4 : G+X+ : −7
2
∂M+ − 3
4
∂2G+
)
.
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5) [M+λM+]
Using that D is an odd derivation we have:
D
(
X+(n)M+
)
= M+(n)M+ +X+(n)∂X+.
Then M+(n)M+ = D
(
X+(n)M+
)
−X+(n)∂X+, that is, we can compute
[M+λM+] in terms of already known data. We conclude that:
[M+λM+] =−
35
24
λ4 +
1
2
(20X+ − 9L+)λ2 +
(
10∂X+ − 9
2
∂L+
)
λ
+
(
3
2
∂2X+ − 3
2
∂2L+ − 4 : G+M+ : +8 : L+X+ :
)
.
5.2.3 Checking the relation
To conlude the proof of the Conjecture 5.1 we need to prove the relation (5.18)
0 = 4 : G+X+ : −2 : Φ+K+ : −4∂M+ − ∂2G+.
used in the computation of the non-linear λ-brackets [Φ+λM+]. We check this
relation among the fields performing again an explicit computation. This is a
long calculation, even longer than the ones already performed in the proof of
Theorem 5.5. Besides the Mathematica package OPEdefs [Thi91], we have
used the computer algebra system Cadabra [Pee07], this last software was
proved very useful for simplifying tensorial expressions with many terms. Despite
its length this is a straightforward computation.
For these reasons we do not present here the computations, they are show up
online at the URL:
http://www.ime.unicamp.br/~lazarord/checking_the_
relation.pdf
Remark 5.8. As in Theorem 5.5 we make extensive use of: the Ricci flatness, the
contractions on page 18, the fact that ϕ, ψ and g are parallel and the symmetries
of the Riemann curvature tensor. Unlike the computations in Theorem 5.5, we
should point out that we need to use the identity (4.12), in fact this one appears
many times and is a key identity. It is also interesting to note the appearance of
the first Pontryagin class p1(M) = 18π2 Tr (R ∧R) of the manifold, it appears as
one of the coefficients of the term ∂γi∂γj∂γkcl, i.e, 18π2RijmnR
mn
kl ∂γ
i∂γj∂γkcl,
nevertheless this expression is identically zero because R is antisymmetric in i and
j while ∂γi commutes with ∂γj .
6 Computations
To perform all the computations below we are assuming that we are working in a
local coordinate chart where the volume form is constant, then we can assume that:
Γiij =
∂ log
√
|g|
∂xj
= 0, (6.1)
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where |g| denotes the absolute value of the determinant of the metric tensor g.
For convenience of the reader we recall the expression of the Riemann curvature
tensor Rlijk and the Ricci tensor Rij in terms of the Christoffel symbols. We also
recall some of its symmetries.
Rlijk = (Γ
l
ik),j − (Γlij),k + ΓljsΓsik − ΓlksΓsij, (6.2)
Riklm = Rlmik, Riklm = −Rkilm = −Rikml, (6.3)
Riklm +Rimkl +Rilmk = 0 (first Bianchi identity). (6.4)
Rij = R
l
ilk = g
lmRiljm = (Γ
l
ij),l − (Γlil),j + ΓlijΓmlm − Γmil Γljm. (6.5)
The Ricci tensor is symmetric.
6.1 [Φ+λΦ+]
We have
Φ+ =
1
6ϕijke
i
+e
j
+e
k
+ +
1
2ϕijkΓ
i
mng
jm∂γnek+.
To simplify the notation we drop the plus subscript.
a) Computing [16ϕijkeiejekλ 16ϕmnlemenel]
For this we first compute [emenelλeiejek] and we can assume anti–
symmetrization in the indices {i, j, k} and {m,n, l} due to the future con-
traction with the three form ϕ.
[emenelλe
iejek] =(−3)gimgjngklλ2 +
(
18gimgjnekel − 6∂(gimgjngkl)
)
λ
+ 9gimejekenel − 18gimgjn∂(el)ek + 36∂(gim)gjnekel
− 18∂(gim)∂(gjn)gkl.
Then using the non-commutative Wick formula (2.10):
[
1
6
ϕijke
iejekλ
1
6
ϕmnle
menel] =
1
36
: ϕmnl[e
menel−λ−∂ ϕijke
iejek] :
=
1
36
: ϕmnl
(
: ϕijk[e
menelµe
iejek] :
)
|
−λ−∂
: .
Collecting terms first by the order of λ and then by the number of factors e’s:
λ2
1
36
(−3)ϕmnlϕijkgimgjngkl = 1
36
(−3)42 = −7
2
.
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Here was used the identity (4.5).
λ
1
36
(
−6ϕmnl∂(ϕijkgimgjngkl)− 18ϕijkϕmnlgimgjnekel
+ 6ϕmnlϕijk∂(g
imgjngkl)
)
= −1
6
ϕmnl∂(ϕijk)g
imgjngkl − 1
2
ϕijkϕmnlg
imgjnekel
= −1
6
ϕijk∂(ϕijk)− 3gklekel
= 0.
Here was used the identity (4.6) and that gijeiej = −gijejei + gij∂(gij) by
quasi-commutativity (2.8), then
gije
iej =
1
2
gij∂(g
ij) =
1
2
gij
(
−Γiabgaj − Γjabgia
)
∂γb = −Γiib∂γb. (6.6)
We also have by (4.3) and (4.6) that
ϕijk∂(ϕijk) = ϕ
ijk
(
Γaibϕajk + Γ
a
jbϕiak + Γ
a
kbϕija
)
∂γb = 18Γiib∂γ
b.
(6.7)
without λ
eiejekel
9
36
ϕijkϕmnlg
imejekenel =
1
4
(−ψjknl + gjngkl − gjlgkn) ejekenel
=− 1
4
ψijkle
iejekel +
1
8
gijgkl∂(g
ik)∂(gjl)
− 1
8
gijgkl∂(g
ij)∂(gkl)
=− 1
4
ψijkle
iejekel +
1
4
ΓcibΓ
i
cd∂γ
b∂γd
+
1
4
gjmg
icΓmibΓ
j
cd∂γ
b∂γd − 1
8
gijgkl∂(g
ij)∂(gkl).
Here was used the identity (4.7), quasi-associativity (2.9), the equality
gije
iej = 12gij∂(g
ij) proved above and that metric g is covariantly constant.
∂(ei)ej
1
36
(
−18ϕmnlϕijkgimgjn∂(ek)el − 18ϕmnlϕijkgimgjnek∂(el)
−18ϕmnlϕijkgimgjn∂(el)ek
)
= −3glk∂(el)ek − 3
2
glk∂
2glk.
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Here we used the identity (4.6) and quasi-commutativity (2.8):
ei∂(ej) = −∂(ej)ei +
∫ 0
−∂
[eiλ∂e
j ]dλ = −∂(ej)ei + 1
2
∂2(gij).
eiej
− 1
2
ϕmnl∂(ϕijkg
imgjn)ekel + ϕmnlϕijk∂(g
im)gjnekel
= −1
2
ϕmnl∂(ϕijk)g
imgjnekel
= −1
2
ϕmnlϕajkΓ
a
ibg
imgjn∂γbekel − 1
2
ϕmnlϕiakΓ
a
jbg
imgjn∂γbekel
− 1
2
ϕmnlϕijaΓ
a
kbg
imgjn∂γbekel
= −ϕmnlϕajkΓaibgimgjn∂γbekel −
1
2
ϕmnlϕijaΓ
a
kbg
imgjn∂γbekel
= (−1) (gamglk − gmkgla − ψmlak) Γaibgim∂γbekel + (−
1
2
)6glaΓ
a
kb∂γ
bekel
= ψmlakΓ
a
ibg
im∂γbekel + (−1)glkΓiib∂γbekel + (−2)glaΓakb∂γbekel,
= ψmlakΓ
a
ibg
im∂γbekel + (−2)glaΓakb∂γbekel + (−
1
2
)glk∂(g
lk)Γiib∂γ
b,
= ψmlakΓ
a
ibg
im∂γbekel + (−2)glaΓakb∂γbekel +
1
4
gij∂(g
ij)glk∂(g
lk).
Here was used that dϕ = 0, i.e., (4.3), the identities (4.7) and (4.6), and
(6.6).
without e’s
− 1
12
ϕmnl∂
2
(
ϕijkg
imgjngkl
)
− 1
2
ϕmnlϕijk∂(g
im)∂(gjn)gkl
+
1
6
ϕmnl∂
(
ϕijk∂
(
gimgjngkl
))
=− 1
12
ϕmnl∂
2(ϕijk)g
imgjngkl +
3
2
glk∂
2(glk)
=− 1
12
ϕijk∂
2(ϕijk) +
3
2
glk∂
2(glk)
=
9
12
∂
(
gij∂(g
ij)
)
+
1
12
∂(ϕijk)∂(ϕijk) +
3
2
glk∂
2(glk)
=
3
4
∂(gij)∂(g
ij) +
1
12
∂(ϕijk)∂(ϕijk) +
9
4
glk∂
2(glk)
=− 3
2
ΓcbiΓ
i
cd∂γ
b∂γd − 3
2
gajg
icΓabiΓ
j
cd∂γ
b∂γd − ΓcbiΓicd∂γb∂γd
− 1
2
ΓibiΓ
j
jd∂γ
b∂γd − 1
2
ψamjnΓ
a
big
miΓicdg
nc∂γb∂γd +
9
4
glk∂
2(glk)
=− 5
2
ΓcbiΓ
i
cd∂γ
b∂γd − 3
2
gajg
icΓabiΓ
j
cd∂γ
b∂γd − 1
2
ψamjnΓ
a
big
miΓjcdg
nc∂γb∂γd
=− 1
8
gij∂(g
ij)glk∂(g
lk) +
9
4
glk∂
2glk.
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In this chain of equalities was used that
∂
(
ϕijk∂(ϕijk)
)
= ∂(ϕijk)∂(ϕijk) + ϕ
ijk∂2(ϕijk)
and ϕijk∂(ϕijk) = 9gij∂(gij); this last identity is proved combining (6.6)
and (6.7). We also used that dϕ = 0 i.e., (4.3), that g is covariantly constant
and the identity (4.7).
b) Computing
[ 16ϕijke
iejek
λ
1
2ϕmnlΓ
m
abg
na∂γbel] + [ 12ϕijkΓ
i
abg
ja∂γbek
λ
1
6ϕmnle
menel].
[
1
6
ϕijke
iejekλ
1
2
ϕmnlΓ
m
abg
na∂γbel] =
1
4
ϕijkϕmnlg
ilgnaΓmab∂γ
bejek.
Using skew-symmetry (2.6) and arranging the indices we have:
[
1
2
ϕijkΓ
i
abg
ja∂γbekλ
1
6
ϕmnle
menel] = [
1
6
ϕijke
iejekλ
1
2
ϕmnlΓ
m
abg
na∂γbel],
then
[
1
6
ϕijke
iejekλ
1
2
ϕmnlΓ
m
abg
na∂γbel] + [
1
2
ϕijkΓ
i
abg
ja∂γbekλ
1
6
ϕmnle
menel]
=
1
2
ϕijkϕmnlg
ilgnaΓmab∂γ
bejek
=
1
2
(
gjmgkn − gjngkm − ψjkmn
)
gnaΓmab∂γ
bejek
=
1
2
gjmΓ
m
kb∂γ
bejek + (−1
2
)gkmΓ
m
jb∂γ
bejek + (−1
2
)ψjkmng
naΓmab∂γ
bejek
=(−1
2
)ψjkmng
naΓmab∂γ
bejek + (−1)gkmΓmjb∂γbejek +
1
2
gjm∂(g
jk)Γmkb∂γ
b
=(−1
2
)ψjkmng
naΓmab∂γ
bejek + (−1)gkmΓmjb∂γbejek
+ (−1
2
)gjmg
ckΓjcdΓ
m
kd∂γ
b∂γd + (−1
2
)ΓkcdΓ
c
kb∂γ
b∂γd.
Here were used the identity (4.7), (6.6) and that g is covariantly constant.
c) Computing [12ϕijkΓirsgjr∂γsekλ 12ϕmnlΓmabgna∂γbel].
[
1
2
ϕijkΓ
i
rsg
jr∂γsekλ
1
2
ϕmnlΓ
m
abg
na∂γbel]
=
1
4
ϕmnlϕijkg
lkΓmabg
na∂γbΓirsg
jr∂γs
=
1
4
(
gmignj − gmjgni − ψmnij
)
Γmabg
na∂γbΓirsg
jr∂γs
= −1
4
ψmnijΓ
m
abg
na∂γbΓirsg
jr∂γs +
1
4
gmig
naΓmabΓ
i
ns∂γ
b∂γs
− 1
4
ΓmibΓ
i
ms∂γ
b∂γs.
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Finally we combining the result in a), b) and c) to obtain
[Φ+λΦ+] = (−72)λ2 + 6X+, (6.8)
where X+ is:
X+ = − 124ψijklei+ej+ek+el+ − 14ψijklΓimngjm∂γnek+el+
−18ψijklΓim1n1gjm1∂γn1Γkm2n2glm2∂γn2 − 12gij∂(ei+)ej+
−12gijΓjkl∂γkel+ei+ − 14ΓijkΓkil∂γj∂γl,
X− = − 124ψijklei−ej−ek−el− + 14ψijklΓimngjm∂γnek−el−
−18ψijklΓim1n1gjm1∂γn1Γkm2n2glm2∂γn2 + 12gij∂(ei−)ej−
+12gijΓ
j
kl∂γ
kel−e
i
− − 14ΓijkΓkil∂γj∂γl.
To get this precise form of X+ we only need to manipulate a little more the terms
without e’s that come from a), b) and c):
− 34ψamjnΓabigmiΓjcdgnc∂γb∂γd − 3ΓcbiΓicd∂γb∂γd − 32gajgicΓabiΓjcd∂γb∂γd
+ 34glk∂
2glk
=− 34ψamjnΓabigmiΓjcdgnc∂γb∂γd −
3
2
ΓcbiΓ
i
cd∂γ
b∂γd +
3
4
∂
(
gij∂(g
ij)
)
=− 34ψamjnΓabigmiΓjcdgnc∂γb∂γd −
3
2
ΓcbiΓ
i
cd∂γ
b∂γd.
The first equality is proved using:
∂(gij∂(g
ij)) =∂(gij)∂(g
ij) + gij∂
2(gij)
=(−2)ΓcbiΓicd∂γb∂γd + (−2)gajgicΓabiΓjcd∂γb∂γd + gij∂2(gij),
which itself is proved using that g is covariantly constant. The second equality
follows from (6.6) and (6.1).
6.2 X+(2)Φ+ and X+(1)Φ+
To simplify the notation we drop the “+” subscript.
Below we only compute the λ-bracket between the sumands of X and Φ contribut-
ing to X(2)Φ and X(1)Φ.
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a) Computing [− 124ψabcdeaebecedλ 16ϕijkeiejek].
[− 1
24
ψabcde
aebecedλ
1
6
ϕijke
iejek]
=
(
−1
6
ψabcdϕijkg
aigbjgcked
)
λ2 +
(
−1
4
ψabcdϕijkg
bigdjeaecek
−3
8
ψabcdϕijkg
bigcj∂(gdk)ea +
1
6
ϕijk∂(ψabcdg
bigcjgdkea)
)
λ
+ terms without λ
=
(
−ϕackeaecek + 1
6
ϕijk∂(ψabcd)g
bigcjgdkea
)
λ+ terms without λ
=
(
−ϕijkeiejek + (−2)ϕijkΓilmglj∂γmek
)
λ+ terms without λ.
Here were used the identities (4.8) and (4.9), and that d ∗ ϕ = 0, i.e., (4.4).
b) Computing [−14ψabcdΓamngbm∂γnecedλ 16ϕijkeiejek].
[−1
4
ψabcdΓ
a
mng
bm∂γnecedλ
1
6
ϕijke
iejek]
=
(
1
4
ϕijkψabcdΓ
a
mng
bm∂γngcigdjek
)
λ+ terms without λ
=
(
−ϕabkΓamngbm∂γnek
)
+ terms without λ.
Here was used the identity (4.9).
c) Computing [−12glb∂(eb)elλ 16ϕijkeiejek].
[−1
2
glb∂(e
b)elλ
1
6
ϕijke
iejek]
=
(
(−1
2
)ϕijkg
ijek
)
λ2 +
(
(−1
4
)ϕijke
iejek + (−1
2
)ϕijkglb∂(g
bigklej)
+
1
2
ϕijk∂(g
ikej)
)
λ+ terms without λ
=
(
(−1
4
)ϕijke
iejek
)
λ+ terms without λ.
d) Computing [−12glb∂(eb)elλ 12ϕijkΓimngjm∂γnek].
[−1
2
glb∂(e
b)elλ
1
2
ϕijkΓ
i
mng
jm∂γnek]
=
(
−1
4
ϕijkΓ
i
mng
jm∂γnek
)
λ+ terms without λ.
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e) Computing [−12gamΓanb∂γbenemλ 16ϕijkeiejek].
[−1
2
gamΓ
a
nb∂γ
benemλ
1
6
ϕijke
iejek]
=
(
−1
2
ϕijkΓ
i
nbg
nj∂γbek
)
λ+ terms without λ.
Combining a), b), c), d) and e) we get that X+(2)Φ+ = 0 and X+(1)Φ+ =
−152 Φ+.
6.3 [Φ±λK±]
To perform this computation we express Φ± explicitly in terms of the bc − βγ
system.
Φ+ =
1
12
√
2
ϕijkc
icjck + 1
4
√
2
ϕijkg
ilcjckbl +
1
4
√
2
ϕijkg
ilgjmckblbm
+ 1
12
√
2
ϕijkg
ilgjmgknblbmbn +
1
2
√
2
ϕijkΓ
i
mng
jm∂γngklbl
+ 1
2
√
2
ϕijkΓ
i
mng
jm∂γnck,
Φ− = i12√2ϕijkc
icjck − i
4
√
2
ϕijkg
ilcjckbl +
i
4
√
2
ϕijkg
ilgjmckblbm
− i
12
√
2
ϕijkg
ilgjmgknblbmbn +
i
2
√
2
ϕijkΓ
i
mng
jm∂γngklbl
− i
2
√
2
ϕijkΓ
i
mng
jm∂γnck.
As by definition K± := G(0)(Φ±) we need to apply G(0) to each of the sum-
mands of Φ±. To simplify the notation we denote G(0) simply by D.
D(ϕijkc
icjck) = (ϕijk,lc
l)cicjck + 3ϕijk∂γ
icjck,
D(ϕijkg
ilcjckbl) =D(ϕ
l
jkc
jckbl)
=(ϕljk,mc
m)cjckbl + 2ϕ
l
jk∂γ
jckbl + ϕ
l
jkc
jckβl,
D(ϕijkg
ilgjmckblbm) =D(ϕ
lm
kc
kblbm)
=(ϕlmk,nc
n)ckblbm + ϕ
lm
k∂γ
kblbm + 2ϕ
lm
kc
kblβm,
D(ϕijkg
ilgjmgknblbmbn) =D(ϕ
lmnblbmbn)
=(ϕlmn,ac
a)blbmbn + 3ϕ
lmnblbmβn,
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D(ϕijkΓ
i
mng
jm∂γngklbl) =D(ϕijkΓ
i
mng
jmgkl∂γnbl)
=(F ln,ac
a)∂γnbl + F
l
n∂c
nbl + F
l
n∂γ
nβl,
where F ln := ϕijkΓimngjmgkl,
D(ϕijkΓ
i
mng
jm∂γnck) = (Fkn,ac
a)∂γnck + Fkn∂c
nck + Fkn∂γ
n∂γk,
where Fkn := ϕijkΓimngjm.
Now we collect the non-zero λ-bracket between the summands of Φ± and the
summands of K± that contains terms with λ. To compute this λ-brackets we used
the Mathematica package [Thi91]:
[ϕijkc
icjckλD(ϕijkg
ilgjmckblbm)]
=
(
6ϕijkϕ
jk
n,sc
icncs + 6ϕijkϕ
kj
n∂γ
nci
+6ϕkmnϕijk,mc
icjcn
)
λ+ terms without λ,
[ϕijkc
icjckλD(ϕijkg
ilgjmgknblbmbn)]
=
(
6ϕijkϕ
ijk
,sc
s + 18ϕjknϕijk,nc
i
) λ2
2
+
(
(−18)ϕijkϕljk,scicsbl + (−18)ϕijk∂ϕsjk,sci
+6∂ϕijkϕ
ijk
,sc
s + (−18)ϕijkϕjknciβn
+18ϕlknϕijk,nc
icjbl + 18ϕ
jknϕijk,n∂c
i
)
λ
+ terms without λ,
[ϕijkg
ilcjckblλD(ϕijkg
ilcjckbl)]
=
(
4ϕlmiϕ
i
jk,lc
jckcm + 4ϕlmiϕ
i
jl,sc
jcmcs + (−4)ϕijkϕkin∂γjcn
)
λ
+ terms without λ,
[ϕijkg
ilcjckblλD(ϕijkg
ilgjmckblbm)]
=
(
2ϕljiϕ
ij
k,lc
k + (−2)ϕljiϕijl,scs + (−4)ϕijkϕkmi,jcm
) λ2
2
+
(
(−4)ϕlmjϕijk,lckcmbi + (−4)ϕkmjϕijk,scmcsbi
+(−4)ϕkmj∂(ϕijk,i)cm + (−2)ϕljiϕijk,sckcsbl
+2∂(ϕlji)ϕ
ij
k,lc
k + (−2)∂(ϕkji)ϕijk,scs + 2ϕijkϕlji∂γkbl
+4ϕijkϕ
k
mic
mβj + (−4)ϕijkϕlmi,jckcmbl
+(−2)ϕijkϕkmn,jcmcnbi + (−4)ϕijkϕkmi,j∂cm
)
λ
+ terms without λ,
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[ϕijkg
ilcjckblλD(ϕijkg
ilgjmgknblbmbn)]
=
(
6ϕlmkϕ
ijk
,lc
mbibj + 6ϕ
l
kjϕ
ijk
,sc
sbibl + 6ϕ
l
kj∂(ϕ
ijk
,i)bl
+6∂(ϕlkj)ϕ
ijk
,lbi + (−6)ϕijkϕlijblβk
+12ϕijkϕlmj,kc
mbibl + 6ϕ
ijkϕlij,k∂bl
)
λ
+ terms without λ,
[ϕijkg
ilcjckblλD(ϕijkΓ
i
mng
jm∂γngklbl)]
=
(
(−2)F ijϕjincn
) λ2
2
+
(
(−2)ϕkinF ij,k∂γjcn
+F ijϕ
j
mnc
mcnbi + (−2)F ijϕjin∂cn + (−2)F ij ∂ϕjincn
)
λ
+ terms without λ,
[ϕijkg
ilcjckblλD(ϕijkΓ
i
mng
jm∂γnck)]
=
(
Fjiϕ
i
mnc
jcmcn
)
λ+ terms without λ,
[ϕijkg
ilgjmckblbmλD(ϕijkc
icjck)]
=
(
−6ϕijkϕlmj,ickclcm − 6ϕijkϕlji,sckclcs + 6ϕijkϕlji∂γlck
)
λ
+ terms without λ,
[ϕijkg
ilgjmckblbmλD(ϕijkg
ilcjckbl)]
=
(
(−4)ϕijkϕkmj,icm + 2ϕijkϕkij,scs + 2ϕlijϕijk,lck
) λ2
2
+
(
4ϕijkϕ
l
mj,ic
kcmbl + 2ϕ
ij
kϕ
l
ji,sc
kcsbl
+(−2)ϕijkϕkmn,jcmcnbi + 4ϕijkϕkmj,scmcsbi
+2ϕijk∂(ϕ
l
ji,l)c
k + 2∂(ϕijk)ϕ
k
ij,sc
s − 2∂(ϕijk)ϕkmj,icm
+2∂(ϕijk)ϕ
k
jn,ic
n + (−4)ϕijkϕkmj∂γmbi
+2ϕijkϕ
l
jic
kβl + (−4)ϕlmjϕijk,lckcmbi + 2ϕlijϕijk,l∂ck
)
λ
+ terms without λ,
[ϕijkg
ilgjmckblbmλD(ϕijkg
ilgjmckblbm)]
=
(
4ϕkmnϕ
ij
k,mc
nbibj + 8ϕ
ij
kϕ
lk
n,jc
nbibl
−4ϕijkϕlkj,scsbibl + 4ϕijkϕkmibjβm
+4ϕijk∂(ϕ
lk
j,l)bi + 4∂(ϕ
ij
k)ϕ
lk
j,ibl
+4ϕkmjϕ
ij
k,m∂bi
)
λ+ terms without λ,
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[ϕijkg
ilgjmckblbmλD(ϕijkg
ilgjmgknblbmbn)]
=
(
12ϕijkϕ
lmk
,ibjblbm
)
λ+ terms without λ,
[ϕijkg
ilgjmckblbmλD(ϕijkΓ
i
mng
jm∂γngklbl)]
=
(
2ϕijkF
k
i bj
) λ2
2
+
(
2ϕijkF
k
m,i∂γ
mbj
+2ϕijkF
l
jc
kbibl + 2ϕ
ij
kF
k
i ∂bj + 2∂(ϕ
ij
k)F
k
i bj
)
λ
+ terms without λ,
[ϕijkg
ilgjmckblbmλD(ϕijkΓ
i
mng
jm∂γnck)]
=
(
2ϕijkFijc
k
) λ2
2
+
(
2ϕijkFil,j∂γ
lck + 2ϕijkFmic
kcmbj
+2ϕijkFij∂c
k + 2∂(ϕijk)Fijc
k
)
λ+ terms without λ,
[ϕijkg
ilgjmgknblbmbnλD(ϕijkc
icjck)]
=
(
18ϕijkϕlkj,ic
l + 6ϕijkϕijk,sc
s
) λ2
2
+
(
18ϕijkϕlmj,kc
lcmbi + 18ϕ
ijkϕljk,sc
lcsbi
+18∂(ϕijk)ϕlkj,ic
l + 6∂(ϕijk)ϕijk,sc
s
+18ϕijkϕlkj∂γ
lbi
)
λ+ terms without λ,
[ϕijkg
ilgjmgknblbmbnλD(ϕijkg
ilcjckbl)]
=
(
12ϕijkϕlmj,kc
mbibl + 6ϕ
ijkϕljk,sc
sbibl
+6ϕijk∂(ϕlkj,l)bi + 6∂(ϕ
ijk)ϕlkj,ibl + 6ϕ
ijkϕlkjbiβl
+6ϕlmkϕ
ijk
,lc
mbibj + 6ϕ
l
jkϕ
ijk
,l∂bi
)
λ
+ terms without λ,
[ϕijkg
ilgjmgknblbmbnλD(ϕijkg
ilgjmckblbm)]
=
(
12ϕijkϕlmi,jbkblbm
)
λ+ terms without λ,
[ϕijkg
ilgjmgknblbmbnλD(ϕijkΓ
i
mng
jm∂γngklbl)]
=
(
3ϕijkF li bjbkbl
)
λ+ terms without λ,
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[ϕijkg
ilgjmgknblbmbnλD(ϕijkΓ
i
mng
jm∂γnck)]
=
(
6ϕijkFijbk
) λ2
2
+
(
6ϕijkFil,j∂γ
lbk
+3ϕijkFmic
mbjbk + 6ϕ
ijkFij∂bk + 6∂(ϕ
ijk)Fijbk
)
λ
+ terms without λ,
[F lm∂γ
mblλD(ϕijkg
ilcjckbl)]
=
(
2F ji ϕ
i
jkc
k
) λ2
2
+
(
F liϕ
i
jkc
jckbl
+2ϕijkF
k
m,i∂γ
mcj + 2∂(F ji )ϕ
i
jkc
k
)
λ+ terms without λ,
[F lm∂γ
mblλD(ϕijkg
ilgjmckblbm)]
=
(
2F kj ϕ
ij
kbi
) λ2
2
+
(
2F ljϕ
ij
kc
kbibl + (−2)ϕijkF km,j∂γmbi
+2∂(F kj )ϕ
ij
kbi
)
λ+ terms without λ,
[F lm∂γ
mblλD(ϕijkg
ilgjmgknblbmbn)] =
(
3F lkϕ
ijkbibjbl
)
λ+ terms without λ,
[F lm∂γ
mblλD(ϕijkΓ
i
mng
jm∂γngklbl)] =
(
2F jmF
i
j∂γ
mbi
)
λ+ terms without λ,
[F lm∂γ
mblλD(ϕijkΓ
i
mng
jm∂γnck)] =
(
F imFji∂γ
mcj
)
λ+ terms without λ,
[Fji∂γ
icjλD(ϕijkg
ilcjckbl)] =
(
Fjiϕ
i
mnc
jcmcn
)
λ+ terms without λ,
[Fji∂γ
icjλD(ϕijkg
ilgjmckblbm)]
=
(
2Fjiϕ
ij
nc
n
) λ2
2
+
(
2Fjiϕ
li
nc
jcnbl
+2ϕjmnFji,m∂γ
icn + 2∂(Fji)ϕ
ij
nc
n
)
λ+ terms without λ,
[Fji∂γ
icjλD(ϕijkg
ilgjmgknblbmbn)]
=
(
6Fjiϕ
ijmbm
) λ2
2
+
(
3Fjiϕ
lmicjblbm
+6ϕljnFji,n∂γ
ibl + 6∂(Fji)ϕ
ijlbl
)
λ+ terms without λ,
[Fji∂γ
icjλD(ϕijkΓ
i
mng
jm∂γngklbl)] =
(
FjiF
i
m∂γ
mcj
)
λ+ terms without λ.
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6.3.1 (Φ+(1)K+) + (Φ−(1)K−)
Now we want to compute (Φ+(1)K+) + (Φ−(1)K−), it should be notice that the
λ-brackets used to compute Φ+(1)K+ and Φ−(1)K− are the same modulo a sign.
Then to compute (Φ+(1)K+) + (Φ−(1)K−) we only need to take into account the
λ-brackets that have the same sign an consider each one twice.
We compute (Φ+(1)K+) + (Φ−(1)K−) analyzing the coefficient of each type of
term that appears. All the coefficients were obtained after a long but straightfor-
ward computation using identities (4.6) and (4.7), and the fact that dϕ = 0 and
∇g = 0, except the coefficient of ∂γicj that is more involved and is detailed below.
coefficient of bibjbk: 0,
coefficient of cicjbk: 0,
coefficient of ∂ci: 0,
coefficient of ∂γibi: (−3)∂γibi,
coefficient of ciβi: (−3)ciβi,
coefficient of ∂γicj: 0.
Computations to obtain the coefficient of ∂γicj:
Denote by A1 the terms of type ∂γicj that appear in the computations of the ciβi
coefficient due to quasi-associativity (2.9):
A1 =− 1
8
∂ϕijkϕ
jkn
,nc
i + (−1
8
)∂ϕjknϕijk,nc
i +
1
4
∂ϕijkϕ
k
mi,jc
m
+
1
4
∂ϕkmiϕ
ij
k,jc
m +
1
8
∂ϕijkϕ
l
ji,lc
k +
1
8
∂ϕljiϕ
ij
k,lc
k,
Collecting the other terms that contain ∂γicj : denote by A2 the sum of the terms
that does not contain derivatives of the Christoffel symbols, denote by A3 the sum
of the terms containing derivatives of the Christoffel symbols.
We have:
A3 =
1
2
ϕmliϕ
n
ls(Γ
i
mn),r∂γ
rcs +
1
2
ϕsrlϕ
ml
i(Γ
i
mn),s∂γ
ncr.
Using the identity (4.7) we get:
A3 =
1
2
gisg
mn(Γimn),r∂γ
rcs + (−1
2
)grig
sm(Γimn),s∂γ
ncr +
1
2
(Γsmn),s∂γ
ncm
+
1
2
ψs mr i(Γ
i
mn),s∂γ
ncr.
Let R denote the Riemann curvature, using the identity (6.2) we can work the first
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two summands of A3:
1
2
gisg
mn(Γimn),r∂γ
rcs
=
1
2
gisg
mnRinrm∂γ
rcs +
1
2
gisg
mn(Γ ir n),m∂γ
rcs
+ (−1
2
)gisg
mnΓ ir aΓ
a
m n∂γ
rcs +
1
2
gisg
mnΓ im aΓ
a
r n∂γ
rcs
=
1
2
Rsr∂γ
rcs +
1
2
gisg
mn(Γ ir n),m∂γ
rcs + (−1
2
)ΓiasΓ
ij
j ∂γ
sca
+
1
2
ΓiajΓ
ij
s∂γ
sca,
1
2
grig
sm(Γimn),s∂γ
ncr
=(−1
2
)grig
smRinsm∂γ
ncr + (−1
2
)grig
sm(Γ is n),m∂γ
ncr
+
1
2
grig
smΓ is aΓ
a
m n∂γ
ncr + (−1
2
)grig
smΓ im aΓ
a
s n∂γ
ncr
=(−1
2
)grig
sm(Γ is n),m∂γ
ncr
=− 1
2
gisg
mn(Γ ir n),m∂γ
rcs,
then
A3 =
1
2
Rsr∂γ
rcs + (−1
2
)ΓiasΓ
ij
j ∂γ
sca +
1
2
ΓiajΓ
ij
s∂γ
sca +
1
2
(Γsmn),s∂γ
ncm
+
1
2
ψs mr i(Γ
i
mn),s∂γ
ncr.
We also have
A1 +A2 =(−1
2
)Γ ia jΓ
j
i s∂γ
sca +
1
2
ΓiasΓ
ij
j ∂γ
sca + (−1
2
)ΓiajΓ
ij
s∂γ
sca
+
1
2
Γ ji kΓ
i
l sψ
k l
a j∂γ
sca,
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then
A1 +A2 +A3
=(−1
2
)Γ ia jΓ
j
i s∂γ
sca +
1
2
Γ ji kΓ
i
l sψ
k l
a j∂γ
sca +
1
2
Rsr∂γ
rcs
+
1
2
(Γsmn),s∂γ
ncm +
1
2
ψs mr i(Γ
i
mn),s∂γ
ncr
=(
1
2
(Γsmn),s∂γ
ncm + (−1
2
)Γ ia jΓ
j
i s∂γ
sca) + (
1
2
ψs mr i(Γ
i
mn),s∂γ
ncr
+
1
2
ψs mr iΓ
i
a sΓ
a
m n∂γ
ncr) +
1
2
Rsr∂γ
rcs
=
1
2
Rmn∂γ
ncm +
1
2
ψs mr iR
i
msn∂γ
ncr +
1
2
Rsr∂γ
rcs
=Rmn∂γ
ncm +
1
2
Rabcdψ
cd
lmg
am∂γbcl,
=0.
To conclude the last equality is zero we use the Lemma 4.3 and Lemma 4.4.
Finally we have proved that
(Φ+(1)K+) + (Φ−(1)K−) = (−3)∂γibi + (−3)ciβi
.
6.3.2 Φ±(1)K±
Now we want to compute Φ+(1)K+
(
Φ−(1)K−
)
, as was noted in 6.3.1 the
λ-brackets used to compute Φ+(1)K+ and Φ−(1)K− are exactly the same mod-
ulo a sign. Then to compute (Φ+(1)K+)
(
Φ−(1)K−
)
we only need to con-
sider the λ-brackets that change sign and remember to add one half of the sum
(Φ+(1)K+) + (Φ−(1)K−). We compute Φ+(1)K+
(
Φ−(1)K−
)
analyzing the co-
efficient of each type of term that appears. All the coefficients were obtained after
a long but straightforward computation using identities (4.6) and (4.7), and the fact
that dϕ = 0 and ∇g = 0, except the coefficient of ∂γibj that is more involved and
is detailed below.
coefficient of biβj : (−32)gijbiβj ,
coefficient of ∂bi: (−32 )gijΓkij∂bk,
coefficient of cicjck: 0,
coefficient of cibjbk: (−32)gijΓlikckbjbl,
coefficient of ∂γicj: (−32 )gij∂γicj ,
coefficient of ∂γibj: (−3)gijΓkilΓljm∂γmbk.
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Computations to obtain the coefficient of ∂γibj .
Denote by A1 the terms of type ∂γibj that appear in the computations of the
biβj coefficient due to quasi-associativity (2.9):
A1 =(− 1
16
)∂(ϕijk)ϕlij,kbl + (−
1
16
)∂(ϕlij)ϕ
ijk
,kbl +
1
16
∂(ϕijk)ϕlkj,lbi
+
1
16
∂(ϕlkj)ϕ
ijk
,lbi +
1
8
∂(ϕijk)ϕ
km
i,mbj +
1
8
∂(ϕkmi)ϕ
ij
k,mbj .
Collecting the other terms that contain ∂γibj: denote by A2 the sum of the terms
that does not contain derivatives of the Christoffel symbols, denote by A3 the sum
of the terms containing derivatives of the Christoffel symbols.
We have:
A1 +A2 =(−1
2
)Γ ji sΓ
ai
j∂γ
sba +
1
2
Γ ai sΓ
ij
j ∂γ
sba + (−7
2
)Γ ai jΓ
ij
s∂γ
sba
+ (−1
2
)ψa klj Γ
j
i kΓ
i
l s∂γ
sba,
A3 =
1
2
glk(Γ ik l),s∂γ
sbi + (−1
2
)grm(Γ im s),r∂γ
sbi +
1
2
gam(Γ im s),i∂γ
sba
+
1
2
ψramngin(Γ
i
m s),r∂γ
sba.
Let R denote the Riemann curvature, using the identity (6.2) we can write:
1
2
glk(Γ ik l),s∂γ
sbi
=
1
2
gklRilsk∂γ
sbi +
1
2
gkl(Γ is l),k∂γ
sbi + (−1
2
)gklΓ is aΓ
a
k l∂γ
sbi
+
1
2
gklΓ ik aΓ
a
s l∂γ
sbi,
and using identity (6.5) we have
1
2
gam(Γ im s),i∂γ
sba =
1
2
gamRms∂γ
sba +
1
2
gamΓ jm lΓ
l
s j∂γ
sba.
Then
A3 =
1
2
Ris∂γ
sbi + (−1
2
)gklΓ is aΓ
a
k l∂γ
sbi ++
1
2
gklΓ ik aΓ
a
s l∂γ
sbi
+
1
2
Ras∂γ
sba +
1
2
gamΓ jm lΓ
l
s j∂γ
sba +
1
2
ψramngin(Γ
i
m s),r∂γ
sba.
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Using again the identity (6.2) we can write:
(−1
2
)ψa klj Γ
j
i kΓ
i
l s∂γ
sba +
1
2
ψramngin(Γ
i
m s),r∂γ
sba
=(−1
2
)ψa klj Γ
j
k iΓ
i
l s∂γ
sba + (−1
2
)ψa klj (Γ
j
l s),k∂γ
sba
=(−1
2
)ψa klj R
j
lks∂γ
sba
=
1
2
Rksjlψ
jl k
i g
ai∂γsba,
then
A1 +A2 +A3 =(−3)gklΓ ik aΓ as l∂γsbi +Rij∂γjbi +
1
2
Rksjlψ
jl k
i g
ai∂γsba
=(−3)gijΓkilΓljm∂γmbk.
To establish the last equality we use the Lemma 4.3 and Lemma 4.4.
Finally we have proved that:
Φ+(1)K+ =− 32ciβi − 32∂γibi − 32gijbiβj − 32gijΓlikckbjbl − 32gijΓkij∂bk
− 32gij∂γicj − 3gijΓkilΓljm∂γmbk,
Φ−(1)K− =− 32ciβi − 32∂γibi + (32 )gijbiβj + (32)gijΓlikckbjbl + (32)gijΓkij∂bk
+ (32)gij∂γ
icj + 3gijΓkilΓ
l
jm∂γ
mbk.
6.4 [G+λG−]
Now we compute [G+λG−],
G+ =
1
2c
iβi +
1
2∂γ
ibi +
1
2g
ijbiβj +
1
2g
ijΓlikc
kbjbl +
1
2g
ijΓkij∂bk
+12gij∂γ
icj + gijΓkilΓ
l
jm∂γ
mbk,
G− = 12c
iβi +
1
2∂γ
ibi + (−12)gijbiβj + (−12)gijΓlikckbjbl + (−12)gijΓkij∂bk
+(−12)gij∂γicj + (−1)gijΓkilΓljm∂γmbk.
We list the non-zero λ-brackets between the summands of G+ and the summands
of G−, to compute these we used the Mathematica package [Thi91].
[ciβiλ∂γ
jbj ] =
7
2λ
2 + (cibi)λ+ ∂c
ibi + ∂γ
jβj ,
[ciβiλg
lmblβm] =
(
(−1)(glm,l ),m
) λ2
2
+
(
glm,l βm + (−1)(glm,i ),mcibl
)
λ
+ glmβlβm + g
lm
,i c
iblβm + (−1)(glm,i ),m∂cibl + ∂(glm,l )βm,
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[ciβiλg
lmΓnlac
abmbn]
=
(
(glmΓnla),nc
abm + (−1)(glmΓnla),mcabn
)
λ
+ (glmΓnla)c
abmβn + (−1)(glmΓnla)cabnβm
+ (−1)(glmΓnla),icacibmbn + ∂[(glmΓnla),n]cabm
+ (−1)∂[(glmΓnla),m]cabn,
[ciβiλg
lmΓnlm∂bn] =
(
(glmΓnlm),n
) λ2
2
+
(
(glmΓnlm)βn + ∂[(g
lmΓnlm),n]
)
λ
(glmΓnlm)∂βn + (g
lmΓnlm),ic
i∂bn +
1
2
∂2[(glmΓnlm),n],
[ciβiλglm∂γ
lcm] =glm∂c
lcm + (glm),i∂γ
lcicm,
[ciβiλg
lmΓnlaΓ
a
mr∂γ
rbn]
=
(
glmΓnlaΓ
a
mn
) λ2
2
+
(
glmΓnlaΓ
a
mic
ibn + (g
lmΓnlaΓ
a
mr),n∂γ
r
)
λ
+ glmΓnlaΓ
a
mi∂c
ibn + (g
lmΓnlaΓ
a
mr)∂γ
rβn
+ (glmΓnlaΓ
a
mr),i∂γ
rcibn + ∂[(g
lmΓnlaΓ
a
mr),n]∂γ
r,
[∂γibiλc
jβj ] =
7
2λ
2 +
(
(−1)cibi
)
λ+ (−1)ci∂bi + ∂γiβi,
[∂γibiλg
lmblβm] =g
lm∂bmbl,
[∂γibiλg
lmΓnlac
abmbn] =g
lmΓnli∂γ
ibmbn,
[∂γibiλglm∂γ
lcm] =glm∂γ
l∂γm,
[glmblβmλc
iβi] =
(
(−1)(glm,l ),m
) λ2
2
+
(
(−1)(glm,l )βm + (glm,i ),mcibl
+(−1)∂[(glm,l ),m]
)
λ+ glmβlβm + g
lm
,i c
iblβm
+ (−1)glm,l ∂βm + (glm,i ),mci∂bl + ∂[(glm,i ),m]cibl
+ (−1
2
)∂2[(glm,l ),m],
[glmblβmλ∂γ
ibi] =(−1)glmbm∂bl,
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[glmblβmλg
ijbiβj ]
=
(
(glm,j )(g
ij
,m)bibl
)
λ+ (−1)glmgij,mbiblβj + glm(gij,m),jbi∂bl
+ gij(glm,j )biblβm + g
ij(glm,j ),mbi∂bl + g
ij∂[(glm,j ),m]bibl
+ glm,j g
ij
,mbi∂bl + g
lm
,j ∂[(g
ij
,m)]bibl + ∂(g
lm)(gij,m),jbibl,
[glmblβmλg
ijΓaikc
kbjba]
=
(
(−1)glm(gijΓail),mbabj
)
λ+ (−1)glm(gijΓail)babjβm
+ glm(gijΓaik),mc
kbabjbl + (−1)glm∂[(gijΓail),m]babj
+ (−1)∂(glm)(gijΓail),mbabj,
[glmblβmλg
ijΓkij∂bk] =(−1)glm(gijΓkij),m∂bkbl,
[glmblβmλgij∂γ
icj ]
=
1
2
λ2 +
(
(−1)cjbj + glm(gil),m∂γi + glm∂(glm)
)
λ
+ (−1)cj∂bj + ∂γiβi + (−1)glm(gij),m∂γicjbl
+ glm∂[(gil),m]∂γ
i + (−1)∂(glm)gmjcjbl + 2∂(glm)(gil),m∂γi
+
1
2
glm∂
2(glm) + ∂(gil)(g
lm),m∂γ
i,
[glmblβmλg
ijΓkinΓ
n
ja∂γ
abk]
=
(
(−1)glmgijΓkinΓnjmbkbl
)
λ+ (−1)glmgijΓkinΓnjmbk∂bl
+ (−1)glm(gijΓkinΓnja),m∂γabkbl + (−1)∂(glm)gijΓkinΓnjmbkbl,
[gijΓlikc
kbjblλc
mβm]
=
(
(−1)(gijΓmik),mckbj + (gimΓlik),mckbl
)
λ
+ (gijΓmik)c
kbjβm + (−1)(gimΓlik)ckblβm + (−1)(gijΓlik),mckcmbjbl
(−1)(gijΓmik),mck∂bj + (gimΓlik),mck∂bl + (−1)(gijΓmik),m∂ckbj
+ (gimΓlik),m∂c
kbl,
[gijΓlikc
kbjblλ∂γ
mbm] =g
ijΓlim∂γ
mbjbl,
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[gijΓlikc
kbjblλg
mnbmβn]
=
(
(−1)gmn(gijΓlim),nbjbl
)
λ+ (gijΓlim)g
mnbjblβn
+ (−1)gmn(gijΓlim),nbj∂bl + (−1)gmn(gijΓlik),nckbjblbm
+ (−1)gmn(gijΓlim),n∂bjbl,
[gijΓlikc
kbjblλg
mnΓrmac
abnbr]
=
(
gijΓlirg
mnΓrmlbjbn + (−1)gijΓlingmnΓrmlbjbr
+(−1)gijΓlirgmnΓrmjblbn + gijΓlingmnΓrmjblbr
)
λ
+ gijΓlikg
mnΓkmac
abjblbn + (−1)gijΓlikgmkΓrmacabjblbr
+ gijΓlikg
mnΓrmlc
kbjbnbr + (−1)gijΓlikgmnΓrmjckblbnbr
+ gijΓlikg
mnΓkml∂bjbn + (−1)gijΓlikgmkΓrml∂bjbr
+ (−1)gijΓlikgmnΓkmj∂blbn + gijΓlikgmkΓrmj∂blbr
+ ∂(gijΓlik)g
mnΓkmlbjbn + (−1)∂(gijΓlik)gmkΓrmlbjbr
+ (−1)∂(gijΓlik)gmnΓkmjblbn + ∂(gijΓlik)gmkΓrmjblbr,
[gijΓlikc
kbjblλg
mnΓamn∂ba] =
(
gijΓlikg
mnΓkmnbjbl
)
λ+ gijΓlikg
mnΓkmnbj∂bl
+ gijΓlikg
mnΓkmn∂bjbl + ∂(g
ijΓlik)g
mnΓkmnbjbl,
[gijΓlikc
kbjblλgmn∂γ
mcn] =gijΓlikglm∂γ
mckbj + (−1)Γlik∂γickbl,
[gijΓlikc
kbjblλg
mnΓamsΓ
s
nr∂γ
rba] =g
ijΓlikg
mnΓkmsΓ
s
nr∂γ
rbjbl,
[gijΓkij∂bkλc
mβm] =
(
(gijΓkij),k
) λ2
2
+
(
(−1)(gijΓkij)βk
)
λ
+ (gijΓkij),mc
m∂bk + (−1)∂(gijΓkij)βk,
[gijΓkij∂bkλg
lmblβm] =(−1)glm(gijΓkij),m∂bkbl,
[gijΓkij∂bkλg
lmΓnlac
abmbn]
=
(
(−1)gijΓkijglmΓnlkbmbn
)
λ+ (−1)∂(gijΓkij)glmΓnlkbmbn,
[gijΓkij∂bkλglm∂γ
lcm] =
(
(−1)gijΓkijglk∂γl
)
λ+ (−1)∂(gijΓkij)glk∂γl,
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[gmn∂γ
mcnλc
iβi] =(−1)gmncm∂cn + (gmn),i∂γmcicn,
[gmn∂γ
mcnλ∂γ
ibi] =gmn∂γ
m∂γn,
[gmn∂γ
mcnλg
ijbiβj ]
=
λ2
2
+
(
cibi + (−1)gij(gmi),j∂γm + gij∂(gij)
)
λ
+ ∂cibi + ∂γ
jβj + (−1)gij(gmn),j∂γmcnbi + (−1)gij(gmi),j∂2γm
+ ∂(gmn)g
imcnbi +
1
2
∂2(gij)g
ij + ∂(gij)(gmi),j∂γ
m
+ ∂(gmi)(g
ij),j∂γ
m,
[gmn∂γ
mcnλg
ijΓlikc
kbjbl] =glmg
ijΓlik∂γ
mckbj + (−1)Γlik∂γickbl,
[gmn∂γ
mcnλg
ijΓkij∂bk]
=
(
gmkg
ijΓkij∂γ
m
)
λ+ gmkg
ijΓkij∂
2γm + ∂(gmk)g
ijΓkij∂γ
m,
[gmn∂γ
mcnλg
ijΓkilΓ
l
ja∂γ
abk] =gmng
ijΓnilΓ
l
ja∂γ
a∂γm,
[gijΓkilΓ
l
ja∂γ
abkλc
mβm]
=
(
gijΓkilΓ
l
jk
) λ2
2
+
(
(−1)gijΓkilΓljmcmbk
+(−1)(gijΓkilΓlja),k∂γa + ∂(gijΓkilΓljk)
)
λ+ (−1)gijΓkilΓljmcm∂bk
+ (gijΓkilΓ
l
ja)∂γ
aβk + (g
ijΓkilΓ
l
ja),m∂γ
acmbk + (−1)(gijΓkilΓlja),k∂2γa
+ (−1)∂(gijΓkilΓljm)cmbk + 12∂2(gijΓkilΓljk),
[gijΓkilΓ
l
ja∂γ
abkλg
mnbmβn]
=
(
gijΓkilΓ
l
jag
mabkbm
)
λ+ gijΓkilΓ
l
jag
ma∂bkbm
(−1)(gijΓkilΓlja),ngmn∂γabkbm + ∂(gijΓkilΓlja)gmabkbm,
[gijΓkilΓ
l
ja∂γ
abkλg
mnΓrmsc
sbnbr] =g
ijΓkilΓ
l
jag
mnΓrmk∂γ
abnbr,
[gijΓkilΓ
l
ja∂γ
abkλg
mn∂γmcn] =gijΓkilΓ
l
jagmk∂γ
a∂γm.
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6.4.1 Coefficient of λ2
We prove that it is zero after an easy computation using only that the metric is
covariantly constant.
6.4.2 Coefficient of λ
We compute the coefficient of each type of term that appears:
• coefficient cibj : 0,
(−1)(glmΓnla),ncabm + (−1)glmΓnlaΓamicibn
=gsmΓlsnΓ
n
lac
abm + (−1)glm(Γnla),ncabm
=gsm(Γnsa),nc
abm + (−1)gsmRsacabm + (−1)glm(Γnla),ncabm
=(−1)gsmRsacabm
=0,
by Lemma (4.3).
• coefficient ∂γi : 0,
(−1)(gijΓkilΓlja),k∂γa +
1
2
∂(gijΓkilΓ
l
jk).
Expanding each summand separately:
(−1)(gijΓkilΓlja),k∂γa
=(−1)gij,kΓkilΓlja∂γa + (−1)gij(Γkil),kΓlja∂γa + (−1)gijΓkil(Γlja),k∂γa
=(gsjΓisk + g
isΓjsk)Γ
k
ilΓ
l
ja∂γ
a + (−1)gij(ΓmikΓklm)Γlja∂γa + (−1)gijRilΓlja∂γa
+ (−1)gijΓkil
[
Rljka + (Γ
l
jk),a − ΓlksΓsja + ΓlasΓsjk
]
∂γa
=(−1)gijRilΓlja∂γa + (−1)gijΓkil(Γljk),a∂γa + gijΓkilΓlksΓsja∂γa.
Above, to cancel out the summand involving the curvature tensor we used
that the Riemann’s curvature tensor is antisymmetric in the first two indices
(6.3).
1
2
∂(gijΓkilΓ
l
jk)
=
1
2
gij,aΓ
k
ilΓ
l
jk∂γ
a +
1
2
gij(Γkil),aΓ
l
jk∂γ
a +
1
2
gijΓkil(Γ
l
jk),a∂γ
a
=
1
2
(
−gsjΓisa − gisΓjsa
)
ΓkilΓ
l
jk∂γ
a + gijΓkil(Γ
l
jk),a∂γ
a
=(−1)gsjΓisaΓkilΓljk∂γa + gijΓkil(Γljk),a∂γa.
Combining the two expansions and using Lemma 4.3 we get the desired
result.
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6.4.3 Coefficient of λ0
We compute the coefficient of each type of term that appears:
• coefficient ∂cibj : 0,
1
4
(glm,i ),m∂c
ibl + (−1
2
)glmΓnlaΓ
a
mi∂c
ibn + (−1
4
)(gijΓmik),m∂c
kbj
+
1
4
(gimΓlik),m∂c
kbl
=(−1
2
)glmΓnlaΓ
a
mi∂c
ibn + (−1
2
)(gijΓmik),m∂c
kbj
=
1
2
gajΓimaΓ
m
ik∂c
kbj + (−1
2
)gij(Γmik),m∂c
kbj
=(−1
2
)gsjRsk∂c
kbj
=0,
by Lemma 4.3.
• coefficient ∂γiβj : 0.
• coefficient cibjβk : 0.
• coefficient ci∂bj : 0,
(−1
2
)glmΓnlaΓ
a
mic
i∂bn + (−1
2
)(gijΓmik),mc
k∂bj
=
1
2
gajΓimaΓ
m
ikc
k∂bj + (−1
2
)(gijΓmik),mc
k∂bj
=(−1
2
)gsjRskc
k∂bj
=0,
by Lemma 4.3.
• coefficient cicjbmbn : 0.
• coefficient ∂γicjbk : 0,
using that the metric is covariantly constant we get:
(−1
2
)∂
[
(glkΓnlm),n
]
cmbk + (−1
2
)∂(gijΓkilΓ
l
jm)c
mbk
=(−1
2
)∂
[
(glkΓnlm),n + g
ijΓkilΓ
l
jm
]
cmbk
=(−1
2
)∂ [gsmRsa] c
abm
=0,
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by Lemma 4.3.
• coefficient ∂βm : 0.
• coefficient ∂cicj : 0.
• coefficient ∂γicjck : 0.
• coefficient bibjβk : 0,
using that the metric is covariantly constant we get:
(−1
2
)
(
glmgiaΓjam
)
biblβj = 0,
because the factor between parentheses is symmetric in i and l.
Due to the quasi-associativity (2.9) we obtain some terms of type ∂γibjbk:
Q1 =(−1
2
)∂(glm)
(
gajΓiam
)
,j
bibl + (−1
2
)glm,j ∂
(
gajΓiam
)
bibl
+ (−1
2
)∂(glm)
(
giaΓjam
)
,j
bibl + (−1
2
)glm,j ∂
(
giaΓjam
)
bibl
+
1
2
∂(glm)
(
gijΓail
)
,m
babj +
1
2
glm,m∂
(
gijΓail
)
babj. (6.9)
• coefficient γiγj : 0,
using that the metric is covariantly constant we get:
(−1
2
)∂[(glmΓnlaΓ
a
mr),n]∂γ
r +
1
4
∂2(gijΓkilΓ
l
jk) + (−
1
8
)gij∂
2(gij)
+ (−1
8
)∂2(gij)g
ij +
1
2
grmgalΓ
l
rsΓ
a
im∂γ
s∂γi +
1
2
ΓmrsΓ
r
mi∂γ
s∂γi
=0.
Here we used the following three identities
0 = (−1
8
)∂2(gijg
ij) = (−1
8
)∂2gijg
ij + (−1
4
)∂gij∂g
ij + (−1
8
)gij∂
2gij ,
1
4
∂gij∂g
ij = (−1
2
)ΓlisΓ
i
lr∂γ
s∂γr + (−1
2
)gajg
ilΓaisΓ
j
lr∂γ
s∂γr,
0 = (−1
2
)∂[(glmΓnlaΓ
a
mr),n]∂γ
r+(−1
2
)(glmΓnlaΓ
a
mr),n∂
2γr+
1
4
∂2(gijΓkilΓ
l
jk).
The last identity follows taking the derivative of the equality:
0 = (−1)(gijΓkilΓlja),k∂γa +
1
2
∂(gijΓkilΓ
l
jk) (this is exactly the coefficient
of ∂γi in the terms with λ in the subsection 6.4.2 above).
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Due to the quasi-associativity (2.9) we obtain some terms of type ∂2γi:
Q2 =
1
2
(gijΓkilΓ
l
ja),k∂
2γa. (6.10)
• coefficient ∂2γi : 0,
just using that the metric is covariantly constant and taking into account the
term (6.10) that comes from the coefficient of γiγj .
• coefficient cibjbkbl : 0,
(−1
2
)glmgij(Γaik),mc
kbabjbl + (−1
2
)gijgmnΓlikΓ
k
mac
abjblbn
+
1
2
glmgsjΓismΓ
a
ikc
kbabjbl
=
1
2
glmgijRaikmc
kbabjbl + (−1
2
)glmgij(Γaim),kc
kbabjbl
+ (−1
2
)glmgijΓakxΓ
x
imc
kbabjbl +
1
2
glmgijΓamxΓ
x
ikc
kbabjbl
+ (−1
2
)gijgmnΓlikΓ
k
mac
abjblbn +
1
2
glmgsjΓismΓ
a
ikc
kbabjbl
=− 1
2
Rajlkc
kbabjbl
=− 1
2
R
[ajl]
kc
kbabjbl
=0.
Here [ ] denotes the anti-symmetrization of the indices, the last equality
follows from the Bianchi’s first identity (6.4) which implies that R[ajl]k = 0.
• coefficient ∂bibj : 0,
denote by A1 terms containing derivatives of the Christoffel symbols are:
A1 =
1
2
glmgia(Γjam),jbi∂bl+(−
1
2
)glmgij(Γkij),mbl∂bk+
1
2
gijgam(Γlaj),mbi∂bl,
denote by A2 the sum of terms that doesn’t contain derivatives of the
Christoffel symbols:
A2 = (−1
2
)Γ jii Γ
la
j ba∂bl + (−
1
2
)Γ jli Γ
ai
jba∂bl + (
1
2
)Γ jai Γ
il
jba∂bl.
Replacing the derivatives of the Christoffel symbol in A1 using (6.2) and
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(6.5) we get:
A1 =
1
2
glmgiaRambi∂bl +
1
2
glmgiaΓxayΓ
y
mxbi∂bl
+
1
2
glmgijRkijmbl∂bk + (−
1
2
)glmgij(Γkim),jbl∂bk
+ (−1
2
)glmgijΓkjsΓ
s
imbl∂bk +
1
2
glmgijΓkmsΓ
s
ijbl∂bk
+
1
2
gijgamRljambi∂bl +
1
2
gijgam(Γljm),abi∂bl
+
1
2
gijgamΓlasΓ
s
jmbi∂bl + (−
1
2
)gijgamΓlmsΓ
s
jabi∂bl
=
1
2
glmgiaRambi∂bl +
1
2
glmgiaΓxayΓ
y
mxbi∂bl
+
1
2
glmgijRkijmbl∂bk +
1
2
glmgijΓkmsΓ
s
ijbl∂bk
+
1
2
gijgamRljambi∂bl + (−
1
2
)gijgamΓlmsΓ
s
jabi∂bl,
then
A1 +A2 =
1
2
glmgiaRambi∂bl +
1
2
glmgijRkijmbl∂bk +
1
2
gijgamRljambi∂bl
=
1
2
gijgamRljambi∂bl
=0,
using the symmetries (6.3).
• coefficient ∂γibjbk : 0,
due to the quasi-associativity in the computations of the bibjβk coefficient
we need to take into account (6.9).
Collecting the terms that contain ∂γibjbk : denote by A1 the sum of the
terms that does not contain derivative of the Christoffel symbols, denote by
A2 the sum of the terms containing derivative of the Christoffel symbols. We
have:
A1 =
1
2
glm,j g
aj
,s Γ
i
am∂γ
sbibl + g
lmgij,mΓ
k
inΓ
n
ja∂γ
abkbl
+ (−1)gijgmnΓlikΓkmsΓsnr∂γrbjbl
=
1
2
glxgakΓmxjΓ
j
ksΓ
i
am∂γ
sbibl + (−1
2
)glmgxjΓixmΓ
k
inΓ
n
ja∂γ
abkbl
+ (−1)glmgixΓjxmΓkinΓnja∂γabkbl + (−1)gijgmnΓlikΓkmsΓsnr∂γrbjbl,
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A2 =g
rmgiaΓlrj(Γ
j
am),s∂γ
sbibl + (−1
2
)grmgijΓlrs(Γ
a
il),m∂γ
sbabj
+ (−1
2
)glrgijΓmrs(Γ
a
il),m∂γ
sbabj + g
lmgijΓkin(Γ
n
ja),m∂γ
abkbl
+ glmgijΓnja(Γ
k
in),m∂γ
abkbl.
Substituting the derivative of the Christoffel symbols in the second, third and
fourth summand of A2 by the Riemann curvature tensor (6.2) we get:
A2 =g
rmgiaΓlrj(Γ
j
am),s∂γ
sbibl +
1
2
grmgijΓlrsR
a
lim∂γ
sbabj
+ (−1
2
)grmgijΓlrs(Γ
a
lm),i∂γ
sbabj + (−1
2
)grmgijΓlrsΓ
a
ixΓ
x
lm∂γ
sbabj
+
1
2
grmgijΓlrsΓ
a
mxΓ
x
li∂γ
sbabj +
1
2
glrgijΓmrsR
a
lim∂γ
sbabj
+ (−1
2
)glrgijΓmrs(Γ
a
lm),i∂γ
sbabj + (−1
2
)glrgijΓmrsΓ
a
ixΓ
x
lm∂γ
sbabj
+
1
2
glrgijΓmrsΓ
a
mxΓ
x
li∂γ
sbabj + (−1)glmgijΓkinRnjam∂γabkbl
+ glmgijΓkin(Γ
n
jm),a∂γ
abkbl + g
lmgijΓkinΓ
n
axΓ
x
jm∂γ
abkbl
+ (−1)glmgijΓkinΓnmxΓxja∂γabkbl + glmgijΓnja(Γkin),m∂γabkbl
=(−1)grmgijΓlrsΓaixΓxlm∂γsbabj + (−
1
2
)glmgijΓkinΓ
n
mxΓ
x
ja∂γ
abkbl
+
1
2
glrgijΓmrsΓ
a
mxΓ
x
li∂γ
sbabj + g
lmgijΓkinΓ
n
axΓ
x
jm∂γ
abkbl.
Finally we check that A1 +A2 = 0.
We conclude that [G+λG−] = 0.
6.5 [G+λΦ−] and [G−λΦ+]
Now we compute [G+λΦ−], [G−λΦ+] is computed similarly.
G+ =
1
2
ciβi +
1
2
∂γibi +
1
2
gijbiβj +
1
2
gijΓlikc
kbjbl +
1
2
gijΓkij∂bk
+
1
2
gij∂γ
icj + gijΓkilΓ
l
jm∂γ
mbk,
Φ− =
i
12
√
2
ϕijkc
icjck +
−i
4
√
2
ϕijkg
ilcjckbl +
i
4
√
2
ϕijkg
ilgjmckblbm
+
−i
12
√
2
ϕijkg
ilgjmgknblbmbn +
i
2
√
2
ϕijkΓ
i
mng
jm∂γngklbl
− i
2
√
2
ϕijkΓ
i
mng
jm∂γnck.
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We list the non-zero λ-brackets between the summands of G+ and the summands
of Φ−, to compute these we used the Mathematica package [Thi91].
[ciβiλϕlmnc
lcmcn] =ϕlmn,ic
iclcmcn
=
(
ϕamnΓ
a
il + ϕlanΓ
a
im + ϕlmaΓ
a
in
)
ciclcmcn
=0,
[ciβiλϕ
l
mnc
mcnbl] =
(
ϕlmn,lc
mcn
)
λ+ ϕlmnc
mcnβl
+ ϕlmn,ic
icmcnbl + ∂
(
ϕlmn,l
)
cmcn,
[ciβiλϕ
lm
nc
nblbm] =2
(
ϕlmn,mc
nbl
)
λ+ 2ϕlmnc
nblβm
+ ϕlmn,ic
icnblbm + 2∂
(
ϕlmn,m
)
cnbl,
[ciβiλϕ
lmnblbmbn] =3
(
ϕlmn,nblbm
)
λ+ 3ϕlmnblbmβn
+ ϕlmn,ic
iblbmbn + 3∂
(
ϕlmn,n
)
blbm,
[ciβiλϕ
mn
l Γ
l
ms∂γ
sbn] =
(
ϕ mnl Γ
l
msc
sbn +
(
ϕ mnl Γ
l
ms
)
,n
∂γs
)
λ
+ ϕ mnl Γ
l
ms∂c
sbn +
(
ϕ mnl Γ
l
ms
)
∂γsβn
+
(
ϕ mnl Γ
l
ms
)
,i
∂γscibn + ∂[
(
ϕ mnl Γ
l
ms
)
,n
]∂γs,
[ciβiλϕ
m
l nΓ
l
ms∂γ
scn] =
(
ϕ ml nΓ
l
msc
scn
)
λ+ ϕ ml nΓ
l
ms∂c
scn
+
(
ϕ ml nΓ
l
ms
)
,i
∂γscicn,
[∂γibiλϕlmnc
lcmcn] =3ϕlmn∂γ
nclcm,
[∂γibiλϕ
l
mnc
mcnbl] =2ϕ
l
mn∂γ
mcnbl,
[∂γibiλϕ
lm
nc
nblbm] =ϕ
lm
n∂γ
nblbm,
[∂γibiλϕ
m
l nΓ
l
ms∂γ
scn] =ϕ ml nΓ
l
ms∂γ
n∂γs,
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[gijbiβjλϕlmnc
lcmcn] =3
(
gniϕlmn,ic
lcm
)
λ+ 3
(
gniϕlmn
)
clcmβi
+ (−1)gijϕlmn,jclcmcnbi + 3gni∂[ϕlmn,i]clcm
+ 6∂(gni)ϕlmn,ic
lcm + 3∂
(
ϕlmn
)
gni,i c
lcm,
[gijbiβjλϕ
l
mnc
mcnbl] =(−2)
(
gniϕlmn,ic
mbl
)
λ+ 2
(
gmiϕlmn
)
cnblβi
+ gijϕlmn,jc
mcnbibl + 2g
mi∂[ϕlmn,i]c
nbl
+ 4∂(gmi)ϕlmn,ic
nbl + 2∂
(
ϕlmn
)
gmi,i c
nbl,
[gijbiβjλϕ
lm
nc
nblbm] =
(
gniϕlmn,iblbm
)
λ+
(
gniϕlmn
)
blbmβi
+ (−1)gijϕlmn,jcnbiblbm + gni∂
(
ϕlmn,i
)
blbm
+ 2∂
(
gni
)
ϕlmn,iblbm + ∂
(
ϕlmn
)
gni,i blbm,
[gijbiβjλϕ
lmnblbmbn] =g
ijϕlmn,jbiblbmbn,
[gijbiβjλϕ
mn
l Γ
l
ms∂γ
sbn] =
(
gijϕ mnl Γ
l
mjbibn
)
λ+ gijϕ mnl Γ
l
mj∂bibn
+ gij
(
ϕ mnl Γ
l
ms
)
,j
∂γsbibn + ∂(g
ij)ϕ mnl Γ
l
mjbibn,
[gijbiβjλϕ
m
l nΓ
l
ms∂γ
scn]
=
(
(−1)gijϕ ml nΓlmjcnbi + gnj(ϕ ml nΓlms),j∂γs
+∂(gns)ϕ ml nΓ
l
ms
)
λ+ (−1)gisϕ ml nΓlmscn∂bi +
(
gnjϕ ml nΓ
l
ms
)
∂γsβj
+ (−1)gij
(
ϕ ml nΓ
l
ms
)
,j
∂γscnbi + g
nj∂[
(
ϕ ml nΓ
l
ms
)
,j
]∂γs
+ (−1)∂(gis)ϕ ml nΓlmscnbi + 2∂(gnj)
(
ϕ ml nΓ
l
ms
)
,j
∂γs
+
1
2
∂2(gns)ϕ ml nΓ
l
ms + g
nj
,j ∂
(
ϕ ml nΓ
l
ms
)
∂γs,
[gijΓrikc
kbjbrλϕlmnc
lcmcn] =
(
6ginΓmikϕlmnc
kcl
)
λ+ 3gijΓnikϕlmnc
kclcmbj
+ 3gimΓrikϕlmnc
kclcnbr + 6g
inΓmikϕlmn∂c
kcl
+ 6∂
(
ginΓmik
)
ϕlmnc
kcl,
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[gijΓrikc
kbjbrλϕ
l
mnc
mcnbl]
=
(
2ginΓmikϕ
l
mnc
kbl + 2g
ijΓnilϕ
l
mnc
mbj
+ 2gimΓrilϕ
l
mnc
nbr + 2∂
(
ginΓmil
)
ϕlmn
)
λ+ 2gijΓnikϕ
l
mnc
kcmbjbl
+ 2ginΓrikϕ
l
mnc
kcmblbr + g
ijΓrilϕ
l
mnc
mcnbjbr + 2g
ijΓnilϕ
l
mnc
m∂bj
+ 2gimΓrilϕ
l
mnc
n∂br + 2g
inΓmikϕ
l
mn∂c
kbl + 2∂
(
ginΓmik
)
ϕlmnc
kbl
+ 2∂
(
gijΓnil
)
ϕlmnc
mbj + 2∂
(
gimΓril
)
ϕlmnc
nbr + ∂
2
(
ginΓmil
)
ϕlmn,
[gijΓrikc
kbjbrλϕ
lm
nc
nblbm]
=
(
2gijΓnimϕ
lm
nbjbl + 2g
inΓrimϕ
lm
nblbr
)
λ+ 2ginΓrimϕ
lm
nbl∂br
+ gijΓnikϕ
lm
nc
kbjblbm + (−1)ginΓrikϕlmnckblbmbr
+ 2gijΓrilϕ
lm
nc
nbjbmbr + 2g
ijΓnimϕ
lm
n∂bjbl + 2∂
(
gijΓnim
)
ϕlmnbjbl
+ 2∂
(
ginΓrim
)
ϕlmnblbr,
[gijΓrikc
kbjbrλϕ
lmnblbmbn] =3g
ijΓrinϕ
lmnbjblbmbr,
[gijΓrikc
kbjbrλϕ
mn
l Γ
l
ms∂γ
sbn] =g
ijΓrinΓ
l
msϕ
mn
l ∂γ
sbjbr,
[gijΓrikc
kbjbrλϕ
m
l nΓ
l
ms∂γ
scn]
=gijΓnikΓ
l
msϕ
m
l n∂γ
sckbj + (−1)ginΓrikΓlmsϕ ml n∂γsckbr,
[gijΓkij∂bkλϕlmnc
lcmcn] =
(
3gijΓmijϕlmnc
lcn
)
λ+ 3∂
(
gijΓmij
)
ϕlmnc
lcn,
[gijΓkij∂bkλϕ
l
mnc
mcnbl] =
(
2gijΓnijϕ
l
mnc
mbl
)
λ+ 2∂
(
gijΓnij
)
ϕlmnc
mbl,
[gijΓkij∂bkλϕ
lm
nc
nblbm]
=
(
(−1)gijΓnijϕlmnblbm
)
λ+ (−1)∂(gijΓnij)ϕlmnblbm,
[gijΓkij∂bkλϕ
m
l nΓ
l
ms∂γ
scn]
=
(
(−1)gijΓnijϕ ml nΓlms∂γs
)
λ+ (−1)∂
(
gijΓnij
)
ϕ ml nΓ
l
ms∂γ
s,
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[gij∂γ
icjλϕ
l
mnc
mcnbl] =gilϕ
l
mn∂γ
icmcn,
[gij∂γ
icjλϕ
lm
nc
nblbm] =2gimϕ
lm
n∂γ
icnbl,
[gij∂γ
icjλϕ
lmnblbmbn] =3ginϕ
lmn∂γiblbm,
[gij∂γ
icjλϕ
mn
l Γ
l
ms∂γ
sbn] =ginϕ
mn
l Γ
l
ms∂γ
i∂γs,
[gijΓkiaΓ
a
jr∂γ
rbkλϕlmnc
lcmcn] =3gijΓniaΓ
a
jrϕlmn∂γ
rclcm,
[gijΓkiaΓ
a
jr∂γ
rbkλϕ
l
mnc
mcnbl] =(−2)gijΓniaΓajrϕlmn∂γrcmbl,
[gijΓkiaΓ
a
jr∂γ
rbkλϕ
lm
nc
nblbm] =g
ijΓniaΓ
a
jrϕ
lm
n∂γ
rblbm,
[gijΓkiaΓ
a
jr∂γ
rbkλϕ
m
l nΓ
l
ms∂γ
scn] =gijΓniaΓ
a
jrϕ
m
l nΓ
l
ms∂γ
r∂γs.
6.5.1 Coefficient of λ
We prove that it is zero after an easy computation using only that the metric is
covariantly constant and that dϕ = 0, (4.3).
6.5.2 Coefficient of λ0
We compute the coefficient of each type of term that appears:
• Coefficient of cicjβk: 0.
• Coefficient of cicjckbl: 0, we use that dϕ = 0.
• Coefficient of ∂γscicj :
After some simplifications using that dϕ = 0 and ∇g = 0 we arrived at the
following expression:
(− i
4
√
2
)
(
gijΓklmΓ
l
jsϕkin∂γ
scmcn + (−1)gijΓkslΓljmϕkin∂γscmcn
+gij
(
Γkjs
)
,m
ϕkin∂γ
scmcn + (−1)gij
(
Γkjm
)
,s
ϕkin∂γ
scmcn
)
=(− i
4
√
2
)gijϕkinR
k
jms∂γ
scmcn
=0,
the last equality is zero by Lemma 4.5.
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• Coefficient of cibjβk: 0.
• Coefficient of cicjblbm: 0, we use that dϕ = 0.
• Coefficient of ∂γscibj :
After some simplifications using that dϕ = 0 and ∇g = 0 we arrived at the
following expression:
i
4
√
2
(
ϕ jki
(
Γijs
)
,l
∂γsclbk + (−1)ϕ jki
(
Γijl
)
,s
∂γsclbk
+ϕ jki Γ
i
laΓ
a
js∂γ
sclbk + (−1)ϕ jki ΓisaΓajl∂γsclbk
)
+
i
4
√
2
(
gijϕ ml n
(
Γlms
)
,j
∂γscnbi + (−1)gijϕ ml n
(
Γlmj
)
,s
∂γscnbi
+gijϕ ml nΓ
l
jaΓ
a
ms∂γ
scnbi + (−1)gijϕ ml nΓlsaΓamj∂γscnbi
)
=
i
4
√
2
ϕ jki R
i
jls∂γ
sclbk +
i
4
√
2
gijϕ ml nR
l
mjs∂γ
scnbi
=0,
the last equality is zero by Lemma 4.5.
• Coefficient of bibjβk: 0.
• Coefficient of clbibjbk: 0, we use that dϕ = 0.
• Coefficient of ∂γsbibj:
After some simplifications using that dϕ = 0 and ∇g = 0 we arrived at the
following expression:
i
2
√
2
(
gijϕ mnl
(
Γlms
)
,j
∂γsbibn + (−1)gijϕ mnl
(
Γlmj
)
,s
∂γsbibn
+gijϕ mnl Γ
l
jaΓ
a
ms∂γ
sbibn + (−1)gijϕ mnl ΓlsaΓamj∂γsbibn
)
=
i
2
√
2
gijϕ mnl R
l
mjs∂γ
sbibn
=0,
the last equality is zero by Lemma 4.5.
• Coefficient of ci∂bj : 0.
• Coefficient of ∂cibj : 0.
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• Coefficient of ∂cicj : 0.
• Coefficient of bibjbkbl: 0, we use that dϕ = 0.
• Coefficient of ∂bibj: 0.
• Coefficient of ∂γsβi: 0.
• Coefficient of ∂γs∂γr:
After some simplifications using that dϕ = 0 and ∇g = 0 we arrived at the
following expression:
(−i)
2
√
2
(
gijΓkir
(
Γlkm
)
,s
ϕmjl∂γ
s∂γr + (−1)gijΓkir
(
Γlms
)
,k
ϕmjl∂γ
s∂γr
+gijΓkir
(
ΓlsaΓ
a
mk
)
ϕmjl∂γ
s∂γr + (−1)gijΓkir
(
ΓlkaΓ
a
ms
)
ϕmjl∂γ
s∂γr
)
+
(−i)
2
√
2
(
gijΓljs (Γ
m
in),r ϕ
n
lm∂γ
r∂γs + (−1)gijΓljs (Γmnr),i ϕnlm∂γr∂γs
+gijΓljs (Γ
m
raΓ
a
ni)ϕ
n
lm∂γ
r∂γs + (−1)gijΓljs (ΓmiaΓanr)ϕnlm∂γr∂γs
)
=
(−i)
2
√
2
gijΓkirϕ
m
jlR
l
msk∂γ
s∂γr +
(−i)
2
√
2
gijΓljsϕ
n
lmR
m
nri∂γ
r∂γs
=0,
the last equality is zero by Lemma 4.5.
Then we conclude that [G+λΦ−] = 0, similarly we obtain [G−λΦ+] = 0.
6.6 [G+λΦ+]
G = ciβi + ∂γ
ibi,
Φ+ =
1
12
√
2
ϕijkc
icjck +
1
4
√
2
ϕijkg
ilcjckbl +
1
4
√
2
ϕijkg
ilgjmckblbm
+
1
12
√
2
ϕijkg
ilgjmgknblbmbn +
1
2
√
2
ϕijkΓ
i
mng
jm∂γngklbl
+
1
2
√
2
ϕijkΓ
i
mng
jm∂γnck.
We can use the λ-brackets performed in section 6.5.
6.6.1 Coefficient of λ2
We realize inmediatly that the coefficient of λ2 is zero because there are not λ2
terms.
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6.6.2 Coefficient of λ
• Coefficient of cicj : 0, we use that ∇ϕ = 0.
• Coefficient of cibj: 0, we use that ∇ϕ = 0.
• Coefficient of bibj :
1
4
√
2
ϕlmn,nblbm = 0.
As ∇ϕ = 0 (4.3) we have,
ϕlmn,n = −ϕamnΓlan − ϕlanΓman − ϕlmaΓnan = 0,
to conclude that the last equality is zero we used the symmetries of ϕ and
(6.1).
• Coefficient of γs:
1
2
√
2
(
ϕ mnl Γ
l
ms
)
,n
∂γs = 0.
As ∇ϕ = 0 (4.3) we have(
ϕ mnl Γ
l
ms
)
,n
=ϕ mnl ,nΓ
l
ms + ϕ
mn
l
(
Γlms
)
,n
=
(
ϕ mna Γ
a
ln − ϕ anl Γman − ϕ mal Γnan
)
Γlms + ϕ
mn
l
(
Γlms
)
,n
=ϕ mna Γ
a
lnΓ
l
ms + ϕ
mn
l
(
Γlms
)
,n
=ϕ mnl
(
Γlms
)
,n
+ (−1)ϕ mnl
(
Γlmn
)
,s
+ ϕ mnl Γ
l
naΓ
a
ms
+ (−1)ϕ mnl ΓlsaΓamn
=ϕ mnl R
l
mns
=0.
That the last equality is zero follows by Lemma 4.5.
Then [G+λφ+] = K+ and similarly [G−λφ−] = K−.
6.7 [L+λΦ+]
L =∂γiβi − 1
2
ci∂bi +
1
2
∂cibi,
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Φ+ =
1
12
√
2
ϕijkc
icjck +
1
4
√
2
ϕijkg
ilcjckbl
+
1
4
√
2
ϕijkg
ilgjmckblbm +
1
12
√
2
ϕijkg
ilgjmgknblbmbn
+
1
2
√
2
ϕijkΓ
i
mng
jm∂γngklbl +
1
2
√
2
ϕijkΓ
i
mng
jm∂γnck.
The only brackets that can produce λ2 are:
[ci∂biλϕ
l
mnc
mcnbl] =
(
2ϕiinc
n
)
λ2 + terms linear in λ,
[ci∂biλϕ
lm
nc
nblbm] =
(
2ϕliibl
)
λ2 + terms linear in λ,
[∂cibiλϕ
l
mnc
mcnbl] =
(
2ϕiinc
n
)
λ2 + terms linear in λ,
[∂cibiλϕ
lm
nc
nblbm] =
(
2ϕliibl
)
λ2 + terms linear in λ.
Then the coefficient of λ2 is zero. We conclude that:
[L+λφ+] = (∂ +
3
2λ)φ+, similarly we obtain [L−λφ−] = (∂ +
3
2λ)φ−.
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