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Branching form of the resolvent at thresholds for
multi-dimensional discrete Laplacians
Kenichi Ito∗ & Arne Jensen†
Abstract
We consider the discrete Laplacian on Zd, and compute asymptotic ex-
pansions of its resolvent around thresholds embedded in continuous spec-
trum as well as those at end points. We prove that the resolvent has a
square-root branching if d is odd, and a logarithm branching if d is even, and,
moreover, obtain explicit expressions for these branching parts involving the
Lauricella hypergeometric function. In order to analyze a non-degenerate
threshold of general form we use an elementary step-by-step expansion pro-
cedure, less dependent on special functions.
1 Introduction
Consider the discrete Laplacian on Zd, given for any function u : Zd → C by
(△u)[n] =
d∑
j=1
(u[n+ ej] + u[n− ej ]− 2u[n]), n ∈ Zd, (1.1)
where {ej}j=1,...,d ⊂ Zd is the standard basis of Zd. The operator H0 = −△
is bounded and self-adjoint on ℓ2(Zd). In Fourier space L2(Td) it is given by
multiplication by
Θ(θ) = 4 sin2(θ1/2) + · · ·+ 4 sin2(θd/2); θ = (θ1, . . . , θd) ∈ Td.
The critical values of Θ(θ) are 0, 4, . . . , 4d, and they are called the thresholds of
H0. The purpose of this paper is to investigate the asymptotic behavior of the
resolvent
R0(z) = (H0 − z)−1,
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or its convolution kernel
k(z, n) = (2π)−d
∫
Td
einθ
Θ(θ)− z dθ, (1.2)
as the spectral parameter z ∈ C \ σ(H0) approaches one of the thresholds. We
prove that there appears a square-root branching if d is odd, and a logarithm
branching if d is even. Moreover we obtain explicit expressions for these branching
parts in terms of the Lauricella hypergeometric function of type B. As far as the
authors are aware, an explicit expression of the integral (1.2) by special functions
seems not to have been known, and this paper provides a partial answer to this
question.
By localizing in Fourier space in a neighborhood of a threshold and changing
variables appropriately one finds that the problem gets very similar to an analysis
of the resolvent of an ultra-hyperbolic operator of signature (p, q) with p+ q = d:
p,q = ∂
2
1 + · · ·+ ∂2p − ∂2p+1 − · · · − ∂2p+q.
Thus a large part of this paper is concerned with a study of the resolvent of p,q
at its threshold zero, for all possible values of p and q with p+ q = d. The kernel
of the resolvent of p,q can be written explicitly using a Macdonald function, see
[BP]. However, with an application to the discrete Laplacian in mind, we need to
develop another more elementary and general expansion scheme less dependent on
a particular special function.
In the following section we describe the setting in more detail and then state
the results. Here we comment on the literature.
Whereas there is an extensive literature on ultra-hyperbolic operators, see e.g.
[H], the question concerning the behavior of the resolvent around its hyperbolic
thresholds raised here seems not to have been studied previously except in a few
cases: Murata [Mu] computed an expansion for a differential operator of constant
coefficients on Rd, and Komech, Kopylova, and Vainberg [KKV] computed an
expansion for the discrete Laplacian on Z2. However, detailed computations seem
not to be given there, and all the coefficients are not determined completely, either.
Our paper provides the details of computations quite clearly, and for the first time
determines all the coefficients of branching part of the resolvent for the discrete
Laplacian.
An expansion of the resolvent for the discrete Laplacian could be a very im-
portant contribution to the direct and inverse scattering problems in the discrete
spaces. In fact, in the discrete setting, typical techniques in the continous spaces,
such as the limiting absorption principle or some reconstruction schemes, often fail
due to embedded thresholds, cf. [P] and [IK]. Hence the embedded thresholds of
the discrete operators are recently of increasing interest.
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One proposal to deal with the embedded thresholds of the discrete Lapla-
cian (1.1) has been to replace it with a different version, see [P] and references
therein.
We also mention the recent result [RT], where an asymptotic expansion of
the resolvent around embedded thresholds for an operator on a waveguide is ob-
tained. Note that the embedded thresholds in a waveguide have a different nature
from those considered here. They originate from elliptic critical points of multiple
scattering channels similar to N -body quantum systems rather than those from
hyperbolic critical points.
2 Setting and result
2.1 Discrete Laplacian
For any function u : Zd → C we define △u : Zd → C by
(△u)[n] =
d∑
j=1
(u[n+ ej] + u[n− ej ]− 2u[n]), n ∈ Zd,
where {ej}j=1,...,d ⊂ Zd is the standard basis. The operator H0 = −△ is bounded
and self-adjoint on the Hilbert space H = ℓ2(Zd), and its spectrum is given by
σ(H0) = σac(H0) = [0, 4d].
In fact, letting T = R/(2πZ) and Ĥ = L2(Td), we define the Fourier transform
F : H → Ĥ and its inverse F∗ : Ĥ → H by
(Fu)(θ) = (2π)−d/2
∑
n∈Zd
e−inθu[n], (F∗f)[n] = (2π)−d/2
∫
Td
einθf(θ)dθ,
and then H0 is diagonalized as
FH0F∗ = Θ(θ); Θ(θ) = 4 sin2(θ1/2) + · · ·+ 4 sin2(θd/2),
where the right-hand side Θ(θ) denotes a multiplication operator by the same
function. The critical values 0, 4, . . . , 4d of Θ(θ) are called thresholds, and it is
of elliptic or hyperbolic type depending on the associated critical point being of
elliptic or hyperbolic type, respectively. We note that the critical points associated
with a critical value 4q, q ∈ {0, . . . , d}, form a set
γ(p, q) =
{
θ ∈ {0, π}d; #{j; θj = 0} = p, #{j; θj = π} = q
}
,
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where p = d − q, and # denotes a number of elements of the set that follows.
Hence the thresholds 0, 4d at end points are of elliptic type, and the embedded
thresholds 4, . . . , 4(d− 1) are of hyperbolic type.
Let us fix one threshold 4q, q ∈ {0, . . . , d}, and investigate the asymptotic
behavior of the resolvent R0(z) = (H0 − z)−1 for z ∼ 4q. Note that if we set for
(z, n) ∈ (C \ [0, 4d])× Zd
k(z, n) = (2π)−d
∫
Td
einθ
Θ(θ)− z dθ, (2.1)
then for any rapidly decaying function u : Zd → C
R0(z)u = k(z, · ) ∗ u.
This reduces the problem to an investigation of the convolution kernel k(z, n). The
branching of k(z, n) comes only from integrations (2.1) on neighborhoods of the
critical points γ(p, q). Let us denote γ(p, q) by
γ(p, q) =
{
θ(l)
}
l=1,...,L
; L = #γ(p, q) =
(
d
p
)
=
(
d
q
)
,
which are ordered, e.g., lexicographically with
θ(1) = (0, . . . , 0, π, . . . , π) ∈ Tp ⊕ Tq = Td. (2.2)
We fix a neighborhood U1 ⊂ Td of θ(1) as follows: Define the local coordinates
ξ(θ) = (ξ′(θ), ξ′′(θ)) ∈ Rp ⊕ Rq around θ(1) ∈ Td by
ξ′(θ) = (2 sin(θ1/2), . . . , 2 sin(θp/2)),
ξ′′(θ) = (2 cos(θp+1/2), . . . , 2 cos(θp+q/2)),
(2.3)
and then set
U1 =
{
θ ∈ Td; |ξ′(θ)|+ |ξ′′(θ)| < 2}.
Similarly, we can fix neighborhoods Ul ⊂ Td of θ(l), l = 2, . . . , L, and then decom-
pose
k(z, n) = k0(z, n) + k1(z, n) + · · ·+ kL(z, n) (2.4)
by
k0(z, n) = k(z, n)− k1(z, n)− · · · − kL(z, n),
4
kl(z, n) = (2π)
−d
∫
Ul
einθ
Θ(θ)− z dθ for l = 1, . . . , L.
Since the integration region of k0(z, n) is uniformly away from γ(p, q), the function
k0(w + 4q, n) is analytic in w ∈ ∆(4) := {w ∈ C; |w| < 4}. Thus it suffices to
investigate kl(z, n), l = 1, . . . , L.
To state our main theorem let us introduce functions E(l)(w, n), l = 1, . . . , L,
associated with kl(w + 4q, n). For l = 1, letting F
(d)
B be the Lauricella hypergeo-
metric function of type B, we define for (w, n) ∈ ∆(4)× Zd
E(1)(w, n) =
(−1)|n′′|iq
2dπd/2Γ(d/2)
F
(d)
B
(
1/2− n, 1/2 + n; d/2;w(1)/4),
where we denote for simplicity 1/2± n = (1/2± n1, . . . , 1/2± nd) and
w(1) = (w, . . . , w,−w, . . . ,−w) ∈ Cp ⊕ Cq. (2.5)
Inserting the definition of F
(d)
B , see, e.g., [S, §8.6], and noting the formulas holding
for m ∈ Z+ := {0, 1, 2, . . .}:
Γ(1/2 +m) =
(2m− 1)!!
2m
√
π, Γ(1/2−m) = (−2)
m
(2m− 1)!!
√
π, (2.6)
we can also write
E(1)(w, n) =
(−1)|n′|iq
2dπd/2+1
∑
α∈Zd
+
∏d
j=1
[
Γ(1/2− nj + αj)Γ(1/2 + nj + αj)
]
Γ(|α|+ d/2)
· (−1)
|α′′|w|α|
4|α|α!
.
Here we decomposed n = (n′, n′′) ∈ Zp⊕Zq and α = (α′, α′′) ∈ Zp+⊕Zq+. We note
that the choice of signs in (2.5) corresponds to the form of critical point (2.2). By
changing signs of (2.5) appropriately we define E(l)(w, n), l = 2, . . . , d, similarly
to the above. We note that E(l)(w, n) satisfies the eigenequation in n:
(−△− w − 4q)E(l)(w, n) = 0.
The last identity will be verified in Propositions 4.1 and 4.2.
Throughout the paper we always choose the branch of
√
w for w ∈ C \ [0,∞)
with Im
√
w > 0, so that for any w ∈ C+ = {w ∈ C; Imw > 0} we have
√−w = i√w.
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On the other hand, a branch of logw for w ∈ C \ (−∞, 0] is always chosen such
that −π < Im logw < π, so that for any w ∈ C \ (−∞, 0]
log(1/w) = − logw.
Now we state the main theorem of this paper.
Theorem 2.1. Let q ∈ {0, 1, . . . , d}. The function k(z, n) defined by (2.1) for
(z, n) ∈ (C \ [0, 4d])× Zd has the following expressions:
1. If d is odd, then there exists a function χ(w, n) analytic in w ∈ ∆(4) such
that
k(w + 4q, n) = iπ(
√
w)d−2
L∑
l=1
E(l)(w, n) + χ(w, n); (2.7)
2. If d is even, then there exists a function χ(w, n) analytic in w ∈ ∆(4) such
that
k(w + 4q, n) = −(√w)d−2(logw)
L∑
l=1
E(l)(w, n) + χ(w, n). (2.8)
Since E(l)(w, n) is analytic in w ∈ ∆(4), the first terms on the right-hand sides
of (2.7) and (2.8) are exactly the branching parts of the kernel k(z, x). Thus
the resolvent R0(z) also has a square-root branching if d is odd, and a logarithm
branching if d is even.
Changing variables by (2.3) and letting w = z − 4q, we can write
k1(w + 4q, n) = (2π)
−d
∫
|ξ′|+|ξ′′|<2
einθ(ξ)
ξ′2 − ξ′′2 − w
dξ∏d
j=1(1− ξ2j /4)1/2
, (2.9)
and hence the proof of Theorem 2.1 reduces to an expansion of (2.9). The situation
is very similar to an expansion of the resolvent for an ultra-hyperbolic operator on
Rd, and in fact in this paper we are going to prove a corresponding result for an
ultra-hyperbolic operator. It serves very well as a simple model operator that has
a single non-degenerate threshold of general signature in its continuous spectrum.
An outline of the proof of Theorem 2.1 will be given in Section 4.
2.2 Model operator
Here we state a result on an ultra-hyperbolic operator on Rd. We note that the
arguments of this subsection are similar and parallel to those of the previous
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subsection, but the notation is somewhat different. We have decided to repeat
the arguments for the sake of clarity.
Let  = p,q be the ultra-hyperbolic operator on R
d of signature (p, q) with
p, q ≥ 0 and d = p+ q ≥ 1:
 = ∂21 + · · ·+ ∂2p − ∂2p+1 − · · · − ∂2p+q. (2.10)
On the Hilbert space H = L2(Rd) the operator H0 = − has a self-adjoint real-
ization, denoted by H0 again, with domain
D(H0) = {u ∈ H; u ∈ H in the distributional sense},
and it has a purely absolutely continuous spectrum:
σ(H0) = σac(H0) =


[0,∞) if (p, q) = (d, 0),
(−∞, 0] if (p, q) = (0, d),
R otherwise.
In fact, by the Fourier transform F : H → H and its inverse F∗ : H → H the
operator H0 is diagonalized as
FH0F∗ = Ξ(ξ); Ξ(ξ) = ξ21 + · · ·+ ξ2p − ξ2p+1 − · · · − ξ2p+q,
where the right-hand side Ξ(ξ) denotes a multiplication operator. The only critical
point ξ = 0 of the function Ξ(ξ) is of elliptic type if (p, q) = (d, 0) or (0, d), and
is of hyperbolic type otherwise. The critical value 0 ∈ σ(H0) is called a threshold,
and it is of elliptic or hyperbolic type if the associated critical point is of elliptic or
hyperbolic type, respectively.
We are going to study the asymptotic behavior of the resolvent
R0(z) = (H0 − z)−1
as the spectral parameter z ∈ C \ σ(H0) approaches the threshold 0. We are
particularly interested in its branching form. Let us utilize the following expression:
For u ∈ S(Rd)
(R0(z)u)(x) = (2π)
−d
∫
Rd
[∫
Rd
ei(x−y)ξ(Ξ(ξ)− z)−1u(y) dy]dξ. (2.11)
As in the previous subsection we often split the indices 1, . . . , d into two groups
consisting of the former p and the latter q ones, and indicate relevant quantities
by a prime and double primes, respectively, e.g., we let
ξ = (ξ′, ξ′′) ∈ Rd = Rp ⊕ Rq
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with R0 = {0}, and write simply
Ξ(ξ) = ξ′2 − ξ′′2.
If we define for γ > 0
kγ(z, x) = (2π)
−d
∫
|ξ′|+|ξ′′|<γ
eixξ
ξ′2 − ξ′′2 − z dξ, (2.12)
then the expression (2.11) can be rewritten as the limiting convolution
(R0(z)u)(x) = lim
γ→∞
∫
Rd
kγ(z, x− y)u(y) dy.
Hence it suffices to investigate the convolution kernel (2.12). In fact, branching
of the resolvent arises only from that of the kernel (2.12) with γ > 0 arbitrarily
small, since the only critical point ξ = 0 of Ξ(ξ) = ξ′2 − ξ′′2 is contained in the
integration domain in (2.12).
Let us introduce an entire function E(w) by
E(w) =
iq
2dπd/2
∞∑
k=0
(−w/4)k
k!Γ(k + d/2)
for w ∈ C. (2.13)
We note that E(w) can be expressed by the Bessel function of the first kind:
E(w) =
iq
2(2π)d/2
Jd/2−1(w
1/2)
w(d/2−1)/2
; Jν(z) =
∞∑
k=0
(−1)k(z/2)2k+ν
k!Γ(k + ν + 1)
.
We also note that for any z ∈ C the function E(z(x′2 − x′′2)) in x = (x′, x′′) ∈
Rp ⊕ Rq satisfies the eigenequation
(−− z)E(z(x′2 − x′′2)) = 0.
We will see the last identity in Propositions 3.1 and 3.2.
Now we state a result for . Set ∆(γ2) = {z ∈ C; |z| < γ2}.
Theorem 2.2. Let p, q ≥ 0 with p+ q = d, and γ > 0. Then the function kγ(z, x)
defined by (2.12) for (z, x) ∈ C+ × Cd has the following expressions:
1. If d is odd, there exists a function χγ(z, x) analytic in (z, x) ∈ ∆(γ2) × Cd
such that for (z, x) ∈ (C+ ∩∆(γ2))× Cd
kγ(z, x) = iπ(
√
z)d−2E
(
z(x′2 − x′′2))+ χγ(z, x); (2.14)
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2. If d is even, there exists a function χγ(z, x) analytic in (z, x) ∈ ∆(γ2)× Cd
such that for (z, x) ∈ (C+ ∩∆(γ2))× Cd
kγ(z, x) = −(
√
z)d−2(log z)E
(
z(x′2 − x′′2))+ χγ(z, x). (2.15)
Since E(z(x′2 − x′′2)) is entire in z ∈ C, the first terms on the right-hand sides
of (2.14) and (2.15) are exactly the branching parts of kγ(z, x). Thus the resolvent
R0(z) has a square-root branching if d is odd, and a logarithm branching if d is
even.
We note that actually an explicit expression for the full kernel of the resolvent
of an ultra-hyperbolic operator is already known [BP]. It is written in terms of a
Macdonald function, and, of course, its branching parts coincide with the above
expressions. However, in order to apply the arguments to the discrete Laplacian,
we have to expand an integral expression more directly without using a Macdonald
function.
3 Proofs for the model operator
The elliptic and hyperbolic cases are discussed separately.
3.1 Elliptic threshold
We begin with the elliptic case. It suffices to consider the case (p, q) = (d, 0). In
the integral (2.12) let us introduce the spherical coordinates
ξ = ρω, ρ ≥ 0, ω ∈ Sd−1,
and rewrite (2.12) as
kγ(z, x) =
∫ γ
0
ρd−1e(ρx)
ρ2 − z dρ, (3.1)
where we have set in general for ζ ∈ Cd
e(ζ) = (2π)−d
∫
Sd−1
eiζω dS(ω). (3.2)
For d = 1 the expression (3.2) reads
e(ζ) = (2π)−1
(
eiζ + e−iζ
)
= π−1 cos ζ.
The function e(ζ) has the following properties:
9
Proposition 3.1. The function e(ζ) satisfies the identities
e(ζ) = 2E(ζ2); ζ2 = ζ21 + · · ·+ ζd,
and
−(∂21 + · · ·+ ∂2d)e(ζ) = e(ζ).
Proof. The latter identity is obvious due to the expression (3.2). To prove the
former one it suffices to show that the function e(ζ) has the Taylor expansion
e(ζ) =
2
2dπd/2
∑
α∈Zd
+
(−1)|α|(ζ/2)2α
α!Γ(|α|+ d/2) . (3.3)
The expansion (3.3) is obvious for d = 1, and we may let d ≥ 2. By Euler’s formula
and symmetry we can write
e(ζ) =
1
(2π)d
∫
Sd−1
d∏
j=1
cos(ζjωj) dS(ω)
=
1
(2π)d
∑
α∈Zd
+
(−1)|α|
(2α)!
ζ2α
∫
Sd−1
ω2α dS(ω).
Let us compute the integral on the right-hand side using the spherical coordinates
θ = (θ1, . . . , θd−1) ∈ [0, π]d−2 × [0, 2π) with
ωj =


cos θ1 for j = 1,
sin θ1 · · · sin θj−1 cos θj for 2 ≤ j ≤ d− 1,
sin θ1 · · · sin θd−1 for j = d,
for which we have
dS(ω) = sind−2 θ1 · · · sin θd−2 dθ1 · · ·dθd−1.
After some computations employing the beta function we shall obtain
∫
Sd−1
ω2α dS(ω) =
2
∏d
j=1 Γ(αj + 1/2)
Γ(|α|+ d/2) =
2πd/2(2α)!
4|α|α!Γ(|α|+ d/2) , (3.4)
and hence the asserted expansion (3.3) is verified.
Now we prove Theorem 2.2 for the elliptic case.
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Proof of Theorem 2.2 for the elliptic case. 1. Let the dimension d be odd, and
(p, q) = (d, 0). We compute the integral (3.1). Since the integrand is even in ρ, we
can write
kγ(z, x) = −12
∫ −γ
γ
ρd−1e(ρx)
(ρ−√z)(ρ+√z) dρ.
Let us change the contour of integration to the contour
Γ˜(γ) = {γeiθ ∈ C; θ ∈ [0, π]},
using the calculus of residues. Then we obtain
kγ(z, x) =
ipi
2
(
√
z)d−2e(
√
zx) + χγ(z, x)
with
χγ(z, x) = −12
∫
Γ˜(γ)
ρd−1e(ρx)
ρ2 − z dρ.
The above function χγ(z, x) is obviously analytic in (z, x) ∈ ∆(γ2) × Cd. Hence
we are done.
2. We next let the dimension d be even, and (p, q) = (d, 0). In the integral (3.1)
let us change variables from ρ to λ = ρ2:
kγ(z, x) =
1
2
∫ γ2
0
(
√
λ)d−2e(
√
λx)
λ− z dλ.
If we set the difference quotient
e˜(λ, z, x) =
(
√
λ)d−2e(
√
λx)− (√z)d−2e(√zx)
λ− z , (3.5)
then we can compute
kγ(z, x) =
1
2
∫ γ2
0
(
√
z)d−2e(
√
zx)
λ− z dλ+
1
2
∫ γ2
0
e˜(λ, z, x) dλ
= −1
2
(
√
z)d−2e(
√
zx) log z + χγ(z, x)
with
χγ(z, x) =
1
2
(
√
z)d−2e(
√
zx)
(
log(γ2 − z) + iπ)+ 1
2
∫ γ2
0
e˜(λ, z, x) dλ. (3.6)
Since d is even and e(ζ) is even and entire in ζ ∈ Cd, the difference quotient
e˜(λ, z, x) from (3.5) is entire in (λ, z, x) ∈ C× C× Cd and even in x ∈ Cd. Hence
the function χγ(z, x) from (3.6) is analytic in (z, x) ∈ ∆(γ2) × Cd. Hence we are
done.
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3.2 Hyperbolic threshold
Now we consider the hyperbolic case: p, q ≥ 1. Introduce the split spherical
coordinates
ξ′ = ρ′ω′, ξ′′ = ρ′′ω′′; ρ′, ρ′′ ≥ 0, ω′ ∈ Sp−1, ω′′ ∈ Sq−1, (3.7)
and rewrite (2.12) as
kγ(z, x) =
∫
ρ′,ρ′′≥0,
ρ′+ρ′′<γ
ρ′p−1ρ′′q−1e′(ρ′x′)e′′(ρ′′x′′)
ρ′2 − ρ′′2 − z dρ
′dρ′′, (3.8)
where
e′(ζ ′) = (2π)−p
∫
Sp−1
eiζ
′ω′ dS(ω′),
e′′(ζ ′′) = (2π)−q
∫
Sq−1
eiζ
′′ω′′ dS(ω′′).
(3.9)
Split the integration region of (3.8) into two parts:
kγ(z, x) =
∫
ρ′≥ρ′′≥0,
ρ′+ρ′′<γ
ρ′p−1ρ′′q−1e′(ρ′x′)e′′(ρ′′x′′)
ρ′2 − ρ′′2 − z dρ
′dρ′′
+
∫
ρ′′>ρ′≥0,
ρ′+ρ′′<γ
ρ′p−1ρ′′q−1e′(ρ′x′)e′′(ρ′′x′′)
ρ′2 − ρ′′2 − z dρ
′dρ′′,
(3.10)
and further change the variables in the above two integrals by
ρ′ = 1
2
τ(σ ± σ−1), ρ′′ = 1
2
τ(σ ∓ σ−1),
respectively. Then, introducing the functions
f±(σ, ζ) =
(σ ± σ−1)p−1(σ ∓ σ−1)q−1
2d−2
· e′(1
2
(σ ± σ−1)ζ ′)e′′(1
2
(σ ∓ σ−1)ζ ′′) (3.11)
and
g±,γ(τ, x) = τ
d−2
∫ γ/τ
1
f±(σ, τx)
σ
dσ, (3.12)
we can rewrite (3.10) as
kγ(z, x) =
∫ γ
0
τg+,γ(τ, x)
τ 2 − z dτ −
∫ γ
0
τg−,γ(τ, x)
τ 2 + z
dτ. (3.13)
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Obviously, the functions f±(σ, ζ) from (3.11) are continued as single-valued
analytic function in (σ, ζ) ∈ (C\{0})×Cd. However, the analytic continuations of
the functions g±,γ(τ, x) from (3.12) are not necessarily single-valued. Such possible
branchings originate from residues at σ = 0 of the integrands f±(σ, ζ)/σ. Let us
give them special names:
φ±(ζ) =
1
2πi
∫
|σ|=1
f±(σ, ζ)
σ
dσ. (3.14)
Let us also define auxiliary functions
ψ±(ζ) =
∫
Γ(1)
f±(σ, ζ)− φ±(ζ)
σ
dσ (3.15)
with
Γ(1) = {eiθ ∈ C; θ ∈ [0, π/2]}.
These functions describe the branching part of kγ(z, x). We state basic properties
of them as a proposition. We use the function E(w) defined in (2.13).
Proposition 3.2. The functions φ±(ζ) and ψ±(ζ) satisfy
φ+(ζ) =
4
iπ
E(ζ ′2 − ζ ′′2), φ−(ζ) = 4i
p−q
iπ
E(ζ ′′2 − ζ ′2), ψ±(ζ) = 0
if (p, q) is odd-odd, and
φ±(ζ) = 0, ψ+(ζ) = 2E(ζ
′2 − ζ ′′2), ψ−(ζ) = 2ip−qE(ζ ′′2 − ζ ′2)
otherwise. In addition, they also satisfy
−(∂21 + · · ·+ ∂2p − ∂2p+1 − · · · − ∂2p+q)φ±(ζ) = φ±(ζ), (3.16)
−(∂21 + · · ·+ ∂2p − ∂2p+1 − · · · − ∂2p+q)ψ±(ζ) = ψ±(ζ). (3.17)
Proof. We first compute φ+(ζ). Let σ = e
iθ, θ ∈ (−π, π], in (3.15). Then, noting
(3.11), we have
φ+(ζ) =
iq−1
2π
∫ pi
−pi
cosp−1 θ sinq−1 θe′(ζ ′ cos θ)e′′(iζ ′′ sin θ) dθ.
By symmetry of the integrand it easily follows that
φ+(ζ) =
2iq−1
π
∫ pi/2
0
cosp−1 θ sinq−1 θe′(ζ ′ cos θ)e′′(iζ ′′ sin θ) dθ
=
2iq−1
π(2π)d
∫
[0,pi/2]×Sp−1×Sq−1
exp
(
iζ ′ω′ cos θ + iζ ′′ω′′ sin θ
)
cosp−1 θ sinq−1 θ dθdS(ω′)dS(ω′′)
(3.18)
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if (p, q) is odd-odd, and φ+(ζ) = 0 otherwise. Hence it remains to compute (3.18)
for (p, q) odd-odd. In (3.18) we change variables to
ω = (ω′ cos θ, ω′′ sin θ) ∈ Sd−1.
Then, noting that
dS(ω) = cosp−1 θ sinq−1 θ dθdS(ω′)dS(ω′′),
we can write
φ+(ζ) =
2iq−1
π
e(ζ ′, iζ ′′) = −4i
π
E(ζ ′2 − ζ ′′2). (3.19)
The identity (3.16) for φ+(ζ) is clear from the middle expression from (3.19).
Hence we are done with φ+(ζ)
As for φ−(ζ), we let σ = e
iθ, θ ∈ (−π, π], in (3.15), and write
φ−(ζ) =
ip−1
2π
∫ pi
−pi
sinp−1 θ cosq−1 θe′(iζ ′ sin θ)e′′(ζ ′′ cos θ) dθ.
Then we can proceed as in the above argument. We omit the details.
Next, let us compute ψ+(ζ). By letting σ = e
iθ, θ ∈ [0, π/2], in (3.15) we can
write
ψ+(ζ) = i
q
∫ pi/2
0
cosp−1 θ sinq−1 θe′(ζ ′ cos θ)e′′(iζ ′′ sin θ) dθ − iπ
2
φ+(ζ).
Then, noting (3.18) for (p, q) odd-odd, we obtain ψ+(ζ) = 0 if (p, q) is odd-odd,
and
ψ+(ζ) = i
q
∫ pi/2
0
cosp−1 θ sinq−1 θe′(ζ ′ cos θ)e′′(iζ ′′ sin θ) dθ
otherwise. Now we can argue similarly to φ+(ζ), and are done with ψ+(ζ).
We can discuss ψ−(ζ) similarly, and omit the details. We are done.
3.2.1 Odd-even or even-odd signature
Here we prove Theorem 2.2. for (p, q) odd-even or even-odd. In this case the
functions g±(τ, x) from (3.12) are independent of choice of contours of integrations,
since residues of the integrands at σ = 0 are 0 by Proposition 3.2. The functions
ψ±(ζ) from (3.15) appear naturally as the odd parts of g±,γ(τ, x). We shall make
use of such odd and even decompositions to implement the integrations in (3.13).
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Lemma 3.3. Let (p, q) be odd-even or even-odd, and γ > 0. Then there exists an
entire function hγ(w, x) in (w, x) ∈ C×Cd such that the functions g±(τ, x) defined
by (3.12) for (τ, x) ∈ (C \ {0})× Cd have the expressions
g±,γ(τ, x) =
1
2
[
τd−2ψ±(τx) + (iτ)
d−2ψ∓(iτx)
]
+ hγ(±τ 2, x). (3.20)
In particular, g±,γ(τ, x) extend to be entire in (τ, x) ∈ C× Cd.
Proof. We first note that, since f±(σ, ζ)/σ have residue 0 at σ = 0, the integrals
in this proof do not depend on contours of integrations. Using the identities
f±(−σ, ζ) = −f±(σ, ζ), f±(σ,−ζ) = f±(σ, ζ), (3.21)
we can verify that for any (τ, x) ∈ (C \ {0})× Cd
g±,γ(τ, x)− g±,γ(−τ, x) = τd−2
∫ −1
1
f±(σ, τx)
σ
dσ, (3.22)
g±,γ(τ, x) + g±,γ(−τ, x) = τd−2
∫ γ/τ
−γ/τ
f±(σ, τx)
σ
dσ. (3.23)
Moreover, if we use
f±(iσ, ζ) = i
d−2f∓(σ, iζ), (3.24)
we can rewrite (3.22) as
g±,γ(τ, x)− g±,γ(−τ, x) = τd−2ψ±(τx) + (iτ)d−2ψ∓(iτx).
On the other hand, let us rewrite (3.23) by change of variables as
g±,γ(τ, x) + g±,γ(−τ, x) =
∫ γ
−γ
τd−2f±(σ/τ, τx)
σ
dσ. (3.25)
It is not difficult to see that the right-hand side of (3.25) extends to be entire, since
the integrands combined are analytic in (σ, τ, x) ∈ (C \ {0})× C× Cd: Apparent
singularities at τ = 0 are in fact removable by noting the expression (3.11). Since
(3.25) is even in τ ∈ C, we may set
hγ(τ
2, x) = 1
2
∫ γ
−γ
τd−2f+(σ/τ, τx)
σ
dσ.
If we use (3.21) and (3.24) again, we can verify
hγ(−τ 2, x) = 12
∫ γ
−γ
τd−2f−(σ/τ, τx)
σ
dσ.
Hence we are done.
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We now prove Theorem 2.2 for (p, q) odd-even or even-odd.
Proof of Theorem 2.2 for (p, q) odd-even or even-odd. In this proof for notational
simplicity we set
z = κ2, κ ∈ C++ = {w ∈ C; Rew > 0, Imw > 0}.
Let us substitute the odd and even decompositions (3.20) into (3.13):
kγ(z, x) =
1
2
∫ γ
0
τd−1ψ+(τx)
τ 2 − z dτ +
1
2
∫ γ
0
τ(iτ)d−2ψ−(iτx)
τ 2 − z dτ
− 1
2
∫ γ
0
τd−1ψ−(τx)
τ 2 + z
dτ − 1
2
∫ γ
0
τ(iτ)d−2ψ+(iτx)
τ 2 + z
dτ
+
∫ γ
0
τhγ(τ
2, x)
τ 2 − z dτ −
∫ γ
0
τhγ(−τ 2, x)
τ 2 + z
dτ
=: I1 + I2 − I3 − I4 + I5 − I6,
(3.26)
where all the contours of integrations are set on the real axis. For the first integral
I1 in the brackets of (3.26) we note that the integrand is even in τ , so that the
interval of integration can be symmetrized. Then, using Cauchy’s integral formula,
we have
I1 =
1
4
∫ γ
−γ
τd−1ψ+(τx)
τ 2 − z dτ =
iπ
4
κd−2ψ+(κx)− 14
∫
Γ˜(γ)
τd−1ψ+(τx)
τ 2 − z dτ.
Similarly for the second to fourth integrals from (3.26),
I2 =
iπ
4
(iκ)d−2ψ−(iκx)− 14
∫
Γ˜(γ)
τ(iτ)d−2ψ−(iτx)
τ 2 − z dτ,
I3 =
iπ
4
(iκ)d−2ψ−(iκx)− 14
∫
Γ˜(γ)
τd−1ψ−(τx)
τ 2 + z
dτ,
I4 =
iπ
4
(−κ)d−2ψ+(−κx)− 14
∫
Γ˜(γ)
τ(iτ)d−2ψ+(iτx)
τ 2 + z
dτ,
so that by summing up and changing variables
I1 + I2 − I3 − I4
=
iπ
2
κd−2ψ+(κx)− 14
∫
Γ˜(γ)
τd−1ψ+(τx)
τ 2 − z dτ −
1
4
∫
iΓ˜(γ)
τd−1ψ−(τx)
τ 2 + z
dτ
+ 1
4
∫
Γ˜(γ)
τd−1ψ−(τx)
τ 2 + z
dτ + 1
4
∫
iΓ˜(γ)
τd−1ψ+(τx)
τ 2 − z dτ
=
iπ
2
κd−2ψ+(κx)− 12
∫
Γ(γ)
τd−1ψ+(τx)
τ 2 − z dτ +
1
2
∫
Γ(γ)
τd−1ψ−(τx)
τ 2 + z
dτ,
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where iΓ˜(γ) = {iw; w ∈ Γ˜(γ)}. For the fifth and sixth integrals from (3.26) we
change the variables to τ 2 = λ and τ 2 = −λ, respectively, and combine them as
I5 − I6 = 12
∫ γ2
0
hγ(λ, x)
λ− z dλ+
1
2
∫ −γ2
0
hγ(λ, x)
−λ+ z dλ
= 1
2
∫
i2Γ˜(γ2)
hγ(λ, x)
λ− z dλ,
where i2Γ˜(γ2) = {i2w; w ∈ Γ˜(γ2)}. Hence, if we set
χγ(z, x) = −12
∫
Γ(γ)
τd−1ψ+(τx)
τ 2 − z dτ +
1
2
∫
Γ(γ)
τd−1ψ−(τx)
τ 2 + z
dτ
+ 1
2
∫
i2Γ˜(γ2)
hγ(λ, x)
λ− z dλ,
which is obviously analytic in (z, x) ∈ ∆(γ2)× Cd, then we obtain
kγ(z, x) =
iπ
2
κd−2ψ+(κx) + χγ(z, x)
This implies the assertion.
3.2.2 Even-even signature
Next, we prove Theorem 2.2 for (p, q) even-even. In this case, as in Section 3.2.1,
by Proposition 3.2 the functions g±(τ, x) extend analytically as single-valued func-
tions. However, as stated in Lemma 3.4 below, here we decompose g±(τ, x) de-
pending on symmetry under a quarter-rotation, not under half-rotation like in
Section 3.2.1.
Lemma 3.4. Let (p, q) be even-even, and γ > 0. Then there exists an entire
function hγ(w, x) in (w, x) ∈ C× Cd such that the functions g±,γ(τ, x) defined by
(3.12) for (τ, x) ∈ (C \ {0})× Cd have the expressions
g±,γ(τ, x) =
1
2
τd−2ψ±(τx) + hγ(±τ 2, x). (3.27)
In particular, g±,γ(τ, x) extend to be entire in (τ, x) ∈ C× Cd.
Proof. Let us change variables in (3.12), and decompose
g±,γ(τ, x) =
1
2
τd−2ψ±(τx) + τ
d−2
[∫ γ
τ
f±(σ/τ, τx)
σ
dσ − 1
2
ψ±(τx)
]
. (3.28)
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As in the proof of Lemma 3.3, the apparent singularities at τ = 0 of the latter terms
on the right-hand side of (3.28) are in fact removable by noting the expressions
(3.11), and they are entire in (τ, x) ∈ C × Cd. Moreover, by (3.21), (3.24) and
Proposition 3.2 they are even in τ ∈ C. Hence we may in particular write
hγ(τ
2, x) = τd−2
[∫ γ
τ
f+(σ/τ, τx)
σ
dσ − 1
2
ψ+(τx)
]
,
where hγ(w, x) is an entire function in (w, x) ∈ C×Cd. Then it follows by (3.21),
(3.24), Proposition 3.2 and (3.15) that
hγ(−τ 2, x) = (iτ)d−2
∫ γ
iτ
f+
(
σ/(iτ), iτx
)
σ
dσ − 1
2
(iτ)d−2ψ+(iτx)
= τd−2
∫ γ
iτ
f−(σ/τ, τx)
σ
dσ + 1
2
τd−2ψ−(τx)
= τd−2
∫ γ/τ
i
f−(σ, τx)
σ
dσ + 1
2
τd−2ψ−(τx)
= τd−2
∫ γ/τ
1
f−(σ, τx)
σ
dσ − 1
2
τd−2ψ−(τx)
= τd−2
[∫ γ
τ
f−(σ/τ, τx)
σ
dσ − 1
2
ψ−(τx)
]
.
This verifies the assertion.
Proof of Theorem 2.2 for (p, q) even-even. Substitute the identities (3.27) into the
expression (3.13), and change variables of the integrations. Then, also using Propo-
sition 3.2, we have
kγ(z, x) =
1
2
∫ γ
0
τd−1ψ+(τx)
τ 2 − z dτ +
1
2
∫ γ
0
τhγ(τ
2, x)
τ 2 − z dτ
−
∫ γ
0
τd−1ψ−(τx)
τ 2 + z
dτ −
∫ γ
0
τhγ(−τ 2, x)
τ 2 + z
dτ.
= 1
4
∫ γ2
0
(
√
λ)d−2ψ+(
√
λx)
λ− z dλ−
1
4
∫ 0
−γ2
(
√
λ)d−2ψ+(
√
λx)
λ− z dλ
+ 1
2
∫ γ2
−γ2
hγ(λ, x)
λ− z dλ.
Now, let us set for (z, x) ∈ C+ × Cd
ηγ(z, x) =
1
4
∫ γ2
0
ψ˜(τ, z, x) dτ − 1
4
∫ 0
−γ2
ψ˜(τ, z, x) dτ + 1
2
∫ γ2
−γ2
hγ(λ, x)
λ− z dλ
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with
ψ˜(τ, z, x) =
(
√
τ)d−2ψ+(
√
τx)− (√z)d−2ψ+(
√
zx)
τ − z .
Then the function ηγ(z, x) is obviously analytic in (z, x) ∈ ∆(γ2)×Cd, and we can
write
kγ(z, x) =
1
4
(
√
z)d−2ψ+(
√
zx)
(∫ γ2
0
1
τ − z dτ −
∫ 0
−γ2
1
τ − z dτ
)
+ ηγ(z, x)
= −1
2
(
√
z)d−2ψ+(
√
zx) log z + χγ(z, x).
where
χγ(z, x) =
1
4
(
√
z)d−2ψ+(
√
zx)
[
log(z − γ2) + log(z + γ2)]+ ηγ(z, x).
Hence we are done.
3.2.3 Odd-odd signature
Finally we prove Theorem 2.2 for (p, q) odd-odd. In this case the functions
g±,γ(τ, x) from (3.12) are dependent on choice of contours of integrations. Here let
us always choose contours inside C \ (−∞, 0].
Lemma 3.5. Let (p, q) be odd-odd, and γ > 0. Then there exists an entire function
hγ(w, x) in (w, x) ∈ C×Cd such that the functions g±,γ(τ, x) defined by (3.12) for
(τ, x) ∈ (C \ (−∞, 0])× Cd have the expressions
g±,γ(τ, x) = τ
d−2φ±(τx) log(γ/τ) + hγ(±τ 2, x). (3.29)
Proof. Let us change variables in (3.12), and decompose
g±,γ(τ, x) = τ
d−2φ±(τx) log(γ/τ)
+ τd−2
∫ γ
τ
f±(σ/τ, τx)− φ±(τx)
σ
dσ.
(3.30)
We note that the last integrals of (3.30) are independent of choice of contours,
since the residues at σ = 0 are subtracted from the integrands. Moreover, with
the factor τd−2 apparent singularities at τ = 0 in the last terms of (3.30) are in
fact removable by noting the expressions (3.11). Hence the last terms of (3.30) are
entire in (τ, x) ∈ C×Cd. Furthermore, by (3.21), (3.24) and Proposition 3.2 they
are even in τ ∈ C. Thus we may write
hγ(τ
2, x) = τd−2
∫ γ
τ
f+(σ/τ, τx)− φ+(τx)
σ
dσ, (3.31)
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where hγ(w, x) is an entire function in (w, x) ∈ C × Cd. Now by (3.21), (3.24),
Proposition 3.2 and (3.14) we can verify
hγ(−τ 2, x) = (iτ)d−2
∫ γ
iτ
f+
(
σ/(iτ), iτx
)− φ+(iτx)
σ
dσ
= τd−2
∫ γ
iτ
f−(σ/τ, τx)− φ−(τx)
σ
dσ
= τd−2
∫ γ/τ
i
f−(σ, τx)− φ−(τx)
σ
dσ
= τd−2
∫ γ/τ
1
f−(σ, τx)− φ−(τx)
σ
dσ
= τd−2
∫ γ
τ
f−(σ/τ, τx)− φ−(τx)
σ
dσ.
This verifies the assertion.
Proof of Theorem 2.2 for (p, q) odd-odd. Substitute (3.29) into (3.13), and change
variables of the integrations. Using also Proposition 3.2, we have
kγ(z, x) =
∫ γ
0
τd−1φ+(τx) log(γ/τ)
τ 2 − z dτ +
∫ γ
0
τhγ(τ
2, x)
τ 2 − z dτ
−
∫ γ
0
τd−1φ−(τx) log(γ/τ)
τ 2 + z
dτ −
∫ γ
0
τhγ(−τ 2, x)
τ 2 + z
dτ.
= 1
4
∫ γ2
0
(
√
λ)d−2φ+(
√
λx) log(γ2/λ)
λ− z dλ
+ 1
4
∫ 0
−γ2
(
√
λ)d−2φ+(
√
λx) log(−γ2/λ)
λ− z dλ+
1
2
∫ γ2
−γ2
hγ(λ, x)
λ− z dλ.
Set
ηγ(z, x) =
1
4
∫ γ2
0
φ˜(λ, z, x) log
(
γ2/λ
)
dλ
+ 1
4
∫ 0
−γ2
φ˜(λ, z, x) log
(−γ2/λ) dλ+ 1
2
∫ γ2
−γ2
hγ(λ, x)
λ− z dλ
with
φ˜(λ, z, x) =
(
√
λ)d−2φ+(
√
λx)− (√z)d−2φ+(
√
zx)
λ− z .
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Obviously, ηλ(z, x) is analytic in (z, x) ∈ ∆(γ2)× Cd. Then we can write
kγ(z, x) =
1
4
(
√
z)d−2φ+(
√
zx)
(∫ γ2
0
log(γ2/λ)
λ− z dλ +
∫ 0
−γ2
log(−γ2/λ)
λ− z dλ
)
+ ηγ(z, x).
Finally let us compute the last two integrals. We first compute for w ∈ C+ \∆(1),
and then ∫ 1
0
log λ
λ− w dλ−
∫ 1
0
log λ
λ+ w
dλ = 2w
∫ 1
0
log λ
λ2 − w2 dλ
=
1
2w
∫ ∞
0
σe−σ/2
1− e−σ/w2 dσ
=
∞∑
k=0
1
2w2k+1
∫ ∞
0
σe−(k+1/2)σ dσ
=
∞∑
k=0
2
(2k + 1)2w2k+1
= Li2(1/w)− Li2(−1/w),
where Li2w is the dilogarithm defined for |w| < 1 by
Li2(w) =
∞∑
k=1
wk
k2
,
and analytically continued for w ∈ C \ [1,∞). Then by analytic continuation we
have for w ∈ C+∫ 1
0
log λ
λ− w dλ−
∫ 1
0
log λ
λ+ w
dλ = Li2(1/w)− Li2(−1/w). (3.32)
If we use the identity
Li2(1/w) = −Li2(w)− 12(log(−w))2 − pi
2
6
for Imw > 0,
see [Ma, (3.2)], then we can rewrite (3.32) as∫ 1
0
log λ
λ− w dλ−
∫ 1
0
log λ
λ+ w
dλ = iπ logw + pi
2
2
− Li2(w) + Li2(−w).
By change of variables we obtain∫ γ2
0
log(γ2/λ)
λ− z dλ+
∫ 0
−γ2
log(−γ2/λ)
λ− z dλ
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= −iπ log(z/γ2)− pi2
2
+ Li2(z/γ
2)− Li2(−z/γ2),
and hence
kγ(z, x) = − ipi4 (
√
z)d−2φ+(
√
zx) log(z/γ2) + χγ(z, x)
with
χγ(z, x) =
1
4
(
√
z)d−2φ+(
√
zx)
[−pi2
2
+ Li2(z/γ
2)− Li2(−z/γ2)
]
+ ηγ(z, x)
Hence we are done.
4 Proofs for the discrete Laplacian
The proofs are almost the same as Section 3. We separate the elliptic and hyper-
bolic thresholds.
4.1 Thresholds at end points
We first consider the elliptic threshold. It suffices to consider (p, q) = (d, 0). Note
that in this case the decomposition (2.4) has only two terms k0(z, n) and k1(z, n).
In the integral (2.9) we introduce the spherical coordinates
ξ = ρω, (ρ, ω) ∈ [0, 2]× Sd−1,
and then we have
k1(z, n) =
∫ 2
0
ρd−1e(ρ, n)
ρ2 − z dρ; (4.1)
with
e(ρ, n) = (2π)−d
∫
Sd−1
d∏
j=1
exp
(
2inj arcsin(ρωj/2)
)
(1− ρ2ω2j/4)1/2
dS(ω). (4.2)
Proposition 4.1. The function e(ρ, n) satisdies the identities
e(ρ, n) = 2E(1)(ρ2, n), −△e(ρ, n) = ρ2e(ρ, n), (4.3)
where △ denotes the discrete Laplacian with respect to n.
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Proof. The latter identity of (4.3) follows by directly computations employing the
expression (4.2). Hence, also by (2.6), it suffices to show that
e(ρ, n) =
2
2dπd/2
∑
α∈Zd
+
∏d
j=1(1/2− nj)αj (1/2 + nj)αj
Γ(|α|+ d/2)
ρ2|α|
4|α|α!
, (4.4)
where (ν)k := Γ(ν + k)/Γ(ν) denotes the Pochhammer symbol, see [OLBC, Defi-
nition 5.2(iii)]. The expression (4.2) is obviously analytic in ρ ∈ ∆(2). Moreover,
the odd parts of the integrand in ωj do not contribute to the integral (4.2), and
we can write
e(ρ, n) = (2π)−d
∫
Sd−1
d∏
j=1
cos
(
2nj arcsin(ρωj/2)
)
(1− ρ2ω2j/4)1/2
dS(ω). (4.5)
In order to expand (4.5) in ρ ∈ ∆(2), let us utilize well-known formulas concerning
the Chebyshev polynomials Tn and the hypergeometric function F :
cos(nθ) = Tn(cos θ), Tn(x) = F (n,−n; 1/2; (1− x)/2).
See [OLBC, Chapter 16] for the notation and the results used. Then
cos
(
2nj arcsin(ρωj/2)
)
= Tnj
(
cos
(
2 arcsin(ρωj/2)
))
= F (nj ,−nj ; 1/2; ρ2ω2j/4). (4.6)
We also make use of the Euler transformation formula for the hypergeometric
function:
F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z),
so that the factors of integrand of (4.5) may be rewritten as
cos
(
2nj arcsin(ρωj/2)
)
(1− ρ2ω2j/4)1/2
= F (1/2− nj, 1/2 + nj ; 1/2; ρ2ω2j/4)
=
∞∑
k=0
(1/2− nj)k(1/2 + nj)k
(1/2)k
ρ2kω2kj
4kk!
=
∞∑
k=0
(1/2− nj)k(1/2 + nj)k
(2k)!
ρ2kω2kj .
Then we can proceed, using also (3.4),
e(ρ, n) = (2π)−d
∑
α∈Zd
+
ρ2|α|
∏d
j=1(1/2− nj)αj (1/2 + nj)αj
(2α)!
∫
Sd−1
ω2α dS(ω)
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=
2
2dπd/2
∑
α∈Zd
+
ρ2|α|
∏d
j=1(1/2− nj)αj (1/2 + nj)αj
4|α|α!Γ(|α|+ d/2) .
Hence we obtain (4.4).
Proof of Theorem 2.1 for thresholds at end points. The expression (4.1) is very sim-
ilar to (3.1), so that we can repeat the proof of Theorem 2.2 for the elliptic case.
We omit the detail.
4.2 Embedded thresholds
Next, we consider the embedded thresholds: p, q ≥ 1. In the integral (2.9) let us
introduce the split spherical coordinates
ξ′ = ρ′ω′, ξ′′ = ρ′′ω′′; (ρ′, ρ′′, ω′, ω′′) ∈ [0, 2]2 × Sp−1 × Sq−1,
and then we have
k1(z, n) =
∫
ρ′,ρ′′≥0,
ρ′+ρ′′<2
ρ′p−1ρ′′q−1e′(ρ′, n′)e′′(ρ′′, n′′)
ρ′2 − ρ′′2 − (z − 4q) dρ
′dρ′′, (4.7)
where
e′(ρ′, n′) = (2π)−p
∫
Sp−1
p∏
j=1
exp
(
2in′j arcsin(ρ
′ω′j/2)
)
(1− ρ′2ω′2j /4)1/2
dS(ω′),
e′′(ρ′′, n′′) = (2π)−q
∫
Sq−1
q∏
j=1
exp
(
2in′′j arccos(ρ
′′ω′′j /2)
)
(1− ρ′′2ω′′2j /4)1/2
dS(ω′′)
= (−1)|n′′|(2π)−q
∫
Sq−1
q∏
j=1
exp
(
2in′′j arcsin(ρ
′′ω′′j /2)
)
(1− ρ′′2ω′′2j /4)1/2
dS(ω′′).
It is clear that the identities similar to those in Proposition 4.1 hold also for a
function of the form above. As in Section 3.2, we split the integration region of
(4.7):
k1(z, x) =
∫
ρ′≥ρ′′≥0,
ρ′+ρ′′<2
ρ′p−1ρ′′q−1e′(ρ′, n′)e′′(ρ′′, n′′)
ρ′2 − ρ′′2 − (z − 4q) dρ
′dρ′′
+
∫
ρ′′>ρ′≥0,
ρ′+ρ′′<2
ρ′p−1ρ′′q−1e′(ρ′, n′)e′′(ρ′′, n′′)
ρ′2 − ρ′′2 − (z − 4q) dρ
′dρ′′,
(4.8)
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and change the variables by
ρ′ = 1
2
τ(σ ± σ−1), ρ′′ = 1
2
τ(σ ∓ σ−1),
respectively. If we introduce the functions
f±(σ, τ, n) =
(σ ± σ−1)p−1(σ ∓ σ−1)q−1
2d−2
· e′(1
2
τ(σ ± σ−1), n′)e′′(1
2
τ(σ ∓ σ−1), n′′) (4.9)
and
g±(τ, n) = τ
d−2
∫ 2/τ
1
f±(σ, τ, n)
σ
dσ, (4.10)
then (4.8) can be rewritten as
k1(z, n) =
∫ 2
0
τg+(τ, n)
τ 2 − (z − 4q) dτ −
∫ 2
0
τg−(τ, n)
τ 2 + (z − 4q) dτ. (4.11)
Let us set
D =
{
(σ, τ) ∈ (C \ {0})× C; τ(σ + σ−1) ∈ ∆(4), τ(σ − σ−1) ∈ ∆(4)},
Obviously, the functions f±(σ, τ, n) from (4.9) are continued as single-valued ana-
lytic function in (σ, τ) ∈ D. However, the analytic continuations of the functions
g±,γ(τ, x) from (4.10) are not necessarily single-valued. Let us set for (τ, n) ∈
∆(2)× Zd
φ±(τ, n) =
1
2πi
∫
|σ|=1
f±(σ, τ, n)
σ
dσ, (4.12)
ψ±(τ, n) =
∫
Γ(1)
f±(σ, τ, n)− φ±(τ, n)
σ
dσ (4.13)
with Γ(1) = {eiθ ∈ C; θ ∈ [0, π/2]}.
Proposition 4.2. The functions φ±(τ, n) and ψ±(τ, n) are analytic in τ ∈ ∆(2),
and satisfy
φ+(τ, n) =
4
iπ
E(1)(τ 2, n), φ−(τ, n) =
4ip−q
iπ
E(1)(−τ 2, n), ψ±(τ, n) = 0
if (p, q) is odd-odd, and
φ±(τ, n) = 0, ψ+(τ, n) = 2E
(1)(τ 2, n), ψ+(τ, n) = 2i
p−qE(1)(−τ 2, n)
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othrewise. In addition, they also satisfy
−△φ±(τ, n) = (±τ 2 + 4q)φ±(τ, n), (4.14)
−△ψ±(τ, n) = (±τ 2 + 4q)ψ±(τ, n), (4.15)
where △ denotes the discrete Laplacian with respect to n.
Proof. The identities (4.14) and (4.15) are verified with ease, if we note the ex-
pressions (4.12), (4.13) and the identities
(−△∓ τ 2 − 4q)f±(σ, τ, n) = 0.
The rest of the assertions are verified completely the same manner as in the proof
of Proposition 3.2. We omit the details.
Proof of Theorem 2.1 for embedded thresholds. If we argue similarly to the proof
of Theorem 2.2 for hyperbolic thresholds, we can deduce the expressions
k1(w + 4q, n) = iπ(
√
w)d−2E(1)(w, n) + χ(1)(w, n)
if d is odd, and
k1(w + 4q, n) = −(
√
w)d−2(logw)E(1)(w, n) + χ(1)(w, n).
if d is even. The construction of this section so far is concerned with the component
k1(z, n) in (2.4), but we can in fact do similar constructions for kl(z, n), l =
2, . . . , L. Then by summing up we obtain the assertion. We omit the details.
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