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Abstract
In the paper sufficient conditions are given under which the differential equation y(n) =
f (t, y, . . . , y(n−2))g(y(n−1)) has a singular solution y : [T, τ)→ R, τ <∞ fulfilling
lim
t→τ
∣∣y(j)(t)∣∣=∞, j = 0,1, . . . , n− 1.
 2003 Elsevier Science (USA). All rights reserved.
Consider the n-order differential equation
y(n) = f (t, y, y ′, . . . , y(n−2))g(y(n−1)), (1)
where n 2, f ∈ C0(R+ ×Rn−1), g ∈ C0(R), R+ = [0,∞), R = (−∞,∞).
A solution y defined on [T , τ )⊂R+ is called singular if τ <∞ and y cannot be defined
for t = τ . Note that in this case lim supt→τ |y(n−1)| = ∞. A singular solution y is called
nonoscillatory if there exists a left neighbourhood of τ in which y = 0.
The problem of the nonexistence of singular solutions of (1) is solved by Wintner’s
theorem (see [8] or [11]); the main assumption is
∣∣f (t, x1, . . . , xn−1)g(xn)∣∣ r(t)ω
(
n∑
i=1
|xi |
)
on R+ ×Rn,
where ω ∈ C0(R+) is nondecreasing, ω(x) > 0 for x > 0,
∫∞
1 (1/ω(x)) dx = ∞ and
r ∈ C0(R+).
For the second order Emden–Fowler equation
y ′′ = r(t)|y|λ sgny, λ > 0, (2)
where r  0 on R+ the nonexistence result is extended in [6,10].
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the first results for (2) are obtained in [9] and they are generalized for (1) and its special
cases, e.g., in [3,5,11]. Note that if r(t) 0 on R+, there exists no theorem for the existence
of singular solutions of (2), but an example of a function r < 0 is given in [4] for which (2)
has a singular solution.
In this paper another problem will be studied—we will seek for singular solutions with
prescribed asymptotics in the right-hand side point of the definition interval.
More precisely, the existence problem of a singular solution y of (1) fulfilling
τ ∈ (0,∞), l ∈ {0,1, . . . , n− 2}, ci ∈ R, i = 0,1, . . . , l,
lim
t→τ− y
(i)(t)= ci for i = 0,1, . . . , l,
lim
t→τ−
∣∣y(j)(t)∣∣=∞ for j = l + 1, . . . , n− 1, (3)
has been studied where y is defined in a left neighbourhood of τ . Sufficient (necessary)
conditions for the existence of a solution y fulfilling (3) are given in [7] (case n= 2) and
in [1,2] (case n  2). Recall, that singular solutions fulfilling (3) are sometimes called
black-hole solutions (see [7]).
In the present paper we extend our investigation to the case that is not obtained in (3).
We will seek a singular solution y of (1) that fulfills
τ ∈ (0,∞), lim
t→τ−
∣∣y(i)(t)∣∣=∞ for i = 0,1, . . . , n− 1. (4)
Note that if y is a singular solution fulfilling (4) then
sgny(k)(t)= sgny(s)(t) for k, s ∈ {1, . . . , n− 1},
holds in a left neighbourhood of τ .
The following theorem gives us sufficient conditions for the nonexistence of solutions
fulfilling (4).
Theorem 1. Let τ ∈ (0,∞) and I be a left neighbourhood of τ , I ⊂ R+. Let M ∈ (0,∞)
and M1 ∈ (0,∞) be such that one of the following assumptions holds:
(i) αf (t, x1, . . . , xn−1)g(xn) 0 for αxi M,
i = 1,2, . . . , n, α ∈ {−1,1}, t ∈ I ;
(ii) λ > 1+ 1
n− 1
and
αf (t, x1, . . . , xn−1)g(xn)M1|xn|λ for αxi M,
i = 1, . . . , n, α ∈ {−1,1}, t ∈ I.
Then there exists no solution y of (1) fulfilling (4).
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that limt→τ− y(j)(t) = ∞, j = 0,1, . . . , n − 1 (the case limt→τ− y(j)(t) = −∞, j =
0,1, . . . , n− 1 can be investigated similarly). Put α = 1. It is clear that there exists τ1 ∈ J
such that
y(j)(t)M for t ∈ J1 = [τ1, τ ), i = 0,1, . . . , n− 1. (5)
Let (i) be valid. Then (1) and (5) yield y(n)(t)0 on J1 that contradicts limt→τ− y(n−1)=∞
and τ <∞.
Let (ii) be valid. Put λ1 = 1/(λ− 1), hence n− 1 − λ1 > 0. According to (1), (5) and
the assumption (ii)
y(n)(t)M1
[
y(n−1)(t)
]λ
, t ∈ J1,
and the integration on [t, τ )⊂ J1 yields
y(n−1)(t)
[
(λ− 1)M1(τ − t)
]−λ1, t ∈ J1.
Hence, Taylor series theorem yields
∞= y(τ)=
n−1∑
i=0
y(i)(τ1)
i! (τ − τ1)
i +
τ∫
τ1
(τ − s)n−2
(n− 2)! y
(n−1)(s) ds
M4 +M5
τ∫
τ1
(τ − s)n−2−λ1 ds <∞,
as n− 2− λ1 >−1; here
M4 =
n−1∑
i=0
y(i)(τ1)
i! (τ − τ1)
i , M5 = [(λ− 1)M1]
−λ1
(n− 2)! .
The contradiction proves that y does not fulfill (4). ✷
To prove the existence of a singular solution fulfilling (4) we need the following lemma.
Lemma 1. Let [a, b] ⊂ R+, Φ ∈C0[a, b] and f˜ ∈C0([a, b] ×Rn) be such that
f˜ (t, x1, . . . , xn)Φ(t), t ∈ [a, b], xi ∈R, i = 1,2, . . . , n.
Then for arbitrary ci ∈R, i = 0,1, . . . , n− 1 the equation
u(n) = f˜ (t, u, . . . , u(n−1))
has at least one solution fulfilling the boundary value conditions
u(i)(a)= ci, i = 0,1, . . . , n− 2, u(b)= cn−1.
Proof. It follows, e.g., from [11, Lemma 10.1], as the homogeneous problem u(n) = 0,
u(i)(a)= 0, i = 0,1, . . . , n− 2, u(b)= 0 has the trivial solution only. ✷
The following theorem gives us a sufficient condition under which singular solutions
with (4) exist.
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be such that
g(x) |x|λ for αx M (6)
and
αf (t, x1, . . . , xn−1)M1 for αxi M, i = 1,2, . . . , n− 1, t ∈ I. (7)
Let
1 < λ 1+ 1
n− 1 . (8)
Then there exists a solution y of (1) defined in a left neighbourhood of t = τ that fulfills (4).
Proof. We prove the statement for α = 1. For α = −1 the proof is similar. Let λ <
1+ 1/(n− 1) and let
M2 = max
{
f (t, x1, . . . , xn−1): t ∈ I, M  xi  3Meτ , i = 1,2, . . . , n− 1
}
,
λ1 = 1
λ− 1 , M3 =
[
M1(λ− 1)
]−λ1 + 2Mτλ1, k0 > (n+ 1)M. (9)
Hence, according to (8)
n− 1− λ1 < 0. (10)
Let T ∈ I , T < τ be such that
τ − T  1,
2M∫
M
ds
g(s)
>M2(τ − T ), (11)
and denote J = [T , τ ).
Consider an auxilliary two-point boundary-value problem: k ∈ {k0, k0 + 1, . . .},
y(n) = f (t,Φ0(t, y), . . . ,Φ0(t, y(n−2)))g(Φ(t, y(n−1))),
y(i)(T )=M, i = 0,1, . . . , n− 2, lim
t→τ−
y(t)= k, (12)
where
ϕ(t)=M(n− 1)+M3[λ1 − n+ 1]−1(τ − t)−λ1 if n− 1− λ1 < 0,
ϕ(t)=M(n− 1)+M3(τ − t)−1 if n− 1− λ1 = 0,
Φ(t, s)=


s for M  s M3(τ − t)−λ1 ,
M3(τ − t)−λ1 for s >M3(τ − t)−λ1 ,
M for s <M ,
Φ0(t, s)=
{
s for M  s  ϕ(t),
ϕ(t) for s > ϕ(t),
M for s <M .
Note, that according to the definition of M3, Φ is well-defined.
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value problems
m¯ >
1
τ − T , m ∈ {m¯, m¯+ 1, . . .}, τm = τ −
1
m
, Jm = [T , τm],
Z(n) = F(t,Z,Z′, . . . ,Z(n−1)),
Z(i)(T )=M, i = 0,1, . . . , n− 2, Z(τm)= k, (13)
where
F(t, x1, . . . , xn)= f
(
t,Φ0(t, x1), . . . ,Φ0(t, xn−1)
)
g
(
Φ(t, xn)
)
. (14)
As evidently |F(t)| is bounded from above by a continuous function on Jm, Lemma 1
yields the existence of a solution Zm of (13). It is clear that according to (6), (7) and (14)
Z(n)m > 0, Z(n−1)m is increasing on Jm. (15)
Further, we estimate the derivatives of Zm. First we prove that
M <Z(n−1)m (t), t ∈ Jm, m= m¯, m¯+ 1, . . . . (16)
For this, we prove that
Z(n−1)m (τm) > 2M. (17)
Let, contrarily, Z(n−1)m (τm) 2M . Then the Taylor series theorem, (11) and (15) yield
k0  k =Zm(τm)=M
n−2∑
i=0
(τm − T )i
i! +
τm∫
T
(τm − s)n−2
(n− 2)! Z
n−1
m (s) ds
M(n− 1)+ 2M = (n+ 1)M,
that contradicts (9). Hence (17) holds and if (16) is not valid there exist T1 and T2 such that
T  T1 < T2 < τm, Z(n−1)m (T1)=M and Z(n−1)m (T2)= 2M . Then, according to (11), (15)
and Taylor series theorem, we have
M Z(i)m (t)=M
n−i−2∑
j=0
(t − T1)j
j ! +
t∫
T1
(t − s)n−i−2
(n− i − 2)! Z
(n−1)
m (s) ds
Meτ + 2M
t∫
T1
et−s ds  3Meτ , t ∈ Jm, i = 0,1, . . . , n− 2. (18)
It follows from the definition of M3 that 2M M3(τ − t)−λ1 for t ∈ [T1, T2] and as
y(n−1) is increasing (see (15)) we have g(Φ(t, y(n−1)(t))) = g(y(n−1)(t)), t ∈ [T1, T2].
From this and from (9) and (18) we have
Z(n)m (t)M2g
(
Z(n−1)m (t)
)
, t ∈ [T1, T2],
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2M∫
M
ds
g(s)
M2(T2 − T1)M2(τ − T ).
The contradiction with (11) proves that (16) holds.
Further, we prove that
Z(n−1)m (t) <M3(τ − t)−λ1 , t ∈ [T , τm), (19)
holds for large m, say m m¯0. If (19) is not valid, then either
(i) there exists t1 ∈ [T , τm) such that
Z(n−1)m (t1)=M3(τ − t1)−λ1, Z(n−1)m (τm)M3(τ − τm)−λ1, (20)
or
(ii) Z(n−1)m (t) >M3(τ − t)−λ1, (21)
in a left neighbourhood of t = τm.
Let (i) be valid. It follows from (7), (13)–(16) that
Z(n)m (t)M1
(
Z(n−1)m (t)
)λ
, t ∈ [t1, τm],
and the integration on [t1, τm], (8) and (20) yield
τm − t1
Mλ−13

[
Z(n−1)m (t1)
]1−λ − [Z(n−1)m (τm)]1−λ M1(λ− 1)(τm − t1).
The contradiction with the definition of M3 shows that case (i) is impossible.
Let (ii) hold and let t1 ∈ [T , τm) be such that
Z(n−1)m (t) >M3(τ − t)−λ1 on [t1, τm).
Then the Taylor series theorem and (13) yield
k =Zm(τm)
τm∫
t1
(τm − s)n−2
(n− 2)! Z
(n−1)
m (s) ds 
M3
(n− 2)!
τm∫
t1
(τm − s)n−2(τ − s)−λ ds
= −mM3
(n− 1)!
τm∫
t1
(τ − s)n−λ1 d
ds
((
1− 1
m(τ − s)
)n−1)
ds
 M3m
(n− 1)!A
(
1− 1
m(τ − t1)
)n−1
→∞, for m→∞,
where
A= (τ − t1)n−λ1 for n− λ1 < 0,
A=mλ1−n for 0 n− λ1 < 1,
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estimated.
It follows from the Taylor series theorem and from (11) that
M Z(i)m (t)=M
n−i−2∑
j=0
(t − T )j
j ! +
t∫
T
(t − s)n−i−2
(n− i − 2)! Z
(n−1)
m (s) ds
M(n− 1)+M3
t∫
T
(τ − s)n−i−2−λ1
(n− i − 2)!  ϕ(t), t ∈ Jm. (22)
From this, from (16) and (19), {Z(j)m }, j = 0,1, . . . , n− 1, m= m¯0, m¯0 + 1, . . . , are uni-
formly bounded with respect to j and m and hence, according to Arzela–Ascoli theorem
(see [6, Lemma 10.2]), there exists a subsequence that converges uniformly to a solution
yk of (12). Moreover, the estimations (16), (19) and (22) hold also for yk and hence
Φ0(t, y
(i)
k (t)) = y(i)k (t), i = 0,1, . . . , n − 2, Φ(t, y(n−1)k (t)) = y(n−1)k (t), t ∈ J . As (16),
(19) and (22) do not depend on k and i , Arzela–Ascoli theorem yields the existence
of a subsequence of {yk}∞k0 that converges uniformly to a solution y of (1) fulfilling
limt→τ− y(t)=∞ and (4) holds.
Let λ¯ = 1 + 1/(n− 1). Let {λs}∞1 be a sequence such that λs > 1, lims→∞ λs = λ¯.
Note, that according to (9) and (11) T is independ on the parametr λ and hence, there exist
a solution ys of (1), (4) with λ= λs , s ∈ {1,2, . . .} defined on [T , τ ). Moreover, denote by
M3(λs) the number M3 from (9) for λ= λs . It is clear that
M3 = sup
s∈{1,2,...}
M3(λs) <∞.
If M3 is replaced by M3, the estimations (16), (19) and (22) are valid for Zm = ys ,
s = 1,2, . . . , too, and moreover, they do not depend on s. Hence, there exists Φ such
that ∣∣y(i)s (t)∣∣Φ(t), t ∈ [T , τ ), i = 0,1, . . . , n− 1, s = 1,2, . . . ,
and according to Arzela–Ascoli theorem, there exists a subsequence of {ys}∞1 that
converges uniformly to a solution of (1), fulfilling (4) with λ= λ¯. ✷
Corollary 1. Let τ ∈ (0,∞), λ > 1, I = [τ¯ , τ ] ⊂ R+, M ∈ (0,∞) and M1 ∈ (0,∞) be
such that
g(x) |x|λ for |x|M, (23)
and (7) holds for α = 1 and for α = −1. Then there exists a singular solution y of (1)
fulfilling (4) if and only if
1 < λ 1+ 1
n− 1 .
Proof. It follows from Theorem 1(ii) and Theorem 2. ✷
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y(n) = r(t)F (y)g(y(n−1)), (24)
where λ > 0, r ∈ C0(R+), F ∈ C0(R), g ∈ C0(R) and let M ∈ (0,∞) and β ∈ {−1,1} be
such that (23) and
βr(t) > 0 on R+, F (x)x > 0 for x = 0
hold.
Theorem A [2]. Let c0 = 0. Then (23) has a singular solution y fulfilling (3) if
1+ 1
n− l − 1 < λ 1+
1
n− l − 2 for l < n− 2, (25)
and
2 < λ for l = n− 2.
If, moreover, a constant M1 > 1 exists such that g(x)M1|x|λ for |x|M then (23) has
a singular solution y fulfilling (3) if and only if (25) is valid.
Applying Corollary 1 to (24) we obtain
Corollary 2. Let λ > 1, β = 1, τ ∈ (0,∞) and lim inf|x|→∞ |F(x)|> 0. Then (24) has a
singular solution y fulfilling (4) if and only if
1 < λ< 1+ 1
n− 1 . (26)
Note, that the intervals (25) (for different l) and (26) are disjunct. Moreover, they
altogether cover the interval (1,∞) in case β = 1 (the interval (1+ 1/(n− 1),∞) in case
β =−1).
As a singular solution y of (24) is nonoscillatory if, and only if limt→τ− |y(n−1)(t)| =∞
(see, e.g., [1]), the following result follows from Corollary 2 and Theorem 1(i).
Corollary 3. Let lim inf|x|→∞ |F(x)|> 0.
(i) If β = 1 and λ > 1, then (24) has a nonoscillatory singular solution.
(ii) If β = −1, then (24) has a nonoscillatory singular solution if and only if λ >
1+ 1/(n− 1).
Note, that the result of Corollary 3(i) is known, see, e.g., [11, Theorem 11].
The existence of a singular solution fulfilling (4) in an open problem in case λ 1 and
β = 1. The following example shows that this situation is possible.
Example. Let τ ∈ (0,∞). Then y = 1/(τ − t), t ∈ [0, τ ) is a singular solution of y ′′′ =
3|y ′′| sgny , that fulfills (4).
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