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Abstract
This thesis deals with Markov processes in stochastic thermodynamics and fully developed
turbulence.
In the first part of the thesis, a detailed account on the theory of Markov processes is given,
forming the mathematical fundament. In the course of developing the theory of continuous
Markov processes, stochastic differential equations, the Fokker-Planck equation and Wie-
ner path integrals are introduced and embedded into the class of discontinuous Markov
processes. Special attention is paid to the difficulties that arise in the case of multiplicative
noise.
Referring to the paradigm of Brownian motion, the thermodynamic quantities work, heat
and entropy, and the accompanied first law and second law, are formulated on the level of
individual trajectories using stochastic differential equations.
One of the prominent results of stochastic thermodynamics are so-called fluctuation theo-
rems which reveal an intimate relation between entropy production and irreversibility. Using
the path integral formulation, fluctuations theorems are derived in a formal setting.
Applications of fluctuation theorems to thermodynamic systems are dependent on a reliable
statistics of rare events. To access the statistics of rare events, an asymptotic method is
developed. The first order asymptotics is derived for the general case of multiplicative noise,
the second order asymptotics for the simpler case of additive noise. The application of the
asymptotic method is demonstrated for work distributions in physically relevant models.
The second part of the thesis carefully introduces the concept of fully developed turbulence
and gives an account on established theories. These theories can be reformulated in terms
of Markov processes. An overview of these Markov representations is compiled, including a
few new approaches.
In view of the results of stochastic thermodynamics, implications for the Markov represen-
tation are exploited. Fluctuation theorems are derived and applied to experimental data.
In an experimental as well as theoretical analysis, fluctuation theorems are found to be
sensitive to intermittent small-scale fluctuations. The above mentioned asymptotic method
is used to assess these fluctuations.
In closing the thesis, the discussed approaches to fully developed turbulence are contrasted
with each other using their Markov representations, and an interpretation of the respective
Markov processes is offered.
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Zusammenfassung
Diese Dissertation bescha¨ftigt sich mit Markov Prozessen in stochastischer Thermodyna-
mik und voll entwickelter Turbulenz.
Der erste Teil der Arbeit fu¨hrt ausfu¨hrlich in die Theorie der Markov Prozesse ein. Die Dar-
stellung dieses mathematischen Grundgeru¨stes schließt stochastische Differentialgleichun-
gen, die Fokker-Planck Gleichung und Wiener Pfadintegrale ein. Diese dadurch beschrie-
benen stetigen Markov Prozesse werden in die Formulierung unstetiger Markov Prozesse
eingebettet. Ein besonderes Augenmerk ist dabei auf die Komplikationen gerichtet, die sich
fu¨r den Fall multiplikativen Rauschens ergeben.
In Bezug auf das Musterbeispiel Brown’scher Bewegung werden aus stochastischen Differen-
tialgleichungen Arbeit, Wa¨rme und Entropie, und die damit einhergehenden ersten beiden
Hauptsa¨tze der Thermodynamik auf der Ebene individueller Trajektorien eingefu¨hrt.
Herausragende Ergebnisse stochastischer Thermodynamik sind sogenannte Fluktuations-
theoreme, die die enge Beziehung zwischen Entropieproduktion und Irreversibilita¨t deutlich
machen. Die Fluktuationstheoreme werden formal aus der Pfadintegral-Formulierung her-
geleitet.
Die Anwendungen der Fluktuationstheoreme auf thermodynamische Systeme ist abha¨ngig
von einer zuverla¨ssigen Statistik seltener Ereignisse. Um die Statistik seltener Ereignisse
zuga¨nglich zu machen, wird eine asymptotische Methode entwickelt. Die Asymptotik erster
Ordnung wird fu¨r den allgemeinen Fall multiplikativen Rauschens hergeleitet, die Asympto-
tik zweiter Ordnung fu¨r additives Rauschen. Die Anwendung der asymptotischen Methode
wird fu¨r Arbeitsverteilung in physikalisch relevanten Modellen demonstriert.
Der zweite Teil der Arbeit fu¨hrt sorgfa¨ltig in das Konzept voll entwickelter Turbulenz ein
und verschafft einen U¨berblick u¨ber etablierte Theorien. Diese Theorien ko¨nnen auch als
Markov Prozesse formuliert werden. Es wird eine Zusammenstellung dieser Markov Dar-
stellungen angefertigt, die auch ein paar neue Ansa¨tze einschließt.
In Hinblick auf Ergebnisse der stochastischen Thermodynamik wird ihre Bedeutung fu¨r
die Markov Darstellung ausgewertet. Fluktuationstheoreme werden berechnet und auf ex-
perimentelle Daten angewandt. Sowohl hinsichtlich einer experimentellen als auch einer
theoretischen Untersuchung stellt sich heraus, dass Fluktuationstheoreme dem Auftreten
intermittenter klein-skaliger Fluktuationen Rechnung tragen. Unter Benutzung der oben
genannten asymptotischen Methode werden diese Fluktuationen beurteilt.
Abschließend werden die besprochenen Theorien voll entwickelter Turbulenz anhand ihrer
Markov Darstellung gegenu¨bergestellt, und eine Interpretation der entsprechenden Markov
Prozesse wird unterbreitet.
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Introduction
In the preceding century, two branches of physics1 have been advanced
considerable.
One branch is the theory of Brownian motion, pushed forward by Einstein,
Smoluchovski and Langevin in the beginning of the preceding century, and
from which in the last 20 years the developing field of stochastic thermo-
dynamics emerged.
The other branch is studying universal features of turbulent flows, in-
itiated by Kolmogorov and Obhukov who addressed scaling laws for the
statistics of fluctuations of flow velocity and coined the conception of cas-
cading turbulent structures.
The motion of a Brownian particle suspended in a fluid is a continuous
Markov process, which means that the current state of the particle only
depends on the most recent event. The events in Brownian motion are
collisions between particle and fluid molecules, provoking an irregular and
random motion of the particle. Brownian motion is observable for tiny
particles for which it is not unlikely that fluid molecules collide predomi-
nantly with only one side of the particle, kicking the particle to the other
side. For large particles, too many molecules are involved in the collisions,
such that a possible excess of collisions on one side of the particle is ne-
gligible.
The incidents in which the small particles are kicked forward constitute
to a local rectification of thermal noise, cooling down the fluid molecules
involved in the collision, and thus consuming entropy. On the other hand,
fast particles collect significant more collisions on its front side than on
its backside, provoking a friction that slows down the particle. Due to
this friction, decelerating particles entail a local heating of the fluid, and
thus produce entropy. The balance between entropy consuming and entro-
1And many others, of course.
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py producing collisions are quantified by so-called fluctuation theorems,
which are prominent results of stochastic thermodynamics.
Stochastic thermodynamics is the thermodynamics of nanoscopic systems
which may be arbitrarily far from equilibrium. The smallness of the sys-
tems is crucial in order to observe the entropy consuming events as exem-
plified for the Brownian particle, and non-equilibrium can be imposed by
driving the particle with an external force or preparing a non-equilibrium
initial state. Stochastic thermodynamics extents the first law and the se-
cond law to the level of individual trajectories of nanoscopic systems with
non-equilibrium dynamics.
The fluctuation theorems are used to extract equilibrium information from
non-equilibrium measurements, a procedure being dependent on a suffi-
cient occurrence of the entropy consuming events in the system. Methods
to assess the entropy consuming events, or to correct for an insufficient
sampling of the rare events, are focus of current research.
Universal features of turbulent flows are traditionally sought in the sca-
ling properties of the moments of velocity fluctuations in the flow. Less
than 20 years ago, a new approach to characterise turbulent flows has been
suggested, in which spatial fluctuations of flow velocity are modelled by a
Markov process. These Markov processes address the repeated break-up
of turbulent structures due to the non-linear interactions in the flow. The
individual trajectories are probes of the spatial structures of the flow, or
more specific, velocity fluctuations on different spatial scales. The evoluti-
on of these structures towards smaller scales is captured by the conception
of turbulent cascades.
Though valid on a macroscopic scale, stochastic thermodynamics does
usually not provide more insights when applied to macroscopic systems.
Therefore, since turbulent flows are of rather macroscopic dimension, the
implications of the results of stochastic thermodynamics for the Marko-
vian approach to turbulent flows are rather unexplored. However, it has
proved recently that fluctuation theorems implied by the Markov repre-
sentation of turbulent cascades do apply for a surprisingly small ensemble
of probes.
The formulation of turbulent cascades as Markov processes raise intri-
guing questions. Acquire the formal expressions for entropy productions
a meaningful form for turbulent cascades? What is the statement of the
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associated second law? What do the entropy consuming trajectories look
like? Under what conditions do entropy consuming trajectories arise suf-
ficiently often to allow a practical use of fluctuation theorems? What are
possible applications of fluctuation theorems for characterisations of tur-
bulent flows? Can the rare events in a turbulent flow be assessed?
The aim of this thesis is to find answers to such questions.
The first part of the thesis introduces the relevant aspects of the theory
of Markov processes, and elucidates the thermodynamic interpretation of
Markov processes in the framework of stochastic thermodynamics.
The second part introduces to the basic theory of turbulence and com-
piles the Markov representation of established approaches to turbulence,
combining a survey of existing results and a report of novel Markov re-
presentations. On the basis of the introduced Markov representations, the
above questions are tackled.
Each part is divided into chapters, which are in turn divided into sections.
To be able to transfer results of stochastic thermodynamics to turbu-
lence, the involved concepts have to be well understood. In contradiction
to the usual thermodynamic setting, the Markov representations of tur-
bulent cascades are always characterised by a diffusion that depends on
the current state of the process, which entails ambiguities and technical
difficulties. A special focus of the first part of the thesis is therefore the
implications of state dependent diffusion, and consequently, the theory of
stochastic thermodynamics is introduced on the abstract level of arbitrary
diffusion. To maintain intuition, the paradigm of Brownian motion serves
as an intuitive example whenever appropriate.
This thesis is publication based and includes three peer-reviewed pu-
blications [1–3]. Some aspects elucidated in the included publications are
also discussed in the main text to allow a fluent introduction to stochastic
thermodynamics and the theory of turbulence, and to maintain the central
theme of the thesis.
Bringing together two rather distinct fields of research, each of which trea-
ted in a separate part of the thesis, the publications are included into the
respective parts. The central results are given by the publications, a couple
of minor, unpublished results are included in the main text.
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I. Stochastic Thermodynamics
The properties of nanoscopic systems can not be described by equilibrium
thermodynamics. Examples of nanoscopic systems include colloidal partic-
les, biological cells and nanoscopic devices. Characteristic for nanoscopic
systems is the stochasticity in their degrees of freedom. The developing
field of stochastic thermodynamics addresses the thermodynamic proper-
ties of these systems, taking into account the stochasticity and, in addi-
tion, remains valid in situations arbitrarily far from equilibrium. In the
last 20 years, stochastic thermodynamics has put forth intriguing results,
a prominent example being the relation between entropy production and
irreversibility on the level of individual trajectories.
The mathematical fundament of stochastic thermodynamics is the theory
of Markov processes which will be introduced in the first chapter of this
part. The second chapter explicates the thermodynamic interpretation of
Markov processes, including the first and second law of thermodynamics,
and an account on applications of the so-called fluctuation theorems. The
third chapter introduces an asymptotic method and exemplifies its use in
models relevant for the application of fluctuation theorems.
5
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I.1. Markov Processes (MPs)
In this chapter we introduce the theory of Markov processes (MPs) which
forms the mathematical basis of this thesis. The basic material will mainly
build on the books by Gardiner [4] and van Kampen [5] on stochastic
processes, the book by Chaichian and Demichev on path integrals [6], and
the article by Lau and Lubensky on state dependent diffusion [7].
A Markov process is a subclass of stochastic processes which involve a time
dependent random variable X(t). The random variable is not restricted to
one dimension, but we will primarily consider Markov processes with one
degree of freedom. A realisation of a stochastic process X(t) is a sequence
of measured values x1, x2, x3, . . . at times t1 > t2 > t3 > . . . , completely
described by the joint probability density function (PDF)
p(x1, t1; x2, t2; x3, t3; . . . ) . (I.1.1)
If the stochastic process is a MP, the necessary information to define the
process uniquely reduces to univariate PDFs.
A stochastic process is qualified as a MP by the Markov assumption. The
Markov assumption states that conditioned on having measured values
y1, y2, . . . at times τ1 ≥ τ2 ≥ . . . , the probability of measuring x1, x2, . . .
at later times t1 ≥ t2 ≥ . . . τ1 ≥ τ2 will only depend on the most recent
measured value y1:
p(x1, t1; x2, t2; . . . |y1, τ1; y2, τ2; . . . ) = p(x1, t1; x2, t2; . . . |y1, τ1) . (I.1.2)
This definition of a MP implies that we can write for the joint PDF
p(x1, t1; x2, t2; x3, t3; . . . xn, tn) (I.1.3)
= p(x1, t1|x2, t2)p(x2, t2|x3, t3) · · · p(xn−1, tn−1|xn, tn)p(xn, tn) ,
now defined solely by the conditional PDF p(xi−1, ti−1|xi, ti) and the uni-
variate PDF p(xn, tn) with ti−1 > ti.
A direct consequence of the Markov assumption is the Chapman-Kolmogorov
equation (CKR)
p(x1, t1|x3, t3) =
∫
p(x1, t1|x2, t2) p(x2, t2|x3, t3) dx2 . (I.1.4)
7
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The CKR states that the transition probability from time t3 to t1 can be
subdivided into transition probabilities from t3 to t2 and then from t2 to
t1. Such a sequence of realisations (x1, x2, x3, . . . ), in which each realisa-
tion xi determines the probability to observe the next realisation xi+1, is
commonly referred to as a Markov chain.
Markov processes can by subdivided into continuous and discontinuous
components. This distinction addresses the values of X(t) at infinitesimal
time steps which will be rendered more precisely in the course of this
chapter.
Regarding the time variable t, the above introduction suggests that time
is discrete. In fact, the model equations for Markov processes used in this
thesis assume that time is continuous. This assumption does not hold for
realistic MPs, since any real stochastic process will have a time scale tME
below which the Markov assumption does not hold. We will call tME the
Markov-Einstein time scale, for reasons which will be discussed in the
following section.
We will start in section I.1.1 with Brownian motion, from which intuitively
a stochastic differential equation (SDE) arises, the Langevin equation (LE).
The thus motivated SDEs will then be formally defined and discussed. In
sections I.1.2 and I.1.3, we introduce two equivalent formulations of MPs,
the Fokker-Planck equation (FPE) and Wiener path integrals (WPI). Until
then, only continuous MPs are considered. In section I.1.4 we will come
back to the CKR and show how continuous MPs fit into the greater class of
MPs that also involve discontinuous realisations. In the appendix, A.1-A.5,
we provide additional material regarding continuous Markov processes.
I.1.1. Stochastic differential equations (SDEs)
The Langevin equation (LE) In 1908, Paul Langevin was the first to set
up a SDE, in an attempt to simplify Albert Einstein’s theory of Brownian
motion [8], which Einstein formulated in 1905 [9]. Langevin considered
spherical particles suspended in a medium (fluid), on which an external
force Fex acts (e.g. gravity). Denoting the centre of mass by x and ignoring
effects of the medium, Newton’s equation of motion reads
mx¨(t) = Fex
(
x(t)
)
, (I.1.5)
8
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where dots denote derivatives with respect to time t, and m is the mass
of the particle.
For spherical particles in a fluid, it is known that the particles experience a
frictional force Ffr proportional to the velocity of the particles ([10] p. 70ff),
Ffr = − γ x˙ , γ := 6piνR . (I.1.6)
Here, ν is the dynamic viscosity and R is the radius of the particle. The
above equation is known as Stoke’s law, and γ is referred to as friction
coefficient. Stoke’s law holds at laminar flow conditions (that is, small
Reynolds numbers Re = Rx˙/ν).
It is clear that due to this friction, the particles will eventually come to
rest. Sufficient small particles, however, exhibit an ongoing irregular moti-
on, observed by Robert Brown in 1827, and is hitherto known as Brownian
motion. The origin of this motion is the thermal energy of the fluid, due to
which the fluid molecules hold a kinetic energy of the order of magnitude
kBT where kB is Boltzmann’s constant and T is the temperature of the
fluid. If the particles are small enough, the kinetic energy transferred by
collisions from the fluid molecules to the particles results into an observa-
ble irregular motion.
In his approach to Brownian motion, Langevin considered a thermal force
Fth =
√
2γkBTξ(t) (I.1.7)
acting on the particles, where ξ(t) is a δ-correlated random variable sam-
pled from a Gaussian distribution with zero mean and infinite variance.
Due to its δ-correlation, ξ(t) is also called Gaussian white noise. The pa-
thological properties of ξ(t) are elucidated in the appendix, and the main
consequences will be discussed shortly.
Including the frictional and the thermal force into Newton’s equation
(I.1.5), we arrive at the Langevin equation (LE)
x¨(t) + γ x˙(t) = −V ′(x(t))+√2γkBTξ(t) . (I.1.8)
Here we assumed that Fex(x) arises from a potential V (x),
Fex(x) = −V ′(x), which can always be achieved in one dimension, and
we set m := 1 (force is measured in units of acceleration). Note that the
unit of ξ(t) is 1/
√
s.
9
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The LE illustrates the interplay between damping of the particles due to
frictional effects and energy injection to the particles by thermal kicks: The
frictional effects withdraw kinetic energy from the particle, energy that is
received by the fluid and in turn passed back to the particles as thermal
fluctuations. Hence, even in the absence of an external force, Brownian
particles exhibit an ongoing irregular motion.
The thermal energy kBT entering the thermal force is intuitive, whereas
the occurrence of the friction coefficient γ, proportional to R and ν, see
(I.1.6), is counter-intuitive. Whereas it is clear that for larger particles
both the friction coefficient and the ability to absorb thermal fluctuations
increase, it appears dubious that the fluid molecules should exert stronger
forces on the Brownian particle for increased viscosity. We unravel this pa-
radox2 by arguing that with higher viscosity, the collisions between fluid
molecules and Brownian particle become more inelastic, and consequent-
ly, more heat is transferred to the fluid, which, in order to maintain the
constant temperature T , is in return received by the Brownian particle
through an increased strength of kicks by the fluid molecules. This fast
equilibration mechanism is coarse grained as Gaussian white noise, and γ
should in that context merely be thought of a coupling coefficient between
fluid and particle.
The assumption that ξ(t) is on average zero, accounts for the fact that
a resting particle experiences decelerating and accelerating collisions in
equal measures. The excess of decelerating collisions for a moving particle
is taken into consideration by the frictional force. As a rising temperature
increases the decelerating and accelerating collisions in equal shares, the
temperature does not enter the frictional force.
The above considerations suggest that fluctuating forces and dissipati-
ve forces have the same origin - the collisions with fluid molecules. This
interrelation of fluctuation and dissipation is the essence of fluctuation-
dissipation theorems, which in its simplest form is the Einstein relation
D =
kBT
γ
, (I.1.9)
2In Langevin’s derivation the magnitude of the thermal force arises from satisfying
the equipartition theorem [8].
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where D is the diffusion constant [9]. The Einstein relation expresses that
the diffusion of a particle is a result of both thermal fluctuations and
frictional dissipation.
The diffusion of particles was subject of research before Einstein derived
(I.1.9) from his theory of Brownian motion. In the course of that research,
Adolf Fick derived in 1855 ([4] p. 336)
j(x, t) = −D∂xp(x, t) , (I.1.10)
where j(x, t) measures the flux of particles per area and time, and p(x, t)
is the particle density. The determination of the diffusion constant by
Einstein in 1905 given by (I.1.9) revealed the rather unexpected relation
between friction and diffusion and was confirmed by Smoluchovski (1906)
and by Langevin (1908). The more general fluctuation-dissipation theo-
rems are part of response theory, we direct the interested reader to the
recent overview article by Marconi et al. [11].
Fick’s law (I.1.10) can be generalised to diffusing particles subject to ex-
ternal forces, which leads to an evolution equation for p(x, t) where only
force and diffusion enter. This equation is known as Fokker-Planck equa-
tion, to which we will come back in the next section.
We return to the LE. For particles with small mass, frictional effects
prevail over inertial effects. In this so-called overdamped limit, the inertial
term is negligible, and we obtain the overdamped LE
γx˙(t) = −V ′(x(t))+√2γkBTξ(t) . (I.1.11)
The overdamped LE is often given in terms of velocities,
x˙(t) = −ΓV ′(x(t))+√2kBTΓξ(t)
= −ΓV ′(x(t))+√2Dξ(t) , D = kBTΓ , (I.1.12)
where Γ = 1/γ is the mobility of the particle, and −ΓV ′(x) is now the drift
velocity and
√
2kBTΓξ(t) accounts for abrupt changes in velocity after col-
lisions with fluid molecules. In this form, the occurrence of the mobility Γ
in both the drift and diffusion term is intuitive, which in retrospect justi-
fies the dependency of the thermal force
√
2γkBTξ(t) in (I.1.11) on γ.
It can be shown that the solutions of the LE (I.1.12) are continuous Mar-
kov processes ([4] p. 92). Brownian motion itself, however, is not a Markov
11
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process on arbitrary time scales, since the Markov assumption does not
hold for the detailed dynamics of the collisions. But the outcome of each
collision does only depend on the initial condition of this collision, that is
on only the most recent collision, which is precisely the Markov assump-
tion. The time scale tME above which Brownian motion can be assumed
to be Markovian is therefore of the same order of magnitude as the mean
time between collisions. Referring to Einsteins theory of Brownian moti-
on, the time scale tME above which a process is Markovian is often called
Markov-Einstein scale.
Stochastic calculus Bridging Brownian motion to the theory of Markov
processes brings us back to the formal level. We will return to the intuitive
picture in chapter I.2.
On the formal level, x(t) is now a continuous degree of freedom in a MP,
and the LE is a stochastic differential equation (SDE). The general form
of a SDE reads
x˙t = f(xt, t) + g(xt, t) ξ(t) , x(t = t0) = x0 , (I.1.13a)
〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = δ(t− t′) , (I.1.13b)
where for clarity x(t) is denoted by xt. In view of the inherent time scale
separation of realistic Markov processes, the white noise ξ(t) is not exactly
δ-correlated, but rather of the form
〈ξ(t)ξ(t′)〉 ∼ 1
tME
e
− |t−t′|
tME . (I.1.14)
In this case, the noise is called coloured noise. In the limit tME → 0, the
white-noise limit, the exponential function becomes the δ-function δ(t−t′).
Solving SDEs for time-steps ∆t < tME is therefore an interpolation of the
real process to non-Markovian time scales.
By the attempt to solve a SDE, however, we encounter a problem. Naive
integration yields
x(t)− x(t0) =
∫ t
t0
f(xτ , τ) dτ +
∫ t
t0
g(xτ , τ) ξ(τ) dτ . (I.1.15)
12
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Figure I.1.: Discretisation rules and conventions. The integrand of a stochastic integral
is given as the blue line (for clarity, as a smooth function). The vertical and
horizontal dashed lines indicate lower and upper sums. The coloured circles
mark the discretisation intervals. The red circles exemplary designate points
taken for pre-point, mid-point and end-point, the light-red coloured areas
are the resulting rectangles to approximate the integral. The Ito¯ convention
is identical with the pre-point rule, and the Stratonovich convention, added
as purple symbols, is identical with the trapezoidal rule.
Due to the stochastic variable x(t), the above integrals are stochastic inte-
grals for which the usual Riemann definition of an integral is not suitable.
The consequence is that, in the continuous limit, the value of the stocha-
stic integral is not unique, depending on whether we define the integral
as a lower sum or upper sum. We will therefore parametrise the value of
stochastic integrals with α, where α = 0 corresponds to taking the value
of the integrand at the beginning of each discretisation interval, α = 1 to
the end of each interval, and 0 < α < 1 to somewhere in-between. The
two mostly used definitions of stochastic integrals are the pre-point rule
(α = 0) and the mid-point rule (α = 1/2). See figure I.1 for an illustration.
It is clear that, since the stochastic integrals in (I.1.15) depend on α, also
the solution of the SDE will depend on α. If we take, for instance, the
13
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SDE
x˙t = a x(t) +
√
2b x(t) ξ(t) , x(t = t0) = x0 (I.1.16)
which is known as geometric Brownian motion (GBM), we find that the
solution reads for x0x(t) > 0 (cf. (A.1.12), (A.5.9))
x(t) = x0 exp
[(
a+ (2α− 1) b) (t− t0) +√2b Z(t− t0)] (I.1.17)
where Z(t) is a Gaussian random variable with zero mean and variance
t. We see that for mid-point, α = 1/2, the deterministic parameter a of
the SDE determines the mean, and the stochastic parameter b fixes the
variance of lnx(t)/x0. On the other hand, for a = 0 but α 6= 1/2, the mean
of lnx(t)/x0 does not vanish, despite the vanishing deterministic parame-
ter. Such a noise induced drift is generally referred to as spurious drift, in
the sense that it does not arise physically but from the discretisation rule
applied to the SDE.
The immediate consequence of the ambiguity of SDEs is that generally,
along with the SDE itself, also the discretisation rule needs to be defined,
otherwise the solution of the SDE is not unique. The definition of the
discretisation rule is also referred to as an interpretation of the SDE, or
as convention.
A crucial point is that for α 6= 1/2 the usual rules of calculus are not
applicable. A change of variable in the SDE or the integration rules for
polynomials in x(t), for instance, need to be modified. For α = 0, such a
modified calculus was developed by the mathematician Kiyoshi Ito¯, now
known as Ito¯ calculus. For an introduction to Ito¯ calculus see appendix
A.1, for further readings we recommend the books by Gardiner [4] or van
Kampen [5]. The charm of the Ito¯ convention is the mathematical feasi-
bility of the rigorous theory. For practical purposes, the mid-point rule is
often preferable, since then the ordinary rules of calculus apply. Defining
the mid-point rule along with a SDE is usually referred to as Stratonovich
convention, after the physicist Ruslan L. Stratonovich.3
3More specific, contrary to the mid-point rule, the Stratonovich stochastic integral
takes the average of beginning and end of the discretisation intervals ([4] p. 96),
see also figure I.1. A distinction that becomes irrelevant for small discretisation
intervals.
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The ambiguity of SDEs implies a dilemma. Suppose we want to describe
a stochastic system with a SDE, and identify from the physics of the sys-
tem the deterministic and stochastic influences as f(x, t) and g(x, t). So far
so good, but how can we decide from physical arguments which convention
is the correct one, such that we can expect that the SDE correctly pre-
dicts the outcome of experimental measurements? This dilemma is known
as Ito¯-Stratonovich dilemma, and still debated in current research [12–18].
To deal with this dilemma, we will follow the argumentation by van Kam-
pen [19] (see also [5] p. 232 ), in which he distinguishes between external
and internal noise. External noise refers to the case where the source of
stochasticity is separate from the source of deterministic dynamics, whe-
reas internal noise arises from an intertwined source of both stochastic
and deterministic dynamics. In other words, external noise comes on top
of a pure deterministic process and vanishes on average, internal noise is
intrinsically present in the system and implies a non-vanishing average
tendency.
Van Kampen claims that in the case of external noise, a SDE can be mea-
ningfully set up, and Stratonovich convention has to be used. This is in
accord with our previous observation regarding the example of GBM that
〈x(t)〉 ≡ x0 for f(x, t)≡ 0 and α= 1/2. Additional support for van Kam-
pen’s claim follows from reverting to coloured noise as in (I.1.14). In this
case, solutions of the SDE do not depend on α, and the Ito¯-Stratonovich
dilemma is baseless. In the white noise limit, the solutions of the SDE
with coloured noise reproduce the solutions of the SDE with white noise
in the Stratonovich interpretation.
If the stochasticity of the processes arises from internal noise, van Kam-
pen argues that a SDE is not the natural equation to describe the process.
Instead a master equation, which we will discuss in chapter I.1.4, is ad-
visable. Under certain conditions, a master equation can be recast as a
Fokker-Planck equation which is formally equivalent to a SDE. The in-
terpretation of the SDE is then simply a matter of taste, as long as the
equivalence to the Fokker-Planck equation is retained. The defining func-
tions f(x, t) and g(x, t) of the SDE will then depend on α, and it is tedious
to attribute a meaning to f(x, t) and g(x, t) for various α. For thermody-
namic diffusion processes, Lau and Lubensky argued that the choice α = 1
is the most convenient one [7].
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In closing, we mention that the practical significance of SDEs is to ge-
nerate realisations x(t) of a stochastic process X(t). This can be achieved
by solving the SDE explicitly and trace the randomness of x(t) back to
random variables of known PDFs as we did in (I.1.17). The analytic solu-
tion of a SDE, however, can rarely be achieved. The numerical solution of
SDEs is therefore the predominant practice when dealing with SDEs. The
numerical results of this thesis are achieved by the first order integration
scheme given by (A.3.8).
In the appendix A.5, we provide an overview of equivalent descriptions
of continuous Markov processes that are defined via a SDE. We also de-
monstrate how a SDE in various interpretations can be reformulated to
an equivalent SDE in a different interpretation.
I.1.2. The Fokker-Planck equations (FPE)
In the previous chapter we discussed SDEs which are the evolution equa-
tions for a stochastic variable x(t). Instead of considering realisations x(t),
we can also describe the process by PDFs p(x, t) of x for each instant of
time t. The evolution equation for these PDFs is the Fokker-Planck equa-
tion (FPE), which we will discuss in this section.
Equivalence to SDEs In the appendix A.3, we demonstrate that the
equivalent FPE of a SDE of the form (I.1.13) reads
p˙(x, t) = ∂x
[− f(x, t)− αg′(x, t)g(x, t) + ∂x 12g(x, t)2]p(x, t) ,
p(x, t = t0)) = p0(x) , (I.1.18)
with the initial PDF p0(x). Note that the FPE depends on α, as was to be
expected in view of the discussion regarding the interpretation of SDEs in
the previous section. However, a FPE alone does not involve stochastic in-
tegrals and should as such not be plagued by the interpretation ambiguity.
We therefore rewrite the FPE by defining
D
(1)
(x, t) := f(x, t) + αg′(x, t)g(x, t) , (I.1.19a)
D
(2)
(x, t) := 1
2
g(x, t)2 (I.1.19b)
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as suggested by Lau and Lubensky [7]. The deterministic coefficient
D
(1)
(x, t) is known as drift coefficient, and the diffusion coefficient D
(2)
(x, t)
is the state and time dependent equivalent of the diffusion constant we
met in Fick’s law (I.1.10) and the Einstein relation (I.1.9).4 In terms of
D
(1,2)
(x, t), the FPE reads
p˙(x, t) = ∂x
[−D(1)(x, t)+∂xD(2)(x, t)]p(x, t) , p(x, t0) = p0(x) (I.1.20)
which is sometimes also referred to as the Ito¯ form of the FPE, as for
α = 0 we have D
(1)
(x, t) = f(x, t).
By defining the probability current density
j(x, t) = −[−D(1)(x, t) + ∂xD(2)(x, t)]p(x, t) , (I.1.21)
the FPE obtains the form of a continuity equation
∂tp(x, t) + ∂xj(x, t) = 0 . (I.1.22)
As objected by Lau and Lubensky [7], however, setting D
(1)
(x, t) ≡ 0 does
not reproduce the correct generalisation of Fick’s law (I.1.10) for state
dependent diffusion. If we instead define
F (x, t) := D
(1)
(x, t)− ∂xD(2)(x, t) (I.1.23a)
D(x, t) := D
(2)
(x, t)5 (I.1.23b)
and perform the derivative of ∂xD
(2)
(x, t) in (I.1.20), the FPE and the
current take the form
p˙(x, t) = ∂x
[−F (x, t)+D(x, t)∂x]p(x, t) , p(x, t0) = p0(x) , (I.1.24)
j(x, t) = F (x, t) p(x, t)−D(x, t) p′(x, t) , (I.1.25)
which is sometimes referred to as the Stratonovich form, although F (x, t) =
f(x, t) for α = 1 (instead of α = 1/2). If we now set F (x, t) ≡ 0, we ob-
tain the correct generalisation of Fick’s law (I.1.10). In I.2.1, we will see
4The enumeration of drift as (1) and diffusion as (2) will become clear when discussing
in I.1.4 how a FPE arises from a master equation.
5The superfluous definition of D(x, t) is for convenience and a better distinction from
D
(1,2)
(x, t).
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that F (x, t) is the drift velocity in reaction to an external force, and the
stationary distribution of the Stratonovich FPE coincides with the ther-
mal equilibrium distribution. The connection to thermal equilibrium and
the correct generalisation of Fick’s law led Lau and Lubensky to call the
choice α = 1 the thermodynamic consistent convention.6 An overview of
equivalent descriptions of continuous Markov processes defined by FPEs
is provided in the appendix (A.5).
We note that an useful quantity is the local average velocity 〈x˙|x, t〉 which
allows to write the probability density current as the product
j(x, t) = 〈x˙|x, t〉 p(x, t) . (I.1.26)
We also note that for the initial PDF p0(x) = δ(x − x0), the solution of
the FPE will be the conditional PDF p(x, t|x0, t0), from which by
p(x, t) =
∫
p(x, t|x0, t0) p0(x0) dx0 (I.1.27)
the solution of the FPE for any other initial PDF can be determined.
Therefore, p(x, t|x0, t0) is the Green’s function of a FPE.
Moment equation Often of interest are the moments of a PDF instead
of the PDF itself. We define the moments of p(u, r) as
S nx (t) := 〈xn 〉p(x,t) =
∫
xn p(x, t) dx . (I.1.28)
If p(u, r) is the solution of a FPE, we find by multiplying the FPE with
xn and integrating with respect to x,∫
xn p˙(x, t) dx =
∫
xn ∂x
[−D(1)(x, t) + ∂xD(2)(x, t)]p(x, t) dx (I.1.29)
= −
∫
xn∂xD
(1)
(x, t)p(x, t) dx+
∫
xn∂2xD
(2)
(x, t)p(x, t) dx
= n
〈
xn−1D
(1)
(x, t)
〉
p(x,t)
+ n(n−1)
〈
xn−2D
(2)
(x, t)
〉
p(x,t)
6More specific, they argued that the definition F (x, t) = f(x, t)+(α−1)g′(x, t)g(x, t)
is thermodynamic consistent, in which α = 1 is the most convenient choice.
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where the last line follows from repeated integration by parts and vanis-
hing boundary terms due to the normalisation condition of p(x, t).
Since x is in (I.1.29) a independent variable and not to be confused with
the time-dependent path x(t) as we had in the context of SDEs, we im-
mediately obtain for the n-th moment S nx (t) the ODE
S˙ nx (t) = n
〈
xn−1D
(1)
(x, t)
〉
p(x,t)
+ n(n−1)
〈
xn−2D
(2)
(x, t)
〉
p(x,t)
. (I.1.30)
For polynomial D
(1,2)
in u, the averages on the right hand side of (I.1.29)
reduce to a combination of moments Smx (t) of different order m, and con-
sequently, the integration of (I.1.29) to obtain S nx (t) requires in general
the knowledge of moments of order m 6= n.
For the special case D
(1)
(x, t) = d1(t)x and D
(2)
(x, t) = d2(t)x
2, however,
we get
S˙ nx (t) = n
〈
xn−1d1(t)x
〉
p(x,t)
+ n(n−1) 〈xn−2d2(t)x2 〉p(x,t)
=
[
nd1(t) + n(n−1)d2(t)
]
S nx (t) , (I.1.31)
with the solution
S nx (t) = S
n
x (t0) exp
[ ∫ t
t0
(d1(t)− d2(t))n+ d2(t)n2 dt
]
. (I.1.32)
The S nx (t) are the moments of a log-normal distribution with mean µ =∫ t
t0
(d1(t)− d2(t)) dt and variance σ2 = 2
∫ t
t0
d2(t)) dt.
For the simple choice d1(t) ≡ a+ 2αb and d2(t) ≡ b, which, as we see from
(I.1.18), is equivalent to GBM defined in (I.1.16) for arbitrary convention
α, we obtain µ =
(
a + (2α − 1)b)(t − t0) and σ2 = 2b(t − t0), which are
indeed mean and variance of lnx(t), where x(t) is the solution (I.1.17) of
the SDE (I.1.16) of GBM. This simple example demonstrates the equiva-
lence of SDEs and FPEs for arbitrary α.
Stationary solution An important characteristic of a FPE is its statio-
nary solution pst(x). For a stationary process, that is F (x, t) = F (x) and
D(x, t) = D(x) are time independent, the stationary distribution pst(x) is
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invariant under the dynamics defined by the FPE and can be determined
by
0
!
= ∂x
[−F (x) +D(x)∂x]pst(x) . (I.1.33)
By writing the above equation in terms of the Fokker-Planck operator
LˆFP = ∂x
[−F (x) +D(x)∂x] , LˆFPpst = 0 pst , (I.1.34)
it becomes apparent that pst(x) is the eigenfunction corresponding to zero
eigenvalue, and hence the time evolution of every initial distribution p0(x)
will in most cases converge to that stationary distribution pst(x).
For the case of time dependent F (x, t) and D(x, t), an instantaneous sta-
tionary distribution pst(x, t) can be defined. With ’instantaneous’ is meant
that the time variable t in F (x, t), D(x, t) and pst(x, t) is treated as a pa-
rameter which can be fixed to a certain value, whereas the time t in p(x, t)
and p˙(x, t) is the evolving time. To clarify this point, we temporarily in-
troduce the constant parameter κ and write for the FPE
p˙(x, t) = ∂x
[− F (x;κ) +D(x;κ)∂x]p(x, t) (I.1.35)
with now F (x;κ) and D(x;κ) being constant in time. The stationary dis-
tribution pst(x;κ) also depends on κ and by setting p˙st(x;κ) = 0 in the
FPE (I.1.20), we arrive at the conditional equation for pst(x;κ),
0 = ∂x
[
F (x;κ)−D(x;κ)∂x
]
pst(x;κ) . (I.1.36)
Integration with respect to x yields
c(κ) = F (x;κ) pst(x;κ)−D(x;κ) ∂xpst(x;κ) (I.1.37)
with a constant c(κ). Referring to (I.1.21), we identify the integration con-
stant to be the stationary probability current, c(κ) = jst(κ). In one dimen-
sion and for no periodic boundary conditions, we demand that jst(κ) ≡ 0
to ensure p˙st(x;κ) = 0.
Upon isolation of pst(x;κ) and integration, we obtain
pst(x;κ) = exp
[
− [ϕ(x;κ)− G(κ)]] , (I.1.38)
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defining
ϕ(x;κ) = −
∫ x
−∞
F (x′;κ)
D(x′;κ)
dx′ , (I.1.39a)
G(κ) = − lnZ(κ) = − ln
∫
exp
[− ϕ(x;κ)] dx , (I.1.39b)
where Z(κ) is the normalisation constant included into the exponential of
pst(x;κ) in terms of G(κ).
For each value of κ and any initial distribution p0(x), the solution of the
FPE will in general become pst(x;κ) in the limit t→∞. By writing again
time t instead of parameter κ, pst(x, t) hence is the stationary distribution
for any instance of time t at which we keep F (x, t) and D(x, t) fixed and
let the dynamics evolve. Instead of simply κ = t, we could also outsource
the time-dependency of F (x, t) and D(x, t) by leaving κ(t) unspecified.
The protocol κ(·) can take any functional form, of which κ(t) = t is just
the simplest choice. We will come back to the notion of protocols in the
context of fluctuation theorems in section I.2.3.
If the system is in a steady state, i.e. p(x, t) = pst(x), the appendant
probability current jst(x) must necessarily be constant in time which is a
direct consequence of the continuity equation (I.1.22). Except for periodic
boundary conditions, the current jst(x) must vanish at its boundaries to
preserve probability. Hence the probability current must vanish in a steady
state, jst(x) ≡ 0.
If, however, the MP takes place in higher dimensions, i.e. X(t) ∈ Rn with
n ≥ 2, the continuity equation becomes
p˙(x, t) +∇j(x) = 0 , (I.1.40)
from which it is evident that it now is sufficient to require that the statio-
nary probability current is divergence free, i.e. ∇jst(x) = 0. This require-
ment implies that the vector field jst is a pure curl, it is therefore natural
to divide F (x) into a conservative part deriving from the scalar potential
ϕ(x, t) and an additional non-conservative vector-field A(x, t),
F (x, t) = D(x, t)
[−∇ϕ(x, t) +A(x, t)] , (I.1.41)
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where we now have a diffusion matrix D(x, t) instead of a scalar diffusion
coefficient.
The FPE and the probability current now read
p˙(x, t) = −∇[F (x, t)−D(x, t)∇]p(x, t) , (I.1.42)
j(x, t) = F (x, t)p(x, t)−D(x, t)∇p(x, t) . (I.1.43)
We further write the stationary distribution as
pst(x, t) = exp
[− φ(x, t)] , (I.1.44)
where it has to be stressed that the non-equilibrium potential φ(x, t) is dis-
tinct from ϕ(x, t) defined in (I.1.39a) in the sense that
F (x, t) 6= D(x, t)∇φ(x, t) due to the non-conservative part of F (x, t)
in (I.2.78). In fact, the analytic determination of φ(x, t) is only in parti-
cularly simple cases possible.
Substituting pst(x, t) from (I.1.44) and F (x, t) from (I.2.78) into (I.1.43),
we get for the stationary current
jst(x, t) = D(x, t)A(x, t) pst(x, t) (I.1.45)
and consequently for the stationary local mean velocity
〈x˙|x, t)〉st = D(x, t)A(x, t) . (I.1.46)
Only for the case of no non-conservative forces, i.e. A(x, t) ≡ 0, we have
a vanishing stationary current.
It is insightful to express the FPE in terms of the stationary distribution
and stationary current. To this end, we plug pst(x, t) from (I.1.44) into the
current (I.1.43)
jst(x, t) =
[
F (x, t) + D(x, t)∇φ(x, t)] e−φ(x,t) , (I.1.47)
and solve for F (x, t),
F (x, t) = eφ(x,t)jst(x, t)−D(x, t)∇φ(x, t) , (I.1.48)
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to arrive at
p˙(x, t) = −∇
[
eφ(x,t)jst(x, t)−D(x, t)∇φ(x, t)−D(x, t)∇
]
p(x, t)
= −∇
[
eφ(x,t)jst(x, t)−D(x, t)e−φ(x,t)∇eφ(x,t)
]
p(x, t)
= −∇
[
〈x˙|x, t〉 p(x, t)−D(x, t)pst(x, t)∇ p(x, t)
pst(x, t)
]
. (I.1.49)
The Fokker-Planck operator can then be written as
LˆFP(x, t) = −∇
[
eφ(x,t)jst(x, t)−D(x, t)e−φ(x,t)∇eφ(x,t)
]
, (I.1.50)
which shows that the dynamics can independently be fixed by choosing
{φ, D, jst}. In particular, fixing φ and D but varying the current jst (ma-
king sure it is still divergence free), we can define a family of dynamics
with identical φ(x, t) and D(x, t) but distinct currents jst(x). We will pick
up this notion in the context of entropies in section I.2.2 and fluctuation
theorems in section I.2.3.
More details regarding the FPE and its various applications can be
found in the book by Risken [20].
I.1.3. Wiener path integrals (WPIs)
So far, we addressed continuous Markov processes X(t) by evolution equa-
tions for realisations x(t), SDEs, and an evolution equation for the PDF
p(x, t) of the random variable x at time t, the FPE. In this section, we
introduce a third notion, which allocates to a certain realisation x(t) a
probability measure P [x(·)]. To emphasise that we do not evaluate a func-
tion x(t) at a certain time t but rather take the whole path from initial
time t0 to final time t, we will write x(·) for realisations of the continuous
MP. The probabilistic description of sample paths x(·) is given by Wiener
path integrals (WPIs), which were introduced by Norbert Wiener in the
1920s for Brownian motion (and related diffusion processes), and which
we will recast here on a formal level. In doing so, we build on the book by
Chaichian and Demichev [6], and the article by Lau and Lubensky [7].
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The point of origin of WPIs is the Chapman-Kolmogorov relation (CKR)
(I.1.4) which is of the form
p(x3, t3|x1, t1) =
∫
p(x3, t3|x2, t2) p(x2, t2|x1, t1) dx2 . (I.1.51)
Here, (x1, x2, x3) are subsequent measurements of a continuous MP at
times t1 > t2 < t3. In order to capture not only three points but the whole
path x(·), we combine N−2 CKRs and write the Green’s function of a
FPE as
p(x, t|x0, t0) =
∫ [N−1∏
i=2
dxi
]
N−1∏
i=1
p(xi+1, ti+1|xi, ti) (I.1.52)
where (x1, t1) = (x0, t0) and (xN , tN) = (x, t). This is the prototype of a
WPI.
The conditional probability p(xi+1, ti+1|xi, ti) is called the propagator, in
the sense that it propagates upon integration the probability of (xi, ti) to
(xi+1, ti+1).
Based on the SDE x˙t = f(xt, t)+g(xt, t)ξ(t) in α-point and for small times
∆t = ti+1−ti, the propagator can be well approximated by
p(xi+1, ti+1|xi, ti) ' 1√
2pi∆tg2iα
e−∆t si(xi, xi+1) , (I.1.53a)
si(xi, xi+1) :=
1
2g2iα
(
xi+1−xi
∆t
+ fiα + αgiαg
′
iα
)2
− αf ′iα . (I.1.53b)
Here, the index iα denotes that fiα and giα have to be evaluated in α-point.
The detailed calculation that led to this result can be found appendix A.4,
in essence, it arises from a probability transformation from ξ(t) to x(t).
Substituting the above propagator into the repeated CKR (I.1.52) yields
p(x, t|x0, t0) ' 1√
2pi∆tg2Nα
∫ N−1∏
i=2
dxi√
2pi∆tg2iα
 exp[− N−1∑
j=1
sj(xj, xj+1)
]
(I.1.54)
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In the continuous limit, ∆t → 0 and N → ∞, the sum becomes the
stochastic integral
S[x(·)] :=
∫ t
t0
[
x˙τ − F (xτ , τ) + (2α−1)D′(xτ , τ)
]2
4D(xτ , τ)
− J(xτ , τ) dτ ,
J(x, t) := αF ′(x, t) + 1
2
D′′(x, t) (I.1.55)
and the remaining integration is symbolically abbreviated as
(x,t)∫
(x0,t0)
Dx(·) := 1√
4piDN∆t
∫ [N−1∏
i=2
dxi√
4piDi∆t
]
. (I.1.56)
Here, we already substituted F (x, t) = f(x, t) + (α−1)g′(x, t)g(x, t) and
D(x, t) = 1
2
g(x, t)2 as defined in the context of a FPE, see (I.1.19) and
(I.1.23). The functional S[x(·)] is usually referred to as the action of the
Wiener process, and J(x, t) can be identified as a Jacobian of the under-
lying transformation from ξ(t) to x(t).
Using the above definitions for S[x(·)] and Dx(·), we finally arrive at the
WPI
p(x, t|x0, t0) =
(x,t)∫
(x0,t0)
Dx(·)P [x(·)|x0] , (I.1.57a)
P [x(·)|x0] = exp
[− S[x(·)] ] , (I.1.57b)
with the probability density functional P [x(·)|x0], which we will simply
call path probability.
In appendix A.5, the action of WPIs is listed for continuous MPs defined
via a SDE or a FPE.
The formulation of continuous MPs in terms of WPIs might seem cum-
bersome, but despite its formal complexity, it offers a great deal of intuition
in practical applications which will partially unfold in section I.2.3 and I.3
in the context of fluctuation theorems and asymptotic approximations.
For now we note that a WPI is the sum of the probabilities of all possible
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paths x(·) that connect (x0, t0) with (x, t). The functional P [x(·)|x0] is to
be understood as a density in function space, whereas the probability of
a single path is rather P [x(·)|x0]Dx(·), bearing resemblance to a random
variable x with PDF p(x, t), for which the probability p(x)dx is the pro-
duct of the density p(x) and an infinitesimal volume dx. In that sense,
loosely speaking, the measure Dx(·) can be thought of as an infinitesimal
tube that encloses the path x(·). However, Dx(·) remains to be a highly
symbolic object.
The form of the action S[x(·)] can also be furnished with intuition. For
this purpose, we take the Stratonovich convention α = 1/2 in which we
have no spurious drift. We observe that S[x(·)] is larger, the more x(·) de-
viates from the solution of the deterministic equation x˙τ−F (xτ , τ), that is
when the actual velocity x˙ deviates from the drift velocity F (x, t). On the
other hand, if D(x, t) is large along x(·), the penalty for deviating from
the deterministic motion, (x˙τ −F (xτ , τ))2, gets mitigated; in other words,
a high diffusivity implies a higher probability for large excursions. Thus,
we retrieve the interplay between deterministic and stochastic dynamics.
The occurrence of the diffusion coefficient in the denominator of S[x(·)] al-
lows for another intuitive interpretation. Let us assume that we can factor
out an overall diffusion magnitude d0 and write D(x, t) = d0D˜(x, t), where
D˜(x, t) is now dimensionless. For moderate values of d0, an ensemble of
trajectories fluctuating around the deterministic solution contribute to the
path integral. For small values of d0, the variety of contributing trajectories
narrows down to slightly fluctuating trajectories close to the deterministic
solution. In the limit d0 → 0, only the deterministic solution will survive.
This limit is known as the weak noise limit, and approximations with d0
as small parameter are called weak noise approximations ([4] p. 169, [6]
p. 27). We note that the weak noise approximation is closely related to
the stationary-phase approximation of Feynman path integrals in quan-
tum mechanics ([6] p. 169).
Quite analogous to WPIs, a Feynman path integral considers all paths
that are simultaneously realised in the quantum mechanical regime, for
instance in the double-slit experiment. This correspondence is not a coin-
cidence, since the Schro¨dinger equation is a Fokker-Planck equation with
imaginary diffusion coefficient proportional to }. In the limit }→ 0, only
the classical path survives. The stationary-phase approximation is a semi-
classical method in which small quantum fluctuations are considered that
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are characterised by actions large compared }.
We return to the WPI. Per construction, the path probability P [x(·)|x0]
is still conditioned on the initial value x0. Augmenting P [x(·)]|x0] with the
initial distribution p0(x)
P [x(·)] := p0(x0)P [x(·)|x0] , (I.1.58)
and integration with respect to the initial value x0 yields
p(x, t) =
∫
dx0
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)] . (I.1.59)
The path probability P [x(·)] is normalised upon integration with respect
to all paths connecting the initial and final points, and integration with
respect to these points,
1 =
∫
dxt
∫
dx0
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)] . (I.1.60)
Building on this normalisation condition, we can write for the average of
an integral observable Y = Y [x(·)],
〈Y 〉 =
∫
dxt
∫
dx0
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)]Y [x(·)] , (I.1.61)
as the analogue of 〈y(x)〉p(x,t) =
∫
y(x)p(x) dx. Here, the path probability
P [x(·)] weights each path according to the chance of its realisation. Note
that the above average 〈〉 defined in terms of a path integral is equivalent
to the ensemble average of values for Y resulting from a representative (in
principle infinite large) ensemble of realisations x(·).
We can also write the PDF of the observable Y as a WPI,
P (Y ) =
∫
dxt
∫
dx0 p0(x0)
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)|x0] δ(Y − Y [x(·)]) . (I.1.62)
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Due to the δ-function, the integration space is restricted to paths that
obey Y −Y [x(·)], thus the WPI collects the probabilities of all paths that
give rise to the desired value Y . We will come back to the WPI represen-
tation of a PDF in chapter I.3, in which we will approximate the above
WPI with an asymptotic method formally equivalent to the weak noise
approximation.
Finally, we note that the formalism of WPIs can be generalised to hig-
her dimensions. We refrain from giving an account on this generalisation
and refer the interested reader to [21].
I.1.4. Discontinuous Markov processes
In the previous three sections, we were concerned with continuous MPs. In
this section, we will embed the continuous subclass of MPs into the larger
context of MPs that also allow discontinuous realisations ([4] p. 45ff).
We begin with formulating the continuity condition
lim
∆t→0
1
∆t
∫
|z−x|>
p(z, t+∆t |x, t) dz = 0 ∀  > 0 (I.1.63)
to define the borderline between continuous and discontinuous MPs. In
words, the continuity condition requires that the probability for arbitrary
small jumps in the process, |z−x| > , has to approach zero faster than the
time step ∆t. Building on the above continuity condition, we distinguish
continuous from discontinuous MPs by formulating the following three
defining conditions,
lim
∆t→0
1
∆t
p(z, t+∆t |x, t) =: χ(z |x, t) , (I.1.64a)
lim
∆t→0
1
∆t
∫
|z−x|<
(z − x) p(z, t+∆t |x, t) dz =: A(x, t) +O() , (I.1.64b)
lim
∆t→0
1
2∆t
∫
|z−x|<
(z − x)2 p(z, t+∆t |x, t) dz =: B(x, t) +O() . (I.1.64c)
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Here, χ(z |x, t) measures the violation of the continuity condition (I.1.63)
via jumps x to z at time t and is referred to as the jump measure. The
coefficients A(x, t) and B(x, t) are related to the mean and variance of the
MP. For that reason, a non-zero χ(z |x, t) is responsible to the generation
of discontinuous realisations, whereas A(x, t) and B(x, t) are connected
with continuous realisations. B and χ must be positive.
The crucial question is, why are A(x, t) and B(x, t) sufficient to capture
the continuous part of the MP. The question is equivalent to asking why
the noise ξ(t) in SDEs must be Gaussian in order to have continuous
solutions. The answer is that one can indeed prove that ([4] p. 47f)
lim
∆t→0
1
∆t
∫
|z−x|<
(z − x)n p(z, t+∆t |x, t) dz = O() ∀n ≥ 3 , (I.1.65)
which follows from estimating the cubic equivalent of (I.1.64c) against
B(x, t), the quartic form against the cubic, and so on.
The master equation Having set up the above classification, the next
step is to pursue an evolution equation for p(x, t) that, in contrast to the
FPE, also includes discontinuous realisation of the MP. This equation is
the differential form of the CKR. The starting point to derive the differen-
tial CKR is the time derivative of the expectation of a test function h(x),
∂t
∫
h(x)p(x, t) dx. By writing the time derivative as the limit of a diffe-
rence quotient, substituting the CKR, making use of conditions (I.1.64)
and upon integration by parts, we can read off the differential CKR as the
effect of the CKR on the test function h(x) as
∂tp(x, t) =− ∂xA(x, t)p(x, t) + ∂ 2xB(x, t)p(x, t)
+
∫
χ(x|z, t)p(z, t)− χ(z|x, t)p(x, t) dz . (I.1.66)
We note that all solutions of the differential CKR satisfy the CKR, and all
MPs obey the CKR, but not all solutions of the differential CKR are ne-
cessarily Markovian. However, the cases in which the solutions of the diffe-
rential CKR are not Markovian build on pathological choices for χ(z |x, t)
which we do not consider here.
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By setting one or two of the coefficients A(x, t), B(x, t) and χ(x|z, t) to
zero, different subclasses of MPs are described. By assuming, e.g., a va-
nishing probability of jumps in the process, χ(x|z, t) ≡ 0, we recover the
Fokker-Planck equation (I.1.20) with drift A(x, t) = D
(1)
(x, t) and diffusi-
on B(x, t) = D
(2)
(x, t) describing a continuous MP. Also the deterministic
case B = 0 and χ(x|z, t) ≡ 0 can be considered as a MP ([4] p. 54,353),
and is then referred to as a Liouville process, in which the only random-
ness arises from sampling the initial values of the process from an initial
PDF p0(x).
The simplest discontinuous case is setting drift A(x, t) ≡ 0 and diffusion
B(x, t) ≡ 0, for which we find
∂tp(x, t) =
∫
χ(x|z, t)p(z, t)− χ(z|x, t)p(x, t) dz
p0(x) = p(x, t = t0) . (I.1.67)
The above evolution equation is known as master equation.
The master equation can be interpreted: The probability p(x, t) of a state
x increases by jumps from states z to x and decreases by jumps from state
x to states z.
Since p(x, t) in the second term does not depend on z, we can rewrite the
master equation as
∂tp(x, t) =
∫
χ(x|z, t)p(z, t) dz − %(x, t)p(x, t) , (I.1.68)
where we have defined the escape rate
%(x, t) =
∫
χ(z|x, t) dz . (I.1.69)
Note that using an appropriate χ(x|z, t), a pure jump process can be set up
in which only discrete jumps occur, although the MP X(t) does not need
to be restricted to discrete values. If, however, the state-space is discrete,
we have instead of X(t) the time-dependent random variable N(t) ∈ Z
with realisations n(t), and the master equation for the PDF of measuring
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n at time t becomes
∂tp(n, t) =
∑
m
[
χ(n|m, t)p(m, t)− χ(m|n, t)p(n, t)] (I.1.70a)
=
∑
m
[
χ(n|m, t)p(m, t)]− %(n, t)p(n, t) , (I.1.70b)
%(n, t) =
∑
m
χ(m|x, t) dz , p0(n) = p(n, t = t0) . (I.1.70c)
In this case, we are bound to have a pure jump process.
We mention that a useful property of jump processes is that for time
independent jump measures χ(z|x), the time ∆t between jumps is expo-
nentially distributed, p(∆t, x) = exp[−%(x)∆t] ([4] p. 52). This fact allows
for simple simulation algorithms to generate realisations of jump proces-
ses, for instance the Gillespie algorithm [22].
The Kramers-Moyal expansion The master equation for a pure jump
process can be expanded in the moments of the jump measure. This ex-
pansion is known as the Kramers-Moyal expansion (KME) ([4] p. 275). To
derive it, we define the jump density
θ(y;x, t) := χ(x+y|x, t) . (I.1.71)
In terms of θ(y;x, t), the master equation (I.1.67) reads
∂tp(x, t) =
∫
θ(y;x−y, t) p(x−y, t)− θ(y;x, t) p(x, t) dy . (I.1.72)
By expanding the integrand
θ(y;x−y, t)p(x−y, t) = θ(y;x, t)p(x, t)
+
∞∑
k=1
(−1)k
k!
∂k
∂xk
[
θ(y;x, t)p(x, t)
]
yk
(I.1.73)
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and substitution into the master equation (I.1.72), we get the KME
∂tp(x, t) =
∫ ∞∑
k=1
(−1)k
k!
∂k
∂xk
[
θ(y;x, t)p(x, t)
]
yk dy
=
∞∑
k=1
(−1)k
k!
∂k
∂xk
[
Ψ
(k)
(x, t)p(x, t)
]
, (I.1.74)
where we defined the moments of the jump density as
Ψ
(k)
(x, t) :=
∫
yk θ(y;x, t) dy
=
∫
(z−x)k χ(z|x, t) dz . (I.1.75)
Truncating the KME after the second term, we obtain a FPE with drift
D
(1)
(x, t) = Ψ
(1)
(x, t) and diffusion D
(2)
(x, t) = 1
2
Ψ
(2)
(x, t) which is of-
ten used to approximate the jump process defined by the jump density
θ(y;x, t) as a continuous process ([20] p. 70ff).
The KME in the form (I.1.72) rules a pure jump process. To include an
underlying continuous MP into the expansion, we substitute the KME
(I.1.73) into the full differential CKR (I.1.66) and find the expansion
∂tp(x, t) = − ∂x
[
A(x, t) + Ψ
(1)
(x, t)
]
p(x, t)
+ ∂ 2x
[
B(x, t) + 1
2
Ψ
(2)
(x, t)
]
p(x, t)
+
∞∑
k=3
(−∂x)k
k!
[
Ψ
(k)
(x, t)p(x, t)
]
=
∞∑
k=1
(−∂x)k
[
D
(k)
(x, t)p(x, t)
]
(I.1.76)
with
D
(1)
(x, t) := A(x, t) + Ψ
(1)
(x, t)) , (I.1.77a)
D
(2)
(x, t) := B(x, t) +
1
2
Ψ
(2)
(x, t) , (I.1.77b)
D
(k)
(x, t) :=
1
k!
Ψ
(k)
(x, t) for k ≥ 3 . (I.1.77c)
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This expansion is also known as a KME, and we will refer to the D
(k)
(x, t)
as Kramers-Moyal coefficients (KMCs).
If the conditional PDFs of a MP are known, we see by (I.1.64) that the
KMCs can be obtained from
D
(k)
(x, t) = lim
∆t→0
1
k!∆t
M
(k)
(x, t; ∆t) , (I.1.78a)
M
(k)
(x, t; ∆t) =
∫
(z−x)k p(z, t+∆t |x, t) dz , (I.1.78b)
where we defined the conditional moments M
(k)
(x, t; ∆t). The above pre-
scription is often used to estimate D
(k)
(x, t) from experimental measure-
ments by estimating the conditional moments M
(k)
(x, t; ∆t) for various ∆t.
In this context, the knowledge of the Markov-Einstein time scale ∆tME,
which we discussed in section I.1.1, is of relevance, since the formulae of
prescription (I.1.78) rely on the Markov assumption which only holds for
∆t > ∆tME. To obtain an estimate for ∆tME from experimental data, the
time-constant of the auto-correlation function of the measured x(t) may
serve. In the simplest approach, the limit in (I.1.78a) can be substituted
by D
(k)
(x, t) = M
(k)
(x, t; ∆tME) ([5] p. 195), but many more sophisticated
procedures have been established [23–27], commonly regarded to as Mar-
kov analysis.
It is important to keep in mind that the Ψ
(k)
(x, t) in (I.1.75) are defined
as the moments of the jump measure χ(z|x, t), whereas using the pres-
cription (I.1.78) to estimate D
(k)
(x, t) from experimental data rests upon
the conditional distribution p(z, t+∆t |x, t) being insensitive to the formal
distinction between the continuous and discontinuous components of the
process X(t).
To clarify our point, let us discuss the correspondence from (I.1.77),
D
(1)
(x, t) = A(x, t) + Ψ
(1)
(x, t) , (I.1.79a)
D
(2)
(x, t) = B(x, t) +
1
2
Ψ
(2)
(x, t) , (I.1.79b)
D
(≥3)
(x, t) =
1
k!
Ψ
(≥3)
(x, t) . (I.1.79c)
In the case of a continuous process X(t), i.e. Ψ
(k)
(x, t) ≡ 0, it follows from
(I.1.79) that by estimating D
(1,2)
(x, t) we find the drift and diffusion coeffi-
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cients of the FPE ruling X(t). In the case of an underlying jump process,
however, D
(1,2)
(x, t) includes also the first two moments of the jump den-
sity, and the FPE is a mere approximation of the true process. Realistic
MPs taken to be continuous will always have an underlying jump process,
the D
(1,2)
(x, t) as above will therefore never equal A(x, t) and B(x, t) ex-
actly. However, in many applications, the discontinuous component of a
MP can be neglected ([26], [20] p. 77ff). In the major part of this thesis,
when considering continuous MPs, we will therefore drop the distinction
between A(x, t), B(x, t) and D
(1,2)
(x, t).
If we were to decide whether X(t) is approximately continuous, we could
in principle estimate D
(k)
(x, t) for an even k ≥ 4 (a symmetric distribution
has vanishing odd moments) and, if D
(k)
(x, t) ≡ 0, argue that χ(z|x, t) ≡
δ(z − x) which assigns zero probability to non-zero jump widths. We can
also formulate this finding as that “for a positive p(z, t+∆t |x, t), the KME
may stop after the first or the second term, and if it does not stop after the
second term, it must contain an infinite number of terms” (Risken, p. 70).
This statement is known as the theorem of Pawula, originally proved by
applying a generalised Schwarz inequality to a combination of conditional
moments [28].
However, restricting ourselves to the fourth coefficient as being, due to
experimental and statistical limitations, the statistically easiest accessi-
ble, it is not possible to show that exactly D
(4)
(x, t) ≡ 0. Instead, it can
only be found that D
(4)
(x, t) ≈ 0 within a certain error margin, or that
D
(4)
(x, t) is negligible small compared to D
(2)
(x, t), both of which does not
mean that the D
(k)
(x, t) for k > 4 are negligible too. In that sense, the
KME is not a systematic expansion in a small parameter ([4] p. 276, [5]
p. 199). An improved expansion is the system size expansion suggested by
van Kampen, which coincides with the KME in the weak noise limit ([4]
p. 276ff, [5] p. 199ff).
From the FPE we derived an equation for the moments S nx (t) of the PDF
p(x, t). Integrating the KME (I.1.76), we can also obtain a moment equa-
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tion for MPs involving both continuous and discontinuous components,
S˙ nx (t) =
∞∑
k=1
∫
xn(−∂x)k
[
D
(k)
(x, t)p(x, t)
]
dx
=
n∑
k=1
∫
n!
(n− k)!
[
xn−kD
(k)
(x, t)p(x, t)
]
dx
=
n∑
k=1
n!
(n− k)!
〈
xn−kD
(k)
(x, t)
〉
= n
〈
xn−1A(x, t)
〉
+ n(n−1) 〈xn−2B(x, t)〉
+
n∑
k=1
(
n
k
)〈
xn−kΨ
(k)
(x, t)
〉
.
(I.1.80)
Note that now the sum involves a finite number of terms, in contrast to
the infinite sum in the KME. The consequence is that, apart from drift
and diffusion, only the n first moments of the jump density contribute to
the n-th moment of p(u, r).
For the special case that A(x, t) = a(t)x, B(x, t) = b(t)x2 and
Ψ
(k)
(x, t) = d
(k)
(t)xk, we obtain a closed equation for the moments,
S˙ nx (t) =
[
na(t) + n(n−1)b(t) +
n∑
k=1
(
n
k
)
d
(k)
(t)
]
S nx (t) . (I.1.81)
The solution of this equation reads
S nx (t) = S
n
x (t0) exp
[ ∫ t
t0
na(t) + n(n−1)b(t) +
n∑
k=1
(
n
k
)
d
(k)
(t) dt
]
.
(I.1.82)
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Summary We close this chapter with a summary of MPs.
MPs are stochastic processes where each event depends solely on the most
recent one. Realistic MPs are only Markovian above a certain time scale,
the Markov-Einstein time scale tME. A paradigmatic example is Brownian
motion which arises from collisions of nanoscopic particles with fluid mo-
lecules, and the outcome of each collision depends only on the outcome of
the previous collision. Here, tME is the average collision time. An intuitive
approach the Brownian motion is the Langevin equation.
The Langevin equation is a SDE. We have seen that solutions of SDEs
are realisations x(t) of continuous MPs, determined by a deterministic
and by a stochastic component, where the stochastic component arises
from a Gaussian white noise ξ(t). Due to the Markov assumption, ξ(t)
is δ-correlated. Instead of addressing the realisations x(t) itself, a FPE is
an evolution equation for the PDF p(x, t) and defined by drift and diffu-
sion coefficients, D
(1)
(x, t) and D
(2)
(x, t). The FPE is advantageous with
regard to the calculation of moments 〈x(t)n〉 and allows to determine the
instantaneous stationary distribution pst(x, t), to which the process tries
to relax at each instant of time. In the representation of WPIs, we defined
the probability density functional P [x(·)] for paths x(·). The advantage of
path integrals will unfold in the following chapter.
If the white noise ξ(t) is not Gaussian, MPs are discontinuous, characte-
rised by a jump density θ(y;x, t). In this case, a description via a FPE or
WPI is not possible, or in some cases only an approximation. The evolu-
tion equation for p(x, t) is the master equation, formally equivalent to the
KME involving the KMCs D
(k)
(x, t). For a discontinuous MPs, all even
D
(k)
(x, t) are non-zero, and for continuous MPs, the first two D
(k)
(x, t) are
drift and diffusion of the FPE, the remaining D
(k)
(x, t) vanish. From the
definition of the KMCs, an estimation of drift and diffusion from experi-
mental data is possible.
The drift and diffusion coefficients D
(1,2)
(x, t) arise formally from the KME
and are directly related to the moments of the jump density. In a thermo-
dynamic setting, more relevant is the drift velocity F (x, t) = D
(1)
(x, t) −
∂xD
(2)
(x, t), as it arises from the physical potential that defines thermal
equilibrium. The thermodynamic interpretation of continuous MPs is the
subject of the following chapter.
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I.2. Thermodynamic interpretation of
continuous MPs
In the previous chapter we were mainly concerned with the formal defini-
tion and implications of Markov processes with barely physical reference.
In this chapter, we will imbue the theory of continuous Markov processes
with life by offering a thermodynamic interpretation. This interpretati-
on will build on the equivalence between the stationary solution of the
Fokker-Planck equation and the canonical equilibrium distribution.
In the first section of this chapter, I.2.1, we remark on thermodynamic
consistency in the case of multiplicative noise, and will then identify ex-
pressions for heat and work from the Langevin equation and discuss the
appendant first law. In section I.2.2, we use the FPE to establish the bridge
to the Gibbs entropy together with the second law. In section I.2.3, we
will approach the irreversibility of non-equilibrium processes using Wiener
path integrals and elucidate the relation to entropy.
The distinctive feature of the thermodynamic interpretation will be its
formulation on the level of individual realisations x(t) of processes arbi-
trarily far from equilibrium. Non-equilibrium can be imposed by a time
dependent external force, or by preparing the initial state of the process
off equilibrium7. The former are driven processes, the latter are relaxation
processes. The signature of non-equilibrium is in both cases that the so-
lution of the FPE, p(x, t), does not coincide with the stationary solution
pst(x, t). The combination of stochasticity and non-equilibrium is the sco-
pe of stochastic thermodynamics.
In order to be transferable to other fields of application, we will leave the
defining coefficients of the Markov process, e.g. F (x, t) and D(x, t), unspe-
cified whenever possible. To maintain an intuitive level, however, we will
occasionally come back to Brownian motion in which F (x, t) = −ΓV ′(x(t)
arises from an external potential and D = kBTΓ is defined by the Einstein
relation (I.1.9), and we will also on the formal level refer to the picture of
particle and fluid.
More details to the material presented in this chapter can be found in a
7Also non-equilibrium constraints, such as multiple noise-terms (reservoirs), impose
non-equilibrium, which will play a minor role in what follows.
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recent review article by Seifert [29]. For an appealing introduction to the
field of stochastic thermodynamics we recommend the overview article [30]
by the same author.
I.2.1. Energy balance and the first law
Before we begin with identifying heat and work from the Langevin equa-
tion, we recap the stationary solution of the FPE and discuss its relation
to equilibrium for various forms of the diffusion coefficient.
Thermodynamic consistency We start with ordinary Brownian motion
subject to an external force, for which we derived in (I.1.1) the Langevin
equation from Newton’s equation of motion, (I.1.11), which involved a
frictional force, an external force and a thermal force,
γx˙(t) = −V ′(x(t))+√2γkBTξ(t) . (I.2.1)
Here, V (x, t) is a potential that gives rise to the external force. The at-
tendant canonical equilibrium distribution to V (x, t) (the Boltzman dis-
tribution) reads
peq(x, t) =
1
Z(t)
exp
[− βV (x, t)] (I.2.2)
with β :=1/kBT and partition sum Z(t) =
∫
exp
[− βV (x, t)] dx.
On the other hand, recall that the FPE (I.1.24)
p˙(x, t) = ∂x
[−F (x, t)+D(x, t)∂x]p(x, t) , p(x, t0) = p0(x) , (I.2.3)
implies a stationary distribution (I.1.39) of the form
pst(x, t) = exp
[− ϕ(x, t) + G(t)] (I.2.4)
with
ϕ(x, t) = −
∫ x
−∞
F (x˜, t)
D(x˜, t)
dx˜ (I.2.5a)
G(t) = − ln
∫
exp
[− ϕ(x, t)] dx (I.2.5b)
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By taking drift velocity F (x, t) and diffusion coefficient D(x, t) to be
F (x, t) = −ΓV ′(x, t) , (I.2.6a)
D = kBTΓ , (I.2.6b)
where Γ = 1/γ is the mobility, we establish the equivalency of the FPE to
the LE from Newton’s equation of motion as stated above in (I.2.1) (cf. also
(A.5.5)). The stationary distribution then coincides with the equilibrium
distribution (I.2.1),
ϕ(x) = −
∫ x
−∞
−ΓV ′(x′)
kBT Γ
dx′ = βV (x) . (I.2.7)
In the above example, in which the diffusion coefficient is constant,
D = kBTΓ, the interpretation ambiguity of the LE with regard to the
rule of discretisation is irrelevant. In cases in which the diffusion coeffi-
cient does not depend on x, the noise is called additive noise, as ξ(t) enters
the LE for x(t) additively. In contrast, a state dependent diffusion coeffi-
cient implies a multiplication of ξ(t) with x(t), accordingly, in this case the
noise is referred to as multiplicative noise. Therefore, the interpretation
ambiguity of the LE arises only for multiplicative noise.
The ambiguity for multiplicative noise raises the question how the above
discussed correspondence between the stationary distribution and thermal
equilibrium is affected. In view of the Einstein relation, D = kBTΓ, mul-
tiplicative noise may occur for position dependent mobility Γ(x) or in the
presence of a temperature gradient T (x). We discuss both cases shortly.
The mobility of Brownian particles typically depend on their position in
the presence of geometrical confinement, see the article by Lau and Lu-
bensky [7]. The LE (I.1.12) derived from Newton’s equation of motion
becomes
x˙t = −Γ(xt)V ′(xt, t) +
√
2kBT Γ(xt) ξ(t) . (I.2.8)
This is now a typical case of internal noise as discussed by van Kampen
[19], since Γ(xt) influences both the deterministic and the stochastic com-
ponent. Or in other words, in absence of the external force, V ′(x, t) ≡ 0,
the deterministic component of the process does not vanish, which can
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immediately be seen from drift velocity and diffusion coefficient of the
equivalent FPE (A.5.1c),
F (x, t) = −Γ(x)V ′(x, t)− (1− α)kBT Γ′(xt) , (I.2.9a)
D(x, t) = kBT Γ(x) . (I.2.9b)
If we dealt with external noise, we could take the above LE in the Stra-
tonovich convention, a = 1/2. Instead, we choose α = 1, since we then
retain thermal equilibrium,
ϕ(x) = −
∫ x
−∞
−Γ(′x)V ′(x′)
kBT Γ(x′)
dx′ = βV (x) , (I.2.10)
as Γ(x) cancels for arbitrary dependency on x.
The starting point of this consideration was a naive generalisation of the
LE. To avoid the resulting interpretation ambiguity, it is advisable to base
the considerations on the FPE. The appropriate F (x, t) and D(x, t) follow
then from a comparison of the FPE with the generalised Fick’s law which
indeed results into (I.2.9) for α = 1 [7]. The equivalent LE to this FPE
reads (A.5.5b)
x˙t = −Γ(xt)V ′(xt, t) + (1− α)kBT Γ′(xt) +
√
2kBT Γ(xt) ξ(t) , (I.2.11)
for which no interpretation ambiguity arises since the dynamics is the same
for any choice of α. The accordance with Fick’s law and thermal equili-
brium of the above LE (I.2.11) for any α (or the LE (I.2.8) for α = 1) is
what Lau and Lubensky mean by thermodynamic consistency [7].
The case where a temperature gradient causes multiplicative noise is in-
tricate. If we again naively modify the LE as above with now constant
mobility Γ and position dependent temperature T (x), the equivalent FPE
is defined by (A.5.1c),
F (x, t) = −ΓV ′(x)− (1− α)ΓkB T ′(xt) , (I.2.12a)
D(x, t) = ΓkBT (x) , (I.2.12b)
and instead of ϕ(x) = βV (x, t), the stationary distribution is now defined
by
ϕ(x) =
∫ x
−∞
V ′(x′) + (1− α)kB T ′(x′)
kBT (x′)
dx′
= (1− α) lnT (x) +
∫ x
−∞
V ′(x′)
kBT (x′)
. (I.2.13)
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At this point it is not clear which α to choose, since the dynamics of
suspended particles in fluids under the influence of a temperature gradient,
known as thermophoresis, is still subject to current research [31–35, 14]. It
is debatable whether a naively modified LE constitutes a fruitful approach
to thermophoresis.
Heat, work and the first law We now turn to the energy balance implied
by the LE due to its derivation from Newton’s equation of motion. We start
again with ordinary Brownian motion, and then mention the difficulties
that arise in the case of multiplicative noise.
To obtain the energy balance of Brownian motion, we multiply the LE
with an infinitesimal piece of trajectory dxt and obtain[
γ x˙t −
√
2kBTγ ξ(t)
]
dxt = −V ′(xt, t) dxt . (I.2.14)
On the left hand side of (I.2.14), we find the energy loss due to motion
against the friction force minus the energy received from collisions with
fluid molecules (which may also be negative), which in total is the heat
transferred into the fluid along dxt. If the heat capacity of the fluid is much
larger than the Brownian particles, we can assume that the fluid maintains
a constant temperatur T and serves as an ideal heat bath. Denoting the
infinitesimal amount of dissipated heat by Q˙(t), the total heat dissipated
by a particle along the trajectory x(·) in a time-interval τ = t0 . . . t reads
Q[x(·)] =
∫ t
t0
Q˙(τ) dτ = −
∫ t
t0
V ′(xτ , τ) x˙τ dτ . (I.2.15)
Substitution of the total derivative of V (x, t), that is
dτV (xτ , τ) = V˙ (xτ , τ) + V
′(xτ , τ)x˙τ , reveals that Q[x(·)] can be split into
an integral and a boundary term,
Q[x(·)] =
∫ t
t0
V˙ (xτ , τ)− dτV (xτ , τ) dτ
=
∫ t
t0
V˙ (xτ , τ) dτ −
[
V (xt, t)− V (x0, t0)
]
. (I.2.16)
It is reasonable to identify the integral term as the work done on the
system, as it constitutes a transfer of energy to a resting particle by ex-
ternally lifting its potential energy, in contrast to heat dissipation which
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takes place only for the moving particle. In view of the canonical equilibri-
um distribution (I.2.1), we identify the boundary term as the equilibrium
difference in energy.
By denoting the work done on the particle as
W [x(·)] =
∫ t
t0
V˙ (xτ , τ) dτ (I.2.17)
and the equilibrium energy difference as
∆U = V (xt, t)− V (x0, t0) , (I.2.18)
the first law on the level of individual trajectories follows from (I.2.16) as
∆U = W [x(·)]−Q[x(·)] . (I.2.19)
Hence, the equilibrium difference of energy between initial point and final
point of the particle is the work done on the particle minus the dissipated
heat. This derivation of the first law from Langevin dynamics was first
noted by Sekimoto [36].
From the canonical point of view, we identify the Brownian particles as a
system coupled to an equilibrium heat bath at constant temperature. We
assume this heat bath to be the ambient medium, that is the fluid into
which the particles are suspended. The assumption that the fluid is an
ideal heat bath implies an instantaneous thermal equilibration for any va-
lue of x(t). In fact, this equilibration takes place in finite time and is the
fast dynamics on time scales t < tME at which the Markov assumption
does not hold. Hence, the inclusion of only the outcomes of collisions as
white noise into the LE constitutes a coarse-graining of the fast dynamics
to the slow dynamics modelled explicitly by the LE. Identifying the fast
dynamics as the dynamics of the fluid molecules, and the slow dynamics
as the dynamics of the particle, we may also regard Q[x(·)] in (I.2.15) as
the transfer of heat from slow dynamics to fast dynamics, and the work
W [x(·)] as the energy externally injected into the system by influencing
the slow dynamics directly.
Due to the friction force γ x˙t, the derivation of the first law (I.2.19) takes
explicitly non-equilibrium effects into account. To separate equilibrium
42
I.2. Thermodynamic interpretation of continuous MPs
from non-equilibrium contributions to the first law (I.2.19), consider the
canonical equilibrium distribution in the form
− ln peq(x, t) = βV (x, t) + lnZ(t)
=
1
kBT
[
V (x, t)−F(t)
]
(I.2.20)
with Helmholtz free energy
F(t) = −kBT lnZ(t) = −kBT ln
∫
e−βV (x, t) dx . (I.2.21)
For reversible transition from equilibrium states x0 at time t0 to states x at
time t, the reversible work ∆F = F(t)−F(t0) is the only work done on the
system, and hence −∆Qrev = (∆U −∆F) is the heat reversibly received
from the heat bath.8 Denoting by Wdiss[x(·)] the work done in addition
to the equilibrium work ∆F , and by Qirr[x(·)] the heat transferred to the
medium in addition to the reversible heat Qrev, we rewrite the first law as
(I.2.19)
W [x(·)] = ∆F +Wdiss[x(·)]
= ∆U +Qrev +Qirr[x(·)] . (I.2.22)
Limiting ourselves at first to quasi-steady process control, we see that
spending the work W [x(·)], the internal energy of the system is increased
by ∆U , and heat Qrev is generated that is instantaneously transferred to
the heat bath. Reversing the process, still in the case of quasi-steady pro-
cess control, we can gain the free energy difference ∆F as useful work by
making direct use of lowering the internal energy by ∆U and retrieving
Qrev from the heat bath.
In the general (not quasi-steady) case, the additional heat Qirr[x(·)] is dis-
sipated, which in contrast to the quasi-steady case can not be retrieved
from the heat bath in the reversed process, and the extra work Wdiss[x(·)]
has to be spent in order to compensate that heat loss. We will refer to
Qirr[x(·)] as irreversible heat, and to Wdiss[x(·)] as dissipative work. Note
8In the context of stochastic thermodynamics it is common to denote by Q the heat
delivered to the heat bath, in contrast to classical thermodynamics where Q is the
heat received from the heat bath.
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that in contrast to equilibrium state variables which only depend on initi-
al and final state, the process functionals Qirr[x(·)] and Wdiss[x(·)] depend
explicitly on the trajectory x(·) that connects initial and final state.
Depending on the process control, Qrev can be retrieved or dissipated by
the system, and the associated equilibrium entropy difference ∆Seq =
−Qrev/T of the system can be positive or negative. Taking system and he-
at bath together, however, ∆Seq of the system cancels with −∆Seq in the
heat bath, and we are left with the irreversible entropy production (EP)
Sirr[x(·)] = Qirr[x(·)]/T which is, according to the second law, on average
non-negative. We will demonstrate in the next section, how Sirr[x(·)] arises
along with other entropies from the FPE.
But before we turn to entropies arising from the FPE, let us briefly
discuss the first law derived from the LE for multiplicative noise. For
the case of state dependent mobility Γ(x), or friction γ(x) = 1/Γ(x), the
energy balance based on the LE derived from Newton’s equation of motion
now reads[
γ(xt)x˙t−
√
2kBTγ(xt)ξ(t)
]
dxt =
[
−V ′(xt, t)− kBT
2
γ′(xt)
γ(xt)
]
dxt . (I.2.23)
Here, we have taken the thermodynamic consistent LE (I.2.11) which re-
produces for any convention α the canonical equilibrium distribution in
the stationary state and chosen α = 1/2 to resort to ordinary calculus. By
following the same lines as for additive noise, we arrive at the modified
first law
∆U +∆G = W [x(·)]−Q[x(·)] (I.2.24)
with the extra boundary term
∆G := kBT ln
√
Γ(xt)
Γ(x0)
. (I.2.25)
We note that the quantity T∆G is reminiscent of an entropy difference.
For the case of a temperature gradient, which may even be time-dependent,
we have the energy balance[
γx˙t−
√
2γkBT (xt, t)ξ(t)
]
dxt =
[
−V ′(xt, t)− kBT
2
T ′(xt, t)
]
dxt . (I.2.26)
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In this case, all ingredients of the first law are augmented by thermopho-
retic terms
∆U 7→
[
V (xτ , τ) +
kB
2
T (xτ , τ)
]t
t0
, (I.2.27a)
W [x(·)] 7→
∫ t
t0
V˙ (xτ , τ) +
kB
2
T˙ (xτ , τ) dτ , (I.2.27b)
Q[x(·)] 7→
∫ t
t0
[
−V ′(xτ , τ)− kB
2
T ′(xτ , τ)
]
x˙(τ) dτ , (I.2.27c)
where the second term in ∆U accounts for the difference in thermal energy
between initial and final position, the extra term in W [x(·)] is due to
lifting the thermal energy level of the particle externally (work-like), and
for Q[x(·)] also the thermophoretic force proportional to the temperature
gradient T ′(x) is considered.
We refrain from attempting a further interpretation of these results for
the multiplicative case, and refer the interested reader to [37, 38, 14].
I.2.2. Entropies and the second law
In the previous section, we formulated the first law on the level of sin-
gle stochastic trajectories in non-equilibrium. In doing so, we separated
equilibrium state variables from non-equilibrium process functionals, the
former only dependent on initial and final state, the latter on the speci-
fic trajectory. The introduced non-equilibrium functionals are dissipative
work Wdiss[x(·)] and irreversible heat dissipation Qirr[x(·)], were Wdiss[x(·)]
has to be spent to compensate Qirr[x(·)], hence, Wdiss[x(·)] = Qirr[x(·)].
The irreversibly dissipated heat is energy that can not be transformed
into useful work. As a measure for useless energy, entropy is defined as
irreversibly dissipated heat divided by the temperature of the heat bath
that receives the heat. We will refer to the entropy change as entropy pro-
duction (EP), which may also include equilibrium entropy differences. We
denote the total EP of the compound of system and heat bath, that is
the irreversible EP associated with Qirr[x(·)], by Sirr[x(·)] = Qirr[x(·)]/T .
Perceiving the compound of system and bath as an isolated system, the
second law applies for the total EP, Sirr[x(·)] > 0.
The aim of this section is to identify Sirr[x(·)] from the FPE, along with
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equilibrium EP, and two distinct EPs for non-equilibrium steady states
(NESSs) that separately obey the second law. We will also demonstrate
the equivalence of two established notions of EP.
As a preliminary, consider the probability current density j(x, t) =
F (x, t)p(x, t)−D(x, t)p′(x, t) defined in (I.1.25). In equilibrium, the cur-
rent must vanish, jeq(x, t) ≡ 0, which implies a basic condition to be sa-
tisfied in order for a equilibrium state to exist. Equivalent to demanding
jeq(x, t) ≡ 0 is the condition
F (x, t)−D(x, t)p
eq′(x, t)
peq(x, t)
=
jeq(x, t)
peq(x, t)
= 〈x˙|x, t〉eq != 0 . (I.2.28)
Substituting peq(x, t) = exp(−ϕ(x, t)− G(t)), this condition becomes
F (x, t) +D(x, t)ϕ′(x, t) = 0 , (I.2.29)
known as the detailed balance condition [39].
To satisfy the detailed balance condition, the external force must arise
from a potential, F (x, t) = −D(x, t)ϕ′(x, t), which can always be achie-
ved in one dimensional processes. For the Brownian particle, i.e. ϕ(x, t) =
βV (x, t) and F (x, t) = −ΓV ′x, t), the detailed balance equation becomes
the Einstein relation (I.1.9), βD = Γ. Note that the two generalisations for
multiplicative noise discussed in the previous section (position-dependent
mobility and temperature gradient) also respect the detailed balance con-
dition.
The general form (I.2.28) of the detailed balance condition, along with the
local average of velocity 〈x˙|x, t〉, will be important in the considerations
of this section.
Trajectory based EP We now turn to entropic terms in a FPE. A rea-
sonable definition for the system entropy on the formal level of a FPE is
the Gibbs entropy
S(t) =
∫
p(x, t) s(x, t) dx = 〈s(x, t)〉 , (I.2.30a)
s(x, t) = −kB ln p(x, t) , (I.2.30b)
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where p(x, t) is the solution of the FPE. In the following we will follow
common practice and set kB := 1, for which entropy becomes dimension-
less and temperature is measured in units of energy.
In contrast to the thermodynamic quantities defined from the LE in the
previous section, S(t) and s(x, t) are a-priori not defined on the level of in-
dividual trajectories x(·). To establish the formulation for individual x(·),
we simply evaluate s(x, t) along the trajectory x(τ), that is s
(
x(τ), τ
)
.
Implicit and explicit differentiation with respect to τ yields
s˙(τ) = −p
′(x, t)
p(x, t)
∣∣∣∣
x=x(τ)
x˙(τ)− p˙(x, t)
p(x, t)
∣∣∣∣
x=x(τ)
, (I.2.31)
where we have written for short dτs
(
x(τ), τ
)
= s˙(τ). Integration of the EP
rate s˙(τ) with respect to τ recovers the notion of EPs as in the previous
section.
To include the FPE (I.1.24) into our considerations, we use the current
j(x, t) defined in (I.1.25) and rewrite the FPE as
p′(x, t)
p(x, t)
= − j(x, t)
D(x, t)p(x, t)
+
F (x, t)
D(x, t)
. (I.2.32)
Substitution of the above form of the FPE into (I.2.31) yields s˙(τ) in terms
of F (x, t) and D(x, t),
s˙(τ) =
j(τ)
D(τ)p(τ)
x˙(τ)− F (τ)
D(τ)
x˙(τ)− p˙(τ)
p(τ)
=
〈x˙|τ〉 − F (τ)
D(τ)
x˙(τ)− p˙(τ)
p(τ)
, (I.2.33)
where we have written for short p(τ) = p
(
x(τ), τ
)
(analogous for the other
quantities).
The first term is of the form “force times velocity”, in which, in the case of
Brownian particles, the force becomes γ 〈x˙|τ〉+ V ′(τ). In view of (I.2.14),
we see that this force is analog to the thermal force in the equivalent LE,
and we may interpret
(
γ 〈x˙|τ〉+V ′(τ))x˙(τ) as the average energy received
along x(τ) by the particle undergoing collisions with the fluid molecules.
The second term of I.2.33 contributing to s˙(τ) is the EP due to temporal
change of p(x, t), which is found in cases where the system is off equi-
librium, that is for time dependent D(x, t) or F (x, t), or for an initial
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distribution p0(x) 6= peq(x).
To obtain the EP rate in the steady state, we substitute pst(x, t) from
(I.2.3),
s˙st(τ) = −F (τ)
D(τ)
x˙(τ) +
(
ϕ˙(τ)− G˙(τ)) (I.2.34)
which upon integration becomes the difference of entropy between the
stationary initial and final states,
∆Sst =
∫ t
t0
ϕ′(τ) x˙(τ) + ϕ˙(τ)− G˙(τ) dτ
= ∆ϕ−∆G , (I.2.35)
irrespective of particular trajectories x(·). For the Brownian particle we
recover the equilibrium EP,
∆Sst =
−Q[x(·)] +W [x(·)]−∆F
T
=
∆U −∆F
T
= ∆Seq (I.2.36a)
=
−(Qirr[x(·)] +Qrev) +Wdiss[x(·)]
T
= −Qrev
T
= ∆Seq , (I.2.36b)
which is, again, valid for arbitrary individual trajectories x(·). We thus can
determine the equilibrium entropy difference ∆Seq between two states at
time t0 and t from non-equilibrium measurements of Q and W or Qirr and
Wdiss, provided, of course, that we know the free energy difference ∆F .
Having identified the equilibrium EP from the FPE, we turn to the ir-
reversible EP that obeys the second law which states that in an isolated
and macroscopic system the entropy must increase. The specification ’ma-
croscopic’ is important in our considerations, since we deal with individual
realisations. The bridge to macroscopic thermodynamics is established by
considering the thermodynamic quantities in the ensemble average of in
principle infinite many realisations. This macroscopic limit is equivalent
to the thermodynamic limit in which the number of involved particles ap-
proaches infinity.
We introduced the Gibbs EP as the EP of the system. Being coupled to a
heat bath, the system is not isolated, and accordingly, the system entropy
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does not need to obey the second law. Instead, as already indicated in the
previous section, we consider the compound of system and heat bath as
an isolated system.
We denote by s˙m(τ) the EP in the medium, and by
s˙tot(τ) = s˙(τ) + s˙m(τ) (I.2.37)
the total EP of the compound of system and heat bath, which we expect
to obey the second law. Availing ourselves of the picture of the Brownian
particle and arguing that the EP in the medium is brought about by
the heat Q[x(·)], we identify by comparison of (I.2.36a) with (I.2.34) the
formal EP rate of the heat bath as
s˙m(τ) :=
F (τ)
D(τ)
x˙(τ) . (I.2.38)
Substituting the system EP rate s˙(τ) from (I.2.33), we find for the total
EP rate
s˙tot(τ) = s˙(τ) + s˙m(τ)
=
〈x˙|τ〉
D(τ)
x˙(τ)− p˙(τ)
p(τ)
, (I.2.39)
or, in integrated form the total EP,
Stot[x(·)] = ∆S + Sm[x(·)] . (I.2.40)
We will show in the next section, see (I.2.71), that Stot[x(·)] is indeed non-
negative in the ensemble average. The identification of the total EP from
the FPE we discussed here has been achieved by Seifert in [40].
In addition to defining the EP Sm[x(·)] by comparing (I.2.36a) with (I.2.34)
as done above, we may also define the entropic equivalent of work, R[x(·)],
Sm[x(·)] = −
∫ t
t0
ϕ′(τ)x˙(τ) dτ , (I.2.41a)
R[x(·)] :=
∫ t
t0
ϕ˙(τ) dτ , (I.2.41b)
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With the definitions above and substituting the total differential
dτϕ(τ) = ϕ
′(τ)x˙(τ) + ϕ˙(τ) into (I.2.40), we can relate Stot[x(·)] with
R(x(·)],
Stot[x(·)] = R[x(·)]− (∆ϕ−∆S) . (I.2.42)
Note that in these considerations we did not demand the process to start
and end in a steady state. If we do so, however, the equations for the total
EP simplify to
Stot[x(·)] = ∆Sst + Sm[x(·)] (I.2.43a)
= R[x(·)]−∆G . (I.2.43b)
In view of this simplification, we mention that a formulation in terms of
the Kullback-Leibler divergence (− ln(p/pst)) instead of the Gibbs entropy
(− ln p) is advantageous.
Spatial averaged EP The discussion of entropies presented so far was
based on evaluating EP rates s˙(x, t) along trajectories x(τ) to get EP
rates s˙(τ) = s˙
(
x(τ), τ
)
and EPs S[x(·)] on the level of single x(·). This
formulation in terms of functionals is of advantage when addressing EPs
using WPIs, as will be discussed in the next section. In contrast to the
functional formulation, it is also common to consider the spatial average
of s˙(x, t), as suggested by Esposito and van den Broeck [41, 42, 39]. For
completeness, we briefly demonstrate the correspondence of both formu-
lations.
Starting point is again the Gibbs EP
S˙(t) = −dt
∫
p(x, t) ln p(x, t) dx
= −
∫
p˙(x, t) ln p(x, t) dx−
∫
p˙(x, t) dx . (I.2.44)
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Substituting p˙(x, t) = −j′(x, t), integrating by parts and substituting
p′(x, t) from the definition of j(x, t) in (I.1.25), we find the splitting
S˙(t) = −
∫
j(x, t)
p′(x, t)
p(x, t)
dx
=
∫
j(x, t)2
D(x, t)p(x, t)
dx−
∫
F (x, t)j(x, t)
D(x, t)
dx . (I.2.45)
The first term is the total irreversible EP and corresponds to Stot[x(·)], and
the second term is the EP in the heat bath and corresponds to Sm[x(·)].
To clarify this correspondence, we rewrite
S˙(t) =
∫
p(x, t)
[
s˙i(x, t)− s˙e(x, t)
]
dx (I.2.46)
in terms of the EP fields
s˙i(x, t) :=
〈x˙|x, t〉2
D(x, t)
− p˙(x, t)
p(x, t)
(I.2.47a)
←→ s˙tot(τ) = 〈x˙|τ〉
D(τ)
x˙(τ)− p˙(τ)
p(τ)
s˙e(x, t) :=
F (x, t)
D(x, t)
〈x˙|x, t〉 (I.2.47b)
←→ s˙m(τ) = F (τ)
D(τ)
x˙(τ)
in correspondence to (I.2.39) and (I.2.38). Note that we included the se-
cond term in (I.2.44) into s˙i(x, t) which vanishes under spatial average due
to probability conservation.
On spatial average, we arrive at the average EP rate discussed by Esposito
and van den Broeck [41, 42, 39]
S˙i(x, t) =
∫
j(x, t)2
D(x, t)p(x, t)
dx (I.2.48a)
S˙e(x, t) =
∫
F (x, t)
D(x, t)
j(x, t) dx (I.2.48b)
S˙(x, t) = S˙i(x, t)− S˙e(x, t) (I.2.48c)
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In view of (I.2.47) and (I.2.48), we make three comments.
(i) The total EP is non-negative for all times t, S˙i(x, t) ≥ 0, and is the
irreversible EP that obeys the second law.
(ii) On the trajectory level, we have besides the local average velocity
along a trajectory, 〈x˙|τ〉, also the velocity of the trajectory itself, x˙(τ), a
distinction that is lost in the spatially averaged formulation of the Gibbs
EP.
(iii) The term p˙/p in the irreversible EP rate only contributes on the tra-
jectory level which suggests that p˙/p accounts for a local balance between
EPs that cancel in the spatial average.
Multidimensional generalisation So far, we limited ourselves to one-
dimensional continuous MPs. In higher dimensions, i.e. X(t) ∈ Rn with
n ≥ 2, the stationary solution of the FPE does not necessarily coincide
with thermal equilibrium, the system is then referred to be in a non-
equilibrium steady state (NESS). The defining property of a NESS is that
the stationary probability current does no longer vanish, but acquires a
constant value in time. The non-vanishing current in a steady state is
possible because in higher dimensions a particle can run in closed loops,
repeating each loop under the same conditions. Thus, in a NESS, the
probability of observing a particle at time t at a position x will be constant
in time and the probability current jst(x, t) will be divergence free.
We discussed this multidimensional setting already in terms of a FPE
in section I.1.2 after (I.1.40). The multidimensional drift velocity reads
(I.2.78)
F (x, t) = D(x, t)
[−∇ϕ(x, t) +A(x, t)] . (I.2.49)
The forces that drive the particles in loops must be non-conservative,
which we included into F (x, t) in terms of a divergence free vector field
A(x, t). For a Brownian particle is
Dij(x, t) ≡ Γ/β δij (I.2.50a)
A(x, t) = βFnc(x, t) (I.2.50b)
ϕ(x, t) = βV (x, t) (I.2.50c)
F (x, t) = Γ
[−∇V (x, t) + Fnc(x, t)] (I.2.50d)
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and Fnc the non-conservative force.
The non-zero current in a NESS has consequences for the EP. Although
in a steady state, the persistent motion of the particle dissipates energy
and the system needs a continuous intake of energy to compensate that
heat loss. The continuous dissipated heat into the medium is called house-
keeping heat Qhk, in the sense that its compensation maintains the NESS.
The heat transferred to the medium that comes in addition to Qhk is the
so-called excess heat Qex. Distinguishing the two EPs associated with these
two heat fluxes into the medium, we split the EP in the medium
(I.2.51)
Sm[x(·)] = Shk[x(·)] + Sex[x(·)] (I.2.52)
into the two contributions
Shk[x(·)] =
∫ t
t0
x˙(τ) D−1(τ) 〈 x˙|τ〉st dτ (I.2.53a)
Sex[x(·)] = −
∫ t
t0
x˙(τ)∇φ(τ) dτ (I.2.53b)
with the stationary mean local velocity 〈x˙|τ〉st from (I.1.46) and the non-
equilibrium potential φ(x, t) = − ln pst(x, t) from (I.1.44). This splitting
was introduced by Oono and Paniconi [43] and picked up by Hatano and
Sasa [44], Speck and Seifert [45, 46] and Chernyak, Chertkov and Jarzyn-
ski [21] and many others [47–51].
The housekeeping EP Shk[x(·)] is non-negative in the ensemble average,
whereas Sex[x(·)], like Sm[x(·)], can remain positive on average, as it al-
so includes reversible entropy transfer. To obtain the irreversible part of
Sex[x(·)], we follow the same strategy as for Stot[x(·)] and find the non-
negative EP ([29] p. 14)
S≥ex[x(·)] := ∆S + Sex[x(·)]
= ∆S −∆φ+
∫ t
t0
φ˙(τ) dτ
= − ln p(τ)
pst(τ)
∣∣∣t
t0
+
∫ t
t0
φ˙(τ) dτ (I.2.54)
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In the absence of non-conservative forces, A(x, t) ≡ 0, we have φ(x, t) =
ϕ(x, t)− G(t) (and Shk[x(·)] ≡ 0) and are left with S≥ex[x(·)] = Stot[x(·)].
Taking it all together, in the presence of NESSs we have three non-negative
EPs, the total EP
Stot[x(·)] = Shk[x(·)] + S≥ex[x(·)] ≥ 0 (I.2.55)
which is composed of the entropy Shk[x(·)] ≥ 0 produced for keeping up
the stationary current jst(x, t) in the “instantaneous” NESS pst(x, t), and
the entropy S≥ex[x(·)] ≥ 0 produced when not being in the NESS as in a
relaxation process or a driven process.
The splitting into Shk and S
≥
ex can also be written in terms of spatial
averaged EPs,
S˙na(t) :=
∫
p(x, t)
[
J(x, t)
p(x, t)
− j
st(x, t)
pst(x, t)
]
D−1(x, t)
[
J(x, t)
p(x, t)
− j
st(x, t)
pst(x, t)
]
dnx
= −
∫
p˙(x, t) ln
p(x, t)
pst(x, t)
dnx (I.2.56a)
S˙a(t) :=
∫
p(x, t)
jst(x, t)
pst(x, t)
D−1(x, t)
jst(x, t)
pst(x, t)
dnx (I.2.56b)
S˙i(t) = S˙na(t) + S˙a(t) (I.2.56c)
where it can be shown using the chain rule and the FPE that the mixed
term of the quadratic form in S˙na(t) vanishes,∫
p(x, t)
[
jst(x, t)
pst(x, t)
]
D−1(x, t)
[
J(x, t)
p(x, t)
− j
st(x, t)
pst(x, t)
]
dnx
= −
∫
∇
[
p(x, t)
jst(x, t)
pst(x, t)
]
dnx = 0
and therefore the splitting (I.2.56c) holds.
Due to the quadratic forms it is apparent that S˙na(t) ≥ 0 and S˙a(t) ≥ 0 for
all times t. The EP S˙na(t) is the analog of S
≥
ex[x(·)], and S˙a(t) the analog
of Shk[x(·)]. The index of Sna stands for “non-adiabatic”, and in Sa for
“adiabatic”, where “adiabatic” refers to the quasi-steady limit of process
control. In that sense, S˙na(t) is the irreversible entropy produced despite
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of adiabatic process control, which is non-zero if non-conservative forces
are involved [41].
Instead of non-conservative forces giving rise to NESSs, also in the case of
multiple heat bathes at different temperature we encounter NESSs. The
simplest example is the heat transport from one heat bath to a second at
lower temperature. In general, we can think of concurrent processes driven
by different heat baths, each of which trying to impose their temperature
on the system. This setting was analysed by Esposito and van den Broeck
for continuous MPs [39] and discontinuous MPs [41, 42].
The analysis of EP can also be rather analogously extended to disconti-
nuous MPs, which we consider beyond the scope of this thesis and direct
the interested reader to the comprehensive article by Harris and Schu¨tz
[52] and part 6 of [29] for a brief introduction.
I.2.3. Fluctuation theorems and irreversibility
In the previous section, we mentioned the relation between entropy and
irreversibility: If a transition from state A to state B produces entropy in
finite time, no transition from B to A will be able to entirely consume this
entropy, resulting in a net increase of irreversible entropy after completing
the cycle. This irreversibly produced amount of entropy is a measure of
the loss of useful energy, typically in the form of dissipated heat.
In this section, we aim at further exploring the connection of entropy
and irreversibility. This connection will be stated in terms of fluctuation
theorems (FTs), a rather new finding in the framework of stochastic ther-
modynamics, which were first observed 1993 by Evans et al. for entropy
fluctuations in a shear driven fluid in contact with a heat bath [53, 54],
and two years later proved to hold for a subclass of dissipative dynami-
cal systems [55, 56]. In the sequel, FTs have been intensively studied and
proved for many other settings. We will focus on FTs for continuous MPs,
and give a short account on their applications in the next section.
Recent review articles on the relation between fluctuation theorems and
irreversibility haven been written by van den Broeck [57] and Jarzynski
[58], and is also covered by Seifert’s review article [29].
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Entropy and irreversibility As already mentioned, we ask the question
at what entropic cost the consequences of an individual trajectory x(·) can
be undone. This is best understood by parametrising the time dependency
of the dynamics in terms of a protocol κ(·), i.e. F(x;κ(τ)), D(x;κ(τ)).
The protocol κ(τ) takes different values when time evolves from t0 to t. To
assess the probability of individual trajectories x(·), we employ the WPIs
introduced in section I.1.3. There, we defined the path probability
P [x(·)|x0;κ(·)] = e−S[x(·);κ(·)] (I.2.57)
in terms of the action functional
S[x(·);κ(·)] =
∫ t
t0
(
x˙τ − F (xτ ;κτ )
)2
4D(xτ ;κτ )
+ J(xτ ;κτ ) dτ (I.2.58)
J(x, t) = 1
2
F ′(x, t) + 1
4
D′′(x, t) . (I.2.59)
Here, we use the Stratonovich convention in order to use ordinary calcu-
lus, cf. (I.1.55) or (A.5.5d) for α = 1/2.
To measure irreversibility, consider the time-reversal of the dynamics,
τ¯ = t − τ + t0, dτ¯ = −dτ . Imagine we fix a starting point x0 and
observe a trajectory x(·), to which we can assign the path-probability
P [x(·)|x0;κ(·)] Dx(·). As a conjugate process, we define the time-reversed
process by τ 7→ τ¯ , i.e. use the protocol κ¯(τ) = κ(t− τ + t0) instead
of κ(τ). The path-probability of the time-reversed dynamics then reads
P [x(·)|x˜0; κ¯(·)] Dx(·).
In general, for a reversible trajectory x(·), the path probability of the time-
reversed trajectory x¯(·) under the time-reversed dynamics should be equal
to the observed trajectory x(·) in the original dynamics, P [x¯(·)|x¯0; κ¯(·)] =
P [x(·)|x0;κ(·)]. For arbitrary trajectories, but in a reversible process, we
will still have P [〈x¯(·)〉 |x¯0; κ¯(·)] = P [〈x(·)〉 |x0;κ(·)] for the average reali-
sation 〈x(·)〉. For trajectories in an irreversible process, however, the path
probabilities P [x¯(·)|x¯0; κ¯(·)] and P [x(·)|x0;κ(·)] will in general be distinct,
since it is the very nature of an irreversible process that the original state
can not be retrieved upon reversal of process control. This suggests, in
analogy to the Gibbs entropy, to consider as a measure for irreversibility
ln
P [x(·)|x0;κ(·)]
P [x¯(·)|x¯0; κ¯(·)] = S[x¯(·); κ¯(·)]− S[x(·);κ(·)] , (I.2.60)
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that is, the difference of the respective actions.
To calculate this difference explicitly, we make use of the substitution
τ¯ = t− τ + t0 and rewrite
S[x¯(·); κ¯(·)] =
∫ t
t0
(
˙¯xτ − F (x¯τ ; κ¯τ )
)2
4D(x¯τ ; κ¯τ )
+ J(x¯τ ; κ¯τ ) dτ
= −
∫ t0
t
(− ˙¯xτ¯ − F (x¯τ¯ ; κ¯τ¯ ))2
4D(x¯τ¯ ; κ¯τ¯ )
+ J(x¯τ¯ ; κ¯τ¯ ) dτ¯
=
∫ t
t0
(
x˙τ + F (xτ ;κτ )
)2
4D(xτ ;κτ )
+ J(xτ ;κτ ) dτ . (I.2.61)
The Jacobian cancels and only the mixed term of the square remains,
S[x¯(·); κ¯(·)]− S[x(·);κ(·)] =
∫ t
t0
(
x˙τ+F (xτ ;κτ )
)2 − (x˙τ−F (xτ ;κτ ))2
4D(xτ ;κτ )
dτ
=
∫ t
t0
x˙τF (xτ ;κτ )
D(xτ ;κτ )
dτ
= Sm[x(·)] , (I.2.62)
and we recover as the measure of irreversibility, on the level of individual
trajectories, the EP in the medium,
Sm[x(·)] = ln P [x(·)|x0;κ(·)]
P [x¯(·)|x¯0; κ¯(·)] . (I.2.63)
Any trajectory x(·) connecting initial and final point with an EP
Sm[x(·)] > 0 is not as likely to be observed in the time-reversed pro-
cess.
There seems, however, to be a flaw in that argumentation, since Sm also
includes the reversible heat transfer from system to heat bath, implying
that a realisation x(·) can be reversible despite Sm[x(·)] = −∆Sst 6= 0
(∆Sst is the reversible EP in the system, and consequently −∆Sst the EP
in the heat bath). This flaw gets unravelled by noting that the stationary
EP Sst is not a process functional but a state variable and as such only de-
pends on initial and final points x0 and xt, whereas Sm[x(·)] only accounts
for the EP by connecting a given initial and final state. In other words,
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the path probability P [x(·)|x0;κ(·)] does not account for the probability
p0(x0) of the initial value x0, and the associated entropy, − ln p0(x0), can
not enter our considerations.
Augmenting the conditioned path-probabilities with the initial distributi-
on for the forward process, p0(x), and the solution of the FPE as the initial
distribution for the reverse process, pt(x) := p(x, t), we indeed recover the
total, irreversible EP
ln
p0(x0)P [x(·)|x0;κ(·)]
pt(x¯0)P [x¯(·)|x¯0; κ¯(·)] = − ln
pt(xt)
p0(x0)
+ Sm[x(·)]
= ∆S + Sm[x(·)] = Stot[x(·)] (I.2.64)
derived in the context of the corresponding FPE (I.2.40).
We readily convince ourselves that the above augmentation with the in-
itial distributions indeed resolves the flaw discussed in view of (I.2.63):
For the case that the process starts in a steady state and for quasi-steady
process control, we have p0(x) = p
st(x, t0) and pt(x) = p
st(x, t) and the-
refore ∆S = ∆seq and Stot[x(·)] = ∆seq − ∆seq = 0. For any irreversible
realisation x(·), we will have Stot[x(·)] 6= 0 which can be due to start off
equilibrium (relaxation process) or non-equilibrium process control (dri-
ven process) or both. In this way, the path integral formulation and the
notion of time-reversal elucidates the intimate relation between entropy
and irreversibility.
The EP Stot[x(·)] features a time-reversal symmetry. This symmetry
becomes evident when using (I.2.64) to write Stot[x(·)] in the form
Stot[x(·)] = S[x¯(·); κ¯(·)]−ln pt(xt)−
(S[x(·);κ(·)]−ln p0(x0)) (I.2.65)
and then express the EP of the reversed trajectory under the time-reversed
dynamics, S¯tot[x¯(·)], in terms of the original EP,
S¯tot[x¯(·)] = S[x¯(·); κ¯(·)]−ln p¯t(x¯t)−
(S[x¯(·); κ¯(·)]−ln p¯0(x¯0))
= S[x(·);κ(·)]−ln p0(x0)−
(S[x¯(·); κ¯(·)]−ln pt(xt))
= −Stot[x(·)] (I.2.66)
Building on (I.2.66) and (I.2.64), we can express the forward path-probability
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in terms of the reversed path-probability
P [x(·)|x0] = pt(xt)
p0(x0)
P[x¯(·)|xt] e−S¯tot[x¯(·)] (I.2.67)
where we have written for shortP[x¯(·)|xt] = P [x¯(·)|xt; κ¯(·)]. The above re-
lation can be interpreted as the detailed balance condition on the level of
single realisations, broken if the realisation irreversibly produces entropy,
i.e. Stot[x(·)] > 0.
This kind of observation is the starting point to the derivation of so-called
fluctuation theorems (FTs). We use (I.1.62) to express the probability den-
sity of the integral value Stot = Stot[x(·)] in terms of a WPI and substitute
(I.2.67) to derive
p(Stot) =
∫
dxt
∫
dx0p0(x0)
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)|x0] δ(Stot− Stot[x(·)])
=
∫
dxt
∫
dx0
(xt,t)∫
(x0,t0)
Dx(·) e−S¯tot[x¯(·)] pt(xt)P[x¯(·)|xt] δ(Stot+S¯tot[x¯(·)])
= eStot
∫
dx0
∫
dxtpt(xt)
(x0,t0)∫
(xt,t)
Dx¯(·)P[x¯(·)|xt] δ(Stot+S¯tot[x¯(·)])
= eStot p¯(−Stot) (I.2.68)
For the third line we used the δ-function to write eStot before the integral,
and we performed the variable transformation x(·) 7→ x¯(·) of which the
Jacobian is the identity as the transformation merely corresponds to a re-
versal of integration order (cf. the discrete definition of a WPI in (I.1.54)).
The resulting relation,
p(Stot)
p¯(−Stot) = e
Stot , (I.2.69)
is known as a detailed fluctuation theorem (dFT), in this case for the irre-
versible EP Stot. The dFT relates the probability of observing a production
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of entropy to the probability of observing the consumption of entropy in
the time-reversed process. The statement is that the odds of a consumpti-
on of entropy Stot in the time-reversed process compared to the probability
of a production of entropy Stot in the forward process goes down exponen-
tially with the entropy Stot itself. In contrast to addressing the concept of
irreversibility in terms of a WPI, as done in (I.2.64), the dFT is a proba-
bilistic formulation of irreversibility in terms of the PDF p(Stot).
This probabilistic formulation can be further reduced by integration of
(I.2.69), ∫
e−Stot p(Stot) dStot =
〈
e−Stot
〉
= 1 , (I.2.70)
which is known as an integral fluctuation theorem (iFT). Along similar
lines as for the derivation of the dFT in (I.2.69), this iFT can also be
derived in terms of a WPI by using the normalisation condition of the
WPI as introduced in (I.1.60). Note that the iFT goes without the notion
of time-reversal, implying that the mere existence of time-reversal rather
than its explicit form is enough for the iFT to hold.
The iFT and dFT for the total EP Stot was derived from the path integral
representation by Seifert [40].
In the previous chapter, we postponed the proof that upon ensemble
average it is 〈Stot[x(·)]〉 ≥ 0. This proof follows now immediately by app-
lying the inequality 〈exp x〉 ≥ exp 〈x〉 to the iFT
1 =
〈
e−Stot[x(·)]
〉
≥ e−〈Stot[x(·)]〉
⇒ 〈Stot〉 ≥ 0 . (I.2.71)
Remarkably, considering that the second law is an inequality and the iFT
an equality, we reproduced the second law from the iFT. Or, in other
words, in equilibrium thermodynamics we have 〈Stot[x(·)]〉 = 0, whereas
in non-equilibrium thermodynamics we find
〈
exp
[− Stot[x(·)]]〉 = 1. In
that sense, the iFT refines the second law. Note that in order to observe
the iFT to hold true for a limited number of realisations, the exponential
average,
〈
exp
[− Stot[x(·)]]〉, requires a sufficient portion of realisations
Stot[x(·)]<0.
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Having retrieved the second law of classical thermodynamics from the iFT
in the framework of stochastic thermodynamics, we discuss the scope of
applicability of an iFT. To do so, we restate that stochastic thermodyna-
mics differs from classical thermodynamics with respect to two defining
properties: Nanoscopic systems, implying an inherent stochasticity, and
non-equilibrium, brought about by driving the process or by preparing an
initial state off equilibrium. Accordingly, we distinguish the following si-
tuations.
i) Nanoscopic, non-equilibrium thermodynamics, being the scope of sto-
chastic thermodynamics. The realisations x(·) are stochastic and due to
this stochasticity, the total EP Stot[x(·)] is not restricted to non-negative
values, and the exponential in the iFT,
〈
exp
[− Stot[x(·)]]〉, approaches
for a reasonable number of realisations its theoretical value of one. Due
to the non-equilibrium conditions, the total EP will on average be strictly
positive, 〈Stot[x(·)]〉 > 0.
ii) Nanoscopic, equilibrium thermodynamics. The realisations x(·) remain
stochastic and the resulting realisations of Stot[x(·)] still may be negati-
ve. In the ensemble average, the total EP will be zero, 〈Stot[x(·)]〉 = 0,
implying that negative and positive realisations of Stot[x(·)] are in exact
balance and the validity of the iFT is observed for very few realisations.
iii) Macroscopic, equilibrium thermodynamics. Instead of individual tra-
jectories, the trajectories x(·) represent the evolution of collective degrees
of freedom of macroscopic systems which do not display a notable stocha-
sticity. In other words, all realisations x(·) are practically identical. Due
to equilibrium conditions, the EP will be zero, Stot[x(·)] ≡ 0, and the iFT
is satisfied trivially.
iv) Macroscopic, non-equilibrium thermodynamics. The realisations x(·)
remain practically identical, but due to the non-equilibrium condition, the
total EP is strictly positive, Stot[x(·)] > 0. The iFT still holds in principle,
but needs an infinite number of realisations (thermodynamic limit) which
also includes the practically impossible realisations with negative EP.
We will discuss in the next section that the trade-off between non-equilibrium
and stochasticity is vital for the application of FTs.
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General methodology The procedure determining the dFT in (I.2.69)
is a special case of a general methodology to determine a variety of FTs.
To allow for a better insight into that procedure, and to derive two more
important dFTs, we present a more abstract derivation of a dFT. In this
derivation, the key point is to devise a conjugate dynamics from the origi-
nal dynamics, and to define a transformation to be applied to trajectories
x(·). The conjugate dynamics gives rise to a modified path-probability,
which we denote by P˜ [x(·)|x0], and also includes an altered initial distri-
bution, p˜0(x). For the transformed trajectories we will write x
∗(·), evolving
in time t∗.
In the derivation of the dFT for Stot in (I.2.69), the conjugate dynamics
was the time-reversed dynamics which originated from reversing the pro-
tocol, P˜ [x(·)|x0] = P [x(·)|x0; κ¯(·)], and the initial distribution, p˜0(x) =
pt(x), and likewise for the transformation of trajectories, x
∗(·) = x¯(·).
We now turn to the more abstract level and define the observable
Y [x(·)] := ln P [x(·)|x0] p0(x0)
P˜ [x∗(·)|x∗0]p˜0(x∗0)
. (I.2.72)
In most cases, the transformation of the dynamics is an involution (i.e.
its own inverse), and the transformation applied to the trajectories is
either the identity or the time-reversal (which both are involutions). We
therefore restrict ourselves to these cases and find, analogous to (I.2.66),
the symmetry
Y˜ [x∗(·)] = −Y [x(·)] , (I.2.73)
which enables us to express P [x(·)|x0] in terms of the transformed trajec-
tories in the conjugate dynamics,
P [x(·)|x0] = p˜0(x
∗
0)
p0(x0)
P˜ [x∗(·)|x∗t ] e−Y˜[x
∗(·)] (I.2.74)
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and to obtain the dFT for Y along similar lines as in (I.2.68),
p(Y = Y [x(·)]) =
∫
dxt
∫
dx0 p0(x0)
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)|x0] δ(Y − Y [x(·)])
= eY
∫
dx∗t
∫
dx∗0 p˜0(x
∗
0)
(x∗t ,t∗)∫
(x∗0,t
∗
0)
Dx∗(·) P˜ [x∗(·)|x∗0] δ(Y +Y˜ [x∗(·)])
= eY p˜
(− Y = Y˜ [x∗(·)]) . (I.2.75)
Note that in the second line we did not only use (I.2.74) to substitute
P [x(·)|x0] but also used the symmetry (I.2.73) to substitute Y [x(·)] in the
δ-function, with the result that the complete integrand is written as a
function of the integration variable x∗(·). The discussion of FTs on this
abstract level is pursued in greater detail by Verley and Lacoste in their
article [50], a unification of practically all FTs based on this abstract for-
mulation was achieved by Seifert in his overview article [29].
From the path integrals in (I.2.75) we can also read off the general pres-
cription to apply an iFT or dFT to a simulation or experiment:
To determine p(Y ) = p(Y = Y [x(·)]), we need a set of realisations {x(·)}
of the stochastic process fixed by the coefficients F (x, t) and D(x, t) and
the initial distribution p0(x) which define P [x(·)]. The set {x(·)} can be
obtained by simulating the corresponding LE using, e.g., the integration
scheme (A.3.10), or, the other way around, find p0(x), F (x, t) and D(x, t)
that describes an already existing set of {x(·)} we got, e.g., from an expe-
riment. To each realisation x(·), we determine Y = Y [x(·)] from (I.2.72).
From the resulting set {Y } we can readily verify the iFT〈
e−Y
〉
= 1 . (I.2.76)
If we have furthermore access to the set of realisations {x∗(·)} that obey
the conjugate dynamics as used in the second path integral in (I.2.75), we
can obtain from the functional Y˜ [x∗(·)] the set of values {Yc}, where the
index c declares that the Yc were determined from the conjugate dynamics,
and are be distinguished from the set {Y } obtained from the original
dynamics. From the set {Y } we produce a histogram to approximate p(Y ),
63
I. Stochastic Thermodynamics
and likewise, we build from {Yc} a histogram to approximate p˜(Y ). Making
use of a suitable interpolation method to plot ln
(
p(Y )/p˜(−Y )) versus Y ,
we will, according to the dFT
p(Y )
p˜(−Y ) = e
Y (I.2.77)
get a straight line of slope one.
Non-equilibrium steady states Having established the general forma-
lism to set up observables that obey a dFT, we can readily discuss two
more important FTs. To this end, recall that in the case of more than one
degree of freedom, i.e. X ∈ Rn with n ≥ 2, non-conservative forces that
do not arise from a scalar potential entail non-equilibrium steady states
(NESSs). The distinguishing property of a NESS is that its probability
current jst(x) does not vanish, instead it is divergence free, ∇jst(x) = 0.
In (I.2.78), we divided the drift velocity into a conservative part deriving
from the scalar potential ϕ(x, t) and an additional non-conservative force
arising from the vector-field A(x, t),
F (x, t) = D(x, t)
[−∇ϕ(x, t) +A(x, t)] . (I.2.78)
In view of the Fokker-Planck operator in the form (I.1.50),
LˆFP(x, t) = −∇
[
eφ(x,t)jst(x, t)−D(x, t)e−φ(x,t)∇eφ(x,t)
]
, (I.2.79)
we found that the triple {φ, D, jst} fixes the dynamics of the process, and
by varying jst at fixed ϕ and D, we can define a family of dynamics with
identical φ and D but distinct currents, where the non-equilibrium poten-
tial φ(x, t) fixes the stationary distribution pst(x, t) = exp
(− φ(x, t)).
A particular meaningful modification of the original dynamics is found
by reversing the current, {φ,D,−jst}. In this dynamics, particles will run
the loops in opposite direction, as is evident from equation (I.1.49) since
the velocity 〈x˙|x, t〉 acquires the opposite sign. In the current reversed
dynamics the Fokker-Planck operator now reads
Lˆ †FP(x, t) = ∇
[
eφ(x,t)jst(x, t) + D(x, t)e−φ(x,t)∇eφ(x,t)
]
(I.2.80)
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or, equivalently, instead of F (x, t) from (I.2.78), we may use the current
reversed drift velocity
F †(x, t) = −eφ(x,t)jst(x, t)−D(x, t)∇φ(x, t)
= −(F (x, t) + 2D(x, t)∇φ(x, t)) . (I.2.81)
At this point, it suggests itself to take the current reversed dynamics as
the conjugate dynamics and consider the observable
Y [x(·)] = ln P [x(·)|x0] p0(x0)
P †[x(·)|x0]p0(x0) (I.2.82)
Note that current reversal does not affect the initial distributions. For the
transformation of trajectories we chose the identity, as the system is in the
same steady state for both dynamics (using the time reversed trajectories
in the denominator would in fact result into Y [x(·)] ≡ 0 for all x(·)).
Verifying that current reversal is an involution,
Lˆ ††FP(x, t) = ∇
[
eφ(x,t)
(− jst(x, t))+ D(x, t)e−φ(x,t)∇eφ(x,t)]
= −∇
[
eφ(x,t)jst(x, t)−D(x, t)e−φ(x,t)∇eφ(x,t)
]
= LˆFP(x, t) (I.2.83)
is the only requirement needed to state that Y obeys the FTs (I.2.76)
and (I.2.77). The interesting bit is to see whether Y [x(·)] as defined in
(I.2.82) has a physical meaning. Carrying out the necessary calculations9,
we indeed end up with the housekeeping heat from (I.2.53a),
Y [x(·)] =
∫ t
t0
x˙(τ) D−1(τ) 〈 x˙|τ〉st dτ
= Shk[x(·)] , (I.2.84)
which is nothing else than the entropy produced irreversibly while keeping
the NESS up. This makes perfect physical sense, as the statement is that
the odds to observe the same realisation in the current reversed dynamics
as in the original dynamics goes down exponentially with the entropy
9Details can be found in [21] along with the multidimensional formulation of WPIs.
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Shk[x(·)] produced by this realisation. It further confirms that Shk[x(·)]
indeed obeys the second law 〈Shk[x(·)]〉 ≥ 0 in the ensemble average. The
iFT for the housekeeping heat was first derived by Speck and Seifert [45].
Having this in mind, it may not be surprising that taking the time reversal
as conjugate dynamics and reversing also the trajectories, we recover the
EPs given by (I.2.51), (I.2.53) and (I.2.55),
ln
P [x(·)|x0]
P[x¯(·)|x¯0]
= Sm[x(·)] = Sex[x(·)] + Shk[x(·)] (I.2.85a)
ln
P [x(·)|x0] p0(x0)
P[x¯(·)|x¯0] pt(xt)
= Stot[x(·)] = S≥ex[x(·)] + Shk[x(·)] (I.2.85b)
where Sm[x(·)] is the EP in the medium, Stot[x(·)] is the total, irrever-
sible EP, and Sex[x(·)] and S≥ex[x(·)] are the excess entropies, being the
respective equivalents to Sm[x(·)] and Stot[x(·)] for dynamics without non-
conservative forces.
To retrieve also the irreversible EP S≥ex[x(·)], associated with the entropy
produced when not being in a steady state (e.g. in a relaxation process
and/or driven process), we combine both time reversal and current rever-
sal for the conjugate dynamics and obtain
ln
P [x(·)|x0] p0(x0)
P
†
[x¯(·)|x¯0] pt(xt)
= S¯ †[x¯(·)]−ln p¯t(x¯t)−
(S[x(·)]−ln p0(x0))
= S¯ †[x¯(·)]−ln p¯t(x¯t)−
(S[x(·)]−ln p0(x0))
− S¯[x¯(·)] + S¯[x¯(·)]
= S¯[x¯(·)]−ln p¯t(x¯t)−
(S[x(·)]−ln p0(x0))
− (S¯[x¯(·)]− S¯ †[x¯(·)])
= Stot[x(·)]− Shk[x(·)] = S≥ex[x(·)] . (I.2.86)
We hence have, for systems with non-conservative forces, three non-negative
entropies that obey a FT, the total EP Stot, the housekeeping EP Shk and
the non-negative excess EP S≥ex. The dFT for S
≥
ex is also known as Hatano-
Sasa relation [44]. A comprehensible presentation of how Shk and S
≥
ex arise
from the path integral formulation was achieved by Chernyak, Chertkov
and Jarzynski [21]. A derivation of the three FTs and the corresponding
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second laws in the framework of a master equation was achieved by Espo-
sito and van den Broeck [41, 42].
I.2.4. Applications
In this chapter we give a brief account on various forms of FTs, their ap-
plications, and arising difficulties.
Steady-state FT The FT that was first observed by Evans et al. [53] for
entropy fluctuations in simulations of a two-dimensional shear-driven fluid
belongs to the class of steady-state FTs which hold in a NESS for a fixed
value of the protocol κ. Under certain chaotic assumptions, Gallavotti and
Cohen proved that steady-state FTs hold in dissipative dynamical systems
[55, 56].
In a NESS, reversal of time does not affect the dynamics, we therefore have
the same path probability for the original and the time-reversed dynamics,
and consequently, the same PDF for the observable that obeys the FT.
For the total EP Stot = S
≥
ex +Shk, the resulting dFT follows by combining
(I.2.77) and (I.2.85b) as
p(Stot)
p(−Stot) = e
Stot (I.2.87)
which is known as the Gallavotti-Cohen relation.
The Gallavotti-Cohen relation can conveniently be applied to experimen-
tal measurements as it only involves the knowledge of the PDF p(Stot).
In early works involving the Gallavotti-Cohen relation, the EP in the me-
dium, Sm = Sex + Shk from (I.2.85a), was considered instead of Stot. For
large time intervals t− t0, the Gallavotti-Cohen relation holds approxima-
tely for Sm, and asymptotically, that is in the limit t−t0 →∞, even exact.
This asymptotic validity can be attributed to the divergent property of
Shk, as, for large times, the contribution of Shk to Sm dominates over the
contribution from Sex, such that the error made by using Sex instead of
S≥ex becomes negligible. Taking it to extremes, it is sufficient to measu-
re in an experiment a quantity Y that is somehow related to Shk, such
that the influence of Shk prevails for large times, and then check whether
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ln
(
p(Y )/p(Y−)) takes a straight line for large measuring times. Exami-
ning the asymptotic validity of the Gallavotti-Cohen relation for entropy
related quantities is a popular course of action to judge whether the sys-
tem under consideration does in principle hold the symmetry of a dFT.
Estimation of ∆F A widely used variant of the FTs for Stot are so called
work relations. The first work relation was proved by Jarzynski [59, 60],
and is known as the Jarzynski relation. In our formulation, Jarzynski used
the alternative form Stot =R−∆G of the total EP, which we obtained in
(I.2.43b) under the assumption that the initial state x0 of the process
is the steady state at initial time t0.
10 The quantities R and ∆G are the
entropic equivalents of work W and free energy difference ∆F . In the usual
thermodynamic setting, the diffusion coefficient follows from the Einstein
relation (I.1.9), D ≡ Γ/β, we therefore have R = βW and ∆G = β∆F
and the FT for Stot becomes the Jarzynski relation〈
e−βW
〉
= e−β∆F . (I.2.88)
A remarkable feature of the Jarzynski relation is that it relates work va-
lues W , measured in an arbitrary non-equilibrium transition from state
A to state B, with the equilibrium free energy difference ∆F = FB − FA
between these two states. Since the derivation of the iFT for Stot, (I.2.70),
holds for arbitrary final distributions p(x, t), the process needs only to
be prepared to start from equilibrium initially, whereas the sampled tra-
jectories giving rise to the work values W may be arbitrarily far from
equilibrium. Practically, instead of once driving the transition as slow as
possible in order to reach the final state in almost equilibrium and obtain
the approximate free energy of the final state, FB, the Jarzynski relation
enables the determination of ∆F from many realisations of arbitrarily fast
driven transitions.
Determining ∆F from the Jarzynski relation (I.2.88) also entails a difficul-
ty: The exponential average is dependent on negative-large realisations of
W . Typically, these realisations are the rare realisations where W < ∆F ,
10In fact, we assumed that also the final state is the corresponding steady state, but
the Jarzynski relation holds for arbitrary final states, since in the derivation (I.2.70)
of the iFT for Stot only the initial distribution enters.
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demonstrating that the second law, Wdiss = W −∆F ≥ 0, can not directly
be transferred to nanoscopic systems exhibiting pronounced stochastici-
ty. In the literature, these relations are often referred to as transiently
violating the second law, a misleading statement, since the second law is
a result of macroscopic thermodynamics. Indeed, by applying again the
inequality 〈exp x〉 ≥ exp 〈x〉 as we did to derive the second law from the
iFT for Stot in (I.2.71), we retrieve that in the ensemble average
〈W 〉 ≥ ∆F . (I.2.89)
The difficulty with the exponential average can be visualised by writing〈
e−βW
〉
=
∫
e−βW P (W ) dW , (I.2.90)
where P (W ) is the work distribution to be obtained from an ensemble of
work values W . It is evident, that the factor e−βW incorporates a weight on
large-negative W , shifting the work values that dominate the exponential
average to the left tail of P (W ). A typical example is depicted in figure
I.2. The exponential weight manifests itself in a slow convergence of the
exponential average to the theoretical value exp(−β∆F), cf. figure I.3. In
contrast to linear averages, the standard error of the set of realisations is
not suited to judge the deviation from the true value of the average for a
finite number of samples.
It arises the question, when it is feasible to employ the Jarzynski relation
to estimate the free energy difference ∆F between two states. The answer
is, (i) in systems where the underlying potential V (x, t) is not accessible,
and (ii) in nanoscopic systems that exhibit work-fluctuations of the order
of magnitude W ∼ ∆F . Condition (i) is rather obvious, since ∆F follows
per definition (I.2.21) by integrating the Boltzmann factor exp
[−βV (x, t)].
In systems with many degrees of freedom, however, a high dimensional in-
tegration is needed, and the application of the Jarzynski relation may
become advantageous despite an explicit knowledge of V (x, t). Condition
(ii), W ∼ ∆F , implies that frequent fluctuations W < ∆F are realistic,
and the convergence of the exponential average to exp(−β∆F) is to be
expected for a reasonable number of work values.
The direct use of the Jarzynski relation to estimate ∆F was only the
starting point of many refinements in the procedure of ∆F estimation. A
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asymptote
(b) Integrand of exponential average
Figure I.2.: Work distribution of a driven bistable system. The work values were obtained
by simulating the LE with a time-dependent potential V (x, t) that has initi-
ally a single minimum and becomes a double-well potential as time evolves,
cf. (4.17) of [1] reprinted in section I.3.4. A number of 5 · 107 work values
have been sampled in a time interval t0 = 0, t = 1 and for β = 1. The
resulting histogram of work values is shown in (a), the biased distribution
that is needed to be integrated to obtain the exponential average (I.2.90) in
the Jarzynski relation (I.2.88) is shown in (b). The red line is an asympto-
tic solution obtained in [1] which will be discussed in the next chapter, in
particular in section I.3.4.
major improvement can be made, if also realisations of the reverse dyna-
mics are accessible and the corresponding dFT of the Jarzynski relation
can be employed,
P (W )
P¯ (−W ) = e
β(W −∆F) (I.2.91)
which was first derived by Crooks [61, 62], along with a further generali-
sation to other observables, and is known as the Crooks FT. The impro-
vement in ∆F estimation via the Crooks FT is due to P (W ) = P¯ (−W )
for W = ∆F , that is, the value of ∆F can be estimated by determining
the intersection point of work distribution P (W ) for the forward process
and work distribution P¯ (W ) of the reverse process.
A further improvement of ∆F estimation was achieved by Hummer and
Szabo, who were able to derive in their article [63] a variant of the Jar-
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Figure I.3.: Illustration of the difficulties of exponential averages compared to linear ave-
rages. A number of 106 samples have been drawn from an artificial distributi-
on p(x), depicted in (a) as a blue line together with the histogram resulting
from the sampled values as symbols. The quantity ∆F is analytically de-
termined such that the exponentially weighted distribution shown in red is
normalised. The running averages for the deviation of the arithmetic average
〈x〉 to the exact mean x¯ and the exponential average that should give one
due to the choice of ∆F are shown in (b) for an increasing number M of
considered samples. The error bars are the corresponding standard errors.
Note that for the linear average the true value is practically for all sample
sizes within the error margin, whereas the convergence of the exponential
average to its true value is hard to judge without knowing the true value.
zynski relation that does not only involve the free energy difference ∆F ,
but the free energy landscape F(xr) along a reaction coordinate xr.
A prominent example of using FTs for∆F estimation is force-spectroscopy
of single biomolecules. In these experiments, single molecules are pulled
along a reaction coordinate which forces the molecule to unfold, and then
folded back to the original state by reversing the process. Monitoring the
work needed to unfold the molecule and the work retrieved by re-folding
the molecule enables an estimation of ∆F from the Crooks FT after a
sufficient number of repetitions of the experiment. In similar experiments,
the Hummer-Szabo relation allows to determine the free energy landscape
F(xr) of single biomolecules. Experimental realisations include RNA and
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DNA molecules [64–68] and other molecules [69–71].
Being an iFT, the Hummer-Szabo relation involves the same difficulties
regarding the convergence of the exponential average, and the bias gene-
rated by the fact that the exponential average equals exp(−β∆F) and not
∆F itself. These issues are still keeping researchers busy, considerable pro-
gress was made by Ritort and co-workers [72, 73], Dellago and co-workers
[74, 75] and Zuckerman and Woolf [76–78]. While the bias generated by
taking the logarithm of the exponential average is tractable, the incom-
plete convergence of the exponential average persists to be a problem [79].
A possible approach is to deliberately bias the sampling of work values in
order to improve the convergence of exponential average, and correct for
the introduced bias in the final result, a technique that is known as um-
brella sampling or importance sampling [76, 80, 74, 81]. Another approach
is to augment P (W ) with an analytic expression for the left tail of P (W )
derived analytically from the specifics of the system under consideration
[82, 1, 2]. The asymptotic method to determine the tails of observables in
systems subject to stochastic dynamics is discussed in the next chapter.
In general, FTs have been observed in a variety of experimental situati-
ons, prominent examples are colloidal particles [83–85], electrical circuits
[86–88], quantum dots [89] and turbulent flows as discussed in [3] (chapter
II.4) and references therein.
Dominant realisations In the context of the Crooks FT, Jarzynski dis-
cussed in his appealing article [90] typical and dominant realisations of
the non-equilibrium process from which work values W are obtained. The
typical realisations refer to realisations giving rise to work values from the
centre of P (W ), whereas the dominant realisations give rise to the rare
work values W < ∆F that dominate the exponential average and hence
are needed for the convergence of the Jarzynski relation. The statement
made by Jarzynski is that the dominant realisations of the forward pro-
cess are the typical realisations of the reverse process. In other words, the
set of realisations of the forward process features a subset of realisations
that undo the effects of the typical realisations and are responsible for the
convergence of the exponential average. Or, vice versa, if for the dynamics
of a certain system the validity of the Jarzynski relation is observable,
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then exists a subset of realisations that correspond to the time-reversed
dynamics of the system.
The considerations regarding work W and free energy F can be directly
transferred to the total EP Stot. From equation (I.2.43a) follows that the
entropic equivalent to the condition W ∼ ∆F , which indicates that do-
minant realisations are to be expected, reads −Sm ∼ ∆Seq, where ∆Seq is
the equilibrium difference between the initial and the final states, and the
minus sign is due to the convention that Sm is the EP in the medium. For
entropy fluctuations of the order ∆Seq, or equivalently but less significant,
Stot ∼ 0, we can hence expect to observe Stot < 0 which indicates that a
subset of time-reversed realisations exists in the forward dynamics.
A complication arises for processes that are not initially in equilibrium.
For these cases, we have resort to Stot = Sm + ∆S which we derived in
(I.2.40), where ∆S is the difference of Gibbs entropy between initial and
final state which depends explicitly on the initial distribution of the pro-
cess. We will come back to this kind of discussion of EPs in chapter II.4
in the context of cascade processes in fully developed turbulence.
In closing this chapter, we mention that the application of the above
considerations to biological and nanoscopic machines is intriguing, since
the microscopic fluctuations are not constrained by the second law, and
mechanisms rectifying thermal noise are possible. On the macroscopic le-
vel, of course, the second law remains to hold true. It is a focus of current
research to explore the possibilities of such nanoscopic devices [91–98]. In
the course of this research, it proved that apart from work and entropy,
a third thermodynamic quantity enters the picture, information. In parti-
cular the relation between entropy and information in nanoscopic devices
is keeping researchers busy [99–107].
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I.3. Asymptotic analysis
The discussed applications of FTs to nanoscopic systems in the previous
section pointed up that the characterisation of rare fluctuations in the
dynamics of nanoscopic systems is indispensable. These rare fluctuations
typically give rise to a consumption of entropy, crucial for the functioning
of biological machines and in designing nanoscopic devices, and required
to estimate free energy profiles using FTs. The importance of rare fluc-
tuations calls for a method to asymptotically analyse the PDFs of ther-
modynamic quantities. In this chapter, we develop such a method.
We will begin in section I.3.1 with a pedagogical one-dimensional example
to give an understanding of the asymptotic method which will be introdu-
ced in the two subsequent sections I.3.2 and I.3.3. A major improvement
of the method, along with applications to physically relevant toy-models
including single molecule force-spectroscopy, is presented in section I.3.4,
being the first two publications [1, 2] included into this thesis.
I.3.1. Gauß approximation (GA)
The asymptotic method to determine the tails of entropy or work dis-
tributions relies on the path integral representation discussed in chapter
I.1.3. Before we turn to WPIs, let us consider a pedagogical example - the
Γ-function.
The Γ-function is defined by
Γ(n+ 1) =
∫ ∞
0
e−x xn dx . (I.3.1)
Successive integrations by parts show that n! = Γ(n + 1). Knowledge of
the asymptotic behaviour of the factorial is vital in statistical physics. A
Gaussian approximation (GA) of the integral in (I.3.1) yields this asym-
ptotic behaviour and is the one-dimensional equivalent of the method we
will apply to WPIs in the next chapter. The GA is also known as saddle-
point approximation, since the equivalent method in function theory, the
method of steepest descent, deals with a saddle-point.
To perform the GA, we define the function
f(x) = x− n lnx (I.3.2)
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and rewrite the integrand of (I.3.1) as e−f(x). The Taylor expansion up to
second order of this function at a point x¯ reads
f(x) ' f(x¯) + f ′(x¯) (x−x¯) + 1
2
f ′′(x¯) (x−x¯)2 . (I.3.3)
The crux of the GA is to choose x¯ such that the linear term vanishes, and
we are left with
f(x) ' f(x¯) + 1
2
f ′′(x¯) (x−x¯)2 , f ′(x¯) != 0 , (I.3.4)
Γ(n+ 1) =
∫ ∞
0
e−f(x) dx ' e−f(x¯)
∫ ∞
0
e−
f ′′(x¯)
2
(x−x¯)2 dx . (I.3.5)
The remaining integral is a Gaussian integral, thus the name of the me-
thod, which can be readily carried out, and we end up with11
Γ(n+ 1) '
√
2pi e−f(x¯)√
f ′′(x¯)
. (I.3.6)
By solving f ′(x¯) != 0 we find x¯ = n, which substituted into the above GA
formula yields Stirling’s approximation of the factorial,
n! '
√
2pin en(lnn−1) . (I.3.7)
Stirling’s approximation is good for n > 10 and becomes excellent for
n > 100, hence, it is indeed an asymptotic approximation for large n. But
where did the asymptotic assumption enter?
To answer this question, we first note that x¯ = n is a minimum of f(x),
and accordingly, a maximum of the integrand e−f(x). We then observe from
the definition of f(x), (I.3.2), that with increasing n the value of this ma-
ximum, e−f(n) ∝ nn, increases exponentially. For large n, the integral in
(I.3.1) is therefore dominated by the maximum and its immediate vicinity.
Accordingly, for large n, the Gaussian integration captures the predomi-
nant contribution to the integral in (I.3.1). This is the desired situation of
the GA.
11This is, in fact, not entirely correct, since the integration covers not the whole R.
However, our approximation includes x¯  0, and the error we make is negligible
considering the quality of the GA.
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If only the far asymptotic behaviour is of interest, which is in this case
lnn! ∼ n(lnn − 1), it is sufficient to replace the integral with the maxi-
mum value of the integrand. This 0-th order approximation spares us the
Gaussian integration, which is in this simple example of course pointless,
but represents a major simplification when applying the GA to more in-
volved integrals like WPIs. In the following, we will refer to the factor
e−f(x¯) as the exponential factor, and we will call the result of the Gaussian
integration,
√
2pi/f ′′(x¯), the pre-exponential factor.
I.3.2. The asymptotic method
Having set the conceptional basis in the previous section, we now discuss
the spirit of the GA of constrained WPIs, and will perform the explicit
calculations in the next section.
We have seen in chapter I.1.3 that we can write the solution of a FPE as
the WPI
p(xt, t) =
∫
dx0 p0(x0)
(xt,t)∫
(x0,t0)
Dx(·) e−S[x(·)] (I.3.8)
with the action and Jacobian
S[x(·)] =
∫ t
t0
[
x˙τ−F
(
xτ , τ
)]2
4D
(
xτ , τ
) − J(xτ , τ) dτ , (I.3.9)
J(x, t) =
1
2
F ′(x, t) + 1
4
D′′(x, t) . (I.3.10)
Note that we used Stratonovich convention and are therefore not bothered
with modified calculus.
Suppose we are interested in an integral observable Ω = Ω[x(·)],
Ω[x(·)] :=
∫ t
t0
ω
(
xτ , x˙τ , τ
)
dτ , (I.3.11)
where ω(x, x˙, τ) is the kernel function that defines Ω[x(·)]. To incorporate
the constraint into the WPI, we use the Fourier representation of the
δ-function,
δ(Ω − Ω[x(·)]) = 1
2pi
∫
e ik(Ω − Ω[x(·)] dk . (I.3.12)
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Including δ(Ω−Ω[x(·)]) and the initial distribution via Λ(x0) :=− ln p0(x0)
into the new action S˜[x(·); k], and performing the integral with respect to
xt, we get from (I.3.8) the PDF of the observable in terms of a constrained
WPI,
p(Ω) =
∫
dxt
∫
dx0
∫
dk
2pi
(xt,t)∫
(x0,t0)
Dx(·) P˜ [x(·); k,Ω] (I.3.13a)
P˜ [x(·); k,Ω] = exp [− S˜[x(·); k,Ω]] (I.3.13b)
S˜[x(·); k,Ω] = Λ(x0) +
∫ t
t0
s(xτ , x˙τ , τ ; k) dτ − ikΩ (I.3.13c)
s(xτ , x˙τ , τ ; k) =
[
x˙τ−F (xτ , τ)
]2
4D(xτ , τ)
− J(xτ , τ) + ik ω(xτ , x˙τ , τ) (I.3.13d)
In the spirit of our pedagogical example, the claim is that by applying a
GA to the constrained WPI in the first line, we yield an approximation
for p(Ω). We state that this approximation is asymptotically correct for
rare Ω. This statement is plausible since by choosing rare values for Ω, the
realisations x(·) giving rise to that value are rare by itself and dominate
the integrand P [x(·);Ω]. In other words, by putting in place an exceptio-
nally hard constraint, the variation of x(·) gets substantially narrow, and
the path integral (I.3.13) is dominated by the mode of P [x(·);Ω] and its
immediate vicinity, analogous to the pedagogical example discussed in the
previous section.
However, as in the example of the Γ-function, this argumentation is of rat-
her qualitative nature. The GA of the Γ-function can be put quite straight
forwardly into a systematic shape, for the GA of the WPI, however, the
situation is intricate. In essence, our asymptotic method is equivalent to
the weak noise limit, in which the GA gets asymptotically exact in the
limit of D(x, t) → 0. We could therefore rewrite the diffusion coefficient
D(x, t) 7→ 1
d0
D˜(x, t) such that D˜(x, t) is dimensionless, and put in I.3.13b
the weak noise parameter d0 as a prefactor of the action S˜.12 In the weak
12The terms Λ, J , ω and Ω obtain a prefactor 1/d0. By substituting q := k/d0 and
taking the stationary distribution as initial distribution, only the Jacobian J is left
with the prefactor. But since in the weak noise limit the realisations x(·) loose their
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noise limit, d0→∞, the integrand of the WPI becomes a singularly nar-
row peak, just as choosing a practically impossible value for Ω. The GA
of the WPI (I.3.13) therefore becomes also exact in the weak noise limit.
This formal correspondence can be used to give the asymptotic method a
systematic order of approximation. In section I.3.4, the weak noise para-
meter will be the inverse temperature β = 1/T .
I.3.3. Euler-Lagrange equations
In the previous section we have formulated in (I.3.13b) the constrained
path-probability P [x(·);Ω]. We argued that the GA consists in substitu-
ting the integral of P [x(·, Ω)] with the value of the path-probability at
its mode x¯(·). The mode of P [x(·);Ω] is given by the minimising trajec-
tory x¯(·) and parameter k¯ of the action S˜[x(·); k] under the constraint
Ω = Ω[x¯(·)] ; a variational problem with constraint, where k is the La-
grange parameter.
To obtain x¯(·) and k¯, we need to solve the associated Euler-Lagrange
equation (ELE)
0 =
∂s(x, x˙, τ)
∂x
∣∣∣
x=x(τ)
− d
dτ
∂s(x, x˙, τ)
∂x˙
∣∣∣
x=x(τ)
(I.3.14)
with boundary conditions
∂Λ(x0)
∂x0
=
∂s(x, x˙, τ)
∂x˙
∣∣∣
x=x0
, 0 =
∂s(x, x˙, τ)
∂x˙
∣∣∣
x=xt
. (I.3.15)
The solution of the ELE will depend on the Lagrange parameter k and
has to be adjusted such that the constraint
Ω[x¯(·)] =
∫ t
t0
ω
(
x¯τ , ˙¯xτ , τ
)
dτ (I.3.16)
is satisfied. Due to the analogy to optimisation problems, the minimising
trajectory x¯(·) is also called optimal path.
stochasticity, S is not a stochastic integral anymore, and J does not contribute to
the 0-th order GA.
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Taking the function s(x, x˙, τ) from (I.3.13d) and carrying out the diffe-
rentiations yields the ELE
x¨ =
x˙−F
2D
(
D′(x˙+F ) + 2D˙
)
+ FF ′ + F˙ + 2DJ ′′ + 2Dik(∂x−dt∂x˙)w ,
(I.3.17a)
0 =
x˙0 − F0
2D0
+ ik∂x˙w0 − Λ′0 , (I.3.17b)
0 =
x˙t − Ft
2Dt
+ ik∂x˙wt , (I.3.17c)
where we dropped the arguments of xτ , F (xτ , τ),D(xτ , τ), w(xτ , x˙τ , τ) and
derivatives, and indices denote evaluation at time τ , t0 and t respectively.
The 0-th order result of the GA is accordingly
p(Ω) ∼ e−S[x¯(·), κ¯] . (I.3.18)
The pre-exponential factor can also be obtained, as will be demonstrated in
the next chapter for additive noise. For multiplicative noise, the equations
for the pre-exponential factor gets acutely involved, we therefore refrain
from reporting preliminary results in that general case.
I.3.4. The pre-exponential factor
The determination of the pre-exponential factor for the asymptotic appro-
ximation was achieved in [1], which is the first publication included in this
thesis. The second publication [2] of this thesis follows directly after [1]
and is devoted to a particular application. In the provided reprints of the
publications the force F (x, t) will arise from a time dependent potential,
F (x, t) = −∂xV (x, t), the diffusion coefficient is simply proportional to
temperature, D = 2/β, and the processes are taken to start from equi-
librium, p0(x0) = exp[−βV (x0, t0]/Z0. The observable of interest is work
W , it therefore is w(x, t) = V˙ (x, t), cf. (I.2.17). The application of the
method will be demonstrated for physically relevant choices of V (x, t), in
particular, [2] addresses single molecule spectroscopy.
80
ar
X
iv
:1
10
2.
45
05
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
2 F
eb
 20
11
EPJ manuscript No.
(will be inserted by the editor)
Asymptotics of work distributions: The pre-exponential factor⋆
D. Nickelsen and A. Engel
Universita¨t Oldenburg, Institut fu¨r Physik, 26111 Oldenburg, Germany
Received: date / Revised version: date
Abstract. We determine the complete asymptotic behaviour of the work distribution in driven stochastic
systems described by Langevin equations. Special emphasis is put on the calculation of the pre-exponential
factor which makes the result free of adjustable parameters. The method is applied to various examples
and excellent agreement with numerical simulations is demonstrated. For the special case of parabolic
potentials with time-dependent frequencies, we derive a universal functional form for the asymptotic work
distribution.
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1 Introduction
With the discovery of work [1] and fluctuation [2,3] the-
orems in stochastic thermodynamics (for recent reviews
see [4,5]), the traditional emphasis of statistical mechanics
on averages was extended to include also large deviation
properties. Indeed, averages like the one appearing in the
Jarzynski equality
e−βF = 〈e−βW 〉 (1.1)
are dominated by unlikely realization of the random vari-
able (here the work W ), and detailed information about
the tail of the corresponding probability distribution is
necessary to obtain an accurate result (see e.g. [6]). By
definition, rare realizations are difficult to get, and conse-
quently, numerically and even more experimentally gener-
ated histograms seldom reach far enough into the asymp-
totic regime. It is therefore desirable to have some addi-
tional and independent information about the asymptotic
behaviour of the relevant probability distributions.
In the present paper we use the so-called method of
optimal fluctuation to determine the asymptotics of work
distributions in driven Langevin system. Special emphasis
is put on the calculation of the pre-exponential factor that
makes any fitting between histogram and asymptotics su-
perfluous. By considering various examples, we show that
the results for averages like (1.1) improve significantly if
the pre-exponential factor is included. We use a novel
method [7] to determine this pre-factor which builds on
the spectral ζ-function of Sturm-Liouville operators. The
method is very efficient and straightforward in its numer-
ical implementation. It also allows to handle the case of
zero modes which is relevant in the present situation. For
⋆ Dedicated to Werner Ebeling on the occasion of his 75th
birthday.
harmonic potentials with time-dependent frequency, we
are able to derive the general form of the asymptotics of
the work distribution analytically.
The paper is organized as follows. Section 2 gives the
basic equations and fixes the notation. In section 3 we re-
call the basic steps in the determination of functional de-
terminants from spectral ζ-functions and adapt the pro-
cedure to the present situation. Section 4 discusses two
examples, one that can be solved analytically and merely
serves as a test of the method, and one for which the
analysis has to be completed numerically. In section 5 we
elucidate the particularly interesting case of a harmonic
oscillator with time-dependent frequency. Here, substan-
tial analytic progress is possible. Finally, section 6 con-
tains some conclusions. Some more formal aspects of the
analysis are relegated to the appendices A-C.
2 Basic equations
We consider a driven stochastic system in the time interval
0 ≤ t ≤ T described by an overdamped Langevin equation
of the form
x˙ = −V ′(x, t) +
√
2/β ξ(t) . (2.1)
The degrees of freedom are denoted by x, the time-depen-
dent potential V gives rise to a deterministic drift, and
ξ(t) is a Gaussian white noise source obeying 〈ξ(t)〉 ≡ 0
and 〈ξ(t)ξ(t′)〉 = δ(t−t′). Derivatives with respect to x are
denoted by a prime, those with respect to t by a dot. The
system is coupled to a heat bath with inverse temperature
β. The initial state x(t = 0) =: x0 of the system is sampled
from the equilibrium distribution at t = 0
ρ0(x0) =
1
Z0
exp(−βV0(x0)) (2.2)
I.3. Asymptotic analysis
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with V0(x) := V (x, t = 0) the initial potential and
Z0 =
∫
dx exp(−βV0(x)) (2.3)
the corresponding partition function.
During the process, the system is externally driven and
the potential changes from V0(x) to VT (x) := V (x, t = T )
according to a given protocol. The work performed by the
external driving depends on the particular trajectory x(·)
the system follows and is given by [8]
W [x(·)] =
∫ T
0
dt V˙ (x(t), t) . (2.4)
Due to the random nature of x(·), also W is a random
quantity. According to the general rule of transformation
of probability, its pdf is given by
P (W ) =
∫
dx0
Z0
e−βV0(x0)
∫
dxT
×
x(T )=xT∫
x(0)=x0
Dx(·) p[x(·)] δ(W −W [x(·)]) . (2.5)
The probability measure in trajectory space is [9]
p[x(·)] = N exp
(
− β
4
∫ T
0
dt
(
x˙+ V ′(x, t)
)2)
, (2.6)
where for mid-point discretization in the functional inte-
gral we have
N = exp
(1
2
∫ T
0
dt V ′′(x(t), t)
)
. (2.7)
Using the Fourier representation of the δ-function in (2.5),
we find
P (W ) =N
∫
dx0
Z0
∫
dxT
×
∫
dq
4π/β
x(T )=xT∫
x(0)=x0
Dx(·) e−βS[x(·),q] (2.8)
with the action
S[x(·), q] = V0(x0)+
T∫
0
dt
[1
4
(x˙+V ′)2+
iq
2
V˙
]
− iq
2
W . (2.9)
The asymptotic behaviour of P (W ) may now be deter-
mined by utilizing the contraction principle of large devi-
ation theory [10]. Roughly speaking, this principle stipu-
lates that the probability of an unlikely event is given by
the probability of its most probable cause [11,12]. In the
present context this means that whereas typical values of
W are brought about by a variety of different trajectories
x(·), the rare values from the tails of P (W ) are predom-
inantly realized by one particular path x¯(·) maximizing
P [x(·)] := ρ0(x0)p[x(·)] under the constraintW = W [x(·)].
A convenient way to implement this idea in the present
context, is to evaluate the integrals in (2.8) by the saddle-
point method. This is formally equivalent to considering
the weak noise limit β →∞.
Let us therefore study expression (2.8) in the vicinity
of a particular trajectory x¯(·) and a particular value q¯ of
q. We put x(t) = x¯(t) + y(t) and q = q¯ + r and expand
up to second order in y(·) and r. After several partial
integrations, we find
S[x(·), q] = S¯ + Slin + Squad + . . . (2.10)
where
S¯ =S[x¯(·), q¯] , (2.11)
Slin =
1
2
[
(V¯ ′0 − ˙¯x0)y0 + (V¯ ′T + ˙¯xT )yT
−
∫ T
0
dt (¨¯x+ ˙¯V ′ − V¯ ′V¯ ′′ − iq¯ ˙¯V ′) y
− ir
(
W −
∫ T
0
dt ˙¯V
)]
, (2.12)
Squad =
1
4
[
(V¯ ′′0 y0 − y˙0)y0 + (V¯ ′′T yT + y˙T )yT
+
∫ T
0
dt y
(
− d
2
dt2
+ V¯ ′′2 + V¯ ′V¯ ′′′ − (1−iq¯) ˙¯V ′′
)
y
+ 2ir
∫ T
0
dt ˙¯V ′y
]
. (2.13)
Here, the notation V¯ := V (x¯(t), t) and similarly for the
derivatives of V has been used.
The most probable trajectory x¯(·) realizing a given
value W of the work is specified by the requirement that
Slin has to vanish for any choice of y(·) and r. We hence
get the Euler-Lagrange equation (ELE)
¨¯x+ (1 − iq¯) ˙¯V ′ − V¯ ′V¯ ′′ = 0 (2.14)
together with the boundary conditions
˙¯x0 − V¯ ′0 = 0, ˙¯xT + V¯ ′T = 0 . (2.15)
From the term proportional to r we find back the con-
straint
W =
∫ T
0
dt ˙¯V . (2.16)
Note that for given W the solution for x¯(·) is usually
unique and includes the optimal choice of its initial and
final point.
Neglecting contributions stemming from Squad, we ar-
rive at the estimate
P (W ) ∼ exp(−βS¯) (2.17)
giving the leading exponential term for the asymptotic
behaviour of P (W ). It is solely determined by the optimal
I. Stochastic Thermodynamics
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trajectory itself: Using the properties (2.14), (2.15) and
(2.16) of x¯(·) in (2.9), one can show
S¯ =− W
2
+
1
2
(V¯T + V¯0)− 1
4
(x¯T V¯
′
T + x¯0V¯
′
0 )
+
1
4
∫ T
0
dt V¯ ′(V¯ ′ − x¯V¯ ′′) + 1− iq¯
4
∫ T
0
dt x¯ ˙¯V ′ . (2.18)
In many cases an improved estimate including the pre-
exponential factor is desireable. To obtain it, also the
neighbourhood of the optimal trajectory has to be taken
into account. This is possible by retaining Squad in the
exponent and by performing the Gaussian integrals over
y0, yT , y(·) and r.
In order to calculate
I :=
∫
dy0
∫
dyT
∫
dr
4π/β
y(T )=yT∫
y(0)=y0
Dy(·) e−βSquad[y(·),r] , (2.19)
we determine the eigenvalues λn and normalized eigen-
functions ϕn(t) of the operator A defined by (cf. (2.13))
A := − d
2
dt2
+ (V¯ ′′)2 + V¯ ′V¯ ′′′ − (1− iq¯) ˙¯V ′′ (2.20)
together with the Robin-type boundary conditions
V¯ ′′0 ϕn(0)−ϕ˙n(0) = 0, V¯ ′′T ϕn(T )+ϕ˙n(T ) = 0 . (2.21)
Next we expand
y(t) =
∑
n
cnϕn(t) (2.22)
and replace the integrations over y0, yT and y(·) by inte-
grations over the expansion parameters cn according to
I =J
∫ ∏
n
dcn√
4π/β
×
∫
dr
4π/β
exp
(
− β
4
∑
n
λnc
2
n −
iβr
2
∑
n
cndn
)
. (2.23)
Here, we have introduced the notation
dn :=
∫ T
0
dt ϕn(t)
˙¯V ′(t) , (2.24)
and J is a factor stemming from the Jacobian of the trans-
formation of integration variables. With this transforma-
tion being linear, the Jacobian is a constant; with trans-
formations between the eigenfunction systems of different
operators being orthogonal, this constant cannot depend
on the special form of V . In appendix A we show by com-
parison with an exactly solvable case that
J =
√
8π
β
. (2.25)
Assuming that all eigenvalues are strictly positive, as nec-
essary for x¯(·) being a minimum of S[x(·)], the cn integrals
may be performed and we find
I =
√
8π
β
1√∏
n λn
∫
dr
4π/β
exp
(
− βr
2
4
∑
n
d 2n
λn
)
. (2.26)
Integrating finally over r, we are left with
I =
√
2√∏
n λn
1√∑
n
d2n
λn
. (2.27)
Using∏
n
λn = detA and
∑
n
d2n
λn
= 〈 ˙¯V ′|A−1| ˙¯V ′〉 , (2.28)
we finally get
P (W ) =
N√2
Z0
e−βS¯√
detA 〈 ˙¯V ′|A−1| ˙¯V ′〉
(
1+O(1/β)) . (2.29)
This is the main result of this section. The same expression
was obtained in [13] from a discretization of the functional
integral.
3 Calculating determinants from spectral
ζ-functions
The determination of the extremal action S¯ occurring in
(2.29) requires the solution of the ELE (2.14). Although
this can be done analytically only in a few exceptional
cases, its numerical solution poses in general no difficulty.
Similarly, the calculation of 〈 ˙¯V ′|A−1| ˙¯V ′〉 is rather straight-
forward. One solves the ordinary differential equation
Aψ(t) = ˙¯V ′(t) (3.1)
with boundary conditions (2.21) and uses
〈 ˙¯V ′|A−1| ˙¯V ′〉 =
∫ T
0
dt ψ(t) ˙¯V ′(t) . (3.2)
The determination of detA is somewhat more involved.
We will use a method introduced recently [7], see also [14],
building on the spectral ζ-function of Sturm-Liouville op-
erators. The essence of the method is contained in the
relation
detA
detAref
=
F (0)
Fref(0)
, (3.3)
where the eigenvalues λn of A are given by the zeros of
F (λ), and similarly Fref(λ) = 0 determines the eigenvalues
of the reference operator Aref . Moreover, one has to ensure
F (λ)/Fref(λ) → 1 for |λ| → ∞. For operators of the type
considered here,
A = − d
2
dt2
+ g(t) , (3.4)
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with homogeneous Robin boundary conditions
aϕ(t = 0) + b ϕ˙(t = 0) = 0 , (3.5)
c ϕ(t = T ) + d ϕ˙(t = T ) = 0 , (3.6)
a convenient choice for F (λ) is [7]
F (λ) = cχλ(T ) + dχ˙λ(T ) , (3.7)
where χλ(t) is the solution of the initial value problem
Aχλ(t) = λχλ(t), χλ(0) = −b, χ˙λ(0) = a . (3.8)
Note that χλ(t) is defined for general λ. The initial condi-
tion in (3.8) is chosen such that χλ(t) satisfies the bound-
ary condition (3.5) at t = 0 for all values of λ. Only if
λ coincides with one of the eigenvalues of A, λ = λn,
the boundary condition at t = T is satisfied as well. In
this case χλ is proportional to the eigenfunction ϕn cor-
responding to λn. The roots of the equation F (λ) = 0 are
therefore indeed the eigenvalues of A.
In appendix B we show that for the reference operator
Aref = − d
2
dt2
(3.9)
with boundary conditions (3.5), (3.6) one finds
detAref
Fref(0)
= − 2
bd
. (3.10)
Hence, combining (3.3) and (3.10), the determination of
detA boils down to the solution of the initial value prob-
lem (3.8). Numerically, this is again straightforward.
4 Examples
4.1 The sliding parabola
The simplest example for the class of problems considered
is provided by a Brownian particle dragged by a harmonic
potential moving with constant speed [15,16,17,18]
V (x, t) =
(x − t)2
2
. (4.1)
In this case, the full distribution P (W ) is known analyti-
cally [15,17]:
P (W ) =
√
β
2πσ2W
exp
(
− β (W − σ
2
W /2)
2
2σ2W
)
(4.2)
where
σ2W = 2(T − 1 + e−T ) . (4.3)
This example hence merely serves as a test of our method.
To apply (2.29), we first note that
N = eT/2 and Z0 =
√
2π
β
. (4.4)
Moreover, the ELE (2.14) is linear and can be solved an-
alytically:
x¯(t;W ) =
1
2
(2t+ e−t − et−T )−W (2 − e
−t − et−T )
2(T + e−T − 1) .
Using this result in (2.18), we find
S¯ =
(W − (T + e−T − 1))2
4(T + e−T − 1) . (4.5)
The operator A defined in (2.20) is, for the potential (4.1),
given by
A = − d
2
dt2
+ 1 (4.6)
with boundary conditions
ϕn(0)− ϕ˙n(0) = 0, ϕn(T ) + ϕ˙n(T ) = 0 . (4.7)
In order to determine F (0), we have to solve the initial
value problem
− χ¨0 + χ0(t) = 0, χ0(0) = 1, χ˙0(0) = 1 . (4.8)
The solution is χ0(t) = e
t implying (cf. (3.7)) F (0) = 2eT .
Using (3.3) and (3.10) we hence find
detA = 4eT . (4.9)
Finally, ˙¯V ′ = −1, and in order to calculate 〈 ˙¯V ′|A−1| ˙¯V ′〉,
we have to solve
ψ¨(t)− ψ(t) = 1 ,
ψ(0)− ψ˙(0) = 0, ψ(T ) + ψ˙(T ) = 0 (4.10)
which gives
ψ(t) =
1
2
(et−T + e−t − 2) . (4.11)
Plugging this into (3.2) yields
〈 ˙¯V ′|A−1| ˙¯V ′〉 = T + e−T − 1 . (4.12)
Combining (2.29), (4.4), (4.5), (4.9), and (4.12), we find
back (4.2). Since P (W ) is Gaussian, the quadratic expan-
sion around the saddle-point already reproduces the com-
plete distribution, i.e. there are no higher order terms in
(2.29).
4.2 The evolving double-well
As a more involved example, we discuss the time-depen-
dent potential proposed in [19]
V (x, t) = α1x
4 + α2(1− rt)x2 . (4.13)
For t < 1/r, the potential has a single minimum, for
t > 1/r, it evolves into a double-well. We consider the
time interval 0 < t < T = 2/r which places the transition
I. Stochastic Thermodynamics
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Fig. 4.1: Numerical determination of the asymptotic work distribution for the evolving double well (4.13) with α1 = 1/2,
α2 = 6, T = 1 and β = 1: (a) optimal trajectories x¯(t;W ), colours code values of the workW , (b) Lagrange parameter
iq¯, (c) determinant detA of the fluctuation operator A, and (d) quadratic form 〈 ˙¯V ′|A−1| ˙¯V 〉, all as function of W .
at t = T/2. In contrast to the previous example, neither
the work distribution, nor its asymptotics can be deter-
mined using solely analytical techniques. We will therefore
generate the work distribution from simulations and solve
the equations fixing the asymptotics numerically.
To begin with, we have from (2.3) and (2.7)
Z0 =
∫
dx exp
[− β(α1x4 + α2x2)] (4.14)
N = exp [(6α2x2 + α2)T − 1
2
α2rT
2
]
. (4.15)
The ELE (2.14) reads
¨¯x =48α21x¯
5 + 32α1α2(1− rt)x¯3
+
[
4α22(1− rt)2 + 2α2r(1 − iq¯)
]
x¯ , (4.16)
and its boundary conditions (2.15) are of the form
˙¯x0 = 4α1x¯
3
0 + 2α2x¯0 ,
˙¯xT = −4α1x¯3T − 2α2(1− rT )x¯T . (4.17)
The constraint (2.4) is
W = α2r
∫ T
0
dt x¯(t; q¯)2 . (4.18)
These equations can be solved numerically using a stan-
dard relaxation algorithm. The resulting optimal trajecto-
ries x¯(t;W ) and the corresponding Lagrange parameters
iq¯(W ) are shown in Fig. 4.1a and Fig. 4.1b, respectively.
Due to the mirror symmetry of the potential, there are for
each value of W two optimal trajectories ±x¯(t;W ), from
which we only display the positive one. The operator A
I.3. Asymptotic analysis
85
6 D. Nickelsen, A. Engel: Asymptotics of work distributions: The pre-exponential factor
−30 −25 −20 −15 −10 −5 0
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
W
P
(W
)
 
 
simulation
asymptotes
(a)
−30 −25 −20 −15 −10 −5 0
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
W
P
(W
)
 
 
simulation (105)
simulation (108)
asymptotes
(b)
−40 −35 −30 −25 −20 −15 −10
0
2
4
6
8
10
12
14 x 10
6
W
P
(W
)
·e
x
p
(−
β
W
)
 
 
simulation (105)
simulation (108)
asymptote
(c)
−40 −35 −30 −25 −20 −15 −10 −5
100
101
102
103
104
105
106
107
W
P
(W
)
·e
x
p
(−
β
W
)
 
 
simulation (105)
simulation (108)
asymptote
(d)
Fig. 4.2: Work distribution for the evolving double-well (4.13) for α1 = 1/2, α2 = 6, T = 1 and β = 1. The histogram
and the symbols show results from simulation of the Langevin dynamics (2.1), the lines give the asymptotic forms
(5.30) (full) with and (2.17) (dashed) without the pre-exponential factor. Subfigures (a) and (b) show a linear and
logarithmic plot respectively of the work distribution itself, subfigures (c) and (d) display the distribution weighted
with the factor e−βW as appearing, e.g., in the Jarzynski equality (1.1). In (b) and (d) circles and crosses represent
histograms based on 105 and 108 work values respectively, in (c) results from 108 trajectories are shown in light blue.
from (2.20) acquires the form
A = − d
2
dt2
+ 240α21x¯
4 + 96α1α2(1− rt)x¯2
+ 2α2r(1 − iq¯) + 4α22(1− rt)2 (4.19)
with the boundary conditions (2.21)[
12α1x¯
2
0 + 2α2
]
ϕn(0)− ϕ˙n(0) = 0 ,[
12α1x¯
2
T + 2α2(1 − rT )
]
ϕn(T ) + ϕ˙n(T ) = 0 . (4.20)
To obtain detA from (3.3), we determine according to
(3.7)
F (0) =
[
12α1x¯
2
T + 2α2(1− rT )
]
χ0(T ) + χ˙0(T ) (4.21)
by solving numerically the initial value problem (3.8)
χ¨0(t) =
[
240α21x¯
4 + 96α1α2(1− rt)x¯2
+ 2α2r(1 − iq¯) + 4α22(1− rt)2
]
χ0(t) = 0 ,
χ˙0(0) = 1, χ˙0(T ) = 12α1x¯
2
T + 2α2 . (4.22)
Note that this has to be done for each value of W sep-
arately by using the appropriate results for x¯(t;W ) and
q¯(W ). The result for detA as a function of W is depicted
in Fig. 4.1c.
The last ingredient for the pre-exponential factor is
〈 ˙¯V ′|A−1| ˙¯V 〉 from (3.2). To determine it, we need to solve
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the boundary value problem (3.1), (2.21)
ψ¨(t)− [240α21x¯4 + 96α1α2(1− rt)x¯2
+ 2α2r(1 − iq¯) + 4α22(1− rt)2
]
ψ(t) + 2α2rx¯
ψ˙(0) =
(
12α1x¯
2
0 + 2α2
)
ψ(0)
ψ˙(0) = −[12α1x¯2T + 2α2(1− rT )]ψ(T ) (4.23)
for each x¯(t;W ) and q¯(W ) and use the result in (3.2)
〈 ˙¯V ′|A−1| ˙¯V 〉 = −2α2r
∫ T
0
dt x¯(t)ψ(t) . (4.24)
The values for 〈 ˙¯V ′|A−1| ˙¯V 〉 obtained in this way are shown
in Fig. 4.1d.
Plugging the numerical results for N , Z0, x¯, iq¯, detA
and 〈 ˙¯V ′|A−1| ˙¯V 〉 into (2.29) and adding an additional fac-
tor 2 to account for the two equivalent solutions ±x¯(t;W )
for each value of W , we obtain the final result for the
asymptotic form of the work distribution.
To investigate the accuracy of this result, we employed
the Heun scheme to simulate the Langevin equation (2.1).
In Fig. 4.2a we show the resulting histogram of 108 work
values and the asymptotic behaviour determined above.
The dashed lines represent the incomplete asymptotic form
(2.17) without pre-exponential factor, whereas the full line
shows the complete asymptotics. In the former case an
overall constant factor has to be adjusted, in the latter
no free parameters remain. If the region of work values
−30 < W < −20 accessible from the simulation using 108
trajectories is utilized for the fit in the incomplete asymp-
totics, the two asymptotic expressions almost coincide in
the tail of the distribution. Away from the asymptotic
regime, however, they differ markedly from each other. If,
therefore, less data would be available, the fitted incom-
plete asymptotics could badly fail to reproduce the true
asymptotic behaviour, see also Fig. 5.1b. The parameter-
free complete asymptotics is clearly advantageous.
Furthermore, there is a broad range of excellent agree-
ment between histogram and complete asymptotics. This
becomes in particular apparent when examining the
weighted work distributions P (W ) exp(−βW ) shown in
Fig. 4.2c and Fig. 4.2d. The average 〈exp(−βW )〉 appear-
ing in the Jarzynski equality (1.1) could already be accu-
rately determined without the histogram at all by using
nothing more than the complete asymptotics of P (W ).
5 The breathing parabola
A particularly interesting class of examples is provided by
harmonic oscillators with time dependent frequency [20,
21]
V (x, t) =
k(t)
2
x2 . (5.1)
Except for some special choices of k(t), the full pdf of
work is not known analytically. For our purpose the case
of a monotonously decreasing function k(t) is most ap-
propriate. Then W ≤ 0 and we aim at determining the
asymptotic form of P (W ) for W → −∞.
The ELE (2.14) is given by
¨¯x+
(
(1− iq¯)k˙ − k2)x¯ = 0 (5.2)
whereas the boundary conditions (2.15) acquire the form
x˙0 = k0 x0 and x˙T = −kT xT . (5.3)
These equations constitute themselves a Sturm-Liouville
eigenvalue problem. Consequently, there are infinitely
many values q¯(0), q¯(1), ... for q¯. Due to the mirror sym-
metry of the potential, each value q¯(n) again admits two
non-trivial solutions ±x¯(n)(·).
The somewhat unusual feature of this situation is that
the different solutions q¯(n) are not related to the value W
of the constraint. Also, the functional form of x¯(n)(·) is
independent of W . The connection with the work value
W under consideration is brought about exclusively by
the prefactor of x¯(n)(·) which in view of (2.4) and (5.1)
must be
√|W |.
For the saddle-point approximation in (2.8) this means
that for any value of W there are infinitely many station-
ary points of P [x(·)]. Moreover, from (2.20) and (2.21) we
find
A = − d
2
dt2
− (1− iq¯)k˙ + k2 , (5.4)
k0 x0 − x˙0 = 0 , kT xT + x˙T = 0 . (5.5)
Comparing this with (5.2), (5.3) it is seen that the fluctu-
ations around the optimal path x¯(·) are governed by the
same operator as the optimal path itself, as usual for a
quadratic action. Together with the homogeneous bound-
ary conditions (2.15), this implies that every saddle-point
{q¯(n),±x¯(n)(·)} has a zero mode, namely the optimal path
x¯(n)(·) itself. From Courant’s nodal theorem we know that
x¯(n)(·) has n nodes. But if the Hessian of the saddle-
point {q¯(n),±x¯(n)(·)} has the eigenfunction x¯(n)(·) with
zero eigenvalue and n nodes, it consequently must have
(n − 1) eigenfunctions with negative eigenvalues. There-
fore, only the solutions {q¯(0),±x¯(0)(·)} of the ELE corre-
spond to maxima of P [x(·)], all other solutions are saddle-
points with unstable directions. These solutions are irrel-
evant for the asymptotics of P (W ), and it is therefore
sufficient to determine the solutions to (5.2), (5.3) with
the smallest value q¯(0)of q¯. To lighten the notation, we
will denote the corresponding solutions in the following
simply by {q¯,±x¯(·)}.
The general expression (2.18) for S¯ greatly simplifies
for a parabolic potential. First xV ′ = 2V , and the second
and the third term in (2.18) cancel. Similarly, xV ′′ = V ′
and the forth term vanishes. Finally, xV˙ ′ = 2V˙ and the
last term becomes proportional to W . We hence find the
compact expression
S¯ =
iq¯
2
|W | . (5.6)
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A complication also arises in the determination of the
pre-exponential factor. Here we cannot use (2.29) because
the zero-mode makes detA = 0 and hence A−1 becomes
singular. Nevertheless, we may proceed as in section 2 up
to eq. (2.23) which now reads
I =
√
8π
β
∫ ∏
n
dcn√
4π/β
×
∫
dr
4π/β
exp
(
− β
4
∑
n≥1
λnc
2
n −
iβr
2
∑
n
cndn
)
. (5.7)
Integrating over cn with n ≥ 1 yields
I =
√
8π
β
1√
detA′
∫
dc0√
4π/β
×
∫
dr
4π/β
exp
(
− βr
2
4
∑
n≥1
d 2n
λn
− iβr
2
c0d0
)
, (5.8)
where we have used the usual notation
detA′ :=
∏
n≥1
λn (5.9)
for a determinant omitting the zero mode. The remaining
integrals over r and c0 are Gaussian and give
I =
√
2√
d20 detA
′ , (5.10)
so that we end up with
P (W ) = 2
N√2
Z0
e−βS¯√
d20 detA
′
(
1 +O(1/β)) , (5.11)
where the leading factor of 2 again accounts for the two
equipollent saddle-points {q¯,±x¯(·)}. Comparing this re-
sult with (2.29), we realize that in the presence of a zero-
mode we have to replace detA 〈 ˙¯V ′|A−1| ˙¯V ′〉 by detA′ d20.
In view of (2.28), this is quite intuitive: With λ0 tending to
zero, 〈 ˙¯V ′|A−1| ˙¯V ′〉 becomes more, and more dominated by
d20/λ0 and cancelling λ0 between detA and 〈 ˙¯V ′|A−1| ˙¯V ′〉
leaves us with (5.11).
We may finally express d0 and detA
′ in terms of x¯. The
former is calculated from its definition (2.24) and ϕ0 =
x¯/‖x¯‖:
d0 =
∫ T
0
dt ϕ0
˙¯V ′ =
∫ T
0
dt
x¯
‖x¯‖ k˙x¯ =
2W
‖x¯‖ . (5.12)
The determination of detA′ may be accomplished by im-
plementing a slight variation of the method described in
section 3 [7]. As shown in appendix C, eq. (3.3) has to be
replaced by
detA′
detAref
=
F˜ (0)
Fref(0)
(5.13)
where
F˜ (0) =
d ‖χ0‖2
χ0(T )
. (5.14)
Using d = 1 and χ0 = x¯/x¯(0), we find from (3.10)
detA′ = 2
‖x¯‖2
x¯0 x¯T
. (5.15)
Therefore, (5.11) may be written as
P (W ) =
N
Z0
√
x¯0 x¯T
|W | e
−β iq¯2 |W |
(
1 +O(1/β)) , (5.16)
where
N = exp
(1
2
∫ T
0
dt k(t)
)
(5.17)
and
Z0 =
√
2π
βk0
(5.18)
are easily calculated.
We hence find for parabolas with time dependent fre-
quency the universal asymptotic form
P (W ) ∼ C1
√
β
|W | e
−β C2 |W | (5.19)
with only the constants C1 and C2 depending on the spe-
cial choice for k(t). Note also that in this case the solution
of the ELE is sufficient to get the full asymptotics includ-
ing the prefactor.
As a simple example we first discuss the case
k(t) =
{
k0 for 0 ≤ t ≤ τ
kT for τ < t ≤ T . (5.20)
Here, P (W ) may again be calculated exactly. The parti-
cle gains energy only at t = τ , where its position is still
distributed according to ρ0(x). With ∆ = k0−kT > 0, we
hence find
P (W ) =
∫
dxτ ρ0(xτ ) δ(W +
∆
2
x2τ )
=
√
βk0
π∆|W | exp
(
− β k0
∆
|W |
)
. (5.21)
The ELE (5.2) is of the form
¨¯x− (1− iq¯)∆δ(t− τ)x¯ − k2x¯ = 0 (5.22)
and has the solution
x¯(t) =

√
2|W |
∆ e
k0(t−τ) for 0 ≤ t ≤ τ√
2|W |
∆ e
−kT (t−τ) for τ ≤ t ≤ T
(5.23)
where
(1− iq¯) = −k0 + kT
∆
. (5.24)
Using this result in (5.16) and (5.6), we find back (5.21).
A somewhat more general example is given by
k(t) =
1
1 + t
. (5.25)
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Fig. 5.1: Work distribution for a breathing parabola (5.1) with protocol (5.25) for T = 2 and β = 1. The histogram
and the symbols show results from simulation of the Langevin dynamics (2.1), the lines give the asymptotic forms
(5.30) (full) with and (2.17) (dashed) without the pre-exponential factor. Subfigures (a) and (b) show a linear and
logarithmic plot respectively of the work distribution itself, subfigures (c) and (d) display the distribution weighted
with the factor e−βW as appearing, e.g., in the Jarzynski equality (1.1). Circles and squares represent histograms
based on 105 and 108 work values respectively, in (c) results from 108 trajectories are shown in light blue.
Here P (W ) is not known exactly, nevertheless, some an-
alytical progress can be made in the determination of its
asymptotics. To begin with, we have
N = √1 + T and Z0 =
√
2π
β
. (5.26)
The ELE (5.2) can be solved analytically with the result
x¯(t) = ±
√|W |√
g(µ)
√
1 + t
×
(
2µ cos(µ ln(1 + t)) + sin(µ ln(1 + t))
)
. (5.27)
Here, with ν = 2µ ln(1 + T ),
g(µ)=
1
2
[(
µ− 1
4µ
)
sin ν − cos ν + 1 + ν(µ+ 1
4µ
)]
> 0 ,
(5.28)
and µ =
√
iq¯ − 9/4 is the smallest root of
(4µ2− 3) sin ν
2
− 8µ cos ν
2
= 0 . (5.29)
This equation has to be solved numerically. The solution
for µ yields the value of iq¯, determines the prefactor of x¯
in (5.27), and therefore fixes the complete asymptotics via
(5.16).
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For the special case T = 2 we find µ ∼= 1.184 implying
iq¯ ∼= 3.654 which results into
P (W ) ∼ 1.021
√
β
|W | e
−1.827β |W | . (5.30)
In Fig. 5.1 we compare this asymptotics with results from
numerical simulations of the Langevin equation. Here the
incomplete asymptotics represented by the dashed line
was fitted to the numerical results from 105 realizations. It
is clearly seen in the logarithmic plots (b) and (d) that this
procedure does not yield reliable results for the far tail of
the distributions. The full asymptotics including the pre-
exponential factor is again clearly superior and describes
the true distribution up to rather large values of W .
6 Conclusion
In the present paper, we have shown how the complete
asymptotic behaviour of work distributions in driven
Langevin systems may be determined. The calculation of
the pre-exponential factor was accomplished by a method
building on the spectral ζ-function of the operator de-
scribing the quadratic fluctuations around the optimal
trajectory. We have shown that the inclusion of the pre-
exponential factor improves the asymptotics significantly
and simplifies its application due to the absence of free pa-
rameters. For the examples considered, our results for the
asymptotics match the outcome of extensive simulations
perfectly and reach far into the region of work values acces-
sible to simulations or experiments with moderate sample
sizes.
For the class of harmonic systems with time-dependent
frequency, we established the universal form
P (W ) ∼ C1
√
β
|W | e
−β C2 |W | (6.1)
of the asymptotic work distribution with only the two con-
stants C1 and C2 depending on the detailed time-depen-
dence of the frequency. We note that this form is at vari-
ance with the findings of Speck and Seifert [22] who claim
that the work distribution for Langevin systems with slow
but finite driving must always be Gaussian. Our general
result (6.1) shows that while being presumably correct
for the central part of the distribution, their statement
does not hold for the asymptotics. We also note that the
same asymptotic behaviour was found recently for a two-
dimensional Langevin system with linear non-potential
forces [23].
In view of the complex general expression (2.18) for the
exponent in the asymptotics, in which all terms depend
in a rather implicit way on the work value W , a further
identification of universality classes for asymptotic work
distributions remains an open challenge.
We would like to thank Daniel Grieser for clarifying remarks
on the determinant of Sturm-Liouville operators and Markus
Niemann for helpful discussions.
A Calculation of J
Consider as special case of (2.1) the Langevin equation
x˙ = −cx+
√
2/β ξ(t) (A.1)
with some real constant c. According to (2.6) and (2.7) the
propagator of the corresponding Fokker-Planck equation
is given by
p(xT ,T |x0, 0) =
ecT/2
x(T )=xT∫
x(0)=x0
Dx(·) exp
(
− β
4
∫ T
0
dt
(
x˙+ cx
)2)
. (A.2)
From the normalization condition
∫
dxT p(xT , T |x0, 0) = 1,
we have
1 = ecT/2
√
β(a+ c)
4π
∫
dx0 exp
(
− β(a+ c)
4
x20
)
×
∫
dxT
x(T )=xT∫
x(0)=x0
Dx(·) exp
(
− β
4
∫ T
0
dt
(
x˙+ cx
)2)
,
where a > −c denotes some other real constant. By partial
integration we find
1 = ecT/2
√
β(a+ c)
4π
∫
dx0
∫
dxT
×
x(T )=xT∫
x(0)=x0
Dx(·) exp
(
−β
4
[
(ax0 − x˙0)x0 + (cxT + x˙T )xT
+
∫ T
0
dt x
(− d2
dt2
+ c2
)
x
])
= ecT/2
√
β(a+ c)
4π
J 1√
detA
, (A.3)
where the operator A is defined by
Aϕ = −ϕ¨+ c2ϕ ,
aϕ(0)− ϕ˙(0) = 0, c ϕ(T ) + ϕ˙(T ) = 0 . (A.4)
With the methods described in section 3 we easily find
detA = 2(a+ c) ecT , (A.5)
and comparison with (A.3) yields
J =
√
8π
β
. (A.6)
Note that this value does not depend on a and c and is
therefore valid for all situations considered in the present
paper.
I. Stochastic Thermodynamics
90
D. Nickelsen, A. Engel: Asymptotics of work distributions: The pre-exponential factor 11
B Calculation of detAref and Fref(0)
In this appendix we calculate the determinant of the op-
erator
Aref = − d
2
dt2
(B.1)
with boundary conditions
aϕ(t = 0) + b ϕ˙(t = 0) = 0 (B.2)
c ϕ(t = T ) + d ϕ˙(t = T ) = 0 . (B.3)
The main point for introducing this reference operator is
that the ratio of determinants of two Sturm-Liouville oper-
ators has much nicer analytic properties than each deter-
minant individually [14]. Intuitively, this is related to the
fact that in the naive interpretation of the determinant as
product of all eigenvalues each determinant separately is
clearly infinite, whereas their ratio may remain bounded.
Our derivation closely follows [14], where the correspond-
ing analysis for Dirichlet boundary conditions was given.
We start with
detAref = e
−ζ′ref (0) , (B.4)
where
ζref(s) :=
∞∑
n=1
λ −sref,n (B.5)
is the spectral ζ-function of the operator Aref with λref,n
denoting its eigenvalues [7]. Let χλ(t) be the solution of
− χ¨λ(t) = λχλ(t), χλ(0) = −b, χ˙λ(0) = a . (B.6)
Then
Fref(λ) := cχλ(T ) + dχ˙λ(T ) (B.7)
has zeros at all eigenvalues λ = λref,n of Aref . Correspond-
ingly, d lnFref(λ)/dλ has poles at these eigenvalues with
residua given by their multiplicities. We may hence write
ζref(s) =
1
2πi
∫
c
dλλ−s
d
dλ
lnFref(λ) , (B.8)
where the contour c starts at λ = ∞ + iǫ, goes down
parallel to the real axis, makes a half-circle around the
lowest eigenvalue λref,1 > 0 and continues parallel to the
real axis to λ =∞− iǫ.
For the simple case of Aref we may solve (B.6) and
determine Fref(λ) explicitly:
Fref(λ) = (ad− bc) cos
√
λT +(ca+ bdλ)
sin
√
λT√
λ
. (B.9)
From this result we find
d
dλ
lnFref(λ) ∼
√
λ (B.10)
for large |λ|. Provided s > 1/2, we may hence deform c
to the contour starting at λ = −∞ + iǫ, going up to a
half-circle around λ = 0 and running back to −∞ − iǫ.
Taking into account that the integrand has a branch cut
along the negative real axis and substituting λ = −x± iǫ,
we find (for s > 1/2)
ζref(s) =
sinπs
π
∫ ∞
0
dxx−s
d
dx
lnFref(−x) (B.11)
=
sinπs
π
∫ ∞
0
dxx−s
d
dx
ln
[
(ad−bc) cosh(√xt)
+(ca−bdx) sinh
√
xt√
x
]
.
(B.12)
In order to use this expression in (B.4) it has to be analyt-
ically continued to s = 0. No problems arise at the lower
limit of integration, x = 0. Using the representation
d
dx
lnFref(−x) = T
2
√
x
+
1
2x
(B.13)
+
d
dx
ln
[ad− bc
2
√
x
(1 + e−2
√
xT )
+
ca/x− bd
2
(1− e−2
√
xT )
]
,
we see, however, that the first two terms entail divergences
at large x for s → 0. Splitting the integral in (B.12) at
x = 1, these dangerous terms may be integrated explicitly
and the continuation to s = 0 presents no further prob-
lems.
At the end we find
ζ′ref(s = 0) = − ln
(
2
bd
(cb− ad− caT )
)
(B.14)
implying
detAref =
2
bd
(cb − ad− caT ) . (B.15)
To use this result in (3.3), we have finally to determine
Fref(0). To this end, we need the solution χ0(t) of
Arefχ0 = −χ¨0 = 0 , χ0(0) = −b, χ˙0(0) = a (B.16)
which is given by
χ0(t) = at− b . (B.17)
Then
Fref(0) = cχ0(T ) + dχ˙0(T ) = acT − cb+ da (B.18)
which, of course, also follows from (B.9) for λ→ 0. Com-
bining (B.15) and (B.18) we arrive at (3.10).
C Calculation of detA′
In this appendix we sketch the calculation of the deter-
minant of a Sturm-Liouville operator omitting its zero
mode for the case of Robin boundary conditions, where
we closely follow [7]. The main idea is to replace F (λ) as
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defined in (3.7) by a function that is zero only at the non-
zero eigenvalues of A and behaves asymptotically in the
same way as F (λ). Then all calculations may be done as
before, and we end up with a relation similar to (3.3).
To get an idea how the replacement of F (λ) may look
like, it is instructive to consider the scalar product be-
tween the zero-mode χ0 of A and a general solution χλ
of (3.8). Note that then χ0 fulfils both the boundary con-
ditions at t = 0 and t = T whereas χλ fulfils for general
λ only the one at t = 0 as specified in (3.8). We find by
partial integration
λ〈χ0|χλ〉 = 〈χ0|Aχλ〉
= −χ0χ˙λ|T0 + χ˙0χλ|T0 + 〈Aχ0|χλ〉
= −χ0(T )
d
(cχλ(T ) + dχ˙λ(T )) (C.1)
implying
F (λ) = cχλ(T ) + dχ˙λ(T ) = − d
χ0(T )
λ〈χ0|χλ〉 . (C.2)
Hence
F˜ (λ) =
λ− 1
λ
F (λ) = (1 − λ)d 〈χ0|χλ〉
χ0(T )
, (C.3)
vanishes at all eigenvalues λn > 0 (since F does), remains
non-zero for λ = λ0 = 0 (cf. C.2) and behaves asymp-
totically for large λ exactly as F . Similarly to the case
without zero modes, one hence finds
detA′
detAref
=
F˜ (0)
Fref(0)
(C.4)
which coincides with (5.13).
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Abstract. The asymptotic tails of the probability distributions of thermody-
namic quantities convey important information about the physics of nanoscopic
systems driven out of equilibrium. We apply a recently proposed method to an-
alytically determine the asymptotics of work distributions in Langevin systems
to an one-dimensional model of single-molecule force spectroscopy. The results
are in excellent agreement with numerical simulations, even in the centre of the
distributions. We compare our findings with a recent proposal for an universal
form of the asymptotics of work distributions in single-molecule experiments.
PACS numbers: 05.70.Ln, 02.50.-r, 05.40.-a, 05.20.-y
I.3. Asymptotic analysis
93
Asymptotic work distributions in driven bistable systems 2
1. Introduction
Traditionally, statistical mechanics is concerned with averages; the probability
distributions for thermodynamic quantities of macroscopic systems are so exceedingly
sharp that only their most probable values matter. These in turn are practically
identical with the averages. Only near instabilities, deviations from averages become
important. In static cases these fluctuations are well described by the second moments
of the respective distributions; if the dynamics is of importance as well, they are
characterized by the correlation functions.
When investigating nanoscopic systems from the point of view of thermodynam-
ics, the situation changes. Fluctuations are now strong and ubiquitous, and corre-
spondingly, the probability distributions of relevant quantities are broad and poorly
characterized by their leading moments alone. Whereas this seems rather obvious, it
came as a real surprise that work [1] and fluctuation [2, 3] theorems which form the cor-
nerstones of the emerging field of stochastic thermodynamics [4, 5, 6, 7, 8] are relations
that probe the very far tails of the respective probability distributions. Very unlikely
events now carry significant information about the physics of the system under consid-
eration. On the one hand, interest in mathematical investigations like large deviation
theory (see [9] and references therein) is renewed, on the other hand, techniques are
in demand that allow to determine the asymptotics of probability distributions. Since
rare events are hard to get in experiments and numerical simulations, approximate
analytical procedures have to be developed.
In the present paper we apply a recently proposed method for the analytical
determination of the asymptotics of work distributions in driven Langevin systems
[10] to a simple model for single-molecule force spectroscopy. In these experiments
(for a recent review see [11]) the free-energy difference ∆F between the folded and
the unfolded state of a biomolecule is determined from the distribution of work W
obtained in isothermal unfolding and refolding processes. If only one transition is
monitored [13], the Jarzynski equation [1]〈
e−βW
〉
= e−β∆F (1)
is employed, where β denotes the inverse of the temperature. If histograms of work for
both the forward and the reverse process are compiled [14], it may be advantageous
to use the Crooks fluctuation theorem [15]
P (W )
Pr(−W ) = e
β(W−∆F ) . (2)
Here, the free-energy difference ∆F is identified from the intersection of the probability
density functions P (W ) of the forward and Pr(−W ) of the reverse process. Note that
in both cases an accurate estimate for ∆F requires reliable information about the tails
of the work probability distributions.
The paper is organized as follows. In section 2 we introduce the notation
and review the general method [10]. Section 3 contains the application to an one-
dimensional stochastic process with a time-dependent double-well potential and the
comparison with numerical simulations of the system. In section 4 we discuss our
results and in particular compare them with a recent proposal for the general shape
of the tail of the work distribution in single-molecule experiments [19].
I. Stochastic Thermodynamics
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2. General Theory
To pave the way for the analysis and to fix the notation we summarize in the present
section in a very condensed way the main steps of our approach to determine the
asymptotic tail of work distributions in driven Langevin systems. For more details
the reader is referred to [10].
We investigate a system described by an one-dimensional, overdamped Langevin
equation which in dimensionless units has the form
x˙ = −V ′(x, t) +
√
2/β ξ(t) . (3)
Here x denotes the degree of freedom, V is a time-dependent potential modelling the
external driving, and ξ(t) is Gaussian white noise with 〈ξ(t)〉 ≡ 0 and 〈ξ(t)ξ(t′)〉 =
δ(t− t′). We denote derivatives with respect to x by a prime, and those with respect
to t by a dot. The initial state x(t = 0) =: x0 of the process is sampled from the
equilibrium distribution at t = 0 with inverse temperature β,
ρ0(x0) =
1
Z0
exp [−βV0(x0)] . (4)
Accordingly, V0(x) := V (x, t = 0) is the initial potential and
Z0 =
∫
dx exp [−βV0(x)] (5)
the corresponding partition function.
The work performed on the system for a particular trajectory x(·) is given by [16]
W [x(·)] =
∫ T
0
dt V˙
(
x(t), t
)
. (6)
Due to the randomness inherent in x(·), the work W is itself a random quantity and
its pdf can be written as
P (W ) =
∫
dx0
Z0
exp [−βV0(x0)]
∫
dxT
x(T )=xT∫
x(0)=x0
Dx(·) p[x(·)] δ(W −W [x(·)]) .
(7)
For mid-point discretization we have [17]
p[x(·)] = N [x(·)] exp
[
−β
4
∫ T
0
dt
(
x˙+ V ′(x, t)
)2]
(8)
with the normalization factor
N [x(·)] = exp
[
1
2
∫ T
0
dt V ′′(x(t), t)
]
. (9)
Hence
P (W ) =
∫
dx0
Z0
∫
dxT
∫
dq
4pi/β
x(T )=xT∫
x(0)=x0
Dx(·)N [x(·)] exp {−βS[x(·), q]}
(10)
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with the action
S[x(·), q]=V0(x0)+
∫ T
0
dt
[
1
4
(x˙+V ′)2+
iq
2
V˙
]
− iq
2
W . (11)
We are interested in the asymptotic behaviour of P (W ). Rare values ofW are brought
about by unlikely trajectories x(·). In the spirit of the contraction principle of large
deviation theory [9], we expect that in the asymptotic tails of P (W ) there is one
trajectory for each value of W that dominates P (W ). To find it, we have to maximize
P [x(·)] := ρ0(x0)p[x(·)] under the constraintW =W [x(·)]. This can be done by using
a saddle-point approximation of the integrals in (10). The result is
P (W ) =
N¯√2
Z0
exp
[−βS¯]√
R¯ detA
(
1 + O(1/β)
)
. (12)
To use this expression in explicit examples, we first have to determine the most
probable trajectory x¯(·) satisfying the Euler-Lagrange equation (ELE)
¨¯x+ (1− iq¯) ˙¯V ′ − V¯ ′V¯ ′′ = 0 (13)
where V¯ (t) := V (x¯(t), t) and similarly for derivatives of V . The ELE is completed by
the boundary conditions
˙¯x0 − V¯ ′0 = 0, ˙¯xT + V¯ ′T = 0 (14)
and by the corresponding value q¯ of the Lagrange parameter q ensuring W [x¯(·)] =W .
Using x¯(·) and q¯, we calculate S¯ := S[x¯(·), q¯] and N¯ := N [x¯(·)]. Then all terms in
(12) depending solely on the optimal trajectory are determined.
The denominator
√
R¯ detA in (12) comprises the contribution from the
neighbourhood of the optimal path and stems from the integral over the Gaussian
fluctuations around x¯(·) and q¯. Here,
A := − d
2
dt2
+ (V¯ ′′)2 + V¯ ′V¯ ′′′ − (1 − iq¯) ˙¯V ′′ (15)
denotes the operator of quadratic fluctuations which acts on functions ϕ(t) on the
interval 0 < t < T obeying the boundary conditions
V¯ ′′0 ϕ(0)− ϕ˙(0) = 0 ,
V¯ ′′T ϕ(T ) + ϕ˙(T ) = 0 .
(16)
A simple prescription to calculate detA is as follows [18]. Solve the initial value
problem
Aχ(t) = 0 ,
χ(0) = 1 , χ˙(0) = V¯ ′′0
(17)
then
detA = 2
(
V¯ ′′T χ(T ) + χ˙(T )
)
. (18)
The factor R¯ in (12) accounts for the influence of the constraint (6) on the
fluctuations around x¯(·). Since also the trajectories from the neighbourhood of x¯(·)
have to yield the very same value of W , fluctuations violating this constraint are
suppressed. This gives rise to a correction to the fluctuation determinant of the form
R¯ =
∫ T
0
dt ˙¯V
′
(t) A−1 ˙¯V
′
(t) , (19)
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Figure 1: Evolution of the potential V (x, t) (22) in the time-interval 0 < t < T for two
exemplary parameter sets. Shown is V (x, t) for t = 0, t = T/2 and t = T respectively.
(a) a = 0.25, b = 0.5, c = 2, r = 3, T = 6 and (b) a = 0.025, b = 0.5, c = 3, r = 1,
T = 9.
where A−1 denotes the inverse operator of A. To explicitly determine R¯, it is
convenient to solve the ordinary differential equation
Aψ(t) = V˙ ′(x¯(t), t) (20)
with boundary conditions (16) and to use
R¯ =
∫ T
0
dt ψ(t) ˙¯V
′
(t) . (21)
3. The driven double-well
The unfolding and refolding of single molecules can be modeled by a time-dependent
double-well potential of the form
V (x, t) = ax4 − bx2 + r(c − t)x , (22)
where x denotes the extension of the molecule in the direction of the force [13, 14, 19].
The parameters a and b characterize depth and separation of the two minima of V ,
c fixes the moment at which V is symmetric, V (x) = V (−x), and r denotes the
transition rate. Choosing T > c for the final time, the two minima will interchange
global stability during the process. We have used two exemplary sets of parameters
for which the time evolution of V (x, t) is sketched in figure 1. The main differences
between the two sets are that in (b) the minima are further apart and the transition
rate r is smaller.
We now apply the analytic method to obtain the asymptotics (12) of the work
distribution of the dynamics defined by the potential V (x, t) (22). To clarify the
procedure, we compile the necessary equations. We have from (5) and (9)
Z0 =
∫
dx exp
[−β(ax4 − bx2 + rcx)] (23)
N [x(·)] = exp
[
6a
∫ T
0
dt x2(t)− bT
]
. (24)
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Figure 2: Trajectories for the potential shown in figure 1a for (a) the forward and (b)
the reverse process. Shown are optimal trajectories x¯(·) for exemplary work values
W . For a comparison is plotted on top (thick lines), the average trajectory of the
simulation (full blue line), and the average 〈x〉eqt from the equilibrium distribution
corresponding to the instantaneous values of the parameters (dashed line).
The ELE (13) reads
¨¯x = 48a2x¯5 − 32ax¯3b+ r(c − t)[12ax¯2 − 2b]
+4b2x¯+ r(1 − iq¯) , (25)
and its boundary conditions (14) are of the form
0 = ˙¯x0 − 4ax¯30 + 2bx¯0 − rc ,
0 = ˙¯xT + 4ax¯
3
T − 2bx¯T + r(c − T ) .
(26)
The constraint (6) is
W = −r
∫ T
0
dt x¯(t; q¯) . (27)
Using a standard relaxation algorithm, the numerically solution of equations (25) -
(27) for desired work values W yields optimal trajectories x¯(t) depicted exemplarily
in figure 2.
The operator A from (15) acquires the form
A = − d
2
dt2
+ 240a2x¯4 − 96abx¯2
+24ar(c− t)x¯+ 4b2
(28)
with the boundary conditions (16)
0 =
[
12ax¯20 − 2b
]
ϕ(0)− ϕ˙(0) ,
0 =
[
12ax¯2T − 2b
]
ϕ(T ) + ϕ˙(T ) .
(29)
To obtain detA according to (18), we determine
detA =
[
24ax¯2T − 4b
]
χ(T ) + 2χ˙(T ) (30)
by solving numerically the initial value problem (17)
χ¨(t) =
[
240a2x¯4 − 96abx¯2
+24ar(c− t)x¯+ 4b2]χ(t) = 0 ,
χ˙(0) = 1 , χ˙(0) = 12ax¯20 − 2b .
(31)
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Figure 3: Trajectories for the potential shown in figure 1a for (a) the forward and
(b) the reverse process. Shown is, exemplified by single realizations x(·), the range of
trajectories attainable from the simulation (full grey lines), the average trajectory of
the simulation (full blue line), and the average 〈x〉eqt from the equilibrium distribution
corresponding to the instantaneous values of the parameters (dashed line).
This has to be done for each value of W separately by using the appropriate results
for x¯(t;W ) and q¯(W ).
The last ingredient for the pre-exponential factor is R¯ from (21). To determine
it, we need to solve the boundary value problem (20), (16)
ψ¨(t) =
[
240a2x¯4 − 96abx¯2
+24ar(c− t)x¯+ 4b2]ψ(t) + r ,
0 =
[
12ax¯20 − 2b
]
ψ(0)− ψ˙(0) ,
0 =
[
12ax¯2T − 2b
]
ψ(T ) + ψ˙(T )
(32)
for each x¯(t;W ) and q¯(W ) and use the result in (21)
R¯ = −r
∫ T
0
dt ψ(t) . (33)
Plugging the numerical results for Z0, N¯ , S¯, detA and R¯ into (12), we obtain
the final result for the asymptotic form of the work distribution. We carried out this
program for the two processes characterized by the parameter sets given in the caption
of figure 1, including for both cases the reversed processes defined by the substitution
t → (T − t). From simulations of the Langevin equation (3), we also obtained from
(6) the corresponding histograms of work distributions. The values of β and T are
chosen such that most of the trajectories reach the right minimum of V at the end of
the forward process, i.e. the molecules are stretched until virtually all of them unfold
(cf. figure 3). The results for the asymptotics are shown in figure 4, together with the
outcome of our numerical simulations.
In a recent paper [19], Palassini and Ritort propose an universal form for the tails
of work distributions for single molecule stretching experiments given by
P (W ) ∼ n Ω
α−1
|W −Wc|α exp
[
−|W −Wc|
δ
Ωδ
]
. (34)
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Table 1: Fit results for (34) for the two examples (a) and (b) shown in figure 1 for
the forward (fw) and reverse (rv) process. N denotes the number of realizations used
in the simulation, the other parameters are from the proposal (34).
Set N n Ω α Wc δ λ
(a) fw 104 4.27E-4 9.31 -26.4 11.5 3.35 4.22
(a) rv 104 1.16E-5 8.64 -31.2 38.2 3.26 2.26
(b) fw 105 4.97 8.61 -3.01 19.9 2.47 1.45
(b) rv 105 1740 26.1 26.5 61.2 3.33 0.607
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100
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Figure 4: Work distributions P (W ) (forward process) and Pr(−W ) (reverse process)
for the two potentials (a) and (b) shown in figure 1. Corresponding results obtained
from numerical simulations are shown by open circles (forward process) and open
squares (reverse process). Full lines depict the asymptotics according to (12), dashed
lines are fits of (34). The value of the free-energy difference ∆F obtained from
numerical integration of the partition functions Z0, ZT (23) is indicated by the vertical
line.
Here, Wc is a characteristic work value, Ω > 0 measures the tail width, and n, α
and δ are further constants. The Jarzynski equation (1) stipulates δ > 1. Based on
(34), Palassini and Ritort present in [19] three slightly different analytical methods
to improve the estimation of free-energy differences ∆F from the Jarzynski equation
(1). To decide which approach to use, they distinguish three regimes defined by the
parameter combination
λ := (δ/Ω)δ/(δ−1) lnN . (35)
The three regimes are then identified by λ > 1, λ ≪ 1 and λ . 1 respectively. They
test their method with experimental data from DNA stretching experiments. For more
details regarding the improved estimation of ∆F and the experiments see [19].
We fitted the empirical asymptotic form (34) to the tails of the work distributions
obtained in our simulations by standard least-square fits, starting with a Gaussian
distribution specified byWc = 〈W 〉, Ω2 = 2
〈
(W −Wc)2
〉
, α = 0, δ = 2 and n = 1/
√
pi.
A subtle point in the procedure is to find the optimal interval of work values for the
fit. The resulting parameter values are listed in table 1, the corresponding fits are
included into figure 4.
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4. Discussion
As shown in Figure 4 for both parameter sets (a) and (b), we achieve an excellent
agreement between simulation and asymptotics, not only asymptotically for the tails,
but also for the centre of the work distributions. The good reproduction of the centre
of the distribution is presumably due to the fact that also the probabilities of typical
work values are dominated by single trajectories and their neighbourhood. Note also
the perfect match between the free-energy difference ∆F and the intersection of our
asymptotics P (W ) and Pr(−W ), which demonstrates that the Crooks relation (2)
holds in its exact form for our asymptotics, as has been shown in [10].
In addition, figure 2 illustrates the optimal trajectories x¯(·) which dominate
the asymptotics of the work distributions (12). In comparison with the trajectories
obtained from our simulations shown in figure 3, the trajectories x¯(·) contributing
to the tails of the work distribution are of much broader variety. Interestingly, the
probability of small work values is dominated by x¯(·) that run into the evolving right
minimum even before the minimum is shaped.
For the parameter set (a), the fit of (34) compares well with the analytic
asymptotics. In this case a combination of a histogram from experimental values
and (34) would therefore result in reliable estimates for the free-energy difference ∆F .
For the parameter set (b) only the forward process is well described by the fit, for
the reverse one the tail of the distribution is markedly overestimated. This shifts the
intersection point between P (W ) and Pr(−W ) away from the correct value of ∆F
as can be seen in figure 4b. Also, some fit parameters for this case listed in table
1 clearly deviate from the other cases. To investigate that mismatch more closely,
we also fitted (34) to the analytic asymptotics (not shown). This results into similar
conspicuous fit parameters, but the fitting curve now is almost congruent with the
analytic asymptotics. From that we conclude that the empirical asymptotics (34) is
also valid in this case, but the number of work values obtained from the simulation
is not enough to reliably fit (34). Note that rather than taking the intersection point
between P (W ) and Pr(−W ), Palassini and Ritort use in [19] much more sophisticated
methods to obtain estimates of ∆F , based on their empirical asymptotics (34). Our
investigation aims only at validating (34).
In addition to the two parameter sets displayed in figure (1), we also investigated
several other realizations of the potential (22) (not shown). Mostly, we found that fits
of (34) to histograms of 104 to 105 work values extrapolate reliably to the asymptotic
tail of the distribution. But as exemplified by the case shown in figure 4b, there is no
guaranty that a number of 105 work values is sufficient.
5. Conclusions
The asymptotics of work distributions for driven Langevin systems can be determined
by the method proposed in [10]. We employed this method to determine the
asymptotics of a system defined by the potential (22) modelling the stretching of
single molecules. The unfolding of the molecules corresponds to the forward process,
the refolding to the reverse process. We obtained histograms of work by simulating
the Langevin equation (3). The form of the work distributions are found to be near-
Gaussian, similar to distributions measured in a DNA stretching experiment [19]. We
observe excellent agreement between asymptotics and work distribution, not only for
the asymptotic regime but also for the whole range of work values.
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One aim of single molecule experiments is to obtain the free-energy difference
between the folded and unfolded state of the molecule. If both the work distribution
for the forward and reverse process is available, the Crooks relation (2) can be used
to determine the free-energy difference. It is shown in [10] that the asymptotics
(12) generally satisfies the Crooks relation exactly, which we demonstrated for two
representative examples of the potential (22).
Finally, we tested the universal form (34) of the tails of work distributions
proposed by M. Palassini and F. Ritort against our results for the asymptotics (12).
For a broad range of parameters used for the model potential (22), we found a
good agreement between (34) and our asymptotics. Only if the work distribution
differs markedly from a Gaussian form, a reliable fit of (34) is likely to require more
data points than usually acquired in single-molecule experiments. This might lead
to a significant difference between the exact and estimated free-energy difference as
illustrated by our examples.
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In the first of the two parts of this thesis, we have introduced the ma-
thematical description of Markov processes, and discussed its relevance
for stochastic thermodynamics, being the thermodynamics of nanoscopic
systems in non-equilibrium.
We focused on continuous Markov processes, for which three equiva-
lent descriptions were introduced, stochastic differential equations, the
Fokker-Planck equation and Wiener path integrals. The embedding in-
to discontinuous Markov process was carried out via the Kramers-Moyal
expansion, with coefficients being directly related to the moments of the
jump density which fixes the discontinuous component of the Markov pro-
cess. Estimating the first two Kramers-Moyal coefficients from realisations
of a Markov process yields a Fokker-Planck equation which approximately
describes the Markov process, provided that the discontinuous component
of the Markov process is negligible.
As a paradigm for thermodynamic interpretation of continuous Markov
processes, we introduced the Langevin equation as a stochastic differential
equation that models Brownian particles suspended in a fluid which expe-
rience molecular friction and thermal collisions while dragged through the
fluid by an external force. The Brownian particles constitute a canonical
ensemble, coupled to a heat bath at constant temperature being realised
by the fluid. By examining the energy balance, we identified the work
done by the external force and the heat dissipated into the fluid on the
level of single trajectories of Brownian particles, including the first law
relating work, heat and the internal energy difference between initial and
final position of the particle.
Besides the first law, we also formulated the second law on the level of
individual trajectories in terms of the total entropy production of particle
and fluid. The total entropy production is the sum of the entropy diffe-
rence between initial and final position of the particle plus the entropy
produced in the fluid. Formulated as Wiener path integrals, the value of
total entropy production proved to be a direct measure of irreversibili-
ty, in the sense that with increasing entropy production, the likelihood of
concurrent trajectories that consume that entropy decreases exponentially
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with that entropy production.
This relation between entropy production and irreversibility was shown
to be quantitatively captured by fluctuation theorems which involve the
exponential average of thermodynamic variables. Due to their relation to
irreversibility, observing a convergence of the exponential average to the
theoretical value implies that the ensemble of trajectories used for the ex-
ponential average include realisations that correspond to a time-reversal
of the underlying dynamics. In other words, fluctuation theorems can be
used to assess whether the stochastic dynamics of a system generates a
subset of realisations that are typical for the reverse of that dynamics.
The connection to macroscopic thermodynamics was established by noting
that using fluctuation theorems to estimate the lower bound of entropy
production reproduces the second law.
Fluctuation theorems relate thermodynamic non-equilibrium quantities
with equilibrium state variables. The prominent application of fluctua-
tion theorems is therefore the recovery of free energy profiles from non-
equilibrium measurements. The occurrence of reversed realisations in the
non-equilibrium dynamics are crucial for the performance of these ap-
plications. If the non-equilibrium dynamics is known explicitly, we de-
monstrated that a asymptotic method is capable of assessing the reversed
realisations in order to quantify the probability of these rare realisations
and improve the recovery of free energy profiles.
As a special case of non-equilibrium states, we introduced non-equilibrium
steady states which are possible for multidimensional dynamics or multi-
ple heat baths. A non-equilibrium steady state is maintained by a non-
conservative force which gives rise to an extra entropy production, which
we introduced as the housekeeping entropy production. The housekeeping
entropy production, the total entropy production and the difference bet-
ween these two obey a fluctuation theorem, which in turn imply three faces
of the second law. The irreversibility related to the housekeeping entropy
accounts for the reversal of a current of particles or heat generated by
non-conservative forces or multiple heat baths, respectively.
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turbulent flows
Turbulent flows are omnipresent, ranging from the atmospheric bounda-
ry layer on large scales to applications like turbulent drag optimisation
or turbulent mixing on small scales. The characterisation of intermittent
velocity fluctuations is central in the majority of situations involving tur-
bulent flows. Examples include predictions of extreme weather conditions,
wind loads on buildings, air-planes, wind energy converters, site assess-
ment for wind energy, turbulent mixing and combustion.
The introductory first chapter gives an account on basic aspects of fluid
mechanics. In the second chapter, the idealised concept of fully developed
turbulence is introduced, including established theories of fully developed
turbulence which statistically approach the mentioned intermittent velo-
city fluctuations. The introduced approaches to turbulence can be recast
as Markov processes, which is demonstrated in the third chapter. Sec-
tion four and five exploit the consequences of fluctuation theorems and
the asymptotic analysis developed in the first part. Finally, chapter six
closes this part by classifying the discussed approaches to turbulence by
their Markov representation and suggesting possible interpretations of the
implications.
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In this chapter we give a brief account on how the concepts of turbulence
generation and energy transfer arise from fundamental considerations. The
ruling equation for a viscid turbulent flow is the Navier-Stokes equation
(NSE).
We briefly demonstrate in the first section II.1.1 how the NSE arises from
Newton’s equation of motion by discussing the forces that act on an infi-
nitesimal fluid volume. Using the NSE, we show that an expression for the
rate of energy dissipation in a turbulent flow can be derived. The second
section II.1.2 explicates the generation of the highly irregular motion in
a turbulent flow due to energy injection into the fluid, and addresses the
applicability of statistical physics due to emerging degrees of freedom for
increasing energy injection. In section II.1.3 we identify the mechanisms
of energy transfer from large to small structures in a turbulent flow.
II.1.1. The Navier-Stokes equation (NSE)
The material of this section is adapted from the book by Landau and Lifs-
hitz on fluid mechanics [10] and the book by Frisch on turbulence [108].
The motion of a fluid at position x and time t is completely determined
by the knowledge of fluid velocity v(x, t), the fluid density %(x, t)13 and
the pressure p(x, t). With the three components of velocity v, the pressure
p and the density %, we have five quantities which have to be fixed by five
equations to describe the motion of the fluid.
The first equation is the well known continuity equation
∂%(x, t)
∂t
+∇(%(x, t)v(x, t)) = 0 (II.1.1)
as the consequence of conservation of mass.
The quantities fixed by the continuity equation are fluid velocity and den-
sity, the pressure field p(x) does not enter. To formulate an equation in-
cluding also p(x), we make us of the fact that pressure gives rise to a force
acting on a fluid volume, which allows us to set up Newton’s equation of
13Quantities in this part of the thesis will be measured per unit mass.
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motion for a certain fluid volume. In differential form, this equation reads
∂v(x, t)
∂t
+
(
v(x, t) ·∇)v(x, t) = −∇p(x)
%(x, t)
(II.1.2)
and is known as the Euler equation ([10] p. 4,14]). The l.h.s. is the total
time-derivative of v(x, t), the r.h.s. is the acting force due to p(x). The
Euler equation includes three equations for each component of v.
In the derivation of the Euler equation we did not include dissipation and
transfer of energy. Therefore, the fluid motion takes place adiabatic, a
requirement that constitutes the remaining fifth equation to fix all five
quantities v, % and p.
Finally, the equations need to be supplemented with boundary conditions
such as vanishing tangential velocity at confining walls.
The Euler equation describes inviscid fluids, that is, no molecular fricti-
on is taken into consideration. Accordingly, the kinetic energy of the fluid
is conserved, and all processes in the fluid take place reversibly.
In a viscous fluid, molecular friction entails a dissipation of kinetic ener-
gy in form of heat, thus an irreversible process is added to the otherwise
reversible processes of an inviscid fluid.
We now explicate the effect of taking viscosity into account. In a viscous
fluid it can be shown that two more forces contribute to the equation of
motion ([10] p. 53f), namely
f 1(x, t) = η1
(
∆v(x, t) +
1
3
∇(∇v(x, t))) (II.1.3a)
f 2(x, t) = η2∇
(∇v(x, t)) (II.1.3b)
These forces simplify considerably for an incompressible fluid since then
the velocity field v(x, t) is divergence free. When dealing with liquid fluids,
incompressibility can generally be assumed. Also a gaseous fluid can be
assumed to be incompressible, as long as flow velocities stay well below
the speed of sound.
Setting therefore ∇v(x, t) ≡ 0 in (II.1.3) and including f 1(x, t) into the
Euler equation (II.1.2), we arrive at the so-called Navier-Stokes equation
(NSE)
∂v(x, t)
∂t
+
(
v(x, t) ·∇)v(x, t) = −1
%
∇p(x) + ν∆v(x, t) , (II.1.4)
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governing the dynamics of a viscous, incompressible fluid. Here we defined
the kinematic viscosity ν := η1/% (η1 is called dynamic viscosity).
The convection term (v ·∇)v couples the vector components of the NSE,
as it couples the gradient of v with all components of v. It is due to this
non-linear coupling of the vector components of (II.1.4) that makes an
analytical solution of the NSE practically impossible. Furthermore, this
non-linearity is responsible for a highly irregular and chaotic motion of the
fluid, the very phenomenon which we call turbulence. On the other hand,
we have the frictional force ν∆v(x, t) which damps this irregular motion
and causes eventually a decay of turbulence. The higher the viscosity ν,
the stronger the smoothing effect of friction. The interplay between the
effects of the convection term and the frictional term governs the pheno-
menology of decaying turbulence.
To explore the effects of the frictional term, we examine the energy
dissipation it provokes. To this end, we consider the total kinetic energy
content of an incompressible fluid,
Ekin =
%
2
∫
v(x, t)2 d3x . (II.1.5)
The time derivative of Ekin will include a term corresponding to energy
flux, and another term accounting for dissipation of energy. To identify
these contributions, we differentiate the integrand of Ekin, make use of the
NSE (II.1.4) and obtain after some manipulations ([10] p.58f)
∂
∂t
%v(x, t)2
2
= −∇
[
%v(x, t)E(x, t)− j(x, t)
]
− ε(x, t) (II.1.6)
with the terms
E(x, t) =
v(x, t)2
2
+
p(x)
%
, (II.1.7a)
jk(x, t) = ν
∑
i
vi
(
∂vi(x, t)
∂xk
+
∂vk(x, t)
∂xi
)
, (II.1.7b)
ε(x, t) =
ν
2
∑
ik
(
∂vi(x, t)
∂xk
+
∂vk(x, t)
∂xi
)2
. (II.1.7c)
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The term E(x, t) is the local energy content which, multiplied with %v(x, t)
in (II.1.6), is the flux of energy due to motion of the fluid. As indicated
by the dependence on viscosity ν, the terms j(x, t) and ε(x, t) result from
molecular friction. To tell the difference between j(x, t) and ε(x, t), con-
sider the integration of (II.1.6) over a certain volume. Applying Gauss’s
theorem, we see that the first term in (II.1.6) turns into a surface integral,
accounting for the flux into and out of the volume, whereas the positive
term ε(x, t) appears to represent a sink of energy in that volume. We the-
refore attribute ε(x, t) to energy dissipation due to molecular friction.
II.1.2. Turbulence generation and decay
Energy dissipation due to molecular friction is responsible for the decay of
turbulence, as discussed in the previous chapter. In this chapter, we take
into account the generation of turbulence, and relate it to the dissipation
of kinetic energy.
Basically, turbulence is generated by imposing a certain initial condi-
tion on v(x, t) which entails the highly irregular motion of a turbulent
flow. Due to the frictional term in the NSE, the irregular motion will be
smoothed out until the flow becomes laminar.
Practically, turbulence is forced by blocking a laminar flow with an obstacle,
the wake of the obstacle is then a turbulent flow. This kind of turbulence
generation is characterised by the incoming velocity vch of the laminar flow
and a typical length scale `ch of the obstacle. Examples for `ch of obstacles
are the diameter of a cylinder or the mesh size of a grid. A similar kind
of turbulence generation are free jets, in which a flow is accelerated by
directing it through a narrow nozzle, after which it hits a resting fluid. In
this case, vch is typically taken to be the flow velocity at the nozzle and
`ch the diameter of the nozzle.
In all cases, a stirring force is acting on the fluid implying an injection
of turbulent energy into the fluid. The product of vch and `ch characterise
the magnitude of this energy injection.
The form of the NSE (II.1.4) introduced in the previous chapter does
not account for energy injection. We therefore augment the NSE with a
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stirring force f(x, t) and obtain the forced NSE
∂v(x, t)
∂t
+
(
v(x, t) ·∇)v(x, t) = ν∆v(x, t)− 1
%
∇p(x) + f(x, t) .
(II.1.8)
The force f(x, t) is usually assumed to be a random force with homoge-
neous, isotropic and stationary statistical properties. We do not need any
more specifics on f(x, t) as we are only interested in the mean energy
injection caused by f(x, t) ([108] p.77).
It is instructive to recast the forced NSE in dimensionless form, which we
achieve by multiplying (II.1.8) with `ch/v
2
ch and obtain
14
∂v˜(x˜, t˜)
∂t˜
+
(
v˜(x˜, t˜)·∇)v˜(x˜, t˜) = 1
Rech
∆v˜(x˜, t˜)−∇p˜(x˜) + f˜(x˜, t˜) (II.1.9)
where ∇ and ∆ apply to x˜, and we have defined the dimensionless number
Rech =
vch `ch
ν
(II.1.10)
which is known as Reynolds number.
Taking the viscosity as characteristic for the magnitude of energy dissi-
pation, we may say that the Reynolds number relates the magnitude of
energy injection with the magnitude of energy dissipation. It is further-
more evident from the dimensionless NSE (II.1.9) that Rech determines
the impact of dissipation on the dynamics; for Rech→0 we get the forced
version of the Euler equation (II.1.2). We will denote Rech also by Re.
The Reynolds number also has practical implications: If we aim at inves-
tigating the properties or effects of a turbulent flow on a too large scale
to be done in a laboratory, we can instead set up a smaller version of the
situation and rescale the results of the experiment according to the ratio
of Reynolds numbers. The underlying concept is referred to as similarity
principle ([10] p. 67ff, [108] p.2).
There is no theorem that guarantees the existence and uniqueness of
a solution of the NSE ([108] p.38). But a stationary solution of the NSE
14in terms of dimensionless quantities v˜ = v/vch, x˜ = x/`ch, t˜ = t·vch/`ch, p˜ = p·%/v 2ch,
f˜ = f · `ch/v 2ch
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in principle does exist for any reasonable flow situation ([10] p.114,131f).
The stationary solution, however, will only be observable in reality if the
solution is stable. A linear stability analysis shows that below a critical
Reynolds number Recr, which is found to be of order 100, the stationary
solution is insusceptible to small perturbations. This is reasonable, since
small Reynolds numbers imply that molecular friction is predominant in
the dynamics of the flow, and hence small perturbations are absorbed suf-
ficiently fast. For Rech &Recr, however, the flow becomes unstable when
subjected to arbitrary small perturbations; ruling out the realisation of a
stationary flow. The transition to an unstable flow for increasing Reynolds
number can therefore be attributed to a magnitude of energy injection that
is sufficiently larger than the magnitude of energy dissipation.
In the course of the stability analysis it turns out that with Rech > Recr,
periodic modulations superimpose with the stationary solution of the flow.
The frequencies and amplitude of the modulations are fixed by the pertur-
bations, but the attendant phases enter the solution as additional degrees
of freedoms which have to be fixed by extra initial conditions. Raising
Rech well beyond Recr, more frequencies of broader range prevail in the
flow involving an increasing number of degrees of freedoms.15. In addition
to that, the flow becomes chaotic and therefore depends highly sensitively
on the initial conditions.
The generation of additional degrees of freedom for Reynolds numbers
Rech > Recr in the flow allows for a close analogy to statistical physics:
On the microscopic level, a macroscopic system has an immense number
of degrees of freedom. If we were to predict the behaviour of the macros-
copic object, it would be hopeless to do so by solving the equations of
motion for each individual molecule. Instead it is feasible to consider the
statistics of the degrees of freedom and extract integral values to describe
the macroscopic system. The same applies for a flow at high Reynolds
numbers. The attempt to solve the NSE would involve the knowledge of
an immeasurable number of initial conditions, in extreme, the knowledge
of position and velocity of all fluid molecules. But as the motion of flow
is highly irregular and chaotic16, after a finite time any reference to the
15A dimensional analysis shows that the number of degrees of freedom in a turbulence
flow scales with (Rech/Recr)
9/4 ([10] p.139)
16it is indeed possible to recast the NSE as a dynamical system featuring high sensiti-
vity to initial conditions
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initial conditions would be lost. This renewal property provokes a random
behaviour of flow properties which enables us to treat the flow velocity by
statistical means, which will be the strategy in the following chapters.
II.1.3. Energy budget
We have argued that the Reynolds number relates energy injection with
energy dissipation. It also seems likely that the immediate effect of ener-
gy injection is large scale motion, whereas molecular friction acts only
on small scale motion. Taking `ch as the scale of the large scale motion,
it stands to reason that the Reynolds number also relates the respective
scales on which energy injection and molecular friction are acting, being
in accord with the increasing range of frequencies prevailing in the flow
for increasing Reynolds numbers as discussed in the previous section.
The impact of Re on the frequencies in the flow conveys an intuitive pic-
ture of energy injection and dissipation in the flow ([10] p. 134): Energy
injection acts on small wavenumbers, heat dissipation takes place at large
wavenumber. If we denote by kch the order of magnitude of wavenumbers
influenced by energy injection and by kν the wavenumbers where energy
is dissipated, we can expect that for sufficient high Reynolds numbers a
range of wavenumbers kch  k  kν emerges in which neither energy in-
jection nor dissipation has an influence. Consequently, in this range pure
energy transfer from small to large wavenumbers must prevail.
The absence of forcing and dissipation reduces the forced NSE (II.1.8) to
the Euler equation (II.1.2) in which we only have inertia terms, which is
why the range of wavenumbers kch  k  kν is referred to as the inertial
range ([108] p. 86). The transfer of energy to higher wavenumbers in the
inertial range is known as energy cascade.
To further formalise the picture of subsequent injection, transfer and
dissipation of energy, we define the mean energy injection rate
W(t) = %
∫
f(x, t) · v(x, t) d3x , (II.1.11)
and the mean energy dissipation rate as
E(t) = %
∫
ε(x, t) d3x (II.1.12)
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with ε(x, t) given by (II.1.7c), as suggested by Frisch ([108] p. 18ff, 76ff).
We then restrict our considerations to wavenumbers k ≤ K which we de-
note symbolically by an index K. For the energy transfer rate through
wavenumber K we write ΠK(t), we will come back to the explicit form of
ΠK(t) in a simplified setting in the next chapter.
Based on the forced NSE (II.1.8) and conservation laws for energy, mo-
mentum and helicity, and with Ekin given by (II.1.5), it is possible to
formulate a cumulative energy flux equation in the form ([108] p. 25)
∂tEkin,K(t) =WK(t)− EK(t)−ΠK(t) . (II.1.13)
The statement of the equation is as follows: In the range of wavenumbers
k ≤ K, the kinetic energy carried by fluid elements is increased by injec-
tion of energy and decreased by dissipation and by transfer of energy to
wavenumbers k > K.
We now successively simplify the cumulative energy flux equation by
reasonable assumption. First, we restrict the energy injection WK to be
time-independent. Consequently, after a sufficient amount of time, the flux
of energy through wavenumbers will reach a steady state. In the steady
state, the kinetic energy content of the flow will be constant for all K and
the cumulative energy flux equation becomes
WK = ΠK + EK . (II.1.14)
Extending the wavenumber K to infinity, no transfer of energy to higher
wavenumbers k > K is possible, and we find
W∞ = E∞ =: ε¯ , (II.1.15)
where we defined the mean energy dissipation rate ε¯, which due to energy
conservation must equal the mean energy injection rate W∞.
For wavenumbers in the inertial range, kch  k  kν , we have Ek ≈ 0 and
Wk =W∞ = ε¯, such that we find for the energy transfer rate
Πk = ε¯ , for kch  k  kν . (II.1.16)
This equivalence between average energy transfer and energy dissipation
will be useful in the next chapter. However, it should be kept in mind that
Πk and ε¯ are quantities average over the fluid volume of consideration,
the local versions Πk(x, t) and ε(x, t) have to be distinguished.
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II.2. Fully developed turbulence
So far, we kept our description on a rather general level. Imposing certain
restrictions, an idealised picture of turbulence generation and decay emer-
ges, which is referred to as fully developed turbulence, for which universal
features of a statistical description may be expected. It are these universal
features this chapter is devoted to.
We will begin in the first section with defining the assumptions that lead
to fully developed turbulence, together with the conception of a statistical
ensemble building the basis to address the phenomenology of fully develo-
ped turbulence by statistical means. In section II.2.2 we come back to the
energy flux through wavenumbers discussed in the previous section. The
last two sections will give an account on attempts to capture the universal
features of fully developed turbulence that have been brought forward in
the last 70 years.
II.2.1. Homogeneity, Isotropy, Stationarity
Shortly after the generation of turbulence, that is in closed distance to
the obstacle, the flow field resembles the symmetries of the obstacle. As
the turbulent flow develops further downstream, in a comoving frame the
statistics of v(x, t) restores the symmetries of the free NSE. These sym-
metries are homogeneity and isotropy. The freely decaying turbulence of
such a homogeneous and isotropic flow far from boundaries is termed fully
developed turbulence.
In addition to homogeneity and isotropy, we also assume that the gene-
ration and decay of turbulence has reached a steady state, as discussed
in the context of the cumulative energy flux equation (II.1.13). The addi-
tional assumption of stationarity is crucial in constructing the statistical
ensemble.
Statistical ensemble An intuitive understanding of fully developed tur-
bulence is conveyed by an idealised experiment: Consider a closed sphere
containing a fluid which we violently shake to stir that fluid. After we
let the fluid rest shortly for a fixed time, we instantly measure the flow
velocity far enough from the wall to preclude boundary effects, and thus
yield the velocity field v(x). We repeat the experiment sufficiently often
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to obtain a good statistics of the random field v(x) in the freely decaying
turbulence, each sample at the same stage of the decay. Due to the sym-
metry of the set-up, the statistics of v(x) will be equal at each position
x and for each component of v, it is hence sufficient to measure the ma-
gnitude of the velocity along an arbitrary symmetry axis to obtain v(x).
This is precisely what is meant by a homogeneous and isotropic flow field.
We now transport this picture to the experimental realisations of turbu-
lence generation explained in the previous chapter. The shaking of the
sphere is realised by directing the laminar flow at an obstacle. The few se-
conds rest of the stirred fluid before the measurement is taken corresponds
to let the flow evolve downstream and then measure the streamwise flow
velocity v(t) as it passes a measuring probe at fixed position. To convert
the velocity signal v(t) into a velocity field v(x), we must avail ourselves
of an approximation in which we use x = 〈v(t)〉 (tf − t) with tf being
the length of the time signal17. The assumption underlying this approxi-
mation is that the time scale at which the “real” flow field v(x) evolves
is sufficiently smaller than the timescale at which the flow field proceeds
downstream. In other words, the changes in the flow field are so slow that
it practically passes the measuring probe as an entity. This assumption is
known as the Taylor hypothesis of frozen turbulence after G. Taylor [109]
and has been well tested experimentally ([108] p. 58f). The Taylor hypo-
thesis is assumed to hold true for 〈(v − 〈v〉)2〉 < 0.1 〈v〉2.
Finally, the repetition of shaking and measuring to obtain an ensemble of
flow field realisations {v(x)} is simply achieved by recording one sufficient
long velocity signal v(t), rewrite it as a single velocity field v(x) and then
chop it into segments of a certain length L. In that sense, this experimen-
tal realisation continuously generates a turbulence flow, which we group
into spheres of size L that proceed downstream. In the comoving frame
and at sufficient distance to the position of turbulence generation, each
sphere contains a sample of freely decaying, homogeneous and isotropic
turbulence. By fixing the position at which we probe the flow velocity and
by ensuring that the experiment is in a steady state, we always catch the
same stage of decay of the generated turbulence.
17The coordinate systems points downstream. Accordingly, the “end” of the flow sam-
ple passes the probe first.
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The above procedure is established practice to obtain {v(x)} from a
turbulent flow by experimental means. The remaining issue that needs
clarification lies in choosing an appropriate value for the chopping length
L. In the idealised experiment the largest coherent structure in each in-
dividual realisation v(x) is of the order of magnitude of the diameter of
the sphere. As a measure for the size of the largest coherent structu-
res in the flow, we make use of the normalised autocorrelation function
R(r) = 〈v(x)v(x+ r)〉 / 〈v(x)2〉 and choose for L the correlation length
L =
∞∫
0
R(r) dr (II.2.1)
which is known as the integral length scale [108–110]. Indeed, experiments
show that L is in good agreement with the characteristic length `ch of
the external forcing, being the counterpart of the sphere’s diameter in the
idealised experiment.
The notion of length scales leads us to revisit the picture of the energy
cascade, which we discussed in terms of wavenumbers k in the previous
chapter. The different values of the wavenumbers k are linked to eddies of
various sizes r ∼ 1/k, and the corresponding amplitudes account for the
persistence of the respective eddies in the flow.
The energy cascade can then be perceived as follows: The external force
acting on the flow results into coherent structures of dimension L ∼ 1/kch
which may be taken as eddies of diameter L. Due to the inertia terms
in the NSE (II.1.4), non-linear interaction causes the break-up of these
eddies. As long as molecular friction is negligible, the ensemble of the
resulting smaller eddies carry the same amount of energy as the ensemble
of larger eddies they arose from. In the inertial range, this break-up of
eddies repeats itself and thus transfers energy towards smaller scales. At
some threshold r = λ, the molecular friction is no longer negligible, and
for scales r < λ dissipative effects emerge in addition to the non-linear
interaction. While the break-up of eddies continues, molecular friction
strengthens until eventually the input of energy from larger scales equals
the dissipation of energy at a scale r = η ∼ 1/kν ([108] p. 91f). For scales
r < η practically no eddies remain.
This phenomenological picture of cascading eddies is known as Richardson
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Figure II.1.: Illustration of the Richardson cascade. Energy is injected by creation of
eddies of size `ch, by repeated break-up of eddies this energy is transported
in the inertial range, until it is eventually dissipated in the dissipative range.
The integral length scale L and the Taylor microscale define the range
of scale for which effects of energy injection and energy dissipation are
negligible. The cascade ceases at the Kolmogorov dissipation scale η.
cascade [111, 112, 108]. However, we should keep in mind that the picture
of eddies has its origin in the Fourier decomposition of the flow field and
therefore is a merely conceptual picture.
The threshold λ is referred to as Taylor microscale, and the scale η is
known as the Kolmogorov dissipation scale. The inertial range then is
L > r > λ,18 and λ ≥ r ≥ η is known as the dissipative range. See figure
II.1 for an illustration of the Richardson cascade.
To define the Kolmogorov dissipation scale η, we redefine the internal
18By separation of turbulence generation and turbulence decay in experimental reali-
sations, we can mitigate k  kch
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Reynolds number as function of the scale r,
Rer :=
r vr
ν
, (II.2.2)
where vr denotes the typical velocity within eddies of size r. The integral
scale Reynolds number ReL = LvL/ν with vL = 〈v(t)〉 is then of the same
order of magnitude as the Reynolds number Rech = `chvch/ν defined in
terms of characteristic quantities of the external forcing in (II.1.10). The
scale where the dissipation of energy is in balance with input of energy
from higher scales has an internal Reynolds number of one, we therefore
define ν via Reη = ηvη/ν = 1 ([10] p. 134).
The Taylor microscale λ, which separates the inertial range L > r >
λ from the dissipative range λ ≥ r ≥ η, is defined by expanding the
normalised autocorrelation function for small r [109],
R(r) = R(0) +
r2
2
∂2R(r)
∂r2
∣∣∣
r=0
+ . . . , (II.2.3)
where the first order term vanishes because R(r) is even, and then set λ
such that R(λ) = 1/2,
1
λ2
:= −∂
2R(r)
∂r2
∣∣∣
r=0
. (II.2.4)
The definition of the scales L and λ fixing the inertial range allows to
formulate the inertial range condition in terms of the scale dependent
Reynolds number Rer as
Rech  ReL > Rer > Reλ  1 , (II.2.5)
where Rer is defined in (II.2.2).
Before we proceed with the explicit statistical analysis of {v(x)}, we
corroborate the assumption of homogeneity, isotropy and stationarity by
the symmetries of free NSE without an external force term19 (II.1.4). We
19If the forcing respects these symmetries, then of course also the forced NSE (II.1.4)
exhibits the symmetries.
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express the symmetries in terms of invariances with respect to
space-translations x 7→ x+ x′ , (II.2.6a)
time-translations t 7→ t+ t′ , (II.2.6b)
rotations (x, v) 7→ (Ax, Av) , (II.2.6c)
Galilean transformation (t, x, v) 7→ (t, x+ v′t, v + v′) , (II.2.6d)
scaling (for Rech →∞) (t, x, v) 7→ (c1−ht, cx, chv) , (II.2.6e)
where A is a rotation matrix, h a positive and c an arbitrary real number
([108] p. 17).
In general, a forcing of the flow breaks some or all of these symmetries. But
due to the chaotic nature of the turbulent flow, the forcing looses quickly
its influence and the above symmetries are restored as the flow proceeds
downstream. In fact, the flow continues to be forced by integral scale
motion of the fluid, but this internal forcing adopts the symmetries of the
unforced NSE. In that sense, at the instance of turbulence generation, the
integral scale Reynolds number equals the characteristic Reynolds number,
ReL = Rech, and decreases downstream due to turbulence decay. Hence, at
sufficient distance to the turbulence generation and far from boundaries,
it is justified to assume homogeneity and isotropy for the statistics of
{v(x)}, as long as Rech is large enough to guarantee a distinct regime to
turbulence generation in which ReL  1.
Velocity increments With the above discussion we have established the
conceptual basis for the statistical analysis of {v(x)}. In most of the ca-
ses, the statistical analysis is carried out either in terms of the spatial
correlation tensor ([10] p. 140ff)
Rik(r; x, t) = 〈 vi(x, t) vk(x+ r, t) 〉 (II.2.7)
or by inspecting the moments of velocity increments projected on a unit
vector e ([108] p. 57ff)
Snu (r; x, e, t) =
〈(
ev(x+r, t)− ev(x, t))n〉 , (II.2.8)
where the angular brackets denote an ensemble average over the samples
{v(x, t)}.
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We begin with a short discussion of the correlation tensor and demons-
trate that both descriptions are in fact equivalent, and then focus on the
analysis of velocity increments throughout the remaining part of this the-
sis.
The tensor Rik(r; x, t) can be diagonalised by choosing the coordinate sys-
tem such that r and the first component of x point in the same direction.
The diagonal entry R11 is then the longitudinal autocorrelation function
in the direction of r, and R22 and R33 are the transversal autocorrelation
functions in the two perpendicular directions to r. Owing to the assumed
stationarity, homogeneity and isotropy of the statistics of the velocity field
v(x, t), we can restrict the arguments of Rik(r; x, t) to the absolute value
of r and drop the dependency on x and t and simply write Rik(r).
Denoting the longitudinal component by R``(r) and the two transversal
components by Rtt(r) and making use of the continuity equation, it can
be shown that the longitudinal and transversal components are not inde-
pendent but related by ([10] p. 142)
Rtt(r) =
1
2r
d
(
r2R``(r)
)
dr
. (II.2.9)
It is therefore sufficient to analyse either the longitudinal or the transver-
sal component. In view of the experimental procedure described above,
the longitudinal component is the most common choice.
The same argumentation applies to the moments of the velocity incre-
ments, we therefore restrict ourselves to the longitudinal moments and
write
Snu (r) =
〈(
ev(x+re, t)− ev(x, t))n〉 . (II.2.10)
The underlying longitudinal velocity increments
u(r; x, e, t) := e
(
v(x+re, t)− v(x, t)) (II.2.11)
of course still depend on x, e and t since stationarity, homogeneity and
isotropy is only valid in the statistical sense, but for the sake of clarity we
simply write u(r) = u(r; x, e, t).
Denoting by v`(x) = ev(x, t) the longitudinal velocity component, we
exemplify the equivalence of moments and correlation functions by means
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of the structure function of second order
1
2
S2u (r) =
1
2
〈(
v`(x+re)− v`(x)
)2〉
=
1
2
〈
v`(x+ re)
2 − 2v`(x+re)v`(x) + v`(x)2
〉
=
〈
v2`
〉− 〈v`(x+re)v`(x)〉
=
〈
v2`
〉−R``(r) . (II.2.12)
The relation between moments and correlation functions of higher order
can be derived along similar lines ([113] p. 20).
The n-th moment of velocity increments is usually referred to as the
structure functions of order n20, indicating that the velocity increments
address the spatial structure of the velocity field.
To obtain the structure functions from the ensemble {v(x)}, we simply
apply the one-dimensional equivalent of (II.2.11),
u(r) = v(x+r)− v(x) , (II.2.13)
to {v(x)} for scales in the inertial range, r = L..λ, and end up with an
ensemble {u(r)}. Evaluating the ensemble average in the one-dimensional
version of (II.2.10) finally yields the structure functions,
Snu (r) =
〈(
u(r)
)n〉
. (II.2.14)
Note that by keeping r > λ, we can approximately assume that the samp-
les {u(r)} are sufficiently uncorrelated, as λ was defined in (II.2.4) as the
distance in v(x) for which correlations have considerably subsided. By ta-
king only every second sample of {v(x)} to obtain the ensemble {u(r)},
we would practically rule out any correlations, but it would also reduce
the sample size by a factor two. In that sense, keeping r > λ is a trade-off
between uncorrelated samples and sample size.
II.2.2. Energy cascade
The energy cascade, that is the transfer of energy towards smaller scales
due to repeated break-up of turbulent structures, is the central mecha-
nism in fully developed turbulence. Having discussed the energy flux for
20We will also say the n-th (order) structure function.
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general turbulent flows in the first chapter, we will now address the energy
cascade in terms of structure functions.
The four-fifths law Recall the cumulative energy flux equation in (II.1.13).
In the subsequent discussion we found for a stationary energy flux a con-
stant energy transfer rate Πk ≡ ε¯ in the inertial range, where ε¯ is the
mean energy dissipation rate. In the case of isotropic and homogeneous
turbulence, it can be shown that Πk can also be expressed in terms of the
third order structure function ([108] p. 81),
Πk = − 1
6pi
∞∫
0
sin(kr)
r
[
(1 + r∂r)(3 + r∂r)(5 + r∂r)
]S3u (r)
r
dr . (II.2.15)
Hence, we expect a relation between S3u (r) and ε¯, which we are going to
derive now.
To this end, we define the auxillary function
f(r) :=
[
(1 + r∂r)(3 + r∂r)(5 + r∂r)
]S3u (r)
6pir
(II.2.16)
and use the dimensionless integration variable z := kr to rewrite (II.2.15)
as
Πk = −
∞∫
0
sin(z)
z
f(z/k) dz . (II.2.17)
On the one hand, the amplitude of the oscillating function sin(z)/z rapidly
decreases for increasing z, on the other hand, the argument r = z/k of
f(z/k) changes only slowly for large k. In the limit of infinite Reynolds
numbers, we can extent k to arbitrary large values without leaving the
inertial range. We therefore take f(z/k) as constant for the z values that
contribute to the integral and demand ([108] p. 84ff)
f(r) ≈ − 2
pi
ε¯ (II.2.18)
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to satisfy ΠK = ε¯. The above condition constitutes an ODE for S
3
u (r) and
its solution reads
S3u (r) = −45 ε¯ r + c1r
−a1 + r−a2
[
c2 cos(a3 ln r) + c3 sin(a3 ln r)
]
, (II.2.19)
where a1 ≈ 0.75, a2 ≈ 1.1, a3 ≈ 2.0 and c1, c2, c3 are integration constants.
In the limit r → 0, the energy transfer rate must vanish, we therefore set
all integration constants to zero and are left with
S3u (r) = −
4
5
ε¯ r , for λ < r < L . (II.2.20)
This relation is known as Kolmogorov’s four-fifths law [114] and is one
of the most important results for fully developed turbulence. For homo-
geneous and isotropic turbulence and in the limit of infinite Reynolds
numbers, it is an exact21 implication of the NSE (II.1.8) without any fur-
ther assumptions ([108] p. 76ff). For sufficient high Reynolds numbers, the
four-fifths law still holds in the inertial range which is often used to iden-
tify the inertial range in experimental data.
The fact that (II.2.20) is an exact result of the NSE awards the four-fifths
law a special role: Every model of fully developed turbulence must obey
(II.2.20) in the limit Rech →∞, or violate the assumptions of homogeneity
and isotropy.
In his original derivation Kolmogorov actually found [114]
S3u (r) +
4
5
ε¯ r = 6ν
∂S2u (r)
∂r
(II.2.21)
which is known as Ka`rma`n-Howarth-Kolmogorov equation, as Kolmogorov
built on results by von Ka`rma`n and Howarth ([10] p. 140). This equation
also holds for r < λ. For r in the inertial range, the second term is negli-
gibly small ([10] p. 145), and we reproduce the four-fifths law.
Solved for ε¯, (II.2.21) is a scale-resolved balance equation for the total
energy dissipation, in which the term with S3u (r)/r accounts for local
energy transfer and 1/r∂rS
2
u (r) for local energy dissipation. Augmented
with a term accounting also for energy injection, it is possible to examine
the main contributions to the energy cascade for all scales r, see for in-
stance the comprehensive article [115]. For completeness, we mention that
21The approximation of the integral (II.2.15) becomes exact for k →∞
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(II.2.21) can be generalised to anisotropic turbulence ([108] p. 77).
The proportionality between S3u (r) and ε¯ has another implication: The
signature of energy dissipation in the dissipative range is a negative skew-
ness of the velocity increments. This connection might at first seem sur-
prising, but it can qualitatively explained as follows. A negative skewness
implies that the relative flow velocities at positions x + r and x point
more frequently in the opposed direction than in the same direction. This
unbalance is assumed to be a signature of deforming turbulent structures;
due to molecular friction, deformation goes with irreversible heat dissipa-
tion at small scales, slowing down the fluid motion. It is this irreversibility
that makes the odds of observing the reversal of a compressing deformati-
on smaller than the compression itself, which causes ultimately the excess
of negative velocity increments in the statistics of {v}. In the literature,
the keyword that goes with this picture is vortex stretching (see, e.g., [108]
p. 156 or [116] chapter 3.2).
To verify the four-fifths law by experimental means, we need to determi-
ne also ε¯ from experimental data. Combining (II.1.7c) with (II.1.12) and
(II.1.15), we find as an exact result of the NSE
ε¯ = %
∫
ν
2
∑
ik
(
∂vi(x)
∂xk
+
∂vk(x)
∂xi
)2
d3x . (II.2.22)
Owing to homogeneity and isotropy this formula simplifies to the one-
dimensional surrogate ([10] p. 142f)
ε¯ = %ν
∫ ∑
i
(
∂vi(x)
∂x`
)
d3x ≈ 15ν
〈(
∂v(x)
∂x
)2〉
, (II.2.23)
where the last expression corresponds to an one-dimensional cut through
the three-dimensional flow field ([113] p. 22). We mention that the relia-
bility of the one-dimensional surrogate is under scrutiny [117].
Inverse energy cascade The energy dissipation rate ε(x) has to be dis-
tinguished from the fluctuating rate of energy transfer throughout the
cascade. Whereas ε(x), as defined in (II.1.7c), is always positive, negative
fluctuations of the energy transfer rate are known to be possible [118, 115].
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On average, of course, we retain a positive energy transfer that must equal
the energy dissipation. A negative energy transfer rate corresponds to an
inverse energy cascade, that is to say, turbulent structures combine to lar-
ger structures and hence transfer energy to larger scales.
In two dimensional turbulence [119], the inverse energy cascade is known
to be the dominant mechanism of energy transfer22 which is attributed to
the natural alignment of eddies in the same plane, as vortices of equal ori-
entation will coalesce [120, 121]; however, the precise mechanism responsi-
ble for the inverse energy cascade is subject to current research [122–124].
Under flow conditions that are reminiscent of two-dimensional turbulence,
an inverse energy cascade is also observed in three-dimensional turbulence
[125, 126] and is of great importance for geophysical fluid dynamics [123].
Recent results demonstrate that even full three-dimensional, homogeneous
and isotropic turbulence always features a subset of non-linear evolution
responsible for an inverse energy cascade [127, 128].
II.2.3. Scaling laws
We now turn to the universal features of turbulence, which manifest in
scaling laws of the structure functions. The theory of fully developed tur-
bulence has benefited a lot from dimensional analysis initiated by the
work of Kolmogorov [129, 130, 114] and Obhukov [131, 132] in 1941. At
this point, we will give a short survey of resulting scaling relations which
will lead us to scaling laws proposed by Kolmogorov and others.
Dimensional analysis Starting point of the dimensional analysis is to
educe from the phenomenological picture of the Richardson cascade the
physical quantities that affect the statistics of velocity increments u(r) in
the inertial range. We can rule out viscosity ν, and characteristic length
scales and velocities associated with turbulence generation, as per defini-
tion effects of energy injection and dissipation are negligible in the inertial
range. The only relevant energetic quantity in the inertial range is the
energy transfer rate, which on average equals the mean energy dissipation
22in addition to transfer of energy from forced scales to large scales comes a vorticity
cascade from forced scales to small scales.
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rate ε¯. Hence, we are left with ε¯, r and u as the relevant quantities in the
inertial range. As u itself is zero on average, we inspect the second moment
of u and find that, to respect the dimensions of the involved quantities, it
can only be expressed in terms of ε¯ and r by〈
u2
〉 ∼ ε¯2/3r2/3 . (II.2.24)
The above relation is known as Kolmogorov’s two-thirds law [129].
Using (II.2.12), we can extract the r-dependency of the autocorrelation
function, R(r) ∼ const − r2/3, from which we obtain by means of the
Fourier transformation for the energy spectrum
E(k) =
1
2pi
∫
eikrR(r) dr ∼ ε¯2/3k−5/3 1
2pi
∫
eiy dy ∼ ε¯2/3k−5/3 , (II.2.25)
a prediction which proved to be particular well verified in experiments. In
addition, Kolmogorov postulated that the constant of proportionality in
(II.2.24) is universal and in his third paper from 1941 determined it to be
3/2 using experimental measurements [114]. The constant of proportio-
nality is now known as Kolmogorov constant C2 and experimental results
show that C2 ≈ 1.9± 0.2 [133–135].23
Applying the same dimensional arguments to the mean energy dissipation
rate we find
ε¯ ∼ u
3
r
=
u2
τ
(II.2.26)
which is in agreement with the four-fifths law. The second relation follows
by defining the turn-over time τ := r/u(r) which is the characteristic time
scale within eddies of size r, suggesting that ε¯ is the fraction of the kinetic
energy u2 available for energy transfer on scale r.
Finally, from analogous argumentation and combinations of above fin-
dings, we find for the Kolmogorov dissipation scale ([108] p. 91, [10] p. 138)
η ∼
(ν3
ε¯
)1/4
, (II.2.27)
23The Kolmogorov constant is often also defined as the constant of proportionality in
the five-thirds law and then takes the value 0.53± 0.01 [136].
129
II. Universal features of turbulent flows
and that the relative size of the inertial range scales with the square root
of the Reynolds number,
Rech ∼
(
L
λ
)2
or Rech ∼
(
L
η
)4/3
. (II.2.28)
Kolmogorov scaling Observing a turbulent flow conveys an impression
of self-similarity, that is to say, structures observed on a large scale L
recur on smaller scales r in a similar fashion. Kolmogorov was led by the
perception of cascading eddies proposed by Richardson [111], to consider,
in the statistical sense, self-similarity for turbulent structures like eddies
[129]. As the structure functions Snu (r) are a statistical measure for struc-
tures in the flow, it stands to reason to postulate in the limit of infinite
Reynolds numbers a scaling law of the form
Snu (r) =
( r
L
)ζn
Snu (L) ∝ rζn (II.2.29)
with scaling exponent ζn to hold for all r < L. In words, the n-th moment
of velocity increments on scale L has only to be multiplied with the scaling
factor (r/L)ζn to obtain the n-th moment on scale r.
In the simplest case, the scaling exponents account for the spatial dimen-
sionality of the structures to be rescaled: The length of a line on scale
L is simply multiplied with r/L to be reproduced on the smaller scale r,
a surface needs to be multiplied with (r/L)2, a volume with (r/L)3. To
obtain ζn for the structure functions in (II.2.29), we take from (II.2.26)
the scaling of velocity increments as u ∼ (ε¯r)1/3. Consequently, the scaling
law (II.2.29) becomes
Snu (r) ∼
〈
(ε¯r)n/3
〉
= ε¯ ζn r ζn , ζn =
n
3
(K41) (II.2.30)
in accordance with Kolmogorov’s works from the year 1941 ([108] p. 89ff];
we will therefore refer to this scaling as K41 scaling.24 Note that being
a result of the dimensional analysis above, the K41 scaling Snu (r) ∝ rn/3
reproduces the two-thirds law (II.2.24) and the four-fifths law (II.2.26).
Since the scaling u ∼ (ε¯r)1/3 coincides with the scale-invariance property
24Kolmogorov discussed in [114] only the structure functions of second and third order
but seemed to be aware of the possible extension to arbitrary orders ([108] p. 97).
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of the NSE (II.2.6e) for choosing h = 1/3, the scaling (II.2.30) should hold
universally in the limit of infinite Reynolds numbers. Kolmogorov claimed
furthermore that in this limit also the constant of proportionality in his
two-thirds and four-fifths law are universal. Concerning this claim, Land-
au objected that ε(x) is a strongly fluctuating quantity with considerable
effects in the inertial range, the use of its average ε¯ in (II.2.30) and the
claim of its universality is therefore not justified ([10] p. 143, [108] p. 93ff,
[115]). However, as already mentioned above, the constants of proportio-
nality appear indeed to be universal [136, 115].
It took 21 years until Kolmogorov resumed the question of an universal
scaling law and incorporated fluctuations of ε(x) into the scaling ansatz
(II.2.29) [112]. He based his derivation on the suggestion by Obukhov [137]
to use a local average of the energy dissipation rate,
εr(x) :=
3
4pir3
∫
|x−x′|≤r
ε(x′) d3x′ , (II.2.31)
instead of the overall mean ε¯. The idea is again that the local energy dis-
sipation εr(x) on scale r also fixes the energy transfer rate on that scale.
To include the fluctuations of εr(x) into the analysis, Obukhov argued
further that εr(x) should follow a log-normal distribution due to the fol-
lowing phenomenological picture ([108] p. 171ff, [113] p. 24ff):
In view of the Richardson cascade, the energy transfer towards smaller
scales is realised by the break-up of eddies. Let us single out one of the
smaller eddies on scale r. Its energy is a fraction h1 of the energy of the
larger eddy it emerged from. This larger eddy itself received a fraction h2
of energy from an even larger eddy, and so on. We can therefore trace back
that the energy of our small eddy on scale r has derived from the energy
ε0 of a mother eddy. Thus, the energy that is to be dumped on scale r
can be written as εr(x) = εL(x)
∏
jhj. Considering the logarithm of the
dissipation rate, ln εr(x) = ln εL(x) +
∑
j lnhj, and owing to the central
limit theorem, the random variable ln εr(x) should be approximately nor-
mal distributed, if the number of cascade steps is large enough. Obhukov
therefore claimed that εr(x) is distributed according to the log-normal
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distribution
p(εr) =
1√
2piσ 2r ε
2
r
exp
[(
ln(εr/ε¯) + σ
2
r /2
)2
2σ 2r
]
(II.2.32)
such that the mean of εr is ε¯. The remaining freedom in this model is the
standard deviation σr, for which Kolmogorov and Obukhov assumed
σ2r(x) = A(x) + µ ln(L/r) , (II.2.33)
accounting for the increasing variance of energy transfer fluctuations to-
wards the end of the cascade. The increase of energy transfer fluctuations
can indeed be observed in experiments [115]. Furthermore, the logarithm
in (II.2.33) ensures that the moments of p(εr) obey a scaling law,
〈εr(x)n〉 =
( r
L
)µn
2
(1− n)
e
A(x)
2
n(n− 1) + nε¯
∝ r
µn
2
(1− n) . (II.2.34)
The constant µ is called intermittency factor, for reasons we will come to
shortly, and is, due to the scale-invariance (II.2.6e), assumed to be uni-
versal. The universality of µ has indeed been proved well by experiments
and it is found to be µ ≈ 0.26 [138]. The function A(x) was meant to
weaken the previous claim of universal constants of proportionality in the
K41 theory, but has no influence on the scaling exponents.
Replacing the mean value ε¯ by εr to take into account the scale-dependent
fluctuations of the energy transfer and making use of the scaling (II.2.34)
of the moments of εr, we arrive at the K62 scaling
Snu (r) ∼
〈
(εrr)
n/3
〉 ∼ r ζn , ζn = n
3
+
µ
18
(3n− n2) (K62) . (II.2.35)
The K62 model is also often referred to as the log-normal model.
Compared to the K41 scaling (II.2.30), the K62 scaling exponents are
most notably not linear but have a term quadratic in n. The quadratic
term provokes that ζn becomes a decreasing function in n for
n > (6 + 3µ)/(2µ) ≈ 11 and eventually turns negative. This behaviour
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of ζn is commonly considered as unphysical due to two reasons. First, it
can be shown that a decreasing ζn can not be reconciled with the incom-
pressibility assumption in the derivation of the NSE, and second, the form
of ζn violates the so-called Novikov inequality [139] valid for fully develo-
ped turbulence in the limit Re→∞ ([108] p. 172f). By substituting n = 3,
we see that the K62 scaling respects the four-fifths law (II.2.20), whereas
the two-thirds law (II.2.24) receives a minor correction, S2u (r) ∼ r2/3−µ/9
where µ/9 ≈ 0.03. This correction applies analogously to the five-thirds
law (II.2.25).
We mention that scaling exponents that depart from the K41 scaling are
also called anomalous scaling exponents, and the deviation µ/9 ≈ 0.03 is
often referred to as the anomaly parameter.
The K41 scaling only holds for the structure function of second and third
order ([108] p. 91), whereas the K62 scaling agrees well with experimen-
tal results up to order of about eight ([108] p. 132). The incorporation of
violent small-scale fluctuations of energy transfer hence improved the pro-
babilistic description of extreme velocity fluctuations considerably. Note
that in the case of K62 scaling, the limit Re→∞ is essential for the cen-
tral limit theorem to be applicable, since we see from (II.2.28) that large
Reynolds numbers imply a large inertial range, which in turn ensures a
large number of steps in the cascade of eddies.
II.2.4. Small-scale intermittency
The K62 scaling belongs to the class of random cascade models. These
models share the idea of Kolmogorov and Obhukov that due to repea-
ted break-up of coarse structures into finer structures, fluctuations of the
energy transfer at large scales entail rampant fluctuations of energy trans-
fer and dissipation at small scales ([108] p. 165ff). These strong energetic
fluctuations at small scales cause similar strong velocity fluctuations at
small scales, a phenomenon known in turbulence research as small-scale
intermittency. Random cascade models are just one of many attempts to
incorporate small-scale intermittency into the description of small-scale
turbulence.
Small-scale intermittency is widely considered to be one of the most chal-
lenging and intriguing phenomena in turbulence [140]. Small-scale inter-
mittency is particularly pronounced in atmospheric turbulence [141–143],
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and is also of importance in technical application, examples include turbu-
lent mixing and combustion [144, 145], but also for loads on wind energy
converters [146–150] and other constructions exposed to extreme weather
conditions.
The term intermittency refers to short bursts of high activity in an other-
wise moderately fluctuating signal. There are many ways to formally define
intermittency. One is to take the fluctuations of a signal f(t) and inspect
the kurtosis of these fluctuations. A signature of intermittency is that the
kurtosis exceeds considerably a value of three, which is the kurtosis of
a Gaussian distribution. Or more specific, to accommodate in particular
that intermittent bursts are short, after cutting out frequencies higher
than a certain cut-off frequency, the kurtosis of the resulting signal should
grow unbounded with this cut-off frequency ([108] p. 120). Regarding ve-
locity fluctuations in a turbulent signal v(t), it is common to change to
the spatial domain by use of the Taylor hypothesis and inspect the dis-
tribution of velocity increments u on various scales r. The signature of
small-scale intermittency are then heavy tails of the distribution p(u, r),
i.e. towards small scales the frequency of large velocity increments exceed
any Gaussian prediction. According to the above discussion of the strong
fluctuations of energy dissipation, there is no doubt that p(u, r)) will de-
velop heavy tails when the scale r tends to zero. On the other hand, the
frictional forces at very small scales will eventually damp down all inter-
mittent fluctuations. The more intriguing question therefore is, how far
does the intermittent behaviour extend into the inertial range. See figure
II.2 for a typical signature of small-scale intermittency in p(u, r).
The reason to use the rather qualitative criterion of heavy tails is that it
accounts for all high order structure functions Snu (r), which in turn are
characterised by scaling laws (II.2.29) and in particular by the presumab-
ly universal scaling exponents ζn. Hence, a physical model for small-scale
turbulence which predicts ζn that are consistent with all available theoreti-
cal and experimental results would be a great step towards understanding
the mechanism responsible for small-scale intermittency in any turbulent
flow. The K41 scaling, for instance, predicts a Gaussian form of p(u, r) in
the inertial range which clearly conflicts with the features of intermitten-
cy. Corrections to the K41 scaling law are therefore called intermittency
corrections, of which the K62 scaling is just one example. Other approa-
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Figure II.2.: Small-scale intermittency. The symbols are histograms for velocity incre-
ments u(r) computed from the data used in [110] for various scales r
covering the whole inertial range. Gaussian fits are included to emphasise
the heavy tails towards smaller scales. Note also the negative skewness ap-
parent on all scales. The PDFs p(u, r) are shifted vertically for the sake of
clarity.
ches apart from K62 include the β-model, multifractal models, non-linear
scaling exponents, and, going beyond the scaling approach, extended self-
similarity, random cascade models and Burger’s turbulence. In this section,
we will briefly introduce these approaches.
We note that, however, our discussion is by no means complete. For a
broader overview we recommend chapter 8 and 9 of the book by Frisch
[108], which includes a discussion of the mentioned fractal models and
random cascade models, large deviation theory, shell models, dynamical
systems, field theoretic approaches, functional and diagrammatic approa-
ches, the closure problem of the averaged NSE, multiscale methods and
renormalisation groups. In addition, the overview article by Sreenivasan
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and Antonia [140] primarily addresses scaling phenomenology, multifrac-
tality and kinematics of small-scale structures, and the review by Biferale
[151] is devoted to shell models.
Modifications of scaling laws The β-model takes into account that tur-
bulent structures can not be as space-filling as the structures they evolved
from [152], that is, the ensemble of non space-filling structures does not
occupy the full space with dimension d = 3, but instead a subspace of frac-
tal dimension d = dfr < 3. The consequence is that the scaling of extensive
quantities (such as energy) is corrected by the volume-fraction (r/L)3−dfr .
In terms of the scale-invariance (II.2.6e), we then have h = 1/3−(dfr−3)/3
which results into the linear scaling
ζn =
n
3
+ (3− dfr)
(
1− n
3
)
(β-model) , (II.2.36)
consistent with experimental results up to an order of about six ([108]
p. 135ff).
The notion of fractals in the β-model has initiated multifractal models in
which the cascade of eddies takes place in fractal subspaces of R3 with
fractal dimensions dfr < 3 [153–159], see also p. 143ff in [108]. The mul-
tifractality is then expressed by a continuous superposition of scaling laws,
each of which featuring a scaling exponent hmin < h < hmax and valid in
a subspace of fractal dimension dfr(h). In contrast to pure scaling in the
form (II.2.29), the multifractal model puts forward a spectrum of scaling
laws. In the limit r → 0, however, the method of steepest decent relates
scaling exponent ζn and fractal dimension dfr via a Legendre transformati-
on, where a special choice of dfr(h) reproduces the K62 model. Therefore,
the K62 model is also referred to as a multifractal model. In that sense, the
β-model generalises the K41 model and the multifractal model the K62
model by inclusion of non space-filling turbulent structures at small scales.
As an illustrative example for fractal subspaces, vortex filaments may be
named [118, 160], see also p. 184ff in [108]. Vortex filaments are basically
long and thin swirls, their diameter is of the order of the Kolmogorov dis-
sipation scale η and their extension can reach the integral length scale L.
As filaments, their fractal dimension is close to one.
The role that vortex filaments play for the statistics of velocity increments,
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in particular for small-scale intermittency, is an objective of current rese-
arch [161–163]. In the course of these efforts, She and Leveque proposed in
[164] a phenomenological characterisation of the energy dissipation field,
itemised into an hierarchy of fluctuating structures ranging from the mean
dissipation rate ε¯ on the largest scale to the intermittent impact of vortex
filaments on the smallest scale. Upon coarse-graining the dissipative scales
to inertial range scales, they predict the universal scaling law,
ζn =
(
1− C0
3
)
n
3
+ C0
(
1− β n3
)
. (II.2.37)
Here, C0 = 3−dfr is the codimension of the dominant intermittent structu-
res, and the intermittency parameter β accounts for intermittency strength
as it various from one to zero. She and Leveque determined from their
theory that β = 2/3. Note that K41 scaling is recovered if we set β = 1
and codimension C0 = 0. Taking dfr = 1 for vortex filaments and β = 2/3,
the SL scaling exponents become
ζn =
n
9
+ 2
(
1− (2/3) n3 ) (SL) , (II.2.38)
which She and Leveque claim to hold universally. Indeed, the agreement
with experimental data is excellent, which is remarkable considering the
phenomenological nature of this proposal and that it goes without any ad-
justable parameters. The phenomenological model giving rise to (II.2.38)
can also be formulated as a random cascade model with Poissonian distri-
buted multipliers and is therefore also called log-Poisson model [165, 166].
Another approach to model small-scale intermittency was proposes by
L’vov and Procaccia [167, 168], in which they address the n-point corre-
lation function
Rn(r1, r2, . . . , rn) = 〈u(r1)u(r2) · · ·u(rn) 〉 (II.2.39)
where all L > ri > λ. For the special case that all r1 = r2 = . . .= rn ≡ r,
the n-point correlation function becomes the n-th order structure function
Snu (r) = 〈u(r)n〉.
Two hypotheses of Kolmogorov type form the basis of the analysis of
Rn(r1, . . . , rn). The first hypothesis states that the correlation functions
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are homogeneous functions with scaling exponents ζn,
Rn(cr1, cr2, . . . , crn) = c
ζnRn(r1, r2, . . . , rn) , (II.2.40)
which is the analogue of proposing scaling laws for structure functions.
The second hypothesis addresses universality, in the sense that velocity
increments in the inertial range are not correlated with the velocity incre-
ments on the scale of turbulence generation. A precise formulation of this
hypothesis is given by the discussion of equation (3) in [167].
The proposal of L’vov and Procaccia involves multipoint correlation func-
tions that are intermediate between the extremes Rn(r1, . . . , rn) and S
n
u (r).
More precisely, they consider the case in which the scales (r1, r2, . . . , rn)
can be grouped into p small scales (r1, . . . , rp) ∼ r0 and n−p larger scales
L > (rp+1, . . . , rn) r0 and then propose that the full correlation function
factorises into the intermediate p-point correlation function
Rp(r1, . . . , rp) = 〈u(r1) · · ·u(rp)〉 (II.2.41)
with scaling exponent ζp and a homogeneous function Ψn,p(rp+1, . . . , rn)
with scaling exponent ζn−ζp,
Rn(r1, r2, . . . , rn) = Rp(r1, r2, . . . , rp) Ψn,p(rp+1, rp+2, . . . , rn) . (II.2.42)
where the function Ψn,p(rp+1, . . . , rn) derives from the underlying equati-
ons of motions, in this case the NSE or adequate models of turbulence.
In the limit that r1 ' r2 ' . . .' rp, the intermediate correlation function
becomes the structure function Spu (r). Instead of two groups of scales, an
arbitrary number of groups can be constructed, where each group is as-
sociated with an intermediate correlation function, only the group of the
largest scales enters in terms of a homogeneous function Ψ. The relations
that govern this kind of coalescence of scales into groups are known as
fusion rules from which various scaling relations can be determined. A
simple example of such a scaling relation has been verified experimentally
[169, 170] and reads
Rpq(r1, r2) = 〈u(r1)pu(r2)q〉 ∼ Sp(r1)
Sp(r2)
Sp+q(r2) (II.2.43)
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where L > r2 > r1 > λ.
In [171], L’vov and Procaccia use fusion rules in a diagrammatic pertur-
bation theory that builds on the NSE in the limit of infinite Reynolds num-
bers. They use as a small parameter the anomaly parameter
δ2 :=ζ2 − 2/3 ≈ 0.03, and find in second order of δ2,
ζn =
n
3
− n(n− 3)
2
(
δ2 + 2δ
2
2 (n− 2)b
)
(LP) (II.2.44)
with parameter b ≈ −1.25 Choosing δ2 = 0, we obtain the K41 scaling as
it should be. The first order correction in δ2 recovers the K62 scaling, and
the second order introduces to ζn a cubic term in n. The main advantage
over K62 is that ζn does not become negative for large n. Compared to
the K62 scaling exponents, the agreement between the LP ζn above and
experimental results improves for n ≥ 8.
Extended self-similarity There is no doubt that Kolmogorov’s four-fifths
law must hold within the bounds of the assumption made in the deriva-
tion, as it has been derived from the full three dimensional NSE. Still,
experimental data often satisfies the four-fifths law rather approximately.
Deviation from the four-fifths law can accordingly only be attributed to
non-compliance of the assumptions made in the derivation and experimen-
tal imperfections ([108], p. 129ff), including i) remaining inhomogeneities
and anisotropy, ii) not negligible molecular friction (i.e. no clear-cut cros-
sover from inertial to dissipative range), iii) uncertainties in the determi-
nation of ε¯, iv) unjustified use of the Taylor hypothesis.
The fit of scaling exponents in the inertial range suffers from the same im-
pairments as the verification of the four-fifths law. In addition to that, the
structure functions of order six and higher exhibit undulations, of which
the origin remains rather unclear. An improvement in the determination
of the scaling exponents from experimental data can be achieved by a me-
thod known as extended self-similarity (ESS) by Benzi et al. [173]. In this
method, instead of the structure functions itself, the ratio to the third
structure function, Snu (r)/S
3
u (r), are used to fit the scaling exponents.
26
25Renner and Peinke found that b = −3/4 is consistent with the scaling exponents
implied by Yakhot’s model which we introduce below. [172]
26Instead of S3u (r) any other structure function could be used here. But the fact that
S3u (r) ∼ r makes S3u (r) a reasonable choice.
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The crucial assumption is that the above mentioned impairments affect
all moments in a similar manner. The ESS method accounts for these
imperfections as it introduces a correction to pure scaling in the form
Snu (r) ∝
[
S3u (r)
]ζn
. (ESS) (II.2.45)
For the case of perfect measurements of ideally developed turbulence in
the limit Rech →∞, we would recover the pure scaling behaviour discus-
sed in the previous section. In that sense, ESS allows a determination of
the scaling exponents ζn minus the effects induced by the mentioned im-
pairments. In their investigations, Benzi et al. even presented convincing
experimental evidence that the validity of ESS extents considerably far
into the dissipative range.
Random cascade models The two main assumptions in setting up the
K62 model were (i) the log-normal distribution for the local averaged
energy dissipation εr and (ii) a standard deviation σr of the log-normal
distribution that scales with ln r. The log-normal distribution resulted
naturally from the perception of a multiplicative cascade of eddies, whereas
σr ∼ ln(L/r) was a mere pragmatic assumption to retain the scaling
law for the structure functions. This has led Castaing and co-workers to
explore the r-dependency of σr experimentally [116], and they found that
εr is indeed log-normal distributed, but that a scaling law for the variance
of the log-normal distribution,
σ2r = cσ
( r
L
)−β
, (II.2.46)
is in better agreement with their measurements than the logarithmic de-
pendency used in the K62 model. In addition, they were able to show
that this power law results from applying an extremum principle to the
probability of εr. The parameter β is found to be dependent on Re and
not universal; for the measurements discussed in [116], β ≈ 0.3.
The moments of εr become
〈εnr 〉 = exp
[
cσ
n(n− 1)
2
( r
L
)−β
+ nε¯
]
(II.2.47)
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and the K62 scaling (II.2.35) changes into
Snu (r) ∼
〈
(εrr)
n
3
〉 ∼ r n3 e cσ n(n−3)18 (rL)−β . (II.2.48)
The authors of [116] also explored the consequence for the PDF of velocity
increments, p(u, r), on the basis of two assumptions. Their first assumption
is that for a fixed value of ε, the velocity increments are normal distributed,
p(u|ε) = 1√
2piσ2
exp
[
− u
2
2σ2ε
]
. (II.2.49)
Motivated by the scaling relation σ ∼ (εr)1/3 and the log-normal model,
the second assumption is that the standard deviation σε is log-normal
distributed
p(σε, r) =
1
2piΛ2r
exp
[
−
(
ln(σε/σ0)
)2
2Λ2r
]
, (II.2.50)
where the variance Λ2r is typically of the form (II.2.46). Both assumptions
are well corroborated by their measurements.
Combining (II.2.49) and (II.2.50) yields the distribution
p(u, r) =
1
2piΛr
∞∫
0
exp
[
− u
2
2σ2ε
]
exp
[
−
(
ln(σε/σ0)
)2
2Λ 2r
]
dσε
σ 2ε
(II.2.51)
which is a superposition of normal distributions and involves the free pa-
rameters σ0 and Λr.
The normal distribution in (II.2.52) causes p(u, r) to be even in u which
contradicts the four-fifths law (II.2.20). To overcome this shortcoming,
the normal distribution is augmented with a phenomenologically motiva-
ted skewness correction, and (II.2.52) becomes
p(u, r) =
1
2piΛr
∞∫
0
exp
[
− u
2
2σ2ε
(
1 + as
u/σε√
1+u2/σ 2ε
)]
× exp
[
−
(
ln(σε/σ0)
)2
2Λ 2r
]
dσε
σ 2ε
(II.2.52)
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with the skewness parameter as ≈ −0.18 claimed to be universal.
The parameter Λr accounts for the fluctuations of energy transfer on scale
r and is therefore a quantity of interest in itself. Accordingly, the import-
ant result of [116] is not so much the explicit form of p(u, r) in (II.2.52),
but rather to obtain Λr by fitting (II.2.52) to experimentally determined
p(u, r). As already mentioned, they found that Λr is well described by
the power law in (II.2.46), for which p(u, r) from (II.2.52) is in excellent
agreement with measurements.
In the sequel of this article by Castaing and co-workers, their model has
been cast in a more general formalism. Models using this formalism are
known as random cascade models or processes ([108] p. 165) and have be-
en widely used [165, 174–176, 138, 177–180]. In random cascade models,
multipliers h < 1 are used to express the statistics of velocity increments
on scales r < L as u = huL. The multipliers are assumed to be a random
variable and follow a scale dependent PDF GrL(lnh), also referred to as
a propagator. The propagator GrL(lnh) then defines the PDF of velocity
increments via a superposition of scaled PDFs pL(u/h) on the integral
scale L [175],
p(u, r) =
∫
GrL(lnh) pL
(
u
h
)
d lnh
h
. (RCM) . (II.2.53)
The above prescription of how random multipliers determine the distri-
bution of velocity increments at scales r < L is the essence of random
cascade models. The randomness enters through the random variable h,
and the association with a cascade originates from writing the propagator
as a convolution [175]
GrL(lnh) =
∫
Grr1(lnh1)Gr1L(lnh− lnh1) d lnh1 (II.2.54)
with the intermediate scale L > r1 > r and multiplier h1 to express the
statistics of velocity increments on scale r1 as u1 = h1uL. Instead of only
one intermediate scale r1, it is of course possible to set up GrL(lnh) as a
convolution of a series of intermediate scales L > r1 > r2 > · · · > r, and
the connection to a cascade becomes obvious.
In view of (II.2.53), various special cases are included in the formalism of
random cascade models.
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(i) For the simplest choice, GrL(lnh) = δ(lnh − lnhrL), and assuming a
normal distribution for pL(u), the PDF p(u, r) will be Gaussian for all
scales r which is the signature of the K41 model. In other words, for mul-
tipliers that are not random, the K41 model is recovered.
(ii) By taking for GrL(lnh) a log-normal distribution with a variance
Λr ∼ ln(r/L), the PDF p(u, r) develops the non-Gaussian tails known
from small-scale intermittency. The structure functions exhibit a scaling
law with scaling exponents of K62 form (II.2.35). This not surprising, as in
the similar fashioned derivation of the K62 scaling we used the log-normal
distribution (II.2.32) with variance (II.2.33).
(iii) Sticking to the log-normal distribution but taking a variance that
is not proportional to ln(L/r), we abandon a scaling law and the r-
dependence of the variance determines the function of r that supersedes
the r in rζn . The PDF p(u, r) will take the form (II.2.52) and the link to
the afore introduced model by Castaing is established.
(iv) In [165, 166] it has been shown that by using for GrL(lnh) a log-
Poisson distribution instead of the log-normal distribution, the statistics
of velocity increments exhibit the SL scaling law (II.2.38) proposed by She
and Leveque. The expectation of the log-Poisson distribution is related to
the logarithm of the local energy transfer. The connection between log-
Poisson statistics of energy transfer and the scaling exponents proposed by
She and Leveque is intriguing, since Possion distributions are the natural
distributions in the context of rare events [165]. Consider, for instance, the
binomial distribution which gives the probability of success for n indepen-
dent trials, where each trial has probability ps for success and probability
1 − ps for failure. For finite ps but n → ∞, the binomial distribution ap-
proaches the normal distribution. Whereas ps → 0 (indicating rare events)
and n → ∞ such that nps stays finite is the limit of the Poisson distri-
bution. In that sense, the log-Poisson model accounts for rare realisations
of the cascade process, whereas the log-normal model concerns typical
realisations. The experimentally demonstrated supremacy of the scaling
exponents arising from the log-Poisson model over the exponents from the
log-normal model also for high orders of structure functions hence suggests
that the cascade process is dictated by rare events.
(v) In general, cascade models are closely related to the notion of fractals.
Therefore, random cascade models are often combined with multifractal
models and vice versa [153, 154, 158].
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Burger’s turbulence and Galilean invariance Polyakov and Yakhot we-
re able to derive a partial differential equation for the distribution of
velocity increments, p(u, r), in a field theoretic approach to turbulence
[181, 182]. They explicitly take into account the effect of the large scale
parameters v2rms =
〈
(v−〈v〉)2〉 and `ch. In the limit of small scales r  `ch
and increments u vch, they recover a scaling law.
Starting point of their considerations is the Burgers’ equation, an one-
dimensional NSE without the pressure term,
v˙(x, t) + v(x, t) v′(x, t) = νv′′(x, t) . (II.2.55)
The Burger’s equation is a fundamental partial differential equation in
mathematics and well studied and therefore often serves as a basis of
models for turbulence.
To introduce the external force responsible for turbulence generation, the
Burgers’ equation is typically augmented with a white noise random force
v˙(x, t) + v(x, t) v′(x, t) = νv′′(x, t) + f(x, t)
〈f(x, t)f(x′, t′)〉 = κ(x− x′)δ(t− t′) , (II.2.56)
where the spatial correlation function κ(x−x′) depends on the details of
turbulence generation and is generally assumed to act only on large scales.
Polyakov used in [181] the notion of a generating functional Z[ω(·)] where
ω(x, t) is conjugate to velocity v(x, t). By substituting the above forced
Burgers’ equation and applying field theoretic techniques (operator pro-
duct expansion), he derives a partial differential equation for Z[ω(·)] for a
steady energy flux and in the limit Re→∞. His result also explicitly in-
cludes large scale properties in form of the root-mean-square fluctuations
of velocity, vrms, which allows to incorporate different flow conditions and
leads to intermittency corrections to K41 scaling. But this comes at the
price of the breakdown of the Galilean invariance (II.2.6d) for the equati-
ons for Z[ω(·)], all other symmetries of the NSE (II.2.6) are respected.
Permitting the breakdown of Galilean symmetry is the marking distinction
of this approach compared to other field-theoretical attempts to account
for intermittency corrections of scaling exponents. Preserving the Galilean
invariance and recovering the K41 model is particular delicate in functio-
nal approaches to a field-theoretic description of turbulence ([108] p. 215).
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However, the model by Polyakov does not account for the influence of
pressure. Resuming the work by Polyakov, Yakhot was able to include the
influence of pressure to the model by making use of the three-dimensional
Gaussian forced NSE [182]. He further derived from the augmented equa-
tions for Z[ω(·)] the following partial differential equation for the PDF of
velocity increments
−∂
(
u∂r p(u, r)
)
∂u
+B
∂p(u, r)
∂r
= −A
r
∂
(
u p(u, r)
)
∂u
+
vrms
`ch
∂2
(
u p(u, r)
)
∂u2
. (II.2.57)
Note that the flow parameters vrms and `ch explicitly enter the equation.
To explore the consequence of his theory for scaling laws, Yakhot deri-
ved from the above equation the corresponding equation for the structure
functions,
∂Snu (r)
∂r
=
An
n+B
Snu (r)
r
+
vrms
`ch
n(n− 1)
n+B
Sn−1u (r) , (II.2.58)
and substituted Snu (r) = cnr
ζn to get
ζn =
An
B + n
+
r
`ch
vrms
cn/cn−1
n (n− 1)
B + n
rζn−1−ζn (YAK) . (II.2.59)
The last term with prefactor r/`ch takes effects of energy injection ex-
plicitly into account. To resort to scales r where energy injection has no
effect, that is assuming r  `ch, Yakhot obtained
ζn =
An
B + n
, r  `ch . (II.2.60)
In this limit the four-fifths law must hold and it follows for n = 3,
A =
B + 3
3
. (II.2.61)
Demanding that the moment equation (II.2.58) implies S3u (`ch) ≡ 0 and
using c2 = C2ε¯
2/3 with Kolmogorov constant C2 ≈ 2 predicts a value of
B ≈ 20. In the limit B →∞, the K41 scaling is recovered, and maximum
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Figure II.3.: Comparison of various theoretical predictions of scaling exponents with an
experimental result using ESS. The experimental data consists of about 107
realisations u(r) and is the same as used in [110] and figure II.2. The scaling
exponents were obtained from fitting the structure functions shown in (a)
to the ESS formula (II.2.45), the error bars are the standard deviations of
the ζn determined from 10
3 blocks of 104 realisations u(r). The scaling
laws for the K62 model, (II.2.35), and suggested by She and Leveque (SL),
(II.2.38), are included in (a). The resulting scaling exponents are shown
in (b), which also includes the scaling exponents for the K41 model from
(II.2.30), the β-model from (II.2.36), the scaling exponents derived by L’vov
and Procaccia in (II.2.44) and the scaling exponents in (II.2.60) implied by
Yakhots model. For the β-model the fractal dimension dfr = 2.85 is used,
for the K62 model the intermittency factor µ = 0.23 and for the LP scaling
exponents the parameter b = −0.75 as suggested in [172]. The K41 scaling,
the SL scaling and the scaling suggested by Yakhot are parameter-free.
intermittency is obtained for B = 0.
With the numerical value B ≈ 20 and A given by (II.2.61), the scaling
exponents (II.2.60) resulting from Yakhot’s model for the scaling in the
inertial range agree remarkably well with experimental data. See figure
II.3 for a comparison of the scaling laws discussed in this section together
with an experimental result using ESS.
In [183], Yakhot was able to extend his model such that also transversal
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velocity increments are taken into account, and he generalised the formu-
lation to two-dimensional turbulence. In the extended form, the formalism
of Yakhot’s model can be used to demonstrate that ESS is a consequence
of the NSE [184], and to predict that for large n the scaling exponents
ζn are asymptotically a linear function of n [185] as is the case for fractal
models of turbulence and the SL scaling exponents (II.2.38). Indeed, in
[186], the connection between Yakhot’s model and multifractal models of
turbulence is demonstrated.
In [172], Renner and Peinke pointed out that expansion of the scaling
exponent (II.2.60) reproduces the scaling exponents (II.2.44) determined
by L’vov and Procaccia, where the small parameter of the expansion was
chosen to be δ2 = ζ2− 2/3 as in (II.2.44) but with ζ2 taken from (II.2.60),
ζn =
n
3
2 + 3δ
2 + 3(n− 2)δ =
n
3
− n(n− 3)
2
(
δ2 + 2δ
2
2 (n− 2)b
)
(II.2.62)
with b = −3/4 in agreement with b ≈ −1 as predicted by L’vov and
Procaccia.
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II.3. Markov analysis
Having introduced the relevant results of fully developed turbulence for
what follows in the remaining part of the thesis, let us take one step back
and relate this part with the first part of the thesis.
We started the first part with Newton’s equation of motion for Browni-
an particles and ended up with an intimate relation between entropy and
irreversibility at the nanoscale. This part, we also started with Newton’s
equation of motion, but for fluid volumes. We worked us through various
assumptions and concepts to arrive at a statistical description of velocity
fluctuations in fully developed turbulence. Overall, the analysis for both
cases involved exploring the balance between external energy injection and
internal heat dissipation. The microscopic mechanism for heat dissipati-
on traces back to non-zero viscosity both for Brownian particles and for
decaying turbulence. By including the dynamics of Brownian particles on
a time scale smaller than the Markov-Einstein time scale tME into an ide-
al heat bath, and likewise, by limiting ourselves in the case of decaying
turbulence to the inertial range where dissipative effects are negligible, we
coarse grained in both cases the microscopic dynamics to obtain a mesos-
copic description of the physics.
In this part we attempt to push this analogy further and explore the
implications of describing the statistics of velocity increments u(r) as rea-
lisations of a MP.
II.3.1. Interpretation as stochastic process
As for the scaling law in the previous section, we can again say that the
following approach uses the phenomenology of the Richardson cascade.
The idea is that the eddy which evolved from a larger eddy bears no
reference to that larger eddy after sufficient time. The concept of self-
similarity conveys the same picture, as each eddy, regardless on its stage
in the cascade, initiates its own cascade. In other words, by observing a
cascade, it is not possible to decide whether it is the whole cascade or only
a part of a larger cascade.
This perception – an eddy determines the next smaller eddy directly and
the subsequent eddies only indirectly – suggests that the cascade of eddies
is a MP. In terms of velocity increments u on scales r we can state the
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Markov assumption as follows: During the cascade process, an eddy of size
L breaks into an eddy of size g1L with fraction 0<g1<1. The break-up of
the smaller eddy results into an eddy of size g1g2L where g2 is independent
from g1. Repeating this operation, we write the scale as r = g1g2 . . . gs(r)L,
where s(r) specifies the number of stages the cascade has to go through
until it arrives at the scale r. Expressed on a logarithmic scale, we get
ln r = lnL+ln g1+ln g2+. . .+ln gs(r), or by assuming for the sake of clarity
that all fractions are equal, gi ≡ g0,
ln(L/r) = s(r) ln(1/g0) > 0 . (II.3.1)
Solving for the cascade stage yields
s(r) =
ln(r/L)
ln g0
. (II.3.2)
We apply the same argument to the velocity increments as they evolve
down the cascade, that is ur = h1h2 . . . hs(r)uL, and obtain
ln(uL/ur) = s(r) ln(1/h0) , (II.3.3)
where hi ≡ h0 determines the fraction of velocity that an eddy receives
from the eddy it evolved from. Solving for wr := ln(ur/uL) yields
wr = s(r) lnh0 (II.3.4)
which relates the logarithmic velocity increment wr to the cascade sta-
ge s(r) on scale r. Note that lnur ∼ ln r from (II.3.4) and (II.3.2) is in
agreement with the scaling-invariance (II.2.6e). By considering w(r) =
ln(u(r)/uL) as a function of r and differentiating (II.3.4) with respect to
r, we finally arrive at the ODE
−∂ru(r)
u(r)
= −∂rs(r) lnh0 = − lnh0
ln g0
1
r
, a :=
lnh0
ln g0
⇒ ∂ru(r) = a u(r)
r
, u(L) = uL .
(II.3.5)
The solution of this initial value problem is a scaling law
u(r) = uL (r/L)
a . (II.3.6)
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In these considerations, we only considered the velocity increments at
single cascade stages and ignored the dynamics between these stages. In
principle, the dynamics between the stages is deterministic and domina-
ted by the non-linear terms of the NSE, but of course we can not take
this dynamics explicitly into account. Instead, we make use of the chao-
tic property of a turbulent flow which implies that the outcome of each
turbulent structure evolving to the next stage of the cascade exhibits a
certain randomness. In the spirit of the log-normal model, we add the
random variable Z
(
s(r)
)
with amplitude w0 to the logarithmic velocity
increments in (II.3.4),
w(r) = s(r) lnh0 + w0Z
(
s(r)
)
. (II.3.7)
We define Z
(
s(r)
)
as the outcome of the cumulated randomness in the
cascade up to stage s, where random variables qi account for the (loga-
rithmic) velocity fluctuations at each stage. As in the log-normal model,
we refer to the central limit theorem and infer that the cumulative ran-
dom variable Z
(
s(r)
)
is normal distributed. The statistical properties of
Z
(
s(r)
)
can readily be determined to be
〈
Z
(
s(r)
)〉
=
s(r)∑
i=1
〈qi〉 = 0 , (II.3.8a)
〈
Z
(
s(r)
)2〉
=
s(r)∑
i,j=1
〈qiqj〉 =
s(r)∑
i,j=1
δij = s(r) . (II.3.8b)
Here, we assumed in the first line that the fluctuations qi are zero on
average, and in the second line we used the Markov assumption that there
are no correlations between the stages of the cascade.
To proceed, we write (II.3.8) as the continuous approximation
Z
(
s(r)
)
=
s(r)∫
0
q(x) dx (II.3.9)
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and require 〈q(x)q(x′)〉 = δ(x − x′) to retain 〈Z(s(r))2〉 = s(r) as in
(II.3.8b). The differentiation of (II.3.7) with respect to r now yields
−∂ru(r)
u(r)
= −a
r
− w0
r ln g0
q
(
s(r)
)
, b := − w
2
0
2 ln g0
> 0
⇒ −∂ru(r) = −a u(r)
r
+
√
2b
u(r)2
r
ξ(r) , u(L) = uL , (II.3.10)
where the minus sign before ∂r accounts for dr < 0 and we defined the
new random variable ξ(r) := q
(
s(r)
)
/
√−r ln g0 such that the stochastic
integral of ξ(r) has the usual properties as in (A.1.11), which will allow
us in the next section to identify drift and diffusion for an equivalent for-
mulation with the corresponding FPE (cf. the transformation rule for the
independent variable in (A.2.8)).
We stress, however, that the continuous approximation (II.3.9) involving
ξ(r) implies an infinitely divisible cascade process [166], otherwise ξ(r)
is not δ-correlated. Only for differences in scales that exceed the typical
scale-interval covered by one cascade step, ln(r/r′) > ln(1/g0), we can ass-
ume that the correlation 〈ξ(r)ξ(r′)〉 → 0 vanishes. Solving (II.3.10) yet for
arbitrary scales hence implies infinite many cascade stages, an assumption
that is justified in the limit Re→∞.
From the mathematics presented in I.1.1 it is clear that (II.3.10) is a
stochastic differential equation (SDE), and as such needs completion by
specifying the rule of discretisation. In the derivation of (II.3.10) we clearly
distinguished the deterministic and stochastic origin. Following van Kam-
pen (cf. p. 15), we therefore identify
√
bu2/rξ(r) as external noise for which
the mid-point rule should be taken [19, 5, 4], which comes with the con-
venience that we do not have to bother with modified calculus.27
We observe that on the logarithmic scale s(r) the stochastic process de-
fined by (II.3.10) is in fact nothing else then geometric Brownian motion
(GBM) discussed as example in I.1 and A.1. We will discuss the solutions
27In principle, any other discretisation is possible, but then we have to make sure
to modify the rules of calculus accordingly. In the case of the pre-point rule, for
instance, we would need to replace ordinary calculus by Ito¯ calculus and use the
Ito¯ lemma for the variable transformation s(r). The resulting SDE would then
have to be interpreted in Ito¯, and manipulations of the SDE have to comply with
Ito¯ calculus. Furthermore, the coefficients of the SDE would loose their physical
meaning.
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of the above SDE in the following section.
The phenomenology of the calculation presented in this section is the
essence of random cascade model [187, 188, 153], see also p. 165ff in [108].
The connection of random cascade models to a SDE has been first discus-
sed by She in [166] for the log-Poisson model (II.2.38) and picked up by
others [189, 190, 179, 178, 191]. We will come back to the relation bet-
ween random cascade models and SDEs in more detail in the next section.
We explicate the analogy to Brownian motion:
The exact process of collisions between Brownian particles and the fluid
molecules is coarse grained by considering only the random outcome of
the collisions. The energy injection by the random force is provided by an
ideal heat bath which models the kicks received by the Brownian partic-
le from the fluid molecules. The interpretation of the ideal heat bath is
the essential ingredient in the thermodynamic interpretation of the MP
accomplished in chapter I.2.
In the case of a turbulent cascade, the velocity fluctuations throughout the
cascade is a result of the energy injection on large scales and the subse-
quent transfer of energy to smaller scales due to the non-linear interaction
of fluid elements. In the SDE (II.3.10), the energy injection is realised by
randomising uL, and the stochastic term b
√
u2/rξ(r) accounts for the fluc-
tuations in velocity that result from the transfer of energy to scale r. The
energy dissipation at small scales does not enter this model which hinders
a thermodynamic interpretation. But the exclusion of dissipation effects
in the Markovian description of the cascade suggests that the Markov con-
dition can only be met at scales where dissipative effects are negligible.
Indeed, in chapter II.3.3 we will see that the Markov assumption holds for
r > rME ≈ λ, where rME is the spatial analog of the Markov-Einstein time
scale tME discussed after (I.1.78).
The SDE (II.3.10) further constitutes a prescription to artificially gene-
rate realisations u(·). In the limit Re → ∞, in which λ → 0, we could
compose a flow field v(x) by connecting the realisations u(·) in series. We
hence obtain an ideal flow field v(x) that respects the characteristics of
the cascade process introduced above, ideal in the sense that Re→∞.
We mention that it should be kept in mind that a realisation u(·) is not
one specific cascade of one eddy. Instead, a large ensemble of realisation
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u(·) reflects the statistics caused by the cascade. Considering u(r), we just
probe the spatial structures of the flow field being composed of cascades,
without being able to pick out a certain cascade.
II.3.2. Drift and diffusion
We have seen in the previous section that a log-normal random casca-
de model can be represented by a SDE. Formulating the process as a
SDE implies the definition of drift and diffusion coefficients D
(1)
(u, r) and
D
(2)
(u, r). In this section, we will explore the representation of the approa-
ches to turbulence, which we introduced in II.2, in terms of D
(1,2)
(u, r).
Kolmogorov scaling For the cascade model (II.3.4) without stochasti-
city, we already found the scaling (II.3.6) implying the following scaling
law for the structure functions
Snu (r) = 〈unL〉
(
r
L
)ζn
, ζn = n
lnh0
ln g0
. (II.3.11)
It is apparent that g0 = h
3
0 recovers the K41 scaling (II.2.30). If we want
to formulate this model in terms of a stochastic process, we can set
D
(1)
(u, r) = −1
3
u
r
, D
(2)
(u, r) ≡ 0 (K41) , (II.3.12)
where the only randomness arises from drawing the initial value uL from
a distribution pL(u).
By including stochasticity in the cascade model, we found the Stratonovich
SDE (II.3.10). Integration of this SDE yields (see appendix A.1, applying
ordinary calculus)
u(r)
uL
=
( r
L
)a
exp
[√
2b ln(L/r)Z(r)
]
, (II.3.13)
where Z(r) is a Gaussian random variable with zero mean and varian-
ce one. Hence, u(r)/uL is a log-normal distributed random variable with
mean a ln(r/L) and variance 2b ln(L/r).
The equivalent FPE that governs the PDF p(u, r) reads according to
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(I.1.18) and (I.1.19)
−∂rp(u, r) =
[− ∂uD(1)(u, r) + ∂2uD(2)(u, r)]p(u, r) , p(u, L) = pL(u) ,
D
(1)
(u, r) = −(a−b) u
r
, D
(2)
(u, r) = b
u2
r
(II.3.14a)
with initial distribution pL(u), and the minus sign before ∂r again accounts
for dr < 0. Using the substitutions s = ln(L/r) and w = ln(u/uL), the
solution of the FPE can be determined to be
p(u, r) =
1
u
√
4pib lnL
r
∫
pL(uL) exp
[
−
(
ln u
uL
− a ln r
L
)2
4b lnL
r
]
duL (II.3.15)
which is a log-normal distribution for u/uL > 0 with mean a ln(r/L) and
variance 2b ln(L/r) in agreement with the solution of the SDE above.
From the FPE (II.3.14a) above and the moment equation (I.1.30), we can
conveniently obtain the scaling of the structure functions for the stochastic
cascade,
− r∂rSnu (r) =
[
− (a−b)n+ b n(n− 1)
]
Snu (r)
⇒ S
n
u (r)
Snu (L)
=
(
r
L
)an− bn2
=
(
r
L
)(a− 3b)n− bn(n− 3)
. (II.3.16)
In comparison with the moments in (II.2.34) for the K62 model, we indeed
find that the phenomenological introduced SDE (II.3.10) is equivalent to
the K62 model.
We recover the K62 scaling for b = µ/18 and a = (2+µ)/6 ≈ 1/3 + 0.04.
The solution for p(u, r) above is therefore the PDF for velocity increments
u in an ideal K62 process. See figure II.4 for a plot of p(u, r) for various
scales r and intermittency factors µ.
The resulting drift and diffusion for the K62 process read
D
(1)
(u, r) = −3 + µ
9
u
r
, D
(2)
(u, r) =
µ
18
u2
r
(K62) . (II.3.17)
The equivalence between the K62 model and the FPE with D
(1,2)
(u, r) as
above have been first found by Friedrich and Peinke [192, 193].
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Figure II.4.: Analytic solutions p(u, r) of the FPE for the K62 process for various scales
r and intermittency factors µ. The analytic solution is given by (II.3.15),
for the initial distribution pL(uL) a skew-normal distribution was taken that
was fitted to experimental data from [110].
In the picture of the multiplicative cascade, the K62 model implies a sca-
ling g0 = h
3−dfr
0 with fractal dimension dfr = 3− 1/a = 3µ/(2 + µ) ≈ 0.35
and an amplitude of velocity fluctuations of w20 = µ/9 ln(1/g0).
The equivalence between the K62 scaling on a logarithmic scaling, i.e. the
velocity increment as a function of the cascade stage, and the geometric
Brownian motion, i.e. the Black-Scholes model for stock prices [194, 195],
establishes a curious connection between the classical models of turbulent
flows and stock markets.
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Multifractal model We have shown that the Kolmogorov model K62 is
equivalent to a FPE, if we use a drift coefficient linear in u and a diffusion
coefficient quadratic in u, as specified in (II.3.17). We now aim at exploring
the general connection between drift and diffusion coefficients D
(1,2)
(u, r)
and scaling exponents ζn.
To this end, we assume a general power series for D
(1,2)
(u, r),
D
(1)
(u, r) = −
∞∑
k=0
d
(1)
k (r)u
k , D
(2)
(u, r) =
∞∑
k=0
d
(2)
k (r)u
k . (II.3.18)
Substitution of (II.3.18) into the moment equation (I.1.30) yields
−∂rSnu (r) =
∞∑
k=0
[
−nd(1)k (r)Sn+k−1u (r) + n(n−1)d
(2)
k (r)S
n+k−2
u (r)
]
=
∞∑
k=0
[
−n d(1)k−1(r) + n(n−1) d
(2)
k (r)
]
Sn+k−2u (r) , (II.3.19)
where we have set d
(1)
−1(r) ≡ 0.
By defining the matrix
A =

a02 a03 a04 a05 . . .
a11 a12 a13 a14
. . .
a20 a21 a22 a23
. . .
0 a30 a31 a32
. . .
0 0
. . . . . . . . .

(II.3.20)
with diagonals
ank(r) = nd
(1)
k−1(r)− n(n− 1)d
(2)
k (r)
=
(
d
(1)
k−1(r) + d
(2)
k (r)
)
n− d(2)k (r)n2 , (II.3.21)
we can rewrite (II.3.19) as a linear system of ordinary differential equations
∂rS
n
u (r) = A
n
j (r)S
j
u (r) . (II.3.22)
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For the case that d
(1)
(r) and d
(2)
(r) depend reciprocally on r, we can rewrite
(II.3.22),
r∂rS
n
u (r) = A
n
j S
j
u (r) , (II.3.23)
with now constant d
(1)
, d
(2)
, ank and A
n
j .
Substitution of the scaling ansatz Snu (r) = r
h in (II.3.23) results into
the condition det(Anj − hδnj ) = 0 in order to obtain non-trivial solutions
for Snu (r). The general form of this solution yields the sought connection
between a scaling law and drift and diffusion coefficients,
Snu (r) =
∑
i
vni r
hi
= vn1 r
h1 + vn2 r
h2 + vn3 r
h3 + . . .
!
= cn r
ζn , (II.3.24)
with hi being the i-th eigenvalue to the i-th eigenvector vi of matrix A.
The task might be to find for given ζn a matrix A of form (II.3.20) that
has eigenvalues hi und eigenvectors vi such that (II.3.24) is satisfied. The
entries ank of that matrix A then define d
(1)
k , d
(2)
k and thus rD
(1)
, rD
(2)
using
(II.3.18). But as we are equating a power series in r on the l.h.s. with one
power of r on the r.h.s. of (II.3.24), we are forced to set vni = cn δhiζi such
that A is diagonal. The entries of the diagonal are then the desired scaling
exponents, that is, an2 = ζn. Using (II.3.21) and (II.3.18), we get
ζn = an2 =
(
d
(1)
1 + d
(2)
2
)
n− d(2)2 n2 , d
(1)
k 6=1 = d
(2)
k 6=2 = 0 , (II.3.25a)
⇒ D(1)(u, r) = −d(1)1
u
r
, D
(2)
(u, r) = d
(2)
2
u2
r
. (II.3.25b)
The form of D
(1,2)
(u, r) above is the most general form that allows a sca-
ling law. Hence, by comparing the D
(1,2)
(u, r) above with the K62 form
of D
(1,2)
(u, r) in (II.3.17), we see that the K62 scaling is already the most
general scaling law covered by a FPE. This limitation of a FPE to K62
scaling has also been found along other lines by Hosokawa [196].
Writing the scaling exponents in (II.3.24) as hi =
1
3
− (1− 1
3
dfr(i)) with
fractal dimension dfr(i), we may interpret the sum in (II.3.24) as the su-
perposition of scaling laws in subspaces of fractal dimension dfr(i), very
much like the multifractal model we mentioned in (II.2.3) (cf. discussion
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of equation (8.40) in [108]). For a full correspondence to the multifractal
model, however, a continuous superposition of powers in the form
D
(1,2)
(u, r) =
1
r
∫ kmax
kmin
d
(1,2)
(k)uk dk (II.3.26)
seems promising, which we leave for further studies.
Scaling beyond K62 In the previous paragraph, we found that the re-
striction to a FPE to describe the stochastic process in u(r) also limits the
resulting scaling law of Snu (r) to the form of K41 or K62. In particular, this
restriction rules out the promising SL scaling law (II.2.38). By extending
our analysis to discontinuous MPs, however, we will now demonstrate that
the SL scaling does have a representation as a MP.
In chapter I.1.4 we learnt that a MP is in general a jump process with
a continuous component. The continuous component can be fixed by a
drift coefficient A(u, r) and a diffusion coefficient B(u, r), whereas the oc-
currence of jumps of width w is given by a jump density θ(w|u, r) with
moments Ψ
(k)
(u, r). Realistic MPs always have a discontinuous component,
but in many applications this component is small such that
D
(1)
= A + Ψ
(1) ' A and D(2) = B + Ψ (2)/2 ' B, and the FPE with
D
(1,2)
is a reasonable approximation of the process.
To bridge to scaling laws of structure functions Snu (r), recall that for the
choice A(u, r) = a(r)u, B(u, r) = b(r)u2 and Ψ
(k)
(u, r) = d
(k)
(r)uk, the
moments follow from the Kramers-Moyal expansion (KME) as
S nu (r) = S
n
u (L) exp
[
−
∫ r
L
na(r) + n(n−1)b(r) +
n∑
k=1
(
n
k
)
d
(k)
(r) dr
]
.
(II.3.27)
(The minus in the exponent is due to dr < 0, see (I.1.76) and (I.1.82).)
Let us temporarily restrict ourselves to a pure jump process, i.e. a(r) ≡ 0
and b(r) ≡ 0. For the special case d(k)(r) = d(k)/r with constant d(k), we
obtain the scaling law
S nu (r) = S
n
u (L) r
−
∑n
k=1
(
n
k
)
d
(k)
. (II.3.28)
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Hence, to obtain a scaling law with exponents ζn, we require that the d
(k)
satisfy
n∑
k=1
(
n
k
)
d
(k) !
= −ζn . (II.3.29)
In some sense, the d
(k)
are the coefficients of a binomial expansion of −ζn.
For the SL scaling, it is indeed possible to solve (II.3.29) for the d
(k)
, if we
also take an appropriate drift term into account,
A(u, r) = −1
3
(
1− C0
3
) u
r
, B(u, r) ≡ 0 , (II.3.30a)
Ψ
(k)
(u, r) = C0
(
β1/3 − 1
)k uk
r
(SL) . (II.3.30b)
The corresponding KMCs are D
(1)
(u, r) = A(u, r) + Ψ
(1)
(u, r) and
D
(k)
(u, r) = Ψ
(k)
(u, r)/k! for k ≥ 2.28
As expected, the K41 process in (II.3.12) is recovered if we set the inter-
mittency parameter to β = 1, which corresponds to zero intermittency,
and insert the codimension C0 = 0.
Due to β1/3−1≈−0.13, the odd moments Ψ (k)(u, r) turn out to be negative
which incorporates a negative skewness of θ(w|u, r) for positive u. From
the k-dependence we see also that the moments Ψ
(k)
(u, r) decrease with
increasing k only if |u| < |1/(β1/3−1)|, implying that intensive intermit-
tent bursts are to be expected if |u| is already quite large. The KMCs,
however, are still decreasing rather fast for increasing k and reasonable
values for u, suggesting that an approximation of the jump process as a
continuous process is reasonable.
However, it is desirable to set up the master equation of the form (I.1.67)
or (I.1.70) that governs the dynamics of u. To do so, we need to solve the
moment problem∫
wkθ(w|u, r) dw = C0
r
(b u)k , b := β1/3 − 1 (II.3.31)
in order to get hold of the jump density θ(w|u, r). This is a challenging
problem. Exponential distributions seem to be a promising candidate, alt-
28The KME with this KMCs should be solvable.
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hough a (compound) Poisson distribution would be the more natural choi-
ce (cf. [5] p. 237ff). Also promising is to formulate the characteristic func-
tion of θ(w|u, r) in terms of its moments Ψ (k)(u, r). At this point, however,
further analysis has to be left for future study.
We note that similar considerations were pursued by Hosokawa in which
he considered the moments of ln εr instead of u(r) [196].
Random cascade models Regarding scaling laws, only the two Kol-
mogorov scalings can be reproduced by a FPE. We will now discuss the
representation of turbulence models that do not rest on scaling laws of the
form rζn . We begin with random cascade models.
In random cascade models, the PDF of velocity increments, p(u, r), is ob-
tained by propagating the PDF at integral scale, pL(uL), to smaller scales
making use of random multipliers h, see (II.2.53).
Amblard and Brossier discuss in [177] the connection of random cascade
models to stochastic processes. They considered the Ito¯ SDE
−∂ru(r) = −a(r)u(r) +
√
2b(r)u(r)ξ(r) , u(L) = uL (II.3.32)
with positive coefficients a(r) and b(r). The general solution reads (see
appendix A.1)
u(r) = ΦrL uL (II.3.33)
ΦrL = exp
[ r∫
L
a(r′) + b(r′) dr′ +
r∫
L
√
2b(r′)ξ(r′) dr′
]
, (II.3.34)
where ln ΦrL is a normal distributed random variable with mean µΦ and
variance σ 2Φ given by
µΦ(r, L) =
∫ r
L
a(r′) + b(r′) dr′ , (II.3.35a)
σ 2Φ(r, L) = −2
∫ r
L
b(r′) dr′ . (II.3.35b)
The form of the solution (II.3.33) is the same construction that led to the
propagator formulation (II.2.53) in random cascade models: The statistics
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of velocity increments on scale r is expressed by the statistics of a random
multiplier ΦrL. This equivalence becomes explicit by writing down the
PDF for u(r),
p(u, r) =
1√
4piσΦ(r, L)
∞∫
0
exp
[
−
(
lnh− µΦ(r, L)
)2
2σ 2Φ(r, L)
]
pL
(
u
h
)
d lnh
h
,
(II.3.36)
where we defined h := u/uL, and pL(uL) is the PDF of the velocity in-
crements on integral scale L. Clearly, the propagator GrL from (II.2.53)
reads in this case
GrL(lnh) =
1√
4piσΦ(r, L)
exp
[
−
(
lnh− µΦ(r, L)
)2
2σ 2Φ(r, L)
]
. (II.3.37)
This propagator is equivalent to Green’s function of the FPE
−∂rp(u, r) =
[
− ∂uD(1)(u, r) + ∂ 2uD
(2)
(u, r)
]
p(u, r) , p(u, L) = pL(u)
D
(1)
(u, r) = −a(r)u , D(2)(u, r) = b(r)u2 (RCM) . (II.3.38)
According to (A.2.3), the FPE corresponds to the SDE (II.3.32). From
the FPE also follows by use of the moment equation (I.1.30) an ODE for
the structure function,
−∂rSnu (r) =
[− na(r) + n(n− 1)b(r)]Snu (r) , (II.3.39)
where substitution of the scaling ansatz Snu (r) = S
n
u (L) r
ζn(r) yields
ζn(r) =
1
ln r
r∫
L
n
(
a(r′)− (n−1)b(r′) ) dr′ . (II.3.40)
Note that solving the moment equation (II.3.39) results into
Snu (r) = S
n
u (L) exp
[
nµΦ(r, L) +
1
2
n2σ 2Φ(r, L)
]
(II.3.41)
in agreement with the moments of the log-normal distribution in (II.3.36).
On the basis of the drift and diffusion coefficients D
(1,2)
(u, r) from (II.3.38)
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and the resulting scaling exponents ζn(r) in (II.3.40), we can discuss the
same special cases as we did in view of the propagator formulation (II.2.53)
for random cascade processes.
(i) In accordance with (II.3.12), setting a(r) = 1/(3r) and b(r) ≡ 0 reco-
vers the K41 scaling exponents (II.2.30). We also see from (II.3.35b) that
in this case the multiplier ΦrL in (II.3.33) is not a random variable.
(ii) Only if a(r) and b(r) depend reciprocally on r, the scaling exponents
become constant and take the K62 form (II.2.35) which is in compliance
with our discussion of (II.3.25b). In this case ΦrL is a log-normal distri-
buted random variable with variance Λr ∼ ln(L/r).
(iii) By leaving the K62 form of D
(1,2)
(u, r) but keeping the same sca-
le dependency, say a(r) = a0∂r ln f(r) and b(r) = b0∂r ln f(r), we ob-
tain a modified scaling law of the form Snu (r) ∝ f(r)ζn with now ζn =
a0n− b0n(n− 1)
)
. The random cascade process defined by such a choice
of D
(1,2)
(u, r) was experimentally examined by Arneodo [189], which he
termed continuous self-similar cascade. Note that in this case we can al-
ways transform to the new scale s = ln f(r) such that drift and diffusion
become scale-independent. The MP is then stationary in s. Note also that
for the special case f(r) = S3u (r), we recover the ESS scaling (II.2.45). In
that sense, ESS corresponds to a special random cascade model.
(iv) For arbitrary a(r) and b(r), we still have a log-normal random cascade
model where a(r) and b(r) determine the mean and variance of the associa-
ted log-normal distribution for the multipliers ΦrL according to (II.3.35).
In view of the introductory derivation of the K62 model in terms of a
random cascade model, we see that this restriction is due to the fact that
a FPE is only equivalent to a SDE with Gaussian white noise ξ(r) ([20]
chapter 3.3). A SDE with Poissonian white noise, for instance, would lead
to the log-Poisson model by She and Leveque, for which a master equati-
on is needed to describe how p(u, r) evolves in scale. Note that the white
noise property of ξ(r) is equivalent to 〈ξ(r)ξ(s)〉 = δ(r − s), that is the
Markov assumption of the cascade.
As a last remark regarding random cascade models, we mention that drift
and diffusion of the form (II.3.38) exclude a skewness in the solution
p(u, r|uL, L) of the corresponding FPE. A skewness in p(u, r) can only
enter through a skewness in the initial PDF pL(u). This is a known short-
coming of standard random cascade models of the form (II.3.36) [178].
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Yakhot’s model Recall Yakhot’s model of turbulence which we introdu-
ced in section II.2.4 p. 144. In this model two parameters, B and A, enter,
together with two characteristics of the specific turbulent flow under con-
sideration, the root-mean-square fluctuations vrms and the characteristic
length scale of turbulence generation `ch. The result of Yakhot’s efforts is
the partial differential equation for p(u, r) in II.2.57.
Davoudi und Tabar [197, 198] showed that solutions of the PDE (II.2.57)
satisfy the Kramers-Moyal expansion (KME)29
−∂rp(u, r) =
∞∑
k=1
(−1)k∂ ku
[
D
(k)
(u, r)p(u, r)
]
, (II.3.42a)
D
(k)
(u, r) =
αk
r
uk − βk uk−1 , (II.3.42b)
αk = (−1)kA Γ(B+1)
Γ(B+k+1)
=
A (−1)k
(B+1)(B+2) · · · (B+k) , (II.3.42c)
βk = (−1)k vrms
`ch
Γ(B+2)
Γ(B+k+1)
=
vrms
`ch
(−1)k
(B+2)(B+3) · · · (B+k) , (II.3.42d)
where Γ(x) is the gamma function and we set β1 :=0.
For a further discussion we substitute A = (B + 3)/3 from (II.2.61) and
rewrite the coefficient β2 to get for the Kramers-Moyal coefficients (KMCs)
the suggestive form
D
(k)
(u, r) =
αk − β˜k(u, r)
r
uk , (II.3.43)
αk =
(−1)k (B + 3)
3(B+1) · · · (B+k) , β˜k(u, r) =
r/u
`ch/vrms
(−1)k
(B+2) · · · (B+k) ,
where β˜2(u, r) now is dimensionless. Four special cases are apparent.
(i) It is clear that due to Γ(B+k+1) in the denominator of (II.3.42c) and
(II.3.42d), the coefficients αk and βk will rapidly decrease with increasing
k. It is hence a reasonable approximation to truncate the KME after the
second term and obtain a FPE with drift and diffusion given by
D
(1)
(u, r) =
α1
r
u , D
(2)
(u, r) =
α2 − β˜2(u, r)
r
u2 , (YAK) (II.3.44)
α1 = − B+3
3(B+1)
, α2 =
B+3
3(B+1)(B+2)
, β˜2(u, r) =
r/u
`ch/vrms
1
B+2
.
29In [198] the term βk u
k−1 enters D
(k)
(u, r) with the opposite sign than in (II.3.42b)
which is not correct.
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This approximation is in opposition to a “blind” application of Pawu-
la’s theorem, as we not use D
(4)
(u, r) ≈ 0 to argue that all coefficients
D
(≥3)
(u, r) are negligible. If D
(4)
(u, r) is not exactly zero, the higher coeffi-
cients might as well diverge despite D
(4)
(u, r) ≈ 0, but here we know that
αk→0 and βk→0 for k→∞ without using Pawula’s theorem. However, it
is difficult to say whether the influence of the entirety of D
(≥3)
(u, r), despi-
te the negligibility of the individual terms for k →∞, remains significant
for the dynamics.
(ii) For r/u `ch/vrms, expressing that typical time scales of the internal
dynamics of turbulent structures are small compared to the characteristic
time scale associated with turbulence generation, we may neglect β˜2(u, r)
in the KME and arrive at
−r ∂rp(u, r) =
∞∑
k=1
(−1)k∂ ku
[
αku
k p(u, r)
]
. (II.3.45)
The moments equation of this KME is of the same form as (I.1.81), for
which we found the solution (I.1.82) implying a scaling law with exponents
ζn =
n
3
B + 3
B + n
(II.3.46)
in agreement with (II.2.60).
(iii) Neglecting also β˜2(u, r) in the FPE, that is in the limit β˜2(u, r) → 0
for all u and r, drift and diffusion coefficients of the FPE (II.3.44) take
the K62 form in (II.3.17). Therefore, instead of resorting to inertial range
scales L> r > λ, the K62 scaling is included into Yakhot’s model in the
limit of a clear-cut time scale separation between internal dynamics of
turbulent structures and turbulence generation.30
(iv) In the limit B → ∞, all D(k)(u, r) vanish for k ≥ 2 and we recover
the K41 form of D
(1)
(u, r) in (II.3.12) which excludes any intermittency
corrections from the model. This role of B is in accord with the discussion
of scaling exponents after (II.2.59), but here we do not need to resort to
comparing scaling laws.
In total, Yakhot’s model constitutes a generalisation of K62 in two aspects.
30This is of course hard to achieve, since even for L/〈uL〉  `ch/vrms we can not rule
out fluctuations of uL that bring L/uL close to `ch/vrms, which, to lower extent,
also applies for time scales r/u at smaller scales.
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First, by including all D
(k)
(u, r) instead of only D
(1,2)
(u, r), the scaling ex-
ponents (II.3.46) also account for a jump process underlying the conti-
nuous K62 process. And second, direct effects of turbulence generation
on the dynamics in the inertial range are accounted for by the coefficient
β˜k(u, r) in (II.3.43) and imply a departure from a scaling law.
Note, however, that for certain values of u and r all even D
(k)
(u, r) become
negative, which is contradictory to the general form of D
(k)
(x, t) given in
(I.1.78). In terms of the dimensionless turn-over time τr := |(r/u)/(`ch/vrms)|
and the critical value τcr = 3(B+1)/(B+3) = 1/ζ1, the D
(k)
(u, r) become
negative for τr < τcr.
In the Markov formalism, Yakhot’s model is hence only valid as long as the
normalised time scale of eddy dynamics is larger than the critical value τcr.
Instead of the inertial range condition ReL>Rer>Reλ from (II.2.5), the
Markov representation of Yakhot’s model suggests that the K62 scaling
law can be expected if
1 τr > τcr ≈ 0.37 . (II.3.47)
This condition is hardly fulfilled and gets more likely to be violated for
large fluctuations of u which are described by high order structure functi-
ons. This observation might explain the failure of the K62 scaling at high
order.
It is further reasonable to assume that the restriction τr > τcr amounts to
the principle of time scale separation underlying the Markov assumption.
Accepting Rer > Reλ as the analog of τr > τcr then implies that the Mar-
kov assumption is linked to r > λ, a guess which will be confirmed in the
next section.
In closing this chapter, we mention that it should also be interesting to
tackle the moment problem for Yakhots scaling exponents (II.3.46),
∫
wk θ(w|u, r) dw = B! (B+3)
3r
(−u)k
(B + k)!
, (II.3.48)
which would yield the jump density θ(w|u, r) and thus a master equation
governing the evolution of p(u, r).
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II.3.3. Experimental investigations
In the hitherto discussion on MPs representing the eddy cascade in fully
developed turbulence, we demonstrated how many major achievements in
turbulence research find their counterpart in the theory of MPs. The point
of origin was to assume that once an eddy has evolved into smaller ed-
dies, these smaller eddies start their own cascade without reference to the
eddy they came from, which we interpreted as being equivalent to the me-
moryless property of a MP. The equivalence of the Markov description to
established theories of turbulence legitimates this interpretation, however,
experimental evidence that the Markov assumption holds is called for. In
this section we will give a survey of experimental investigations regarding
the Markov assumption and also the applicability of a FPE.
At the beginning of the first part, we formally defined the Markov con-
dition in (I.1.2) which states that in a time-ordered series of events, the
current event is only influenced by the most recent one. A direct con-
sequence of the Markov condition is the Chapman-Kolmogorov relation
(CKR) (I.1.64) which typifies the kind of Markov chain we associate with
the eddy cascade. Building on the CKR, we found that continuous MPs
are fixed by SDEs and the corresponding FPEs, and discontinuous MPs
can be described by a KME. Hence, if the CKR holds, all results of the
first part hold.
The first work that pursued the Markov representation of the eddy cascade
was in fact experimental. In [192, 193], Friedrich and Peinke demonstra-
ted that the PDF of velocity increments, p(u, r), indeed satisfies the CKR.
They determined conditional probabilities p(u1, r1|u2, r2) from a free jet
experiment and substituted these into the CKR for a number of triples
r1 < r2 < r3. In the spirit of a Markov chain, they used the experimentally
determined p(u1, r1|u2, r2) to propagate pL(uL) successively downwards in
scale in comparison to the directly measured p(u, r). Both investigations
demonstrated the validity of the CKR for all accessible u and r which
constitutes convincing evidence that the evolution of velocity increments
u in scale r is a MP.
Friedrich and Peinke also addressed the question whether the MP is con-
tinuous or discontinuous by estimation of the first four KMCs D
(1-4)
(u, r)
according to the procedure described in the context of the definition of D
(k)
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in (I.1.78). They found that, within the error margin, D
(3,4)
(u, r) vanish for
all accessible u and r, whereas D
(1,2)
(u, r) have well-defined limits. Refer-
ring to the theorem of Pawula as discussed after (I.1.79), they argued that
the MP should be continuous, that is to say, the jump density (I.1.71) is
a δ-function for which all moments (including D
(4)
) vanish. This is a bold
statement, since it is hardly possible to prove D
(4)
(u, r) ≡ 0 for all u and
r by experimental means, and D
(4)
(u, r) ≈ 0 does not imply that the FPE
is a good approximation, as the KME is not a systematic expansion in
the sense that a small D
(4)
implies smaller D
(≥4)
. In other words, a jump
density that has a vanishing fourth moment needs only to be vanishing in
the part that contributes to the forth moment and might as well involve
a significant probability for extreme jumps, a scenario not unthinkable in
the context of turbulence.
However, such a scenario remains to be peculiar, and D
(4)
(u, r) ≈ 0 is a
respectable indication that a FPE is a good approximation of the MP.
Furthermore, the finding (II.3.42) by Davoudi and Tabar which implies
that the higher D
(k)
(u, r) rapidly tend to zero, a finding that builds on
the PDE (II.2.57) for p(u, r) which Yakhot derived by using the full NSE,
corroborates the assumption that D
(4)
(u, r) ≈ 0 indicates D(≥3)(u, r) → 0
for all u and r in the limit k →∞.
The pioneering work by Friedrich and Peinke, now primarily referred
to as Markov analysis, entailed more activity than we can present here.
However, we review a selection of developments, for further information
we refer the reader to the review article by Friedrich et al. [26].
A major improvement of the analysis was achieved by Renner et al. in
[110, 113]. The authors confirmed in a careful free jet experiment the
validity of the Markov assumption31, but identified a scale below which the
Markov assumption breaks down. In a sophisticated statistical procedure,
the so-called Wilcoxon test (for details see appendix A in [110]), they
pinpointed this scale to be about the Taylor length scale λ. The Wilcoxon
test thus confirmed the Markov assumption for all scales r &λ (and r<L).
As below the scale λ the dissipative range succeeds the inertial range, the
31The next chapter will analyse the data taken in this experiment and also give some
characteristics of this data. Histograms of u approximating p(u, r) were already
presented in figure II.2, the scaling behaviour was analysed in figure II.3.
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role of λ in the Markov analysis suggests that molecular friction causes
the break-down of the Markov assumption. In analogy to Einsteins theory
of Brownian motion, the exact scale above which the Markov assumption
holds is termed Markov-Einstein length scale rME, the spatial analogue
of the Markov-Einstein time scale tME discussed after (I.1.78). Various
experimental investigations confirmed that rME ' λ holds for different
flow conditions and a wide range of Reynolds numbers [199, 191, 23].
Renner and co-workers also addressed the question whether a FPE is a
suitable approximation of the MP. The estimated D
(4)
(u, r) is of similar
shape as D
(2)
(u, r) but by three orders of magnitude smaller and within
the error margin not distinguishable from being zero. Using the KME
truncated after the fourth term with D
(2)
(u, r) and D
(4)
(u, r) estimated
form their data, they further demonstrated that the influence of D
(4)
(u, r)
on the eighth-order structure function S8u (r) is negligible compared to
the influence of D
(2)
(u, r). Truncating therefore the KME after the second
term, they obtained the FPE32
−∂rp(u, r|uL, L) =
[− ∂uD(1)(u, r) + ∂2uD(2)(u, r)]p(u, r|uL, L) (II.3.49)
with the estimated drift and diffusion coefficients
D
(1)
(u, r) = −a0r0.6 − a1r−0.67 u + a2 u2 − a3r0.3 u3 (II.3.50a)
D
(2)
(u, r) = b0r
0.25 − b1r0.2 u + b2r−0.73 u2 (II.3.50b)
a0 = 0.0015 , a1 = 0.61 , a2 = 0.0096 , a3 = 0.0023 , (II.3.50c)
b0 = 0.033 , b1 = 0.009 , b2 = 0.043 . (II.3.50d)
Solving this FPE numerically, Renner et al. found for various scales that
p(u, r|uL, L) fixed by the FPE above is in perfect agreement with the ex-
perimental result, confirming again the permissibility to approximate the
MP with a FPE. Note that the estimation of D
(1,2)
(u, r) involves the con-
ditional PDFs p(u, r|uL, L), in order to describe the measured p(u, r) the
FPE (II.3.49) needs to be complemented by the measured initial distribu-
tion pL(u).
The form of the drift D
(1)
(u, r) in (II.3.50a) is approximately the same as
32Velocity increment u and scale r are given in units of σ∞ = 0.54 m/s at infinite scales
and the Taylor length scale λ = 6.6 mm, respectively.
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for the K62 model in (II.3.17), if we acknowledge that the term linear in u is
significant larger then the other terms. The diffusion coefficient D
(2)
(u, r),
however, is clearly not purely quadratic in u as the K62 counterpart in
(II.3.17). The constant term is responsible for background fluctuations
that persist u = 0 and ensures that D
(2)
(u, r) > 0 for all u and r. The
linear term, though small, proves to be crucial in order to account for the
skewness in p(u, r).
As pointed out by Renner et al. in [110], the corresponding SDE to the
FPE (II.3.49) can also be formulated involving an additive and a multi-
plicative noise term
−∂ru(r) = D(1)(u, r) + ξ0(r) + u(r)ξ2(r) , (II.3.51)
where ξ0(r) is determined by the constant term of D
(2)
(u, r) and ξ2(r) by
the quadratic term of D
(2)
(u, r), and the linear term of D
(2)
(u, r) gives rise
to a correlation between ξ0(r) and ξ2(r). It is this correlation between ad-
ditive and multiplicative noise sources that is responsible for the skewness
in a generalisation of random cascade models [178].
By the same authors, data from a cryogenic helium jet experiment [179]
for Reynolds numbers ranging from Rech ≈ 104 to Rech ≈ 106 was used to
characterise how the terms in D
(1,2)
depend on the Reynolds number. On
the basis of ten sets of {v(x) |Re}, they determined drift and diffusion to
be
D
(1)
(u, r) = −a1(r)u , (II.3.52a)
D
(2)
(u, r) = b0(r; Re) − b1(r; Re)u + b2(r; Re)u2 , (II.3.52b)
a1(r) = 0.67 + 0.2
√
r/λ , (II.3.52c)
b0(r; Re) = 2.8Re
−3/8 r/λ , b1(r; Re) = 0.68Re−3/8 r/λ . (II.3.52d)
Accordingly, the drift D
(1)
(u, r) proved to be independent from Re, whereas
the diffusion is in all terms Reynolds dependent. Specifically, the constant
and linear terms of D
(2)
(u, r) could explicitly be formulated as functions
of Re, but the quadratic term evades such a simple dependency. In the
limit of infinite Reynolds numbers, the quadratic term should acquire the
asymptotic form b2(r;∞) = a1(r)/2−1/6 in order to respect the four-fifths
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law (II.2.20). Indeed, the estimated form of b2(r; Re) exhibits a tendency
towards b2(r;∞) for increasing Re, but still remains distinct from b2(r;∞)
to a considerable extent.
Instead of velocity increments, Naert et al. used the one-dimensional
surrogate (II.2.23) and (II.2.31) to compute the locally averaged energy
dissipation rate εr from a set {v(x)} measured in a free jet experiment
[190]. Instead of the physical scale r, they used l = ln(L/r) which now
varies from l = 0 to l ' ln(L/rME).
To describe the evolution of the stochastic variable x(l) :=ln ε(l) from lar-
ge to small scales, they estimated drift and diffusion coefficients in x and l.
It turned out that a drift D
(1)
(x, l) linear in x and a constant diffusion D
(2)
,
i.e. an Ornstein-Uhlenbeck process, is well suited to describe their data.
The fourth order coefficient is found to be constant and
√
D(4)≈ 0.05D(2),
indicating that also for ln ε(l) the underlying jump process is negligible.
The Markov-Einstein length turned out to be rME ' η, which means, in
the case of the stochastic variable x(l), the Markov assumption appears
to hold even in the dissipative range.
The solution p(x, l) of the FPE of an Ornstein-Uhlenbeck process is Gaus-
sian which confirms the widely used assumption that ε(r) is log-normal
distributed. The variance of p(x, l) increases exponentially with l imply-
ing that in physical scale r the variance obeys a power law in agreement
with the result (II.2.46) of Castaing and co-workers and in contradiction
to K62.
However, in a subsequent investigation, Marcq and Naert examined the
statistical properties of the noise by extracting ξ(l) from the Ornstein-
Uhlenbeck process and found that ξ(l) is indeed uncorrelated for r > rME
but exhibits a considerable skewness [200]. They argue that this skew-
ness is the consequence of neglecting the third order coefficient D
(3)
(ur).
Ultimately, a non-Gaussian ξ(l) indicates that the approximation of the
MP by a FPE does not hold, whereas the δ-correlation of ξ(l) above the
elementary step-size rME proves the Markov assumption to be justified.
In the later article, Renner and Peinke also investigated εr, but coupled
with the stochastic process for u(r), that is to say, a two-dimensional cou-
pled stochastic process in the variables u(r) and x(r) = ln(εr/ε¯) [201].
Performing a two-dimensional Markov analysis, they found a diagonal dif-
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fusion matrix and that the stochastic process in u(r) is a scale-dependent
Ornstein-Uhlenbeck process where the diffusion coefficient depends on x.
The drift of the process in x(r) is also linear in x and scale-dependent, but
the diffusion coefficient is of rather complicated form and depends on r
and both u and x. Hence, the stochastic processes for u(r) and x(r) couple
only via their stochastic term, a finding that supports the perception that
the randomness of u originates from fluctuations of energy dissipation. In-
deed, if εr was not a stochastic variable, u(r) would reduce to a Gaussian.
Consequently, the intermittent fluctuations of u(r) on small scales trace
back to the stochastic and scarcely accessible nature of energy dissipation.
Note that the considerable simplification of the stochastic process in u was
achieved by extending the analysis to two dimensions, instead of mapping
the high-dimensional problem of turbulence on the analysis of longitudi-
nal velocity increments. A further simplification can be expected by also
including transversal velocity increments into the stochastic analysis.
We discussed phenomenological achievements of the Markov analysis
that were initiated by the work of Friedrich and Peinke.
On the methodological side, significant progress has been made on the pro-
cedure to extract drift and diffusion coefficients from experimental data
involving maximum-likelihood estimators [202–204], finite-size corrections
in poor sampled statistics [205, 24, 25] and corrections in the presence of
strong measurement noise [142, 206]. A comparison of different estimation
procedures is provided in [207].
Finally, we mention that the Markov analysis is also applied to atmos-
pheric turbulence [208] and wind farms [150, 209], and even found its way
to fields of research that are not related to turbulence wherever complexity
is involved, see page 106 of [210] for an overview.
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In the first chapters of this part of the thesis, we have introduced va-
rious theories and models that address universal properties of velocity
fluctuations in the idealised concept of fully developed turbulence. In the
preceding chapter, we demonstrated that these ’traditional’ approaches to
turbulence all have a Markovian counterpart, implying drift and diffusion
coefficients D
(1,2)
(u, r), and in principle also a jump density θ(w|u, r).
In chapter I.2 of the first part, we have in particular discussed the to-
tal entropy production (EP) Stot of a thermodynamic MP as defined in
(I.2.40) in terms of the potential ϕ defined in (I.1.39a). The potential is
basically the integral of D
(1)
/D
(2)
and implies by (I.1.39a) an instantaneous
stationary distribution pst. The entropy Stot is directly related to the ir-
reversibility of the process, as we learnt from (I.2.64), and as such obeys
the fluctuation theorems (FTs) in (I.2.70) and (I.2.69). The FTs include
the second law Stot > 0 as shown in (I.2.71)
In view of this interpretation of MPs, the aim of this chapter is to explore
the implications of the various Markov approaches to turbulence discussed
in the previous chapter. In the following we will always use ordinary cal-
culus, therefore, discretisations of stochastic integrals have to be made in
mid-point, and equivalent SDEs need to be formulated in the Stratonovich
convention, but we do not have to bother with modified calculus.
II.4.1. Experimentally estimated versus K62
The ultimate aim would be to find a universal FT for velocity increments,
in which the EP Stot[u(·)] qualifies the irreversibility of the energy casca-
de. This EP would at the same time allow to distinguish realisations u(·)
of the direct energy cascade (Stot[u(·)] > 0), from the realisations of the
inverse energy cascade (Stot[u(·)] < 0). We will see that this is a particu-
larly difficult endeavour.
On the one hand, we can estimate D
(1,2)
(u, r) directly from experimen-
tal data and expect that the resulting Stot[u(·)] defines a FT that holds
for this very data. The convergence of the FT for the available amount
of data, however, is only guaranteed for sufficient number of realisations
u(·) with Stot[u(·)] < 0, a requirement that is typically not met in ma-
croscopic systems such as turbulent flows, cf. the discussion of the scope
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of stochastic thermodynamics after (I.2.71). Furthermore, with D
(1,2)
(u, r)
being tailored to match the statistics of experimental data without any
physical input, the entropy Stot[u(·)] evades a direct physical interpretati-
on.
On the other hand, getting hold of proper D
(1,2)
(u, r) from first principles
involving physical quantities, such as the energy transfer rate εr, length
scales L and % or viscosity ν, is an unsolved problem.33 In addition, the
extreme sensitivity of the FT to the correct modelling of extreme events
is delicate, but at the same time constitutes a valuable tool to benchmark
possible D
(1,2)
.
At this point, we present our third publication [3], in which we contrast
the FT from experimentally estimated D
(1,2)
(u, r) (II.3.50) with the FT re-
sulting from the K62 theory (II.3.17). By doing so, also the basic concepts
of stochastic thermodynamics will be recapped. Note that the experimen-
tal data referred to in the publication is the data discussed in [110] which
we already used in the previous chapters. Note also that the parameter
ν = (6 + 4µ)/µ ≈ 27 introduced in the publication bears no reference to
viscosity so far denoted by ν. In the remaining part of this thesis it will
always be ν = (6 + 4µ)/µ.
33An exception are D
(1,2)
from Yakhot’s model involving L and vrms, but these D
(1,2)
are not without problems as we have discussed in II.4.2 p. 166 .
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Probing small-scale intermittency with a fluctuation theorem
Daniel Nickelsen∗ and Andreas Engel
Institut fu¨r Physik, Carl von Ossietzky Universita¨t Oldenburg, 26111 Oldenburg, Germany
We characterize statistical properties of the flow field in developed turbulence using concepts from
stochastic thermodynamics. On the basis of data from a free air-jet experiment, we demonstrate
how the dynamic fluctuations induced by small-scale intermittency generate analogs of entropy-
consuming trajectories with sufficient weight to make fluctuation theorems observable at the macro-
scopic scale. We propose an integral fluctuation theorem for the entropy production associated
with the stochastic evolution of velocity increments along the eddy-hierarchy and demonstrate its
extreme sensitivity to the accurate description of the tails of the velocity distributions.
PACS numbers: 47.27.-i, 05.10.Gg, 05.40.-a, 05.70.Ln
All processes in nature are bound to produce entropy.
This central dogma of macroscopic thermodynamics got
substantially qualified in the preceding decade by new
insights into the properties of small, strongly fluctuating
systems. If entropy consuming trajectories occur with
appreciable probability, thermodynamic inequalities may
be considerably tightened to assume the form of equalities
[1, 2]. The emerging field of stochastic thermodynamics
(for recent reviews see [3, 4]) focuses on the full proba-
bility distributions of thermodynamic variables like heat,
work, and entropy and establishes thermodynamic rela-
tions for individual fluctuating histories of the systems
under consideration. Most prominent among these rela-
tions are the so-called fluctuation theorems (FTs) quan-
tifying the relative frequency of entropy-consuming as
compared to entropy-producing trajectories. Applica-
tions of these developments concern free-energy estimates
of biopolymers [5, 6], the efficiency of nano-machines
[7, 8], and the thermodynamic cost of information pro-
cessing [9, 10], to name a few.
On the experimental side, most investigations have
been done with nanoscopic setups like in single-molecule
manipulations [11–13], colloidal particle dynamics [14–
16] or harmonic oscillators [16]. For these systems, typ-
ical free-energy differences are of order kBT and the
ubiquity of thermal fluctuations ensures the broad dis-
tributions of work, heat, and entropy which are indis-
pensable for the application of fluctuation theorems. In-
creasing the size of these systems to macroscopic orders,
the importance of thermal fluctuations fades, entropy-
consuming trajectories become exceedingly rare, and
the fluctuation theorems degenerate to the inequalities
known from traditional thermodynamics. Besides some
investigations in granular media [17–19], rather few ex-
amples ofmacroscopic systems have been identified which
are amenable to an analysis using FTs.
Turbulent flow of liquids and gases is a fascinating phe-
nomenon with many different facets that has been cap-
tivating scientists for centuries. Despite its broad range
of technical relevance including turbulent drag [20], tur-
bulent mixing [21], atmospheric turbulence with implica-
tions for climatic models [22] and the prospects of wind
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FIG. 1. Distribution p(u, r) of velocity increments u at vari-
ous scales r (circles) in the turbulent flow of a free jet exper-
iment [25]. The velocity increments u are given in units of
the standard deviation σ∞ = 0.54m/s at infinite scales. Also
shown is the instantaneous stationary distribution pst(u, r)
defined in (5) (full lines) and Gaussian fits to the experimen-
tal data (dashed lines). Both the deviation from the Gaussian
approximation and from the stationary distribution increases
when approaching smaller scales. For the sake of clarity, the
distributions for various scales are vertically shifted by 103.
energy [23, 24], several aspects of turbulent flows are still
not fully understood. In particular, the intricate pattern
of small-scale flow in developed turbulence with its in-
termittent change between laminar periods and violent
bursts of activity have eluded a thorough theoretical un-
derstanding so far.
In the present letter, we show that the fluctuating flow
field of developed turbulence represents a proper test sys-
tem for stochastic thermodynamics. The dynamic fluc-
tuations of turbulence show up at a macroscopic scale
and, at the same time, are strong enough to generate
“non-mainstream” trajectories with sufficient frequency
to observe FTs in action. Using data from a free air
jet experiment, we elucidate the nature of the entropy-
consuming trajectories and demonstrate the convergence
II.4. Fluctuation theorems and irreversibility
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2of an integrated FT for data sets of rather small size.
We further discuss how to use the FT for the statistical
description of the flow field.
Applications of FTs to turbulent flow have been dis-
cussed before. On the experimental side, fluctuations of
the heat flux [26], the injected power [27] and the pres-
sure [28], as well as the motion of tracer particles [29] were
studied. Numerical investigations concerned fluctuations
of the injected power in the shell-model [30, 31] and prop-
erties of augmented Navier-Stokes equations in two di-
mensions [32]. All these investigations focused on vari-
ants of the steady-state FT [1, 33]. The FT we propose in
this letter is qualitatively different. It is no steady-state
FT but characterizes the non-stationary stochastic evo-
lution of velocity increments along the eddy-hierarchy. It
is somewhat similar in spirit to the detailed FT proposed
in [34], which, however, describes the enstrophy cascade
in two-dimensional turbulence.
In a standard setup, isotropic turbulence is generated
by injecting energy into the flow by an external force
field at a large, so-called integral scale L [35, 36]. By
repeated break-up of eddies, a self-similar eddy hierar-
chy forms which is characteristic for developed turbu-
lence [37]. On average, energy is transferred along the
cascade to smaller and smaller scales until, due to molec-
ular friction, it is dissipated in the viscous range. The
Taylor scale λ marks the length scale above which the
influence of dissipation is still negligible.
A suitable way to characterize the stationary, homoge-
neous, and isotropic flow field v(x, t) in the inertial range
between L and λ is via the probability density function
p(u, r) of longitudinal velocity increments [36]
u(r) := e · (v(x+ er, t)− v(x, t)) . (1)
Here, r denotes the scale at which the velocity difference
u is evaluated, e is a unit vector and due to the average
symmetries of the turbulent flow, the statistical proper-
ties of u only depend on r. Fig. 1 shows histograms of
this distribution using data obtained in a turbulent air jet
experiment [25]. In this setup, L = 6.7 cm, λ = 6.6mm,
and the nozzle-based Reynolds number is about 2.7 ·104.
The flow velocity v(t) is measured a distance of 125 nozzle
diameters away from the nozzle and then converted to a
flow field v(x) by use of the Taylor hypothesis. Chopping
v(x) into non-overlapping intervals, N = 5 · 104 trajecto-
ries u(r) are obtained from which the shown histograms
are compiled. As Fig. 1 clearly shows, p(u, r) exhibits a
Gaussian form for scales r ≈ L and develops pronounced
non-Gaussian tails towards scales r ≈ λ. This effect is
commonly referred to as small-scale intermittency, as in-
termittent bursts in v(x) cause the boosted occurrence
of large values of u on small scales [38].
An inventive approach to characterize the properties of
the distribution p(u, r) in the inertial range is to interpret
u(r) as realizations of a Markov process on the eddy hier-
archy with the scale r playing the role of time [39]. The
evolution of p(u, r) is then described by a Master equa-
tion with initial condition at r = L, for which a Kramers-
Moyal expansion [40] may be performed. For a variety
of experimental situations, the Markovian character of
u(r) was verified, and the coefficients D(k) of the corre-
sponding Kramers-Moyal expansion were determined on
the basis of experimental data [41–44]. Moreover, in the
limit of large Reynolds number, it is possible to systemat-
ically derive the Master equation governing the evolution
of p(u, r) from the underlying Navier-Stokes equations of
the fluid flow and to recursively calculate the coefficients
D(k) [45, 46]. In either way, one finds that drift and dif-
fusion coefficients, D(1) and D(2) respectively, have well-
defined, non-zero limits, whereas all higher coefficients in
the Kramers-Moyal expansion vanish asymptotically. We
are thus left with a Fokker-Planck equation (FPE) of the
form
−∂rp(u, r|uL, L) =
[− ∂uD(1)(u, r)
+ ∂2uD
(2)(u, r)
]
p(u, r|uL, L)
(2)
ruling the statistics of velocity increments on the eddy-
hierarchy of developed turbulence. The minus sign on the
l.h.s. of the FPE indicates that the evolution proceeds
from large to small scales.
The drift and diffusion coefficients, D(1) and D(2), typ-
ically depend on r and u; for the data shown in Fig. 1
one obtains, e.g., [25]
D(1)(u, r) = −a0r0.6 − a1r−0.67u+ a2u2 − a3r0.3u3 (3)
D(2)(u, r) = b0r
0.25 − b1r0.2u+ b2r−0.73u2 (4)
with
a0 = 0.0015, a1 = 0.61, a2 = 0.0096, a3 = 0.0023 ,
b0 = 0.033, b1 = 0.009, b2 = 0.043 .
The stochastic dynamics defined by (2) therefore exhibits
characteristics of a driven non-equilibrium system. This
is apparent also from the difference between p(u, r) and
the instantaneous stationary distribution of the FPE (2)
for fixed scale r given by
pst(u, r) =
e−ϕ(u,r)
Z(r)
, Z(r) =
∫
e−ϕ(u,r) du (5)
with the stochastic potential
ϕ(u, r) = lnD(2)(u, r)−
u∫
−∞
D(1)(u′, r)
D(2)(u′, r)
du′ . (6)
Examples of pst(u, r) have been included into Fig. 1.
In the spirit of stochastic thermodynamics [3], we now
associate with every individual trajectory u(r) a total
II. Universal features of turbulent flows
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FIG. 2. Empirical average 〈exp−∆Stot〉N defined in (9) for
the experimental data of Fig. 1 as a function of the sample
size N . According to the fluctuation theorem (8), the aver-
age has to converge to the horizontal line. The inset depicts
the corresponding distribution of the total entropy production
∆Stot as defined by (7).
entropy production
∆Stot[u(·)] =−
λ∫
L
∂ru(r) ∂uϕ
(
u(r), r
)
dr
− ln p(uλ, λ)
p(uL, L)
.
(7)
In the usual thermodynamic setting, the first term on
the r.h.s. of (7) would describe the heat exchange with
the reservoir, whereas the second one gives the entropy
change of the system itself. The total entropy production
(7) fulfills the integral FT [47]〈
e−∆Stot
〉
u(·) = 1 , (8)
where the average is over the different realizations of u(r).
A reliable estimate of the exponential average in (8) on
the basis of a finite sample set is possible only if trajecto-
ries with ∆Stot[u(·)] < 0 occur with sufficient frequency.
We have used subsets of size N of the realizations for
u(r) underlying Fig. 1 together with their entropy pro-
ductions determined by (7) and calculated the empirical
average
〈
e−∆Stot
〉
N
=
1
N
N∑
i=1
e−∆S
(i)
tot (9)
corresponding to (8). The results shown in Fig. 2 demon-
strate that convergence to the asymptotic value is rather
fast. This is corroborated by the appreciable weight of
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FIG. 3. Typical form of measured velocity increments u(r)
(full lines) realizing a very small (top) and a very large (bot-
tom) entropy production ∆Stot defined by (7). The dashed
lines show the average part of v(x) neighboring u(·). The
Taylor scale λ and integral scale L are indicated by vertical
lines.
trajectories with negative entropy production in the dis-
tribution p(∆Stot) shown in the inset. The macroscopic
fluctuating flow fields of developed turbulence therefore
share important features with the thermodynamic vari-
ables of nanoscopic non-equilibrium systems under the
influence of thermal noise. In particular, in both cases the
respective probability distributions are sufficiently broad
to allow an application of the concepts of stochastic ther-
modynamics.
The convergence of the empirical average (9) to the
theoretical value 1 given by (8) also indicates that the
drift and diffusion coefficients (3), (4), estimated on the
basis of the experimental data, describe the stochastic
properties of the process u(r) rather well. Conversely,
by monitoring (9) during the numerical estimation of
D(1) and D(2), one has a simple, “on-the-fly” criterion to
quantify the accuracy of this estimation with an empha-
sis on the precise modeling of entropy-consuming events.
The method presently used for the verification of D(1)
and D(2) involves the numerical solution of the FPE
with the estimated drift and diffusion coefficients and
a comparison with the underlying experimental trajecto-
ries [25], which is, of course, a much more cumbersome
procedure.
It is interesting to elucidate some characteristics of
the entropy-consuming trajectories. To contrast entropy-
consumption with entropy production, we show in Fig. 3
the average of 50 extreme sequences u(r) giving rise to
very small and very large values of ∆Stot respectively.
These averages display the distinct features common to
all individual trajectories of the corresponding class. As
expected, trajectories giving large and small values of
∆Stot look rather different from each other. Large en-
II.4. Fluctuation theorems and irreversibility
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4tropy production, as shown in the bottom panel of Fig. 3,
is related to a continuous decrease of u for decreasing r.
In contrast, negative values of ∆Stot require violent fluc-
tuations at small scales together with a smooth flow at
large scales as shown in the top panel of Fig. 3. There-
fore, the same class of fluctuations that causes small-scale
intermittency in developed turbulence also ensures the
good convergence of the integral FT (8).
This connection becomes also apparent when study-
ing the deviations from dimensional scaling in developed
turbulence. Consider the moments
Sn(r) =
∫
un p(u, r) du (10)
of the distribution p(u, r). The self-similar eddy-
hierarchy suggests scaling laws for these moments of the
form Sn(r) ∝ rζn defining the scaling exponents ζn. A
relation for these exponents, the so-called K62 scaling,
was proposed in 1962 by Kolmogorov and Oboukhov on
the basis of dimensional analysis and some simplifying as-
sumptions about the stochastic energy transfer between
scales [48, 49]:
ζn =
n
3
− µn(n− 3)
18
. (11)
The intermittency factor µ describes deviations from
pure dimensional (K41 [50]) scaling. It is an experimen-
tal fit factor with typical values of about 0.25 [36]. For
the data of Fig. 1 µ ≈ 0.227.
Choosing
D(1)(u, r) = −3 + µ
9r
u , D(2)(u, r) =
µ
18r
u2 , (12)
the stochastic dynamics (2) reproduces the K62 scaling
(11) for the moments (10) for any initial distribution
p(uL, L) [25, 42]. Note that this is already the most gen-
eral case: In order to find a scaling law Sn(r) ∝ rζn
from the Fokker-Planck dynamics (2), one must have
D(1) ∼ u/r and D(2) ∼ u2/r [51].
These dependencies are, however, also special with re-
spect to the FT (8). Given (12), we may transform to
logarithmic “time” logL/r to end up with a FPE de-
scribing a stationary process without external driving.
The FT then merely describes the relaxation process from
an initial non-equilibrium distribution to the stationary
state pst = δ(u) where all Sn(r) → 0 [39, 52]. Correc-
tions to K62 scaling therefore correspond to a non-trivial
“time” dependence of drift and diffusion coefficients in
the FPE and hence express genuine non-equilibrium dy-
namics along the eddy-hierarchy.
To highlight the sensitivity of the FT to small-scale
intermittency, we specify (8) to the drift and diffusion
coefficients (12) of K62 scaling. Using (6) and (7), we
find 〈
uνr pr(ur)
uνL pL(uL)
〉
= 1 , (13)
with ν = 6+4µµ ≈ 28. This large value of ν is consistent
with the qualitative picture discussed above: Trajecto-
ries corresponding to large values of ∆Stot have uL > ur,
whereas those with negative ∆Stot feature uL < ur.
Using data from numerical simulations of the Langevin
equation corresponding to (12), we indeed find a smooth
convergence of (13) for sample sizes of 104 or larger.
The crucial point, however, is that (13) fails dramat-
ically for realistic turbulent flows. Using again the ex-
perimental data of Fig. 1, the average in (13) results into
about 1070 instead of 1! The value 1 is only approached if
small-scale fluctuations occur with the frequency charac-
teristic for the K62 model. The much more frequent and
stronger fluctuations of a realistic turbulent flow, how-
ever, cause the rapid divergence of (13), which we ex-
plain by the well known fact that K62 underestimates
the frequency of large fluctuations on small scales (i.e.,
the scaling (11) is only good for n <∼ 10 [36, 53]). Hence,
the corresponding failure of K62 to accurately describe
the tails of p(u, r) is most strikingly demonstrated by the
breakdown of (13).
In conclusion, we have shown that the violent small-
scale fluctuations in turbulent flows make developed tur-
bulence an interesting model system for stochastic ther-
modynamics. We have proposed an integral fluctuation
theorem that characterizes the stochastic evolution of ve-
locity increments along the eddy-hierarchy which is ex-
tremely sensitive to the precise modeling of small-scale
intermittency. Moreover, it may be used as a simple
“sum-rule” to quantify the accuracy of parameter estima-
tion from experimental data drawn from turbulent flows.
As also other models of developed turbulence like those
yielding scaling laws different from K62 [54, 55], propa-
gator methods [56], or field-theoretic approaches [45, 57]
correspond to a Markovian dynamics of velocity incre-
ments on the eddy-hierarchy [46, 51, 58] it should be in-
teresting to apply our analysis also to these approaches.
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The K62 second law We add a discussion concerning the K62 iFT from
equation (13), 〈
u νr pr(ur)
u νL pL(uL)
〉
= 1 . (II.4.1)
Note that via g = 2 − ν, the parameter ν ≈ 27 is directly related
to the exponential growth rate g of geometric Brownian motion, where
g > 1 signifies divergence and g < 1 signifies decay in the evolution of the
stochastic variable, see the discussion after (A.1.14). As ν ≥ 4, we always
have a negative growth rate g ≤ −2 and therefore decaying turbulence, as
it should be.
Analogous to recovering the second law from an iFT, cf. (I.2.71), we find
from (II.4.1) by exponentiation and application of Jensen’s inequality the
second law like inequality〈
ln
uL
ur
〉
≥ 1
ν
〈
ln
pr(ur)
pL(uL)
〉
. (II.4.2)
We recognise on the r.h.s. the Shannon entropy S(r) = − 〈ln pr(u(r))〉,
and, in view of the K62 random cascade model, cf. (II.3.3), we identify the
l.h.s. as the sum of the averaged logarithm of the multipliers hi = ui/ui+1,
and write
〈lnHr〉 =
s(r)∑
i=1
〈lnhi〉 ≤ 1
ν
∆S(r) . (II.4.3)
Here, s(r) is the number of stages the cascade took until it reached a
scale r, cf. (II.3.2), Hr = h1h2 · · ·hs(r) is the overall multiplier such that
ur = HruL, and ∆S(r) = S(r)−S(L) is the difference in Shannon entropy
between final and initial stage of the cascade.
In section I.2.4, we discussed the condition Sm ∼ −∆S under which the
validity of a FT can be expected to be observable in a system, where Sm
was defined as the entropy transferred into a heat bath. Here, we have
Sm = − lnHr, the formally introduced entropy Sm therefore accounts for
the overall multiplier statistics.
The Shannon entropy S(r) can be computed up to quadrature from the
solution (II.3.15) of the K62 process (II.3.14a) and, as shown in figure
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(b) Multiplier statistics for µ = 0.26 (ν ≈ 27)
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(c) Multiplier statistics for µ = 0.02 (ν ≈ 300)
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Figure II.5.: Illustration of the second law for the K62 model for L = 10 and λ = 1.
The Shannon entropy S(r) = −〈ln p(u, r)〉u, shown in (a), determines via
∆S(r) = S(L)− S(r) < 0 the upper bound for the average of the overall
log-multiplier lnHr = lnuL/ur in the second law like inequality (II.4.3).
The average log-multiplier 〈lnHr〉, and its minimum and maximum value
is depicted in (b), (c) and (d) for various values of intermittency factor µ,
together with the upper bound 1ν∆S(r) < 0 for 〈lnHr〉. To determine S(r),
the analytic solutions for p(u, r) from (II.3.15) was used, see also figure II.4.
The multiplier statistics was obtained from generating 106 samples of u(r)
from the solution (II.3.13) of the corresponding SDE.
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II.5a, is found to be positive for all scales and decreasing for increasing in-
tervals L−r. Due to the latter property, the difference in Shannon entropy
is negative, and therefore also the upper bound for the sum of multipliers.
Hence, the multiplier statistics must be such that strictly 〈Hr〉 < 1, that
is, multipliers hi < 1 outbalance hi > 1 on average and velocity increments
u(r) predominantly decrease in the cascade process. This is a reasonable
statement for a second law - like inequality with regard to a turbulent cas-
cade.
Single realisations of Hr, however, may still be positive, corresponding to
instances where hi > 1 outbalance hi < 1 and velocity increments u(r)
predominantly increase in the cascade process. Taking the commonly ac-
cepted value of µ = 0.26 for the intermittency factor, Figure II.5b shows
the upper bound 1
ν
∆S, together with the average multiplier 〈lnHr〉 and
maximum and minimum values of lnHr, where the set of multipliers Hr
was determined from generating 106 samples of u(r) from the solution
(II.3.13) of the K62 process (II.3.17). It is evident that the upper bound
1
ν
∆S only plays a minor role, compared to 〈lnHr〉 it can be taken as zero.
For increasing intervals L − r, the average multiplier 〈lnHr〉 decreases,
indicating that instances of increasing velocity increments over short ran-
ges of scales are more likely than those over large ranges of scale, a result
being in agreement with intuition. On the other hand, the maximal reali-
sations lnHr remain more or less constantly at a positive level, indicating
that instances of increasing velocity increments over the complete range
of scales remain possible. These instances, as discussed in [3], are both in-
dispensable for the convergence of the FT and responsible for small-scale
intermittency.
We included into figure II.5 the same analysis for two other values of the
intermittency factor, µ = 0.02 corresponding to vanishing intermittency,
and µ = 2 corresponding to extreme intermittency. For µ = 0.02, practi-
cally no instances lnHr > 0 occur, in particular for large scale intervals
L− r. For µ = 2, despite decreasing 〈lnHr〉 for increasing L− r, the value
of maximal multipliers Hr even increases for large scale intervals L− r.
The last point to make concerns the relation to an inverse energy cascade
which was, due to its intricacy, not discussed in [3]. If we accept that in an
inverse cascade velocity increments increase while evolving downwards in
scale, we can argue that the realisations u(·) giving rise to extreme nega-
tive values of Stot[u(·)], shown in figure 3 in [3], signify an inverse energy
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cascade.34 However, as mentioned in chapter II.3.1, it is disputable to in-
terpret a single realisation u(·) as a single cascade. A realisation u(·) is
merely a spatial snapshot of the outcome of a superordinate cascade pro-
cess, and rather not the velocity of a certain eddy as it evolves down-scale.
II.4.2. Beyond K62 scaling
We now turn to discuss the expressions for entropy production arising
from the various Markov representations of traditional approaches to tur-
bulence discussed in the previous chapter. When appropriate, we also dis-
cuss the resulting integral fluctuation theorems and the implied second
law. Starting point will always be the drift and diffusion coefficients.
Multifractal model We have seen in II.3.2 that by choosing
D
(1)
(u, r) = −
N∑
k=0
d
(1)
k
r
uk , D
(2)
(u, r) =
N∑
k=0
d
(2)
k
r
uk , (II.4.4)
the structure functions obey a spectrum of scaling laws, which is the es-
sence of the multifractal model discussed in II.2.3. For the discussion of
FTs it is more convenient to consider instead of the D
(1)
(u, r) the coefficient
F (u, r) = D
(1)
(u, r)−D(2)′(u, r) = −
N∑
k=0
fk
r
uk (II.4.5)
where fk = (d
(1)
k +kd
(2)
k+1)/d
(2)
0 , and we will use dk = d
(2)
k /d
(2)
0 .
The EP Sm[u(·)] that is associated with the entropy transferred into a
heat bath follows according to (I.2.41a) from the integral
Sm[u(·)] =
∫ r
L
∂r′u(r
′)
[− ∂uϕ(u(r′), r′)] dr′ , (II.4.6a)
∂uϕ(u, r) = −F (u, r)
D(u, r)
. (II.4.6b)
34Measurements show that the fluctuations of energy transfer are of the same order
of magnitude as the average energy dissipation rate ε¯ [115], being reminiscent of
∆F ∼ kBT , which is the condition in order to expect the convergence of FTs.
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For this class of MPs, the integral in the EP Sm[u(·)] can be explicitly
calculated. To accomplish the integration, we consider the power series
expansion
∂uϕ(u, r) =
f0 + f1u+ f2u
2 + · · ·+ fNuN
1 + d1u+ d2u2 + · · ·+ dNuN =
∞∑
n=0
anu
n , (II.4.7)
where the coefficients an are to be determined. Indeed, successive diffe-
rentiation of the above fraction and an observant eye leads to the finding
that the an are the solution of the linear set of equation
Djn a
n = fj ⇒ an =
(
D−1
)j
n
fj (II.4.8)
with the coefficient matrix and its inverse,
D =

1 0 0 . . .
d1 1 0 . . .
d2 d1 1 . . .
...
. . . . . . . . .
 and D−1 =

d¯0 0 0 . . .
d¯1 d¯0 0 . . .
d¯2 d¯1 d¯0 . . .
...
. . . . . . . . .
 . (II.4.9)
Owing to the diagonal structure of the matrix and the fact that the d¯k
are the solution of the homogeneous equation, the entries of the inverse
matrix can be determined from the recursion
d¯n = −
n−1∑
k=0
dn−k
d¯k
. (II.4.10)
For the coefficients of the power series follows finally
an =
n∑
k=0
d¯n−kfk . (II.4.11)
Having this set, the EP becomes
Sm[u(·)] =
r∫
L
∂r′u(r
′)
[− ∂uϕ(u(r′), r′)] dr′
=
∞∑
n=0
an
n+1
(
un+1L − un+1r
)
. (II.4.12)
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The associated second law constitutes a constraint for the structure func-
tions,
∞∑
n=1
an−1
n
[
S nu (L)− S nu (r)
]
≥
〈
ln
pr(ur)
pL(uL)
〉
= −∆S . (II.4.13)
At this point, however, an explicit form of fk and dk is needed, in order
to compute the coefficients an.
As already mentioned, the full correspondence to the multifractal model
is to be expected if the power series in (II.4.4) is written as an integral,
cf. (II.3.26). In this case, the recursive equation for d¯(n) should turn into
a differential equation, and the equation for the coefficient a(n) becomes
a convolution integral. However, we leave the continuous formulation for
further study.
Random cascade models In the Markovian description, the class of log-
normal random cascade models are defined by drift and diffusion of the
form D
(1)
(u, r) = −a˜(r)u and D(2)(u, r) = b(r)u2. Again, we rewrite the
drift D
(1)
as the coefficient F = D
(2)−D(2)′, that is
F (u, r) = −a(r)u , D(u, r) = b(r)u2 , (II.4.14)
where a(r) = a˜(r) + 2b(r).
We define the scale function Λ(r) := a(r)/b(r) and the log-multiplier
H(r) :=ln u(r)
uL
=
∑s(r)
i=1 lnhi, cf. (II.4.3), such that we can write for Sm
Sm[u(·)] = −
r∫
L
a(r′)
b(r′)
∂r′u(r
′)
u(r′)
dr′
= −
r∫
L
Λ(r′)
dH
(
r′)
dr′
dr′
= −
H(r)∫
0
Λ
(
r(H ′)
)
dH ′ . (II.4.15)
Here, r(H) is the scale reached after the cascade has performed s(r) cas-
cade stages. The scale function Λ(r) may be interpreted as the EP rate
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along the scale-path r(H) as a function of the log-multiplier H. By choo-
sing Λ(r) we can hence influence the form of the EP Sm[u(·)], which raises
hope that a suitable f(r), defining a meaningful EP Sm[u(·)] in the con-
text of a turbulence cascades, also defines a meaningful MP in terms of
the resulting D
(1,2)
(u, r). Attempts along such lines, however, remained un-
satisfactory.
For K62 scaling it is Λ(r) ≡ ν and we retrieve the K62 FT (II.4.1). Due
to cancellation, the form of the K62 FT is also obtained for an arbitrary
choice of a(r) = b(r), i.e. continuous self-similarity. Accordingly, the FT
for scaling laws of the form Snu (r) = [f(r)]
ζn is insensitive to the function
f(r), including the ESS case f(r) = S3u (r).
To inspect a FT that deviates from the K62 form, we employ the experi-
mental results by Castaing and co-workers which we discussed in chapter
II.2.4. Their object of investigation was the variance of energy transfer
fluctuations, for which they found σr ∼ r−δ with δ ≈ 0.3, cf. (II.2.46).
This variance also determines the variance of the propagator in the asso-
ciated log-normal random cascade model, for which we found in (II.3.35b)
that b(r) ∼ ∂rσr ∼ r−β−1. Accordingly, we keep the K41 coefficient a(r)
and modify the K62 coefficient b(r),
a(r) =
3 + 2µ
9
1
r
, b(r) =
µ
18
1
r1+δ
⇒ Λ(r) = ν rδ (II.4.16)
such that δ = 0 recovers the K62 result. The explicit formula for the
associated EP Sm reads
Sm[u(·)] =
∫ Λ(r)
Λ0
lnu
(
r(Λ′)
)
dΛ′ −
[
Λ′ lnu
(
r(Λ′)
)]Λ(r)
Λ0
= δ
∫ r
L
r′δ−1 lnu(r′) dr′ −
[
r′δ lnu(r′)
]r
L
. (II.4.17)
To assess the validity of the resulting FT, we used the same data as in
chapter II.4.1 to compute the ensemble {Sm[u(·)]} from the above formula
and plugged the result into the FT
1 =
〈
pr(ur)
pL(uL)
e−Sm[u(·)]
〉
. (II.4.18)
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Unfortunately, for the predicted value of δ = 0.3 the FT exhibits a simi-
lar divergence as for K62, and even a variation of δ did not improve the
situation.
We offer an explanation for this failure of applying the FT for random
cascade models to experimental data. Standard random cascade models,
as considered by drift and diffusion coefficients above, do not account for
the skewness of the PDFs p(u, r) observed in experiments and demanded
by the four-fifth law. A vanishing skewness of p(u, r), however, implies
a vanishing energy dissipation rate ε¯ ruling out irreversible processes in
the flow. But it is the very balance between irreversible process and their
reversals the derivation of FTs rest on, suggesting that the skewness in a
model of turbulence is crucial for the validity of the resulting FT for real
data.
More promising might be the log-Poisson random cascade model by She
and Leveque, for which we found a jump process underlying a Liouville
process, cf. (II.3.30). The Liouville process is defined by the determini-
stic drift D
(1)
(u, r) =−1/9u/r, and the jump process is characterised by
a transition probability χ(u+|u, r) for a jump velocity increment from u
to u+ at scale r, for which we found the moments Ψ
(k)
(u, r) = C0 (bu)
k/r
with b = β1/3−1. The drift implies the scaling u(r) = uL(r/L)1/9.
In order to extract the pure jump process, it is convenient to consider the
scaled velocity increments u˜(r) :=(L
r
)
1
9u(r) and scaled transition probabi-
lity χ˜(u˜+|u˜, r) :=(L
r
)
1
9 χ
(
(L
r
)
1
9 u˜+
∣∣ (L
r
)
1
9 u˜, r
)
.
From considerations similar to those in chapter (I.2.3), it follows that the
EP Sm[u˜(·)] is determined by [29]
Sm[u˜(·)] =
n∑
j=1
ln
χ˜(u˜+j |u˜j, rj)
χ˜(u˜j|u˜+j , rj)
, (II.4.19)
where the sum is over all jumps. The associated FT remains unchanged,
1 =
〈
p˜r(u˜r)
p˜L(u˜L)
eSm[u˜(·)]
〉
. (II.4.20)
A test of this FT with experimental data is still pending, since the explicit
form of χ(u+|u, r) remains to be determined from the moments Ψ (k)(u, r).
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Yakhot’s model Recall drift and diffusion coefficients from Yakhot’s mo-
del (II.3.44)
D
(1)
(u, r) = −a1
r
u , D
(2)
(u, r) =
a2
r
u2 − b2u (II.4.21)
a1 =
B+3
3(B+1)
, a2 =
B+3
3(B+1)(B+2)
, b2 =
vrms λ
σ∞ L
1
B+2
,
where u, r and b2 are dimensionless by using the same normalisation as
in [3] reprinted in chapter II.4.1. We first simplify
∂uϕ(u, r) =
(a1 + 2a2)u− b2r
a2u2 − b2ur
=
1
u
ν u− δ1 r
u− δ1 r , δ1
:=
b2
a2
=
3 vrms λ
σ∞ L
B+1
B+3
(II.4.22)
with the K62 parameter ν = (2a2−a1)/a2 = B+4 ≈ 24. In the following
we assume that |u(r)|>δ1r in order to ensure D(2)(u, r)> 0, which is the
known complication with Yakhot’s model in the Markov representation
(cf. the last paragraph in II.3.2).
We subtract the K62 contribution
u · ∂uϕ(u, r)− ν = (ν − 1) δ1 r/u
1− δ1 r/u
=
ν
u
+
ν − 1
u
∞∑
k=1
(δ1 r
u
)k
(II.4.23)
to get the two equivalent expressions
∂uϕ(u, r) =
ν
u
+
ν − 1
u
δ1 r
u− δ1 r (II.4.24a)
=
ν
u
+
ν − 1
u
∞∑
k=1
(δ1 r
u
)k
. (II.4.24b)
The first expression can be readily integrated to get
ϕ(u, r) = ν lnu+ (ν − 1) ln
(
1− δ1 r
u
)
(II.4.25)
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which implies the non-normalised stationary distribution
pstnn(u, r) := exp
[− ϕ(u, r)] = u−ν (1− δ1 r
u
)1−ν
. (II.4.26)
The K62 model is recovered in the limit δ1 → 0. The term involving δ1
can thus be viewed as the Yakhot extension of the K62 model. Note that
pstnn(u, r) in the above form is not normalisable.
The second expression for ∂uϕ(u, r) in (II.4.24) is convenient to partially
perform the integral in Sm[u(·)],
Sm[u(·)] =
r∫
L
∂r′u(r
′)
[− ∂uϕ(u(r′), r′)] dr′
= −ν
r∫
L
∂r′u(r
′)
u(r′)
dr′ − (ν−1)
r∫
L
∞∑
k=1
∂r′u(r
′)
u(r′)k+1
(
δ1 r
′)k dr′
= −ν ln u(r)
u(L)
+ (ν−1)
[ ∞∑
k=1
1
k
(
δ1 r
′
u(r′)
)k ]r
L
+R[u(·)]
= R[u(·)]−
[
ν lnu(r′) + (ν−1) ln
(
1− δ1 r′
u(r′)
)]r
L
= R[u(·)]−∆ϕ , (II.4.27)
with the work-like functional
R[u(·)] = −(ν−1)
r∫
L
1
r′
∞∑
k=1
(
δ1 r
′
u(r′)
)k
dr′
= −(ν−1)
r∫
L
1
r′
δ1 r
′/u(r′)
1− δ1 r′/u(r′) dr
′
= δ1(ν−1)
r∫
L
1
u(r′)− δ1 r′ dr
′ (II.4.28)
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The resulting Yakhot FT then reads
1 =
〈
pr(ur)/p
st
nn(ur, r)
pL(uL)/pstnn(uL, L)
e−R[u(·)]
〉
(II.4.29)
=
〈
ur
uL
(ur − δ1 r) ν−1
(uL − δ1 L) ν−1
pr(ur)
pL(uL)
e−R[u(·)]
〉
(II.4.30)
In the limit δ1 → 0, we have R[u(·)] ≡ 0 and recover the K62 FT. Note
that by equating ν = B+4 with the K62 result ν = (6+4µ)/µ, we obtain
the reasonable prediction µ = 6/B ≈ 0.3 for δ1 → 0.
For the data from [110] it is δ1 ' 0.19.35 If we cut out all realisations
violating |u(r)|>δ1r, being about one half of all {u(·)}, and substituting
the remaining u(·) into the r.h.s. of the FT above, we get approximately
zero instead of one. Being well below the theoretical value of one implies
that negative EPs are too rare, indicating that Yakhot’s model underesti-
mates the intermittency of realisations u(·), it therefore stands to reason
to expect that incorporating the underlying jump process would correct
this discrepancy.
In contrast to random cascade models, the FT can be satisfied by modify-
ing the K62 correction parameter. However, to satisfy the FT, we need a
value of δ1 = 6.48, which is far too out compared to the predicted value
δ1 ' 0.19, ruling out to consider corrections of the involved quantities.
Also, δ1 = 6.48 substantially tightens the condition |u(r)|>δ1r.
In any case, the inconsistency that D
(2)
(u, r) < 0 for |u(r)|<δ1r remains.
Motivated by the constant offset observed in practically all experimentally
estimated D
(2)
(u, r), a modification of the diffusion coefficient in the form
D
(2)
(u, r) = δ0a2 − δ1a2u + a2u2/r seems promising. The only consistent
value for δ0 that ensures D
(2)
(u, r) ≥ 0 turns out to be δ0 = δ21/4, since for
δ0 < δ
2
1/4 is D
(2)
(u, r) < 0 still possible, and for δ0 > δ
2
1/4 we encounter a
complex valued EP Sm[u(·)]. However, the resulting FT becomes singular
for too large fluctuations of u(r).
For completeness we report that the second law - like equation takes the
35taking vrms = 0.3818 m/s, λ = 6.6 mm, L = 67 mm, σ∞ = 0.54 m/s and B = 20 in
δ1 =
3vrmsλ(B+1)
Lσ∞(B+3)
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form〈
R[u(·)] ln uL (uL − δ L)
ν−1
ur (ur − δ r) ν−1
〉
≥
〈
ln
pr(ur)
pL(uL)
〉
= −∆S , (II.4.31)
but refrain from attempting an interpretation.
As a last comment, we mention that the above procedure used to obtain
the form Sm[u(·)] = R[u(·)]−∆ϕ as in (II.4.27) can be generalised to arbi-
trary polynomial forms of F (u, r) and D(u, r). This generalised procedure
is similar to the manipulations of (II.4.7) for the multifractal model, only
that the expansion is in 1/u instead of u, and the coefficients fk and dk
may have arbitrary r-dependencies.
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II.5. Asymptotic analysis
In this chapter we will apply the asymptotic analysis developed in chap-
ter I.3 to the Markovian description of fully developed turbulence. This
analysis will include the examination of realisations giving rise to extreme
values of Sm, the asymptotic form of p(u, r) and the resulting asymptotic
scaling exponents ζn.
The results presented in this chapter are rather preliminary, in the sense
that they were obtained only recently.
II.5.1. Realisations of extreme entropy
In the previous chapters we found that small-scale intermittency is for-
mally related to negative EP Stot[u(·)] < 0. From the discussion of the
second law - like inequality resulting from the K62 model, (II.4.3), follo-
wed that the EP Sm[u(·)] is equivalent to the log-multiplier of velocity
increments of the turbulent cascade, and negative Sm[u(·)] imply positive
multipliers which signify an inverse turbulent cascade. This interpretation
of negative Sm[u(·)] is not as clear for more sophisticated models than
K62, however, it is interesting to examine the most likely realisations that
give rise to extreme values of Sm[u(·)]. These realisations are nothing else
than the solutions of the Euler-Lagrange equations (ELE) deriving from
the path integral representation of the respective MP.
We can readily transfer the ELE obtained in chapter (I.3.17) to the case
of velocity increments u(r),
u¨ =
u˙+F
2D
(
D′(u˙−F ) + 2D˙)
+ FF ′ − F˙ + 2DJ ′′ + 2Dik(∂u−dr∂u˙)w ,
(II.5.1a)
0 =
u˙0 + FL
2DL
− ik∂u˙wL + Λ′L , (II.5.1b)
0 =
u˙λ + Fλ
2Dλ
− ik∂u˙wλ . (II.5.1c)
Here, in analogy to x(t), primes denote partial derivatives with respect
to u and dots with respect to r, and we dropped the arguments of ur,
F (ur, r), D(ur, r), w(ur, u˙r, r) and derivatives, and indices denote evalua-
tion at scales r, L and λ respectively.
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Substitution of the constraint
Sm[u(·)] =
∫ λ
L
w(ur, u˙r, r) dr , (II.5.2a)
w(u, u˙, r) = u˙
F (u, r)
D(u, r)
, (II.5.2b)
and simplifications yield
u¨ =
1
2
D
D′
(u˙2 − F 2) + u˙D˙
D
+ F ′F + 2DJ ′ − (1−2ik) F˙D − FD˙
D
(II.5.3a)
0 =
u˙0 + FL
2DL
− ik FL
DL
+ Λ′L , (II.5.3b)
0 =
u˙λ + Fλ
2Dλ
− ik Fλ
Dλ
. (II.5.3c)
Let us consider as an analytically solvable example the K62 coefficients
from (II.3.17),
F (u, r) = −a u
r
, D(u, r) = b
u
r2
,
a =
3 + 2µ
9
, b =
µ
18
, (II.5.4)
for which the ELE becomes
u¨(r) =
u˙(r)
u(r)
− u˙(r)
r
, (II.5.5a)
0 = u˙LL+ a(2ik − 1)uL + 2bu2LΛ′(uL) , (II.5.5b)
0 = u˙λλ+ a(2ik − 1)uλ . (II.5.5c)
The solutions of this ELE are power laws,
u¯(r; k) = uM
( r
L
)a(1− 2ik)
, (II.5.6)
where uM denotes the mode of the initial PDF pL(uL). To obtain the
optimal fluctuations u¯(r;Sm) as a function of the EP Sm, we adjust k
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Figure II.6.: Most likely realisations of the K62 process for various values of EP Sm.
More specific, the shown trajectories are the solutions (II.5.8) of the ELE
(II.5.5) subject to the constraint (II.5.2) for the stochastic process defined
by (II.5.4).
such that u¯(r; k) satisfies the constraint
Sm(k) = Sm[u¯(r; k)] = −aν(1− 2ik) ln λ
L
⇒ ik(Sm) = 1
2
+
Sm
2aν ln(λ/L)
. (II.5.7)
The optimal fluctuations hence read
u¯(r;Sm) = uM
( r
L
) Sm
ν ln(L/λ) , (II.5.8)
in which the exponent is the EP Sm scaled with a measure for the length
of the inertial range. The optimal fluctuations are depicted for various
values of Sm in figure II.6.
A few special cases are apparent.
(i) For an initial PDF pL(uL) with zero mean and zero skewness it is
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uM = 0 and hence u¯(r;Sm) ≡ 0. In other words, the most likely (and
average) realisation in a K62 process without initial skewness will always
be identical zero, regardless the value of EP we impose. This uncoupling
of u¯(r;Sm) and Sm for vanishing skewness hints that the formal EP Sm
indeed has bearings with the energy production in the cascade.
(ii) The most likely realisation for Sm = 0 is u¯(r;Sm) ≡ uM, identical to
the cases in which no turbulence generation takes place, i.e. L = 0, or in
which the inertial range extends to zero scale or is of infinite length, i.e.
λ = 0 or L→∞ respectively.
The connection to the log-multiplier lnH = ln(u(r)/uL), discussed in the
context of the K62 second law (II.4.3), is established by writing
ln
u¯(r;Sm)
uM
=
Sm
ν ln(L/λ)
ln
r
L
, (II.5.9)
in which the sign of Sm obviously determines whether H < 1 or H > 1,
signifying a direct or inverse cascade process.
Let us now see how the optimal fluctuations u¯(r;Sm) look like for the
experimentally estimated drift and diffusion (II.3.50) from [110], used in
[3] (chapter II.4).
Solving the resulting ELE analytically is hopeless and we refrain from
writing down the explicit equations. Instead we employed the relaxati-
on method bvp4c implemented in the numerical computing environment
MatLab. The relaxation algorithm takes an initial guess for the solution
and adapts this guess iteratively to satisfy the linear set of equations that
arises from the boundary value problem to be solved. For small values of
Sm we used the K62 solution (II.5.8) as the initial guess, for large values
of Sm we used an already obtained solution for a similar value of Sm.
The solutions u¯(r;Sm) of the ELE for the experimentally estimated drift
and diffusion using bvp4c are depicted in figure II.7. It is apparent that
u¯(r;Sm) shows qualitatively the same behaviour as for the K62 case, which
may not prove but indicate that the interpretation of Sm within the theo-
retical K62 model is also valid in realistic turbulent flows. Nevertheless, a
striking difference is that for positive Sm the initial values of the optimal
fluctuations clearly deviate from the mode of the initial distribution.
A peculiarity arises in solving the ELE numerically: The sign of u¯(r;Sm)
is prone to the initial guess. By taking as an initial guess the K62 solution
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Figure II.7.: Most likely realisations of the stochastic process defined by drift and dif-
fusion estimated in [110] from experimental data for various values of EP
Sm. The realisations are obtained from solving the ELE (II.5.3) with bvp4c
in MatLab.
(II.5.8), we obtained the solutions shown in figure II.7. But by reversing
the sign of the initial guess, also the solutions u¯(r;Sm) reverse their sign,
see for example figure II.8a. Hence, the numerical solution of the ELE
appears to be bistable, and consequently, the path-probability P [u¯(r;Sm)]
is bimodal. By comparing the values for the action S[u¯(r;Sm)] for entirely
positive and entirely negative solutions in figure II.8b, we find that in the
case of negative Sm both solutions are balanced, whereas for positive Sm,
the negative solutions tend to be more likely. The average realisations u(·)
giving rise to extreme values of EP, as discussed in [3] (chapter II.4.1),
hence have contributions from both the negative and the positive modes
of P [u¯(r;Sm)].
The finding that for positive values of Sm the negative solutions are more
likely is in accord with the four-fifths law, 〈u(r)3〉=−4
5
ε¯r<0. The balance
of probability of positive and negative solutions for negative values of Sm,
suggesting a vanishing skewness in the realisations {u(r); Sm<0}, remains
curious. We should also keep in mind, that by comparing only the pro-
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(a) Positive solutions u¯(r;Sm).
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solutions u¯(r;Sm) as function of Sm.
Figure II.8.: The ELE (II.5.3) is numerically bistable. Depending on the initial guess, the
solutions of the ELE using bvp4c are positive or negative, for positive and
negative values of Sm separately. In (a) we show an example of only positive
solutions, the negative solutions are barely distinguishable from the mirrored
positive solutions. In (b) we assess the probability P [u¯(·)] = exp [−S[u¯(·)] ]
of positive and negative solutions by means of the action S[u¯(·)].
babilities P [u¯(r;Sm)] evaluated at the optimal fluctuation u¯(·), we obtain
no information about the fluctuations in the vicinity of u¯(·). We therefore
refrain from a further interpretation and leave it for future studies.
II.5.2. Asymptotic p(u, r) and ζn
In the previous section, we used the ELE to calculate the most likely
realisations giving rise to preset values of Sm. Instead of imposing the
constraint with respect to Sm, we can also impose the boundary condition
that u(r) takes a certain value u∗ at scale r∗ with L > r∗ > λ.
In this case, the ELE (II.5.1) reads
u¨ =
u˙+F
2D
(
D′(u˙−F ) + 2D˙)+ FF ′ − F˙ + 2DJ ′′ , (II.5.10a)
0 =
u˙0 + FL
2DL
+ Λ′L , (II.5.10b)
u(r∗) = u∗ . (II.5.10c)
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Solving the above ELE for a certain value of u∗ and r∗ yields the asym-
ptotics
p(u∗, r∗) ∼ exp [−S[u(r; u∗, r∗] ] . (II.5.11)
Hence, by varying u∗ and r∗ we obtain an approximation of p(u, r) which
is asymptotically exact in the limit of |u| → ∞, if we assume that infinite
values for u are singularly rare.
Taking again the K62 model as an analytic accessible example, we obtain
from (II.5.5) the ELE
u¨(r) =
u˙(r)
u(r)
− u˙(r)
r
, (II.5.12a)
0 = u˙LL− auL + 2bu2LΛ′(uL) , (II.5.12b)
u(r∗) = u∗ . (II.5.12c)
Note that the ODE remains the same since F (u, r)/D(u, r) is not a func-
tion of scale r. The solutions are again power laws,
u(r)=u∗
( r
r∗
)c
, (II.5.13)
where the exponent c has to be determined from
0 = (a−c) pL
(
uL(c)
)
+ 2b uL(c) p
′
L
(
uL(c)
)
uL(c) = u
∗
(L
r∗
)c
.
Substitution of (II.5.13) into the action S[u(·)] yields the asymptotics
p(u, r) ∼
(
L
r
) (c−a)2
4b
+ b−a
2
, (II.5.14)
or, with a = (3 + 2µ)/9 and b = µ/18 substituted from (II.3.17),
p(u, r) ∼
(
L
r
) (3c−1−2µ/3)2
2µ
− 2+µ
12
. (II.5.15)
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Figure II.9.: Asymptotics of p(u, r) for the K62 process defined by (II.5.4). The coloured
lines are the asymptotic solutions given by (II.5.15) for µ = 0.25, L = 10.15
and λ = 1 and various values of scale r. The dashed lines are the analytic
solutions given in (II.3.15). The pre-exponential factor of the asymptotics
is obtained from fits to the analytic solution in the far tails of p(u, r).
In figure II.9, we compare the asymptotic solution with the exact solution
from (II.3.15), in which we used µ = 0.25, L = 10.15 and λ = 1, and we
took pL(uL) from fitting a skew-normal distribution to the experimentally
determined result using again the data from [110] as in the previous secti-
on. The agreement between the measured and fitted pL(uL) can be judged
from II.11a for the largest scale r=L. From figure II.9 it is apparent that
the asymptotics of p(u, r) coincides with the analytical result for values of
u that are barely accessible in a comparable experiment.36
The asymptotics in (II.5.15) only includes the exponential factor, a con-
stant pre-exponential factor has been obtained from fitting the asymptotic
p(u, r) to the analytical solution (II.3.15) for values of u that are sufficient-
ly far in the tails to ensure the validity of the asymptotic assumption. For
a more realistic process, where the analytic solution is not known, the
determination of a constant pre-exponential factor requires an interval of
u-values in which both the asymptotics is valid and the histogram deter-
mined from an experiment or simulation approximates p(u, r) sufficiently
well.
36Such as the experiment in [110] with matching L = 10.15, λ = 1 and pL(uL).
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Figure II.10.: Asymptotic scaling exponents for the K62 process for µ = 0.25. The
asymptotic solutions shown in figure II.9 imply structure functions Snu (r),
from which asymptotic scaling exponents have been derived, shown as
red crosses. The scaling exponents determined from an ensemble of 107
realisations u(r), generated from the analytical solution of the K62 SDE in
(II.3.13), are included as blue circles, the exact scaling law (II.2.35) for the
K62 model is added as a black line. The scaling exponents are obtained by
fitting the ESS formula (II.2.45), the error bars are the standard deviations
of the ζn determined from 10
3 blocks of 104 realisations u(r).
The asymptotic p(u, r) can be used to determine the scaling exponents
ζn of the corresponding structure functions asymptotically. To this end,
the structure functions are computed by
Snu (r) =
∫
un p(u, r) du , (II.5.16)
and, according to the ESS procedure explained after (II.2.45), ζn is obtai-
ned as the slope of a linear fit of lnSn(r) as function of lnS3(r).
In figure II.10, we demonstrate that by using the asymptotics of p(u, r)
from figure II.9, the scaling exponents resulting from the proposed proce-
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dure are excellent in a range of n = 20 to n = 50. For values n < 20, the
determination of the moments rests on the centre of p(u, r) for which the
asymptotic solution is not accurate, for n > 50 the range in u covered by
the asymptotic solution is not sufficient37.
Instead of using K62 as the analytical accessible example, it is interes-
ting to see how the method performs for the experimental data from [110]
as used in the previous section.
We take again the drift and diffusion coefficients D
(1,2)
(u, r) experimental-
ly estimated in [110]. By substituting the numerical solutions of the ELE
obtained by using bvp4c in MatLab into (II.5.11), we yield the asymptotics
of p(u, r) defined by the Markov process extracted from the experimental
data. In figure II.11a, we compare the asymptotic p(u, r) with the ex-
perimental result, for which we took for pL(uL) again the skew-normal
distribution fitted to the experimental data.
In determining a pre-exponential factor, we face the problem explicated
above for the K62 example: The experimentally determined p(u, r) does
not reach sufficiently far into the tail of p(u, r) where the asymptotic so-
lution is valid. As a preliminary work-around, we determined the 10-th
order structure function S10u (r) from both the experimental data and the
asymptotics, and adjusted the pre-exponential factor such that S10u (r) is
identical for both. The 10-th order structure function was chosen as it
proved to be the largest order n for which Snu (r) is reliable.
We stress that the estimation of D
(1,2)
(u, r) can only use the available ex-
perimental measurements covering the range of u-values as apparent from
figure II.11a. Consequently, by taking these D
(1,2)
(u, r) to determine the
asymptotic solution of the FPE, we extrapolate the measured p(u, r) to
higher values of |u| under the assumption that the form of the FPE defi-
ned by D
(1,2)
(u, r) governs the evolution of p(u, r); very much like assuming
that a random variable is Gaussian distributed and predicting the proba-
bility of unobservable realisations by estimating mean and variance from
the available data. It is therefore arguable to expect that by determining
37The part of p(u, r) being relevant for structure functions Snu (r) beyond order n = 50
is so far in the tails, that the asymptotics of p(u, r) exceeds the standard machine
accuracy of MatLab. A limitation that can be overcome without much effort.
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the asymptotic solution of the FPE, we also obtain the true asymptotic
behaviour of the underlying experiment.
Nevertheless, for completeness, we show the resulting asymptotic scaling
exponents in figure II.11b which are clearly unsatisfactory. We impute this
unsatisfactory result to the uncertain determination of the pre-exponential
factor.
Indeed, premature results give hope that an explicit determination of the
pre-exponential factor as demonstrated in section I.3.4 improves the situa-
tion considerably for two reasons. First, we do not have to determine the
pre-exponential factor from fits, and therefore do not rely on experimental-
ly determined p(u, r). And second, since we also achieve the u-dependency
of the pre-exponential factor, the range of u values for which the asym-
ptotics is valid should enlarge. Efforts to determine the pre-exponential
factor have to be left for future studies.
In closing, we mention that instead of using the asymptotics of p(u, r)
to determine high order structure functions, the moment equation of the
corresponding FPE can be used to set up an iteration procedure.
The general form of drift and diffusion estimated in [110] from experimen-
tal data reads
D
(1)
(u, r) = −a0(r) − a1(r)u + a2(r)u2 − a3(r)u3 , (II.5.17a)
D
(2)
(u, r) = b0(r) − b1(r)u + b2(r)u2 . (II.5.17b)
Employing the moment equation (I.1.30) and solving for the highest order
structure function yields
Sn+4u =
1
a3(r)
[
(n+1)b0(r)S
n
u (r) +
(
a0+(n+1)b1(r)
)
Sn+1u (r) (II.5.18)
+
(
a1(r)+(n+1)b2(r)
)
Sn+2u (r) + a2(r)S
n+3
u (r) +
1
n+2
∂rS
n+2
u (r)
]
.
The above formula yields the (n+4) - th order structure function and needs
as input the three next smaller structure functions.
One way to initialise the iteration is using S1u (r) ≡ 1 and taking
S2u (r) = c2r
ζ2 and S3u (r) = c3r
ζ3 with c2,3 and ζ2,3 fitted to the experi-
mental data, arguing that a scaling law is a good approximation for the
second and third order structure functions, and the derivative ∂rS
2
u can
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(a) Asymptotic p(u, r) together with experimental re-
sult.
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Figure II.11.: Asymptotics of p(u, r) for the Markov process defined by the experimen-
tally estimated drift and diffusion (II.3.50). The coloured lines in (a) are
the asymptotic solutions given by (II.5.11) for various values of scale r,
which derive from the numeric solutions of the corresponding ELE (II.5.10)
obtained with bvp4c. The coloured symbols are the corresponding histo-
grams determined from the experimental data which was used in [110]
to estimate the drift and diffusion coefficients used here. The asymptotic
solutions imply structure functions Snu (r), from which asymptotic scaling
exponents have been derived, shown as red crosses in (b). In addition,
scaling exponents determined from the exponential data and some theo-
retical predictions are included into (b), please refer to figure II.3. The
pre-exponential factor of the asymptotics is obtained from fitting S10u (r)
to the experimental result.
be calculated analytically. In this case, we have nested equations of depth
n− 4 to determine the n-th order structure function. Another possibility
is to take S1u (r), S
2
u (r) and S
3
u (r) directly from measurements or simula-
tions of the SDE, compute ∂rS
2
u numerically and iterate to higher order
structure functions by means of numerical Snu (r).
In any case, after very few steps, the iteration results into structure functi-
ons that depart drastically from the experimentally determined ones and
become divergent. We hence face a highly sensitive dependency on the
initial conditions as characteristic for chaotic systems. In addition, taking
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simpler forms of drift and diffusion reveals that dropping the odd term
b1(r)u of the diffusion coefficient, responsible for the skewness of the dy-
namics and correlation between the additive and multiplicative noise (cf.
(II.3.51)), the iteration procedure improves in comparison with according
simulation results.
We leave the implications of these observations for further studies.
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II.6. Closing discussion
We close the part on turbulence with a summarising discussion.
II.6.1. Classification
The Markov representation is a unifying framework for a variety of esta-
blished theories of turbulence, allowing a classification of these theories in
terms of Markov processes.
The central turbulence theory is the K62 model. The K62 model may be
viewed as the harmonic oscillator of the Markovian description of turbu-
lence, in the sense that it is fully analytical solvable, captures the main
features of turbulence, and from an alteration of the K62 process more
realistic models of turbulence arise. Depending on the kind of alteration,
the generalisations of the K62 model belong to different branches of tur-
bulence research.
The K62 model, with scaling exponents ζn = n/3 − µ/18n(n − 3), is
characterised by drift D
(1)
(u, r) ∝ u/r and diffusion D(2)(u, r) ∝ u2/r. The
fluctuation theorem associated with K62 involves only boundary terms.
Considering only the deterministic process defined by D
(1)
(u, r), we retrie-
ve the trivial case of K41, ζn = n/3. We now give an overview of the
emerging models of turbulence by various alterations of K62.
(i) A linear drift D
(1)
(u, r) = a(r)u and quadratic diffusion D
(2)
(u, r) =
b(r)u2 for arbitrary a(r) and b(r) represent log-normal random cas-
cade models, that is to say, the random variable u is described by a
log-normal distribution. The explicit form of a(r) and b(r) determines the
variance σ2(r) of the log-normal distribution, the associated fluctuation
theorem receives an integral contribution.
Only for a(r) ∝ 1/r and b(r) ∝ 1/r, retrieving the K62 model, it is
σ2(r) ∼ ln(r) and the moments of u(r) exhibit a scaling law.
By altering a(r) and b(r) but keeping the r-dependency equal, that is
a(r)/b(r) = const, we abandon a scaling law, but the boundary form of
the K62 fluctuation theorem is retained. The random cascade process for
a(r)/b(r) = const has been termed continuously self-similar, and the
stochastic processes becomes a stationary process.
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For the special choice a(r) ∼ b(r) ∼ ∂r lnSm(r) the moments of u(r) scale
as
(
Sm(r)
)ζn
, being the conjecture of extended self-similarity, where
m = 3 is the most common choice.
A shortcoming of log-normal random cascade models is the vanishing
skewness in the statistics of u(r). In terms of Markov processes, a skew-
ness can principally be added to the dynamics38 by, e.g., introducing an
additive noise term coupled to the existing multiplicative noise term in
the stochastic differential equation, or by augmenting the Fokker-Planck
equation with a suitable third Kramers-Moyal coefficient D
(3)
(u, r).
(ii) Instead of keeping the u dependency and altering the r dependency,
we may also keep D
(1,2)
(u, r) ∝ 1/r but allow an arbitrary combination of
powers in u. For this choice of D
(1,2)
(u, r), the moments of u(r) become
a superposition of scaling laws with distinct linear exponents. Allocating
the scaling laws with fractal subspaces of R3, we obtain the essence of
multifractal models of turbulence. The explicit correspondence to mul-
tifractal models, however, remains to be established. The associated fluc-
tuation theorem is again of boundary form, involving the moments of u(r).
(iii) Keeping the K62 drift but adding to the K62 diffusion a term linear
in u, that is D
(2)
(u, r) ∼ βu+ bu2/r, we obtain the continuous approxima-
tion of Yakhot’s model of turbulence.
The full equivalence to Yakhot’s model is achieved by taking also the hig-
her Kramers-Moyal coefficients into account, D
(k)
(u, r) ∼ βkuk−1 + bkuk/r
for k ≥ 2. The stochastic process is now a discontinuous process.
The coefficient βk accounts for effects of energy injection. Neglecting that
effect by setting βk = 0, the Kramers-Moyal expansion implies Yakhot’s
scaling law ζn = n/3 (B + 3)/(B + n).
An expansion of Yakhot’s scaling law to third order in the anomaly para-
meter δ2 = ζ2 − 2/3 recovers the scaling exponents suggested by L’vov
and Procaccia being cubic in n. Cubic scaling exponents correspond to
a Kramers-Moyal expansion truncated after the third term.
(iv) The K62 process is composed of a deterministic component and
38Initialising the process with a asymmetric pL(uL) introduces a decaying skewness to
the process, even for a dynamics defined by D
(k)
(u, r) being invariant under u 7→ −u.
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a Gaussian process. Substituting the Gaussian process with a jump pro-
cess, where the moments of the jump density are Ψ
(k)
(u, r) ∝ (bu)k/r
with b = (2/3)1/3 − 1, defines a jump process being equivalent to the
log-Poisson random cascade model. This model exhibits scaling laws
with the scaling exponents ζn = n/9 + 2 − (2/3)n/3 derived by She and
Leveque.
(v) Drift and diffusion coefficients can also be obtained directly from
experimental measurements. Generally, D
(1)
(u, r) and D
(2)
(u, r) are of
similar form as in the K62 process, but D
(2)
(u, r) involves two extra terms,
being constant and linear in u, and each term in D
(1,2)
(u, r) is a diffe-
rent function of r. The stationary distribution at scale r = L defined by
D
(1,2)
(u, L) generally differs from the measured initial distribution pL(u) of
the process. Accordingly, non-equilibrium is imposed by both, initialising
the process off equilibrium, and driving the process.
II.6.2. Interpretation
The thermodynamic interpretation of Markov processes discussed in the
first part provokes a similar fashioned interpretation of the Markov repre-
sentation of fully developed turbulence.
Starting point is again the K62 process. Being a stationary process in
logarithmic scale ln(L/r), the K62 process is a relaxation process from
an initial distribution pL(uL) 6= δ(uL). Consequently, non-equilibrium can
only be imposed by initialising the process off equilibrium. In the limit
ln(L/r) → ∞, all moments of u(r) will be zero and we are left with a
free laminar flow. The average tendency of the K62 process towards small
scales is therefore a decrease of fluctuations.
The second law like inequality discussed in section II.4.1 confirms indeed
that the average log-multiplier 〈Hr〉 = 〈ln(u(r)/uL〉 is bounded from abo-
ve by the difference in Shannon entropy ∆S(r) between final and initial
state of the turbulent cascade. The Shannon entropy difference ∆S(r) is
found to be negative for all scales and monotonically decreasing with de-
creasing r, implying that strictly 〈u(r)〉 < 〈uL〉, in particular towards the
end of the cascade. However, by assessing the multiplier statistics, we have
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seen that instances with Hr > 1 remain possible throughout the inertial
range, the maximum value of Hr being approximately constant.
The convergence of the K62 fluctuation theorem is dependent on realisati-
ons ur > uL, corresponding to spatial velocity fluctuations which, contrary
to the average tendency, build up while evolving towards smaller scales.
Since Sm = ν ln(uL/uλ) (with ν = (6 + 4µ)/µ ≈ 27), these increasing spa-
tial velocity fluctuations correspond formally to a consumption of entropy,
Sm < 0, but with Sm bearing no reference to thermodynamic entropy pro-
duction. Nevertheless, since Sm < 0 corresponds to velocity fluctuations
u(r) exceeding the typical fluctuations uL they evolved from, it is temp-
ting to think of some kind of reservoir that provides velocity fluctuations
throughout the cascade, in accord with the construction of the K62 process
as a random cascade process in section II.3.1. Accepting such a perception
of a reservoir, the form of the diffusion coefficient, D
(2)∼ u2, suggests that
in a cascade process the turbulent energy u(r)2 is the analog of the ther-
mal energy kBT in a thermodynamic process. But this perception bears
an inconsistency, since u(r)2 depends on the realisation u(r) itself and can
therefore not be regarded as an equilibrium property of an ideal reservoir.
It is safer to think of D
(2)∼ u2 as the result of accumulated randomness
towards the end of the cascade.
In any case, realisations u(·) with u(r) > uL are characterised by
Sm[u(·)] < 0. Such realisations might be the result of mingling casca-
des, where one cascade was initialised by such a large fluctuation that
u(r) is still larger than the large-scale fluctuation uL of a second cascade.
Another possibility is that one strong small-scale fluctuation arises from
an aggregation of many small-scale structures, corresponding to an inverse
cascade with multipliers larger than one. The fact that strong small-scale
fluctuations are significantly more frequent than equally strong large-scale
fluctuations, cf. figure II.2, indicates that an aggregation of small-scale
structures is the predominant mechanism that causes u(r) > uL, and we
claim that Sm[u(·)] < 0 is a signature of a concurrent inverse cascade in
addition to the direct cascade.
In stochastic thermodynamics, Sm[x(·)] < 0 accounts for collisions bet-
ween fluid molecules and particles in which the particle is kicked primarily
from one side, rectifying thermal noise into directed motion. The exact dy-
namics of such collisions is not resolved by the stochastic process, taking
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place below the Markov-Einstein time scale tME. What is the analog me-
chanism in a turbulent cascade?
In constructing the K62 process as a random cascade process in section
II.3.1, we coarse-grained the exact dynamics of the break-up of eddies as
a Gaussian noise accounting only for the outcome of the break-up, in close
analogy to consider the collision of a Brownian particle with fluid mole-
cules only as a random change in particle velocity. Accordingly, we expect
the mechanism that is responsible for Sm[u(·)] < 0, implying u(r) > uL,
to take place during the break-up of eddies. The decrease of scale r af-
ter a break-up is given by rME ≈ λ, with λ being the Taylor microscale
indicating the scale below which molecular friction is prevailing. It is the-
refore tempting to speculate about a connection between Sm[u(·)] < 0
and molecular friction, such as Sm[u(·)] < 0 being the hallmark of veloci-
ty fluctuations which build up in the dissipative range, enter the inertial
range from below and manifest themselves as intermittent fluctuations at
small scales, u(r) > uL. The underlying mechanism might be that the
rate of energy dissipation is smaller than the rate of energy transfer into
the dissipative range, provoking occasional aggregations of accumulated
small turbulent structures to intermittent fluctuations, characterised by
instances of negative energy transfer rates which ensures that on average
we retain the balance between energy dissipation and energy transfer. For
high Reynolds numbers, implying a smaller dissipative range, this mecha-
nism would intensify. In the picture of multifractal models we may say
that less space-filling turbulent structures towards the end of the cascade
create a bottleneck of energy transfer. However, these considerations are
clearly speculative, but might offer new perspectives worth pursuing.
The above considerations were mainly based on the K62 model. The
Markov process defined by drift and diffusion estimated from experimen-
tal data exhibits qualitatively the same characteristics as the K62 process,
in particular the correspondence between Sm[u(·)] < 0 and realisations
u(r) which increase towards smaller scales, as discussed in sections II.4.1
and II.5.1. We therefore assume that the above considerations also apply
qualitatively to real turbulent flows.
The failure of K62 in modelling the extreme value statistics of u(r), de-
monstrated by the break-down of the K62 fluctuation theorem when ap-
plied to experimental data, however, suggests that the details of the K62
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process need to be modified, cf. the discussion of modifications in the
previous section. Such a modification may be to substitute the Gaussian
noise with Poissonian noise, leading to the significantly more successful
scaling exponents derived by She and Leveque. Another modification is to
combine various cascade processes taking place in fractal subspaces as in
multifractal models.
An important modification is the inclusion of a skewness, i.e. breaking the
invariance with respect to u 7→ −u. The K62 model and related random
cascade models do not include a skewness in u: The trajectories u(r) gene-
rated by solving the respective stochastic differential equations will hence
be negative and positive to equal shares, provided the initial distribution
pL(uL) is symmetric. This symmetry corresponds to reversible processes
in the turbulent cascade, as a balanced occurence of positive and negative
u(r) imply that instances of positive energy transfer are as frequent as
instances of negative energy transfer.
In contrast, the stochastic process defined by drift and diffusion obtained
from experimental data does exhibit a skewness. Indeed, restricting the
realisations u(·) to a positive production of associated entropy,
Sm[u(·)] > 0, the asymptotic analysis of section II.5.1 revealed a slight
unbalance in favour of negative, decreasing u(r), relating negative skew-
ness with a decay of spatial velocity fluctuations, in compliance with the
average tendency. Realisations u(·) giving rise to a consumption of entro-
py, Sm[u(·)] < 0, on the other hand, exhibit an increase of fluctuations
towards small scales, and a mere balance between negative and positive
u(r). The similar analysis of experimentally measured realisations u(r)
presented in [3] (section II.4.1) confirmed that decreasing u(r) are charac-
terised by Sm + ∆S > 0 and increasing u(r) by Sm + ∆S < 0, where the
Shannon entropy ∆S can be shown to have a negligible influence, as is
the case for the K62 process.
In conclusion, a consumption of entropy Sm signifies fluctuations u(r)
that contribute to small-scale intermittency, bearing reference to instances
of inverse cascades. The relation to transfer and dissipation of energy in the
cascade and a negative skewness in the statistics of u(r) is intriguing but
remains unclear. If a model of turbulence accounts for the correct balance
between direct and inverse cascades coexisting in a realistic turbulent flow,
the fluctuation theorem resulting from the Markov representation of that
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model will be satisfied for experimental data.
II.6.3. Possible future studies
The results presented in this thesis offer a couple of starting points for
future studies.
We have demonstrated the equivalence of Markov processes to many
established models of turbulence. Besides this theoretical legitimation of
using Markov processes to approach turbulence, we have also given a sur-
vey of experimental evidence that the turbulent cascade is indeed Markovi-
an. The natural next step is, instead of finding the Markovian counterpart
of existing models of turbulence, to use the gathered knowledge on the
Markov description of turbulence and construct a theoretical model on
the very level of Markov processes. A starting point may be exact relati-
ons of velocity increments as the Ka´rma´n-Howarth-Kolmogorov relation
(II.2.21), or to specify the Markov representation of multifractal models
(II.3.26) to consider subspaces with inverse cascades, or to adapt other
existing Markov representations in order to better reproduce experimen-
tal results.
The aim of such efforts, instead finding the amplitudes and exponents of
scaling laws, would be to find a form of drift and diffusion coefficients, and
even a jump density, to capture the universal features of fully developed
turbulence. In doing so, the comparison with the presented forms of MPs
in chapter II.3, the convenient experimental verification using fluctuation
theorems demonstrated in chapter II.4 and the asymptotic analysis dis-
cussed in chapter (II.5) may be of assistance.
Apart from being a test equation for possible drift and diffusion co-
efficients (and even jump densities), the fluctuation theorem is for itself
an intriguing object to focus on. The implications of scale reversal to the
direction of the energy cascade, for instance, is an open question, which
also leaves the interpretation of the associated entropy production to be
of rather speculative nature.
Instead of scale reversal, other involutions are possible, such as a reversal
of velocity direction, u 7→ −u, bearing reference to time-reversal. This
involution is of interest, as it reverses the skewness of velocity increments,
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and along with the skewness also the energy transfer in the turbulent cas-
cade. The entropy in the fluctuation theorem building on this involution
therefore directly targets the irreversibility of energy transfer. Unfortu-
nately, or interestingly, the linear term in the diffusion coefficient, which
proved to be the important term of the skewness, provokes a divergent
behaviour of the entropy, spoiling the convergence of its fluctuation theo-
rem. The reason for this divergence could not be clarified satisfactorily.
Other courses of action may be a fluctuation theorem in two dimensions.
A promising starting point is the Markov analysis in u(r) and ε(r) by
Renner et al., which we discussed at the end of section II.3.3. Or two
sources of noise acting on different scales as in (II.3.51). Both could allow
an analysis of non-equilibrium steady states in the very dynamics of u(r)
or ε(r), involving the housekeeping entropy production to maintain the
steady states and the non-negative excess entropy for transitions between
steady states. These two entropy productions and the total entropy pro-
duction obey each a separate fluctuation theorem, implying three faces of
the second law, as discussed at the end of section I.2.3.
An intricate point in the Markov analysis of experimental data is the ju-
stification to truncate the Kramers-Moyal expansion after the second term
and obtain a Fokker-Planck equation, as it relies on proving that exactly
D
(4)
(u, r) ≡ 0. In fact, due to experimental and statistical limitations, it
is only possible to show D
(4)
(u, r) ≈ 0. Accordingly, instead of asking how
small D
(4)
(u, r) is, the more appropriate question is to ask how likely is
D
(4)
(u, r) ≡ 0. A Baysian analysis of the hypothesis “D(4)(u, r) ≡ 0” is
promising to tackle that question.
The analysis of optimal fluctuations u(r) giving rise to extreme entropy
productions given in section II.5.2 raises the question how the skewness
of u(r) is respected in the Markov representation. The Euler-Lagrange
equation for other Markov representations than the K62 process and the
experimentally extracted Markov process should therefore be interesting.
To allow a more profound analysis, the fluctuation determinant for multi-
plicative noise, determined for additive noise in [1], would account for the
vicinity of the optimal fluctuations u(r).
A computation of the fluctuation determinant for multiplicative noise
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which determines the pre-exponential factor would also improve the asym-
ptotics of p(u, r), as discussed in section II.5.2, significantly.
Other open issues are to determine the jump density of the log-Poisson
model, (II.3.30b), and to establish the explicit corresponds between mul-
tifractal models and the power series form of drift and diffusion coefficients,
(II.3.26).
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Conclusions
Markov processes are well suited to capture both, thermodynamic proces-
ses of nanoscopic systems under non-equilibrium conditions, and cascade
processes in fully developed turbulence. In contrast to macroscopic sys-
tems which are dominated by the average tendency of their microscopic
dynamics, the properties of nanoscopic systems are characterised by rare
stochastic realisations of their dynamics.
In closing this thesis, we relate the main statements of stochastic thermo-
dynamics with the main results discussed for fully developed turbulence.
A paradigm to study stochastic thermodynamics is the Brownian mo-
tion of tiny particles suspended in a fluid. But many other systems are
well described in the framework of stochastic thermodynamics. Closely
related to Brownian motion are processes in biological cells, in particular
the functioning of molecular motors. Benefiting from the understanding of
molecular motors, the engineering of nanoscopic devices is on the rise, re-
vealing an intimate relation between information and entropy. Stochastic
thermodynamics is well suited to define the various working principles of a
nanoscopic device. Other examples for applications of stochastic thermo-
dynamics are active particles, nanoscale measurements and many more.
Regarding fully developed turbulence, a variety of established theories find
a representation as a Markov process. A central role takes the K62 theory
by Kolmogorov. Altering and augmenting the Markov representation of
the K62 model leads to extended self-similarity, random cascade models,
models resulting from field theoretic approaches and multifractal models.
In addition, it is possible to capture the features of a turbulent flow by
extracting a Markov process directly from experimental data.
The intuitive formulation of Brownian motion in terms of stochastic
differential equations allows to study the effects of inhomogeneous media
and temperature gradients.
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The unified representation of the various established theories of fully de-
veloped turbulence as Markov processes is convenient for a contrasting
juxtaposition of these models. In addition, combining features of models
and incorporating refinements to overcome inconsistencies become feasible
tasks.
An advantage of stochastic thermodynamics is its applicability to single
realisations of the system under consideration. Notions of heat and work
allow a formulation of the first law on the level of individual trajectories.
The second law, being an inequality for entropy production, are stated
more precisely as fluctuation theorems, being equalities. Both the first
law and the fluctuation theorems hold arbitrarily far from equilibrium.
The Markov representation of models of turbulence address individual
probes of the spatial structures of a turbulent flow, and, vice versa, allow
to generate artificial data that carry the exact properties specified by the
model under consideration. Formally, the Markov representation associa-
tes production of entropy to individual probes of spatial structures which
in turn satisfy a fluctuation theorem. Validating the fluctuation theorem
for extracted Markov processes from experimental data is an on-the-fly
criterion for the quality of the extraction.
The entropy production of individual trajectories of nanoscopic systems
is not restricted by the second law, only the average entropy production
is bound to be positive. The rare individual trajectories that consume
entropy are contrary to the average tendency of the dynamics and as such
of particular interest. Molecular motors, for instance, are capable of rec-
tifying thermal noise to perform useful work. Possible implications for
nanoscopic devices are intriguing.
The average tendency of spatial velocity fluctuations in fully developed
turbulence is to diminish towards small scales. This decrease of fluctuati-
ons is associated with a break-up of turbulent structures and a production
of entropy. Despite the rather macroscopic dimensions of a turbulent flow,
small-scale velocity fluctuations, exceeding in magnitude the large-scale
fluctuations and associated with a consumption of entropy, are a predo-
minant phenomenon in a turbulent flow, a phenomenon which is known as
small-scale intermittency. The Markov representation suggests that these
intermittent small-scale fluctuations result from an aggregation of turbu-
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lent structures.
Fluctuation theorems are valid arbitrarily far from equilibrium, but ne-
vertheless involve equilibrium state variables. This connection allows the
recovery of equilibrium information from non-equilibrium measurements.
A prominent application that exploits this property of fluctuation theo-
rems is the determination of free-energy profiles from force-spectroscopy
of single biomolecules.
Fluctuation theorems are prone to the balance between entropy produ-
cing and entropy consuming fluctuations. In fully developed turbulence,
velocity fluctuations associated with entropy consumption are responsi-
ble for small-scale intermittency. Accordingly, fluctuation theorem arising
from the Markov representation of a model of turbulence will only hold
for experimental measurements if this model precisely assesses the occur-
rence of intermittent small-scale fluctuations. The K62 theory is an exam-
ple where the fluctuation theorem fails an experimental test, whereas the
fluctuation theorem for the Markov process extracted from experimental
measurements holds for these measurements. The latter finding validates
that continuous Markov processes are well suited to capture small-scale
intermittency, calling for a meaningful Markov theory of fully developed
turbulence.
A reliable recovery of equilibrium information from non-equilibrium
measurements is dependent on capturing the statistics of entropy con-
suming events. Typically, these events are also the rare events of the non-
equilibrium process, hampering the recovery of equilibrium information.
The path integral formulation of continuous Markov process is suitable to
develop an asymptotic method which allows to examine these rare events.
The asymptotic method also quantifies the probability of the rare event,
improving the recovery of equilibrium information from non-equilibrium
measurements.
In the context of Markov representations of fully developed turbulence,
the asymptotic method can be used to determine the probability of ex-
treme intermittent small-scale fluctuations of velocity and asymptotically
extrapolate the scaling exponents.
Overall, the Markov representation of cascade processes constitutes a
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consistent approach to fully developed turbulence. The Markov processes
representing the two Kolmogorov theories arise naturally from applying
the Markov assumption to the cascade of turbulent structures. The re-
sults of the developing field of stochastic thermodynamics provide valua-
ble tools for the analysis of the Markov representations. Accordingly, the
Markov analysis of fully developed turbulence is a promising endeavour,
from which new insights regarding the mechanism small-scale intermitten-
cy and the irreversibility of energy transfer can be expected, and therefore
deserves further study.
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A.1. Ito¯ calculus
A.1. Ito¯ calculus
The material presented in this chapter is adapted from part 4 of the book
by Gardiner [4].
In this appendix, we provide a quick introduction to the calculus of sto-
chastic differential equations (SDEs). The simplest form of a SDE is the
Wiener process W (t) which is a sequence of Gaussian random number
with zero mean and variance t. As for infinitesimal t also the variance is
infinitesimal small, the Wiener process is continuous but can be shown to
be non-differentiable. On the other hand, integration of a random func-
tion ξ(t) with zero mean and correlation function 〈ξ(t− t′)〉 = δ(t − t′)
reproduces the Wiener process W (t). In that sense, the Gaussian white
noise ξ(t) is the non-existing derivative of W (t),
dW (t) = W (t+ dt)−W (t) = ξ(t)dt . (A.1.1)
Despite this pathology, ξ(t) can be meaningfully combined with differenti-
al equations to form SDEs, constituting in many cases a simpler approach
to stochastic processes than equivalent probabilistic descriptions. Howe-
ver, we have to keep in mind that ξ(t) is only rigorously defined under an
integral, very much like the δ-function.
The general form of a SDE is
x˙(t) = f
(
x(t), t
)
+ g
(
x(t), t
)
ξ(t) , x(t = t0) = x0 . (A.1.2)
The solution of this SDE is the stochastic variable x(t) which can in prin-
ciple be obtained by integrating
x(t) = x0 +
∫ t
t0
f
(
x(τ), τ
)
dτ +
∫ t
t0
g
(
x(τ), τ
)
dW (τ) . (A.1.3)
As the integrands are stochastic, the occurring stochastic integrals are not
of Riemann type. For Riemann integrals, applying lower sum, upper sum,
trapezoidal rule or other suitable discretisations, the value of the integral
will always be the same in the continuous limit.
This is not the case for stochastic integrals, with the consequence that
SDEs are only well defined if along with the SDE also the rule of dis-
cretisation is specified. The mathematically simplest rule is the pre-point
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rule, where the integrand is evaluated at the beginning of each discreti-
sation interval. The SDE is then called Ito¯ SDE. The drawback with the
Ito¯ convention is that the rules of calculus need to be modified. Ordinary
calculus can be used if the mid-point rule is used, for which the integrand
is evaluated at the centre of each discretisation interval. In this case, the
SDE is referred to as Stratonovich SDE.39 The various discretisation rules
will be formalised in appendix (A.3).
The modified calculus arising from the Ito¯ interpretation of a SDE is
called Ito¯ calculus. Building on the Ito¯ convention of stochastic integrals,
it can be shown that dW 2 = dt and dW n+2 = 0 for n ≥ 1, which is the
starting point of Ito¯ calculus.
With regard to SDEs, the most important implication of Ito¯ calculus is
the Ito¯ lemma. For a stochastic variable x(t), the Ito¯ lemma states that
the total differential of a function f
(
x(t), t
)
reads
df
(
x(t), t
)
= f ′
(
x(t), t
)
dx+ 1
2
f ′′
(
x(t), t
)
dW (t)2 + f˙
(
x(t), t
)
dt . (A.1.4)
Since dW (t) =
√
dt, the Ito¯ lemma collects all terms of order dt.
We exemplify the use of Ito¯’s lemma (A.1.4) by changing the variable x(t)
to y
(
x(t)
)
and get the formula
dy(x) = y′(x)dx+ 1
2
y′′(x)dx2
= y′(x)
[
f(x, t)dt+ g(x, t)dW (t)
]
+ 1
2
y′′(x)g(x, t)2dW (t)2
⇒ y˙(x(t)) = y′(x)[f(x, t) + g(x, t)ξ(t)]+ 1
2
y′′(x)g(x, t)2 , (A.1.5)
where we used Ito¯’s lemma (A.1.4) in the first line and substituted dx(t)
from the general form of the SDE in (A.1.2) in the second line. This pres-
cription is known as Ito¯’s formula for change of variables and is often used
to solve SDEs.
Let us consider geometric Brownian motion (GBM) with constant drift
as an example. The SDE reads
x˙(t) = a(t)x(t) +
√
2b(t)x(t)ξ(t) , Ito´ . (A.1.6)
39More specific, the Stratonovich stochastic integral takes the average of beginning
and end of the discretisation intervals, and is therefore only related to the mid-
point rule ([4] p. 96). In the limit of infinitesimal discretisation intervals, however,
this distinction becomes irrelevant.
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This SDE can be solved using the transformation y(x) = lnx. We identify
f(x, t) = a(t)x and g(x, t) =
√
2b(t)x and get for y(t) the SDE
y˙
(
x(t)
)
= y′
(
x(t)
)[
a(t)x(t) +
√
2b(t)x(t)ξ(t)
]
+ y′′
(
x(t)
)
b(t)x(t)2
= a(t) +
√
2b(t)ξ(t)− b(t)
⇒ y˙(t) = (a(t)−b(t))+√2b(t)ξ(t) . (A.1.7)
Note that by making use of Ito¯’s formula, we now have the drift a(t)−b(t)
with the noise induced component −b(t).
The above SDE can readily be integrated,
y(t) = y(t0) + A(t)−B(t) +
√
2b(t)Z(t) , (A.1.8)
where
A(t) =
∫ t
t0
a(t′) dt′ , (A.1.9a)
B(t) =
∫ t
t0
b(t′) dt′ , (A.1.9b)
(A.1.9c)
and
Z(t) =
∫ t
t0
ξ(t′) dt′ (A.1.10)
is a Gaussian random variable with zero mean and variance t, as we see
from
〈Z(t)〉 =
t∫
t0
〈ξ(t′)〉 dt′ = 0 , (A.1.11a)
〈
Z(t)2
〉
=
t∫
t0
t∫
t0
〈ξ(t′)ξ(t′′)〉 dt′dt′′
=
t∫
t0
t∫
t0
δ(t′ − t′′) dt′dt′′ =
t∫
t0
dt′ = t . (A.1.11b)
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Note that 〈Z(dt)2〉 = dt in retrospect confirms dW (t)2 = dt as used above.
The random variable y(t) is therefore also a Gaussian random variable with
mean A(t)−B(t) and variance 2B(t). Accordingly, x(t) is a log-normal
random variable
x(t) = x0 exp
[
A(t)−B(t) +
√
2B(t)Z(t)
]
. (A.1.12)
Its PDF reads
p(x, t) =
1
x
√
4piB(t)
exp
[
−
(
ln(x/x0)− (A(t)−B(t))
)2
4B(t)
]
. (A.1.13)
The moments of a log-normal distribution all exist and read in this case
〈x(t)n〉 = 〈xn0 〉 exp
[(
A(t)−B(t))n+B(t)n2] . (A.1.14)
In standard GBM, the coefficients a(r) and b(r) are constants, and
A(t)−B(t) becomes (a− b)(t− t0). The ratio g :=a/b is known as expo-
nential growth constant40, see [211] for a discussion. Taking an arbitrary
initial distribution p0(x0) 6= δ(x0), for g > 1, all moments of x(t) diverge
exponentially, and for g < 1, all moments decay exponentially. Hence, for
g < 1, the stationary solution is pst(x) = δ(x) for which all trajectories
get stuck at x = 0.
Note that interpretation of the SDE (A.1.6) in Stratonovich convention
would lead to the mean A(t) instead of A(t)−B(t), as then ordinary calcu-
lus applies and the last term in the first line of (A.1.7) does not contribute.
40also, the exponential growth rate g :=(a/b)/(t− t0)
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A.2. Transformation of time in a SDE
We want to transform time in the SDE
x˙(t) = f(x, t) + g(x, t)ξ(t) . (A.2.1)
Integration from t to t+∆t, where ∆t is a infinitesimal time-step, yields
x(t+∆t) = x(t) + fα(x, t)∆t+
∫ t+∆t
t
g(x, t)ξ(t) dt
= x(t) + fα(x, t)∆t+ gα(x, t)Z(∆t) . (A.2.2)
Here we have used the mean-value theorem for integration, where the in-
dex α indicates evaluation at time t + α∆t with 0 ≥ α ≥ 1, and we have
used the Gaussian random variable Z(∆t) defined in (A.1.10) with zero
mean and variance ∆t from (A.1.11).
In fact, the mean-value theorem theorem is not defined for a stochastic
integral. The consequence that we applied it anyway is that in the limit
∆t→ 0 the value chosen for α does still matter. The choice of α is equiva-
lent to the choice of discretisation of the SDE, i.e. α = 0 for pre-point and
α = 1/2 for mid-point. Indeed, we show in appendix A.3 that the PDF
p(x, t) obeys the Fokker-Planck equation (FPE)
p˙(x, t) =
[− ∂x(f(x, t) + αg′(x, t)g(x, t))+ 12∂2xg(x, t)2]p(x, t) , (A.2.3)
where the value of α still enters.
We return to the question of time transformation.
Suppose we want transform time from t to s = a(t). For convenience, we
denote b(s) :=a−1(s). Using ds = a˙(t)dt, that is ∂t = a˙
(
b(s)
)
∂s, the SDE
reads
a˙
(
b(s)
)
˙˜x(s) = f˜(x˜, s) + g˜(x˜, s)ξ
(
b(s)
)
, (A.2.4)
where x˜(s) :=x(b(s)), f˜(x˜, s) :=f
(
x˜, b(s)
)
and g˜(x˜, s) :=g
(
x˜, b(s)
)
are now
evaluated for the new time s.
The noise ξ
(
b(s)
)
needs special attention if we require that the properties
249
A. Technical details of continuous MPs
of the stochastic integral Z˜(∆s) of new noise ξ˜(s) are of the form (A.1.11),
that is in particular
〈
Z˜(∆s)2
〉
= ∆s. This requirement is met if we use
ξ˜(s) =
ξ
(
b(s)
)√
a˙
(
b(s)
) , (A.2.5)
since then we have consistently
ds =
(
ξ˜(s)ds
)2
=
[
ξ
(
b(s)
)
ds
]2
a˙
(
b(s)
)
=
[
ξ(t)a˙(t)dt
]2
a˙(t)
= a˙(t)
[
ξ(t)dt
]2
= a˙(t)dt , (A.2.6)
where we used [ξ(t)dt]2 =dt.
With an equivalent but more tedious calculation we can also explicitly
show that
〈
Z˜(∆s)2
〉
=
s+∆s∫
s
s+∆s∫
s
〈
ξ˜(s′)ξ˜(s′′)
〉
ds′ds′′
=
s+∆s∫
s
s+∆s∫
s
1√
a˙
(
b(s′)
)
a˙
(
b(s′′)
) 〈ξ(b(s′))ξ(b(s′′))〉 ds′ds′′
=
b(s+∆s)∫
b(s)
b(s+∆s)∫
b(s)
a˙(t′) a˙(t′′)√
a˙(t′) a˙(t′′)
〈ξ(t′)ξ(t′′)〉 dt′dt′′
=
b(s+∆s)∫
b(s)
b(s+∆s)∫
b(s)
a˙(t′) δ(t′ − t′′) dt′dt′′
=
b(s+∆s)∫
b(s)
a˙(t′′)dt′′ = a
(
b(s+∆s)
)− a(b(s)) = ∆s . (A.2.7)
Note that instead of
[
ξ(t)dt
]2
= dt in the derivation (A.2.6), we used here
that 〈ξ(t)ξ(t′)〉 = δ(t− t′).
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Substitution of (A.2.5) into (A.2.1) yields the transformed SDE
˙˜x(s) =
f˜(x˜, s)
a˙
(
b(s)
) + g˜(x˜, s)√
a˙
(
b(s)
) ξ˜(s) . (A.2.8)
We reason from
〈
Z˜(∆s)2
〉
= ∆s that also
〈
ξ˜(s)ξ˜(s′)
〉
= δ(s − s′) and
obtain by comparison with (A.2.3) the equivalent FPE
˙˜p(x, s) =
[
− ∂x
(
f˜(x, s)
a˙
(
b(s)
) + α g˜′(x, s)g˜(x, s)
a˙
(
b(s)
) )+ 1
2
∂2x
g˜(x, s)2
a˙
(
b(s)
)] p˜(x, s)
(A.2.9)
for the PDF p˜(x, s) :=p(x, b(s)). This FPE results also from applying the
same time transformation directly to (A.2.3) as it should be.
Alternatively, we could also require that in the SDE with transformed
time, (A.2.4), the noise must have the correlation function〈
ξ
(
b(s)
)
ξ
(
b(s′)
) 〉
=
√
a˙
(
b(s)
)
δ(s− s′) (A.2.10)
in order to have a Gaussian random variable Z(∆s) with variance ∆s in
the integrated SDE, cf. (A.2.2), and to retain the equivalence to a FPE
as between (A.2.1) and (A.2.3).
As an example, let us again consider GBM with constant drift as in
(A.1.6), but now with the coefficients a(t) = a/t and b(t) = b/t. The SDE
reads
x˙(t) =
a
t
x(t) +
√
2b
t
x(t) ξ(t) , α-point . (A.2.11)
with δ-correlated ξ(t). By noting f(x, t) = a/t x and g(x, t) =
√
2b/t x,
the equivalent FPE from (A.2.3) follows as
p˙(x, t) =
[
− ∂x
(
a
t
x+ α
2b
t
x
)
+ ∂2x
b
t
x2
]
p(x, t) , (A.2.12)
or, by multiplying with t,
t p˙(x, t) =
[− (a+ 2αb)∂x x+ b∂2x x2]p(x, t) . (A.2.13)
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Transformation to logarithmic time, i.e. s = a(t) = ln t, t = b(s) = exp s
and a˙(t) = 1/t, yields the FPE
˙˜p(x, s) =
[− (a+ 2αb)∂x x+ b∂2x x2]p˜(x, s) (A.2.14)
with now time independent coefficients.
The equivalent SDE is accordingly
˙˜x(s) = a x(t) +
√
2b x˜(s) ξ˜(s) , α-point , (A.2.15)
where ξ˜(s) is again δ-correlated.
On the other hand, if we multiply the SDE with t, we obtain
t x˙(t) = a x(t) +
√
2b x(t)
√
tξ(t) , α-point , (A.2.16)
and see that transformation to s = ln t does not only involve t∂t = ∂s
but also ξ˜(s) =
√
b(s)ξ(b(s)) =
√
tξ(t) in order to reproduce (A.2.15) and〈
ξ˜(s)ξ˜(s′)
〉
= δ(s− s′).
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A.3. Derivation of FPE from SDE
The material presented in this chapter is adapted from the article by Lau
and Lubensky [7] and part 4 of the book by Gardiner [4].
MPs X(t) in one continuous degree of freedom can be modelled by sto-
chastic differential equations (SDEs) of the form
x˙t = f(xt, t) + g(xt, t) ξ(t) , x(t = t0) = x0 (A.3.1)
where xt = x(t) and with the Gaussian noise ξ(t) defined by
〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = δ(t− t′) . (A.3.2)
The noise ξ(t) itself is discontinuous, but its time-integral
Z(∆t) =
∫ t+∆t
t
ξ(t′) dt′ (A.3.3)
is continuous in ∆t. The random variable Z(∆t) is again Gaussian distri-
buted with mean and variance given by
〈Z(∆t)〉 =
∫ t+∆t
t
〈η(t′)〉 dt′ = 0 , (A.3.4a)
〈
Z(∆t)2
〉
=
∫ t+∆t
t
∫ t+∆t
t
〈ξ(t′′)ξ(t′)〉 dt′′ dt′
=
∫ t+∆t
t
∫ t+∆t′
t
δ(t′′ − t′) dt′′ dt′ =
∫ t+∆t
t
dt′ = ∆t . (A.3.4b)
Attempting an integration of the SDE (A.3.1) results into∫ t+∆t
t
x˙(t′) dt′ = x(t+∆t)− x(t)
=
∫ t+∆t
t
f(xt′ , t
′) dt′ +
∫ t+∆t
t
g(xt′ , t
′) ξ(t′) dt′ (A.3.5a)
?' f(xt, t)∆t+ g(xt, t)Z(∆t) , (A.3.5b)
where we encounter in the second line stochastic integrals, and the third
line is preliminary, as we will see now.
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Consider the second stochastic integral involving ξ(t),
J (t,∆t) =
∫ t+∆t
t
g
(
x(t′), t′
)
ξ(t′) dt′ . (A.3.6)
We apply the mean-value theorem and write
J (t,∆t) = g(x(tα), tα) ∫ t+∆t
t
ξ(t′) dt′ , (A.3.7)
where tα = t + α∆t with 0 ≤ α ≤ 1 and x(tα) ' x(t) + α∆x with
∆x = x(t+∆t)− x(t).
In a Riemann integral, the choice of α has no effect as soon as the limit
∆t→ 0 is taken. But as ξ(t) is discontinuous, we can not omit α from the
integration of the SDE arguing that the effect of choosing α will be negli-
gible for a sufficient small value of ∆t. We therefore refine the integration
of the SDE given in (A.3.5b) by writing
x(t+∆t) ' x(t) + f(xt + α∆x, tα)∆t+ g(xt + α∆x, tα)Z(∆t) (A.3.8)
and will now explore the effect of α on the statistics of x(t+∆t).
First we develop an integration scheme.
We require that the integration scheme has to be in first order of ∆t,
which is not yet accomplished in (A.3.8), since we know from (A.3.4b)
that Z(∆t) = O(√∆t).
To get (A.3.8) up to order ∆t, we expand f(x+α∆x, tα) and g(x+α∆x, tα)
in ∆x to sufficient order and substitute recursively ∆x from (A.3.8),
f(xt+α∆x, tα) = f(xt, tα) +O
(
∆t
1
2
)
(A.3.9a)
g(xt+α∆x, tα) = g(xt, tα) + g
′(xt, tα)α∆x+O(∆t)
= g(xt, tα) + αg
′(xt, tα)g(xt, tα)Z(∆t) +O
(
∆t
3
2
)
(A.3.9b)
where we used that ∆x = O(√∆t). Going with these two expansions back
into (A.3.8), we yield the desired numeric integration scheme of linear
order in ∆t
x(t+∆t) = xt + f(xt, t)∆t+ g(xt, t)Z(∆t) + αg
′(xt, t)g(xt, t)Z(∆t)2 .
(A.3.10)
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Here we have dropped the index on tα, since the stochastic integrals are
only stochastic in x(t) and ξ(t), and we assume that f(x, t) and g(x, t) are
differentiable in t.
As we see from the expansions in (A.3.9), the choice of α amounts to
choosing the point of evaluation in discretising the SDE. That is to say,
for instance, α = 0 corresponds to the pre-point rule and α = 1/2 to
the mid-point rule. In other words, if the SDE (A.3.1) is defined as an
Ito¯ SDE, we choose in (A.3.10) α = 0 to solve the SDE numerically, and
for the Stratonovich interpretation we choose α = 1/2.
Having in place the integrated SDE (A.3.10) in linear order of∆t, we can
derive from it the evolution equation for the PDF p(x, t), known as Fokker-
Planck equation (FPE). To this end, we consider an observable A
(
x(t)
)
.
We fix x(t) and take A
(
x(t+∆t)
)
as a random variable due to the Gaussian
variable Z(∆t). The average of A
(
x(t+∆t)
)
is therefore conditioned on
the value of x(t) and can be written in terms of the conditional PDF
p(x+∆x, t+∆t|x, t),
〈
A
(
x(t+∆t)
)〉
=
∫
p(x+∆x, t+∆t|x, t)A(x+∆x) d(x+∆x) . (A.3.11)
On the other hand, we can expand
〈
A
(
x(t+∆t)
)〉
in ∆t,〈
A
(
x(t+∆t)
)〉 ' 〈A(x(t) + x˙(t)∆t)〉
' A(x(t))+ A′(x(t)) 〈x˙(t)∆t〉
+ 1
2
A′′
(
x(t)
) 〈
x˙(t)2∆t2
〉
+O(∆t3) . (A.3.12)
For the two averages follow by substituting the integrated SDE (A.3.10),
〈x˙(t)∆t〉 ' 〈x(t+∆t)− x(t)〉
' f(xt, t)∆t+ g(xt, t) 〈Z(∆t)〉+ αg′(xt, t)g(xt, t)
〈
Z(∆t)2
〉
= f(xt, t)∆t+ αg
′(xt, t)g(xt, t)∆t (A.3.13a)〈
(x˙(t)∆t)2
〉 ' g(xt, t)2 〈Z(∆t)2〉
= g(xt, t)
2∆t , (A.3.13b)
where we kept only terms of linear order in ∆t.
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Substituting these averages back into (A.3.12) yields〈
A
(
x(t+∆t)
)〉 ' A(x(t))+ A′(x(t))[f(xt, t) + αg′(xt, t)g(xt, t)]∆t
+ 1
2
A′′
(
x(t)
)
g(xt, t)
2∆t . (A.3.14)
Note that for α = 0 the above formula also derives from Ito¯’s formula in
(A.1.5) for the change of variable from x(t) to A
(
x(t)
)
.
The expansion (A.3.14), involving only the observable A
(
x(t)
)
, can be
passed on to an equation for p(x, t) by substituting (A.3.11) for the l.h.s.,
and taking the average with respect to x at time t,∫
A(x+∆x) p(x+∆x, t+∆t) d(x+∆x)−
∫
A(x) p(x, t) dx
= ∆t ·
∫ [
A′(x)
[
f(xt, t) + αg
′(xt, t)g(xt, t)
]
+ 1
2
A′′(x)g(xt, t)2
]
p(x, t) dx . (A.3.15)
Integration by parts and discarding the boundary terms due to the nor-
malisation condition of p(x, t) yields∫
A(x+∆x) p(x+∆x, t+∆t) d(x+∆x)−
∫
A(x) p(x, t) dx
= ∆t ·
∫
A(x)
[
− ∂x
[
f(xt, t) + αg
′(xt, t)g(xt, t)
]
+ 1
2
∂2xg(xt, t)
2
]
p(x, t) dx . (A.3.16)
Since A(x) is arbitrary, and (x+∆x) is just an integration variable, we
can read off in differential form
p(x, t+∆t)− p(x, t)
∆t
=
[
− ∂x
[
f(xt, t) + αg
′(xt, t)g(xt, t)
]
+ 1
2
∂2xg(xt, t)
2
]
p(x, t) (A.3.17)
which in the continuous limit ∆t→ 0 finally becomes the FPE
p˙(x, t) =
[
−∂x
[
f(xt, t)+αg
′(xt, t)g(xt, t)
]
+ 1
2
∂2xg(xt, t)
2
]
p(x, t) .
(A.3.18)
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Note that the FPE depends on α.
The FPE needs to be completed by the initial PDF p0(x) for the time
t0 < t from which the values x0 are sampled. The solution of the FPE is
then the PDF p(x, t) for x at time t. For the choice p0(x) = δ(x− x0) the
solution of the FPE will be the conditional PDF p(x, t|x0, t0), from which
by
p(x, t) =
∫
p(x, t|x0, t0) p0(x0) dx0 (A.3.19)
the solution of the FPE with arbitrary initial PDF p0(x0) can be obtained.
In that sense, p(x, t|x0, t0) is the Green’s function of the FPE and obeys
the same FPE as p(x, t),
p˙(x, t|x0, t0) =
[
− ∂x
[
f(xt, t) + αg
′(xt, t)g(xt, t)
]
+ 1
2
∂2xg(xt, t)
2
]
p(x, t|x0, t0) , (A.3.20)
but without specifying an initial condition.
A set of values for x that follows p(x, t) can in principle be obtained
by integrating the SDE (A.3.1) using the scheme (A.3.10) for a certain
value of α and in the limit ∆t → 0.41 However, in numeric integrations,
only finite ∆t are possible, and using the integration scheme (A.3.10) will
remain an approximation. Higher order integrations schemes exist, but in
the majority of stochastic processes the scheme (A.3.10) is sufficient.
We note that Lau and Lubensky use in [7] the representation of a PDF
as the expectation of the δ-function,
p(x, t|x0, t0) =
∫
p(x′) δ
(
x′ − x(t;x0, t0)
)
dx′
=
〈
δ
(
x− x(t;x0, t0)
)〉
p(x)
, (A.3.21)
where the parametric dependency of p(x, t|x0, t0) has been passed on to
the random variable x(t;x0, t0).
Our derivation of the FPE becomes equivalent to the derivation of Lau
and Lubensky by substituting A
(
x(t)
)
= δ
(
x− x(t;x0, t0)
)
.
41or, if possible, by solving the SDE explicitly using α-calculus.
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A.4. Derivation of WPI from SDE
The material presented in this chapter follows closely the article by Lau
and Lubensky [7].
The aim is to introduce the Wiener path integral (WPI) representation of
continuous MPs. A WPI is used to express the conditional PDF as
p(xt, t|x0, t0) =
(xt,t)∫
(x0,t0)
Dx(·)P [x(·)|x0] . (A.4.1)
Here, P [x(·)|x0] is the probability density functional of the path x(·), and
Dx(·) is the integration measure in function space. The path integral above
is the sum of the probabilities of all paths x(·) that connect a given initial
value x0 at time t0 with xt at time t. The notation x(·) emphasises that
the whole trajectory is considered, and not, as x(t′) might suggest, the
value of x(t) at a single time t′. Instead of probability density functional
we will also call P [x(·)|x0] path probability.
The WPI above is still only symbolic. The most direct way to concretise
the path integral is to discretise time as ti = t0 + i∆t where ∆t is the time
step, and also discretise the path x(·) as the sequence (x1, x2, . . . , xN),
where x1 = x0, xN = xt, N = (t− t0)/∆t and xi = x(ti). Each xi at time
ti is a random variable and hence follows a PDF pi(xi, ti).
The Markov assumption states that the PDF only depends on the most
recent event, and we can write
pi(xi, ti) = p(xi, ti|xi−1, ti−1) ∀ 2 ≤ i ≤ N , (A.4.2a)
p1(x1, t1) = p0(x1) . (A.4.2b)
Hence, the MPs is completely determined by the propagator
p(xi+1, ti+1|xi, ti) and the initial PDF p0(x1).
As a direct consequence of the Chapman-Kolmogorov relation (I.1.4), the
solution of the conditional FPE can be written as the integration of the
product of all propagators with respect to all intermediate variables,
p(xt, t|x0, t0) =
∫ [N−1∏
i=2
dxi
]
N−1∏
i=1
p(xi+1, ti+1|xi, ti) . (A.4.3)
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The above formula can be viewed as the prototype of a WPI, where we
identify the prototypical path probability and integration measure as
P [x(·)|x0] ∼
N−1∏
i=1
p(xi+1, ti+1|xi, ti) , (A.4.4a)
Dx(·) ∼
N−1∏
i=2
dxi . (A.4.4b)
The propagator is equivalent to Green’s function of the FPE, cf. (A.3.19),
which can be obtained from the FPE (A.3.20) for small ∆t ([20] p. 73),
p(xi+1, ti +∆t|xi, ti) ' 1√
2pi∆tg(xi, ti)2
(A.4.5)
× exp
[
xi+1−xi − f(xi, ti)−αg′(xi, ti)g(xi, ti)
2∆t g(xi, ti)2
]
.
However, the interpretation of the resulting stochastic integral for the
functional P [x(·)|x0] is ambiguous.
In the following, we will instead build on the SDE discretised in α-point,
(A.3.8), to yield a definition of P [x(·)|x0] and Dx(·) in terms of the dis-
cretisation introduced above.
The essence of the derivation is to transform from the random variable
Z(∆t), of which we know the statistical properties from (A.3.4), to the
random variable xi+1. The resulting PDF for xi+1 is then the propagator
p(xi+1, ti+1|xi, ti) used above.
We formulate the mentioned transformation of probability as
N (Z) dZ = p(xi+1, ti+1|xi, ti) dxi+1 , (A.4.6)
where N (Z) is the PDF of Z. To calculate the Jacobian, we need Z as a
function of xi+1. At this point, the underlying SDE enters the calculation
by solving the discretised SDE (A.3.8) for Z,
h(xi+1; ti+1, xi, ti) :=
xi+1 − xi − fiα ∆t
giα
= Z . (A.4.7)
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Here, we take fiα and giα to be evaluated in α-point, that is
fiα := f(xi + α∆x, ti + α∆t) , giα := g(xi + α∆x, ti + α∆t) . (A.4.8)
The transformation of probability then takes the form
p(xi+1, ti+1|xi, ti) =
∣∣∣∣∂h(xi+1; ti+1, xi, ti)∂xi+1
∣∣∣∣N (h(xi+1; ti+1, xi, ti)). (A.4.9)
The next step is to determine the two factors above which will form the
propagator p(xi+1, ti+1|xi, ti).
The first factor, using (A.3.8), is readily determined to be∣∣∣∂h(xi+1; ti+1, xi, ti)
∂xi+1
∣∣∣ = 1− αf ′iα∆t
giα
− αg′iα
xi+1 − xi − fiα∆t
g2iα
. (A.4.10)
The second factor is best determined by writing the N (Z) as the expec-
tation of a δ-function
N (h(xi+1; ti+1, xi, ti)) =
〈
δ
(
Z ′ − h(xi+1; ti+1, xi, ti)
)〉
N (Z′) , (A.4.11)
in the same fashion as in (A.3.21). Using the Fourier representation of the
δ-function, we obtain
δ
(
h(xi+1; ti+1, xi, ti)− Z ′
)
=
1
2pi
∫
exp
[
ik h(xi+1; ti+1, xi, ti)
]
× exp [− ik Z ′] dk . (A.4.12)
The average 〈. . .〉N (Z′) only affects the factor in the second line.
At this point, the statistical properties stated in (A.3.4) are taken into
account by substituting for N (Z) a Gaussian distribution with zero mean
and variance ∆t and performing the resulting Gaussian integral,〈∫
exp
[− ik Z ′] dk〉
N (Z′)
=
∫
N (Z ′)
∫
exp
[− ik Z ′] dk dZ ′
=
1√
2pi∆t
∫ ∫
exp
[
− Z
′2
2∆t
− ikZ ′
]
dZ ′ dk
=
∫
exp
[
− 1
2
k2∆t
]
dk . (A.4.13)
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Combining (A.4.10) with (A.4.11) and (A.4.12), (A.4.7), (A.4.13) and wri-
ting ∆x = xi+1 − xi, we obtain
p(xi+1, ti+1|xi, ti) = 1
2pigiα
∫ [
1− αf ′iα∆t− αg′iα
∆x− fiα∆t
giα
]
× exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
]
dk , (A.4.14)
which is already the desired propagator, but not in the desired exponential
form (A.4.5).
We could in principle write the prefactor in the rectangular brackets as
exp ln[. . . ] and expand ln[. . . ] to second order to collect also the terms
∆x2 = O(∆t). This procedure, however, is considered inconsistent with
the concept of path integrals ([7] p. 8).
We therefore rewrite the problematic term, that is the one that involves
∆x, as the derivative of the exponential function,
− αg′iα
∫ [
∆x− fiα∆t
giα
]
exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
]
dk
=− αg′iα
∫
exp
[
−1
2
k2∆t
]
(−i∂k) exp
[
ik
∆x− fiα∆t
giα
]
dk
=αikg′iα∆t
∫
exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
]
dk , (A.4.15)
where the last line follows by integration by parts and discarding the
boundary terms. The remaining prefactor does not involve ∆x and can be
included into the exponential function by writing it in the form exp ln[. . . ]
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and expanding ln[. . . ] to linear order in ∆t,
p(xi+1, ti+1|xi, ti) = 1
2pigiα
∫
exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
]
× (1− αf ′i∆t+ ikg′iα∆t) dk
=
1
2pigiα
∫
exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
+ ln
[
1 + α
(
ikg′iα − f ′iα
)
∆t
]]
dk
=
1
2pigiα
∫
exp
[
ik
∆x− fiα∆t
giα
− 1
2
k2∆t
+ α(ikg′iα − f ′iα)∆t
]
dk
=
1
2pigiα
∫
exp
[
− k2∆t
2
+ k
i∆t
giα
(
∆x
∆t
−fiα∆t+αg′iαgiα
)
− αf ′iα∆t
]
dk . (A.4.16)
The resulting Gaussian integral can readily be calculated and we finally
end up with42
p(xi+1, ti+1|xi, ti) =
√
2pi
2pigiα
√
∆t
exp
− αf
′
iα
∆t2
2
+ ∆t
2
4g2iα
(
∆x
∆t
− fiα + αg′iαgiα
)2
∆t
2

=
1√
2pi∆tg2iα
exp
[
− ∆t
2g2iα
(
∆x
∆t
−fiα+αgiαg′iα
)2
−α∆tf ′iα
]
(A.4.17)
which is of the expected form in (A.4.5), only that we now have the Jaco-
bian a∆tf ′iα , and f(x, t) and g(x, t) have to be evaluated in α-point. Note
42Defining yi := k/giα instead of performing the Gaussian integration yields the so
called Hubbard-Stratonovich transform of a WPI, cf. [7], which has important ap-
plications in field theories.
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that for pre-point, α = 0, both forms are equivalent.
Having the propagator in place, we can go back to our prototype of a
WPI, (A.4.3), and obtain after substituting (A.4.17),
p(xt, t|x0, t0) =
∫ [N−1∏
i=2
dxi
]
N−1∏
i=1
p(xi+1, ti+1|xi, ti)
=
∫ [N−1∏
i=2
dxi
]
N−1∏
i=1
1√
2pig2i∆t
× exp
[
− ∆t
2g2iα
(
xi+1−xi
∆t
− fiα + αgiαg′iα
)2
− α∆tf ′iα
]
=
1√
2pig2N∆t
∫ [N−1∏
i=2
dxi√
2pig2i∆t
]
(A.4.18)
× exp
[
−
N−1∑
i=1
∆t
2g2iα
(
xi+1−xi
∆t
− fiα + αgiαg′iα
)2
− α∆tf ′iα
]
.
We are now able to substitute our prototype of the integration measure,
(A.4.4b), by the definition∫
Dx(·) := lim
N→∞
∆t→0
1√
2pi∆tg2N
∫ [N−1∏
i=2
dxi√
2pig2i∆t
]
, (A.4.19)
and the prototype of the path-probability in (A.4.4a) by
P [x(·)|x0] := lim
N→∞
∆t→0
exp
[
−∆t
N−1∑
i=1
si(xi, xi+1)
]
(A.4.20)
with
si(xi, xi+1) :=
1
2g2iα
(
xi+1−xi
∆t
+ fiα + αgiαg
′
iα
)2
− αf ′iα , (A.4.21)
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In this form, the continuous limit for the path probability can be explicitly
performed and we obtain
P [x(·)|x0] = exp
[− S[x(·)] ] (A.4.22)
with the action functional
S[x(·)] :=
∫ t
t0
s
(
x(τ), x˙(τ), τ
)
dτ , (A.4.23a)
s(x, x˙, τ) :=
[
x˙− f(x, τ) + αg′(x, τ)g(x, τ)]2
2g(x, τ)2
+ αf ′(x, τ) . (A.4.23b)
Note that the integral in (A.4.23a) is a stochastic integral, and for dis-
cretisation, f(x, t) and g(x, t) have to be discretised in α-point as defined
in (A.4.8).
In closing, we remark that from this form of the WPI, the corresponding
FPE can be retrieved [7], which brings us full circle with regard to the
three equivalent formulations of continuous MPs.
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A.5. Overview of SDE, FPE and WPI
We provide an overview of three equivalent descriptions of continuous MPs
(MPs), being stochastic differential equations (SDEs), the Fokker-Planck
equation (FPE) and Wiener path integrals (WPI), along with a matching
first order numerical integration scheme (NUM).
We distinguish the two cases where the MP is initially given by a SDE, or
where the MP is initially given by a FPE, and, respectively, the equivalent
other forms are desired.
In the same fashion, we also provide the equivalent SDEs in Ito¯ and Stra-
tonovich convention.
SDE Suppose a continuous MP is given by a SDE defined in α-convention
(α = 0 for Ito¯ and α = 1/2 for Stratonovich), then are equivalent
(SDE) x˙t = f(xt, t) + g(xt, t) ξ(t) , α-point (A.5.1a)
(NUM) x(t+∆t) = xt + f(xt, t)∆t+ g(xt, t)Z(∆t)
+ αg′(xt, t)g(xt, t)Z(∆t)2
(A.5.1b)
(FPE) p˙(x, t) =
[
−∂x
[
f(x, t)+αg′(x, t)g(x, t)
]
+ 1
2
∂2xg(x, t)
2
]
p(x, t)
(A.5.1c)
(WPI) S[x(·)] =
∫ t
t0
[
x˙− f(xτ , τ) + αg′(xτ , τ)g(xτ , τ)
]2
2g(xτ , τ)2
(A.5.1d)
+ αf ′(xτ , τ) dτ , α-point .
The index t denotes that t is to be taken as argument. The Gaussian noise
ξ has zero mean and is δ-correlated, 〈ξ(t− t′)〉 = δ(t− t′), and according
to (A.3.4), Z(∆t) is a Gaussian random variable with zero mean and va-
riance ∆t. The α-point discretisation is defined in (A.4.8).
According to van Kampen ([19, 5]), when deterministic and stochastic in-
fluences have distinguished sources, the SDE is to be taken for
α = 1/2, in order to retain a clear-cut interpretation of f(xt, t) as for-
ce and g(xt, t)ξ(t) as noise. Otherwise, the choice of α is a matter of taste.
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FPE in Ito¯-form Suppose a continuous MP is given by a FPE in terms
of drift and diffusion,
D
(1)
(x, t) = f(x, t) + αg′(x, t)g(x, t) , (A.5.2a)
D
(2)
(x, t) =
1
2
g(x, t)2 , (A.5.2b)
then are equivalent
(FPE) p˙(x, t) =
[− ∂xD(1)(x, t) + ∂2xD(2)(x, t)] p(x, t) (A.5.3a)
(SDE) x˙t = D
(1)
(x, t)− αD(2)′(xt, t)
+
√
2D(2)(xt, t) ξ(t) , α-point
(A.5.3b)
(NUM) x(t+∆t) = x(t) +
[
D
(1)
(x, t) + (1−2α)D(2)′(xt, t)
]
∆t
+
√
2D(2)(xt, t)Z(∆t) + αD
(2)′
(xt, t)Z(∆t)
2
(A.5.3c)
(WPI) S[x(·)] =
t∫
t0
(
x˙τ −D(1)(x, t) + 2(α−1)D(2)′(xτ , τ)
)2
4D(2)(xτ , τ)
+ α(D
(1)
(xτ , τ)−D(2)′(xτ , τ)) (A.5.3d)
+ α(1−α)D(2)′′(xτ , τ) dτ , α-point .
Again, the index t denotes that t is to be taken as argument. The Gaussian
noise ξ has zero mean and is δ-correlated, 〈ξ(t− t′)〉 = δ(t − t′), and
according to (A.3.4), Z(∆t) is a Gaussian random variable with zero mean
and variance ∆t. The α-point discretisation is defined in (A.4.8).
Note that the SDE in this forms defines the same dynamics regardless the
choice of α.
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FPE in Stratonovich-form The FPE is often given in the so-called Stra-
tonovich form, that is in terms of force and diffusion,
F (x, t) = D
(1)
(x, t)−D(2)′(x, t)
= f(x, t) + (α− 1)g′(x, t)g(x, t) , (A.5.4a)
D(x, t) = D
(2)
(x, t) =
1
2
g(x, t)2 . (A.5.4b)
For convenience, we also give the table of equivalent LE and WPI for this
case,
(FPE) p˙(x, t) =
[− ∂xF (x, t) + ∂xD(x, t)∂x] p(x, t) (A.5.5a)
(SDE) x˙t = F (xt, t) + (1− α)D′(xt, t)
+
√
2D(xt, t) ξ(t) , α-point
(A.5.5b)
(NUM) x(t+∆t) = x(t) +
[
F (xt, t) + (1−α)D′(xt, t)
]
∆t
+
√
2D(xt, t)Z(∆t) + αD
′(xt, t)Z(∆t) 2
(A.5.5c)
(WPI) S[x(·)] =
t∫
t0
(
x˙τ − F (xτ , τ) + (2α−1)D′(xτ , τ)
)2
4D(xτ , τ)
(A.5.5d)
+ αF ′(xτ , τ) + α(1−α)D′′(xτ , τ) dτ , α-point .
Again, the index t denotes that t is to be taken as argument. The Gaussian
noise ξ has zero mean and is δ-correlated, 〈ξ(t− t′)〉 = δ(t − t′), and
according to (A.3.4), Z(∆t) is a Gaussian random variable with zero mean
and variance ∆t. The α-point discretisation is defined in (A.4.8).
Note that the SDE in this forms defines the same dynamics regardless the
choice of α.
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Ito¯ and Stratonovich SDE The two predominantly used interpretations
of SDEs are those of Ito¯ (α = 0) and Stratonovich (α = 1/2). It often is
convenient, to switch from a Ito¯ SDE to a Stratonovich one and vice versa.
Again, ξ is a Gaussian noise with zero mean and correlation 〈ξ(t− t′)〉 =
δ(t− t′). See (A.4.8) for the definition of discretisation in α-point.
The key observation is that a SDE of the form
x˙t = f(xt, t)− αg′(xt, t)g(xt, t) + g(xt, t) ξ(t) , α-point , (A.5.6)
defines the same dynamics for arbitrary α with 0 ≤ α ≤ 1.
For the Ito¯ SDE
x˙t = f(xt, t) + g(xt, t) ξ(t) , pre-point , (A.5.7a)
the equivalent Stratonovich SDE reads
x˙t = f(xt, t)− 1
2
g′(xt, t) + g(xt, t) ξ(t) , mid-point . (A.5.7b)
For the Stratonovich SDE
x˙t = f(xt, t) + g(xt, t) ξ(t) , mid-point , (A.5.8a)
the equivalent Ito¯ SDE reads
x˙t = f(xt, t) +
1
2
g′(xt, t) + g(xt, t) ξ(t) , pre-point . (A.5.8b)
In general, for a SDE defined in α-point
x˙t = f(x, t) + g(xt, t) ξ(t) , α-point (A.5.9a)
the equivalent SDE in α˜-point reads
x˙t = f(x, t) + (α−α˜)g′(x, t)g(x, t) + g(xt, t) ξ(t) , α˜-point (A.5.9b)
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