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1. Introduction
Classiﬁcation of distributions (i.e., ﬁelds of tangent subspaces) on a smooth manifold is a major problem of differential
geometry. The ﬁrst results on this subject were obtained in 19th century by Pfaff, Frobenius, Darboux, Goursat, Lie, Vessiot,
E. Cartan etc., in connection with the problem of founding a general theory of partial differential equations (PDE). This is
not surprising, since, as is well known, integrating a PDE system is equivalent to determining integral manifolds of a kth
order contact distribution on a manifold.
As in any classiﬁcation problem, one must ﬁx the pseudogroup G of transformations acting on the manifold M on
which the distribution is given. As a rule, in the classiﬁcation results mentioned above M is a generic smooth manifold
and, consequently, G consists of all local diffeomorphisms on M . The situation is different, and considerably more intricate,
when M admits a more special structure: in this case one must take as G the pseudogroup of local symmetries of such a
structure.
In the present paper, the classiﬁcation of lagrangian distributions on a contact manifold is considered. Recall that a
contact manifold is an odd dimensional manifold M2n+1 on which a completely non-integrable distribution C is ﬁxed.
“Completely non-integrable” means that C does not admit any inner inﬁnitesimal symmetry, so that its maximal integral
manifolds have the lowest possible dimension, namely n. Tangent n-planes to integral manifolds through a ﬁxed point θ ∈ M
* Corresponding author.
E-mail addresses: ricardo@usal.es (R. Alonso-Blanco), gianni.manno@unile.it (G. Manno), fpugliese@unisa.it (F. Pugliese).0926-2245/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.difgeo.2008.06.019
R. Alonso-Blanco et al. / Differential Geometry and its Applications 27 (2009) 212–229 213can be operatively characterized as the lagrangian subspaces of the symplectic vector space (Cθ ,dU |θ ), where U ∈ Λ1(M) is
any 1-form vanishing on C . For this reason, we call lagrangian the distributions D of such integral elements: clearly, their
classiﬁcation up to contactomorphisms is of paramount importance for contact geometry.
An aspect of this problem consists in ﬁnding normal forms, i.e. some particularly simple models for D, depending on
functional parameters, such that any lagrangian distribution is locally contact equivalent to one and only one of them, for
a suitable choice of the parameters. In order to do it, as D is generally non-integrable, it is necessary to consider also
its derived ﬂag D,D′,D′′, . . . , which is the most basic invariant structure attached to it (recall that, for any n, D(n) =
D(n−1) + [D(n−1),D(n−1)]).
Naturally, the complexity of the derived ﬂag rapidly increases with the dimension 2n+ 1 of M; below, the case n = 2
is considered. In this case, if D is non-integrable, then D′ is a (non-integrable) 3-dimensional subdistribution of C and its
skew-orthogonal complement is a line distribution l contained in D. The study of such a distribution is essential in our
classiﬁcation. In fact, it is easily proved (see Proposition 24) that, in the generic case, i.e. when D′′ is 5-dimensional, D is
uniquely determined by l: thus, the classiﬁcation of generic lagrangian distributions is equivalent to the classiﬁcation of
generic line subdistributions of C . However, even in the non-generic case (except when D is integrable), the properties of
l determine to a large extent those of D; more generally, it will be shown below that the contact geometry of D strongly
depends on which Cartan ﬁelds (i.e., sections of C) are contained in it.
Quite unexpectedly, generic Cartan ﬁelds are not contained in any integrable 2-dimensional subdistribution of C . The
“degree of genericity” of a Cartan ﬁeld is measured by a simple invariant, its type: the higher the type, the less symmetric
X is with respect to C . More precisely, X is of type 2,3 or 4 according to whether it is contained in many, one or no
integrable 2-dimensional subdistribution of C , respectively (the operative deﬁnition of type is given in Section 3.1). Among
Cartan ﬁelds of type 2 there is a distinguished class: hamiltonian ﬁelds. The name is justiﬁed by the fact that they are the
contact analogue of hamiltonian ﬁelds in symplectic geometry (in fact, they coincide with the classical characteristic ﬁelds
of ﬁrst order PDE’s); as we shall see, integrability properties of a lagrangian distribution are strictly related to how many
hamiltonian ﬁelds belong to it.
Below, we resume the main classiﬁcation results which are contained in Theorems 32 and 36 (the terminology which
we will introduce is motivated by its interpretation in PDE’s theory).
(A) The generic case (dimD′′ = 5). In this case D can be reduced, in a suitable contact chart (x, y, z, p,q), to the form
D = 〈∂p + a∂q, ∂ˆy − a∂ˆx + b∂q〉, a,b ∈ C∞(M),
where ∂ˆx = ∂x + p∂z and ∂ˆy = ∂y + q∂z , provided it contains at least one Cartan ﬁeld of type less than 4 (generalized
intermediate integral). In particular, we will see that such a vector ﬁeld exists in the real analytic case. This is attained
by applying Cauchy–Kovalevsky theorem to an appropriate “determining” equation (Section 4.2). We think that this
situation holds true also in the C∞ case. In fact we have produced a wide class of non-analytic lagrangian distributions
satisfying the above property. On the other hand, the aforementioned hypothesis is equivalent to the existence of an
integrable lagrangian distribution non-transversal to D (complete integral).
(B) The non-generic case (dimD′′  4). This splits into several subcases according to the type of vector ﬁelds lying in D. The
distribution D can be always reduced to one of the following forms:
(1) If D is integrable then
D = 〈∂ˆx, ∂q〉.
This reduction is a special case of a result by Jacobi on integrable subdistributions of C (thus, it can be generalized
to arbitrary dimensions). In this case, D contains two independent hamiltonian vector ﬁelds and all the vector ﬁelds
in D are of type 2.
(2) If D′ 	= D and D′′ is integrable of dimension 4, then
D = 〈∂p, ∂ˆy + b∂q〉, b ∈ C∞(M), ∂p(b) 	= 0.
It contains just one vector ﬁeld of type 2, which is also a hamiltonian vector ﬁeld.
(3) If D′ 	= D and D′′ is non-integrable of dimension 4, then
D = 〈∂p + z∂q, ∂ˆy − z∂ˆx + b∂q〉, b ∈ C∞(M), ∂p(b) + z∂z(b) 	= 0.
It contains just one Cartan ﬁeld of type 2 which is not hamiltonian.
Apart from their intrinsic interest, lagrangian distributions are related with an apparently distant subject, namely, parabolic
Monge–Ampère equations (MAE). We interpret an MAE on a contact 5-dimensional manifold M as a hypersurface in the
ﬁrst prolongation M (see Sections 2.2 and 2.3), locally described by
N(rt − s2) + Ar + Bs + Ct + D = 0, (1)
with N, A, B,C, D ∈ C∞(M); the parabolicity condition is given by
B2 − 4AC + 4ND = 0.
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respectively, one can also adopt the more familiar notation (x, y, z, zx, zy, zxx, zxy, zyy) instead of (x, y, z, p,q, r, s, t).
Characteristic lines of (1) form a lagrangian distribution D on M; this, in turn, uniquely determines the initial equation.
Thus, one can identify parabolic MAE’s with lagrangian distributions. Within this scheme, solutions of (1) must be viewed as
lagrangian manifolds non-transversal to D, while intermediate integrals (in an extended sense) correspond to non-generic
Cartan ﬁelds in D. As a consequence, to the above list of normal forms for D there corresponds a list of normal forms for
parabolic MAE’s; for the sake of clarity, we report such a list below.
(A) The generic case. A parabolic MAE is locally contact equivalent to an equation of the form zyy − 2azxy + a2zxx = b,
a,b ∈ C∞(M), if and only if it admits a complete integral, i.e., a 3-parametric family of solutions. In particular, this is
true for every analytic parabolic MAE (we exhibit also a large class of C∞ equations having this property).
(B) The non-generic case. A non-generic parabolic MAE is locally contact equivalent to one and only one of the following
forms:
(1) zyy = 0. It admits three (functionally independent) intermediate integrals.
(2) zyy = b, b ∈ C∞(M), ∂zx (b) 	= 0. It admits just one intermediate integral.
(3) zyy − 2zzxy + z2zxx = b, b ∈ C∞(M) with ∂zx (b)+ z∂z(b) 	= 0. It does not admit any (classical) intermediate integrals
but it admits exactly one non-holonomic intermediate integral.
Note that the normal form of the generic case was proved to be true for every parabolic MAE with real analytic coeﬃcients
in [2]. In that paper, the proof essentially consisted in showing the involutivity of a certain exterior differential system
associated with the given equation and then applying Cartan–Kähler theorem to such a system; our proof is more direct and
simple and makes use only of Cauchy–Kovalevsky existence theorem. What is more important, we obtain this as a simple
corollary of a considerably more general result (see Theorem 34), giving, in the C∞ case, several equivalent characterizations
of parabolic MAE’s that can be written in the form (A). Finally, we give explicitly the determining equation of generalized
intermediate integrals, and use it to ﬁnd them for a special but quite large class of equations.
As to non-generic parabolic MAE’s, the three normal forms in (B) were already known ([2,3,7] respectively); however,
as far as we know, the alternative characterizations in terms of intermediate integrals are new. Moreover, the conditions
given in [2] for the validity of normal form (3) of (B) and the relative proof are completely different and, in our opinion,
considerably more complicated and less transparent than ours: in fact, it must be emphasized that our conditions are easily
computable for any given MAE. We think, also, that geometric lightening on the subject is gained.
Notation and conventions. Notation and conventions Throughout this paper, everything is supposed to be C∞ and local.
For simplicity, when X is a vector ﬁeld and P is a distribution on the same manifold, we write “X ∈ P” to mean that X is
a smooth (local) section of tangent subbundle P . We will use X(T ) to denote the Lie derivative of a tensor T along X .
2. Contact manifolds
Contact manifolds naturally appear in the theory of, both, 1st order PDE’s with an unknown function and time-depending
mechanics. Indeed, the local model for contact manifolds is R× T ∗N or, equivalently, the space of 1-jets of functions J1N .
Deﬁnition 1. A (2n + 1)-dimensional smooth manifold M endowed with a completely non-integrable distribution of hyper-
planes C is called a contact manifold. A (local) transformation preserving C is called a (local) contact transformation of M .
By “completely non-integrable” we mean the following: if U is a differential 1-form deﬁning distribution C , then
dU ∧ dU∧ n-times· · · ∧dU ∧ U 	= 0. (2)
A local transformation ϕ of M will be called a contact transformation if and only if ϕ∗(U ) = λU for a non-vanishing func-
tion λ. It is well known that integral manifolds of C are of dimension less or equal to n.
Darboux theorem shows the existence of local coordinates {xi, z, pi}, i = 1, . . . ,n, such that
U = dz −
n∑
i=1
pi dxi; (3)
such coordinates will be called contact coordinates. Therefore, vector ﬁelds
∂ˆxi
def= ∂xi + pi∂z, ∂pi , i = 1, . . . ,n,
span the contact distribution C .
From expression (3), it follows that
dU =
n∑
dxi ∧ dpi
i=1
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corresponding relations of orthogonality on the ﬁbers.
Deﬁnition 2. An n-plane L ⊂ TθM is called lagrangian if L ⊂ Cθ and dU |L = 0. A lagrangian distribution is a subdistribution
D ⊂ C deﬁned by lagrangian planes (note that some other authors use the term legendrian).
Deﬁnition 3. Each local section X ∈ C will be called a Cartan ﬁeld.
Note that, for any Cartan ﬁeld X ∈ C , X(U ) = XdU , i.e. one can express orthogonality in C (with respect to dU ) in terms
of Lie derivatives. For example, the orthogonal complement of X in C is described by
X⊥ = {U = 0, X(U ) = 0}.
In particular, X⊥ is (2n− 1)-dimensional and contains X ; moreover, any (2n− 1)-dimensional subdistribution of C is of this
form. Analogously, if D ⊂ C is a distribution spanned by vector ﬁelds X1, . . . , Xk then its orthogonal complement is given
by
D⊥ = {U = 0, X1(U ) = 0, . . . , Xk(U ) = 0}.
Note that D is a lagrangian distribution if and only if D = D⊥ .
On the other hand, by ﬁxing U we can deﬁne the Reeb vector ﬁeld E by the following relations:{
0= EdU
1= EU . (4)
In a contact chart (3) we have E = ∂/∂z and the following decomposition is obtained:
TM  〈E〉 ⊕ C, D → U (D)E + (D − U (D)E) (5)
or, dually,
T ∗M  〈U 〉 ⊕ ker(E), σ → σ(E)U + (σ − σ(E)U). (6)
2.1. Legendre transformation
A Legendre transformation is a particular local contact transformation which we will deﬁne in a system of contact
coordinates xi, z, pi such that U = dz −∑i pidxi . For this purpose, we consider the following functions⎧⎨
⎩
z′ = z −∑i pixi,
x′i = pi,
p′i = −xi,
i = 1, . . . ,n. (7)
It is easy to see that U = dz′ −∑i p′i dx′i ; so, this provides a new contact chart or, alternatively, a local contact transformation
L which is known as Legendre transformation. The action of L on vector ﬁelds interchanges the roles of ∂ˆxi and ∂pi ; indeed,
L∗(∂z) = ∂z′ , L∗(∂ˆxi ) = −∂p′i , L∗(∂pi ) = ∂ˆxi . (8)
Sometimes it is useful to deﬁne a “partial” Legendre transformation. For instance, we can divide the indices i = 1, . . . ,n into
α = 1, . . . ,m and β =m+ 1, . . . ,n and deﬁne⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
z′ = z −∑α pαxα,
x′α = pα, α = 1, . . . ,m,
p′α = −xα,
x′β = xβ, β =m+ 1, . . . ,n
p′β = pβ,
(9)
which also deﬁnes a contact transformation. In this case, only the ﬁrst m coordinates xα and pα are interchanged (joint the
corresponding partial derivatives).
2.2. Prolongation of a contact manifold
When we consider a solution of the contact distribution U = 0, we have also dU = 0 on that solution; this is the reason
for which we give the following construction.
Deﬁnition 4. The prolongation of a contact manifold (M,C) is the bundle π : M → M whose ﬁber at θ ∈ M is the set
of lagrangian planes of M at θ (so, M is a subbundle of the Grassmannian of n-planes of C → M). The lagrangian plane
represented by a point θ¯ ∈ M will be denoted by Lθ¯ .
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π∗(v θ¯ ) ∈ Lθ¯ . (10)
Local coordinates for M can be deﬁned as follows. First we ﬁx a contact chart {xi, z, pi} on (a neighborhood of the projection
to) M; each plane Lθ¯ will be spanned by vector ﬁelds
∂ˆxi
∣∣
θ
+
n∑
h=1
phi(θ¯)∂ph |θ , i = 1, . . . ,n;
which deﬁnes functions phi . Since Lθ¯ is lagrangian, we have pih = phi . Finally, {xi, z, pi, phi} (h i) deﬁnes a local coordinate
system on M . Furthermore, by the very deﬁnition, we derive that C is spanned by vector ﬁelds
∂xi + pi∂z +
n∑
h=1
phi∂ph , ∂phi , i,h = 1, . . . ,n,
and the Pfaff system  associated with C is generated by
U = dz −
∑
i
pi dxi, Uh := dph −
∑
i
phi dxi, h = 1, . . . ,n.
2.3. 1st and 2nd order PDE’s with one unknown function
Deﬁnition 5. A ﬁrst order partial differential equation (1st order PDE) with one unknown function and n independent
variables is a submanifold F of a (2n + 1)-dimensional contact manifold (M,C). A solution of F is, by deﬁnition, an integral
manifold of C contained in F .
Clearly, as a solution of F is also an integral manifold of C , its dimension is less or equal to n. In what follows we will
consider just n-dimensional solutions. If, as an example, F is given by
f (xi, z, pi) = 0
and a solution S is parametrized by x1, . . . , xn , then we have
S ≡
⎧⎨
⎩
z = φ(x1, . . . , xn),
pi = ∂φ
∂xi
(x1, . . . , xn)
(11)
for a function φ such that
f (xi, φ, ∂φ/∂xi) = 0,
which is the classical notion of solution.
Deﬁnition 6. A second order partial differential equation (2nd order PDE) with an unknown function and n independent
variables is a submanifold G of M , where M is a (2n + 1)-dimensional contact manifold (M,C). A solution of G is, by
deﬁnition, an integral manifold of C contained in G .
As in the ﬁrst order case, if G = {g(xi, z, pi, phi) = 0} and T is a solution parametrized by x1, . . . , xn , we have:
T ≡
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
z = ϕ(x1, . . . , xn),
pi = ∂ϕ
∂xi
(x1, . . . , xn),
phi = ∂
2ϕ
∂xh∂xi
(x1, . . . , xn)
(12)
for a function ϕ such that
g(xi,ϕ, ∂ϕ/∂xi, ∂
2ϕ/∂xh∂xi) = 0,
which coincides with the classical notion of solution.
Remark 7. The role of coordinates “xi” as independent variables is purely external. A contact transformation can change the
aforesaid role. For instance, a total or partial Legendre transformation (see Section 2.1) can be used in order to consider “pi”
coordinates (all or some of them) as new independent variables.
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As the contact distribution C is completely non-integrable, the ﬂow of any Cartan ﬁeld X ∈ C deforms it; the sequence
of iterated Lie derivatives
U , X(U ), X2(U ), . . . , X2n−1(U ) (13)
gives a measure of this deformation (as M is (2n + 1)-dimensional and all the forms X j(U ) vanish on X , there is no need
to consider the remaining derivatives).
Deﬁnition 8. Let X ∈ C . The type of X is the rank of system (13).
Note that, due to the complete non-integrability of the contact distribution, it cannot be X(U ) = λU , for X ∈ C\{0}
(“type 1”). Note also that the type is well deﬁned, i.e. they depend neither on the choice of U nor on the length of X
(in other words, what we are dealing with are line distributions, rather than vector ﬁelds). As one can realize from the
deﬁnition, the higher is the type, the more complicated is the structure of Cartan ﬁelds.
Warning. From now on, unless otherwise speciﬁed, M will be a 5-dimensional contact manifold (n = 2). As usual, instead
of {x1, x2, z, p1, p2} we will write {x, y, z, p,q} with U = dz − p dx− qdy, etc.
For a 5-dimensional contact manifold, the following cases are possible:
(1) Fields of type 2: X2(U ) depends on U and X(U ) (which is equivalent to X being characteristic for X⊥ = {U =
X(U ) = 0});
(2) Fields of type 3: U , X(U ), X2(U ) are independent but X3(U ) depends on them (which is equivalent to X being charac-
teristic for distribution {U = X(U ) = X2(U ) = 0});
(3) Fields of type 4: U , X(U ), X2(U ), X3(U ) are independent.
In the rest of the section we will study the main properties of different types of Cartan ﬁelds, starting from the simplest
and the most basic ones: hamiltonian vector ﬁelds.
3.1. Cartan ﬁelds of type 2, hamiltonian ﬁelds and integrable distributions
Let us ﬁx a generator U of the Pfaff contact system; let E be the Reeb vector ﬁeld (see (4)). For any, non-trivial, Cartan
ﬁeld X , the Lie derivative X(U ) = XdU is also non-trivial. Then we have that the map
χ : C −→ ker(E), X −→ X(U ), (14)
is a C∞(M)-module isomorphism. By inverting χ , with each σ ∈ Λ1(M) one associates a Cartan vector ﬁeld
Xσ
def= χ−1(σ − σ(E)U)
(see the direct sum (6)). In other words, Xσ ∈ C is determined by the relation
Xσ (U ) = Xσ dU = σ − σ(E)U . (15)
If we choose a different generator U ′ = λU and denote by ‘primed’ characters the objects which are associated with it, we
have:
X ′σ (U ′) = σ − E ′(σ )U ′. (16)
On the other hand, it is easy to check that
1
λ
Xσ (U
′) = σ −
(
1
λ
σ (E) − 1
λ2
Xσ (λ)
)
U ′.
By comparing with (16) we get
X ′σ =
1
λ
Xσ ;
in particular, although Xσ depends on the choice of U , its direction does not change.
Remark 9. Incidentally, we also have that
σ(E ′) = (1/λ)σ (E) − (1/λ2)Xσ (λ) = σ
(
(1/λ)E
)− Xσ (1/λ),
and, taking into account that Xσ ( f ) = −σ(Xdf ), we derive the relationship between the Reeb vector ﬁelds:
E ′ = 1
λ
E + Xd(1/λ).
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One can determine each other by orthogonality.
Proposition 10. Let P ⊂ C be a 3-dimensional distribution. Then its derived distribution P ′ is not contained in C; in particular, P is
not integrable. Furthermore, if X ∈ C spans P⊥ , then X is characteristic for P if and only if it is of type 2.
Proof. Assume, by contradiction, that P ′ ⊂ C . Then, for any couple of ﬁelds X1, X2 ∈ P it would hold dU (X1, X2) =
−U ([X1, X2]) = 0, i.e. (dU )|C would identically vanish on P , which is not possible. On the other hand, let σ a 1-form
such that P = {U = 0, σ = 0}. By formula (15), we have P = {U = 0, Xσ (U ) = 0} = X⊥σ . But then
Xσ (σ ) = X2σ (U ) + Xσ
(
σ(E)
)
U + σ(E)Xσ (U ),
hence, Xσ is characteristic for X⊥σ if and only if X2σ (U ) linearly depends on U and Xσ (U ). The proposition follows taking
into account that Xσ and X are proportional. 
In the case σ is exact, σ = df , we simply write X f instead of Xdf . Due to the apparent analogy with the case of
symplectic geometry, we give the following
Deﬁnition 11. Let f ∈ C∞(M), then the vector ﬁeld X f ∈ C is called the (contact-)hamiltonian vector ﬁeld associated with f .
As in the symplectic case, f is a ﬁrst integral of the corresponding ﬁeld: X f ( f ) = df (X f ) = 0, from which it easily
follows that X f is of type 2. By the previous proposition, X f is characteristic for distribution X⊥f = {U = 0,df = 0}: in other
words, X f coincides with the classical characteristic vector ﬁeld of the ﬁrst order equation f = 0. Its local expression in a
contact coordinate system (x, y, z, p,q) on M is
X f = ∂p( f ) ∂ˆx + ∂q( f )∂ˆy − ∂ˆx( f )∂p − ∂ˆy( f )∂q.
In particular:
Xx = −∂p, Xy = −∂q, Xz = −p∂p − q∂q, Xp = ∂ˆx, Xq = ∂ˆy .
Example 12. Let X ∈ C and f be a ﬁrst integral of X . Then X f ∈ X⊥; in fact
dU (X f , X) = X f (U )(X) =
(
df − E( f )U)(X) = 0.
Hence, if f , g , h are three ﬁrst integrals such that df , dg , dh, U are independent, then
X⊥ = 〈X f , Xg, Xh〉.
Theorem 13. Let f , g ∈ C∞(M). Then the following properties are equivalent:
(1) the distribution < X f , Xg > is integrable;
(2) X f and Xg are orthogonal with respect to dU ;
(3) X f (g) = Xg( f ) = 0.
Furthermore, if f and g are functionally independent, then the following two properties can be added to the above list of equivalences:
(4) there exists a third function h ∈ C∞(M) such that U linearly depends on df ,dg,dh;
(5) there exists a system of contact coordinates (x, y, z, p,q) in which x= f , y = g.
Proof. (1) implies (2). It follows from
dU (X f , Xg) = −U
([X f , Xg])
and from the fact that [X f , Xg] depends on X f and Xg . Also, (2) implies (1). It follows from
dU
(
X f , [X f , Xg]
)= df ([X f , Xg])= X f (Xg( f ))− Xg(X f ( f ))= 0
and the analogous relation for Xg , keeping in mind that 〈X f , Xg〉⊥ = 〈X f , Xg〉.
The equivalence of (2) and (3) is an immediate consequence of (15) applied to the cases σ = df and σ = dg , respectively.
Let us now assume the functional independence of f and g . If (1) holds, then by (2) df and dg vanish on 〈X f , Xg〉, so
that there exists a third function h, independent from f and g , such that 〈X f , Xg〉 = {df = 0,dg = 0,dh = 0}. As U vanishes
on X f , Xg it linearly depends on df ,dg,dh.
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λU = dh − adf − bdg, (17)
for some functions λ,a,b ∈ C∞(M) (note that, as U is completely non-integrable, in (17) all the three differentials must
appear). But, then
x = f , y = g, h = z, p = a, q = b
are contact coordinates on M , which proves (5). Finally, let (5) hold. Then
X f (g) = Xx(y) = −∂p(y) = 0,
which implies (3). 
We note that the previous theorem is a special case of a more general result (arbitrary n), essentially due to Jacobi (the
statement and proof can be found in [6]).
Deﬁnition 14. Two functions f , g ∈ C∞(M) are in involution when they satisfy any of the equivalent properties (1)–(3) of
the previous theorem.
Theorem 15 (structure of integrable distributions).
(1) Let D be a 2-dimensional distribution in C . Then D is integrable if and only if it is spanned by two hamiltonian ﬁelds X f e Xg ,
with f and g independent and in involution.
(2) Let X ∈ C be of type 2. For any ﬁrst integral f of X the distribution 〈X, X f 〉 is integrable. Conversely, every 2-dimensional inte-
grable distribution in C which contains X is of this form.
Proof. (1). One of the two implications has already been proved in the previous theorem. As to the converse implication,
let D ⊂ C be 2-dimensional and integrable. Then D = {df = dg = dh = 0} for some independent functions f , g , h. But, as U
vanishes on D, it linearly depends on df , dg , dh, i.e. is of the form (17), so that, by the same argument used there, f e g
are in involution (and, obviously, D contains X f and Xg ).
(2). Let f ∈ C∞(M) be a ﬁrst integral of X , then the lagrangian distribution D = 〈X, X f 〉 is integrable. In fact, [X, X f ] ∈ D
if and only if it is orthogonal to both X and X f . But
dU
(
X f , [X, X f ]
)= (df − E( f )U)([X, X f ])= df ([X, X f ])= X(X f ( f ))− X f (X( f ))= 0
(this holds for any X ∈ C having f as a ﬁrst integral) and also
dU
(
X, [X, X f ]
)= X(dU (X, X f ))− dX(U )(X, X f ) = 0− X2(U )(X f ) = 0
because X2(U ) depends on U and X(U ).
Vice-versa, let D ⊂ C be a 2-dimensional integrable distribution. Then, by part (1), D = 〈X f , Xg〉 with f and g in
involution. Therefore, if X ∈ D, then f and g are ﬁrst integrals of X . 
As a consequence of (1) of Theorem 15 and (5) of Theorem 13, one has that every integrable 2-dimensional distribution
in C can be reduced to the form
D = 〈∂p, ∂q〉 = 〈Xx, Xy〉
in a suitable contact chart; a partial or total Legendre map gives the alternative representations
D = 〈∂ˆx, ∂ˆy〉 or D = 〈∂ˆx, ∂q〉 or D = 〈∂ˆy, ∂p〉.
In the previous theorem we have seen that an integrable subdistribution of C contains several hamiltonian ﬁelds. For general
distributions this is not the case. In fact, there are limitations to the existence of ﬁelds of prescribed type contained in the
distribution D ⊂ C . In particular we have the following
Proposition 16. Let D ⊂ C be a lagrangian, non-integrable distribution. Then, it contains at most one ﬁeld of type 2; if such a ﬁeld
exists, it spans (D′)⊥ .
Proof. Let X ∈ D be of type 2. Then, if D = 〈X, Y 〉, it holds dU (X, X) = dU (X, Y ) = 0 and
dU
(
X, [X, Y ])= X(U )([X, Y ])= X(X(U )(Y ))− X2(U )(Y ) = 0,
which means that X is orthogonal to X , Y and [X, Y ], and the statement follows. 
Below we will need the following general lemma on derived distributions. The proof is straightforward.
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Pfaﬃan system associated with the derived distribution P ′ is:
I ′P =
{
ω ∈ IP s.t. X(ω) ∈ IP ∀X ∈ P
}
.
The next proposition characterizes Cartan ﬁelds of type 2 and hamiltonian ﬁelds in terms of integrability properties of
their orthogonal complement.
Proposition 18. Let X ∈ C . Then X is of type 2 if and only if the derived distribution (X⊥)′ has dimension 4. Furthermore, X is a
multiple of a hamiltonian ﬁeld X f if and only if (X⊥)′ is 4-dimensional and integrable.
Proof. Let dim(X⊥)′ = 4. Then, by Lemma 17 applied to the case P = X⊥ , (X⊥)′ is described by equation σ = 0, with σ
linear combination of U and X(U )
σ = αU + X(U ) (18)
(by Proposition 10, σ is not a multiple of U ) and such that, for any W ∈ X⊥ , W (σ ) linearly depends on U and X(U ). In
particular,
X2(U ) ≡ X(σ ) ≡ 0 mod 〈U , X(U )〉.
Vice-versa, let X be of type 2. To prove our statement we must ﬁnd an α in (18) such that X⊥ is described by equation
σ = 0. To this end, let {X, Y , Z} be a basis of X⊥ , then X(σ ), Y (σ ) and Z(σ ) must vanish on X⊥ . By assumption it holds
X(σ ) = X2(U ) + X(α)U + αX(U ) ≡ 0 mod 〈U , X(U )〉
and, therefore, X(σ ) vanishes on X⊥ for any choice of α. As to Y (σ ), relations
Y (σ )(X) = −X(σ )(Y ) = 0, Y (σ )(Y ) = dσ(Y , Y ) = 0
hold true for any α, whereas equation
0= Y (σ )(Z) = dX(U )(Y , Z) + α dU (Y , Z)
determines α. Therefore, by choosing α in this way, one has that Y (σ ) vanishes on X⊥; the same holds for Z(σ ), due to
the symmetry of roles of Y and Z .
Now we prove the second part of proposition. Assume X = X f (or a multiple of it), then
X⊥ = X⊥f = 〈X f , Xg, Xh〉
with g e h being independent ﬁrst integrals of X obviously in involution with f . On the other hand
X⊥f =
{
U = X f (U ) = 0
}= {U = df = 0}.
Furthermore
X f (df ) = Xg(df ) = Xh(df ) = 0
i.e., by Lemma 17, df belongs to the derived system of 〈U ,df 〉. Hence,(
X⊥f
)′ = {df = 0}
which is 4-dimensional and integrable.
Vice-versa, let (X⊥)′ be 4-dimensional and integrable, then there exists a function f such that (X⊥)′ = {df = 0}; there-
fore
X⊥ = (X⊥)′ ∩ C = {U = df = 0} = {U = X f (U ) = 0}= X⊥f
which entails the parallelism between X and X f . 
3.2. Normal forms of Cartan ﬁelds
In this section normal forms for Cartan ﬁelds are given. The following proposition gives us the simplest possible form
valid for any Cartan ﬁeld. For ﬁelds of type less than 4, more precise normal forms can be obtained. These are a consequence
of next theorem, which characterizes non-generic Cartan ﬁelds in terms of involutive hamiltonian ﬁelds.
Proposition 19. For any ﬁeld X ∈ C there exists a contact coordinate system in which X takes the form
X = a∂ˆx + b∂p + c∂q, a,b, c ∈ C∞(M).
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that in a certain contact chart is f = y and consequently X f = ∂q , from which the statement follows, because ∂⊥q is spanned
by ∂ˆx , ∂p , ∂q . 
Theorem 20. Let X ∈ C , then the following equivalences hold:
(1) X is of type 2 or 3;
(2) X = aX f + bXg with f and g in involution and a,b ∈ C∞(M);
(3) X = a∂p + b∂q in an appropriate contact chart (x, y, z, p,q), and a,b ∈ C∞(M);
(4) X admits two independent ﬁrst integrals in involution;
(5) X belongs to at least one 2-dimensional integrable subdistribution of C .
Proof. (1) implies (2). In fact, if X is of type 2 then the statement follows from (2) of Theorem 15. If, instead, X is of
type 3, then it is characteristic for the distribution DX := {U = X(U ) = X2(U ) = 0} = 〈X, Y 〉, for some Y ∈ X⊥ . Hence, DX
is integrable (because it contains [X, Y ]) and, consequently, it is spanned by two vector ﬁelds in involution (see (1) of
Theorem 15). Also, (2) implies (1). In fact, if we put X0 = id, in this case the following relations hold:
X j(U ) ≡ X j−1(a)df + X j−1(b)dg mod 〈U , . . . , X j−1(U )〉, 1 j  3,
from which the linear dependence of U , X(U ), X2(U ), X3(U ) follows.
Equivalence between (2) and (3) immediately follows from (4) of Theorem 13. Equivalence between (2) and (5) is just
(1) of Theorem 15.
(4) trivially follows from (2). Now, assuming (4) to hold, let f and g be the two (independent) involutive ﬁrst integrals,
then: X( f ) = X(g) = 0, X f (g) = 0, or also, in terms of orthogonality, X ∈ 〈X f , Xg〉⊥ = 〈X f , Xg〉. 
Remark 21. We have already proved (see (2) of Theorem 15) that, if X ∈ C is of type 2, then it is contained in a family
of 2-dimensional integrable subdistributions of C (one for each ﬁrst integral). On the other hand, if X is of type 3, it is
contained in just one 2-dimensional integrable subdistribution of C , namely the distribution DX deﬁned in the proof of the
above theorem.
We have seen in Theorem 20 that, modulo a contact transformation, a ﬁeld X ∈ C of type less than 4 takes the form
X = ∂p + b∂q (as the type of a ﬁeld depends only on its direction, we have chosen a = 1 in point (3) of above theorem).
Then X(U ) = −dx− bdy and X2(U ) = −X(b)dy from which it follows that X2(U ) depends on U and X(U ) if and only if b
is a ﬁrst integral of X . We have the following
Theorem 22. Let X ∈ C . Then
(1) X is of type 2 if and only if, in a suitable contact chart, it takes one of the forms
X = ∂p or X = ∂p + z∂q.
(2) X is of type 3 if and only if in a suitable contact chart it takes the form
X = a∂p + b∂q, with X(b/a) 	= 0. (19)
Proof. The second point of the theorem it easily follows from previous discussions. What we are going to prove is the ﬁrst
point.
Let (X⊥)′ be locally described by equation σ = 0 (see also Proposition 18). By Darboux theorem, one can choose inde-
pendent functions f , g,h,k, l in such a way that, up to a factor, one of the following three expressions holds: either
σ = df (20)
or
σ = df − g dh (21)
or
σ = df − g dh − kdl. (22)
Expression (22) can be excluded because, otherwise, {σ = 0} would be a contact structure containing a 3-dimensional
distribution, X⊥ , such that (X⊥)′ = {σ = 0}, which is impossible by Proposition 10. If (20) holds, X is a multiple of X f
(Proposition 18); on the other hand, by Theorem 13, there exists a contact transformation sending f into coordinate x, so
that, modulo a factor,
X = ∂p .
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X = Xσ = X f − gXh. (23)
Hence,
X(U ) = df − g dh − ( f z − ghz)U , X2(U ) = −Xh( f )dg + Xg( f − gh)dh.
But, being X of type 2, one gets
−Xh( f )dg + Xg( f − gh)dh = λU +μ(df − g dh) (24)
for some λ,μ ∈ C∞(M). As the contact form U is determined up to a factor, one may assume that λ does not vanish. Hence,
it follows from (24) that
U = − Xh( f )
λ
(
dg + μ
Xh( f )
df + Xg(gh − f ) −μg
Xh( f )
dh
)
.
Hence the functions
x= f , y = h, z = −g, p = μ
Xh( f )
, q = Xg(gh − f ) −μg
Xh( f )
form a contact chart. Consequently, X of (23) assumes the form
X = Xx + zXy = ∂p + z∂q. 
As a remarkable application, we prove the following proposition.
Proposition 23. Let D ⊂ C be a non-integrable lagrangian distribution, and let (D′)⊥ be spanned by vector ﬁeld X. Then X is not of
type 3.
Proof. Assume the type of X less than 4. Then it is 2 or 3. By Theorem 22, in some contact coordinates X takes the form
X = ∂p + a∂q, a ∈ C∞(M)
(as the type only depends on the direction of X , the coeﬃcient of ∂p in (19) can be assumed equal to 1). Let D = 〈X, Y 〉,
then Y ∈ X⊥ and, hence, is of the form
Y = ∂ˆx − 1
a
∂ˆy + b∂p + c∂q,
for some functions b, c ∈ C∞(M). Let us now impose the orthogonality between X and [X, Y ] ∈ D′ . As XdU = −dx− ady,
one gets:
0= dU (X, Y ) = −(dx+ ady)([X, Y ])= −[X, Y ](x) − a[X, Y ](y) = − X(a)
a
,
so that X(a) = 0, i.e., by Theorem 22, X is not of type 3. 
According to Proposition 18, D′′ = (〈X〉⊥)′ is 5-dimensional if and only if X is of type 4. In fact, in such generic case X
uniquely determines D.
Proposition 24. Let X ∈ C be of type 4. Then there exists one and only one lagrangian distribution D such that D′ = 〈X〉⊥ .
Proof. As in the proof of Theorem 20, let DX := {U = X(U ) = X2(U ) = 0}; by the assumption on X , DX is 2-dimensional:
we want to prove that D = DX . In fact, it is easily seen that DX = {W ∈ X⊥ s.t. [X,W ] ∈ X⊥} (it suﬃces to observe
that X2(U )(W ) = dX(U )(X,W ) = −X(U )([X,W ])). Let, now, D = 〈X, Y 〉 for some Y ∈ X⊥ . Then, [X, Y ] ∈ D′ = 〈X〉⊥ , i.e.,
Y ∈ DX , so that D = DX . 
4. Normal forms of lagrangian distributions
In this section normal forms for lagrangian subdistributions of C will be given. First, we introduce some concepts whose
names resemble their interpretation in the theory of PDE’s. Along this section D denotes a lagrangian distribution.
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Deﬁnition 25. An intermediate integral of a lagrangian distribution D is a function f ∈ C∞(M) such that X f ∈ D. In particular,
f is a ﬁrst integral of any section of D.
Theorem 26. A lagrangian distribution D admits intermediate integrals if and only if: (1) D is integrable or (2) D′′ is 4-dimensional
and integrable. In the ﬁrst case, intermediate integrals are all and only the functions of the form f = φ( f1, f2, f3) with φ arbitrary
function of three real variables and f1, f2, f3 independent ﬁrst integrals of D; in the second case, there exists (up to functional depen-
dence) only one intermediate integral, given by the function f such that D′′ = {df =0}.
Proof. If D is integrable, then D = 〈X f1 , X f2 〉 with f1 and f2 in involution. Hence X f1 ( f ) = X f2 ( f ) = 0 which proves the
statement in case (1).
If, instead, D is not integrable and X f ∈ D, then D′ = X⊥f (see Proposition 16). It is easily checked that D′′ = {df = 0}; in
fact, two vector ﬁelds are orthogonal to X f if and only if both have f as a ﬁrst integral, so that their commutator vanishes
on df . 
From the previous theorem it follows that there exist lagrangian distributions without intermediate integrals: in fact, as
we shall see later, these are the majority. For this reason, it is interesting to consider possible extensions of that notion.
Note that a ﬁeld X is a multiple of an X f , with f intermediate integral of D, if and only if X is a ﬁeld of type 2 in D such
that (X⊥)′ is integrable. If one checks the last condition out, one obtains non-holonomic intermediate integrals in the sense
of [4].
Deﬁnition 27. A non-holonomic intermediate integral of D is a type 2 vector ﬁeld contained in D.
Theorem 28. If D′′ is 4-dimensional, then D admits exactly one non-holonomic intermediate integral X which spans (D′)⊥ . Such an
integral is classical if D′′ is integrable and genuinely non-holonomic otherwise.
Proof. It is an easy corollary of Propositions 18, 16 and Theorem 26. 
Below we propose a further generalization.
Deﬁnition 29. A generalized intermediate integral of a lagrangian distribution D is a vector ﬁeld of type less than 4 contained
in D.
Note that an intermediate integral of D is a 4-dimensional foliation of M . By applying the method of Lagrange–Charpit
one obtains a complete integral (2 functional parameters) of each leaf (∞1 leaves), so that one obtains a family of ∞3
solutions of C .
Deﬁnition 30. A complete integral of D is a 2-dimensional integrable distribution D̂ ⊂ C such that D ∩ D̂ is 1-dimensional.
Let us now show the (almost) equivalence of the two above deﬁnitions.
Proposition 31. Starting from a generalized intermediate integral, one can construct a complete integral, and vice-versa.
Proof. If X ∈ D is of type 2 or 3, then it belongs to at least one lagrangian integrable distribution D̂ (Theorem 20). Con-
versely, a complete integral D̂, whose ﬁelds are all of type 2 or 3, has a non-trivial intersection with D: any non-zero vector
ﬁeld in D ∩ D̂ is a generalized intermediate integral. 
Note that the correspondence between intermediate integrals and complete integrals is not biunivocal. Namely, when
X is of type 2 it belongs to a family of integrable distributions, whereas, when it is of type 3 the distribution is unique.
Conversely, if dimD∩ D̂ = 2, i.e. D is integrable, then every ﬁeld in D is an intermediate integral; if, instead, dimD∩ D̂ = 1,
then the intermediate integral is unique (up to a multiple). As we shall see in the next section, the latter is the generic case.
4.2. Normal forms for generic lagrangian distributions
Let us assume that there exists a complete integral of D. Then, by Proposition 31, there exists a generalized intermediate
integral Z ∈ D. As Z is of type less than 4, by Theorem 20 one has that, up to contactomorphisms and a factor,
Z = ∂p + a∂q.
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W = ∂ˆy − a∂ˆx + b∂q,
so that we have the following
Theorem 32. If a lagrangian distribution D admits a complete integral, then there exist contact local coordinates on M in which D
takes the following form:
D = 〈∂p + a∂q, ∂ˆy − a∂ˆx + b∂q〉. (25)
The condition of the existence of a complete integral seems to be not very restrictive in the C∞ category, as we shall
see in Section 4.2.1. Furthermore we shall prove in Section 4.2.2 that, in the analytic case, this condition is not a restriction
at all.
4.2.1. Does a complete integral always exist?
Here we shall see how a large class of (C∞) lagrangian distributions admits a complete integral and, hence, is reducible
to the above normal form. Any lagrangian distribution D is equivalent (up to a Legendre transformation) to one spanned by
vector ﬁelds
X = ∂ˆx + R∂p + S∂q, Y = ∂ˆy + S∂p + T ∂q. (26)
Assume either R to be independent of q or T to be independent of p. Then D contains a vector ﬁeld of type 2 or 3.
In fact, if ∂q(R) = 0, then [X, ∂q] = −∂q(S)∂q , so that the distribution 〈X, ∂q〉 is integrable and the assertion follows from
Theorem 20. In the second case (∂p(T ) = 0) Y belongs to the integrable distribution 〈Y , ∂p〉.
As an example, in order to give completely explicit computations, we assume R = 1. The distribution 〈X, ∂q〉 is integrable
and spanned by three common ﬁrst integrals of the generators, namely:
〈X, ∂q〉 = {dy = dα = dβ = 0}, α = z − p
2
2
, β = x− p.
Then {y = k1,α = k2, β = k3}, ki ∈ R, turns out to be a complete integral of the distribution under consideration. A direct
computation shows that U = dα − p dβ − qdy. Therefore, functions
x¯= β = x− p, y¯ = y, z¯ = α = z − p
2
2
, p¯ = p, q¯ = q
are contact coordinates, with respect to which X and Y are given by
X = ∂p¯ + S∂q¯, Y = ∂ˆ y¯ − S ∂ˆx¯ + S∂p¯ + T ∂q¯.
Since ∂p¯ = X − S∂q¯ , D is spanned by
X = ∂p¯ + S∂q¯, Y ′ = ∂ˆ y¯ − S ∂ˆx¯ + (T − S2)∂q¯.
4.2.2. The analytic case
In this section, by using the Cauchy–Kovalevsky theorem, we show the existence of complete integrals in the analytic
case. By an analytic lagrangian distribution we mean one which can be spanned by vector ﬁelds whose coeﬃcients are
analytic functions of the local contact coordinates. As a ﬁrst step, we give some equivalent formulations of this problem
without yet assuming the analyticity condition.
Lemma 33. A vector ﬁeld Z ∈ C is of type less than 4 if and only if it admits a ﬁrst integral f satisfying the equation
dU
(
Z , [Z , X f ]
)= 0, with X f 	= 0. (27)
Proof. If Z is a multiple of X f for some f , then both of them are of type 2. So, we can assume that they are independent.
It is easy to prove that if Z( f ) = 0 then dU (X f , [Z , X f ]) = 0. Assume that the ﬁrst integral f is a solution of (27); then
[Z , X f ] is orthogonal to the lagrangian distribution spanned by Z and X f and, hence, belongs to it; but this implies that
such distribution is integrable. By applying Theorem 20 one obtains that Z is of type 2 or 3.
Conversely, if Z is of type 2 or 3 then, again by Theorem 20, Z linearly depends on two ﬁelds X f , Xg with f and g in
involution: obviously, both functions are solutions of (27). 
Theorem 34. Let D = 〈X, Y 〉 be a lagrangian distribution. Then, the following equivalences hold:
(1) There exists a complete integral of D;
(2) There exists a generalized intermediate integral of D;
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(4) There exists a ﬁeld Z ∈ D which is also contained in an integrable lagrangian distribution D̂;
(5) There exists a function f ∈ C∞(M) such that the ﬁeld Z f = Y ( f )X − X( f )Y satisﬁes the equation
dU
(
Z f , [Z f , X f ]
)= 0; (28)
Proof. The equivalence of properties (1)–(4) has been already proved. More precisely (1) ⇔ (2) is Proposition 31, (2) ⇔ (3)
is Deﬁnition 29, (3) ⇔ (4) follows from Theorem 20. Let us focus on the equivalence between (4) and (5). First,
(4) implies (5). In fact, let us suppose Z ∈ D̂. Since D̂ is integrable, there exists a function f such that X f ∈ D̂ (see Theo-
rem 13) and Z( f ) = 0, which implies that Z is a multiple of Z f . So Z f , [Z f , X f ] ∈ D̂, that is lagrangian, and (28) follows.
Second, (5) implies (4). If Z f = 0, then X( f ) = Y ( f ) = 0, which implies X f ∈ D. Then we can choose Z = X f . If Z f 	= 0,
then it is suﬃcient to apply previous lemma with Z = Z f . 
The determining equation (28) provides a tool for proving the existence of a complete integral in the real analytic case.
Theorem 35. Any analytic lagrangian distribution admits a complete integral. In particular, it can be reduced to form (25).
Proof. Eq. (28) can be written in the equivalent form:
Y ( f )2 dU
(
X, [X, X f ]
)− 2X( f )Y ( f )dU(X, [Y , X f ])+ X( f )2 dU(Y , [Y , X f ])= 0. (29)
It is straightforward to check that this equation, in a contact chart where X and Y assume the form (26), takes the form
5∑
i, j=1
Aij fxi x j + B = 0, (30)
where we have denoted by (x1, x2, x3, x4, x5) the chart (x, y, z, p,q), and Aij and B are analytic functions of x1, . . . , x5, fx1 ,
. . . , fx5 . Hence, by applying Cauchy–Kovalevsky theorem to equation (30), the existence of a complete integral in a neigh-
borhood of an arbitrary analytic hypersurface of M is proved. 
4.3. The non-generic case
In the previous section we derived the normal form (25) of a lagrangian distribution admitting a complete integral. As
we have already seen, such canonical form holds for all analytic lagrangian distributions and for a large class of C∞ ones
(indeed, we strongly suspect, for all). In particular, one can reduce to form (25) all non-generic lagrangian distributions, i.e.
those for which D′′ has dimension less than 5. However, for such distributions, more precise normal forms can be obtained.
Theorem 36. Let D ⊂ C be a non-generic lagrangian distribution. Then, there exist contact local coordinates on M in which D takes
one the following normal forms:
(a) D = 〈∂ˆx, ∂q〉;
(b) D = 〈∂p, ∂ˆy + b∂q〉, b ∈ C∞(M), ∂p(b) 	= 0;
(c) D = 〈∂p + z∂q, ∂ˆy − z∂ˆx + b∂q〉, b ∈ C∞(M), ∂p(b) + z∂z(b) 	= 0.
Proof. According to the “integrability degree” of D, one can distinguish the following cases:
(1) D = D′ , i.e. D is integrable;
(2) D 	= D′ , i.e. D is non-integrable: in this case dimD′ = 3 and D′ ⊂ C (the latter property is due to the fact that D is
lagrangian); by Proposition 10, D′ is non-integrable.
Case (2) splits into the following subcases:
(2-1) D 	= D′ 	= D′′ and dimD′′ = 4; in this case there are two possibilities:
(2-1-1) D′′ integrable;
(2-1-2) D′′ non-integrable;
(2-2) the generic case: D 	= D′ 	= D′′ and dimD′′ = 5.
• In case (1), in view of (1) of Theorem 15, in a suitable contact chart D takes the form
D = 〈∂p, ∂q〉
and, by a Legendre transformation, we obtain normal form (a).
• In case (2), D′ is determined by a generator X of its orthogonal complement. Let us examine, ﬁrst, case (2-1). From
Theorem 28, and in view of Theorem 22, one obtains the normal form for the ﬁeld X ∈ (D′)⊥:
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• the case (2-1-2) corresponds to the normal form X = ∂p + z∂q , so that we obtain normal form (c).
• The case (2-2) is excluded by hypothesis. 
Note that it is possible to distinguish the various types of lagrangian distributions according to the number and kind of
their intermediate integrals, namely:
– in case (1) there are three intermediate integrals, up to functional dependence, and according to Theorem 20, D contains
only vector ﬁelds of type less than 4;
– in case (2-1-1) there exists only one intermediate integral and, in view of Proposition 16, only one vector ﬁeld of type 2
which turns out to be hamiltonian;
– in case (2-1-2) there are no classical intermediate integrals, but there exists a non-holonomic one in the sense of [4],
which is also, up to a factor, the only vector ﬁeld of type 2 (Proposition 16);
– in case (2-2) there is not even a non-holonomic integral. For what said in the previous section, there exists a generalized
intermediate integral (ﬁelds of type 3) in the real analytic case, while we don’t know in the C∞ case.
5. Normal forms of parabolic Monge–Ampère equations
In this section normal forms of parabolic MAE’s are derived from normal forms of their characteristic distributions.
Indeed, we will show that parabolic MAE’s and lagrangian distributions of M (n = 2) are essentially the same thing. The
relation between each normal form and the existence of intermediate integrals is shown. As another consequence of results
contained in Section 4, the existence of a complete integral for the general analytic parabolic MAE’s is proved.
Let I(U ) ⊂ Λ∗(M) be the differential ideal generated by U . When n = 2, for the prolongation M of the contact manifold
M (see Subsection 2.2), we adopt the classical notation {x, y, z, p,q, r, s, t} or equivalently {x, y, z, zx, zy, zxx, zxy, zyy} instead
of {x1, x2, z, p1, p2, p11, p12, p22}.
Deﬁnition 37. Let ω ∈ Λ2(M)\I(U ). Let us associate with ω the scalar second order partial differential equation
Eω def= {θ¯ ∈ M s.t. ω|Lθ¯ = 0}, (31)
where Lθ¯ ⊂ Tπ(θ¯)(M) is the lagrangian plane associated with θ¯ (recall that π is the projection of M onto M). The equations
of this form are called Monge–Ampère equations (see [4,5]).
In other words Eω is the differential equation corresponding to the exterior differential system {U = 0,ω = 0}.
Coordinate expression. A generic MAE takes the form
N(rt − s2) + Ar + Bs + Ct + D = 0, (32)
with N, A, B,C, D ∈ C∞(M). The 2-forms ω on M such that Eω is given by (32) are
ω = D dx∧ dy +
(
B
2
+ b
)
dx∧ dp + C dx∧ dq − A dy ∧ dp +
(
− B
2
+ b
)
dy ∧ dq + N dp ∧ dq + α ∧ U ,
with arbitrary b ∈ C∞(M), α ∈ Λ1(M).
It is clear from the above formula that the correspondence ω → Eω is not invertible. Let us consider in Λ2(M)\I(U ) the
following equivalence relation:
ω ∼ ρ ⇐⇒ ∃μ 	= 0, λ ∈ C∞(M) s.t. ρ|C = μω|C + λ(dU )|C (33)
(or ρ = μω + λdU + α ∧ U for some 1-form α).
It can be proved (see [4]) that two 2-forms on M are equivalent in the sense of (33) if and only if they deﬁne the same
MAE.
Proposition 38. For any ω ∈ Λ2(M)\I(U ), there are at most two 2-forms equivalent, up to a factor, to ω in the sense of (33) and
such that their restriction to C is degenerate (so that they are decomposable).
Proof. The restriction to C of a 2-form equivalent to ω is, up to a factor, always of the form ωλ = (ω + λdU )|C with
λ ∈ C∞(M). On the other hand, it is easy to see that Radωλ is non-trivial if and only if ωλ ∧ωλ = 0, i.e.
(ω ∧ω + 2λω ∧ dU + λ2 dU ∧ dU )|C = (α + 2kλ + λ2)(dU ∧ dU )|C = 0, (34)
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(ω ∧ω)|C = α(dU ∧ dU )|C and (ω ∧ dU )|C = k(dU ∧ dU )|C .
As (34) is quadratic in λ, the proposition is proved. 
Note that the sign of the discriminant k2 − α in (34) is the same of the expression
 = B2 − 4AC + 4ND.
Let us recall the notion of characteristics of a second order PDE E . Characteristic directions are those belonging to more
than one integral manifold of E : a curve γ ⊂ M (locally) determines the integral surface passing through it if and only if
the tangent lines to γ are not characteristic. Let θ ∈ M; then, with any line l ⊂ Cθ the aﬃne line
lˆ = {θ¯ ∈ π−1(θ) | Lθ¯ ⊇ l}
is associated.
Deﬁnition 39. Let E ⊂ M be a second order scalar differential equation, θ ∈ M and θ¯ ∈ Eθ = E ∩ π−1(θ). A line l ⊂ Lθ¯ is
called characteristic for E at θ¯ if lˆ is tangent to Eθ at θ¯ .
In the case of MAE’s, it is not diﬃcult to check that a line is characteristic for Eω if and only if it belongs to the radical
of a degenerate 2-form ωλ equivalent to ω. According to the previous proposition, there are three possibilities:
(1) if  > 0, there are two distinct λ’s such that Radωλ 	= 0; hence, there exist two distinct families of characteristic lines
(hyperbolic case);
(2) if  = 0, there is just one λ for which ωλ is degenerate; in this case there is only one family of characteristics (parabolic
case);
(3) if  < 0, ωλ is always non-degenerate, so that there are no characteristics (elliptic case).
Warning. As the section is devoted to the parabolic case, from now on, when writing Eω , we mean that ω is (up to a factor)
the only degenerate representative of the equation.
Deﬁnition 40. The 2-dimensional distribution D = Radω|C is called characteristic distribution of the parabolic MAE Eω .
Next proposition shows the equivalence between parabolic MAE and lagrangian distributions.
Proposition 41. Let Eω be a parabolic MAE. Then its characteristic distributionD is lagrangian. Conversely, any lagrangian distribution
is characteristic for one and only one parabolic MAE.
Proof. We must prove that dU |D = 0, which is equivalent to ω∧dU |C = 0. But, by Eq. (34) and the assumptions made, one
has α = k = 0, and the proposition follows. 
Explicitly, given a lagrangian distribution D = 〈X, Y 〉, the corresponding MAE is Eω , with
ω = X(U ) ∧ Y (U ).
If the generators of D are locally expressed by
X = ∂ˆx + R∂p + S∂q, Y = ∂ˆy + S∂p + T ∂q, (35)
with R , S , T ∈ C∞(M), then
X(U ) = dp − R dx− S dy, Y (U ) = dq − S dx− T dy,
from which it follows that equation EX(U )∧Y (U ) ⊂ M is
(s − S)2 − (r − R)(t − T ) = 0.
Let us recall the concept of intermediate integral.
Deﬁnition 42. Let E be a second order PDE. An intermediate integral of E is a function f ∈ C∞(M) such that solutions of the
equations f = k, k ∈R, are also solutions of E .
In the case of MAE’s, the following theorem provides a practical method for ﬁnding intermediate integrals.
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only if
U ∧ df ∧ (X f ρ) = 0. (36)
Coming back to the parabolic case, the following proposition holds.
Proposition 44. A function f ∈ C∞(M) is an intermediate integral of Eω if and only if f is an intermediate integral of its characteristic
distribution D in the sense of Deﬁnition 25.
Proof. If ω = X(U ) ∧ Y (U ), with X , Y generating the characteristic distribution of Eω , then, by taking ρ = ω in (36), one
gets
U ∧ df ∧ W (U ) = 0 (37)
with W = Y ( f )X − X( f )Y . But from (37) follows W (U ) = α df + βU and, by dividing by α, we obtain
1
α
W (U ) = df + β
α
U . (38)
On the other hand X f (U ) = df − f zU , so that, subtracting (38) from it, one gets(
X f − 1
α
W
)
(U ) = λU
from which follows that X f − 1α W = 0 (otherwise, it would be a non-trivial characteristic ﬁeld of C), and the proposition
follows. 
Deﬁnition 45. Let D ⊂ C be the characteristic distribution associated with Eω . A non-holonomic intermediate integral (resp.
generalized intermediate integral, complete integral) of Eω is a non-holonomic intermediate integral (resp. generalized intermediate
integral, complete integral) of D in the sense of Deﬁnition 27 (resp. 29, 30).
Remark 46. Note that an intermediate integral of Eω is a 4-dimensional foliation of M whose leaves (which are ﬁrst order
scalar differential equations) are such that their solutions are also solutions of Eω . By applying the method of Lagrange–
Charpit one obtains a (classical) complete integral (2 functional parameters) of each leaf (∞1 leaves), so that one obtains
a family of ∞3 solutions of Eω . According our deﬁnition, a complete integral of Eω can be viewed also a 2-dimensional
foliation of M whose leaves are solutions of Eω . This is the origin of the name we used.
Now we are ready to translate the results about normal forms of lagrangian distributions to the language of parabolic
MAE.
Theorem 47. Let Eω be a parabolic MAE with characteristic distribution D. Then,
(A) Eω is locally contact equivalent to an equation of the form
zyy − 2azxy + a2zxx = b, (39)
with a,b ∈ C∞(M), if and only if it admits a complete integral (in particular if Eω is analytic).
(B) If dimD′′ < 5, then equation Eω can always be locally reduced by a contactomorphism to one of the following forms:
(1) zyy = 0, when D is integrable;
(2) zyy = b, b ∈ C∞(M), ∂zx (b) 	= 0, when D′′ is 4-dimensional and integrable;
(3) zyy − 2zzxy + z2zxx = b, b ∈ C∞(M) with ∂zx (b) + z∂z(b) 	= 0, when D′′ is 4-dimensional and non-integrable.
On the other hand, the three cases can be stated in terms of intermediate integrals of Eω , namely:
(1′) There exist three (functionally independent) intermediate integrals;
(2′) There exists just one intermediate integral;
(3′) There are no (classical) intermediate integrals but there is exactly one non-holonomic intermediate integral.
Proof. It is suﬃcient to compute Eω where ω = X(U )∧ Y (U ) with D = 〈X, Y 〉 for the expressions obtained in Theorems 32
and 36. 
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