RNA-Seq and gene expression microarrays provide comprehensive profiles of gene activity, but lack of reproducibility has hindered their application. A key challenge in the data analysis is the normalization of gene expression levels, which is currently performed following an implicit assumption that most genes are not differentially expressed. Here, we present a mathematical approach to normalization that makes no assumption of this sort. We have found that variation in gene expression is much greater than currently believed, and it can be measured with available technologies. Our results also explain, at least partially, the problems encountered in transcriptomics studies. We expect this improvement in detection to help efforts to realize the full potential of gene expression profiling, especially in analyses of cellular processes involving complex modulations of gene expression.
and the resulting dataset was normalized with four methods. Two of these methods are the most widely used procedures for microarrays, median (or scale) normalization and quantile normalization [26] , whereas the other two, designated median conditiondecomposition normalization and standard-vector condition-decomposition normalization, have been developed for this study.
With the exception of quantile normalization, all used methods apply a multiplicative factor to the expression levels in each sample, equivalent to the addition of a number in the usual log 2 -scale for gene expression levels. Solving the normalization problem consists of finding these correction factors. The problem can be exactly and linearly decomposed into several sub-problems: one within-condition normalization for each experimental condition and one final between-condition normalization for the condition averages [29] . In the within-condition normalizations, the samples (replicates) subjected to each experimental condition are normalized separately, whereas in the final between-condition normalization average levels for all conditions are normalized together. Because there are no genes with differential expression in any of the within-condition normalizations, the lack-of-variation assumption only affects the final between-condition normalization. The assumption is avoided by using, in this normalization, expression levels only from no-variation genes, i.e. genes that show no evidence of differential expression under a statistical test [29] . Both methods of normalization proposed here follow this condition-decomposition approach.
With median condition-decomposition normalization, all normalizations are performed with median values, as in conventional median normalization, but only no-variation genes are included in the between-condition step. Otherwise, if all genes were used in this final step, the resulting total normalization factors would be exactly the same as those obtained with conventional median normalization.
For standard-vector condition-decomposition normalization, a vectorial procedure was developed to carry out each normalization step. The samples of any experimental condition, in a properly normalized dataset, must be exchangeable. In mathematical terms, the expression levels of each gene can be considered as an s-dimensional vector, where s is the number of samples for the experimental condition. After standardization (mean subtraction and variance scaling), these standard vectors are located in a (s − 2)-dimensional hypersphere. The exchangeability mentioned above implies that, when properly normalized, the distribution of standard vectors must be invariant with respect to permutations of the sample labels and must have zero expected value. These properties allow to obtain, under fairly general assumptions, a robust estimator of the normalization factors [29] .
An important feature of the approaches to normalization proposed here (linear decomposition into normalization sub-problems per condition, and standard-vector normalization for each sub-problem) is that they do not depend on any particular aspect of the technology of gene expression microarrays or RNA-Seq. The numbers in the input data are interpreted as measured concentrations of mRNA molecules, irrespective of whether they were obtained from fluorescence intensities of hybridized cDNA (microarrays) or from counts of fragments read of mRNA sequences (RNA-Seq). Nevertheless, we consider that specific within-sample corrections for each technology are still necessary and must be applied before the between-sample normalizations proposed here. Examples include background correction for microarrays or gene-length normalization (RPKM) for RNA-Seq.
To further explore and compare outcomes of the normalization methods, they were also applied to a synthetic random dataset [29] . This dataset was generated with identical means and variances gene-by-gene to the real dataset, and with the assumption that all genes were no-variation genes. In addition, normalization factors were applied, equal to those obtained from the real dataset. Thus, the synthetic dataset was very similar to the real one, while complying by construction with the lack-of-variation assumption. Figure 1 displays the results of applying the four normalization methods to the real and synthetic datasets. Each panel shows the interquartile ranges of expression levels for the 153 samples, grouped in triplicates exposed to each experimental condition. Both median (second row) and quantile normalization (third row) yielded similar outputs, for both datasets. In contrast, the condition-decomposition normalizations (fourth and fifth rows) identified marked differences, detecting much greater variation between conditions in the real dataset. Conventional median normalization makes, by design, the median of each sample the same, while quantile normalization makes the full distribution of each sample the same. Hence, if there were differences in medians or distributions of gene expression between experimental conditions, both methods would have removed them. Figures 1G,I show that such variation between conditions was present in the real dataset.
The variation between medians displayed in Figs. 1G,I may seem surprising, given routine expectations based on current methods (Figs. 1C,E) . Nevertheless, this variation inevitably results from the imbalance between over-and under-expressed genes. As an illustration, let us consider a case with two experimental conditions, in which the average expression of a given gene is less than the distribution median under one condition, but greater than the median under the other. The variation of this gene alone will change the value of the median to the expression level of the next ranked gene. Therefore, if the number of over-expressed genes is different from the number of under-expressed genes, and enough changes cross the median boundary, then the median will substantially differ between conditions. Only when the differential expression is balanced or small enough, will the median stay the same. This argument applies equally to any other quantile in the distribution of gene expression.
To clarify how the condition-decomposition normalizations preserved the variation between conditions, we studied the influence of the choice of no-variation genes in the final between-condition normalization. To this end, we obtained the between-condition variation with both methods in two families of cases. In one family, no-variation genes were chosen in decreasing order of p-values from an ANOVA test. In the other family, genes were chosen at random. The first option was similar to the approach implemented to obtain the results presented in Fig. 1G -J, with the difference that there the number of genes was chosen automatically by a statistical test. As shown in Fig. 2A , for the real dataset the random choice of genes resulted in n −1/2 decays (n being the number of chosen genes), followed by a plateau. The n −1/2 decays reflect the standard errors of the estimators of the normalization factors. Selecting the genes by decreasing p-values, however, yielded a completely different result. Up to a certain number of genes, the variance remained similar, but for larger numbers of genes the variance dropped rapidly. Figure 2A shows, therefore, that between-condition variation was removed as soon as the between-condition normalizations used genes that varied in expression level across experimental conditions.
The big circles in Fig. 2A indicate the working points of the normalizations used to generate the results displayed in Figs. 1G,I . In fact, these points slightly underestimated the variation between conditions. Although the statistical test for identifying no-variation genes ensured that there was no evidence of variation, inevitably the expression of some selected genes varied across conditions. Figure 2B displays the results obtained with the synthetic dataset. There were no plateaus when no-variation genes were chosen randomly, only n −1/2 decays, and small differences when no-variation genes were selected by decreasing p-values. Big circles show that working points were selected with much larger numbers of genes in the synthetic dataset (Figs. 1H,J) than in the real dataset (Figs. 1G,I ). The residual variation, produced by errors in the estimation of the normalization factors, was much smaller than the variation detected in the real dataset, especially for standard-vector condition-decomposition normalization. Overall, Fig. 2 shows that the between-condition variation pictured in
Figs. 1G,I is not an artifact caused by using an exceedingly small or extremely particular set of genes in the final between-condition normalization, but that this variation originated from the real dataset.
Finally, Fig. 3A shows the numbers of differentially expressed gene probes (DEGP), identified after normalizing with the four methods, for each of the 42 experimental treatments versus the corresponding control (Table S2) . Compared to conventional methods, the number of DEGP detected with the condition-decomposition normalizations was much larger under most treatments, including some whose number of DEGP was larger by more than one order of magnitude. These are statistically significant changes of gene expression, i.e. changes that cannot be explained by chance. More important is the scale of the detected variation, as illustrated by the boxplots in Fig. 3C showing absolute fold changes of DEGP detected after standard-vector condition-decomposition normalization.
For all treatments, the entire interquartile range of absolute fold change is above 1.5-fold, and for more than two thirds of the treatments the median absolute fold change is greater than 2. This amount of gene expression variation cannot be neglected, and warrants further research to explore its biological significance.
The lack-of-variation assumption underlying the current methods of normalization was self-fulfilling, removing variation in gene expression that was present in the real dataset.
Moreover, it had negative consequences for downstream analyses, as it both removed potentially important biological information and introduced errors in the detection of gene expression. A removal of variation can be understood as errors in the estimation of normalization factors. Considering data and errors vectorially, the length of each vector equals, after centering and up to a constant factor, the standard deviation of the data or error [29] . The condition-decomposition normalizations detected a large amount of between-condition variation in the real expression data, in contrast with conventional methods. All 10 panels show interquartile ranges of expression levels of the 153 samples, grouped by the 51 experimental conditions (Ag, blue-yellow; Cu, red-cyan; Ni, greenorange; UV, purple; see Table S1 ). Black lines indicate medians. Rows and columns correspond to normalization methods and datasets (as labeled), respectively. In the synthetic dataset no gene was differentially expressed between any two conditions. Supplementary Tables   Table S1: Experimental conditions of the toxicity experiment on E. crypticus, listed in the same order as they appear in each panel of Fig. 1 , from left to right. 
Materials and Methods

Test organism
The test species was Enchytraeus crypticus. Individuals were cultured in Petri dishes containing agar medium, in controlled conditions [30] .
Exposure media
For copper (Cu) exposure, a natural soil collected at Hygum, Jutland, Denmark was used [30, 31] . For silver (Ag) and nickel (Ni) exposure, the natural standard soil LUFA 2.2
(LUFA Speyer, Germany) was used [30] . The exposure to ultra-violet (UV) radiation was done in ISO reconstituted water [32] .
Test chemicals
The tested Cu forms [30] 
Spiking procedure
Spiking for the Cu and Ag materials was done as in previous work [30] . For the Ni materials, the Ni-NPs were added to the soil as powder, following the same procedure as for the Cu materials. NiNO 3 , being soluble, was added to the pre-moistened soil as aqueous dispersions.
The concentrations tested were selected based on the reproduction effect concentrations 
Exposure details
In soil (i.e. for Cu, Ag and Ni) exposure followed the standard ERT [34] 
RNA extraction, labeling and hybridization
RNA was extracted from each replicate, which contained a pool of 20 and 40 organisms, for soil and water exposure, respectively. Three biological replicates per test treatment (including controls) were used. Total RNA was extracted using SV Total RNA Isolation System (Promega). The quantity and purity were measured spectrophotometrically with a nanodrop (NanoDrop ND-1000 Spectrophotometer) and its quality checked by denaturing formaldehyde agarose gel electrophoresis. The cRNA samples were hybridized on custom Gene Expression Agilent Microarrays (4 x 44k format), with a single-color design [36] . Hybridizations were performed using the Agilent Gene Expression Hybridization Kit and each biological replicate was individually hybridized on one array. The arrays were hybridized at 65
• C with a rotation of 10 rpm, during 17 h. Afterwards, microarrays were washed using Agilent Gene Expression Wash
Buffer Kit and scanned with the Agilent DNA microarray scanner G2505B. The synthetic data was generated gene by gene as normal variates with mean and variance equal, respectively, to the sample mean and sample variance of the real data. The applied normalization factors were those detected from the real data with standard-vector condition-decomposition normalization.
Data acquisition and analysis
Median normalization was performed by subtracting the median of each sample distribution, and then adding the overall median to preserve the global expression level. Quantile normalization was performed as implemented in the limma package.
The two condition-decomposition normalizations proceeded in the same way: first, 51 independent within-condition normalization using all genes; then, final between-condition normalization, iteratively detecting no-variation genes and normalizing until convergence.
No-variation genes were identified with one-sided Kolmogorov-Smirnov tests, as goodnessof-fit tests against the uniform distribution, carried out on the greatest p-values obtained from an ANOVA test on the complete dataset (see below). The ANOVA test benefited from the already corrected within-condition variances, provided by the within-condition normalizations. The KS test was rejected at α = 0.001.
The criterion for convergence for the median condition-decomposition (CD) normalizations was to require that the relative changes in the standard deviation of the normalization factors were less than 1%, or less than 10% for 10 steps in a row. In the case of standard-vector CD normalizations, convergence required that numerical errors were, compared to the estimated statistical errors (see below), less than 1%, or less than 10%
for 10 steps in a row. For Figs. 2 and S1, due to the very low number of gene probes in some cases, the thresholds for convergence for 10 steps in a row were increased to 80%
and 50%, respectively, for median CD and standard-vector CD normalization.
In standard-vector CD normalization, the distribution of standard vectors was trimmed in each step to remove the 1% more extreme values of variance.
Differentially expressed gene probes were identified with limma ( Fig. 3) or t-tests (Fig. S2 ), using in all cases a FDR threshold of 5%.
The reference distribution with permutation symmetry shown in the polar plots of the probability density function in Movies S1-S3 was calculated with the 6 permutations of the empirical standard vectors. The Watson U 2 statistic was calculated with the twosample test [40] . An equal number of samples for comparison was obtained by sampling with replacement the permuted standard vectors.
Mathematical Methods
In a gene expression dataset with g genes, c experimental conditions and n samples per condition, the observed expression levels of gene j in condition k, y
can be expressed in log 2 -scale as
where
j is the vector of true gene expression levels and a (k) is the vector of normalization factors.
Given a sample vector x, the mean vector is x =x1, and the residual vector is x = x − x.
Then, (1) can be linearly decomposed into
Equations (3) define the within-condition normalizations for each condition k. The scalar values in (2) are used to obtain the equations on condition means,
The between-condition normalization is defined by (5). Equations (4) reduce to a single number, which is irrelevant to the normalization. The complete solution for each condition is obtained with
The n samples of gene j in a given condition can be modeled with the random vectors 
whereas the observed standard vectors verify, as long as a = 0,
This motivates the following iterative procedure to solve (3) and (5) (standard-vector normalization):
At convergence, lim t→∞ b (t) = 0, which implies lim t→∞ y
Convergence is faster the more symmetric the empirical distribution of x j / x j is on the unit (n − 2)-sphere. Convergence is optimal with spherically symmetric distributions, such as the Gaussian distribution, because in that case
Assuming no correlation between genes, an approximation of the statistical error at step t can be obtained with
This statistical error is compared with the numerical error to assess convergence.
See Supplementary Text below for a detailed exposition of the mathematical methods,
and Movies S1-S5 for an illustration. 
Supplementary Methods
Contents
SM1 Vectorial representation of sample data
Let x 1 , . . . , x n be the samples of n independent and identically distributed random variables X 1 , . . . , X n . Let us represent the samples x 1 , . . . , x n with the R n column vector x = (x 1 , . . . , x n ) , and let us denote the sample mean byx = n i=1 x i /n.
Let us define the R n → R n vectorial operators mean ( · ) and residual ( · ), respectively, as
1 being the all-ones column vector of dimension n.
Thus, any sample vector x ∈ R n can be decomposed as
The mean vector x contains the sample mean, while the residual vector x carries the sample variation around the mean.
The vectorial operators mean (13) and residual (14) are linear.
Proposition. For any two sample vectors x, y ∈ R n and any two numbers α, β ∈ R,
αx + βy = α x + β y.
Proof. Let us denote x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) .
αx + βy = αx + βy − αx + βy = αx + βy − (αx + βy),
An essential property of the mean and residual vectors is that they belong to subspaces that are orthogonal complements [41] . Hence, for any sample vector x ∈ R n , the mean vector x belongs to the subspace of dimension 1 spanned by the unit vector 1 = 1/ √ n, while the residual vector x belongs to the (n − 1)-dimensional hyperplane orthogonal to
1.
The lengths of the mean vector and residual vector are equal, up to a scaling factor, to the sample mean and sample standard deviation, respectively. For a set of samples x 1 , . . . , x n , where n ≥ 2, let us denote the sample mean as before byx = n i=1 x i /n, and the sample variance as s
2 /(n − 1). Then, the lengths of the mean and residual vectors obtained from the sample vector x = (x 1 , . . . , x n ) are
Finally, let us define the standard vector of the sample vector x = (x 1 , . . . , x n ) (n ≥ 2),
whenever x = 0, or otherwise as stdvec(x) = 0. 0 is the all-zeros column vector of dimension n.
For a given number of samples n, all the non-zero standard vectors belong to the (n − 2)-sphere of radius √ n − 1, embedded in the (n − 1)-dimensional hyperplane perpendicular to 1. Besides, all the components of a standard vector are equal to the corresponding standardized samples,
For the degenerate case of having only two samples (n = 2), the only possible values of a non-zero standard vector are
SM2 Linear decomposition of the normalization problem
Let us consider a gene expression dataset, with g genes and c experimental conditions.
Each condition k has s k samples. The total number of samples is s = c k=1 s k .
Let us denote the observed expression level of gene j in the sample i of condition k by y (k) ij . We assume that the observed level y (k) ij is equal, in the usual log 2 -scale, to the addition of the normalization factor a (k) i to the true gene expression level x
Solving the normalization problem amounts to finding the normalization factors a These changes are caused by technical reasons in the assay and are independent of the biological variation in the true levels x (k) ij .
Let us represent the true and observed expression levels, x (k) ij and y (k) ij , of gene j in the
Let us also represent the unknown normalization factors of condition k by the
From (22)- (25), the normalization problem can be written in vectorial form as
Applying the vectorial operators mean (13) and residual (14), we obtain
The residual-vector equations (28) correspond to the c within-condition normalizations.
Each within-condition normalization uses the equations (28) particular to a condition k, for the subset of genes G k ⊆ {1, . . . , g} that have expression level available and of enough quality in that experimental condition.
Let us denote the condition means for each gene as
so that
Then, the mean-vector equations (27) can be written as
so they reduce to the scalar equations
Let us define the vectors of conditions means as
and let us express the condition-mean equations in vectorial form as
Applying again the mean and variance operators, we obtain
The residual-vector equations on condition means (42) correspond to the single betweencondition normalization, in a similar way as (28) do for the each of the within-condition normalizations. There is one equation (42) Given that a * = a * 1 c , (41) has the only unknown a * . The meaning of a * is a conversion factor between the scale the true and observed expression levels. This factor depends on the technology used to measure the expression levels and finding it is out of the scope of the normalization problem. Therefore, without loss of generality, we assume a * = 0, so
The solution of the between-condition normalization, a * , allows to find the mean vectors of the normalization factors a (k) , via (34), (39) and (44). The within-condition normalizations yield the residual vectors a (k) . The complete solution to the normalization problem is finally obtained, for each condition k, with
Thus, the original normalization problem (26) has been divided in c+1 normalization subproblems on residual vectors, stated by (28) 
where the vectors belong to R n . As a consequence
Solving the normalization of residuals problem amounts to finding the residual vector of normalization factors a from the observed residual vectors y j . In the within-condition normalizations, the features are gene expression levels, with one observation per sample of the corresponding experimental condition. In the between-condition normalization, the features are means of gene expression levels, with one observation per condition.
There is, however, an additional requirement imposed by the methods with which we propose to solve the between-condition normalization. We would like to consider the condition means x (k) j in (36) as sample data across conditions. This only holds when all the conditions have the same number of samples. Otherwise, we balance the condition means so that they result from the same number of samples in all conditions, according to the procedure described in the following.
Let s * be the minimum number of samples across conditions, s * = min{s 1 , . . . , s c }. Let
be independent random samples (without replacement) of size s * from the set of indexes {1, . . . , s k }, with one sample per gene j and condition k. Then, the balanced condition means are defined as
From (22), the balanced condition means verify a relationship similar to (36) ,
Moreover, the average of a (k) * j across the sampling subsets S (k) j is equal to the unknown a (k) . This implies that (51) are, on average, equivalent to (36) . Hence, we use the following vectors of balanced conditions means
instead of (37), (38) , in order to build the condition-mean equations (40) . This balancing of the condition means is only required when the experimental conditions have different number of samples.
SM3 Permutation invariance of multivariate data
Let x ij and y ij be, respectively, the true and observed values of a dataset with n observations of m features, as defined in the normalization of residuals problem above.
We have assumed that the n true values x 1j , . . . , x nj of feature j are samples of independent and identically distributed random variables X 1j , . . . , X nj . These random variables can be represented with the random vector X j = (X 1j , . . . , X nj ) , carried by the probability space (Ω, F, P) and with induced space (R n , B n , P). Let us define the random vectors X j and X j with the vectorial operators mean (13) and residual (14) , respectively,
X j = X j + X j holds for any random vector X j , as well as the other properties presented above. Let us assume that E( X j ) < ∞ and that P( X j = 0 ) = 0, which imply that X j / X j has length 1 almost surely.
The standard random vector √ n − 1 X j / X j is a pivotal quantity, where the location (mean) and scale (standard deviation) of feature j have been removed. The probability distribution of X j / X j across the remaining degrees of freedom over the unit (n − 2)-sphere is governed by the parametric family of the random variables X 1j , . . . , X nj .
Moreover, the independence and identity of distribution across the n observations implies that the distribution of X j is exchangeable, i.e. invariant with respect to permutations of the observation labels. As a result, X j / X j is also permutation invariant, which geometrically corresponds to symmetries with respect to the n! permutations of the axes in the n-dimensional space of random vectors, projected onto the (n − 1)-dimensional hyperplane of residual vectors.
Residual vectors and standard vectors have been widely studied, especially in relation to elliptically symmetric distributions and linear models [42, 43] , and to the invariances of probability distributions [44] . Here, we consider these vectors from the viewpoint of the problem of normalizing multivariate data, and its relationship with permutation invariance.
It is well know that, for a multivariate distribution with independent and identically distributed components, the expected value of the standard vector is zero [41] , given that it is so for each component. We prove this here for completeness, and to show that it is also a necessary consequence of the permutation invariance of the distribution.
Proposition. The expected value of any true (i.e. without normalization issues) standard vector is zero. If the n ≥ 2 samples of feature j are independent and identically distributed, then
Proof. Let P n be the set of all the permutation matrices in R n×n . Then, for any P ∈ P n , X j / X j is equal in distribution to P X j / X j . This implies that
The only vectors that are invariant with respect to all possible permutations are those that have all components identical. Therefore, E( X j / X j ) = α 1, with α ∈ R. However,
For each true random vector X j , there is an observed random vector
where A is the random vector of normalization factors. The random vectors X j and A are independent, representing biological and technical variation, respectively. Therefore, and without loss of generality, we assume in what follows a fixed vector of normalization factors a, i.e. we condition on the event {A = a }. We also assume that P( Y j = 0 ) = 0, which implies that Y j / Y j has length 1 almost surely.
In contrast to the true standard vector √ n − 1 X j / X j , the observed standard vector √ n − 1 Y j / Y j is biased toward the direction of a, with the result that the expected value is not zero.
Proposition. If the n ≥ 2 samples of feature j are independent and identically distributed, whenever a = 0,
When n = 2, there is the additional requirement that P( X i < a ) > 0. This threshold of detection only occurs for the degenerate case of n = 2.
Proof. Let us consider the projection of Y j / Y j on a, compared to the projection of
When the vectors X j and a are collinear,
This is the only case when n = 2. The additional requirement ensures that, for n = 2,
Otherwise, when n > 2 and the vectors X j and a are not collinear, they lie on a plane.
The vector Y j = X j + a is the diagonal of the parallelogram defined by X j and a. Hence the angle between Y j and a is strictly less than the angle between X j and a, so the cosine of the angle is strictly greater. Thus,
Due to the permutation symmetries in the distribution of X j / X j , when n > 2 the vector X j has non-zero probability of being not collinear with a, i.e. P( | X j a| < 1 ) > 0. 
to approximate the unknown residual vector of normalization factors a. The following iterative method implements this approach to solve the normalization of residuals problem.
Let us define the following recursive sequence, where each step t comprises m vectors y (t) j (j ∈ {1, . . . , m}) and one vector b (t) ,
We assume that y (t) j = 0 n , for all j ∈ {1, . . . , m} and all t ≥ 0. Nonetheless, an implementation of this algorithm benefits from trimming out a small fraction (e.g. 1%) of the features with lesser y (t) j in (64), in order to avoid numerical singularities. 
= y
. . .
= y (0)
Note that (70) is also valid for t = 0.
Let us also define the vectors a (t) , for t ≥ 0, which describe the vector of normalization factors still to be removed at step t,
so that, by (70), for t ≥ 0,
Therefore, the recursive sequence (62)-(64) faces a new, weaker normalization of residuals problem at each step t, with true residual vectors x j , observed residual vectors y 
SM5 Identification of non-differentially expressed genes
Each condition k has s k samples. The total number of samples is s = c k=1 s k . Let us assume that c ≥ 2 and that s k ≥ 2, for all conditions k ∈ {1, . . . , c}. Let us also assume that, among the g genes, there is a fraction π 0 of non-differentially expressed (non-DE) genes, with 0 ≤ π 0 ≤ 1, while the remaining fraction 1 − π 0 comprises the differentially expressed (DE) genes [45] .
Let us consider the usual ANOVA test comparing average expression levels across conditions, gene-by-gene. Under the null hypothesis of a non-differentially expressed gene, the corresponding F -statistic follows the F -distribution with c − 1 and s − c degrees of freedom. The test of this hypothesis yields a p-value p j for each gene j ∈ {1, . . . , g}.
The obtained p-values p j follow a probability distribution that can be considered as the mixture of two probability distributions, F 0 and F 1 , for the non-DE genes and the DE genes, respectively [46] . The fraction π 0 of non-DE genes follows the uniform distribution on the interval [0, 1],
while the fraction 1 − π 0 of DE genes follows a distribution that verifies, for any p ∈ (0, 1),
and the mixture distribution is
Let us further assume that there exists a p * , with 0 < p * < 1, such that F 1 (p) = 1 for every p ≥ p * . In other words, all DE genes have p-value p j from the ANOVA test such that p j ≤ p * , while only some genes among the non-DE genes have p-value with p j > p * .
This implies that the mixture distribution of p-values is uniform on the interval [p * , 1],
f (p) = π 0 , for p * < p < 1.
