Abstract. We generate an algebra on blood phenotypes with multiplication based on human ABO-blood type inheritance pattern. We assume that during meiosis gametes are not chosen randomly. For this algebra we investigate its algebraic properties. Namely, the lattice of ideals and the associative enveloping algebra are described.
Introduction
A blood type (also called a blood group) is a classification of blood based on the presence or absence of inherited antigenic substances on the surface of red blood cells. These antigens may be proteins, carbohydrates, glycoproteins, or glycolipids, depending on the blood group system. Some of these antigens are also present on the surface of other types of cells of various tissues. Several of these red blood cell surface antigens can stem from one allele (or very closely linked genes) and collectively form a blood group system. Human blood group was discovered in 1900 by Karl Landsteiner [9] . Blood types are inherited and represent contributions from both parents.
Distinct molecules called agglutinogens (a type of antigen) are attached to the surface of red blood cells. There are two different types of agglutinogens, type "A" and type "B". Each type has different properties. The ABO blood type classification system uses the presence or absence of these molecules to categorize blood into four types and is the most important blood-group system in humanblood transfusion. The O in ABO is often called zero.
Establishing the genetics of the ABO blood group system was one of the first breakthroughs in Mendelian genetics. There are three alleles or versions of the ABO-blood type genes -A, B and O. The allele O is recessive to A and B, and alleles A and B are co-dominant. It is known that humans are diploid organisms, which means that they carry a double set of chromosomes. Therefore blood types are determined by two alleles with six possible combinations: AA, BB, OO, AB, OA and OB. Since A and B dominate over O, the genotypes AO and AA express blood type A (phenotype A) and BO together with BB correspond to phenotype B.
A number of papers were devoted to study of distribution of blood types in different countries and ethnicities [3, 4, 8] .
Some methods for estimating phenotype probabilities for ABO groups were developed and compared in [7] . Assuming allele probabilities to be p, q and r for the genes A, B, and O, respectively, they obtain some estimates on the probabilities that a person has a corresponding phenotype.
Algebraic relations that blood group frequencies satisfy were given in [1] . In [12] a question on how the frequencies of human blood genotypes will evolve after several generations in a population has been considered and a complete list of all algebraic relations between blood genotypes frequencies is established, as well.
The evolution (or dynamics) of a population comprises a determined change of state in the next generations as a result of reproduction and selection. This evolution of a population can be studied by a dynamical system (iterations) of a quadratic stochastic (a so-called evolutionary) operator [2] .
Most of the numerous papers on the subject were dedicated to cases when during the fertilization parents' gametes are chosen random and in an independent way. Using Mendel's first law allows to quantify the types of gametes an individual can produce. For example, a person with genotype OA during meiosis produces gametes O and A with equal probability 1 2 . Throughout the article we assume that child obtains exactly one allele from each parent. However, in [13] and [14] some instances when two alleles A and B were inherited from one parent were described. Therefore, generally speaking pattern of heredity of blood types are unpredictable. Using specific models of heredity and collected data that contains these mutations in [5] a limiting distribution of blood group is studied.
In this paper we will consider the case when we deviate from Mendelian rules and let some competition for gametes during meioses. We will assume that all parents of blood type A and B contribute with gamete O to the child with a constant probability α and A allele is selected with probability β from parents of type AB during meiosis. In case of Mendelian genetics, β = . Further, considering the blood phenotypes as independent basis vectors, we generate a 4-dimensional vector space over R and introduce a commutative and non-associative multiplication assigning to basis vectors a linear combination of the possible phenotypes of progeny with corresponding probabilities.
After applying some linear basis transformations we obtain an algebra which admits a simpler table of multiplication and describe the lattice of ideals of this algebra, and observe that it changes depending on the values of initial parameters. Finally, we establish that two distinct such algebras are not isomorphic unless the second parameters of these algebras add up to 1.
Algebras of ABO-Blood type
Consider blood phenotypes O, A, B and AB as basis elements of a 4-dimensional vector space and a bilinear operation • as the result of meiosis.
In this work we will assume that all parents of blood phenotype A and B have equal probabilities to contribute with allele O for the child's genotype and we will denote this probability by p O|A = p O|B = α. Furthermore, we assume that all parents with phenotype (genotype) AB admit equal probabilities to contribute with allele A during meiosis and we denote it by p A|AB = β. Under these assumptions we have the following 10 formal equalities: If during meiosis we assume that parents' gametes are chosen random and independently, then α = ) is called an ABOblood type algebra (BTA, short form).
From now on we assume that 0 < α, β < 1. Note that if we interchange A and B and β to 1 − β = 1 − p A|AB = p B|AB , we obtain the same products as above, i.e., we have B(α, β) ∼ = B(α, 1 − β). Later in the last section we establish that no other isomorphisms between two GBTAs exist for different values of parameters α and β.
We can have a look to the algebraic relations defining a GBTA from a different perspective.
Let x 1 , x 2 , x 3 , x 4 be corresponding proportions of O, A, B, AB phenotypes in one population. Then for the underlying allele frequencies we have the following equalities
Straightforward computation of the frequencies of O, A, B and AB phenotypes in zygotes of the next state yield an extension of Hardy-Weinberg Law:
, we have a so-called evolutionary (quadratic stochastic) operator V : S 3 → S 3 describing an evolution of the population mapping a state x = (x 1 , x 2 , x 3 , x 4 ) to the next state
. By linearity V is extended to R 4 if it is necessary. The relation that establishes a connection between evolutionary operator V and multiplication • of a GBTA is x • x = V (x) and consequently
In order to simplify our investigation of the structure of a GBTA we make the following linear basis transformation
and obtain a simpler table of multiplication of a GBTA:
where λ = 1 − α. Due to convenience of the above products further we will investigate algebraic properties of the algebra B ′ (λ, β).
Absolute nilpotent and idempotent elements
Taking an initial point x ∈ S 3 one can consider its trajectory {V k (x) | k ≥ 1}. The study of limit behavior of trajectories of quadratic stochastic operators played an important role in several questions of population genetics. Trajectories of genotype frequencies were studied in [6, 10] . Note that, if a limit point of a trajectory exists then it is a fixed point, that is We see that set of absolute nilpotent elements of a GBTA constitutes the kernel of V and idempotent elements are fixed points of V .
It is easy to see that ab is annihilated in the algebra B ′ (λ, β) and it is absolute nilpotent element, while o, a and b are idempotent elements. Proof. If αo + n, where n belongs to the ideal a, b, ab , is an absolute nilpotent element, then (αo + n)
Let n = xa + yb + zab be an absolute nilpotent. Then
Hence, we need to solve the system of equations
Solution is obviously any triple (0, 0, z).
Now we describe the idempotents of B ′ (λ, β).
Let us denote by
Theorem 3.3. For the algebra B ′ (λ, β), with (λ, β) ∈ P , the set of idempotents is {o, a, b, o
For the algebra B ′ (λ, β), with (λ, β) ∈ P , the set of idempotents is
where
Proof. Similarly as in the proof of Theorem 3.2, we deduce that an idempotent admits the form i = αo + xa + yb + zab with α = α 2 . Equality i • i = i yields the system of equations Now we consider the case when xy = 0. We obtain
In order to solve the system we consider the following two cases:
Then we have the unique solution of (1) 
Plenary powers
In this section we investigate which states x ∈ R 4 will admit zero as a limit point after a finite number of iterations, i.e., V k (x) = 0 for some k ≥ 1. Recall from the previous section that the kernel of V consists of the absolute nilpotent elements. 
An element m in B ′ (λ, β) is said to be solvable if there exists n ∈ N such that m
[n] = 0 and the least such number n, its solvability index.
Obviously, absolute nilpotent elements are solvable with index of solvability equal to 2. Theorem 4.2. For an algebra of ABO-blood type B ′ (λ, β) to admit a solvable element of index n ≥ 3 it is necessary and sufficient that (λ, β) ∈ P .
Moreover, solvable elements of degree n are
ta + tb + sab, where t, s ∈ R, t = 0.
Proof. Let m be a solvable element in B ′ (λ, β) with solvability index n. Similar as in the proof of Theorem 3.2 we can assume that a solvable element does not contain o component.
Set
In order to obtain recursive relations between the pairs (X k+1 , Y k+1 ) and (X k , Y k ), for 1 ≤ k ≤ n − 1, we consider the following equivalences modulo the ideal ab :
Therefore we obtain a system of equations
Since we have described all absolute nilpotent elements, we assume n ≥ 3. Due to m
[n−1] is an absolute nilpotent element, we know that m [n−1] ≡ 0 (mod ab ), so X n−1 = Y n−1 = 0. Therefore, the system S n−2 has the form
Obviously, either X n−2 Y n−2 = 0 or X n−2 = Y n−2 = 0. But in the last case m [n−2] = Z n−2 ab and m [n−1] = 0 which is a contradiction. Therefore, X n−2 Y n−2 = 0 and we have the linear system of equations:
. If the determinant of this system is not zero then we obtain a trivial solution which contradicts our assumption. Therefore, the determinant is zero, i.e., (λ, β) ∈ P and we get a solution (X n−2 , Y n−2 ) = (−2 · λ−β λ t, t) for some t ∈ R * . Let n = 3. Then an element m = X 1 a + Y 1 b + Z 1 ab is solvable if and only if the following holds:
for free parameters t and s, where t = 0. Now let us assume n ≥ 4. Using singularity of the determinant we can transform the last equality in the system S k to the following form
Recall that we are in the case X k Y k = 0 for 1 ≤ k ≤ n − 2 (otherwise, the index of solvability is less than n).
Since both sides of each one of the equalities in the above system are assumed to be non-zero for 1 ≤ k ≤ n − 3, we obtain
Therefore,
Hence, for an element m = Xa + Y b + Zab to be solvable with index of solvability n ≥ 4 it is necessary and sufficient the following to hold:
t, t, s where t, s ∈ R, t = 0.
In fact, if n = 3, then −2
Ideals of B ′ (λ, β)
In this section we will find all ideals of B ′ (λ, β). The lattice of ideals will depend on values that parameters λ and β take. Proof. Let X = x 1 o + x 2 a + x 3 b + x 4 ab be an element of an ideal I of the algebra
Multiplying the last one by o we obtain (λ − 1)x 1 o ∈ I. Since λ = 1 we get x 1 o ∈ I and therefore,
b ∈ I. If x 1 = 0, then o, a, b ∈ I and ab ∈ I which yields I = B ′ (λ, β). Therefore, X = x 2 a + x 3 b + x 4 ab and I ⊆ a, b, ab which is a maximal ideal.
Let us focus our attention on 2-dimensional ideals. Proof. Let I be a 2-dimensional ideal of the algebra. Proposition 5.1 yields that any element X ∈ I is of the form
The following belongings hold:
In order to complete the description of 2-dimensional ideals we consider distinctive cases. Case 1. Let λ = β and λ = β − 1.
The above belongings imply (
Thus b ∈ I which gives a ∈ I and we derive into a contradiction. Therefore, in this case there are no 2-dimensional ideals.
•o ∈ I and we continue by considering the following subcases:
Together with x 4 ab ∈ I we need to have (x 2 + x 3 )x 2 x 4 = 0. Then the following subcases occur: Case 2.1.1. Let x 4 = 0.
Then any element in the ideal is in the form
Then every element in the ideal is in the form X = x 3 b + x 4 ab and I = b, ab is an ideal. Case 2.1.3 Let x 2 + x 3 = 0.
Then a − b, ab ∈ I. However
and we obtain a, b ∈ I, which is a contradiction.
Then a − b, ab ∈ I, while a = (a − b) • a + ab ∈ I and therefore b ∈ I, which is a contradiction. Case 2.2.2 Let x 2 + x 3 = 0.
Then ab ∈ I. Note that Proof. Let I = x be an ideal of B ′ (λ, β). If x • x = 0 then x is an absolute nilpotent element and we know that in this case I = ab (see Theorem 3.2).
If x • x = δx for a non-zero δ, then denoting y = 1 δ
x yields y • y = y, i.e., I is generated by an idempotent. The proof of the proposition is completed by checking which idempotents from Theorem 3.3 generate a 1-dimensional ideal.
Summarizing the above results we state the following Theorem 5.4. The lattices of ideals of corresponding algebras are:
) : a, b, ab r r r r r r r r r r For an arbitrary algebra A we can consider its embedding in the associative algebra End(A) via left and right actions of A on A.
Consider the operators of left multiplication by basis elements of the algebra B ′ (λ, β). Their matrix forms are the following: 
l ab = O 4 . Let A be the associative subalgebra of the algebra End B ′ (λ, β) with the generating set {l o , l a , l b }.
We denote some subalgebras of the matrix algebra M 4 (R) as follows:
Note that the generators of A are contained in M 3 . Below, we establish a result on the associative enveloping algebra of A depending on values of λ and β. Theorem 6.1. Let A be the associative subalgebra of End B ′ (λ, β) with generators {l o , l a , l b }. Then the following statements hold:
E 33 + E 43 ) ∈ A and we obtain E 43 = x 1 − x 2 ∈ A.
So we obtain E 31 ∈ A and E 41 = E 43 · E 31 ∈ A.
Moreover, E 42 = x 3 − (E 22 + E 33 )x 3 ∈ A.
We have E 33 = λ λ−1 (x 3 − E 42 ) · x 2 ∈ A and E 22 = (E 22 + E 33 ) − E 33 ∈ A. Summarizing, we obtain M 0 ⊆ A. Furthermore, from x 2 and x 3 − E 42 , we obtain λ−β λ E 23 ∈ A and λ+β−1 λ E 32 ∈ A. Thus the following cases occur: Case 1. Let λ = β and λ = 1 − β.
Then E 23 , E 32 ∈ A and A = M 3 . Case 2. Let λ = β and λ = 1 − β.
Then we obtain E 32 ∈ A and M 2 ⊆ A. However, l o , l a , l b ∈ M 2 and therefore A = M 2 . Case 3. Let λ = β and λ = 1 − β.
Then we have E 23 ∈ A and
Isomorphisms of ABO-type blood algebras
In this section we analyze the conditions under which two algebras B ′ (λ ′ , β ′ ) and B ′ (λ, β) with corresponding basis {o ′ , a ′ , b ′ , ab ′ } and {o, a, b, ab} are isomorphic. Let the isomorphism ϕ : 
and comparing the coefficients at the corresponding basis elements {o, a, b, ab} we derive the system of equations (I) : 
