In this paper, we analyze matrix dynamics for online linear discriminant analysis (online LDA). Convergence of the dynamics have been studied for nonsingular cases; our main contribution is an analysis of singular cases, that is a key for efficient calculation without full-size square matrices. All fixed points of the dynamics are identified and their stability is examined.
Introduction
Although Fisher's linear discriminant analysis (LDA) [10, 29] is an old method, it is still used practically in broad areas, e.g. image recognition [17] . In its practical use, we often face several problems: (1) not all the data are given at once, (2) in addition, properties of data change through time, or (3) the dimension of data is too large. To overcome them, we desire a method that has the following nature: (1) it must work when data are given sequentially, (2) it should have adaptivity, (3) its update procedure should be computationally inexpensive, and it should not need memory of all past data. We refer to such an algorithm as an ''online algorithm''.
LDA is also used for dimensionality reduction. For example, LDA is one of the well-known methods for solving highdimensionality problem in face images. However, the LDA-based face recognition systems suffer from the scalability problem [36] . Online LDA is desired in such situations.
For principal component analysis (PCA), online PCA algorithms have been studied and well established [22, 31, 25, 23, 20, 33, 6, 5, 24, 27, 2] . Most of these algorithms are derived as discrete-time stochastic approximations from continuous-time deterministic dynamics, or differential equations, whose stable fixed points correspond to the desired solutions. For logistic regression, its online version is also obtained easily as described in [1, p. 206] .
For LDA, online algorithms are less studied. They are classified into two types. Type-A algorithms are intended for finding an equivalent result to Fisher's LDA [28, 21, 3, 4, 11, 12, 26, 8] , whereas Type-B algorithms calculate variants of it [19, 34, 15, 13, 36] . We concentrate on Type-A here. In [28] , the case of two classes is treated; its extension to three or more classes is not trivial. In [21, 3, 4, 26] , manipulations of N × N matrices are required for N-dimensional data. In [8] , convergence is proved for nonsingular cases.
We analyze fixed points and their stability of matrix dynamics that can be used for online LDA of Type-A [11, 12] . The dynamics have been analyzed precisely in [4] for nonsingular cases; they are further analyzed in the present paper for singular cases using its potential function. The latter is important for development of online LDA without N × N matrices.
In Section 2, we formalize LDA and related matrix dynamics that are gradient flows of a criterion function φ. We also give a brief introduction of concepts of dynamics there. We further show that the optimum of φ is attained at desired solutions in Section 3. It is the reason why the dynamics is useful for online LDA. Fixed points and their stability are analyzed respectively in Sections 4 and 5. Though the dynamics have undesired fixed points that cause convergence to spurious solutions, we can distinguish them using Corollary 4 in Section 5. Concluding remarks are presented in Section 6.
Formalization

Linear discriminant analysis
We consider Fisher's Linear Discriminant Analysis (LDA) for the M-class problem [9] . We use B and W to represent the sample between-class and within-class variance matrices, respectively. They are N × N positive semidefinite symmetric matrices calculated from N-dimensional training data. It would be convenient to specify that rank B = M − 1 ≪ N when the number of classes, M, is small. We presume that W is (strictly) positive definite in the present paper; this holds in most cases of real tasks. Regarding problems that arise on singular W , see [32, 14, 7, 35, 30] .
The weight matrix A is determined from B and W . It is used for conversion from an N-dimensional input x to an L-
We need to solve a generalized eigenvalue problem here:
The solution λ and u are called a generalized eigenvalue and a generalized eigenvector, respectively. Let
be the L largest generalized eigenvalues, and u 1 , . . . , u L be corresponding generalized eigenvectors that satisfy
Then In the present paper, we fix α = 1 without loss of generality, whereas we accept arbitrary Θ. Our goal is to find A that belongs to
where I is the identity matrix, and diag(
. We also use 'diag' for block diagonal matrices similarly.
Dynamics, fixed points, and stability
We give a brief introduction of concepts of dynamics here.
We use the terms dynamics or flow as synonyms for ordinary differential equation dx(t)/dt = ψ(x(t)). We call u a fixed point of the dynamics if ψ(u) = o. This u is further called stable if x(t) stays inside an arbitrarily given neighborhood U of u as long as x(0) is sufficiently near to u, where the range of ''sufficiently near'' is determined depending on U.
Online algorithms are often obtained from dynamics by discretizing t and replacing mean values with their instantaneous values. Such algorithms converge to stable fixed points of the underlying dynamics by stochastic approximation theory [18] under certain conditions. This is the reason why we analyze fixed points and their stability in this paper.
If dynamics are represented as ψ(x) = ∇φ(x), or equivalently ψ i (x) = ∂φ(x)/∂x i for ψ = (ψ i ) and x = (x i ), they are called the gradient flow of the potential function (−φ). Their fixed points u correspond to critical points of φ such that ∇φ(u) = o by definition. Notice that φ(x(t)) increases monotonically as t increases because dφ(
Hence, stability of a fixed point u is equivalent to local maximality of φ at u.
Matrix dynamics for LDA
We can obtain LDA by changing the Euclidean metric in PCA to W -metric. We therefore start from a function
that is obtained by replacing an implicit I with W in a criterion function Tr
 for online PCA [33] .
Differentiating φ, we obtain a gradient flow da ij /dt = (1/2)(∂φ(A)/∂a ij ). This flow can be written in matrix form:
WA(t)A(t) T BA(t).
See Appendix A for details. Examples of (4) and (5) are shown respectively in Figs. 1 and 2 . We analyze relations between the dynamics (5) and the set (3) in the following part. The dynamics (5) themselves has been obtained in another way and applied to generalized eigendecomposition [4] . The main contribution of the present paper is convergence analysis of (5) for the case of singular B. 
Global maximum of φ
In this section, we show that φ(A) attains its maximum within the set A opt . We can assume W = I here without loss of generality by settingÂ = CA,B = C 
where
It is confirmed by direct calculation from the definition; φ(A) does not depend on Q because Tr(Q T XQ ) = Tr(QQ T X ) = Tr X in general. We can also rewrite (6) into the matrix style as
Note that f (σ ) is positive for 0 < σ 2 < 2, and it attains the maximum f (σ ) = 1/2 at σ 2 = 1. For a fixed P, the maximum
is attained obviously when Σ 
Fixed points
Fixed points of the matrix dynamics (5) are identified in this section. We have already shown that all A ∈ A opt are fixed points. There are additional fixed points outside A opt as follows.
Theorem 2. The following conditions are equivalent:
(1) A is a fixed point of (5).
(2) A can be decomposed as A = PΣQ , where Proof. (1 → 2) As we have mentioned in Section 3, we can assume W = I without loss of generality, so that we can apply the previous discussion. A is a critical point of φ(A) by definition if A is a fixed point. Let A = PΣQ be the SVD of A, where Σ = diag(O, I, Σ ′ ) and Σ ′ is a diagonal matrix whose diagonal elements are neither 0 nor ±1. The corresponding P = (P 1 , P 2 , P 3 ) must satisfy BP 3 = O; we can confirm it in (6) because d i = 0 is implied from the condition that ∂φ
) is zero and σ 2 i ̸ = 0, 1 for i corresponding to Σ ′ by definition. 1 Furthermore, from Lemma 5, P can be written correspondingly as
where the columns of U are orthonormal eigenvectors of B and Θ T Θ = I. Note that ΘΣ = ΣΘ and A = UΘΣQ = UΣΘQ here. Renaming U and ΘQ as P and Q respectively, we obtain the condition (2).
(2 → 3) Noting ΛΣ = ΣΛ, we obtain the condition (3) from the condition (2) by direct calculations as follows:
and 
Stability
We have shown that there are additional fixed points outside the desired A opt . Some of them are stable as follows.
Theorem 3. The following conditions are equivalent:
(1) A is a stable fixed point of (5).
(2) A can be decomposed as the condition (2) 
correspondingly.
Proof. We can assume W = I without loss of generality as we have mentioned in Section 3. Let
be the eigenvalues of B, and A = PΣQ be the SVD of A, where
for f in (6). For a given Σ, the local maximum of φ is
by (7) and the second item in Lemma 5. It can be improved by an infinitesimal change of Σ unless
Hence, the condition (1) is equivalent to (8)-(10) together with the condition (2) in Theorem 2, where λ i = λ (i) for i = 1, . . . , J, and λ L−j = λ (N−j) for j = 0, . . . , L − J − 1. They are further equivalent to the condition (2) 
The next corollary follows immediately from Theorem 3. It gives us a key for distinction between desired solutions and spurious solutions.
Corollary 4. Suppose that A is a stable fixed point of (5) and L
Anyway, rank A = L holds for both cases.
Note that L > rank B is redundant for LDA; L ≤ rank B is natural selection.
Concluding remarks
We have analyzed fixed points and their stability of matrix dynamics that can be used for online LDA.
Note that operations of N × N matrices are not necessary in the dynamics as follows. The within-class variance can be written as
for input data x, and E represents expectation. Hence,
The between-class variance can be written as B =BB T , whereB is an N × M rectangular matrix; M ≪ N in many cases.
They are useful for efficient implementation of matrix calculation in the dynamics. If one is interested in the generalized eigenvectors themselves rather than in the generalized eigenspace spanned by them, one might apply deflation technique [16] . A Sanger type dynamics is obtained by this technique [4, 12] :
where U(S) is the upper triangular matrix whose upper triangular elements are equal to those of the given matrix S.
Appendix A. Differential of the potential function
Let A = (a ij ), B = (b lm ), and W = (w pq ). From 
Appendix B. Basic lemma
The below basic lemma plays an important role in this paper. (1) P is a critical point of h(P) ≡ Tr(P T BPF ) if and only if P can be written as 
holds for the above P. Hence, h(P) is maximized if and only if P can be written as the above form and
(3) h(P) has no local maxima except for the global ones.
Proof. We use Lagrange's method of indeterminate coefficients to show (1). Let
where Ω is an N × N matrix of indeterminate coefficients. We can restrict Ω to symmetric matrices because P T P is symmetric. From ∂L/∂P = O, we obtain
Hence, P is a critical point of h(P) if and only if P T BPF is symmetric. It is equivalent to the condition that P
is a block diagonal matrix as follows: 
To show (3), suppose that f k > f k+1 and λ k < λ k+1 for a certain k in (1). Let P(ρ) ≡ UR(ρ)Θ, where R(ρ) is a matrix of two-dimensional rotation in the k-th and the (k + 1)-th axes by ρ radian. Then h(P(0)) < h(P(ρ)) holds for 0 < ρ < π.
Before showing it, we point out that F and h are decomposed as Furthermore, we obtain
Hence, h(P(0)) < h(P(ρ)) holds for 0 < ρ < π and (3) is proved.
