Abstract. In this paper we prove the law of large numbers and central limit theorem for trajectories of a particle carried by a two dimensional Eulerian velocity field. The field is given by a solution of a stochastic Navier-Stokes system with a non-degenerate noise. The spectral gap property, with respect to Wasserstein metric, for such a system has been shown in [9] . In the present paper we show that a similar property holds for the environment process corresponding to the Lagrangian observations of the velocity. In consequence we conclude the law of large numbers and the central limit theorem for the tracer. The proof of the central limit theorem relies on the martingale approximation of the trajectory process.
Introduction
Consider the Navier-Stokes equations (N.S.E.) on a two dimensional torus T 2 ,
(1.1) ∂ t u(t, x) + u(t, x) · ∇ x u(t, x) = ∆ x u(t, x) − ∇ x p(t, x) + F (t, x), ∇ · u(t, x) = 0, u(0, x) = u 0 (x).
The two dimensional vector field u(t, x) and scalar field p(t, x) over [0, +∞) × T 2 , are called an Eulerian velocity and pressure, respectively. The forcing F (t, x) is assumed to be a Gaussian white noise in t, homogeneous and sufficiently regular in x defined over a certain probability space (Ω, F , P). Consider the trajectory of a tracer particle defined as the solution of the ordinary differential equation (o.d.e.) (1.2) dx(t) dt = u(t, x(t)), x(0) = x 0 , where x 0 ∈ R 2 . Thanks to well known regularity properties of solutions of N.S.E, see e.g. [22] , u(t, x) possesses continuous modification in x for any t > 0. However, since u(t, x) needs not be Lipschitz in x, the equation might not define x(t), t ≥ 0, as a stochastic process over (Ω, F , P), due to possible non-uniqueness of solutions. In our first result we construct a solution process (see Proposition 4.6) and show (see Corollary 4.4) that the law of any process satisfying (1.2) and adapted to the natural filtration of u is uniquely determined.
The main objective of this paper is to study ergodic properties of the trajectory process. We prove, see part 1) of Theorem 3.5, the existence of the Stokes drift (1.3) v * := lim t→+∞ x(t) t , where the limit above is understood in probability. A similar result for a Markovian and Gaussian velocity field u (that need not be a solution of a N.S.E.) that decorrelates sufficiently fast in time has been considered in [15] . Next, we investigate the size of "typical fluctuations" of the trajectory around its mean. We prove, see part 3) of the theorem, that
where Z is a random vector with normal distribution N (0, D) and the convergence is understood in law. Moreover, we show that the asymptotic variance of Z(t), as t → +∞, exists and coincides with the covariance matrix D.
In our approach a crucial role is played by the Lagrangian process η(t, x) := u(t, x(t) + x), t ≥ 0, x ∈ T 2 that describes the environment from the vantage point of the moving particle. It turns out that its rotation in x, ω(t, x) = rot η(t, x) := ∂ 2 η 1 (t, x) − ∂ 1 η 2 (t, x), t ≥ 0, x ∈ T 2 , satisfies a stochastic partial differential equation (s.p.d.e.) (4.1) that is similar to the stochastic N.S.E. in the vorticity formulation, see (3.1). The position x(t) of the particle at time t, can be represented as an additive functional of the Lagrangian process, i.e.
x(t) = t 0 ψ * (ω(s))ds, see the begining of Section 6 for the definition of ψ * . Then, (1.3) and (1.4) become the statements about the law of large numbers and central limit theorem for an additive functional of the process η(·).
Following the ideas of Hairer and Mattingly, see [8, 9] , we are able to prove, see Theorem 5.1 below, that the transition semigroup of ω(·) satisfies the spectral gap property in a Wasserstein metric defined over the Hilbert space H of square integrable mean zero functions. If ψ * (·) were Lipschitz this fact would make the proof of the law of large numbers and central limit theorem standard, in view of [26] (see also [16, 19] ). However, in our case the observable ψ * is not Lipschitz. In fact, it is not even defined on the state space H of the process. Nevertheless, it is a bounded linear functional over another Hilbert space V that is compactly embedded in H. Adopting the approach of Mattingly and Pardoux from [22] , see Theorem 5.2 below, we are able to prove that the equation for ω has regularization properties similar to the N.S.E. and that ω(t) belongs to V for any t > 0. In consequence, one can show that the transition semigroup can be defined on ψ * and has the same contractive properties as the semigroup defined on Lipschitz functions on H. The law of large numbers can be then shown, Section 6.4, by a modification of the argument of Shirikyan from [26] (see also [16] ). To prove the central limit theorem we construct a corrector field χ, see Section 6.1, over the "larger" space H. Then, we proceed with the classical martingale proof of the central limit theorem, see Section 6.4. Such an argument has been used to show this type of a theorem for a Lipschitz observable of the solution of a N.S.E. in [26] . The proof of the existence of the asymptotic variance is done in Section 6.3.
The model of transport in a fluid flow based on (1.2) is referred to in the literature as the passive tracer model (see e.g. Chapter V of [30] ). The d-dimensional vector field u appearing on the right hand side of (1.2) is usually assumed to be random, stationary, that in principle may have nothing to do with the N.S.E. Since the fluid flow is incompressible, equation (1.2) is complemented by the condition ∇ x · u(t, x) ≡ 0. This model has been introduced by G. Taylor in the 1920-s (see [28] and also [18] ) and plays an important role in describing transport phenomena in fluids, e.g. in investigation of ocean currents (see [27] ). There exists an extensive literature concerning the passive tracer both from the mathematical and physical points of view, see e.g. [20] and the references therein. In particular, it can be shown (see [25] ) that the incompressibility assumption implies that the Lagrangian process u(t, x(t)), t ≥ 0, is stationary and if one can prove its ergodicity, the Stokes drift coincides with the mean of the field E u(0, 0). The weak convergence of (x(t) − v * t)/ √ t towards a normal law has been shown for flows possessing good relaxation properties either in time, or both in time and space, see [1, 5, 12, 17] for the Markovian case, or [13] for the case of non-Markovian, Gaussian fields with finite decorrelation time. According to our knowledge this is the first result when the central limit theorem has been shown for the tracer in a flow that is given by an actual solution of the two dimensional N.S.E.
Preliminaries
2.1. Some function spaces and operators. Denote by T 2 the two dimensional torus understood as the product of two segments [−1/2, 1/2] with identified endpoints. Trigonometric monomials e k (x) = e 2iπk·x , k = (k 1 , k 2 ) ∈ Z 2 , form the orthonormal base in the space L 2 (T 2 ) of all square integrable functions with the standard scalar product ·, · and norm | · |. For a given w ∈ L 2 (T 2 ) letŵ k = w, e k . Let H be the subspace of L 2 (T 2 ) consisting of those functions w, for whichŵ 0 = 0. For any r ∈ R let
where H r consists of such w, for which k∈Z 2 * |k| 2r |ŵ k | 2 < +∞ and Z 2 * := Z 2 \ {(0, 0)}. We equip H r with the graph Hilbert norm | · | r := |(−∆) r/2 · |. Let V := H 1 and let V ′ be the dual to V . Then H can be identified with a subspace of V ′ and V ֒→ H ֒→ V ′ . We shall also denote by · the respective norm | · | 1 . It is well known (see e.g. Corollary 7.11 of [7] ) that H 1+s is continuously embedded in C(T 2 ) for any s > 0. Moreover, there exists a constant C > 0 such that
Here w ∞ := sup x∈T 2 |w(x)|. In addition, the following estimate, sometimes referred to as the Gagliardo-Nirenberg inequality, holds, see e.g. p. 27 of [10] . For any s > 0, β ∈ [0, 1] there exists C > 0 such that
We have
For a given x ∈ R 2 and w ∈ H r we let τ x w ∈ H r be defined by
k e k .
Homogeneous Wiener process. Write
+ , be independent, standard one dimensional Brownian motions defined on a filtered probability space (Ω, F , (F t ) t≥0 , P). Define B −k (t) := B k (t) for k ∈ Z 2 + . Assume that the function k → q k is even, i.e. q −k = q k , k ∈ Z 2 * , and real-valued. A cylindrical Wiener process in H, given on a filtered probability space (Ω, F , (F t ) t≥0 , P), can be written as
r be a symmetric, positive-definite, bounded linear operator given by (2.5)
The Hilbert-Schmidt norm of the operator, see Appendix C of [3] , can be computed from formula
< +∞ then the process (QW (t)) t≥0 has realizations in H r , P-a.s. Moreover, the laws of the Wiener processes (τ x QW (t)) t≥0 are independent of x ∈ R 2 .
Proof. The first part of the proposition follows directly from Proposition 4.2, p. 88 of [3] . The second part is a simple consequence of the fact that the processes in question have the same covariance operator as (QW (t)) t≥0 .
Formulation of the main results
In this section we make it precise what we mean by a solution of (1.2) with vector field u given by the solution of the Navier-Stokes equations (1.1) and formulate precisely the main results of the paper dealing with the long time, large scale behavior of the trajectory.
Since, as it turns out, the components of the solution of the N.S.E. belong to V , see [23] , if the initial condition u 0 ∈ V , we cannot use equation (1.2) for a direct definition of the solution because the point evaluation for the field is not well defined (not to mention the question of the existence and uniqueness of solutions to the o.d.e. in question).
3.1. Vorticity formulation of the N.S.E. Note that the rotation
with a cylindrical Wiener process W (t), t ≥ 0, on H, non-anticipative with respect to the filtration {F t , t ≥ 0}, a certain Hilbert-Schmidt operator Q ∈ L (HS) (H, H), and
Definition 3.1. A measurable and (F t )-adapted, H-valued process ξ = {ξ(t), t ≥ 0} is a solution to (3.1) if for any T ∈ (0, +∞), ξ ∈ L 2 (Ω, E T , P) and
The following estimate comes from [22] , see Lemma A. 3, p. 39.
Proposition 3.2. For any T, N > 0 there exists C > 0 such that
Let u(t) := K(ξ(t)). Using the above proposition and (2.1) we conclude that Corollary 3.3. For any t > 0, u(t) ∈ C(T 2 ) and
Proof. The continuity of u(t, x) with respect to x, follows from the Sobolev embedding. From (2.4) we conclude that there exists C > 0 such that
On the other hand from (3.3) we conclude that for any t > 0 there exists a random variablẽ C that is almost surely finite and such that ξ(s) ≤Cs −1/2 for all s ∈ (0, t]. Combining this with (3.5) we conclude (3.4).
3.2.
Definition of trajectory process and its ergodic properties.
By a solution to (1.2) we mean any (F t )-adapted process x(t), t ≥ 0, with continuous trajectories, such that
For a given ν > 0 denote e ν (w) := exp{ν|w| 2 }, w ∈ H.
Theorem 3.5. Assume that Q in (4.1) belongs to L (HS) (H, V ) and has a trivial null space, i.e. Qw = 0 implies w = 0. Suppose that the initial vorticity is random, distributed on H according to the law µ 0 for which
with a certain ν 0 > 0. Finally, assume that {x(t; x 0 ), t ≥ 0} is a solution of (1.2) corresponding to the initial data x 0 ∈ R 2 . Then, the following are true: 1) (Weak law of large numbers) there exists v * = (v * ,1 , v * ,2 ) ∈ R 2 such that 
Suppose that the forcing F is a white noise in time and spatially homogeneous Gaussian random field. Using Itô's formula we obtain that its vorticity, given by,
where W is an (F t )-adapted cylindrical Wiener process on H, Q ∈ L (HS) (H, H) and
, for more details see [6, 14] . Since we have assumed that ω ∈ V and, by the Sobolev embedding, K(V ) is embedded into the space C(T 2 ; R 2 ) of two dimensional, continuous trajectory vector fields on T 2 , we see that the evaluation of η is well defined, and therefore there is no ambiguity in the definition of B 1 (ω) for ω ∈ V . Definition 4.1. A measurable, (F t )-adapted, H-valued process ω = {ω(t), t ≥ 0} is a solution to (4.1), with the initial condition ω(0) = w, if for any
Sometimes, when we wish to highlight the dependence on the initial condition and the Wiener process, we shall write ω(t; w, W ). We shall omit writing one, or both of these parameters when they are obvious from the context. Using a Galerkin approximation argument, as in Section 3 of [23] , see also Appendix A below for the outline of the argument, we conclude the following. Theorem 4.2. Given an initial condition w ∈ H and an (F t )-adapted cylindrical Wiener process (W (t)) t≥0 , there exists a unique solution to (4.1) in the sense of Definition 4.1. Moreover, processes {ω(t; w), t ≥ 0} form a Markov family with the corresponding transition probability semigroup {P t , t ≥ 0} defined on the space C b (H) of continuous and bounded functions on H.
Using the Yamada-Watanabe result, see e.g. [31] (Corollary after Theorem 4.1.1), or [11] , from the above theorem we can conclude the following result, see [14] . This immediately implies the uniqueness in law property for solutions of (1.2).
Corollary 4.4. Suppose that ξ and ξ ′ are two solutions of (3.1) with the identical initial data but possibly based on two cylindrical Wiener processes with the respective filtrations (F t ) and (F ′ t ). Assume also that x(·) and x ′ (·) are the solutions of (1.2) corresponding to u(t) = K(ξ(t)) and u ′ (t) = K(ξ ′ (t)), respectively. Then, the laws of the pairs (x(·), ξ(·)) and (
Proof. Both ω(t, ·) = ξ(t, x(t) + ·) and ω ′ (t, ·) = ξ ′ (t, x ′ (t) + ·) satisfy (4.1). According to Corollary 4.3 they have identical laws on C([0, +∞), H) with the initial condition τ x 0 w. In fact, due to an analogue of Proposition 3.2 that holds for the process ω(·), see part 1) of Theorem 5.2 this law is actually supported in L 1 loc ([0, +∞), V ). We can write therefore that (x(·), ξ(·)) = Ψ(ω(·)) and (
, where the mapping
is defined as
, and the uniqueness claim made in the corollary follows.
Existence of solution of (1.2).
Definition 4.5. Suppose that (Ω, F , (F t ), P) is a filtered probability space. Let x 0 ∈ R 2 . By a weak solution to (1.2) we mean a pair consisting of a continuous trajectory (F t )-adapted process x(t), t ≥ 0, and an (F t )-adapted solution ξ(t), t ≥ 0, to (3.1) such that (3.6) holds.
Suppose now that we are given a filtration (F t ) and an F t -adapted solution ω of (4.1) with the initial condition ω(0) = τ x 0 w. Define (x(·), ξ(·)) := Ψ(ω(·)). One can easily check, using Itô's formula, that (x(·), ξ(·)) is a weak solution in the sense of Definition 4.5. Therefore we conclude the following. Proposition 4.6. Given a filtered probability space there exists a weak solution of (1.2).
Spectral gap and regularity properties of the transition semigroup
Here we present the basic results that shall be instrumental in the proof of Theorem 3.5 formulated in the previous section. In case of the Navier-Stokes dynamics on a twodimensional torus, corresponding results have been shown in [9] , see Theorem 5.10, Proposition 5.12 and parts 2, 3 of Lemma A.1 from [9] . The proofs of analogous results for the Lagrangian dynamics are not much different, some additional care is needed due to the presence of function B 1 (·), but it usually does not create much trouble. We present the proofs of these results in Section 7 of the appendix.
Let us introduce the space C ∞ 0 (H) consisting of all functionals φ, for which there exist
Given ν > 0 define B ν as the completion of C ξ ∈ H. ByB ν we understand the Banach space of all Fréchet differentiable functions φ such that φ ν < +∞. Let P(H) be the space of all Borel, probability measures on H. Recall also that µ * ∈ P(H) is called an invariant measure for (P t ) t≥0 if
Here µ, φ := H φdµ for any µ ∈ P(H) and φ that is integrable. Our first result can be stated as follows.
Theorem 5.1. Under the assumptions of Theorem 3.5 the following are true:
1) there exist ν 0 , C > 0 such that for any ν ∈ (0, ν 0 ] we have
2) the constant ν 0 can be further adjusted in such a way that for any ν ∈ (0, ν 0 ] the semigroup (P t ) extends toB ν and
In addition, for any ν as above there exist C, γ > 0 such that
3) there exist a unique Borel probability measure µ * that is invariant for (P t ), and such that
The property described in (5.2) is referred to as the spectral gap of the transition semigroup. Since we shall use an extension of this property to functions defined on a smaller space than H we introduce the following definition. For N > 0 and φ ∈ C 1 (V ) define
and denote by C 1 N (V ) the space made of functions, for which |φ | N < +∞. Theorem 5.2. Under the assumptions of Theorem 3.5 the following are true:
1) for any t, N > 0 there exists C t,N such that
2) the definition of the transition semigroup can be extended to an arbitrary φ ∈ C 1 N (V ) by letting P t φ(w) := Eφ(ω(t; w)), whereφ is an arbitrary, measurable extension of φ from V to H. Moreover, for any t, N > 0 there exists C t,N such that for any ν > 0,
Combining the above result with part 2) of Theorem 5.1 we conclude that the following holds. 
and it vanishes on u ≥ R + 1. For a fixed K > 0 we denote
Thanks to part 2) of Theorem 5.1 we have P t p N ∈ B ν for any t > 0 and therefore from (5.4) and (5.3) we get
We have therefore
The first equality follows from the fact that µ * is invariant. Letting first K → +∞ and then subsequently R → +∞ we conclude the corollary.
Proof of Theorem 3.5
To abbreviate we assume that x 0 = 0 and we drop it from our notation. Let ψ * = (ψ
It is clear therefore that the components of ψ * are bounded linear functional on V and ψ * ∈ C 1 1 (V ). Suppose also that ω(t) is the solution of (7.11) with the initial data distributed according to µ 0 . 6.1. Proof of part 1). Let v * := (v * ,1 , v * ,2 ) and v * ,i := µ * , ψ (i) * , andψ * := ψ * − v * . To prove the weak law of large numbers it suffices only to show that for i = 1, 2,
Using the Markov property we can write that
Suppose that ν 0 is chosen in such a way that the conclusions of Theorem 5.1 and Corollary 5.3 hold. Assume also that ν ∈ (0, ν 0 ]. We shall adjust its value later on. By virtue of (5.6) we conclude that there exists a constant C > 0 such that
Hence, the right hand side of (6.3) converges to 0, by estimate (3.7) and the Lebesgue dominated convergence theorem. On the other hand
The utmost right hand side of (6.5) equals
Using (6.4) we can estimate the right hand side of (6.6) by
Applying Hölder's inequality with q ∈ (1, ν 0 /ν) and an even integer p such that p −1 := 1 − q −1 , we conclude that the right hand side is smaller than
for some constants C, C 1 independent of T . The last inequality follows from (5.1) and (5.3). Since |ψ * | p belongs to C 1 p (V ) we conclude from Corollaries 5.3, 5.4 and condition (3.7) that the right hand side of the above expression can be estimated by C 2 T /(γT 2 ), with C 2 a constant independent of T , which tends to 0, as T → +∞. Thus, part 1) follows.
6.2. Definition and basic properties of the corrector. We start with the following.
t (w)) :
converge uniformly on bounded sets, as t → ∞. For any ν ∈ (0, ν 0 ] there is C > 0 such that
The limit
with the same constant as in (6.10).
Proof. As a consequence of Corollary 5.3 we conclude that the functions
are well defined on H and converge uniformly on bounded sets. The convergence part of the proposition follows from the fact that there exists a constnt C > 0 such that for
2) below. This estimate together with (6.4) imply both (6.10) and (6.12).
, from Corollary 5.3 we conclude that P tψ (i) * ∈ B ν for t ≥ 1 and there exists ν 0 > 0 such that for any ν ∈ (0, ν 0 ] one can find C, γ > 0, for which
. This guarantees that +∞ 1 P tψ (i) * dt belongs to B ν . Thanks to estimate (6.12) it suffices only to show that (6.14)
To prove the above estimate note that
where Ξ(w) := 1 0 ξ(t; w)dt and ξ(t) := Dω(t; w) [ξ] . We have, from (6.1) for s = 1, that there exists C > 0 such that
Hence, from Proposition 7.3, we conclude that for any ν > 0 there exists C > 0 such that
and (6.14) follows from estimate (B.2) formulated below.
Proof of part 2)
. After a simple calculation we get
It suffices only to deal with the limit of D 1 ij (T ), the other term can be handled in a similar way. We can write that
where
Lemma 6.3. We have
Proof. Suppose that p is a positive even integer and q is sufficiently close to 1 so that qν < ν 0 and 1/q = 1 − 1/p, where ν is as in (6.10) and (6.12), while ν 0 is such that (3.7) is in force. Then, we can find a constant C > 0 such that
Using Proposition 6.1 and (3.7) we conclude that
Equality (6.16) can be concluded, provided we can substantiate passage to the limit with T under the integral appearing on the right hand side of (6.15). Suppose first that the argument s appearing in the integral satisfies sT ≥ 1. Using Hölder's inequality, in the same way as it was done in (6.8), and estimates (6.10) and (6.12) the expression under the integral can be estimated by
Since |ψ * | p ∈ C 1 p (V ) we have sup t≥1 µ 0 , P t |ψ * | p < +∞, thanks to part 2) of Theorem 5.2. As a result the left hand side of (6.18) is bounded for all s ∈ [1/T, 1]. From the Lebesgue dominated convergence theorem we conclude therefore that (6.19) lim
Next we shall prove that there exists C > 0 such that (6.20)
provided that T ≥ 1. Indeed, using first the Cauchy-Schwartz inequality and then (6.10), and (6.12) we get that the left hand side can be estimated by
Applying Hölder's inequality with q ∈ (1, 2) and 1/p = 1 − 1/q we get that this expression can be estimated by
provided 2ν < ν 0 . The penulmative inequality follows from (5.1) and assumption (3.7), while the last estimate is a consequence of (B.3) stated below. Thus, (6.20) follows.
We are left therefore with the problem of finding the limit of
as T → +∞. Let R ≥ 1 be fixed and ϕ R : R → R be a smooth mapping such that ϕ R (x) = 1 for |x| ≤ R and ϕ R (x) = 0 for |x| ≥ R + 1. Observe that
belongs to C 1 b (H), and thus also to
Denote by S (R) (T ) the expression in (6.21) with χ (j) replaced byχ (R) . Let ε > 0 be arbitrary. Using the same argument as in the proof of Lemma 6.3 one can show that for any ε > 0 there exists a sufficiently large R ≥ 1 and T 0 > 0 so that
Likewise, we can choose R ≥ 1 and T 0 > 0 so large that
By Corollary 5.3 we have
In consequence we conclude that
Hence, lim sup
This proves that
We have shown therefore part 2) of the theorem with
Proof of part 3).
6.4.1. Reduction to the central limit theorem for martingales. Note that
and
Proposition 6.4. The process {M T , T ≥ 0} is a square integrable, two dimensional vector martingale with respect to the filtration {F T , T ≥ 0}. Moreover, random vectors R T converge to 0, as T → +∞, in the L 1 -sense.
The proof of this result is quite standard and can be found in [16] , see Proposition 5.2 and Lemma 5.3. 6.4.2. Central limit theorem for martingales. Assume that {M n , n ≥ 0} is a zero mean martingale subordinated to a filtration {F n , n ≥ 0} and Z n := M n − M n−1 for n ≥ 1, is the respective sequence of martingale differences. Recall that the quadratic variation of the martingale is defined as
The following theorem has been shown in [16] , see Theorem 4.1.
Theorem 6.5. Suppose also that M1) 
Then,
6.4.3. Proof of the central limit theorem for M T / √ T . We prove that M n / √ n, where n ≥ 1 is an integer, converge in law to a Gaussian random vector, as n → +∞. This suffices to conclude that in fact M T / √ T satisfy the central limit theorem. Indeed, let Z n := M n − M n−1 for n ≥ 1. Note that for any ε > 0 (6.30) lim
For a given ε N > 0 we let
The last inequality follows from the Doob and Chebyshev estimates and the elementary inequality N −1/2 − (N + 1) −1/2 ≤ CN −3/2 that holds for all N ≥ 1 and some constant C > 0. We denote the first and second terms on the right hand side by I N and II N , respectively. We claim that there exists C > 0 such that
Indeed, we have
To estimate the first two terms appearing on the right hand side we use (6.12) and then subsequently (5.3). We conclude that all these terms can be estimated by a constant independent of N. The last expectation can be estimated using (6.1) by
Applying (B.2) and then again (5.3) we obtain that also this term can be estimated independently of N. Hence
On the other hand, from (6.31) we conclude also that for some constants C, C 1 > 0 independent of N we have
Choosing ε N tending to 0 sufficiently slowly we can guarantee that
and (6.30) follows from an application of the Borel-Cantelli lemma. Choose a ∈ R 2 and let M n := M n · a. Condition M1) obviously holds in light of (6.31). Condition M2) also easily follows from (6.31) and the Chebyshev inequality. Before verifying hypothesis M3) let us introduce some additional notation. For a given probability measure µ on H and a Borel event A write
The respective expectation shall be denoted by E µ . We write P w and E w in case of µ = δ w . We can write that
We can rewrite the expression under the limit in (6.26) as being equal to
It is obvious that the second term on the right hand side of (6.32) does not contribute to the limit in hypothesis M3). We prove that
Then M3) shall follow upon subsequent applications of (6.33), as ℓ → +∞, and Birkhoff's individual ergodic theorem, as K → +∞. To prove (6.33) it suffices only to show that the function S K (·) is continuous on H and for any K fixed there exists a constant C > 0 such that
Equality (6.33) is then a consequence of the fact that measures µ 0 Q K ℓ converge weakly to µ * as ℓ → +∞, and estimate (5.1). Continuity of S K (·) follows from the fact thatΨ ∈ B ν . On the other hand estimate (6.34) follows from the fact that for any j ≥ 1 fixed there exists a constant C > 0 such that
The last estimate can be seen as follows
Using estimates (5.1) and (6.12) we conclude that for any ν > 0 there exists a constant C > 0 such that Ψ(w) ≤ Ce ν (w), ∀ w ∈ H. Hence, using again (5.1), we conclude (6.35). This ends the proof of hypothesis M3).
Finally we verify condition M4). For that purpose it suffices only to prove that
The latter follows if we show that lim sup
From the Markov inequality we obtain
Using (6.12) we conclude that
On the other hand, we have
and from (B.3) we get that
Summarizing, we have shown that for any R > 0,
for some constant C independent of ℓ. The above argument shows that
To obtain (6.37) it suffices only to prove that for δ > 0 as in H3) we have
Note that
This however is a consequence of (5.1). Thus condition M4) follows.
Summarizing, we have shown that
After a somewhat lengthy, but straightforward calculation, using stationarity of µ * and the fact that
we conclude that D ij coincides with the expression on the right hand side of (6.22).
Proof of the results from section 5
7.1. Proof of Theorem 5.1. Part 3) is a direct consequence of parts 1) and 2).
Proof of part 1).
Suppose that ω(t) := ω(t; w). From (B.2) to conclude that for ν ∈ (0, ν 0 ], where ν 0 = 1/(4 Q ), there exists a constant C > 0 such that
Let q = e −1/2 . The right hand side can be further estimated using Jensen's inequality
Iterating this procedure we conclude that for any n ≥ 0
Therefore (cf. part 3) of Lemma A.1 of [9]) we have the following.
Lemma 7.1. There exists a constant C > 0 such that
The above lemma obviously implies (5.1).
A stability result of Hairer and Mattingly.
In our proof we use Theorems 3.4 and 3.6 of [9] , which we recall below. Suppose that (H, | · |) is a separable Hilbert space with a stochastic flow Φ t : H × Ω → H, t ≥ 0, i.e. a family of C 1 -class random mappings of H defined over a probability space (Ω, F , P) that satisfies Φ t (Φ s (x; ω); ω)) = Φ t+s (x; ω) for all t, s ≥ 0, x ∈ H and P a.s. ω ∈ Ω. We assume that P t and P t (x, ·), x ∈ H, are transition semigroup and a family of transition probabilities corresponding to the flow, i.e.
Here B(H) is the space of Borel and bounded functions on H. The dual semigroup acting on a Borel probability measure µ shall be denoted by µP t . We adopt the following hypotheses on the flow. 
Assumption 2. There exist C > 0 and κ 2 ∈ [0, 1) such that for any ε ∈ (0, 1) one can find C(ε), T (ε) > 0, for which
for all x ∈ H, t ≥ T (ε). Introduce now the following family of metrics on H. For κ ≥ 0 and x, y ∈ H we let
where the infimum extends over the set Π(x, y) consisting of all C 1 regular paths c : [0, 1] → H such that c(0) = x, c(1) = y. In the special case of κ = 1 we set d = d 1 . For two Borel probability measures µ 1 , µ 2 on H denote by C(µ 1 , µ 2 ) the family of all Borel measures on H×H whose marginals on the first and second coordinate coincide with µ 1 , µ 2 respectively. We denote also by
Here Lip(φ) is the Lipschitz constant of φ : H → R in the metric d(·, ·). By P 1 (H, d) we denote the space of all Borel, probability measures µ on H satisfying H d(x, 0)µ(dx) < +∞. Let A ⊂ H × H be Borel measurable. For a given t ≥ 0 and x, y ∈ H denote
Assumption 3. Given any κ ∈ (0, 1) and δ, R > 0 there exists T 0 > 0 such that for any T ≥ T 0 there exists a > 0 for which inf |x|,|y|≤R
Theorem 7.2. Suppose that Assumptions 1, 2, 3 stated above are in force. Then the following are true: 1) there exist C, γ > 0 such that
2) there exists a unique probability measure µ * ∈ P 1 (H, d) invariant under {P t , t ≥ 0}, i.e. µ * = µ * P t for all t ≥ 0, 3) we have
Here
Proof of part 2).
Verification of Assumption 1. Denote Φ t (w; W ) := ω(t; w, W ), where W is the cylindrical Wiener process appearing in (4.1). Let
In what follows we suppress w and ξ in our notation when their values are obvious from the context. Define V (w) := V * (|w|) = V * (|w|) = e ν|w| 2 . Assumption 1 of Theorem 7.2 is a consequence of the result below and estimate (B.2) shown in the Appendix B.
Proposition 7.3. For any ν > 0 there exists C > 0 such that
Proof. Note that ξ(t) satisfies a (non-stochastic) equation
Hence,
Using (A.5) and (A.6) (for r = 1/2) we conclude that for some deterministic C > 0,
2 . An application of the Gagliardo-Nirenberg inequality (2.2) with s = 1, β = 1/2 yields
for some constant C > 0. In consequence, there exist C, C 1 > 0 such that
Estimate (7.8) follows upon an application of Gronwall's inequality. In addition, from (7.8) and (7.10) we conclude that there exists C > 0 such that
Verification of Assumption 2.
Here we follow the ideas of Hairer and Mattingly, see [9] . Suppose that Ψ : H → H is a Borel measurable function. Given an (F t )-adapted process g : [0, ∞) × Ω → H satisfying E t 0 |g s | 2 ds < +∞ for each t ≥ 0 we denote by D g Ψ(ω(t)) the Malliavin derivative of Ψ(ω(t)) in the direction of g; that is
where the limit is understood in the L 2 (Ω, F , P; H) sense. Recall that ω g (t; w) := ω(t; w, W + g) solves the equation
The following two facts about the Malliavin derivative shall be crucial for us in the sequel.
Directly from the definition of the Malliavin derivative we conclude the chain rule:
with D(t; w, g) =: D g ω(t; w), t ≥ 0. In addition, the integration by parts formula holds, see Lemma 1.2.1, p. 25 of [24] .
In particular, one can easily show that when H = H and Ψ = I, where I is the identity operator, the Malliavin derivative of ω(t; w) exists and the process D(t; w, g) (we omit writing w and g when they are obvious from the context), solves the linear equation
Here δk(t) := K(D(t)). Denote ρ(t; w, ξ) := ξ(t) − D g ω(t; w). We have the following.
Proposition 7.4. For any ν, γ > 0 there exists a constant C > 0 such that for any given w, ξ ∈ H one can find an (F t )-adapted H-valued process g(t) = g(t, w, ξ) that satisfies
We prove this proposition shortly. First, however let us demonstrate how to use it to finish verification of Assumption 2. We have
Using the chain rule, see (7.12) , the right hand side can be rewritten as
The last equality follows from integration by parts formula (7.13). We have
Hence, by (7.16) and (7.15), given κ 2 ∈ (0, 1), ν > 0 , the corresponding V (w) = e ν (w) and ε ∈ (0, 1), we conclude estimate (7.4) with T 0 , C(ε), such that
and sup
Therefore Assumption 2 will be verified, provided that we prove Proposition 7.4.
Proof of Proposition 7.4. We assume first that q k = 0 for all k ∈ Z 
Let (ζ(t)) t≥0 be the solution of the problem
for a given integer N ≥ 1. Here ζ N (t) := Π <N ζ(t). We adopt the convention that
Note that f takes values in a finite dimensional space. Recall that ρ(t) = ξ(t) − D(t). The proof of the proposition in question shall be achieved at the end of several auxiliary facts formulated as lemmas.
Lemma 7.5. We have
Proof. Adding f (t) to the both sides of (7.17) we obtain
Recall that ξ(t) and D(t) satisfy equations (7.9) and (7.14), respectively. Hence ρ(t)
Since, f (t) = Qg(t) we conclude that ρ(t) and ζ(t) solve the same linear evolution equation with the same initial value. Thus the assertion of the lemma follows.
Lemma 7.6. For each N ≥ 1 we have
Proof. By Lemma 7.5 we have ρ(·) = ζ(·). Applying Π <N to both sides of (7.17) we obtain
Multiplying both sides of (7.25) by ζ N (t) we obtain that z(t) := |ζ N (t)| 2 satisfies
Since 0 ≤ z(0) ≤ 1 the desired conclusion holds from elementary properties of the solution of o.d.e. (7.26).
Let ζ (N ) (t) := Π ≥N ζ(t). We have
We shall use the following estimates, see Proposition 6.1 of [2] . There exists C > 0 such that
for all s 1 , s 2 , s 3 ≥ 0 such that s 1 + s 2 + s 3 > 1. When, in addition s 1 > 1 we have
With the help of the above inequalities we can bound the symmetric part of the bilinear form B(·, ·) as follows.
Lemma 7.7. For any ε ∈ (0, 1) and ν > 0 there exists a constant C > 0 such that
Proof. From (7.28) we have
Using the Gagliardo-Nirenberg and Young's inequalities we get
for some C 2 > 0. This yields
Likewise,
On the other hand
. With this inequality we can estimate of the right hand side of (7.31) by
The first term can be estimated by
The second term is less than, or equal to
Summarizing the above consideration we have shown (7.30) .
Proof of (7.15) . Performing the scalar product in H of both sides of (7.17) against ζ (N ) (t) and using Lemma 7.5 we conclude that
Suppose that N 0 is such that
Then, solve (7.17) and determine g(t) via (7.19) . According to Lemma 7.5 the difference ρ(t) = ξ(t) − D(t) equals ζ(t). From (7.32) we conclude via Gronwall's inequality that (7.34)
From Lemma 7.6 the second term on the right hand side of (7.34) can be estimated by
for all t > 0. Estimate (7.15) , with e ν ′ (w) appearing on the right hand side, is then a consequence of the above bound, Lemma 7.5 and estimate (B.3) if only 0 < ν < ν ′ < ν 0 .
Proof of (7.16). To prove the estimate observe that from (7.19), (7.20) and (7.23) it follows that
7.2.1. Estimates of |g 1 (t)|. Note that for t ≥ 2,
The last inequality holds because
We use (7.32) to get
Denote the terms appearing on the right hand side as J i (T ), i = 1, 2, respectively. We have
The boundary term appearing on the right hand side is easily estimated by Ce ν (w), by virtue of (7.35) and (B.2). As for the integral term, using (B.1) and the already proven (7.15), we can estimate it by
Next, we can write
Observe that
The last inequality follows from (B.3). On the other hand, by the same token
and finally
Repeating the integration by parts argument used before we conclude that also
Summarizing, we have shown that J 21 (T ) ≤ Ce ν (w), for T ≥ 2. In the same way we can argue that J 22 (T ) ≤ Ce ν (w), thus also
Finally, for t ∈ [0, 2] we use (7.36 ) to obtain that
We have therefore 
It is easy to see from (B.1) that J 32 ≤ Ce ν (w). Term J 31 satisfies an estimate analogous to (7.37), we can write therefore that
where J 311 , J 312 are defined as the corresponding expression on the right hand side of (7.37) with the limits of the integrals appearing on the right hand side replaced by 0 and 2 correspondingly. In the case of J 311 we proceed in the same way for J 1 (T ) and end up with the bound J 311 ≤ Ce ν (w). On the other hand, from (7.34) we get
Repeating the argument with the integration by parts we have used in the foregoing we conclude that the first term on the right hand side is estimated by e ν (w). The second term equals
From here on we estimate as in the foregoing and conclude that this term is less than e ν (w). Summarizing, we have shown that 
We can write that
From the above lemma we get that for T ≥ 2,
provided 0 < ν < ν ′ < ν 0 . The first inequality follows from (7.35), while the second from (B.3). This, ends the proof of Proposition 7.4 and according to our previous remarks concludes the verification of Assumption 2. Likewise, from (7.29) with s 1 = 3/2, s 2 = s 3 = 0, we have
With these inequalities we conclude that
From here on we proceed as in the proof of Lemma A.3 of [22] and conclude from (7.39) that Summarizing, the above consideration we obtain from (7.40) that for any T > 0 and N ≥ 0 there exists a constant C > 0 such that To deal with DP t φ(w) [ξ] we first show the following:
Lemma 7.9. Suppose that {ξ(t), t ≥ 0} is defined by (7.7). Then, for any t, ν > 0 there exists C > 0 such that (7.43) ξ(t) 2 ≤ C ξ 2 exp ν t 0 ω(s; w) 2 ds + Ct , ∀ t ≥ 0, w ∈ H, ξ ∈ V, P − a.s.
Proof. Let ζ(t) := |ξ(t)| 2 + γ ξ(t) 2 , with γ > 0 to be chosen later on. We have ∂ t ζ(t) = −2 ξ(t) 2 − 2γ|ξ(t)| 2 2 + γ B s (ξ(t), ω(t)), ∆ξ(t) + B(ξ(t), ω(t)), ξ(t) . Thanks to (7.28) with s 1 = 3/2, s 2 = s 3 = 0 we can find constants C, C 1 > 0 such that γ| B 0 (ξ(t), ω(t)), ∆ξ(t) | ≤ Cγ|ξ(t)| 2 |ξ(t)| 1/2 ω(t) Proof. Let ρ(t) := ω(t; w 1 ) − ω(t; w 0 ) and r(t) := K(ρ(t)). From (7.11) we conclude (A.4) d dt |ρ(t)| 2 = −2 ρ(t) 2 − 2 (r(t) · ∇)ω(t; w 0 ), ρ(t) + 2 (r(t, 0) · ∇)ω(t; w 0 ), ρ(t) .
To deal with the second term on the right hand side we use the following estimate. Suppose that v = K(h). Then, for any r > 0 there exists a constant C > 0 such that (A.5) | (v · ∇)f, g | ≤ C f |g| r |h|, ∀ f ∈ V, g ∈ H r , h ∈ H and (A.6) | (v · ∇)f, g | ≤ C f |g||h| r , ∀ g ∈ H, f ∈ V, h ∈ H r , see e.g. (6.10) of [2] . With these two inequalities in mind we conclude from (A. 
