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ON UNITARY GROUPS ASSOCIATED TO DIVISION
ALGEBRAS OF DEGREE THREE
KATHRIN MAURISCHAT
Abstract. We show that the special unitary group associated to an invo-
lution of the second kind on a central division algebra of degree three does
not contain hermitian or skew-hermitian elements. Especially, there are no
reflections.
For Albert’s special cyclic presentation we show that the intersections of
reasonable S-arithmetic subgroups with the two obvious maximal subfields
consist of the trivial central elements.
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1. Introduction
The algebraic and arithmetic structure of central semisimple algebras was de-
veloped in the 1920s and 1930s by Albert, Brauer, Deuring, Dickson, Hasse,
E. Noether, and others. There exist broad theories for them, like local-global
principles, cohomology theories, or Brauer-Severi varieties. In particular, Al-
bert studied division algebras with involution for his work on Riemann mani-
folds. However, division algebras stick to be impervious objects, and we may
say that so far only the case of quaternion algebras is understood comprehen-
sively.
Here we present some results on unitary groups which arise from involutions of
the second kind on division algebras of degree three over a number field. Those
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are inner forms of special unitary groups SU3(H) of matrices defined by a
hermitian matrix H ∈ GL3. Albert [1] showed that simple division algebras D
of odd prime degree over number fields carry an involution α of the second kind
if they have a maximal subfield which is cyclic Galois not only over the center
but over its subfield fixed by the involution, and that these algebras are cyclic.
We give an exact statement of this result for degree three in Theorem 2.1, and
this special cyclic presentation will be referred to throughout this paper. The
unitary group U is given by those g ∈ D such that α(g)g = 1, and the special
unitary group consists of those elements which additionally are of reduced norm
one, Nrd(g) = 1.
Our first main result is the following. It is surprising as it contradicts our intu-
ition that, apart from rotations, reflections are exemplary elements of special
unitary groups.
Theorem 1.1 (Corollary 3.4). The special unitary group SU of a division
algebra of degree three with involution of the second kind does not contain non-
trivial elements of even order. Especially, there are no reflections in SU .
This is proved by the more general observation that the intersections of the
α-eigenspaces with SU are trivial, i.e. there aren’t any hermitian or skew-
hermitian elements in SU . The theorem has a far-reaching consequence.
Corollary 1.2 (Corollary 3.5). Let H ∈ GL3(C) be a hermitian matrix, and
let SU3(H) = {g ∈ SL3(C) | g¯′Hg = H} denote the associated special unitary
group. Let R ∈ SU3(H) be a reflection. Then R is not contained in any global
division algebra (D,α) of degree three with involution α of the second kind such
that for some infinite place v, SU(Dv) ∼= SU3(H). Similarly, no hermitian or
skew-hermitian element of SU3(H) arises in this way.
The second section of our results is concerned with S-arithmetic subgroups
of the special unitary group. For this, the structure of the algebra D and
its involution α must allow an integral model. Arithmetic subgroups provide
prototypes of discrete subgroups of the local groups SU(Fp), which under mild
assumptions, such as the compactness of SU(Fv) at some infinite place v ([4],
[5]), are seen to be cocompact. While they arise at many points in modern
mathematics, there is no explicitly computed example of a discrete cocompact
global subgroup for the special unitary groups in question so far. We use the
special cyclic presentation of D mentioned above,
D = L⊕ Lz ⊕ Lz2 ,
where L is C6-Galois over the totally real field F , the center of D being an
imaginary quadratic extension E of F , and assume the cyclic presentation as
well as the involution is defined over oF . Then the special unitary group SU
gives rise to a group scheme G defined over the integers oF . A criterion for
this is given by Proposition 2.2. Then the main result of Section 3.2 may be
formulated as follows.
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Theorem 1.3 (Proposition 3.9, Theorem 3.10). Let S be a set of prime ideals
p not dividing 2, which are inert in E but split in L, and such that Fp does
not contain the third roots of unity. Then the intersections of the S-arithmetic
subgroup G(oF (S)) with the maximal subfields L and E(z) both are given by
the third roots of unity contained in E.
Prime ideals p satisfying the assumption of the theorem lead to proper special
unitary groups SU3(Ep), i.e. non-split and non-isomorphic to SL3(Ep). The
assumption on Fp not containing the sixth roots of unity may seem artificial
at a first glance. But if E is chosen to be the Kummer extension F (ζ3), this
is satisfied for all inert prime places. The theorem tells us that non-trivial
elements of the promising S-arithmetic subgroups G(oF (S)) belong to non-
obvious splitting fields of D. The results of Section 3.2 are more detailed,
for example they give a criterion for the denominators of the Gal(L/E)-fixed
points of G(F ) (Corollary 3.14).
The paper is organized as follows. In Section 2.1 we recall Albert’s theorem and
the resulting special cyclic presentation. In Section 2.2 we define the unitary
groups and discuss the problem of defining them as integral group schemes. A
criterion for definiteness of the hermitian forms involved is given in Section 2.3.
The results on the order of elements are found in Section 3.1, where we provide
a discussion of fixed points of the unitary groups for several actions on their
coefficients. Finally, in Section 3.2 we give the properties of S-arithmetic sub-
groups. Here we restrict to the case that the center E is imaginary quadratic
over the totally real ground field F fixed by the involution. This means that
at the infinite places we indeed get unitary groups (instead of copies of GL3),
which in view of the applications we have in mind is sensible. The results
can be obtained in greater generality as results on the coefficients with respect
to the special cyclic presentation with moderate requirements on the involu-
tion. Also, most of them are true for the unitary group as well. So we present
and prove them in general and give the results on S-arithmetic subgroups of
special unitary groups afterwards as Example 3.15. The used methods are of
astonishing simple algebraic and arithmetic nature.
Acknowledgements. The author thanks Cristina Ballantine and Brooke
Feigon for their encouragement to publish the results in hand separately from
the joint work. Also, thanks go to Andreas Maurischat for the help from his
bag of algebraic tricks.
2. Preliminaries
2.1. Involutions of the second kind. Let E/F be an extension of number
fields of degree two, and denote by τ the non-trivial Galois automorphism. We
often abbreviate τ by conjugation, τ(x) = x¯. Let D be a central simple division
algebra over E of degree three. An involution of the second kind on D is an
anti-automorphism α such that when restricted to the center E it equals τ ,
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α |E= τ . Throughout this paper we will use the following cyclic presentation
of D. In this it is crucial that there exists a field extension L/E contained in D
such that L/F is a Galois extension with cyclic Galois group Gal(L/F ) ∼= C6.
This is a result due to Albert [1], especially Theorem 22, and valid in much
more generality. We denote by ρ a generator of the Galois group Gal(L/E),
and extend τ to L. Then Gal(L/F ) =< ρτ >.
Theorem 2.1. [See [1]] Let E/F be a quadratic extension of number fields and
denote by τ its non-trivial Galois automorphism. Let D be a central simple
division algebra over E of degree three. Then D carries an involution of the
second kind extending τ if and only if the following two conditions are satisfied.
(i) There exists a maximal subfield L in D such that L/F is C6-Galois.
Consequently, a cyclic realization of D is given by D = L⊕ Lz ⊕ Lz2,
subject to the relations z3 = a ∈ E× and zl = ρ(l)z for all l ∈ L, where
ρ denotes a non-trivial element of Gal(L/E).
(ii) There exists a solution b ∈M = Lτ of the norm equation
NE/F (a) = NM/F (b) .
In this case, an involution α of the second kind is given by the obstructions
α |L = τ and α(z) = b
a
z2 .
Any other involution β of the second kind is conjugate to α by some element
c ∈M×,
β(d) = c−1α(d)c ,
for all d ∈ D, and in particular β(z) = c−1ρ2(c)α(z). Moreover, a cyclic
algebra as described in (i) is a division algebra if and only if a is not a norm
of L, a 6∈ NL/E.
For the field extension L/F we have the following picture.
L
Lτ =M
2
<τ>
■■■■■■■■■
Lρ = E
<ρ>
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✟
✟
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2
❍❍❍❍❍❍❍❍❍❍
Notice that the property a /∈ NL/E together with aa¯ = NM/F (b) force a ∈ E\F ,
as otherwise a2 = NM/F (b) ∈ NL/E . But then a = NM/F (b2a−1) belongs to
NL/E , too. The structure constant a of D is unique up to a factor NL/E(l)
for some l ∈ L. So it is always possible to choose a ∈ oE , the ring of integers
of E. Throughout this paper, we refer to a division algebra D with constants
a ∈ oE \oF and b ∈M satisfying the special cyclic presentation of Theorem 2.1.
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We have the following embedding of the cyclic algebra D = L ⊕ Lz ⊕ Lz2 to
the matrix ring M3(L) defined by
L ∋ l 7→

l ρ(l)
ρ2(l)

 , z 7→

 1 1
a

 .
We will often identify g = l0 + l1z + l2z
2, lj ∈ L, with its image
(1) g = g(l0, l1, l2) =

 l0 l1 l2aρ(l2) ρ(l0) ρ(l1)
aρ2(l1) aρ
2(l2) ρ
2(l0)

 .
Under this embedding, the involution α is realized as
(2) α(g) =


l¯0
ρ(ρ(b)ρ2(b)l¯2)
a
ρ2(ρ(b)l¯1)
a
ρ(b)l¯1 ρ(l¯0)
ρ2(ρ(b)ρ2(b)l¯2)
a
ρ(b)ρ2(b)l¯2 ρ(ρ(b)l¯1) ρ
2(l¯0)

 .
2.2. Unitary groups. Let D be a cyclic algebra satisfying Theorem 2.1 with
structure constant a ∈ oE and with involution α attached to a fixed b ∈ M .
The involution α gives rise to a non-degenerate hermitian form h on D,
h : D ×D −→ D
(x, y) 7→ α(x)y .
That is, for all λ, µ, x, y ∈ D we have
h(xλ, yµ) = α(λ)α(x)yµ = α(λ)h(x, y)µ
as well as
α(h(x, y)) = α(y)x = h(y, x) .
The unitary group of this hermitian form is
U = {g ∈ D× | h(gx, gy) = h(x, y) for all x, y ∈ D} = {g ∈ D× | α(g)g = 1} ,
and the special unitary group
SU = {g ∈ U | Nrd(g) = 1}
is the subgroup of those g with reduced norm one, which using the embedding
(1) is given by the determinant. Let oD be the maximal order of D given by
its integral elements. We define a unitary group scheme U over oF forcing its
F -valued points to be U(F ) = U ,
U(R) = {g ∈ oD ⊗oF R | α(g)g = 1}
for all extension rings R of oF . Similarly, we have the special unitary group
scheme G such that G(F ) = SU ,
G(R) = {g ∈ oD ⊗oF R | α(g)g = 1, Nrd(g) = 1} .
We can also define unitary schemes over F thereby giving in the notion of oF -
valued points. For example, it is very appealing to use the embedding of D
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into M3(L) as L-algebra given by (1). But this is defined over oL if and only if
a is a unit in oE . There is an extension of the involution α on M3(L),
(3)
α(

m00 m01 m02m10 m11 m12
m20 m21 m22

) =

 m¯00 ρ(b
−1)m¯10 ρ(b
−1)ρ2(b−1)m¯20
ρ(b)m¯01 m¯11 ρ
2(b−1)m¯21
ρ(b)ρ2(b)m¯02 ρ
2(b)m¯12 m¯22

 ,
and a group scheme D defined over F as a subscheme of M3(L) such that
D(F ) ⊂M3(L) coincides with the image of D, and unitary group schemes with
F -valued points U , SU can be defined directly as subgroups of GL3(L). We will
refer to these schemes as the cyclic presentations associated to Theorem 2.1.
As long as we are concerned with K-valued points, K an extension of F , the
two notions coincide, and we will make frequent use of the cyclic presentation.
We can at least talk about the set Λ of oL-points of D(F ) meaning those with
matrix entries in oL, Λ = oL ⊕ oLz ⊕ oLz2. But notice that in case a /∈ o×E or
b /∈ o×M the involution α will neither act on M3(oL) nor on the oL-points Λ of
D(F ).
In contrary, α acts on D(oF ) = oD, as for an integral element d ∈ oD, the
minimal polynomial f belongs to oE [X], and the polynomial with conjugate
coefficients f¯ ∈ oE [X] is a minimal polynomial for α(d). But if and only if
oD coincides with Λ, then D is already defined over oF , and thus is a matrix
realization of the group scheme given by the maximal order oD of integers in
D, and the notions of integral points of U and G coincide with the notions of
the oL-valued points of the corresponding cyclic presentation group.
Proposition 2.2. The order Λ = oL + oLz + oLz
2 of D equals the maximal
order oD of integral elements if and only if a is a unit in oE.
Proof of Proposition 2.2. First notice that Λ is contained in oD. By [7, 11.6],
the order Λ is maximal if and only if for all prime ideals p of oE the localization
Λp is a maximal order in Dp. Assume a ∈ oE \ o×E and let p be a prime ideal
of oE which contains a. As b ∈ M is chosen such that aa¯ = NL/E(b), we find
that the element b−1z2 ∈ D has minimal polynomial X3− aa¯ . As vp(aa¯) = 0, we
see that b−1z2 is an integer of Dp. But b
−1 /∈ oLp . So the maximal order oDp is
strictly larger than Λp.
On the other hand, the discriminant of Λ is given by its generator
disc(Λ) = det(trrd(bjkbj′k′))
for the oE-basis bjk = ejz
k, j, k = 0, 1, 2, of Λ. Here ej, j = 0, 1, 2, is any
oE-basis of oL, which we may choose Gal(L/E)-invariant. As trrd(lz) = 0 =
trrd(lz
2) = 0 for all l ∈ L, we easily compute
disc(Λ) = det

tr(ejek) 0 00 0 a tr(ejρ(ek))
0 a tr(ejρ
2(ek)) 0

 = (−a2 disc(oL))3 .
As oL is the maximal oE-order (of integral elements) in L, the order oD of
integral elements is an oL-module, and the different D of oD is an oL-module,
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too. It follows that the ideal norm N(D) of D is divisible by disc(oL). But
by [7, 25.10],
disc(oD) =
(
N(D)
)3
,
and further, maximal orders belong to minimal discriminants and vice versa.
So in case a ∈ o×E is a unit, we see that disc(Λ) is clearly minimal. It follows
Λ = oD. 
2.3. Definiteness. In this section, let the ground field F be totally real, and let
E = F (
√−d), where d ∈ oF is square free and totally positive, be an imaginary
quadratic extension. The hermitian form of section 2.2 is called totally definite,
if it is definite at all the archimedean places, equivalently, if the unitary group
G(Fv) is compact for all v | ∞. At an archimedean place v | ∞ we have Fv ∼= R
and Ev ∼= C. So Lv ∼= C ⊕ C ⊕ C, where the embedding L →֒ C ⊕ C ⊕ C
is given by the three embeddings of L to Ev, which we again denote by ρ
j,
j = 0, 1, 2, l 7→ (ρ0(l), ρ(l), ρ2(l)). Using the cyclic presentation, D(Fv) is
isomorphic to M3(C) equipped with the involution (3). But on M3(C) we
have the obvious involution β of the second kind given by conjugate transpose,
β(M) = M¯ ′, and M3(C) being central simple, there exists H ∈ GL3(C) such
that α(M) = H−1β(M)H−1. Obviously, this is satisfied by
H =

ρ
0(b)
ρ(b)
ρ2(b)

 ,
and M ∈M3(C) belongs to U(Fv) if and only if
M¯ ′HM = H .
Thus, U(Fv) is isomorphic to the unitary group associated to the standard
hermitian form given by H. This is definite if and only if ρ0(b), ρ(b) and ρ2(b)
have the same sign. In view of NM/F (b) = NE/F (a) being positive for any
embedding L →֒ C, we actually have ǫv = 1 for all v. That is, b must be totally
positive. We have found a simple criterion for definiteness.
Proposition 2.3. Assume the division algebra of Theorem 2.1 is defined over
an imaginary quadratic extension E/F of a totally real number field F . Then
the involution defined by the totally real number b is totally definite if and only
if b is totally positive.
3. Results on rational points of the unitary group
3.1. Fixed points. In the situation of Theorem 2.1 we assume the field E to
equal F (
√−d), where −d is a square-free element of oF . By the embedding
(1), an element of D(F ) is given by the first row (l0, l1, l2) of the corresponding
matrix, l0, l1, l2 ∈ L. The unitary condition gα(g) = 1 with respect to α given
by (2) for such an element is given by
(4) l0l¯0 + ρ(b)l1 l¯1 + ρ(b)ρ
2(b)l2 l¯2 = 1
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together with
(5) al¯0ρ(l2) + ρ(b)l¯1ρ(l0) + ρ(b)ρ
2(b)l¯2ρ(l1) = 0.
The determinant condition is
(6) NL/E(l0) + aNL/E(l1) + a
2NL/E(l2)− a trL/E(l0ρ(l1)ρ2(l2)) = 1.
So an element g = g(l0, l1, l2) satisfying (4) and (5) belongs to the unitary group
U = U(F ) defined by the involution α on the division algebra. If it additionally
satisfies (6), then it belongs to the special unitary group SU = G(F ). We have
an action of Gal(L/E) =< ρ > on the cyclic algebra D(F ) = L⊕ Lz ⊕ Lz2 by
automorphisms given by the action on the coefficients,
ρ(l0 + l1z + l2z
2) = ρ(l0) + ρ(l1)z + ρ(l2)z
2 ,
for all lj ∈ L. This coincides with the inner automorphism given by conjugation
with zj, ρj(d) = zjdz−j . The Gal(L/E)-fixed points of D(F ) obviously are
those with coefficients lj ∈ E.
Let us collect some simple properties.
Proposition 3.1. (a) If for an element g(l0, l1, l2) ∈ U(F ) one of the co-
efficients is zero, then g = lzj , l ∈ L, is monomial.
(b) The monomial elements g = lzj , j = 0, 1, 2, of U(F ) are given by those
l ∈ L satisfying the norm equation NL/M (l) = 1, ρ(b)NL/M (l) = 1,
ρ(b)ρ2(b)NL/M (l) = 1, respectively, for j = 0, j = 1, j = 2, respectively.
(c) The monomial elements g of G(F ) are the elements given by g = l,
where l ∈ L× satisfies the norm equations
(7) NL/M (l) = 1 = NL/E(l) .
Especially, the Gal(L/E)-fixed monomial elements are given by the third
roots of unity contained in E.
Proof of Proposition 3.1. If lk = 0, then by the unitary condition (5) a second
coefficient ln, n 6= k, is zero, too. So g = ljzj for j 6= k, n. This is (a).
Concerning (b), for a monomial element g = lzj the unitary condition (4)
clearly simplifies to the stated ones. Concerning (c), g = lzj ∈ G(F ) must
satisfy the determinant condition (6), aj NL/E(l) = 1. As a and a
2 don’t
belong to NL/E , we must have j = 0, and hence (7). In the special case l ∈ E×,
we have ll¯ = 1 = l3, i.e. l is a third root of unity. The primitive third roots of
unity belong to E = F (
√−d) if and only if d = 3, i.e. E = F (ζ6). 
By Hilbert 90 an element l ∈ L× satisfying the first condition of (7) in Propo-
sition 3.1 is of the form
l =
y0 +
√−dy1
y0 −
√−dy1
.
with y0, y1 ∈M . In order to satisfy the second condition non-trivially, we may
assume y1 to be non-zero and normalize it y1 = 1. Then the second condition
is equivalent to trL/E(y0ρ(y0)) = d.
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Although conjugation of the coefficients lj ∈ L, l0+ l1z+ l2z2 7→ l¯0+ l¯1z+ l¯2z2,
does not define an algebra homomorphism, we can ask for elements of U(F )
and G(F ) whose coefficients are fixed under conjugation, respectively mapped
to their negative, i.e. lj ∈M for all j, respectively lj ∈
√−dM for all j.
Proposition 3.2. (a) The only element of G(F ) given by a first row (l0, l1, l2)
such that l¯j = ǫlj , j = 0, 1, 2, with ǫ ∈ {±1}, is the identity.
(b) The elements of U(F ) given by a first row (l0, l1, l2) such that l¯j = lj ,
j = 0, 1, 2, are g = ±1, g = lz if l ∈M is a solution of ρ(b)l2 = 1, and
g = lz2 if l ∈M is a solution of ρ(b)ρ2(b)l2 = 1.
(c) The elements of U(F ) given by a first row (l0, l1, l2) such that l¯j = −lj ,
j = 0, 1, 2, are g = l if l ∈ √−dM is a forth root of unity, g = √−d · lz
if l ∈ M is a solution of dρ(b)l2 = 1, and g = √−d · lz2 if l ∈ M is a
solution of dρ(b)ρ2(b)l2 = 1.
Proof. Let ǫ ∈ {±1}. Let (l0, l1, l2) be the first row of an element g of U(F )
satisfying l¯j = ǫlj for j = 0, 1, 2. As a ∈ E \ F , condition (5) splits into two
conditions
l0ρ(l2) = 0 and l1ρ(l0) + ρ
2(b)l2ρ(l1) = 0.
By the first one, l0 or l2 is zero. Then, by the second condition the other one
or l1 is zero, too. So g = lz
k is monomial. The proposition now follows easily
by evaluation of condition (4). 
The involution α is an extension of the conjugation on L to an algebra anti-
automorphism. For this we have the following theorem, which has Corollar-
ies 3.4 and 3.5 as surprising consequences.
Theorem 3.3. There is no element of G(F ) apart from the identity which is
an eigenvector for the involution α, i.e. α(g) 6= ±g for all g ∈ G(F ). The
eigenvectors of U(F ) under α are the forth roots of unity in E×.
Corollary 3.4. The group G(F ) does not contain non-trivial elements of even
order. Especially, there are no reflections in G(F ).
Proof of Corollary 3.4. If there was an element of finite even order, then there
would exist an element g ∈ G(F ) of order two as well. But then g = g−1 = α(g)
would belong to the +1-eigenspace of the involution α, in contradiction to
Theorem 3.3. 
Corollary 3.5. Let H be a hermitian matrix in M3(C), and let SU3(H) =
{g ∈ SL3(C) | g¯′Hg = H} denote the associated special unitary group. Let
R ∈ SU3(H) be a reflection. Then R is not contained in any global division
algebra (D,α) of degree three with involution α of the second kind such that for
some infinite place v, SU(Dv) ∼= SU3(H). Similarly, no hermitian or skew-
hermitian element of SU3(H) arises in this way.
For the proof of Theorem 3.3 we need the following lemma.
Lemma 3.6. If a satisfies the conditions of Theorem 2.1, then it holds aF ∩
NL/E = {0}.
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Proof of Lemma 3.6. First we notice that if q ∈ F ∩ NL/E , then there exists
x ∈ M such that NL/E(x) = q. As, let y ∈ L be such that NL/E(y) = q. Let
z = NL/M (y). By the compatibility of norms we have q
2 = NL/M (NL/E(y)) =
NM/F (z). This implies NL/E(
z2
q ) = NM/F (
z2
q ) =
q4
q3
= q. Now assume that for
some q ∈ F× we have aq ∈ NL/E . It follows that NL/M (aq) = aτ(a)q2 belongs
to NM/F . So by an argument analog to the above, q ∈ NM/F . But this implies
a ∈ NL/E , a contradiction. 
Proof of Theorem 3.3. For an element g ∈ D(F ) given by a first row (l0, l1, l2),
the condition α(g) = ±g reduces to l0 = ±l¯0 and l2 = ± baρ2(l¯1). Now assum-
ing g to belong to U(F ), the unitary condition (5) multiplied by l1 gives the
following equation.
ρ(b)l1 l¯1(l0 + ρ(l0)) = ∓al1ρ(l1)ρ2(l1).
The right hand side is ∓aNL/E(l1), which belongs to E. While the conjugate of
the left hand side is ±ρ(b)l1 l¯1(l0+ ρ(l0)), so belongs either to M or to
√−dM .
It follows that aNL/E(l1) ∈ E∩M = F , respectively aNL/E(l1) ∈ E∩
√−dM =√−dF . Both cases give the condition NL/E(l¯′1) ∈ aF (where l′1 = l1 in the first
case, and l′1 = l1/
√−d in the second case). By Lemma 3.6, l1 = 0 hence l2 = 0,
and g = l0 must satisfy l
2
0 = ±1, so l0 is a forth root of unity in L. As L/E does
not admit a subextension of degree two, l0 already belongs to E. For l0 ∈ G(F )
we must have l30 = 1, so l0 = 1. 
3.2. Integer valued points. We assume F to be totally real and E/F to be
imaginary quadratic. In working with integer valued points we have to take
into account the discussion of their definition in section 2.2. But even in the
case of a ∈ E× or b ∈M× not being units in the corresponding rings of integers,
to ask for possible denominators of the coefficients of the F -valued points in
the cyclic presentation is interesting.
We give an answer of this question in two special cases. First, for the case
of monomial elements. Second, notice that in case the quantity b defining the
involution α can be chosen to belong to F , the subgroups U(F )ρ and G(F )ρ of
Gal(E/F )-fixed points in U(F ) and G(F ), respectively, give themselves rise to
group schemes over F . They are associated to the unitary, respectively, special
unitary group for the hermitian form on E3 induced by the involution of (3) re-
stricted to the subalgebra M3(E) of M3(L). We characterize the denominators
of U(F )ρ and G(F )ρ in this case.
Definition 3.7. For a set S of prime ideals of the number field F we denote
by oF (S) the subring of F in which exactly the prime ideals in S are invertible.
Definition 3.8. (a) We say a prime ideal p of F satisfies Property A for
the extension L/E/F , if p does not contain two, and if p is inert in E
but splits in L.
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(b) We say a prime ideal p of F satisfies Property B for the extension E,
if p does not contain two, and p is either inert or ramified in E such
that Fp does not contain the sixth roots of unity.
Proposition 3.9. Let S be a set of primes p of F satisfying Property A, and
for which the valuations vp(b) are zero. Then the monomial elements g = lz
j ∈
G(F ) with l ∈ oL(S) are the third roots of unity contained in E.
Here oL(S) denotes oL(S) = oE(S)λ0 + oE(S)λ1 + oE(S)λ2 for any integral
basis λ0, λ1, λ2 of oL.
Proof of Proposition 3.9. For p ∈ S let p1, p2, p3 be the prime ideals of oL
above p, so poL = p1p2p3oL. Recall the field M is the subfield of L fixed by
conjugation. As p is unramified in E, the prime ideals pk are defined by their
intersection with M , pk = (pk ∩ oM ). For l ∈ oL(S), there are integers rk such
that vpk(l) = rk, k = 1, 2, 3. Let g = lz
j satisfy the unitary condition (4),
1 = c(j, b)NL/M (l) where c(0, b) = 1, c(1, b) = ρ(b), c(2, b) = ρ(b)ρ
2(b) have pk-
valuation zero. But then vpk(NL/M (l)) = 2rk must be zero, so r1 = r2 = r3 = 0.
Varying p in S it follows that l ∈ o×L . As M/F is totally real, the unit group
o×M is isomorphic to Z/2Z ⊕ Zr for some r ≥ 2. Let e1, . . . , er be generators
of the non-torsion part. Then o×L = o
×
E× < e1, . . . , er >. Accordingly, write
l = ξes11 · · · esrr . Then the unitary condition is
1 = c(j, b)ξξ¯ · e2s11 · · · e2srr .
Especially, when j = 0 this is satisfied only if s1 = · · · = sr = 0 and 1 = ξξ¯. In
case g = l ∈ G(F ) the determinant condition 1 = NL/E(ξ) = ξ3 implies ξ is a
third root of unity. 
Theorem 3.10. For the division algebra of Theorem 2.1 assume that for the
structure constant a ∈ oE the involution is given by some b ∈ F . Let S be a
set of prime ideals p of F satisfying Property B and for which the valuations
vp(b) are zero. Then, apart from the monomial solutions g = lz
j, where l ∈ o×E
with bjll¯ = 1, there is no element in U(F ) given by coordinates (l0, l1, l2) with
lj ∈ oE(S) for j = 0, 1, 2 in the cyclic presentation. Especially, the elements of
G(F )ρ of this kind are the third roots of unity contained in E.
In the case of the coincidence of the maximal order of integer points oD with
the cyclic order Λ = oL ⊕ oLz ⊕ oLz2, Theorem 3.10 implies the triviality of
the oF (S)-valued points of G
ρ. We formulate this in the Kummer case, i.e. in
case E = F (ζ3).
Corollary 3.11. For the division algebra of Theorem 2.1 assume E = F (ζ3),
and assume the constants are a ∈ o×E and b ∈ o×F . Then for all sets S of prime
ideals of F ramified or unramified and non-split in E the group G(oF (S))
ρ of
oF (S)-valued points is {1, ζ3, ζ¯3}.
For the proof of Theorem 3.10 we need the following lemmas.
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Lemma 3.12. Assume for a prime p and an integer n that pn ≡ 5 mod 6.
Let a ∈ Fp2n \Fpn satisfy aa¯ = b3 for some b ∈ F×pn. Then the following system
of homogeneous equations
(8) l0l¯0 + bl1l¯1 + b
2l2l¯2 = 0,
(9) al¯0l2 + bl¯1l0 + b
2 l¯2l1 = 0,
for lj ∈ Fp2n, j = 0, 1, 2, only has the trivial solution (l0, l1, l2) = (0, 0, 0).
Proof of Lemma 3.12. First notice that the condition pn ≡ 5 mod 6 is satisfied
only for primes p ≡ 5 mod 6 and odd n. Equivalently, there exists no primitive
sixth root of unity in the finite field Fpn . Next, if one of the lj is zero, then by (9)
another one is zero. But then by (8), the remaining one must be zero, too. So
for a non-trivial solution we have l0l1l2 6= 0. As the equations are homogeneous,
we may assume without loss of generality l2 = 1. Then equations (8) and (9)
simplify to
(10) l0 l¯0 + bl1 l¯1 + b
2 = 0,
(11) al¯0 + bl¯1l0 + b
2l1 = 0.
From (11) and its conjugate we get the following system of linear equations for
l1, l¯1, (
b2 bl0
bl¯0 b
2
)(
l1
l¯1
)
=
(−al¯0
−a¯l0
)
.
Multiplying by the adjunct
(
b2 −bl0
−bl¯0 b2
)
of the matrix involved we get
b2(b2 − l0l¯0)
(
l1
l¯1
)
=
(−ab2l¯0 + a¯bl20
abl¯20 − a¯b2l0
)
.
There are two possibilities. First, assume b2−l0 l¯0 6= 0. Then the linear equation
has the solution l1 =
a¯bl2
0
−ab2 l¯0
b2(b2−l0 l¯0)
. Inserting
l1 l¯1 =
aa¯b2(l0 l¯0)
2 − a2b3l¯30 − a¯2b3l30 + aa¯b4l0l¯0
b4(b2 − l0 l¯0)2
into (10) yields
0 = (b3 − aa−1l30)(b3 − a¯a−1l30),
which is equivalent to l30 = a
2 . It follows (l0 l¯0)
3 = (aa¯)2 = b6, which is
equivalent to l0l¯0 = b
2 as there is no primitive third root of unity in F×pn . This
is a contradiction to the assumption b2 − l0 l¯0 6= 0.
Second, assume l0l¯0 = b
2, i.e. l¯0 = b
2l−10 . In this case the linear system above
forces a¯bl20 = ab
2 l¯0, i.e. l
3
0 = a
2. Inserting l0 into (10) yields l1 l¯1 = −2b, and
multiplying the original equation (11) by a¯l0 yields
al¯0l¯1 + a¯l0l1 = −b3.
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These two equations imply
(l0l1 − a)(l0l1 − a¯) = (l0 l¯0)(l1 l¯1)− (al0l1 + a¯l0l1) + aa¯ = −2b3 + b3 + b3 = 0.
Equivalently, l0l1 = a. But if so, l1 l¯1 =
aa¯
l0 l¯0
= b in contradiction to l1 l¯1 = −2b.
So in neither case we get a non-trivial solution satisfying the conditions of
Proposition 3.12. 
By a rather similar argument we get the following.
Lemma 3.13. Let p be an odd prime and such that for some n the finite
field Fpn does not contain the third roots of unity. On the residue class ring
R := Fpn [π]/(π
2) let¯denote the conjugation given by π¯ = −π. Let a ∈ R×\F×pn
and b ∈ F×pn satisfy the relation aa¯ = b3. Then the following system of equations
(12) l0l¯0 + bl1l¯1 + b
2l2l¯2 = 0,
(13) al¯0l2 + bl¯1l0 + b
2 l¯2l1 = 0,
for l0, l1, l2 ∈ R, only has the solutions (l0, l1, l2) ≡ (0, 0, 0) mod π.
Proof of Lemma 3.13. If one of the lj is zero modulo π, then by (13) another
one is zero modulo π. But then by (12), the remaining one must be zero modulo
π, too. So for a solution not contained in πR we have l0l1l2 6≡ 0 mod π. As the
equations are homogeneous, we may assume without loss of generality l2 = 1.
Then equations (8) and (9) simplify to
(14) l0 l¯0 + bl1 l¯1 + b
2 = 0,
(15) al¯0 + bl¯1l0 + b
2l1 = 0.
From (11) and its conjugate we get the following system of linear equations for
l1, l¯1, (
b2 bl0
bl¯0 b
2
)(
l1
l¯1
)
=
(−al¯0
−a¯l0
)
.
Multiplying by the adjunct
(
b2 −bl0
−bl¯0 b2
)
of the matrix involved we get
b2(b2 − l0l¯0)
(
l1
l¯1
)
=
(−ab2l¯0 + a¯bl20
abl¯20 − a¯b2l0
)
.
There are two possibilities. First, assume b2− l0l¯0 6≡ 0 mod π. Then the linear
equation has the solution l1 =
a¯bl2
0
−ab2 l¯0
b2(b2−l0 l¯0)
. Inserting
l1 l¯1 =
aa¯b2(l0 l¯0)
2 − a2b3l¯30 − a¯2b3l30 + aa¯b4l0l¯0
b4(b2 − l0 l¯0)2
into (14) yields
0 = (b3 − aa−1l30)(b3 − a¯a−1l30) .
From this we get l30 ≡ a2 mod π. It follows (l0 l¯0)3 ≡ (aa¯)2 ≡ b6 mod π. But
Fpn does not contain non-trivial third roots of unity, so l0l¯0 ≡ b2 mod π, a
contradiction.
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Second, assume l0 l¯0 ≡ b2 mod π. In this case the linear system above forces
a¯bl20 ≡ ab2 l¯0 mod π, i.e. l0 ≡ b mod π. Inserting l0 into (14) yields l1 l¯1 ≡ −2b
mod π, and multiplying the original equation (15) by a¯l0 yields
al¯0l¯1 + a¯l0l1 = −b3.
These two equations imply
(l0l1−a)(l0l1−a¯) = (l0 l¯0)(l1 l¯1)−(al0l1+a¯l0l1)+aa¯ ≡ −2b3+b3+b3 ≡ 0 mod π.
So l0l1 ≡ a mod π, and l0l1 l¯0l¯1 ≡ aa¯ mod π. But this implies l1l¯1 ≡ b mod π,
in contradiction to l1l¯1 ≡ −2b mod π. So in neither case we get a solution non-
trivial modulo π satisfying the conditions of Proposition 3.13. 
Proof of Theorem 3.10. We notice that Property B for a prime ideal p is equiv-
alent to the condition that the e´tale extension Ep/Fp is a field extension, and
such that the residue class field κFp does not contain a primitive sixth root of
unity. So κFp
∼= Fpn , and either p = 3 or pn ≡ 5 mod 6.
Assume (l0, l1, l2) gives rise to an element g of U(F ) with lj ∈ oE(S), j = 0, 1, 2.
If actually each lj ∈ oE , then all the summands of condition (4) are non-
negative. For a suitably chosen embedding of F into R, we have l0 l¯0 = 0 or
l0l¯0 = 1. So either l0 = 0 or l1 = l2 = 0. By (5), in the first case one of l1, l2
is zero, too. So in order to satisfy condition (4), g must be monomial, g = lzj
for an element l ∈ o×E of norm one. Applying Proposition 3.1, we only get the
trivial solutions (l0, l1, l2) = (ζ
k
3 , 0, 0) in G(F ).
For a non-trivial solution with lj ∈ oE(S), j = 0, 1, 2, and lj /∈ oE for at least
one j, there exists a prime ideal p ∈ S and an integer r > 0 such that prlj
belongs to the ring oEp of p-adic integers, j = 0, 1, 2. We assume r to be chosen
minimal with this Property. Let π be a uniformizing element of the prime ideal
in oEp . We get a tuple (l
′
0, l
′
1, l
′
2) = π
r(l0, l1, l2) which satisfies the two unitary
conditions (4), (5) for (l0, l1, l2) and leads to the two homogeneous conditions
(8) and (9) of Lemma 3.12 for (l′0, l
′
1, l
′
2) modulo (π), in case Ep/Fp is unramified.
Respectively, if Ep/Fp is ramified, (l
′
0, l
′
1, l
′
2) modulo (π
2) satisfy the conditions
(12) and (13) of Lemma 3.13. As b ∈ o×Fp by assumption, Lemmas 3.12 and 3.13
apply. So (l′0, l
′
1, l
′
2) must be zero modulo (π). This contradicts the minimal
choice of r. 
The following restriction for the denominators of U(F )ρ is a consequence of the
Proof of Theorem 3.10.
Corollary 3.14. For the division algebra of Theorem 2.1 assume b ∈ F . Let
g(l0, l1, l2) be an element of U(F )
ρ. Then the denominators of lj ∈ E are not
contained in prime ideals p of E lying over prime ideals of F satisfying Property
B such that vp(b) = 0.
Proof of Corollary 3.14. Let p be a prime satisfying the conditions above and
consider g(l0, l1, l2) as an element of U(Fp)
ρ. If g(l0, l1, l2) /∈ U(oFp)ρ, then there
is an integer r > 0 (again chosen minimally) such that πr(l0, l1, l2) = (l
′
0, l
′
1, l
′
2)
satisfies (8) and (9) modulo (π) (respectively, (12) and (13) modulo (π2)), and
UNITARY GROUPS ASSOCIATED TO DIVISION ALGEBRAS 15
by Lemma 3.12 (respectively, Lemma 3.13), (l′0, l
′
1, l
′
2) ≡ (0, 0, 0) modulo π,
which contracts the minimal choice of r. 
The notion of oF (S)-valued points becomes relevant when there is a oF -structure
on the special unitary group G. Then the group G(oF (S)) is an arithmetic sub-
group of G(Fp). Especially, if G(Fv) is compact for some archimedean place v,
the quotient will be cocompact ([4], [5]). Any explicit description of G(oF (S)),
or of some congruence subgroup allows to deduce properties of the quotient
G(oF (S))\G(F ). But the following example gives evidence that by choosing a
cyclic presentation, i.e. controlling the involution α, even the explicit detection
of non-trivial elements of G(oF (S)) is sophisticated.
Example 3.15. For simplicity we assume the ground field F to equal the
rationals Q, but this example generalizes to arbitrary totally real ground fields,
when the elements of finite order in D can be controlled. Let E = Q(
√−3) =
Q(ζ3), where ζ3 =
1
2(−1+
√−3). LetM/Q be a totally real C3-Galois extension
such that L = EM be C6-Galois over Q. We assume that the norm of L/E
is not surjective on o×E (that is, L does not contain the ninth roots of unity).
For example, one could generate M by the polynomial f(X) = X3− 13X +13.
Choose the structure constant a = ζj3 of the division algebra D in Theorem 2.1
to be a power of ζ3, where j 6≡ 0 mod 3. Then a /∈ NL/M and D is indeed a
division algebra. As aa¯ = 1, we choose the involution constant b = 1. So the
involution (2) written with respect to the cyclic presentation is
α :

 l0 l1 l2aρ(l2) ρ(l0) ρ(l1)
aρ2(l1) aρ
2(l2) ρ
2(l0)

 7→

l¯0 a¯ρ(l¯2) a¯ρ
2(l¯1)
l¯1 ρ(l¯0) a¯ρ
2(l¯2)
l¯2 ρ(l¯1) ρ
2(l¯0)

 .
The unitary groups U and G are defined over Z, and the different notions of
integer valued points coincide. At infinity the involution α : M3(C) → M3(C)
is simply given by the conjugate transpose, α(g) = g¯′. Especially, U(R) and
G(R) are compact (see Proposition 2.3).
The subfield E(z) of D is isomorphic to Q(ζ9). Theorem 3.10, Corollary 3.11
and Corollary 3.14 say that for elements l0 + l1z + l2z
2 ∈ E(z) to belong
to U(Q) it is necessary that the primes p occurring in the denominators of
l0, l1, l2 are split in E. Especially, for a set S of primes p ≡ 5 mod 6, the
subgroup G(Z(S))ρ is given by the third roots of unity 1, ζ3, ζ
2
3 in E. Notice
that G(Z(S))ρ is the intersection of G(Z(S)) with E(z)× Additionally, assume
that the primes of S actually satisfy Property A, that is Lp is a split algebra.
Then by Proposition 3.9, the intersection of G(Z(S)) with L is {1, ζ3, ζ23}, too:
In S-arithmetic subgroups (S satisfying Property A), the elements belonging to
the two obvious subfields L and E(z) of D are the trivial ones contained in o×E.
The meaning of Property A is the following. Let p be a prime such that Ep
is non-split and Lp is split. So Dp is split, and the embedding (1) identifies
Dp = D ⊗Z Qp with M3(Ep) by the isomorphism Lp ∼= Ep ⊕ Ep ⊕ Ep given by
the three embeddings ρj of L into Ep. Then G(Qp) is isomorphic to SU3(Ep),
the up to equivalence unique special unitary group over Ep/Fp of degree three
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(see [8, 1.9]). And the isomorphism is given by the above embedding. Then for
S = {(p)} the group G(Z(S)) = G(Z[1p ]) is an arithmetic subgroup of SU3(Ep).
As G(R) is compact, G(Z(S)) is cocompact in SU3(Ep) (see [4], [5]). For the
resulting quotient it is natural to study the action of the arithmetic subgroup
on the affine Bruhat-Tits tree, the quotients becoming finite graphs. In case p
ramified, this is the (p + 1)-regular SL3-tree, in case p is unramified, we get a
(p+1, p3+1)-bi-regular tree. In view of Lemma 3.16, the finite quotient graphs
modulo G0 ∩ G(Z[1p ]) will be Ramanujan ([6]), or, respectively, bi-Ramanujan
([2]). The latter case was treated in [3], and this article is in some sense its
conceptional continuation.
Lemma 3.16. In the cyclic presentation of the division algebra let E = Q(ζ3),
a = ζj3, (j 6≡ 0 mod 3), and b = 1. Then the special unitary group G(Q) is the
direct product of < ζ3 > with a torsion-free subgroup G0.
Proof. We first detect the possible orders of torsion points in D. Assume n 6=
2, 3, 6, and let ξ be a primitive n-th root of unity in D. Then Q(ξ)/Q is the n-th
cyclotomic extension, which has degree φ(n). As D is of degree three over E,
we must have φ(n) = 6. It follows that the prime divisors of n are contained in
{2, 3, 7}. But the minimal polynomial of ζ7 is X6+X5+X4+X3+X2+X+1,
which remains irreducible over E. So no seventh root of unity can be contained
in D, but only the eighteenth.
As any sixth root of unity in D belongs to E, a torsion element of G(Q) which
is non-central must have order nine (eighteen being excluded by Corollary 3.4).
By assumption, we have chosen z to be a primitive ninth root of unity in D,
and Nrd(z) = a = ζ
j
3 6= 1, so z 6∈ G(F ). Let y ∈ D be another primitive ninth
root of unity. Then z 7→ y defines an automorphism on D, which is inner,
y = gzg−1 for some g ∈ D×. But then Nrd(y) = Nrd(z) 6= 1, and so y 6∈ G(F )
as well. 
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