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ABSTRACT 
An important trend in high-speed networking is the migration of packet-based technologies 
from Local Area Networks (LANs) to Metropolitan Area Networks (MANs). The increased 
volume of packet-based data traffic in metro networks is challenging the capacity limits of 
existing circuit-oriented technologies such as SONET/SDH which are optimized for voice 
traffic. Our goal in this research is to develop an efficient medium access control mechanism 
for high-speed local and metropolitan area networks (LANs/MANs) that employ time, code, 
and/or wavelength division multiplexing schemes for fiber-based networking. The protocol is 
aimed at fair bandwidth provisioning with varying service level agreements, optimization for 
both voice and data traffic, and fast recovery in case of node or link failures. We expect this 
protocol to include the advantages of both SONET/SDH and high-speed Ethernet 
technologies. 
CHAPTER 1. INTRODUCTION 
1.1 Current Traffic Demands 
Currently, the majority of traffic transmitted over Metropolitan Area Networks 
(MAN's) is transported on Synchronous Optical Network (SONET) based networks, which 
were originally designed for voice traffic. The explosive growth of the Internet, 
videoconferencing, Storage Area Network applications, Virtual Private Network's and 
related data services is causing metro networks to become overloaded and inefficient for 
bandwidth sharing. Voice traffic requirements continue to rise, although at a gradual rate, 
while the number of customers using the networks for data services is growing rapidly. 
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Figure 1. Graph showing data traffic overtaking voice traffic 
Source: FCC, Dell Oro, AT&T Research, RHT, Merrill Lynch Research 
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It is said that the optical MAN market is expected to grow by more than 60 percent 
over the next three years[l]. Thus, it is imperative to take advantage of existing MAN 
infrastructures to provide cost effective solutions to accommodate the increase in data traffic. 
The already existing fiber ring structure of SONET provides a good physical transport 
medium to overlay our proposed media access control 
A major concern among carriers is how to provide service level agreements to 
customers. One solution is to allocate an entire channel to the customer for continuous 
access. With this option service is guaranteed but the customer may not want to pay for the 
entire channel if it is not fully utilized. The alternative is to deploy a traffic monitor and bill 
for only what is used. In this case, service may be delayed but the cost is more attractive. 
1.2 Our Motivation 
Due to the increase in connectionless data traffic in the metropolitan area we seek a 
media access control that provides dedicated service to existing connection-oriented voice 
traffic and utilizes the remaining network bandwidth for use by connectionless data traffic. 
To minimize the implementation efforts of such a media access control we strive to make use 
of the existing fiber ring structure already deployed in the metropolitan area. 
This paper explains a media access control mechanism for Metropolitan Area 
Networks that accommodates the increase in data traffic while maintaining a high quality of 
service for voice traffic. Also a solution for providing Service Level Agreements is given in 
which a carrier has the option to provision bandwidth by guaranteeing service or providing a 
"fair" bandwidth allocation service to all customers. 
1.3 Thesis Outline 
The remaining portion of this thesis is organized as follows. Chapter 2 discusses the 
advantages and disadvantages of the current networking technology in the metropolitan area. 
Chapter 3 presents the proposed architecture for the media access control with Chapter 4 
discussing the data transport method used within the architecture. Chapter 5 gives a brief 
overview of fairness in bandwidth provisioning. Finally, performance evaluation and 
simulation results of the proposed media access control are given in Chapter 6 and 7. A 
summary of this thesis follows with suggestions for future work. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 Metropolitan Area Network Structure 
Metropolitan Area Networks (MANs) are typically designed as a logical ring, which 
connect a number of access nodes (typically between 10 and 30) throughout a metropolitan 
area. These nodes are in place to service geographically separated local area networks. The 
previous-generations MANs employing optical technology are referred to as Synchronous 
Optical Networks (SONET). The limitation in these SONET rings is that they are designed 
for point-to-point, circuit-switched applications (e.g. voice traffic) where a connection is 
from end-to-end. Some of the disadvantages in such rings are listed below. 
Fixed bandwidth allocations - Each node on the ring is given a fixed amount of available 
bandwidth, which is wasted if not used by that node thus, dynamic bandwidth sharing is not 
allowed among nodes. 
Inefficient multicasting - Multicasting is a large application where data from one source is 
distributed to many nodes. The current SONET ring must create a separate circuit from the 
source to each multicast destination. A separate copy of the packet is then sent to each 
destination resulting in bandwidth wastage and increased workload at the source. 
Wasted bandwidth for protection - Typically half of the bandwidth is reserved to provide 
protection to tolerate the effects of failures. Hence, the maximum utilizable bandwidth is 
only half of the available fiber bandwidth even when there are no failures. 
2.2 Resilient Packet Ring = SONET + Ethernet 
SONET was designed to support connection-oriented service, a key requirement to 
guarantee quality for voice traffic. The most appealing element for SONET is the simplicity 
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of the ring structure that provides fast recovery from link failures. More importantly, fiber 
rings are already present in the metropolitan network. 
Ethernet was designed for data traffic where the underlying physical layer is a 
broadcast medium. Ethernet allows for efficient sharing of available bandwidth in a simpler 
and less expensive manner. However, the medium access control follows randomized 
procedures that are efficient for data traffic but do not guarantee quality of service for voice 
traffic. 
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Hence, efforts are underway to exploit the already existing ring infrastructure to 
accommodate data traffic. The IEEE working committee on 802.17 has recently published a 
draft for Resilient Packet Ring (RPR) architecture that supports both connection-oriented and 
dynamic bandwidth provisioning schemes to suit both voice and data traffic [2]. The 
objective is to use existing infrastructure to support increasing data traffic efficiently. 
However, flexibility and fairness in terms of bandwidth allocation are the main difficulties of 
the proposal. 
2.3 Allowing Voice and Data Traffic To Share Bandwidth 
Voice traffic demands a dedicated connection, whereas data traffic usually only 
demands high bandwidth. In the past few years the volume of voice traffic has been 
overtaken by data traffic. So how do we guarantee service without wasting resources? 
Cisco, Nortel and Corrigent Systems have developed solutions to provide such ability in 
Cisco's Dynamic Packet Transport and Spatial Reuse Protocol [3, 4], Nortel's OPTera 
Packet Edge System [5,6] and Corrigent's CM 100 Series [7]. 
As mentioned before, fiber rings are extremely common in the metropolitan area; 
hence, exploiting the existing infrastructure will greatly reduce the installation cost for the 
new architecture. In our protocol the networks physical structure would remain very similar 
to the current implementation. The idea is to make use of a bi-directional ring with one node 
acting as the controller for each wavelength. This node will be the origin for the scheduling 
and provisioning of all ring traffic, allowing voice and data traffic to share bandwidth fairly. 
The key features of the proposed protocol are as follows. The protocol will allow for 
multiple wavelengths scaling along with the ability to provide connection-oriented and 
connectionless service while offering fairness among such services. We investigate the 
ability to make use of existing fiber to increase data bandwidth while maintaining dedicated 
service for voice traffic. 
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CHAPTER 3. PROPOSED ARCHITECTURE 
3.1 Network Structure 
Our proposed architecture consists of a bi-directional ring architecture composed of 
two unidirectional rings similar to that employed in a SONET, but arbitrated by a centralized 
controller (one for each wavelength). Fig. 1 shows the network architecture. Nodes are 
connected by fibers carrying multiple wavelengths and possibly employing time/code 
division multiplexing. 
Nodes --------------. 
Lambda 1 Lambda 2 
Figure 2 - Proposed ring architecture 
3.2 Node Structure 
With this proposed architecture each node must be able to receive data on any 
wavelength. Thus, each node employs a tunable wide band receiver that monitors traffic on 
all wavelengths. Packet headers are read and processed at each node. If the data is destined 
for that node the information is filtered and processed internally. The packet then continues 
through the network and in the case of a multicast packet can be processed by each multicast 
destination without source retransmission. Information on a fast packet ring switch that has 
multicast capability is given in [8]. Also network synchronization [9] and packet delay 
analysis [10] has been studied to govern the operation of such receivers. 
Two transmission schemes are developed in this paper. The first scheme - random 
wavelength selection - requires each node to possess a tunable transmitter allowing each 
node to request and transmit on a randomly selected wavelength decided upon at packet 
arrival time. A request is sent to the respective controller on the selected wavelength. This 
request is granted on the same wavelength and data transmission takes place on the selected 
wavelength. 
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The other - fixed wavelength selection - requires each node to maintain a fixed 
transmitter. The transmission wavelength for each node is selected based on the proximity to 
the nearest controller and the transmitter is set to the corresponding wavelength. This 
scheme reduces the propagation time of the request to the controller, but may result in 
wavelength overload. 
The node structure is designed to require minimal internal processing. Each node is 
only required to read the header of each packet and make the necessary decisions. It is not 
concerned with timing or bandwidth arbitration. 
3.3 Controller Structure 
The controller structure is somewhat more complex as timing and bandwidth 
arbitration must be handled at the controller nodes. A controller operates similar to the other 
nodes with some added functionality. The receiver structure of the control node is identical 
to that of all other nodes as it must be able to receive data on all wavelengths requiring a 
tunable wide band receiver. 
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As the control node may also require network bandwidth for data transmission a 
tunable transmitter is needed for operation with the random wavelength selection scheme and 
a fixed transmitter is required for the fixed wavelength selection scheme, similar to that of all 
other nodes. 
In addition to the transmitter and receiver components, each controller queues and 
issues slots for use by it and the other nodes in a scheduled manner as discussed later; thus a 
queue must be maintained at the controller. The controller also has the capability to maintain 
various service level agreements along with the ability to issue connection-oriented services 
when needed. 
The controllers are selected based on their location, number of nodes in the ring and 
the number of wavelengths used in the ring. The following equation is used to determine the 
control nodes. 
( (l bd )*l #NODES I J am a #WAVELENGTHS~ 
For example: if the network has 24 nodes and 4 wavelengths, lambda 0 is controlled 
by node 0, lambda 1 by node 6 and so on. This scheme is used to evenly space control nodes 
throughout the network. 
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CHAPTER 4. DATA TRANSPORT METHOD 
The goal for data transport is to develop an efficient bandwidth allocation scheme to 
achieve fairness and quality of service for both data and voice traffic. Various media access 
controls that provide bandwidth-provisioning schemes have been studied, such as Token 
Ring [11] and DQDB [12]. Our scheme uses both inner and outer rings for data transmission 
in order to utilize the maximum capacity of the ring. 
If the upstream ring is required for data transport, the node sends a request to the 
control node via the downstream ring and vice versa. The sending node chooses a ring for 
data transmission based on the location of the destination node and controller. If the data 
packet is intended for an upstream node the respective upstream ring is chosen for the data 
transport and thus a request is sent to the controller via the downstream ring. In the 
following explanation an upstream path is one in which a packet is sent in the clockwise 
direction, i.e. a packet destined for node 5 from node 1 will use the upstream direction unless 
the destined controller lies between the source and destination, in which case the packet will 
travel to node 5 in the downstream counterclockwise direction. The controller then allocates 
and sends out time slots each of which contain the following sections: 
Unique ID - Each slot has a unique identifier consisting of an ID and COUNTER that 
corresponds to the request being filled. As a time slot travels through the network the unique 
identifier is examined by each node to determine which request is being serviced. 
Request- A request section is appended to each slot to allow for future requests. The 
request section contains an ID and COUNTER that serves as the unique identifier when the 
request is serviced. Any node can make a request by incrementing the counter, this value is 
recorded by the node to match a future time slot for service. As time slots flow in both 
directions the requests are piggybacked upon all time slots. 
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Data Slot - Each time slot also maintains a portion of bandwidth for data to be inserted. The 
proposed portion is approximately 1500 bytes or 1 full Ethernet frame. 
As noted earlier, the control node is in charge of bandwidth usage and provisioning. 
The control node issues time slots in both directions on the ring in the format shown below. 
The slot shown is for an upstream time slot. It consists of five fields. 
TA SLOT 
Figure 3 - Upstream time slot 
The upstream ID and upstream COUNTER (UPID and UPCTR, respectively) are the 
unique slot identifiers for use by the requesting node. The data slot is the portion of 
bandwidth that is reserved for data packet information, which is inserted by the requesting 
node. Finally the downstream ID (DNID), which can be viewed as the round ID, is 
incremented for each successive slot issued. Finally the downstream COUNTER (DNCTR) 
combines with the DNID to create a unique pair that serves as a request identifier for any 
node demanding a future time slot in the downstream direction. 
4.1 Network Operation 
The operation is explained for use with one wavelength and one control node. At the 
start of time slot issuance the network is empty with each node possibly having bandwidth 
requests. The control node issues a time slot in the upstream direction with the values shown 
in figure 4. Each successive slot issued is similar with DNID being incremented until the 
first slot of the respective round arrives at the controller and DNID starts again at 1. 
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-1 -1 PTY 0 
Figure 4 - Active time slot (invalid unique ID) 
The values of UPID = -1 and UPCTR = -1, signifies that no time slot requests have 
been received from the downstream direction, or that this slot is intended for connection-
oriented service, and thus no node uses this slot for "data" transmission. The DNID value of 
l signifies this is the first slot issued in the upstream direction for the specified round, during 
each round only one unique DNID may be present on the network. 
As the time slot propagates through the ring, any node may request a future time slot 
by incrementing the DNCTR by 1; this DNID.DNCTR combination becomes the unique ID 
for the future time slot that would be issued by the controller in downstream direction. For 
instance, if node 1 has a data awaiting service, the DNCTR is incremented as the slot passes 
and the unique ID of 1.1 is remembered for future service. If node 2 has data awaiting 
service the DNID is incremented and the unique ID 1.2 is remembered and so on. Once the 
slot returns to the control node it is stripped from the network. The DNID and DNCTR are 
then examined and time slots are issued in the opposite direction in format shown in figure 5. 
The issued slots unique identifier (now DNID.DNCTR) is filled with the request information 
from the most recently received packet beginning with DNID.1 and incrementing DNCTR 
for each successive slot until DNID.(max) DNCTR is reached. 
EMPTY UPID 
Figure 5 - Downstream time slot 
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4.2 Network Operation Example 
The following example will clarify the usage of the dual ring network operating with 
1 controller and 4 ordinary nodes. 
I -1 I -1 I Empty 
Node4 data 
Em 
Em 
l 
I 
I -1 I -1 I Empty I 1 
Figure 6 - Network Operation Diagram 
Control Node 0 
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1 0 1 1 Node 1 data 
3 0 3 
2 0 2 
1 0 
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0 
0 
0 \ 
\ 
~ 
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For instance, assume nodes 1,3 and 4 have at least one request at the time the first slot 
(Figure 2) is issued in the upstream direction. Node 1 increments the counter and remembers 
the unique identifier 1.1. Node 2 allows the slot to pass unchanged, as Node 2 is not in need 
of service. Node 3 increments the counter and remembers the identifier 1.2. Node 4 does 
likewise and stores the request identifier 1.3. The slot then returns to the controller and is 
stripped from the network. Slot 1 with DNID/roundID = 1 is shown propagating on the outer 
nng. 
At this time the controller examines the request portion of the received slot and 
determines the number of slots requested for downstream service and queues them in the 
central queue. The controller then begins to issue slots from the head of the queue in the 
downstream direction with the DNID and DNCTR filled to satisfy the received requests. 
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For each slot issued on the inner ring it should be noted that the UPID or round ID 
(field 4) is incremented to identify the slot in the current round. Depending upon the size of 
the network the maximum round ID is varied. The inner ring shows a table of the three slots 
issued for service based on the received requests. Each node examines the header 
information to locate a matching unique identifier. When the time slot with a matching 
unique identifier is discovered the awaiting data is inserted. 
In this example the first two slots are allowed to pass node 4 unchanged (unless a 
future upstream request is to be made). The third slot shown with UPID = 3 has a matching 
unique identifier of 1.3, thus, node 4 data is inserted. The three slots are shown with their 
respective changes after processing is done at each node. The slots continue through the 
network until they arrives again at the control node where the request portion of each slot is 
examined and processed. 
4.3 When To Make A Request 
The question of when to request bandwidth is also of importance for optimal network 
performance. Because propagation delay to the controller is costly to the request and service 
scheme effort is made to minimize its effect. As is typical with connectionless data transport, 
messages arrive at the node often requiring more than one slot for complete service. To 
utilize the possibility of making a request on each time slot, a mechanism must be in place to 
sense the size of the message at the time the first slot is requested. If the node is restricted to 
wait for service of one packet to complete before another slot can be requested each message 
requiring more than one slot for complete service will experience multiple propagation 
delays to the control node. 
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The method used in the proposed media access control allows each node the ability to 
have multiple outstanding service requests for each message. For example, once a message 
arrives at a node all requests needed are made on consecutive time slots. This method will 
effectively reduce the propagation delay associated with an entire message. I.e. if a message 
of size 10 arrives at a node, requests are made on the next 10 consecutive time slots. Thus, 
only one propagation delay is realized for the entire message. 
Although this method effectively reduces the total propagation delay associated with 
each message the central queue may become overloaded if multiple nodes have a large 
number of outstanding requests. 
4.4. Multiple Controller Operation 
For scalability purposes the proposed network can be modified to accommodate multiple 
wavelengths by employing multiple controllers. In this case the controllers are spaced evenly 
throughout the ring each arbitrating bandwidth on a specific wavelength. By adding 
additional controllers and wavelengths the network is easily scalable to a wavelength division 
multiplexing solution. 
The results given in section 7 of this thesis are for a network with 24 nodes employing 4 
wavelengths. A similar request and service scheme as explained is used with all controllers; 
this divides network usage among all available wavelengths while maintaining fair 
bandwidth arbitration. 
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4.5. Additional Considerations 
One of the advantages to stripping a packet from the network at the control node is 
realized with multicast traffic. The current SONET solution requires a new connection to be 
established for each multicast destination. Our solution allows a packet to pass all nodes in 
route to the controller before being removed from the network. Thus, a packet need only be 
transmitted twice, once in each direction, to reach all nodes on the ring. 
Another improvement over existing solutions is the ability to provide fast recovery in the 
event of a failure without wasting bandwidth. Our solutions utilizes both inner and outer 
rings for data transport as opposed to reserving one for protection; in the event of a failure 
each node will make adjustments to avoid the failure. 
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CHAPTER 5. FAIRNESS SCHEME 
Fairness has been described in many different ways to suit different applications. 
Fairness in arbitrary topology networks is discussed in [13] and the cost of fairness in ring 
networks with spatial reuse studied in [14]. In general a fair bandwidth-provisioning scheme 
allows each network node to have equal access to all available bandwidth. Under heavy 
network load however this becomes increasingly difficult. Thus, we need a way to share 
bandwidth in a manner that keeps each node happy. 
As mentioned earlier, the proposed access control mechanism makes efforts to allow 
connection-oriented service along with a connectionless service for each node. Based upon 
various levels of dedicated service we show that available bandwidth can be shared among 
the remaining nodes without neglecting requests from any single node. 
Because the connection-oriented service is of the most importance to maintain quality 
of service, highest priority is given to this type of traffic. The bandwidth required for these 
services is not available for connectionless service. Each node has the ability to purchase 
such guaranteed service from the network carrier. The provisioning of this traffic follows the 
connection-oriented generation conditions stated earlier. The remaining bandwidth, to be 
provisioned by the control node, is then scheduled based upon received requests. This 
additional bandwidth is available to all nodes, and thus must be scheduled in a fair manner. 
The mechanism used for scheduling is naturally controlled by the request scheme. As 
mentioned earlier, each time slot consists of a unique identifier, payload and request. The 
request portion is the brains of the fairness scheme. Because each node may make only one 
request per time slot, all nodes have an equal opportunity make a request before the slot 
arrives at the controller and service slots are queued. When the control node receives the 
time slot and examines the request portion, time slots are queued in the central queue based 
on this information. Each slot received by the central controller does not contain more than 
one request from any single node and thus each nodes request is scheduled in the same time 
period. 
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In summary no node is allowed more than one successive time slot if any other node 
requires a portion of the available bandwidth, furthermore any node may be given successive 
slots if no other node requires bandwidth but is restricted from overloading the central queue. 
This fairness scheme has been developed to allow all nodes to compete equally for 
available bandwidth while maintaining the ability to service connection-oriented requests. 
As shown in the results, the wait time per packet, measured in number of slots, is similar for 
all nodes on the network. Thus showing that available bandwidth is equally shared among all 
nodes in independent of total network load. 
5.1 Additional considerations 
The fairness scheme is aimed at providing maximum network throughput while 
sharing available bandwidth among all nodes. In order to maintain the proposed fairness 
scheme it is required that all nodes follow the bandwidth request rules. A problem may arise 
when a node acts without consideration of these rules. As stated, each node is only allowed 
to make one request per slot. This ensures that all nodes have equal priority to the available 
bandwidth. By incrementing the counter on any particular slot by more than one and storing 
both ID.COUNTER pairs a node can receive an unfair amount of bandwidth and go 
undetected. This approach though, if implemented correctly, can provide a weighted node 
scheme for fair bandwidth provisioning 
As is typical in the metropolitan area, service requirements may vary between each 
node. In this case a weighted node scheme must be implemented to allow nodes with 
increased service requirements the ability to demand additional bandwidth. This can be 
achieved in one of two ways. The first is to require the nodes demanding additional 
bandwidth to pay for dedicated connection-oriented service, which effectively reduces the 
total bandwidth usable by all nodes for connectionless traffic. 
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The second way is to allow the more heavily burdened nodes the ability to make more 
than one request per slot. In this case the bandwidth provisioning is done in the manner 
described earlier with the possibility of any single node being granted an additional 
proportion of bandwidth based upon their individual load. For example, consider a node that 
services twice the amount of customers as all other nodes. This particular node is allowed to 
make two requests on each passing slot. This method effectively reduces the wait time 
experienced by the heavily burdened node in a proportional manner. The cost associated 
with this ability will be substantial but less than the cost associated with receiving guaranteed 
service. 
The implementation of such a weight scheme requires future research and is not 
exclusively explored in this thesis as the method used to generate traffic distributes load 
equally among all nodes. 
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CHAPTER 6. PEFORMANCE EVALUATION 
In order to demonstrate the operation of the ring network described above, a network 
simulator was built using Visual C++. The following paragraphs describe the functions and 
methods used to build such a network. Tests were performed on the various functions to 
verify their functionality and are also briefly described. 
6.1 Request Generator 
In order to simulate a large Metropolitan Area Network a request generation function 
is created to control the frequency of bandwidth requests. The duty of the request generator 
is to simulate a network in which a Poisson distribution governs the inter-arrival time of all 
network requests. For simulation purposes a slot is assumed to require .01 seconds 
(originally designed for a network with a 100 slot total capacity). Thus, the inter-arrival rate 
A is based upon network load and slot duration. Two different types of bandwidth requests, 
connection-oriented (voice) and connectionless (data) and their generation characteristics are 
explained below. 
To simulate connection-oriented traffic a variable is used to specify the amount of 
connection-oriented service to be provisioned. This variable is set at run time and can be 
changed to reflect an increase or decrease in voice traffic as is needed to provide varying 
service level agreements. 
The provisioning for voice traffic is done periodically throughout each round. I.e. if 
20 percent of all network traffic is specified for voice traffic, two of every ten slots are issued 
for such traffic and thus not available for use by connectionless data traffic requests. To 
signify slots for use by voice traffic the arbitrary unique identifier -1.-1 is used, thus no node 
can have a matching unique ID and the slots cannot be used for data transmission. In 
practice these slots have specified unique identifiers to service specific nodes and the data 
will be taken from separate voice traffic queues maintained at each node. 
The connectionless traffic requests are generated in a somewhat different fashion. 
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For simulation purposes each node maintains two request queues, one for both upstream and 
downstream requests. At the beginning of simulation a request generation function is called 
to fill each request queue. The request queues hold requests for each node and are generated 
using a randomized process. 
We used a Poisson distribution to govern the arrival rate of the messages. Based 
upon total network load (i.e 60 percent network load means 60 percent of all slots are used 
including connection-oriented slots) the average arrival rate was specified. Generic requests 
are generated for all nodes based on this arrival time. The requests are then associated with 
their respective request queue based on the source/destination pair and destined control node. 
A second Poisson distribution is used to determine the message size (in number of 
slots) of each message based on an average packet size, which is set at run time. Based on 
network load each message follows the following generation characteristics. 
• A negative exponential random number is used to determine the arrival time of the 
next bandwidth request. 
• A negative exponential random number is used to determine the size of the next 
message based upon an average message size. 
• A uniform random number is used to determine the source and destination pair of the 
message. 
• A uniform random number is generated to specify the destined wavelength for use 
with the random wavelength selection scheme 
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Once the arrival time, size, source, destination and wavelength are determined the 
packet is queued in the respective queue. The queue sizes are examined for consistency, and 
are shown in Appendix A for a network composed of 3 million requests using the random 
wavelength selection scheme, similar results were observed for a fixed wavelength scheme. 
6.2 Central Controller Slot Queue 
The simulation begins with a function that queues slots in the centralized queue for 
each respective wavelength. The slot queue function examines the request portion of the 
most recently received time slot. This information is used to queue the necessary slots for 
fair operation as described earlier. Each queued element here is given the unique identifier 
associated with the request for use by the requesting node. 
To verify the operation of the slot queue function, a snapshot of the queue before and 
after a slot arrived is taken and examined - all necessary slots are queued in the order they 
arrived. 
6.3 Central Controller Slot Issue 
Once the requested slots are queued in the central queue a slot is issued onto the 
network in one of two ways. 
1. If the next slot is to be taken from the pool of available bandwidth, for use by 
connectionless traffic, the first element of the central queue is removed from the 
central queue and the slot is issued with this specific ID.COUNTER value. If the 
central queue is empty a slot is issued with the ID -1.-1. In this case the slot goes 
unused and is wasted. Future work is suggested to discuss a fair way of using this 
wasted bandwidth effectively. 
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2. Otherwise the ID.COUNTER field is set to -1.-1 to suggest this slot is to be used 
for connection-oriented traffic, nodes are able to use this slot to request future 
slots but cannot transmit data in this time slot. 
As mentioned earlier connection-oriented slots are given the highest priority and are 
allowed to jump to the head of the queue. For a network with 100 slots per round and 20% 
connection-oriented service, 20 slots are issued each round (2 of every 10) for voice traffic. 
Thus, slots 1, 2, 11, 12 and so on are scheduled for voice traffic independent of the size of the 
central controller queue. 
Verification of slot issuance is done by examining the central queue before and after 
slot issuance along with examining the active slots unique ID. It is noted that the queue size 
reduced by one and the active time slot has the correct unique identifier. 
6.4 Node Processing 
After a new slot is issued from the centralized controller, node processing begins. 
Node processing is done at each node as the slot passes through the network. Two functions 
handle the node processing section. The first deals with future requests and the second deals 
with slot usage. 
As mentioned earlier, each slot has a section that carries request information for 
bandwidth requests in the opposite direction. The head of the request queue for the current 
node is examined to determine if a packet is waiting. If so, the request is placed into the 
service queue awaiting a slot for service and the request counter of the current slot is 
incremented to reflect a slot has been requested. 
The other function handled in the node processing section deals with slot usage. If 
the current slot is destined for the node doing the processing, the head of the service queue is 
examined for consistency and is removed from the queue, indicating the request has been 
serviced and placed onto the network. 
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To accumulate the statistics of the simulation the node processing section also 
calculates the network metrics used. When a slot is requested and hence moved from the 
request queue to the service queue the request time is recorded. When the corresponding 
time slot arrives to service the request the service time is recorded. These values are saved 
and processed at the end of simulation. 
The slot then propagates through the network until it arrives again at the central 
controller to be stripped from the network and examined to begin the queue slots process in 
the opposite direction. 
CHAPTER 7. SIMULATION RESULTS 
7 .1 Random Wavelength Selection Scheme 
The results displayed below are for the random wavelength selection scheme 
described previously. As noted, wavelength selection is done on a random basis when 
requests are generated. A uniform random number is used to choose the wavelength to 
transmit the corresponding request on. This method evenly distributes network load across 
all available wavelengths regardless of the geographical location of the requesting node. 
One disadvantage of the random wavelength selection scheme is in the set up time. 
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Set up time is described as the constant time required for a request to travel to the controller 
added to the time for the corresponding service slot to return to the requesting node. 
Although set up time is not examined extensively in this paper consideration is given when 
comparing the random wavelength selection scheme to the fixed wavelength selection 
scheme. 
As mentioned in the fairness description, the goal of the proposed media access 
control is to allow connection-oriented service and bursty data traffic to share bandwidth 
efficiently and fairly. In order to maintain a high quality of service for voice traffic, highest 
priority is given to connection-oriented requests with the remaining bandwidth being shared 
among all nodes. Basically connection-oriented service requests are allowed to enter the 
queue at any time while data requests must wait. This wait time is of interest and is 
displayed below. 
The wait time metric shows that each node receives fair service. The importance of this 
metric is to show that available bandwidth is shared among all nodes fairly. Samples from 3 
million requests are used to calculate wait time averages for various network loads. In each 
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case it is noted that wait times are similar for all nodes. In other words a message from any 
node waits approximately the same amount of time before being fully serviced. The results 
displayed reflect the average wait times with varying connection oriented service 
requirements and network loads. The standard deviation and 95% confidence levels are 
shown to suggest only a small variance was exhibited between individual node wait times. 
Tables 1, 2, and 3 and the corresponding Figure 6 show wait times in number of slots for 
wavelength 0, similar outcomes are seen on all other wavelength as shown in Table 4 and 
Figure 7. [ 16, 17] provide packet transfer delay results for various packet forwarding 
methods. 
Table 1-10% connection-oriented traffic 
40% total 50% total 60% total 70% total 80% total 
load load load load load 
Average Wait 5.74 8.62 13.30 20.85 36.44 
ST Dev 0.29 0.52 0.82 1.34 1.34 
95% Confidence 0.12 0.21 0.33 0.56 0.54 
Table 2 - 20% connection-oriented traffic 
40% total 50% total 60% total 70% total 80% total 
load load load load load 
Average Wait 5.18 7.71 11.67 18.52 32.14 
ST Dev 0.22 0.33 0.67 0.98 1.22 
95% Confidence 0.09 0.13 0.27 0.39 0.49 
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Table 3 - 30% connection-oriented traffic 
40% total 50% total 60% total 70% total 80% total 
load load load load load 
Average Wait 4.51 6.81 10.18 16.10 27.93 
ST Dev 0.23 0.26 0.39 0.79 1.19 
95%Confidence 0.09 0.10 0.16 0.32 0.48 
Figure 6 shows the graphical depiction of tables 1, 2 and 3; 95% confidence is 
signified with error bars shown on each data series. 
Average Wait Times With Various Network Loads - Wavelength 0 
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Figure 6- Wait Times for Wavelength 0 
For completeness and clarity Table 4 with the corresponding Figure 7 is shown to 
represent all wavelengths tested. As stated earlier, each wavelength showed similar wait 
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times as can be seen from these data points. The data points shown are for a network with 
varying load and 20 percent connection-oriented service. 
Table 4 - Wait times for all wavelengths with 20% connection-oriented service 
Lambda 0 Lambda 1 Lambda 2 Lambda 3 
40% total load 5.18 5.14 5.03 5.17 
50% total load 7.71 7.76 7.59 7.95 
60% total load 11.67 11.79 11.47 12.01 
70% total load 18.52 18.90 17.81 18.74 
80% total load 32.14 33.20 30.91 32.90 
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7 .2 Fixed Wavelength Selection Scheme 
The results displayed below compare the fixed wavelength selection scheme 
described with the random selection scheme illustrated above. As noted, for the fixed 
wavelength selection scheme, wavelengths are selected on a fixed basis according to the 
physical location of each node in proximity to the nearest controller. Thus, all requests from 
any node are predetermined to be serviced by the nearest controller. 
Experimental results obtained are similar to those of the random wavelength selection 
scheme with a slight difference pertaining to individual wavelength load due to the request 
generation process. With the fixed scheme, wavelength load show more variance between up 
and down requests on each wavelength. The average wait time combined for requests in both 
directions for each node however remain similar with a high degree of confidence. This 
combined wait time is displayed in Figure 8 shown next to the wait times for similar network 
loads in the random selection scheme with voice traffic fixed at 20 percent 
In terms of set up time, the fixed wavelength selection method is preferable when 
multiple wavelengths are used. Since requests are sent to the nearest controller set up time is 
also fixed. As more wavelengths are added to the network this method becomes more and 
more appealing as fewer nodes are competing for the same available bandwidth and 
controllers become closer in proximity. 
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Figure 8- Wavelength Selection Scheme Comparison 
7 .3 Other Results 
Of other interest is the total time taken to service requests of different size with 20 
percent connection-oriented load and varying data loads. Shown in Figure 9 is the average 
wait time for each message element. A message element is considered as one request of any 
given message. This value is calculated by taking the average time to completely service a 
packet divided by the packet size. These values are averaged over all nodes and compared; 
the 95% confidence mark is also shown to emphasize the small variance between nodes. 
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Figure 9 - Packet Element Wait Time (20% voice traffic) 
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SUMMARY 
As stated, the goal of the access control mechanism is to allow available bandwidth to 
be shared fairly for bursty data traffic among all nodes in a metropolitan area network along 
with maintaining a high level of service for connection-oriented traffic. To show this we 
examined queue wait times as experienced by all nodes in a simulated network. This wait 
time reflected the amount of time a single request must wait before a network time slot is 
issued for service. As shown in the data presented, all nodes experienced nearly the same 
wait time with a high level of confidence; thus, the main goal has been achieved. 
Another noteworthy aspect of this network is the influence of connection-oriented 
traffic on the network. As can be seen from Figure 5 an increase of voice traffic by 10 
percent did not affect the request wait times as significantly as a 10 percent increase in data 
traffic. This indicates that connection-oriented or high-priority service can be added to such 
a network with less wait penalty than a similar increase in bursty data traffic, a very 
appealing feature for quality of service standards. 
As mentioned in the introduction, a major concern for network carriers is how to offer 
service level agreements to customers. As seen in the results, adding additional connection-
oriented or guaranteed service has a lower wait time cost than adding an equal amount of 
bursty data traffic. Thus, with a slight modification to the control node, network carriers 
have the ability to provision guaranteed service at a fixed cost to customers with minimal 
effect to the service quality offered to all other nodes. Also, because of the nature of the 
request and service scheme the amount of network traffic used by each node can be recorded. 
This allows carriers to bill customers only for the amount of bandwidth used, similar to the 
way wireless phone service is operated today. 
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Through the use of the proposed protocol we are able to provide bandwidth for 
different traffic demands of voice and data. We are also able to offer guaranteed levels of 
service with simple modifications to the control node. The protocol allows sharing available 
bandwidth in a fair manner among all nodes and provides for easy scalability. By utilizing 
the advantages of SONET and Ethernet we have created a metropolitan area network that 
meets traffic demands and achieves fairness, high quality of service, and survivability. 
While this work is very promising, issues such as monitoring actual network usage by 
various nodes, weighted node schemes and costs associated with various network services 
must be investigated. 
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APPENDIX. REQUEST DISTRIBUTION 
Wavelength O Wavelength 1 
Node Up Down Total Node Up Down Total 
0 14397 16484 30881 0 23609 7240 30849 
1 0 32376 32376 1 25727 5435 31162 
2 1657 29946 31603 2 27343 3802 31145 
3 2621 29233 31854 3 28725 2728 31453 
4 3671 26887 30558 4 30278 1425 31703 
5 6257 26848 33105 5 31095 0 31095 
6 5931 24162 30093 6 15699 16371 32070 
7 8672 22261 30933 7 0 30684 30684 
8 8774 23150 31924 8 1245 30542 31787 
9 10753 20353 31106 9 2179 28353 30532 
10 12939 18586 31525 10 3892 26562 30454 
11 13560 18366 31926 11 5107 25096 30203 
12 15960 15989 31949 12 7135 23076 30211 
13 17787 13581 31368 13 8230 22630 30860 
14 18656 12956 31612 14 10232 21529 31761 
15 21201 9853 31054 15 10621 20920 31541 
16 20816 9110 29926 16 11971 19458 31429 
17 22420 8271 30691 17 13808 18312 32120 
18 24073 7041 31114 18 16048 14467 30515 
19 25629 5221 30850 19 17669 13644 31313 
20 25645 3938 29583 20 19431 12631 32062 
21 28484 3303 31787 21 21610 11587 33197 
22 30063 1183 31246 22 20596 8971 29567 
23 31496 0 31496 23 23257 8497 31754 
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Wavelength 2 Wavelength 3 
Node Up Down Total Node Up Down Total 
0 16235 15467 31702 0 6676 23611 30287 
1 18005 14189 32194 1 9018 23298 32316 
2 18001 11415 29416 2 9107 21537 30644 
3 20215 10518 30733 3 11936 20335 32271 
4 23259 9376 32635 4 12377 18589 30966 
5 23347 7841 31188 5 14450 16932 31382 
6 22881 6373 29254 6 16027 14223 30250 
7 26027 5404 31431 7 17375 13938 31313 
8 26446 3993 30439 8 19609 11308 30917 
9 28523 2593 31116 9 19929 11358 31287 
10 28833 1328 30161 10 22672 9396 32068 
11 30707 0 30707 11 22537 7898 30435 
12 15368 16810 32178 12 23655 7125 30780 
13 0 30441 30441 13 26328 5329 31657 
14 1156 29917 31073 14 27523 4630 32153 
15 2711 28486 31197 15 27150 2428 29578 
16 4407 27722 32129 16 29670 1803 31473 
17 5412 25700 31112 17 30794 0 30794 
18 6873 24561 31434 18 15694 15678 31372 
19 8023 23728 31751 19 0 32008 32008 
20 10032 21398 31430 20 1379 31193 32572 
21 10678 20464 31142 21 2783 30669 33452 
22 12798 19092 31890 22 4099 28028 32127 
23 14411 18615 33026 23 5679 24821 30500 
