


















TRIPLE CYCLIC CODES OVER Z2
HOJJAT MOSTAFANASAB
Abstract. Let r, s, t be three positive integers and C be a binary linear code
of lenght r + s + t. We say that C is a triple cyclic code of lenght (r, s, t) over
Z2 if the set of coordinates can be partitioned into three parts that any cyclic
shift of the coordinates of the parts leaves invariant the code. These codes can be






〈xt−1〉 . We give the minimal
generating sets of this kind of codes. Also, we determine the relationship between
the generators of triple cyclic codes and their duals.
1. Introduction
Codes over finite rings have been studied since the early 1970s. Recently codes
over rings have generated a lot of interest after a breakthrough paper by Hammons et
al. [8]. Cyclic codes are amongst the most studied algebraic codes. Their structure
is well known over finite fields [10].
In [1], Borges et. al. studied the algebraic structures of Z2-double cyclic codes as





. They determined the generator polyno-
mials of this family of codes and their duals. In fact, the double cyclic codes were
generalized quasi-cyclic (GQC) codes with index 2 introduced in [11] and studied
deeply by many other researchers [3, 2, 4, 5]. Also, Gao et. al. [6] investigated
double cyclic codes over Z4.
In Section 2, we give the definition and Z2-module structure of triple cyclic codes.
In Section 3, we determine the generator polynomials and minimal generating sets
of triple cyclic codes. In Section 4, we investigate the relationship between the
generators of triple cyclic codes and their duals.
2. Triple cyclic codes over Z2
In this paper, suppose that r, s, t are three positive integers and C is a binary
linear code of lenght n = r+ s+ t. This code can be partitioned into three parts of
r, s and t coordinates, respectively.
Definition 2.1. Let r, s, t be positive integers and C a binary linear code of lenght
n = r + s+ t. We say that C is a triple cyclic code of lenght (r, s, t) over Z2 if
c = (c1,0, c1,1, . . . , c1,r−2, c1,r−1 | c2,0, c2,1, . . . , c2,s−2, c2,s−1 | c3,0, c3,1, . . . , c3,t−2, c3,t−1) ∈ C
implies that
T (c) = (c1,r−1, c1,0, c1,1, . . . , c1,r−2 | c2,s−1, c2,0, c2,1, . . . , c2,s−2 | c3,t−1, c3,0, c3,1 . . . , c3,t−2) ∈ C.
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Let C be a triple cyclic code of lenght (r, s, t) over Z2. Let Cr be the canonical
projection of C on the first r coordinates, Cs on the second s coordinates and Ct
on the last t coordinates. It is easy to see that Cr, Cs and Ct are binary cyclic
codes of lenght r, s and t, respectively. A triple cyclic code C is called separable if
C = Cr × Cs × Ct.














(u1,0, u1,1, . . . , u1,r−1 | u2,0, u2,1, . . . , u2,s−1 | u3,0, u3,1, . . . , u3,t−1)
to
(u1,0+u1,1x+· · ·+u1,r−1x
r−1 | u2,0+u2,1x+· · ·+u2,s−1x
s−1 | u3,0+u3,1x+· · ·+u3,t−1x
t−1)








Definition 2.2. We define the multiplication








λ(x)u1(x) | λ(x)u2(x) | λ(x)u3(x)
)
,
where λ(x) ∈ Z2[x] and
(
u1(x) | u2(x) | u3(x)
)
∈ Rr,s,t.
The ring Rr,s,t with the external multiplication ∗ is a Z2[x]-module.
Let C be a binary linear code of lenght n and let
c = (c1,0, c1,1, . . . , c1,r−1 | c2,0, c2,1, . . . , c2,s−1 | c3,0, c3,1, . . . , c3,t−1)
be a codeword in C. Note that x ∗ c(x) is equal to
(c1,r−1 + c1,0x+ · · ·+ c1,r−2x
r−1 | c2,s−1 + c2,0x+ · · ·+ c2,s−2x
s−1
| c3,t−1 + c3,0x+ · · ·+ c3,t−2x
t−1)
in Rr,s,t, which is the image of
(c1,r−1, c1,0, . . . , c1,r−2, | c2,s−1, c2,0, . . . , c2,s−2, | c3,t−1, c3,0, . . . , c3,t−2)
under Ψ. Therefore C is a triple cyclic code if whenever c(x) ∈ C, then x ∗ c(x) ∈ C
in Rr,s,t.
3. Properties of triple cyclic codes over Z2
For a linear code C, the minimum Hamming distance d(C) is defined by
d(C) = min{wt(c) | 0 6= c ∈ C}.
For a linear code C with parity-check matrix H , any d(C) − 1 columns of H are
linearly independent and H has d(C) columns that are linearly dependent.
Proposition 3.1. Let C be a triple cyclic code of lenght (r, s, t) over Z2.
(1) d(C) ≥ min{d(Cr), d(Cs), d(Ct)}.
(2) If C is separable, then d(C) = min{d(Cr), d(Cs), d(Ct)}.
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Proof. (1) There exists a nonzero codeword (cr | cs | ct) of minimum distance in C
such that d(C) = wt((cr | cs | ct)). Without loss of generality we may assume that
cr 6= 0. Therefore
d(C) = wt((cr | cs | ct)) ≥ wt(cr) ≥ d(Cr) ≥ min{d(Cr), d(Cs), d(Ct)}.
(2) Suppose that C is separable. Assume that min{d(Cr), d(Cs), d(Ct)} = d(Cr). Let
0 6= cr ∈ Cr be such that d(Cr) = wt(cr). On the other hand (cr | 0 | 0) ∈ C. So
d(C) ≤ wt((cr | 0 | 0)) = wt(cr) = d(Cr) = min{d(Cr), d(Cs), d(Ct)}.
Hence, by part (1) the claim holds. 
We know that Rr,s,t is a Noetherian Z2[x]-module, and so a triple cyclic code C
as a Z2[x]-submodule of Rr,s,t is finitely generated.
Theorem 3.2. Let C be a triple cyclic code of lenght (r, s, t) over Z2. Then
C =
〈(








G1(x) | G2(x) | G3(x)
)〉
where F1(x), F2(x), G1(x), G2(x), G3(x) ∈ Z2[x] with F1(x) | x
r − 1, F2(x) | x
s − 1
and G3(x) | x
t − 1.
Proof. Let Φ : C → Z2[x]
〈xt−1〉
be the canonical projection of Z2[x]-modules defined by
Φ((c1(x) | c2(x) | c3(x))) = c3(x). Since Im(Φ) is an ideal of
Z2[x]
〈xt−1〉
, then there exists
G3(x) ∈ Z2[x] with G3(x) | x
t − 1 such that Im(Φ) = 〈G3(x)〉. We know that
Ker(Φ) = {(c1(x) | c2(x) | 0) ∈ Rr,s,t | (c1(x) | c2(x) | 0) ∈ C}.
Define
I = {(c1(x) | c2(x)) ∈ Rr,s | (c1(x) | c2(x) | 0) ∈ Ker(Φ)}.
It is easy to check that I is an ideal of Rr,s. So, I = I1 × I2 for some ideal I1
of Z2[x]
〈xr−1〉
and some ideal I2 of
Z2[x]
〈xs−1〉
. Again, there are F1(x), F2(x) ∈ Z2[x] with
F1(x) | x
r − 1, F2(x) | x









. Now, we can easily see that
Ker(Φ) =
〈(




0 | F2(x) | 0
)〉
.






G1(x) | G2(x) | G3(x)
)
∈ C be such that Φ((G1(x) | G2(x) | G3(x))) = G3(x).
Consequently C as a Z2[x]-submodule of Rr,s,t is generated by elements
(









G1(x) | G2(x) | G3(x)
)
. 
Remark 3.3. Notice that if in a triple cyclic code C =
〈(









G1(x) | G2(x) | G3(x)
)〉
we have G3(x) = 0, then we may consider C as a double
cyclic code which was investigated in [1].
We recall that, the reciprocal polynomial f ∗(x) of a polynomial f(x) = a0+ a1x+
· · ·+ anx
n is the polynomial f ∗(x) = an + an−1x+ · · ·+ a0x
n = xnf( 1
x
).





Proposition 3.4. Let f(x), g(x) be two polynomials in Z2[x] with deg(f(x)) ≥
deg(g(x)). Then the following conditions hold:
(1) deg(f(x)) = deg(f ∗(x)).
(2) (f ∗)∗(x) = f(x).
(3) (fg)∗(x) = f ∗(x)g∗(x).
(4) (f + g)∗(x) = f ∗(x) + xdeg(f(x))−deg(g(x))g∗(x).
(5) g(x) | f(x) if and only if g∗(x) | f ∗(x).
(6) gcd(f(x), g(x))∗ = gcd(f ∗(x), g∗(x)).
(7) lcm(f(x), g(x))∗ = lcm(f ∗(x), g∗(x)).
Proof. (1) and (2) are easy.
For (3) and (4) see Lemma 4.3 of [7].
(5) By parts (2) and (3).
(6) Since gcd(f(x), g(x)) divides both f(x), g(x), then by part (5) it follows that
gcd(f(x), g(x))∗ divides f ∗(x), g∗(x). Hence gcd(f(x), g(x))∗ | gcd(f ∗(x), g∗(x)). On
the other hand there are two polynomials u(x), v(x) ∈ Z2[x] such that
gcd(f(x), g(x)) = u(x)f(x) + v(x)g(x).
Without loss of generality we may assume that deg(u(x)f(x)) ≥ deg(v(x)g(x)). Set
l = deg(u(x)f(x))− deg(v(x)g(x)). Therefore
gcd(f(x), g(x))∗ = u∗(x)f ∗(x) + xlv∗(x)g∗(x),
by part (4). So gcd(f ∗(x), g∗(x)) | gcd(f(x), g(x))∗. Consequently gcd(f(x), g(x))∗ =
gcd(f ∗(x), g∗(x)).
(7) Use the equlity lcm(f(x), g(x))gcd(f(x), g(x)) = f(x)g(x) and parts (3), (6). 
Lemma 3.5. Let a = (a0, a1, . . . , an−1) and b = (b0, b1, . . . , bn−1) be vectors in Z
n
2
with associated polynomials a(x) and b(x). Then a is orthogonal to b and all its
cyclic shifts if and only if a(x)b∗(x) = 0 mod (xn − 1).
Proof. See Lemma 4.4.8 of [9]. 
Corollary 3.6. Let C be a binary cyclic code of lenght n with the dual code C⊥.
Then
C⊥ = {a ∈ Zn2 | a(x)b
∗(x) = 0 mod (xn − 1) for every b ∈ C}.
From now on we assume that m = lcm(r, s, t).
Remark 3.7. Regarding Proposition 4.2 of [1] we have that
xm − 1 = θm
r
(xr)(xr − 1) = θm
s
(xs)(xs − 1) = θm
t
(xt)(xt − 1).
Definition 3.8. Let u(x) = (u1(x) | u2(x) | u3(x)) and v(x) = (v1(x) | v2(x) | v3(x))
be two elements of Rr,s,t. We define the map
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The map ◦ is a bilinear map between Z2[x]-modules.





u(x) ◦ v(x) = 0 mod (xm − 1)
if and only if u is orthogonal to v and all its shifts.
Proof. Consider the following representations for u, v:
u = (u1,0, u1,1, . . . , u1,r−1 | u2,0, u2,1, . . . , u2,s−1 | u3,0, u3,1, . . . , u3,t−1),
v = (v1,0, v1,1, . . . , v1,r−1 | v2,0, v2,1, . . . , v2,s−1 | v3,0, v3,1, . . . , v3,t−1).
Assume that
v(i) = (v1,0−i, v1,1−i, . . . , v1,r−1−i | v2,0−i, v2,1−i, . . . , v2,s−1−i | v3,0−i, v3,1−i, . . . , v3,t−1−i)


















































m−1−i mod (xm − 1).
Consequently u(x) ◦ v(x) = 0 mod (xm − 1) if and only if Si = 0 for every 0 ≤ i ≤
m− 1. 
Proposition 3.10. Let u(x) = (u1(x) | u2(x) | u3(x)) and v(x) = (v1(x) | v2(x) |
v3(x)) be two elements of Rr,s,t such that u2(x) = 0 or v2(x) = 0, and u3(x) = 0 or
v3(x) = 0. Then u(x) ◦ v(x) = 0 mod (x
m − 1) if and only if u1(x)v
∗
1(x) = 0 mod
(xr − 1).
Proof. (⇒) Similar to that of [1, Lemma 4.5].
(⇐) Suppose that u1(x)v
∗
1(x) = 0 mod (x




r − 1), and so






Therefore, by Remark 3.7 we have that
u(x) ◦ v(x) = xm−1−deg(v1(x))λ(x)(xm − 1),
which is 0 mod (xm − 1). 
Similar to Proposition 3.10 we can state the next two propositions.
6 MOSTAFANASAB
Proposition 3.11. Let u(x) = (u1(x) | u2(x) | u3(x)) and v(x) = (v1(x) | v2(x) |
v3(x)) be two elements of Rr,s,t such that u1(x) = 0 or v1(x) = 0, and u3(x) = 0 or
v3(x) = 0. Then u(x) ◦ v(x) = 0 mod (x
m − 1) if and only if u2(x)v
∗
2(x) = 0 mod
(xs − 1).
Proposition 3.12. Let u(x) = (u1(x) | u2(x) | u3(x)) and v(x) = (v1(x) | v2(x) |
v3(x)) be two elements of Rr,s,t such that u1(x) = 0 or v1(x) = 0, and u2(x) = 0 or
v2(x) = 0. Then u(x) ◦ v(x) = 0 mod (x
m − 1) if and only if u3(x)v
∗
3(x) = 0 mod
(xt − 1).
Proposition 3.13. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉






















































Proof. (1) Consider the projection homomorphism of Z2[x]-modules
Φ : C →
Z2[x]
〈xt − 1〉
(c1(x) | c2(x) | c3(x)) 7→ c3(x).
In view of the proof of Theorem 3.2, Ker(Φ) = 〈(F1(x) | 0 | 0), (0 | F2(x) | 0)〉. On
the other hand, we have that
xt − 1
G3(x)















(2) By part (1).




. Let u(x) ∈ Cr. Then there exist
v(x) ∈ Z2[x]
〈xs−1〉
and w(x) ∈ Z2[x]
〈xt−1〉
such that (u(x) | v(x) | w(x)) ∈ C. Thus there are
λ(x), µ(x), ν(x) ∈ Z2[x] such that
(u(x) | v(x) | w(x)) = λ(x)(F1(x) | 0 | 0)+µ(x)(0 | F2(x) | 0)+ν(x)(G1(x), G2(x), G3(x)).









. On the other hand
there exist η(x), γ(x) ∈ Z2[x] such that gcd(F1(x), G1(x)) = η(x)F1(x)+ γ(x)G1(x).
Then(
gcd(F1(x), G1(x)) | γG2(x) | γG3(x)
)
= η(x)(F1(x) | 0 | 0)
+γ(x)(G1(x) | G2(x) | G3(x)) ∈ C.





(4) By part (3) and [9, Theorem 4.2.7]. 
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As a direct consequence of parts (3),(4) of Proposition 3.13 we have the following
result.
Corollary 3.14. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2. Then
|Cr| = 2
r−deg(gcd(F1(x),G1(x))), |Cs| = 2
s−deg(gcd(F2(x),G2(x))), |Ct| = 2
t−deg(G3(x)),
|(Cr)
⊥| = 2deg(gcd(F1(x),G1(x))), |(Cs)
⊥| = 2deg(gcd(F2(x),G2(x))), |(Ct)
⊥| = 2deg(G3(x)).
Let S be a subset of Rr,s,t. The Z2-submodule of Rr,s,t generated by S is denoted
by 〈S〉Z2 .
Theorem 3.15. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be












{xi ∗ (G1(x) | G2(x) | G3(x))}.
Then the following conditions hold:
(1) 〈S1〉Z2 =
〈





(0 | F2(x) | 0)
〉
.
(3) 〈S1 ∪ S2 ∪ S3〉Z2 ⊇
〈
(G1(x) | G2(x) | G3(x))
〉
.
(4) S1∪S2∪S3 forms a minimal generating set for C as a Z2-submodule of Rr,s,t.
(5) | C |= 2d where d = r + s+ t− deg(F1(x))− deg(F2(x))− deg(G3(x)).
Proof. (1) It is obvious that 〈S1〉Z2 ⊆
〈
(F1(x) | 0 | 0)
〉
. Let p1(x) ∈ Z2[x]. We
show that p1(x) ∗ (F1(x) | 0 | 0) ∈ 〈S1〉Z2 . If deg(p1(x)) ≤ r − deg(F1(x)) − 1,




q1(x) + r1(x) where r1(x) = 0 or deg(r1(x)) ≤ r − deg(F1(x)) − 1.
Therefore
p1(x) ∗ (F1(x) | 0 | 0) =
xr − 1
F1(x)
q1(x) ∗ (F1(x) | 0 | 0) + r1(x) ∗ (F1(x) | 0 | 0)
= q1(x) ∗ (
xr − 1
F1(x)
F1(x) | 0 | 0) + r1(x) ∗ (F1(x) | 0 | 0)
= r1(x) ∗ (F1(x) | 0 | 0) ∈ 〈S1〉Z2 .
So
〈
(F1(x) | 0 | 0)
〉
⊆ 〈S1〉Z2 and the equality holds.
(2) Similar to the proof of part (1).
(3) Get a polynomial p2(x) ∈ Z2[x]. We prove that p2(x)∗ (G1(x) | G2(x) | G3(x)) ∈
〈S1 ∪ S2 ∪ S3〉Z2 . If deg(p2(x)) ≤ t − deg(G3(x)) − 1, then p2(x) ∗ (G1(x) | G2(x) |
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G3(x)) ∈ 〈S3〉Z2. Otherwise, there exist q2(x), r2(x) ∈ Z2[x] such that p2(x) =
xt−1
G3(x)
q2(x) + r2(x) where r2(x) = 0 or deg(r2(x)) ≤ t− deg(G3(x))− 1. Hence
p2(x) ∗ (G1(x) | G2(x) | G3(x)) =
xt − 1
G3(x)
q2(x) ∗ (G1(x) | G2(x) | G3(x))
+ r2(x) ∗ (G1(x) | G2(x) | G3(x))







+ r2(x) ∗ (G1(x) | G2(x) | G3(x)).
Clearly r2(x) ∗ (G1(x) | G2(x) | G3(x)) ∈ 〈S3〉Z2 . By Proposition 3.13(1), F1(x) |
xt−1
G3(x)
G1(x) and F2(x) |
xt−1
G3(x)







G2(x) | 0) ∈ 〈S1 ∪ S2〉Z2 .
Consequently the claim holds.
(4) By the previous parts.
(5) By part (4). 
Corollary 3.16. Let C be a triple cyclic code of lenght (r, s, t) over Z2.
(1) If C =
〈
(F1(x) | 0 | 0)
〉
where F1(x) ∈ Z2[x] with F1(x) | x
r − 1, then every
codeword c(x) of C is in the form of c(x) = p(x) ∗ (F1(x) | 0 | 0) where p(x)
is a polynomial in Z2[x] with deg(p(x)) = r − deg(F1(x))− 1.
(2) If C =
〈
(0 | F2(x) | 0)
〉
where F2(x) ∈ Z2[x] with F2(x) | x
s − 1, then every
codeword c(x) of C is in the form of c(x) = p(x) ∗ (0 | F2(x) | 0) where p(x)
is a polynomial in Z2[x] with deg(p(x)) = s− deg(F2(x))− 1.
(3) If C =
〈
(G1(x) | G2(x) | G3(x))
〉
where G1(x), G2(x), G3(x) ∈ Z2[x] with
G3(x) | x
t − 1, then every codeword c(x) of C is in the form of c(x) =
p(x) ∗ (G1(x) | G2(x) | G3(x)) where p(x) is a polynomial in Z2[x] with
deg(p(x)) = t− deg(G3(x))− 1.
(4) If C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0)
〉
where F1(x), F2(x) ∈ Z2[x] with
F1(x) | x
r−1, F2(x) | x
s−1, then every codeword c(x) of C is in the form of
c(x) = p1(x) ∗ (F1(x) | 0 | 0) + p2(x) ∗ (0 | F2(x) | 0)
where p1(x) and p2(x) are polynomials in Z2[x] with
deg(p1(x)) = r − deg(F1(x))− 1 and deg(p2(x)) = s− deg(F2(x))− 1.
(5) If C =
〈
(F1(x) | 0 | 0), (G1(x) | G2(x) | G3(x))
〉
where F1(x), G1(x), G2(x),
G3(x) ∈ Z2[x] with F1(x) | x
r − 1 and G3(x) | x
t − 1, then every codeword
c(x) of C is in the form of
c(x) = p1(x) ∗ (F1(x) | 0 | 0) + p2(x) ∗ (G1(x) | G2(x) | G3(x))
where p1(x) and p2(x) are polynomials in Z2[x] with
deg(p1(x)) = r − deg(F1(x))− 1 and deg(p2(x)) = t− deg(G3(x))− 1.
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(6) If C =
〈
(0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
where F2(x), G1(x), G2(x),
G3(x) ∈ Z2[x] with F2(x) | x
s − 1 and G3(x) | x
t − 1, then every codeword
c(x) of C is in the form of
c(x) = p1(x) ∗ (0 | F2(x) | 0) + p2(x) ∗ (G1(x) | G2(x) | G3(x))
where p1(x) and p2(x) are polynomials in Z2[x] with
deg(p1(x)) = s− deg(F2(x))− 1 and deg(p2(x)) = t− deg(G3(x))− 1.
(7) If C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
where
F1(x), F2(x), G1(x), G2(x), G3(x) ∈ Z2[x] with F1(x) | x
r − 1, F2(x) | x
s − 1
and G3(x) | x
t − 1, then every codeword c(x) of C is in the form of
c(x) = p1(x)∗ (F1(x) | 0 | 0)+p2(x)∗ (0 | F2(x) | 0)+p3(x)∗ (G1(x) | G2(x) | G3(x))
where p1(x),p2(x) and p3(x) are polynomials in Z2[x] with deg(p1(x)) =
r − deg(F1(x)) − 1, deg(p2(x)) = s − deg(F2(x)) − 1 and deg(p3(x)) = t −
deg(G3(x))− 1.
Proposition 3.17. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2. Then F1(x) | G1(x) if and only if
C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (0 | G2(x) | G3(x))
〉
, i.e, we may assume that
G1(x) = 0.
Proof. The “if” part is evident.
Suppose that F1(x) | G1(x). Then, there exists a polynomial λ(x) in Z2[x] such that
G1(x) = λ(x)F1(x). Set
C′ =
〈




(0 | G2(x) | G3(x)) = λ(x)(F1(x) | 0 | 0) + (G1(x) | G2(x) | G3(x)).
Hence C′ ⊆ C. On the other hand
(G1(x) | G2(x) | G3(x)) = λ(x)(F1(x) | 0 | 0) + (0 | G2(x) | G3(x)).
So C ⊆ C′. 
Similar to the previous proposition we have the next result.
Proposition 3.18. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2. Then F2(x) | G2(x) if and only if
C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | 0 | G3(x))
〉
, i.e, we may assume that
G2(x) = 0.
Proposition 3.19. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) |
G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2. The following conditions
are equivalent:
(1) C is separable;
(2) F1(x) | G1(x) and F2(x) | G2(x);
(3) Cr = 〈F1(x)〉 and Cs = 〈F2(x)〉;
(4) C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (0 | 0 | G3(x))
〉
, i.e, we may assume that
G1(x) = 0 and G2(x) = 0.
10 MOSTAFANASAB
Proof. (1)⇒(2) Assume that C is separable. Then
C = Cr × Cs × Ct = 〈gcd(F1(x), G1(x))〉 × 〈gcd(F2(x), G2(x))〉 × 〈G3(x)〉,
by Proposition 3.13(3). Since (gcd(F1(x), G1(x)) | 0 | 0) ∈ C, then we can deduce
that gcd(F1(x), G1(x)) = λ(x)F1(x) for some λ(x) ∈ Z2[x]. Therefore F1(x) | G1(x).
Also, it is easy to verify that F2(x) | G2(x).
(2)⇔(3) is straightforward.
(2)⇒(4) Suppose that F1(x) | G1(x) and F2(x) | G2(x). Then, there exist two poly-
nomials λ1(x), λ2(x) in Z2[x] such that G1(x) = λ1(x)F1(x) and G2(x) = λ2(x)F2(x).
So, by the equality
(0 | 0 | G3(x)) = λ1(x)(F1(x) | 0 | 0)+λ2(x)(0 | F2(x) | 0)+ (G1(x) | G2(x) | G3(x)).
the result follows.
(4)⇒(1) Assume that C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (0 | 0 | G3(x))
〉
. Hence
C = 〈F1(x)〉 × 〈F2(x)〉 × 〈G3(x)〉 = Cr × Cs × Ct. Then C is separable. 
Proposition 3.20. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2. The following conditions hold:
(1) It can be assumed that deg(G1(x)) ≤ deg(F1(x)) and deg(G2(x)) ≤ deg(F2(x)).
(2) C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (F1(x) +G1(x) | F2(x) +G2(x) | G3(x))
〉
.
(3) If G3(x) = 0, then
C ⊆
〈
(gcd(F1(x), G1(x)) | 0 | 0), (0 | gcd(F2(x), G2(x)) | 0)
〉
.
(4) If G1(x) = G3(x) = 0, then C =
〈
(F1(x) | 0 | 0), (0 | gcd(F2(x), G2(x)) | 0)
〉
.
(5) If G2(x) = G3(x) = 0, then C =
〈
(gcd(F1(x), G1(x)) | 0 | 0), (0 | F2(x) | 0)
〉
.
Proof. (1) Suppose that deg(G1(x)) > deg(F1(x)) and set
C′ =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) + x
lF1(x) | G2(x) | G3(x))
〉




lF1(x) | G2(x) | G3(x)) = x
l ∗(F1(x) | 0 | 0)+(G1(x) | G2(x) | G3(x)) ∈ C,
then C′ ⊆ C. On the other hand,
(G1(x) | G2(x) | G3(x)) = (G1(x) + x
lF1(x) | G2(x) | G3(x))− x
l ∗ (F1(x) | 0 | 0).
Hence C′ = C. So we would be able to reduce the degree of G1(x) in C to reach the
claim. An argument like above can be stated for deg(G2(x)) ≤ deg(F2(x)).
(2),(3),(4) and (5) are easy. 
Example 3.21. Let C =
〈
(1 + x2 | 0 | 0), (0 | x + x5 | 0), (x3 + x4 + x5 | x2 + x6 |
G3(x))
〉
be a triple cyclic code over Z2. Regarding the proof of Proposition 3.20,
C=
〈












(1 + x2 | 0 | 0), (0 | x+ x5 | 0), (x2 | 0 | G3(x))
〉
.
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4. Dual codes of triple cyclic codes over Z2
Proposition 4.1. C is a triple cyclic code of lenght (r, s, t) over Z2 if and only if
C⊥ is a triple cyclic code of lenght (r, s, t) over Z2. Moreover,




2 | u(x) ◦ c(x) = 0 mod (x
m − 1) for every c ∈ C}.
Proof. (⇒) Suppose that C is a triple cyclic code of lenght (r, s, t) over Z2. Assume
that
c′ = (c′1,0, c
′










3,1, . . . , c
′
3,t−1)
is a codeword of C⊥. It is sufficient to show that T (c′) ∈ C⊥. Let
c = (c1,0, c1,1, . . . , c1,r−1 | c2,0, c2,1, . . . , c2,s−1 | c3,0, c3,1, . . . , c3,t−1)
be an arbitrary codeword of C. Set m := lcm(r, s, t). Obviously we have T m(c) = c.
Hence
T m−1(c) = (c1,1, c1,2, . . . , c1,r−1, c1,0 | c2,1, c2,2, . . . , c2,s−1, c2,0 | c3,1, c3,2, . . . , c3,t−1, c3,0) ∈ C.
Therefore c′ · T m−1(c) = 0, because c′ ∈ C⊥. So
0 = c′ · T m−1(c)

































3,0 + · · ·+ c3,t−1c
′
3,t−2
= c · T (c′).
Thus T (c′) ∈ C⊥. Consequently C⊥ is a triple cyclic code of lenght (r, s, t) over Z2.
(⇐) By the fact that for every linear code C, (C⊥)⊥ = C.
For the second statement use Proposition 3.9. 
Proposition 4.2. Let C be a triple cyclic code of lenght (r, s, t) over Z2. Then
(1) (Cr)
⊥ = {a ∈ Zr2|(a | 0 | 0) ∈ C
⊥} = {a(x) ∈ Z2[x]
〈xr−1〉




⊥ = {b ∈ Zs2|(0 | b | 0) ∈ C
⊥} = {b(x) ∈ Z2[x]
〈xs−1〉




⊥ = {c ∈ Zt2|(0 | 0 | c) ∈ C
⊥} = {c(x) ∈ Z2[x]
〈xt−1〉




Proposition 4.3. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉


































(3) If F1(x) | G1(x), then (C
⊥)r = (Cr)





〉 and so |(C⊥)r| = 2
deg(F1(x)).
(4) If F2(x) | G2(x), then (C
⊥)s = (Cs)





〉 and so |(C⊥)s| = 2
deg(F2(x)).
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(5) If F1(x) | G1(x) and F2(x) | G2(x), then C
















|C⊥| = 2deg(F1(x))+deg(F2(x))+deg(G3(x)). Moreover, (C⊥)t = (Ct)






so |(C⊥)t| = 2
deg(G3(x)).














F ∗1 (x) =













0 | 0) ◦ (F1(x) | 0 | 0) = 0 mod (x








0 | 0) ◦ (G1(x) | G2(x) | G3(x)) = 0 mod (x







| 0 | 0) ◦ (0 |
F2(x) | 0) = 0 mod (x
m − 1). So the result follows.





〉. Let f(x) ∈ (C⊥)r. Then there exist g(x) ∈
Z2[x]
〈xs−1〉
and h(x) ∈ Z2[x]
〈xt−1〉
such that (f(x) | g(x) | h(x)) ∈ C⊥. Hence (f(x) | g(x) |
h(x)) ◦ (F1(x) | 0 | 0) = 0 mod (x
m − 1). So f(x)F ∗1 (x) = 0 mod (x
r − 1), see


















(3) Suppose that F1(x) | G1(x), then by Proposition 3.17 we may assume that











⊥, by Proposition 4.2(1).
Now, by part (2) we have that (C⊥)r = (Cr)






(4) An argument similar to the proof of part (3) can be stated.
(5) Use Proposition 3.19. 
Proposition 4.4. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | G2(x) | G3(x))
〉
be a triple cyclic code of lenght (r, s, t) over Z2 with the dual code C
⊥ =
〈
(F̂1(x) | 0 |












deg(F̂1(x)) = r − deg(gcd(F1(x), G1(x))).
(2) (Cs)




































and so deg(Ĝ3(x)) =
t− deg(G3(x)).





for some ν(x) ∈ Z2[x] with
deg(ν(x)) ≤ deg(F1(x))− deg(gcd(F1(x), G1(x))).





for some ρ(x) ∈ Z2[x] with
deg(ρ(x)) ≤ deg(F2(x))− deg(gcd(F2(x), G2(x))).
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for some σ(x) ∈ Z2[x].
Proof. (1) Let a(x) ∈ (Cr)
⊥. Then by Proposition 4.2(1), (a(x) | 0 | 0) ∈ C⊥. Hence,
clearly a(x) ∈ 〈F̂1(x)〉. So (Cr)
⊥ ⊆ 〈F̂1(x)〉. Since (F̂1(x) | 0 | 0) ∈ C
⊥, again by
Proposition 4.2(1), F̂1(x) ∈ (Cr)
⊥. Thus (Cr)
⊥ = 〈F̂1(x)〉. Now, see part (4) of
Proposition 3.13
(2) Similar to part (1).
(3) By Proposition 4.2, Proposition 4.3(1) and the previous parts.
(4) Similar to part (1).
(5) Notice that (C⊥)t = 〈Ĝ3(x)〉. Now, use Proposition 4.3(5).
(6) Since (Ĝ1(x) | Ĝ2(x) | Ĝ3(x)) ∈ C
⊥, then from
(Ĝ1(x) | Ĝ2(x) | Ĝ3(x)) ◦ (F1(x) | 0 | 0) = 0 mod (x
m − 1)
it follows that Ĝ1(x)F
∗
1 (x) = 0 mod (x
r − 1). Hence there exists a ν(x) ∈ Z2[x]





. For the second claim, use part (1) and Proposition
3.20(1).
(7) Similart to part (6).
(8) Set g(x) := gcd(F1(x)F2(x), F1(x)G2(x), F2(x)G1(x)). Notice that
F1(x)F2(x)
g(x)
(G1(x) | G2(x) | G3(x)) −
F2(x)G1(x)
g(x)




(0 | F2(x) | 0)




Since (Ĝ1(x) | Ĝ2(x) | Ĝ3(x)) ∈ C
⊥, then
(Ĝ1(x) | Ĝ2(x) | Ĝ3(x)) ◦ (0 | 0 |
F1(x)F2(x)G3(x)
g(x)






















= 0 mod (xt − 1). Consequently there























The proof of the next proposition is similar to that of Proposition 3.3 of [1].
Proposition 4.5. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | 0 | G3(x))
〉
be a
triple cyclic code of lenght (r, s, t) over Z2. Then C is permutation equivalent to a




Ir−deg(F1(x)) A1 A2 0 0 0 0 0
0 0 0 Is−deg(F2(x)) C 0 0 0
0 Bκ B 0 0 D1 Iκ 0
0 0 0 0 0 D2 D3 It−deg(G3(x))−κ

 ,
in which Bκ is a full rank square matrix of size κ × κ, where κ = deg(F1(x)) −
deg(gcd(F1(x), G1(x))).
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Proposition 4.6. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | 0 | G3(x))
〉
be a
triple cyclic code of lenght (r, s, t) over Z2. Then
|(C⊥)r| = 2
deg(F1(x)), |(C⊥)s| = 2
deg(F2(x)), |(C⊥)t| = 2
deg(G3(x))+κ,
where κ = deg(F1(x))− deg(gcd(F1(x), G1(x))).
Proof. The values of the cardinalities can be obtained from the projections on the
first r, second s and the last t coordinates of the parity-check matrix of C. 
Proposition 4.7. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | 0 | G3(x))
〉
be
a triple cyclic code of lenght (r, s, t) over Z2 with the dual code C
⊥ =
〈
(F̂1(x) | 0 |
0), (0 | F̂2(x) | 0), (Ĝ1(x) | Ĝ2(x) | Ĝ3(x))
〉
. Then













Proof. First, note that (C⊥)t = 〈Ĝ3(x)〉. So |(C
⊥)t| = 2
t−deg(Ĝ3(x)). On the other
hand |(C⊥)t| = 2
deg(G3(x))+deg(F1(x))−deg(gcd(F1(x),G1(x))), Proposition 4.6. Therefore
deg(Ĝ3(x)) = t− deg(G3(x))− deg(F1(x)) + deg(gcd(F1(x), G1(x))).











for some σ(x) ∈ Z2[x], by
Proposition 4.4(8). It is easy to see that deg(σ(x)) = 0, and so σ(x) = 1. 
Proposition 4.8. Let C =
〈
(F1(x) | 0 | 0), (0 | F2(x) | 0), (G1(x) | 0 | G3(x))
〉
be a
triple cyclic code of lenght (r, s, t) over Z2 with the dual code
C⊥ =
〈
(F̂1(x) | 0 | 0), (0 | F̂2(x) | 0), (Ĝ1(x) | Ĝ2(x) | Ĝ3(x))
〉
.





and ζ(x) = G1(x)
gcd(F1(x),G1(x))
. Then




















Proof. The proof is similar to that of Proposition 4.18 and Corollary 4.19 of [1]. 
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