This paper describes our initial steps to develop new visualization concepts that can generate insight and understanding from National Airspace System (NAS) simulation data. The capacity of the United States' National Airspace System (NAS) must at least double to handle the projected increase in passenger demand by 2025. To address this challenge, new capacity-enhancing concepts are being developed. These concepts are tested and evaluated on a NAS simulation tool called the Airspace Concept Evaluation System (ACES). Concept developers need improved visualization techniques to better understand ACES simulation outputs, and thereby comprehend the strengths, weaknesses and effects of their capacityincreasing concepts. Examining ACES outputs is a nontrivial task. ACES simulates the entire NAS and generates an enormous amount of data. A single simulation run can include over 60,000 flight segments and output tens of gigabytes of data. Traditional approaches for displaying these outputs fall short of what concept developers need. Existing visualization techniques are straightforward geographic plots of aircraft or their related metrics (density, environmental impact, delay, etc.), which are often overwhelming and not illuminating. For example, drawing 10,000 aircraft at their true locations over the continental United States results in a density that is too high for observers to understand the situation and extract useful information. The contribution of this paper is in describing new visualization concepts for this problem domain, where our visualizations do not rely primarily upon plotting data at their true geographic coordinates. We draw from cognitive science principles, perception, ATM characteristics and information visualization techniques to synthesize new approaches for displaying ACES data. Our goal is to enable the user to detect subtle correlations, patterns, trends and relationships that provide insight. We describe our general strategies and approaches, including the results of asking concept developers what specific questions they wanted a visualization tool to answer. Then we present eight new visualization concepts that reveal different aspects of the NAS simulation data, with preliminary implementations of three concepts. Future work includes evaluation on more datasets. A measure of success will be the ability of these new visualization modes to enable users to see subtle but important patterns, trends, correlations, features, and relationships that they could not previously see by any previous means. The goal is to generate insight and allow observers to find important characteristics that they did not even know to look for initially.
I. Motivation
The amount of traffic in the National Airspace System (NAS) is expected to double by the year 2025. Meeting this projected growth in demand requires innovative new proposals for future Air Traffic Management (ATM) systems. Because of this need, NASA initiated the Virtual Airspace Modeling and Simulation (VAMS) project to develop new ATM concepts that can provide the needed increase in capacity. To evaluate these concepts, the developers are simulating them on the Airspace Concept Evaluation System (ACES) simulator. A single execution of ACES can require over 10 computers, running for many hours, simulating over 60000 flights and generating tens of gigabytes of data. VAMS concept developers need visualization tools to understand the outputs of the ACES simulator and to better understand the strengths and weaknesses of their concepts revealed by the simulation data.
Plotting aircraft at their actual geographic locations is the standard approach to visualizing air traffic data, but this approach often results in displays that are cluttered and not very helpful in understanding the state of the NAS. Figure 1 shows two examples of this type of visualization developed by HRL. Seeing 5000-10000 aircraft plotted at their actual locations results in clutter and high densities. Aircraft can overlap each other, and there is insufficient space to plot much information on each aircraft other than their location, direction, and perhaps one or two more dimensions. National air traffic managers do not find it useful to display all aircraft; they instead focus their attention on smaller subsets. However, focusing on certain aircraft runs the risk of misinterpreting the state of the overall NAS due to seeing only part of the situation. More importantly, geographic plots do not usually reveal the subtle patterns, trends, correlations and relationships that are the insights that developers need to evaluate and improve their concepts. For example, a geographic display could show high densities in certain areas of the US, indicating that those areas are at capacity. However, it would not answer the question of what are the characteristics of those aircraft that are currently causing the congestion and how are they related to each other. Similarly, such a display does not answer the question of how delay is propagated through individual aircraft and the overall NAS, nor how delayed flights are correlated to key factors such as airports or geographic regions. Since geographic plots alone are insufficient, there is a need for more advanced visualization modes specifically to address the problem of generating insight from NAS simulation data.
Because of this need, the Air Force Research Laboratory funded the VisION project (Visualization for Insight into the Overall NAS). The goal of the VisION project is to develop new visualization concepts that do not rely primarily upon geographic plots, to aid VAMS concept developers in gaining insight from NAS simulation data. This paper describes the initial results from this project.
II. Previous and Related Work
There are numerous examples of 2D and 3D geographic visualizations of air traffic data. Rather than providing a comprehensive list, we cite a few representative examples. The Future ATM Concepts Evaluation Tool (FACET) provides geographic plots of NAS data 1 . We developed 3D geographic plots of en route air traffic in the region east A more recent paper from a group in Sweden also shows 3D air traffic plots 3 . Finally, there is a commercial tool called Flight Explorer 4 that provides real-time plots of current NAS traffic. The data visualization field, represented by the IEEE Visualization conference, generally focuses upon direct methods of displaying spatial data (such as volume visualizations and flow visualizations). More relevant is the Information Visualization field, which focuses on methods of visualizing data in ways that are not exactly matched to their true spatial representations. We apply ideas from this field into our particular problem area. For example, we use information glyphs, which are surveyed by Ward 5 . A more general survey of the Information Visualization field is in a book edited by Card, MacKinlay and Shneiderman 6 . Perhaps the closest work that we found to our problem area was the EdgeLens project 7 , which deals with the problem of clutter at nodes when many edge lines attach to a node. For example, when nodes are airports and edges are flight segments, displaying all the routes out of a busy airport such as DFW makes the density at the node itself too large. The EdgeLens paper describes methods of curving edges away from the node itself, combined with transparency effects, to keep the node visible.
We did not find any previous works in the visualization or air traffic literature that specifically address the application of non-geographic visualization concepts to generate insight from NAS datasets, either simulated or actual.
III. Contribution
To our knowledge, this is the first work offering visualization concepts specifically designed for extracting insight from NAS datasets, where the visualization modes do not rely primarily upon normal geographic plots.
We offer eight new visualization modes and describe these ideas in the Concepts section. The primary contribution of this paper is in the ideas by themselves and our arguments on why we believe these ideas will be useful, based on our knowledge of visualization, perception and cognitive science. We also have preliminary implementations of three of these concepts. Images of ACES data, rendered by these implementations, offer demonstrations of why these concepts might be useful to VAMS concept developers.
IV. Approach
HRL and Raytheon are working together on this project. Raytheon's job is to provide ACES simulation data, extracting the particular measurements that we need to drive the visualizations and formatting those into readable data files. Raytheon also provides ATM domain expertise and contacts with the VAMS concept developers, so that we were able to hold teleconferences to ask them about what capabilities they wanted and what questions they needed answered. HRL personnel have focused on the creation and development of the visualization concepts themselves.
We note two inherent characteristics of this problem domain. The first is the size of the datasets. ACES produces a large number of data measurements. For example, a single execution can simulate between 10000 and 100000 individual flight segments. This is a large amount, too large to be easily readable on a geographic display, but it is not as large as some other types of data that generate millions or billions of measurements (e.g., phone connections, web requests). In fact, our datasets are generally small enough to plot some information about each item so that the entire system-wide state is visible on one or two screens. For example, if we have two 1280x1024 displays, then that provides 2621440 pixels, or an average of 26 pixels per item if we have 100000 items in the dataset. The second observation is that although our goal is to develop visualization techniques that do not primarily rely upon geographic plots, the geographic location of aircraft and other NAS elements is still very important. Therefore, our visualization approaches may use methods of abstracting or warping the geographic information, which will preserve some geographic information even if it is not absolutely accurate. Also, a basic strategy for some of our visualization modes is to use them as a filter and combine them with a normal geographic display. The role of the visualization mode is then to allow the user to qualitatively understand the overall NAS, then select a small subset of the NAS that the user wishes to explore. Then that small subset is what is displayed on the normal geographic display. This strategy avoids the clutter and density problems of plotting all the aircraft, since we only plot a small subset of the total aircraft.
In designing our visualizations, we also adopted a number of general strategies: Develop NAS and ATM-specific modes: Most visualization techniques are designed for maximum generality. Because we are focused on this particular application area, we often took the opposite approach. We designed custom visualizations intended to answer specific questions in this problem domain or to look at characteristics specific to the NAS and the ATM domain. In particular, we called the ATM-specific features the "points of leverage," shown in Table 1 . Other characteristics, such as weather features and individual passengers, are also important but are not simulated in ACES and therefore data is not available. Table 2 Define what the output should be: Humans are very good at detecting certain types of changes in images. We take advantage of this by designing visualization modes that use these abilities. One method to achieve this is to define what the ideal output should be, in a manner so that deviations from the ideal appear as visualization cues that the user can detect preattentively. For example, it is known that humans can perceive even small differences in the orientation of adjacent vertical lines. If we define the ideal state (where no problems exist) as one where all the lines are drawn vertically, then we can define problems (congestion, delay) as turning the orientation of those lines away from vertical. Then a user can tell, at a glance, if problems exist and which items are affected.
Self-organization and optimization: In some of our visualization modes, we need to plot representations in some non-overlapping order or array. This leads to the question of how to arrange these plots: in what order should we render them? One general strategy for solving this problem is to define the characteristics we want the visualization to achieve, then use self-organization and optimization algorithms to automatically determine the order of placement. This is generally done by defining a cost function. For example, assume the visualization should cluster similar entities together so that patterns become more salient. Then the cost function rewards putting similar items next to each other and penalizes putting different items next to each other. The optimizer then searches for an ordering that minimizes the cost function.
High-resolution display: The amount of detail (number of pixels) that we can assign to any item depends on the number of pixels available. A typical PC, driving two screens, only provides about 2.5 million pixels. Higherresolution displays and systems do exist, but they are not common. An alternate approach for prototyping visualizations that require high resolutions is to print the rendered outputs rather than displaying them on a monitor. The resolution achievable in print is much higher than with most monitors. However, a problem with this approach is that the user cannot easily interact with the visualizations. Despite that, printing is a useful strategy for exploring high-resolution visualization prototypes at low cost.
Ask the users what they need: Finally, we asked the VAMS concept developers what they wanted to discover using visualization tools, or what questions they needed to ask about their concepts where a visualization tool might help them. To some extent, we cannot expect the users to be able to describe what they really need because a successful visualization tool will help them discover answers to questions that they didn't even know to ask in the first place. In general, we want our visualization tools to identify correlations between various combinations of the "points of leverage" and the metrics, to make outliers, exceptional cases and interesting patterns salient. However, the VAMS concept developers did provide some guidance on more specific questions of interest. The particular questions that they proposed that were most relevant and within the scope of what we can address using ACES simulation data are: Table 1 : Points of leverage in the NAS and ATM problem domain 
V. Concepts
We now describe eight visualization concepts, each attempting to highlight different aspects of the NAS.
A. Multiscale geospatial classification
One question requested from the concept developers was a means of showing how delay components are correlated with other aspects of the NAS. The multiscale geospatial classification visualization concept is intended to address this request. Many different factors can contribute to the overall delay of a particular flight. The aircraft may be held at the gate, or delayed during the taxi to the runway, prevented from taking off, rerouted or held during the en route phase of flight, and similarly delayed during arrival on the taxiways and gate of the destination airport. The total delay for all flights within particular regions (zones, sectors, airports, etc.) can be aggregated and then represented by icons of different patterns, colors and sizes, where the size is correlated to the magnitude of that type of delay. These icons can then be positioned at their approximate geographic locations ( Figure 2 ).
This visualization leverages strengths in visual perception to reveal large scale patterns of delay. The user should be able to tell, at a glance, the qualitative situation of the delay problem and to recognize particular patterns between delay and geographic regions. Visual grouping enables the observer to detect which regions share similar types of delay problems. The apparent spatial frequency and visual density can indicate regional effects resulting from that type of delay. The relative scales of the icons indicate the relative magnitudes of the delay problems.
For example, in Figure 2 , the user can quickly see that large amounts of airborne delay exist in the Midwest and East Coast, along with many cases of arrival delays at airports spread along the western and southern US. From this correlation, the observer may infer a causal relationship: that arrival problems at key airports in the west and south are causing delays of in-bound flights in the Midwest and East Coast. 
B. Delay / congestion correlation
Although this concept shows correlations between delay and congestion across the NAS, it is more generally a method for displaying glyphs representing any aspect of the NAS, where the glyphs are tied to individual sectors in the NAS and are rendered in a way that avoids overlaps. It remaps straightforward geographical plots to a more abstract representation, based upon the existing NAS hierarchy.
The NAS is divided into 20 "En route" zones, covering the continental US. These "En route" zones are large regions of space with names like ZLA (around Los Angeles) and ZFW (around Dallas-Fort Worth). We can map these 20 en routes zones into a 5x4 array (see Figure 3) . For a 1280x1024 display, we can allocate 250x250 pixels to each of the squares in this array.
Each "En route" zone is divided into an average of 40 sectors. These sectors are grouped into three categories of altitude: Low, High and Super sectors (listed in ascending order). For each "En route" zone square, we divide it into those three altitude groups and dedicate a box for each sector. In each box, we can render a glyph, showing congestion in orange and delay in blue (Figure 4 ). While this is a particular glyph to show the correlation between delay and congestion, this visualization concept could use any other glyph design to show other desired NAS properties in each sector. 
C. Self-organizing scatterplot
The Self-organizing scatterplot visualization concept was developed to address one of the questions submitted by the concept developers. Specifically, it visualizes correlations between delayed flights and the airports those flights use. A geographic plot can identify which aircraft are delayed and where those aircraft are. However, it is not trivial to then show which airports are associated with the delayed aircraft. Drawing route lines to identify the airports quickly results in a cluttered display. Instead, we can take a scatterplot approach. Each aircraft has a departure and an arrival airport. We can use an XY plot, where the departure airports are listed on the X axis, and the arrival airports on the Y axis, and the airports are listed in the same order on both axes. Then at each intersection, we render a glyph. Off-diagonal intersections represent delay along a particular flight route, such as LAX to ORD. Figure 6 shows an example of a glyph design for these off-diagonal intersections, which encodes total delay, components of delay, and the approximate geographic locations of the flights involved along that route. Then the diagonal intersections represent characteristics of particular airports. We use a perceptually different glyph here: a star glyph, where lines are draw in the direction of the departing and arriving flights, where blue means departure and green means arrival. This shows the directions and magnitudes of all delayed arriving and departing flights.
Finally, there is a question of what order to list the airports. The goal is to put the airports in an order that makes patterns and clusters obvious. I.e., areas with similar delay patterns should be plotted next to each other. Given N airports, there are N! possible orderings. This is too many for us to try all possibilities. Instead, we take the selforganization strategy and define a cost function that rewards putting routes with similar delay values adjacent to each other. Then we can use an optimizer, such as Adaptive Simulated Annealing 8 to find the best ordering. Figure 7 we can see arrival problems into Boston from some airports along the East Coast ,and a cluster of problems from three West Coast airports into three East Coast airports. 
D. Transformation to a different basis space
In many cases, concept developers will want to compare the results of one simulation run against another. For example, there might be a base simulation run that represents the performance under today's ATM system. Then they might compare the simulation results of one concept against that base, or compare different capacity-enhancing concepts against each other when presented with the same situation. Currently, ACES simulation runs have been performed on selected days (such as May 17, 2002: a high-demand day with few weather features) to allow a basis for comparing concepts in this manner.
To support such comparisons, we would like to develop a visualization mode that makes it easy to interpret the differences between one simulation run and another. This comparison should take into account how the NAS evolves with time, rather than only comparing the situation at one particular point in time.
Our approach was inspired by signal processing techniques of converting time-domain signals into the frequency domain, through a Fourier, Laplace, or other transforms. Once plotted in the frequency domain, certain properties of the signal (spread out over time) become obvious and certain calculations are easier to perform. We considered simply applying a 2D transformation to the geographic locations of the aircraft, but it was not obvious that would achieve the results we desired. So instead, we propose a hierarchical method of describing differences from a NAS "basis function."
First, assume that the item of interest is congestion in sectors. The output of the simulation run reports the congestion in each of the ~800 sectors at each timestep (for example, every 15 minutes). We can then define a NAS "basis function" that when provided a sector number and a timestep number, returns the amount of congestion. This defines the performance of the NAS in this simulation run for one 24 hour day. Now we want to compare a different simulation run against this basis. Assume, for the sake of argument, that the new simulation run had exactly the same congestion as the basis. Then we can describe the new simulation run as being the basis function with a coefficient of 1. We can use only one number to convey the essential propertythat the two simulation runs generate the same outputs, both in space and time.
However, the new simulation run will usually be different in some fashion. To describe this, we start with the basis function (assume this is the May 17 simulation run) and then add other functions that affect the output in a hierarchical fashion. Figure 8 shows the idea. We have two levels of hierarchies (although this could be divided into other finer resolutions if desired), both in space and time. The first, coarser level divides space into en route zones and time into morning, afternoon and evening. For example, one function would be for en route zone #1 in the morning, and returns the amount of congestion that when added to the basis function for all sectors in that en route zone and for all morning timestamps, minimizes the difference between the basis function and the new simulation run. Of course, this alone will not usually precisely match the congestion in the new simulation run. Therefore we need a second level of correction functions, where each value adjusts the congestion level for a particular sector and a particular timestamp. These are the arrays of squares at the bottom of Figure 8 . 10 Figure 9 shows what this visualization might look like for one example. It enables a user to quickly see how one simulation run differs from another basis, both in space and time. For example, in this figure, we can see that the new simulation run has more congestion in en route zone #2 during the evening hours. This concept makes it feasible to describe the main differences between one simulation run and another through only a small number of coefficients.
E. GeoSPI delay propagation
If 60,000 flights occur in the NAS, that does not mean that 60,000 actual aircraft flew that day. One aircraft could account for multiple individual flight segments. For example, a Southwest aircraft might fly from Los Angeles to Las Vegas to Seattle to Portland to Los Angeles, all in one day. Thus one physical aircraft (identified by a unique tail number) accounted for four flight segments. Therefore, these flight segments are linked together by this physical aircraft. If the aircraft is delayed or sidelined, then all subsequent flights that rely upon that aircraft will be affected. 
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One of the concept developer questions focused on this link, by asking how delay is propagated according to flight segment. This visualization concept is intended to address this question. We first note that there are two dimensions that we wish to convey: the temporal aspects (the amount and type of delay) and the spatial aspects (the flight segment routes). Figure 10 summarizes these two aspects. For the temporal aspects, we use an hourglass representation where the upper triangle indicates the scheduled time and the lower triangle indicates the actual time. If the two meet (into a perceptually recognizable hourglass shape), then the flight was exactly on time at that point. if the two are separated, then the separation (highlighted in grey) represents the delay in achieving that particular milestone.
We apply a concept we call Geospatial Semantic Preservation for Interpretation (GeoSPI), which blends the temporal and spatial into one unified display by relaxing constraints imposed by the geospatial representation. Instead of plotting items on a completely accurate geographical map, we modify the spatial representations so they still retain their basic shapes (so they are recognizable by an ATC expert) but they are drawn at different scales and positions so that details are visible (for example, routes and delays within an airport, which would be invisible on a national map).
We provide two examples of GeoSPI visualizations that show flight segments for a single physical aircraft. In Figure 11 , the arrangement emphasizes the scale of flight operations, with the national scale at the top, the sectors in the middle, and the airports themselves at the bottom. The overall delays are shown on the timeline at the very bottom.
In the second variation, we emphasize the individual flight segments themselves. This shows the first flight segment (from San Francisco to Los Angeles) on the top half, and the second flight segment (from Los Angeles to Cleveland) on the bottom half, with the timeline in the middle. This variation makes the flights segments themselves more obvious, while still permitting the user to see both the types of delay and the physical locations where those delays occur, all in one understandable diagram. Figure 12 shows this variant.
Of course, we want to display information about thousands of aircraft, not just one. For this, we can use a degenerate case of the GeoSPI display that renders only temporal information without any spatial representations (Figure 13 ). Now each aircraft becomes one line, which can be shown in an expanded view with the hourglass representations (shown on the top of the image) or in the compressed form (shown on the bottom of the image). In compressed form, additional delays are shown in black and reductions in delays (catching up) are shown in white, 
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with the aggregate delay shown in grey. We can see from this aggregate view that delays accumulate with time and become large in later flight segments. This concept offers developers the ability to see how flight delay propagates for a large number of aircraft, then switch to detailed views for a small number of selected aircraft, where the detailed views show the temporal and spatial aspects of the delay simultaneously in an easily understood format. 
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F. Vector field alignment
The vector field alignment visualization concept is a self-organizing arrangement of aircraft glyphs that communicate delay problems by using human perceptual strengths in recognizing differences of orientation in adjacent lines.
Each aircraft is assigned a glyph that represents the delay for that aircraft. Figure 14 summarizes this glyph design. A line is used to indicate the aggregate delay. If the aircraft is exactly on time, the line is vertical. If the flight is cancelled, the line is horizontal (to indicate infinite delay). Varying amounts of delay are indicated by negatively sloped lines. A flight that is ahead of schedule has a positively sloped line. Bar graphs within the glyph indicate the components of delay or any other aircraft state.
Each square-shaped glyph must be assigned to one spot in a grid of squares. We want each glyph to be close to the true geographic location of the aircraft (as shown by drawing the grid over the map of the US). To do this, we use a self-organizing approach and define a cost function that penalizes moving aircraft glyphs away from their true location. An optimizing function such as simulated annealing can then search for the best assignment of glyphs to grid spaces that minimizes this cost function. Figure 15 shows an example of what the end result could look like. This concept leverages human pattern recognition capabilities to see both similarities and differences in oriented lines. For example, an area of similarly sloped lines in the northeast section of the grid may indicate a common problem causing delays for aircraft in that region. However, seeing one aircraft that has radically different delay characteristics than its neighbors (such as the case on the bottom right) may indicate an outlier: something that affects only that aircraft (such as a mechanical problem) but does not affect the NAS as a whole.
We can also merge aspects of the vector field alignment concept with the GeoSPI concept. This hybrid shows a timeline for each aircraft. However, instead of using hourglass figures to indicate when certain milestones occur and how much delay is associated with each milestone, we render oriented lines for each milestone. If the line is vertical, then the scheduled time and actual time for that milestone are the same, and the aircraft is on schedule at that point. However, if the aircraft is delayed, that appears as negatively sloped vertical lines and highlighted grey regions. Since the milestones occur in the same order for each flight, the user can tell which milestone is which by counting the number that have occurred previously. Figure 16 summarizes this hybrid concept. 18 show two examples of a preliminary implementation of the Vector Field Alignment concept on actual ACES data. The dataset represents twice the number of flights that actually occurred in the entire NAS for one particular high-traffic, low weather day. In this implementation, the direction the lines are rotated is reversed from the concept description. I.e., delays are represented by lines that are rotated to the right (rather than to the left). Figure 17 shows a view of the entire NAS, with vectors placed into a 200x160 grid that covers the approximate continental US area. The vast majority of aircraft do not have delay problems, as shown by the fact that most of the blue lines are vertical. Figure 18 shows a closeup view of one region of the NAS, at a later time when fewer flights First, we assign a 1-D time series to each item of interest. For example, this might be the amount of congestion at each airport, or something that is derived from a combination of other values. In each 1-D time series, we have limits and trends. Limits are boundaries of interest that are either hard numbers that should not be exceeded (e.g., capacity) or simply thresholds of interest (e.g., delay). Trends indicate the past history of the value. If the time series is "in trend," then the value has remained approximately constant in recent history. If the time series is "out of trend," that means the value is changing rapidly. Figure 19 shows an example of a time series with both a lower and upper limit. In the beginning, the value stays in trend but it is close to the lower limit. Near the end, the value goes out of trend but moves back toward the normal value. 
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Once we have a large number of items, each with an associated time series, we can plot the location of each item inside a rectangle based upon how close the current value is to the limits of interest and whether the value is in trend or out of trend. Figure 20 shows where objects are plotted. Items that are near their normal value are plotted toward the top of the rectangle, while objects that are near a limit of interest are plotted near the bottom. Similarly, objects that are in trend are on the left side, while objects that are out of trend are placed on the right side.
By choosing to plot items in this manner, the user can quickly focus attention upon the items requiring the most attention. Figure 21 shows the objects that are in trend and have normal values (the upper left corner) are not a problem and therefore do not require attention. Objects that are changing rapidly but are not near a threshold (upper right corner) may become a problem later but are not currently a problem, so they can be monitored. Similarly, objects that are near a threshold but not changing rapidly (lower left corner) can be a problem but not one that is progressing, so those deserve monitoring. The most attention should be reserved for the objects in the lower right corner. Those are the ones near a threshold and rapidly changing.
Finally, Figure 22 shows an example of what this visualization concept might look like with a set of airports. This shows that three airports (San Francisco, Seattle and Los Angeles) are rapidly moving toward the lower right corner, which is the area requiring the most attention. From that, the user might infer that there is a problem with major West Coast airports. By mapping NAS values into these 1-D time series and plotting them in this fashion, this visualization concept will enable users to quickly recognize which items in the NAS require the most attention, simply by observing the locations of each object inside the rectangle and the patterns of how those objects move with time inside the rectangle. We can use this as a filtering mechanism that enables concept developers to focus 18 their attention upon the key items and objects in the NAS that are overloaded or will become overloaded. Outliers and correlations will become obvious through this visualization concept. Figure 23 shows an image from a preliminary implementation of the Trend and Limit concept on a 2xNAS ACES dataset. In this implementation, the Y axis has been flipped so that the green quadrant (normal and in trend) is the lower left rather than the upper left. In this sample image, we have plotted both en route zones and sectors with respect to the total delay of the aircraft inside that zone or sector. The "limit" is defined as the largest total delay that occurs within any zone or sector during the entire simulation. We use a nonlinear mapping, so that only the sectors and zones that are getting close to the limit appear in the upper half of the image. The data blocks move around significantly with time. This noise is due to the inherent nature of these measurements, since an aircraft that transitions from one sector to another immediately removes its delay from the original sector and adds it to the new sector. Also, the rate of change is computed essentially by numeric differentiation, which is a noisy process. Nonetheless, this image does show that the concept identifies a handful of sectors and zones that are approaching the limit, or are rapidly changing, or both, and therefore might be worth further investigation by users examining this Figure 23 shows that the sector "ZDV21" is changing rapidly and has a large amount of delay.
H. Airport -Airspace correlation
The Airport -Airspace correlation concept was developed specifically to address one of the concept developer requests: "How are delay components correlated with other aspects (airports, geography, etc.)?" More specifically, if we have an area of airspace that is congested or has many delayed flights, what is the relationship between that geographical region and the departure/arrival airports associated with each flight in that airspace?
To visualize this relationship, we use an X-Y graph where the Y axis represents the top 250 airports in the US and the X axis represents all the sectors. Both the airports and the sectors are grouped into the 20 en route zones covering the continental US. These zones are listed in approximate west to east order, and this order is the same on both the X axis and the Y axis. On the Y axis, within each zone, airports are sorted so the largest (in terms of maximum number of operations per hour) are at the top and the smallest are at the bottom. Similarly, on the X axis, within each zone, sectors are listed in order of altitude: low sectors on the left, high sectors in the middle, and super sectors on the right. We plot either delay or congestion (but not both simultaneously). For each sector, we compute the congestion (number or aircraft versus the maximum sector capacity) or the total amount of delay experienced by aircraft currently in that sector. If the congestion or delay is above a user-specified threshold, we plot all the aircraft in that sector. One sector occupies a column in the graph. Each aircraft has an associated departure and arrival airport. Therefore we tally the number of aircraft departing from and arriving at each airport in that column. When that count is completed, we render the column, drawing arrival airports in red, departure airports in blue, and airports that have both arriving and departing flights become purple. The brightness of the pixels varies with the number of aircraft assigned to that airport.
Salient features in this visualization will indicate specific types of problems. For example, a horizontal line indicates a problem with a particular airport, and the area that the line covers specifies the region of the NAS where the problems are occurring. Similarly, a vertical line indicates a problem with a particular sector and the extent of the line identifies the arrival and destination airports affected by this problem. Features along the main diagonal (from the upper left corner to the lower right corner) indicate mostly local problems, where the affected airports are geographically close to where the flights are currently located. Clusters indicate more complicated problems affecting particular regions. Figure 24 shows an image from a preliminary implementation of this concept. This renders delay for a 2xORD ACES dataset. In this particular dataset, all aircraft either depart from or arrive at Chicago O'Hare (ORD). However, if the user was not originally aware of the unusual nature of this test dataset, this visualization would make it clear that the problems are concentrated at ORD. The vertical red line is in a sector in the ZAU en route region where ORD is located. This vertical red line indicates a large number of delayed aircraft near, or actually still at, ORD that need to arrive at other airports spread across the NAS. There is also a horizontal blue line for the first airport in the ZAU en route zone (which is ORD). This indicates aircraft that have already departed from ORD and need to arrive at other airports. Those destination airports are indicated by the red pixels, spread roughly along the main diagonal. Since those red pixels are mostly along the main diagonal, that indicates that these airborne flights are getting close to their arrival airports. The overall conclusion is that the delay problems are due to aircraft departing from ORD. Figure 25 is another image from our preliminary implementation, this time rendering congestion for a 2xNAS dataset. This plots aircraft in congested sectors, where a sector is considered to be congested if the total number of aircraft in that sector is > 90% of its maximum capacity. There are several notable features in this image. First, it is interesting to see what is not plotted: the columns for the en route zone ZFW (around Dallas) are empty, indicating a lack of congestion problems in that entire zone. Next, there is a horizontal red line for an airport in ZBW and a horizontal blue line for the top airport in ZME . These reveal congestion problems linked to aircraft arriving at the former airport and departing from the latter. These problems are spread across much of the NAS. The purple features along the main diagonal indicate local congestion problems, where there is congestion in the airspace around an airport due to aircraft either arriving at that airport or departing from that airport. We note that the density of pixels tends to be higher for the airports at the top of each zone on the Y axis, compared against the bottom of each zone. This suggests that congestion problems tend to be associated with the largest airports, rather than the smaller airports. Finally, there is a higher density of pixels in the lower right quadrant than in the other three quadrants. This suggests that there is more congestion in the eastern and northeastern US, compared to other regions, and that much of this congestion is due to flights that begin and end within the eastern and northeastern US.
