We report recent progress toward a nonperturbative formulation of many-body quantum dynamics that treats all constituent particles on an equal footing. This formulation is capable of detailing the evolution of a system toward the diverse fragments into which it can break up. We illustrate the general concept with the simple example of the simultaneous excitation of both electrons in a helium atom.
The matrices J ϩ and J Ϫ are complex conjugate when the energy suffices to achieve full fragmentation, that is for energetically ''open'' channels. For the ''closed'' channels instead, the k f values are imaginary, whereby one component of Eq. ͑1͒ converges exponentially as r→ϱ, and the other diverges. The Jost matrices serve to construct scattering matrices
for open channels. Analogous matrices occur for closed channels, as detailed in Ref.
͓1͔.
Substantial evidence, outlined, e.g., in ͓3͔, indicates that the values of Jost matrices, derived from experiment or calculated by solving relevant Schrödinger equations, actually receive major contributions at localized values of the radial distance. The Jost matrices typically fail to exploit this circumstance, being computed at a single radial distance only. A main focus here will therefore be to extract the detailed evolution of Jost matrices from their short-to long-range behaviors. More precisely, the present treatment yields a set of approximate quantum numbers, appropriate to the near separability of each region of space, that interpolate smoothly between the c and f limits as the system evolves. This study continues a previous preliminary report ͓4͔, extending its results to higher energies.
II. FORMULATION
According to Ref. ͓1͔, atomic and molecular states are best described in the framework of scattering theory and globally for the whole system under consideration rather than primarily as aggregates of independent constituents. For purposes of introduction, we consider first the radial evolution of a single particle scattered by a potential well.
A. Elementary example
ϭF lm (r)Y lm (,) . Asymmetries of the potential well allow separation to hold only in the limits of small or large radial distances. Thus we write
with subscripts ''l 0 m 0 '' to indicate the zero-r behavior, i.e., the ''c'' limit. At larger radial distances, the wave function is expanded into a series of spherical harmonics,
The coefficients of this expansion are then determined by solving a system of coupled ordinary differential equations governing the F l 0 m 0 ,lm (r). Separability prevails again, however, beyond the rim of the potential well, i.e., at rϾr 0 , where each independent wave function ⌿ (r ជ ) factors into the product of a radial and of an angular function,
The phase shift ␦ and the coefficients b lm in this equation represent, respectively, the eigenphase shift and the eigenvector of the matrix ͑2͒ that represents the electron's scattering by the potential well.
1 These parameters have no r dependence, reflecting the entire effect of the potential well on the scattered particle. For long-ranged potentials, e.g., Coulomb potentials, an equivalent separability prevails anyhow, in the asymptotic limit r→ϱ ͓5͔.
B. Displaying the progression of phase shifts
A major contribution towards describing the evolution of atomic systems from their compact to their fragmented states stems from a suggestion in the mid-1960's, which was hardly ever implemented since that time ͓6͔. Its centerpiece consists of working out how each phase shift attains its value ␦ beyond the rim of a potential well in the course of propagation from the center to the rim of the potential well. To this end in Ref. ͓6͔ the idea was conceived of truncating the potential well at a sequence of mock rims with intermediate radii 0рrрr 0 , a method now dubbed as ''invariant imbedding'' ͓7͔.
Not only each mock phase shift ␦ , but also its corresponding mock eigenvector ͉͗lm͘ is evaluated at each radius r, being thus mapped as a function of that radius. This procedure establishes a direct link from the zero value of ␦ as r→0 ͑where the eigenvector ͉͗lm͘ reduces to its single nonzero component ͉͗l 0 m 0 ͘), to its actual value at the rim rϭr 0 . The procedure appears to have been first implemented in a study on diatomic molecules ͓8͔, where r stood for the internuclear distance, and more recently for a H atom in a magnetic field ͓9͔, as well as for the doubly excited states of helium ͓10͔. These results compute phase shifts, which are tied to the set of reference functions selected. In the following we will describe instead a more flexible procedure, first elaborated in ͓4͔, that determines eigenchannels of total phase, which prove independent of the radial basis in which they are computed.
C. Multiparticle treatment
Returning now to our task of formulating the solution of the Schrödinger equation for multiparticle systems, we must first establish an appropriate system of coordinates. We take a cue from the simplest example of the He atom, where radial correlations between the two electrons have long been represented by changing the Cartesian coordinate pair (r 1 ,r 2 ) into the polar coordinate pair (R,␣). Similarly, the set of multiparticle position coordinates ͕r 1
represented by a single 3(NϪ1)-dimensional vector R ជ with origin at the system's center of mass, for example, at the nucleus of a single atom. This vector is then represented in multidimensional polar hyperspherical mass-weighted coor-
This multidimensional notation leads us to replace the expansion ͑3b͒ in spherical harmonics with an expansion of the wave function ⌿(R ជ ) into hyperspherical harmonics Y ជ (R ), eigenfunctions of the hyperangular Laplacian ⌬ R , with eigenvalue (ϩ3NϪ5); see, e.g., Ref. ͓11͔. Here ជ stands for a set of quantum numbers conjugate to the angular coordinates R . Many parametrizations of R and ជ exist, which we need not specify here. There results the expansion
The analogue of Eq. ͑3a͒, representing the hyper-radial wave near Rϭ0, then reads
The expansion ͑6a͒ leads to the set of close-coupled radial Schrödinger equations
with the squared-wave-number matrix 1 The wave function of the scattered electron is represented, outside the potential well, in the generic form sin 
͑7Ј͒
Here Z(R )/R represents the Coulomb potential energy of the interacting constituents, evaluated at a fixed hyper-radius R. The ellipses at the end of Eq. (7Ј) stand for possible additional terms of the k 2 matrix corresponding to Hamiltonian terms for spin-orbit or relativistic corrections. The ability of this equation to include such effects appears very important because it bypasses the previous need to introduce them by perturbative treatments rather than directly in the basic equation.
D. R-matrix equation
Solving our multidimensional Eq. ͑7͒ requires us to modify our initial treatment of a single particle in a potential well, insofar as the potential well was surrounded, beyond its rim, by a region without potential. A phase shift was then introduced to represent the wave function's phase generated by the well ''in addition'' to the phase that would have resulted from the wave function's propagation free of potential.
The formulation of Eq. ͑7͒ leaves instead the range of integration unspecified, providing a single boundary condition at Rϭ0. We deal thus with solving the equation over successively increasing finite ranges of R, analogous to the successive radii r considered in Sec. II B. We impose an appropriate boundary condition at each selected value of R. The condition seeks eigenfunctions that display a uniform ''eigenphase'' over the whole hyperspherical surface of radius R, much as the relevant eigenfunctions in Sec. II A or II B sought constant phase shifts beyond the well's rim at r 0 . To fulfill this requirement, one diagonalizes, over the surface, an R matrix R that represents the normal logarithmic radial derivative of the solution F(R) of Eq. ͑7͒, namely,
Solving Eq. ͑7͒ within this frame proceeds, as in Ref. ͓4͔, by seeking R directly-instead of the function F(R) itself, by transforming the second-order Eq. ͑7͒ into a pair of firstorder ''variable phase'' equations for the eigenvalue (R) and eigenvectors ͉͗ ជ ͘ of the R matrix. The relevant equa-
Thus each channel's eigenphase evolves nearly independently, driven by an effective channel potential embodied in the diagonal portion of the squared channel wave number.
Coupling between different channels is instead embodied in Eq. ͑9b͒, whose denominator vanishes whenever two of the eigenphases become degenerate, i.e., coincide modulo . The resulting singularity of the equation yields an ''avoided crossing'' of the corresponding plots of the eigenphase pair. These plots bend then, more or less sharply, depending on the numerator's value, generating a localized disturbance of the relevant propagation channels, as will be very apparent in Sec. III.
The eigenvectors ͉͗ ជ ͘ serve to connect smoothly the
ជ ͘ channels at small R to the fully coupled ͉͗ channels at larger R, i.e., they transform between the ''c'' and ''f '' channels referred to in the Introduction. Note, however, that Eqs. ͑9͒ describe only the ''phase'' portion of a phaseamplitude method. Full scattering solutions to the Schrö-dinger equation would require solution of a further set of ''amplitude equations,'' which would remix the eigenchannels. We emphasize, however, that the eigenphases (R) contain information on both the energy levels and autoionization widths of the doubly excited states of helium. This circumstance, detailed in ͓4͔, arises because the eigenphases adequately represent the hyper-radial nodal structure of the wave function. Evaluation of the exact energies and widths would require evaluation of channel coupling in the R→ϱ limit, either by continuing the integration of Eqs. ͑9͒, or by an ''elimination of closed channels'' in the framework of quantum defect theory. We have not attempted this evaluation here, since our interest lies in the short-range evolution of the fragmentation channels.
E. Numerical computation of the eigenphases
In principle, the expansion ͑6a͒ of a stationary state wave function into hyperspherical harmonics is valid, since the harmonics form a complete set. In practice, however, the convergence is very slow even at moderate values of R ͓12͔. Thus while the harmonic expansion sufficed for the limited application of Ref. ͓4͔, an alternative expansion proves necessary for the higher energies discussed here. Note that the R matrix described above identifies its own eigenchannels in a basis-independent way; a specific choice of basis functions serves only to simplify calculation.
To this end, a useful set of basis functions is afforded by the well-known adiabatic approximation, modeled on the born-Oppenheimer approximation of molecular physics ͓13͔. This approximation treats the hyper-radius R as a ''slow'' coordinate, diagonalizing then the operator k 2 (R) of Eq. (7Ј) to yield a set of potential curves U (R) and adiabatic angular functions
Standard procedures exist for calculating these potential curves very accurately ͓14͔, along with the antisymmetric matrices P Ј that describe their nonadiabatic couplings:
Cast in these terms, Eq. ͑9a͒ remains unchanged, but ͑9b͒ is complemented by the P matrix as follows:
The results in the next section were computed by directly integrating Eqs. ͑9a͒ and ͑9b Ј), which, although nonlinear, prove remarkably stable, producing results in fair agreement with more elaborate calculations. Coupling only the lowest ten adiabatic channels proved sufficient to obtain the results presented here.
III. APPLICATION TO DOUBLY EXCITED HELIUM 1 S STATES
The main application of Sec. II has been carried out in Ref. ͓15͔ to the simple case of 1 S states of helium, with boundary conditions at Rϭ0 classified by a set of hyperspherical quantum numbers appropriate to a pair of electrons in the field of an infinitely heavy nucleus. These are the orbital momenta of each electron l ͑equal to one another for the S state͒, and an additional n, representing the number of nodes of the wave function factor corresponding to oscillations of the ratio between the electrons' radial coordinates, r 2 /r 1 ϭtan␣. This pair of quantum numbers determines the value of the quantum number introduced in Sec. II, namely, ϭ2(lϩn).
The equation pair ͑9a͒, ͑9bЈ͒ was integrated numerically at a sequence of increasing energies E, in the range of 57-74 eV above the helium ground state, corresponding to several of the lower-lying double excitations of helium. We describe here primarily the behavior of the eigenphases , implying many corresponding features of their associated eigenvectors ͉͗. ͑9b Ј). As expected, the curves start at the origin, with different slopes corresponding to different values of the parameter that controls the strength of the centrifugal potential in Eq. (7Ј). The fastest rising curve, corresponding to singleelectron ionization, attains the value of quickly, since the ejected electron travels rapidly, with a kinetic energy above 33 eV. The plot shows this curve emerging repeatedly at the zero ordinate, corresponding to successive multiples of .
The second most rapidly rising eigenphase, labeled ''ϭ2'' in Fig. 1 , represents a resonant state with insufficient energy to fragment all the way to R→ϱ. Indeed, this eigenphase reaches for the first time only at the slightly higher energy of Fig. 1͑b͒ ; this occurrence of a phase equal to , i.e., the addition of a radial node in the wave function, signals the resonant energy ͓4͔. Moreover, when viewed as a function of energy at a large fixed value of R, a single eigenphase is seen to rise by ϳ within a certain well-defined width ͑cf. 1 S'' resonance. As above, the energy dependence of the eigenphases at large R identifies the energy of the resonance as Eϭ73.5 eV above the helium ground state, and its width as ⌫ϭ0.046 eV, as compared to Ho's Eϭ73.5 eV and ⌫ϭ0.053 eV ͓17͔. Again, the width predicted by the eigenphases is too small, expressing the missing coupling between bound and continuum states that we have neglected. Notice that many more eigenphases appear here, owing to the much larger number of possible excitations of the atom at this higher energy. Nevertheless, most of these eigenphases rise rapidly through many multiples of , representing the numerous single ionization channels available at this energy, which are mostly irrelevant to our present discussion of the doubly excited states. The eigenphases serve to identify and separate the independent excitations, as evidenced by the sharpness of the majority of avoided crossings in Fig. 2 . Large avoided crossings occur instead only when interaction between different excitations is inescapable. An example is indicated by the diamond symbols in Fig. 2 , which highlight the primary region of interaction where the ''4s 2 '' state couples to the primary continuum channel into which it autoionizes. The concentration of these crossings in a small range of R ͑and near ϭ/2) documents the initial expectation that major physical processes arise within a minor fraction of the ranges of relevant variables.
Reference ͓15͔ details the rapid evolution of eigenchannels across large avoided crossings of their eigenphases. Figure 3 illustrates this rapid evolution for a particular case, namely, the large avoided crossing near Rϭ17 a.u. indicated in Fig. 2 . These figures show the electron pair density, plotted versus the angles ␣ and 12 ϭcos Ϫ1 (r 1 •r 2 ) for fixed hyper-radii before ͓Fig. 3͑a͔͒ and after ͓Fig. 3͑b͔͒ the crossing. Figure 3͑a͒ shows a channel with density localized near a high potential region, colloquially labeled the ''ridge,'' at equal radial distances (r 1 ϭr 2 or ␣ϭ/4) and at r 1 ជ near
2 This localization appears unstable, since the density appears flattened in the immediate vicinity of the ridge, indicating its impending approach to lower potential regions. Nevertheless, on the other side of the crossing this channel has stabilized on the ridge ͓Fig. 3͑b͔͒. Wave functions localized on the ridge had been constructed in the past, but the emergence of this localization from the same ab initio treatment that localizes single ionization at ␣ values near the ends of their range amounts to a major contribution of Ref.
͓15͔.
Finally, Fig. 4 documents more globally the concentration of an eigenchannel on the ridge. We plot here the squared eigenchannel function
analogous to the function ͑4͒ in the single-particle case. The function ͑12͒ is plotted in the (r 1 ,r 2 ) plane, with the angle 12 between the electron directions held fixed at . This function was constructed at the same energy as the eigenphases of Fig. 2 , traversing the large avoided crossings adiabatically, that is, treating them as avoided crossings. The resulting Fig. 4 displays no nodes in the ␣ coordinate, in accordance with a stable localization about the potential ridge.
The quantity being squared in Eq. ͑12͒ does not represent a full solution to the Schrödinger equation, since it has yet to be complemented by an R-varying amplitude function. In general, such amplitudes will mix alternative channels having different eigenphases. This mixing is, however, also expected to concentrate near avoided crossings of the eigenphases. Thus, while Fig. 4 fails to identify a physical electron density, it does isolate a significant contribution to the full electron-pair dynamics. Its specific contribution will be the subject of a future report.
IV. DISCUSSION
This paper has summarized the extension of the procedures of Refs. ͓4,9,15͔ to realistic ab initio applications to multiparticle systems. The main feature of this procedure lies in its systematic utilization of locally separable approximations to solve globally nonseparable problems. Local separability prevails in the limit R→0 where the centrifugal potential-and thereby rotational invariance-prevails. It prevails even more obviously in the fragmentation limit, where two of the system's elements fall apart. ͑Details of the fragmentation have been laid out in Ref. ͓19͔.͒ The artifice described in Sec. II B ͓6͔ amplifies the implementation of local separability. This procedure affords the future options of enforcing uniformity of parameters other than -for instance, d /dR-over constant-R surfaces.
The major pending challenge to the present approach lies in extending its application to systems with increasing numbers of particles. Multielectron atoms have been treated by Cavagnero ͓20͔ to the extent of constructing generic matrices of the ''effective charge'' Z(R ) of Eq.(7Ј). More complex, however, is the task of mastering the dynamical evolution of systems with numerous and diverse particles, as well as that of implementing an adequate development of the systematics and practice of hyperspherical harmonics. The example of the H 2 molecule has been under development in this group for some time, but not yet completed. Extensive efforts have been directed to formulate the geometrical aspects of this undertaking, as well as the systematics of hyperspherical harmonics, whose results remain to be published.
These technical hurdles remain in treating the angular coordinates. On the other hand, the situation in the hyper-radial coordinate is much clearer. In general, rapidly rising eigenphases should represent fairly ''trivial'' fragmentations, such as single ionizations in the present case, or dissociations in the molecular case. At the other extreme, eigenphases that grow slowly belong to ''strongly closed'' channels, which only become important at larger total energies. Therefore only a modest collection of eigenphases in between these extremes yields relevant dynamics in a given energy range. Maps of the eigenphases, and especially their avoided crossings, versus R and E should prove valuable in sorting out fragmentations in many systems.
