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1. Introduction
The base field k is assumed algebraically closed of characteristic zero.
1.1. Let g be a semisimple k Lie algebra. Fix a triangular decomposition g= n⊕h⊕n−
and set b= n⊕ h. Let π denote the corresponding set of simple roots. For each α ∈ π , let
α∨ ∈ h denote the corresponding coroot. For each π ′ ⊂ π , let pπ ′ (or simply, p) be the
parabolic subalgebra defined by π ′ containing b. Set h∗
π ′ = {λ ∈ h∗ | α∨(λ)= 0, ∀α ∈ π ′}.
Each λ ∈ h∗
π ′ defines a one-dimensional pπ ′ module kλ and we let Mπ ′(λ) denote the
induced module. Let P(π) (resp. P+(π) denote the set of integral weights (resp. dominant
integral weights).
1.2. A construction of Conze [5] gives an algebra embedding of U(g)/AnnMπ ′(λ)
into a Weyl algebra Aπ ′ . We view Aπ ′ as a g module Aλπ ′ under diagonal action (whose
isomorphism class may depend on λ). It may be identified as the largest submodule of
Endk Mπ ′(λ) lying in an appropriate version Ô−π ′ of the Bernstein–Gelfand–Gelfand O
category. The presentation of Aλ
π ′ as a Weyl algebra leads to a natural filtration F on
Aλ
π ′ which is g stable. A basic claim of [12] is that Aλπ ′ is graded injective, that is to
say Cπ ′ := grF Aλπ ′ (which no longer depends on λ) is injective in Ô−π ′ . This was used to
compute multiplicities [12, 4.5] which eventually led to the description [14] of the so-called
KPRV determinants.
1.3. Unfortunately [12] contained a number of errors coming from a misunderstanding
concerning the role of low order terms in computing commutators. Our first task is to
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recover the required multiplicities 5.3 as well as a certain freeness result 5.2 required to
define the KPRV determinants. This will give in particular a correct computation of these
determinants, which was the principal aim of [12] and the subsequent papers [13,14] on
KPRV determinants. Finally we extend Broer’s analysis to establish graded injectivity in
the Borel case 4.10, that is when π ′ = φ. We shall see explicitly that the latter is a finer
result. In the parabolic case one does obtain an injectivity result by these methods; but it
is not the one we require. Indeed Broer’s elegant combinatorics are exactly what we need
for graded injectivity; but only apply to the Borel case. On the other hand we show 6.2 that
the injectivity of Aλ
π ′ combined with the graded injectivity of Aλφ implies that Aλπ ′ is also
graded injective. This gives a correct proof of the main result of [12].
1.4. Whilst studying this problem we found a second filtration Fm of Aλπ ′ for λ
antidominant which makes grFmA
λ
π ′ injective. We also find a remarkably simple result
6.1 describing the multiplicity of an injective in Aλ
π ′ .
2. Preliminaries
The notation follows closely that of [12]; but will be redefined as necessary.
2.1. For each Lie algebra a, let U(a) (resp. S(a)) denote its enveloping (resp.
symmetric) algebra with Z(a) the centre of U(a).
Take g as in 1.1 with its given triangular decomposition. Let ∆ be the resulting set
of non-zero roots and ∆± = ±Nπ ∩∆. Fix a Chevalley basis eα, f−α : α ∈ ∆+, hα :=
α∨: α ∈ π for g and let κ denote the corresponding Chevalley antiautomorphism inter-
changing eα, f−α : α ∈ ∆+. For each π ′ ⊂ π , set ∆π ′ =∆ ∩ Zπ ′ and ∆±π ′ = ±Nπ ′ ∩∆.
Let pπ ′ be the parabolic subalgebra defined by π ′ with nilradical mπ ′ and Levi factor rhπ ′ .
Set p−
π ′ = κ(pπ ′) and m−π ′ = κ(mπ ′). Where understood the π ′ subscript will be omitted.
2.2. With h∗
π ′ as in 1.1, set Mπ ′(λ) := U(g)⊗U(p) kλ for all λ ∈ h∗π ′ . It is isomorphic
to U(m−) as a left U(m−) module. Let Aπ ′ (or simply, A) denote the k-algebra generated
by the indeterminates q−α and the pα := ∂/∂q−α : α ∈ ∆+ \ ∆+π ′ . Let Qπ ′ (resp. Pπ ′ )
denote the polynomial subalgebra of Aπ ′ generated by q−α (resp. pα): α ∈∆+ \∆+π ′ . The
symmetrization map s :S(m−) ∼−→ U(m−) identifies Mπ ′(λ) with Qπ ′ and the resulting
action of U(g) on Qπ ′ defines the Conze embedding ϕλ of U(g)/AnnMπ ′(λ) into Aπ ′ .
This makes Aπ ′ a U(g) bimodule and in particular a U(g) module, denoted by Aλπ ′ , under
diagonal action.
2.3. Let us summarize very briefly the main results concerning the Conze embedding
noted in [12, Sections 1, 2]. First one has a linear isomorphism Qπ ′ ⊗Pπ ′ ∼−→ Aπ ′ defined
by multiplication. From this the degree gradation of Qπ ′ defines a filtration F of Aπ ′ . For
all x ∈ g one has ϕλ(x) ∈ F1(Aπ ′). Since commutation lowers degree by one it follows
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structure whose isomorphism class is independent of λ ∈ h∗
π ′ .
2.4. For any g module M and any subalgebra a of g we set
Fa(M) :=
{
m ∈M | dimU(a)m <∞}.
It is the largest g submodule of M on which a acts locally finitely. Observe that
EndM admits a g module structure through the diagonal action. One has Aλ
π ′ =
Fm−(EndMπ ′(λ))= Fn−(EndMπ ′(λ)).
Take π ′ ⊂ π and let Oπ ′ denote the category of all U(g) modules on which U(pπ ′)
acts locally finitely and further are direct sums of finite-dimensional h weight subspaces.
DefineO−
π ′ similarly which respect to U(p
−
π ′). Let Ôπ ′ (resp. Ô−π ′ ) be the category of U(g)
modules obtained fromOπ ′ (resp.O−π ′ ) by taking infinite direct sums. One may remark that
Mπ ′(λ) ∈ ObOπ ′ , whilst Aλπ ′ ∈ ObÔ−π ′ , the latter because (Aλπ ′)m
− = Endm−(Mπ ′(λ))
and so identifies with Mπ ′(λ) ∼= U(m−) via right multiplication. This forces (Aλπ ′)m
−
to
have finite-dimensional weight subspaces and eventually that Aλ
π ′ ∈ObÔ−π ′ .
If M ∈ ObOπ ′ and M∗ is given a left module structure through κ , then δM :=
Fh(M
∗) ∈ ObOπ ′ . It is called the Oπ ′ dual of M . The functor δ on Oπ ′ is exact
contravariant and involutive.
2.5. Let M be a U(p) module. Trivially
Fp−
(
HomU(p)
(
U(g),M
))⊂ Fh(HomU(p)(U(g),M)).
Moreover equality holds if M is finite-dimensional. (This is well-known; but we note
that a proof results from 4.1, 4.2.) If M ∈ ObOπ ′ , then M is a sum ∑Mi of its
finite-dimensional U(p) submodules and one shows that Fp−(HomU(p)(U(g),M)) =∑
Fh(HomU(p)(U(g),Mi)) as in [12, 2.3].
2.6. A key fact noted in [12, 2.4] is that if Mπ ′(λ) is simple, then Aλπ ′ is isomorphic
to Fp−(HomU(p)(U(g), δMπ ′(0))). As noted in [12, 2.6] this makes Aλπ ′ injective in Ô−π ′ .
Actually the proof was overly complicated. A simpler proof obtains as follows. First (as
noted in [15, 3.1]) one has δMπ ′(0)= Fh(HomU(p−)(U(g), k0)) which as a U(p) module
is isomorphic to Fh(HomU(r)(U(p), k0)).
Given θ ∈HomU(p)(U(g),M), a ∈ U(g) one has
U(h)
(
θ(a)
)= θ(U(h)a)= θ(adU(h)a)+ (U(h).θ)(a)
and so
Fh
(
HomU(p)
(
U(g),M
))= Fh(HomU(p)(U(g),FhM)). (∗)
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Fh
(
HomU(p)
(
U(g), δMπ ′(0)
)) ∼= Fh(HomU(p)(U(g),HomU(r)(U(p), k0)))
∼= Fh
(
HomU(r)
(
U(g), k0
)) (by Frobenius reciprocity).
Yet Fr(HomU(r)(U(g), k0)) belongs to the category Wπ ′ of U(g) modules which are
reductive as U(r) modules. We claim that it is injective in Wπ ′ and hence that
Fp−(HomU(p)(U(g), δMπ ′(0))) is injective in Ô−π ′ . This claim follows from the commut-
ative diagram
M
θ
ι
M ′
ψ r
Fr
(
HomU(r)
(
U(g), k0
))
c
k0
where M,M ′ ∈ ObWπ ′ , the U(g) module maps ι, θ are given, c is the canonical map
x → x(1) to the trivial r module k0. SinceM,M ′ are reductiveU(r)modules the composed
map cθ may be extended to a U(r) module map r :M ′ → k0. Finally the required U(g)
module map ψ , making the diagram commutative, exists by universality.
3. A comedy of errors
3.1. In [12, 3.5] it was claimed that grF Aλπ ′ ∼= Aλπ ′ , as U(g) modules when λ = 0.
However this cannot be justified owing to the fact that lower order terms may appear in
the commutators [ϕλ(x), a]: x ∈ g, a ∈Aπ ′ . Ultimately we shall show that this is true for
arbitrary λ; but only as a consequence of graded injectivity.
3.2. The assertions in [12, 3.4] also cannot be justified, though the conclusions of the
lemma do hold on the whole of Aπ ′ . A rather similar reasoning was given in [15, 2.1 and
5.5]. However in this latter case the argument can be justified. We shall return to this point
in 6.7 and we give in 4.10 an alternative and more direct proof of these conclusions of [15].
3.3. The proof of [13, 5.1] is incorrect owing again to the presence of lower order terms.
However (assuming graded injectivity) it is not difficult to give a correct proof and we shall
do this in 5.1. To avoid using graded injectivity we give an alternative proof of its corollary
[13, 5.2]. Here we remark that the alternative proof of [13, 5.2] given in the remark to [13,
5.2] cannot be justified due again to the appearance of lower order terms.
3.4. One can avoid difficulties with lower order terms by replacing commutators with
Poisson bracket, that is to say by replacing Aπ ′ by the polynomial algebra Bπ ′ := Qπ ′ ⊗
Pπ ′ = k[q,p], equipped with the standard Poisson bracket {pα,q−α} = 1, ∀α ∈∆+ \∆+π ′
and where all other brackets vanish. As in [13, 6.2] this leads to Bπ ′ admitting a family
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π ′ : λ ∈ h∗π ′ of g module structures. For generic λ these are all isomorphic to the
injective module Fp−(HomU(p)(U(g), δMπ ′(0))) and moreoverBλπ ′ is graded when λ= 0.
Unfortunately we have no translation principle comparable to 6.6 which relates Bλ
π ′ at a
generic value of λ to Bλ
π ′ at this special value. We shall prove the injectivity of Bλπ ′ at the
special point λ= 0 (and hence for all λ). However this will need a significant effort starting
from the case π ′ = φ established in Section 4 and the general case established in 6.2. First
in 3.5, 3.6 below we describe B0
π ′ and its filtration in more “geometric” terms.
3.5. As a U(p) module one may identify δMπ ′(0) with S(m−) given a U(p) module
structure in the following fashion. First consider m− = g/p (resp. m∗) as a p module
through the adjoint (resp. coadjoint) action. Since the Killing form is ad-invariant and
the orthogonal of m is p, it defines an isomorphism m− ∼=m∗ of p modules. Now deform
this p module structure as follows. Let z denote the centre of r and identify m− ⊕ z with
(m + z)∗. This gives m− ⊕ z a p module structure and we can choose λ ∈ z∗ such that
cβ := λ(xβ(x−β)) = 0 for all β ∈∆+ \∆+π ′ . Identify S(m−) with S(m− ⊕ z)/I , where I
is the ideal generated by the h − λ(h): h ∈ z. It is clear that p(m−) ⊂ m− ⊕ k, and that
this action differs from the above linear action of p on m− by the addition of the derivation
cβ∂/∂x−β to xβ for all β ∈ ∆+ \ ∆+π ′ . For this action it is clear that S(m−) ∼= δMπ ′(0)
as an r module and that S(m−)m = k. Then (in the sense of 4.1) the O-dual δS(m−) is
a p− module and through the above is generated as a U(m−) module by its zero weight
subspace (which is an r submodule). By weight space decomposition it must be freely
generated and so δS(m−)∼=Mπ ′(0) as a U(p−) module. Consequently S(m−)∼= δMπ ′(0)
as a U(p) module.
3.6. The above identification of δMπ ′(0) with S(m−) as a U(p) module gives δMπ ′(0)
a p invariant filtration Fx defined by the canonical filtration on S(m−). (If π ′ = φ, this
is exactly the BK filtration on δM(0) defined in terms of a suitably chosen principal
nilpotent element x , as given in [15, Section 5]. This identification will not be needed
here.) It is clear that grFx(δMπ ′(0)) is just S(m∗) = S(g/p) as a p module. As in [15,
5.3] one may remark that the coproduct structure on U(g) and the fact that U(g)p is a
coideal gives δMπ ′(0) an algebra structure (isomorphic to S(m−)) and furthermore B :=
Fp−(HomU(p)(U(g), δMπ ′(0))) acquires an algebra structure with filtration Fx induced
by that on δMπ ′ (0)—explicitly Fmx B := Fp−(HomU(p)(U(g),Fmx (δMπ ′(0)))), ∀m ∈
N. It follows that grFxB ∼= Fp−(HomU(p)(U(g), S(m∗))), by 2.5 and the exactness of
Coind (4.1).
3.7. Take λ ∈ h∗
π ′ such that Mπ ′(λ) is simple. The construction in [12, 2.1–2.4]
establishing the isomorphism Aλ
π ′
∼−→ Fp−(HomU(p)(U(g), δMπ ′(0))) of U(g) modules
actually shows that Fn(Aλ
π ′) maps bijectively to Fp−(HomU(p)(U(g),Fnx (δMπ ′(0)))) for
all n. Indeed [12, Lemma 2.2] asserts that Fn(Aλ
π ′) is exactly Fp−(HomU(p)(U(g),M
n)),
where Mn = Fn(Aλ
π ′)vλ ⊗ k−λ with vλ the canonical generator Mπ ′(λ). Since the latter
is simple it identifies with δMπ ′(λ) and then with δMπ ′(0) ⊗ kλ as a U(p) module.
Since Pπ ′vλ = kvλ and Qπ ′ = S(m−) given its canonical filtration, we conclude that
Mn = (FnQπ ′)vλ ⊗ k−λ =Fnx (δMπ ′ (0)), as required.
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Section 5] for π ′ = φ, though by more complicated means.) Thus to show that Aλ
π ′ is
graded injective we must show that Fp−(HomU(p)(U(g), S(m∗))) is injective. This is a
problem related to algebraic geometry and it does not seem that the more elementary
representation theoretic result in 2.6 is of immediate use. We shall resolve this question
for π ′ = φ in the next section by adapting a method of B. Broer.
4. Graded injectivity or all’s well that ends well
In what follows we only consider h modules which are semisimple, that is to say a direct
sum of their h weight subspaces. For any (such) h module V we set Vλ = {v ∈ V | hvλ =
λ(h)vλ, ∀h ∈ h} for all λ ∈ h∗ and Ω(V )= {λ ∈ h∗ | Vλ = 0}. For a fixed π ′ ⊂ π we often
omit the π ′ subscript on subalgebras. When weight spaces are finite-dimensional we set
chV =∑(dimVλ)eλ.
4.1. Fix π ′ ⊂ π and set p = pπ ′ . Let V be a finite-dimensional U(p) module and
set IndV = U(g) ⊗U(p) V . It belongs to Oπ ′ . The resulting functor Ind is exact. Recall
that κ(p)= p− and let V κ be the right U(p−) module obtained from V through κ . With
a similar definition for U(g) modules one has
(
U(g)⊗U(p) V
)κ = V κ⊗U(p−)U(g).
Consequently
δ
(
U(g)⊗U(p) V
) = Fh(Homk(V κ⊗U(p−)U(g), k))
= Fh
(
HomU(p−)
(
U(g),Homk(V κ, k)
)) (by Frobenius reciprocity)
= Fh
(
HomU(p−)
(
U(g), δV
)) (by 2.6(∗)).
Here δV is the O-dual, namely Fh((V κ)∗), of V . It is a finite-dimensional left U(p−)
module.
Given a finite-dimensional left U(p−) module V we set
CoindV := Fh
(
HomU(p−)
(
U(g),V
))
.
By the above
CoindV = δ(Ind(δV )). (∗)
Thus Coind in an exact functor from the category of finite-dimensional leftU(p−) modules
to Oπ ′ . Moreover by say [11, 8.1.6] and (∗) we obtain
Coind(E ⊗ V )=E ⊗CoindV, (∗∗)
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of finite-dimensional U(p−) modules.
4.2. Let Vπ ′(λ) be a finite-dimensional simple rπ ′ module with highest weight λ. One
may extend Vπ ′(λ) to a p (resp. p−) module, which we shall also denote by Vπ ′(λ), by
letting m (resp. m−) act trivially. Since simples in the O category are fixed by δ, we may
identify δVπ ′(λ) with Vπ ′(λ). Setting Mπ ′(λ)= IndVπ ′(λ), we conclude from 4.1(∗) that
CoindVπ ′(λ)= δMπ ′(λ). (∗)
4.3. For any Lie algebra a let Sn(a) denote the subspace of S(a) of homogeneous
elements of degree n. Set P+
π ′(π) = P+(π) ∩ h∗π ′ . Given χ ∈ P+π ′(π), let kχ denote the
one-dimensional p (resp. p−) module in which m (resp. m−) acts by zero.
Identify p with g/m− as a p− module and recall the Koszul resolution
S(g)⊗Λ∗m−→ S(p)
of U(p−) modules. Explicitly we have coboundary maps d :Sn(g)⊗Λjm− → Sn+1(g)⊗
Λj−1m− given by d(b⊗ a1 ∧ a2 ∧ · · · ∧ aj )=∑(−1)i−1bai ⊗ (a1 ∧ · · · ∧ aˆi ∧ · · · ∧ aj ),
where aˆ means omission of a. Tensoring by kχ : χ ∈ P+π ′(π), this results in an exact
resolution of Sn(p)⊗ kχ , with j th term Sn−j (g)⊗Λjm− ⊗ kχ , of U(p−) modules.
Applying the exact functor Coind and noting 4.1(∗∗) we obtain an exact resolution of
CoindSn(p)⊗ kχ , with j th term Sn−j (g)⊗CoindΛjm− ⊗ kχ , of U(g) modules.
4.4. Recall that Oπ ′ is a BGG category (see [7, Section 5], for example). In particular
each M ∈ObOπ ′ has a finite injective resolution. Thus given a short exact sequence
0−→M1 −→M2 −→M3 −→ 0
in Oπ ′ , we may find injective modules I1, I3 to obtain a commuting diagram
0 0 0
0 M1 M2
ψ
M3 0
0 I1 I1 ⊕ I3 I3 0
Here ψ is the sum of the map M2 → I1 defined by injectivity of I1 and the composition
of M2 →M3 and M3 → I3. Repeating this procedure on cokernels of column maps we
obtain an exact double complex in which the ith column is a (finite) injective resolution
(but not necessarily minimal) of Mi . This construction extends to any long exact sequence
(with j th term Mj ) and gives rise to an exact double complex with ij th entry I i(Mj ) with
columns being an injective resolution of Mj .
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HomU(g)
(
N,I i
(
Sn−j (g)⊗CoindΛjm− ⊗ kχ
))
for any N ∈ObOπ ′ .
Since the rows in the above complex are exact (except at the last column) we obtain
from say [1, 4.11] that the second spectral sequence computing the total cohomology of
this complex satisfies
IIE
i,0
1 =Hom
(
N,I i
(
CoindSn(p)⊗ kχ
))
, IIE
i,j
1 = 0: j > 0
and so for all s  2
IIEi,0s = Exti
(
N,CoindSn(p)⊗ kχ
)
, IIE
i,j
s = 0: j > 0.
On the other hand computing first on columns the first spectral sequence satisfies by
construction
IE
i,j
1 = Exti
(
N,Sn−j (g)⊗CoindΛjm− ⊗ kχ
)
.
Recall that injectivity in Oπ ′ is preserved by tensoring by a finite-dimensional U(g)
module. Thus if I∗(CoindΛjm−⊗kχ ) is an injective resolution of CoindΛjm−⊗kχ , then
Sn−j (g)⊗I∗(CoindΛjm−⊗kχ ) is an injective resolution of Sn−j (g)⊗CoindΛjm−⊗kχ
(but not necessarily equal to I∗(Sn−j (g)⊗ CoindΛjm− ⊗ kχ) above). We conclude that
if Exti (N,CoindΛjm− ⊗ kχ) = 0, then IEi,j1 = 0 and the converse holds for n  j .
Consequently this complex is uniformly bounded in n. In particular the spectral sequence
IE
i,j
s converges to Exti−j (N,CoindSn(p)⊗ kχ ). All this is of course quite standard; but
we have to be careful about following degrees.
In the notation of [1, 4.11] the higher differential δ(−s): s  1 sends IEi,js to
IE
i−s+1,j−s
s ; that is it increases the diagonal i − j by 1 and decreases j by s.
Now as in Broer [3, 2.12] choose i − j maximal such that Exti (N,CoindLj(m−) ⊗
kχ) = 0, equivalently that IEi,j1 = 0 for all n  j , that is to say when Sn−j (g) is
defined. Then IEi,j1 ∈ ker δ(−1). On the other hand taking n= j above, Imδ(−1) admits
Exti (N,CoindΛjm−⊗kχ) as a complement, since S−1(g)= 0. We conclude that the latter
survives in IEi,j2 and similarly in all the IE
i,j
s : s  2. This gives the following
Lemma. Suppose i − j is maximal such that Exti (N,CoindΛjm− ⊗ kχ) = 0. Then
Exti−j (N,CoindS(p)⊗ kχ) = 0.
Remark. The converse is also true and just follows from the fact that Exti (N,S(g) ⊗
CoindΛjm− ⊗ kχ ) converges to Exti−j (N,CoindS(p)⊗ kχ).
4.5. We say that λ ∈ P(π) is π ′ dominant if α∨(λ)  0, ∀α ∈ π ′. Let P+(π ′) denote
the set of π ′ dominant elements of P(π). One has P+(π ′)∩−Nπ ′ = {0}.
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rπ ′ module Vπ ′(λ) with highest weight λ. As in 4.2 we view Vπ ′(λ) as a p− module by
letting m− act trivially. Any finite-dimensional U(p−) module V (with weights in P(π))
admits a finite filtration with quotients isomorphic to the Vπ ′(λ): λ ∈Ω(V ).
We say that a U(g) module M admits a dual Verma flag with weights in Ω ⊂ P+(π ′)
if M admits a filtration with quotients isomorphic to δMπ ′(λ) with λ ∈Ω . From the above
and 4.2(∗) we obtain the
Lemma.
(i) CoindS(p)⊗ kχ admits a dual Verma flag with weights in χ +N(π \ π ′)+Zπ ′.
(ii) CoindΛ∗(m−) ⊗ kχ admits a dual Verma flag with weights in χ + Ω(Λ∗(m−)) ⊂
χ +Ω(Λ∗(n−)).
4.7. Now recall thatOπ ′ is a BGG category [7, Section 5]. In particular every injective in
Oπ ′ admits a dual Verma flag. Moreover the simple modules in Oπ ′ with weights in P(π)
are just the simple highest weight U(g) modules V (λ) with highest weights λ ∈ P+(π ′).
Let Iπ ′ (λ) denote the injective hull of V (λ). Then by BGG reciprocity the multiplicity of
δMπ ′(µ) in Iπ ′(λ) is just the multiplicity of V (λ) in δMπ ′(µ). In particular Iπ ′ (λ) ∼= Iπ ′ (µ)
if V (λ) ∼= V (µ). Thus Iπ ′(λ) cannot be the injective hull of a second simple module and
so Soc Iπ ′(λ)= V (λ). This means that the sum Iπ ′ (λ)+ Iπ ′(µ) is direct if λ = µ and equal
to Iπ ′(λ) if λ= µ. Consequently
Any sum of injectives in Oπ ′ is again injective. (∗)
Again since V (λ): λ ∈ P+(π ′) is also the socle of δMπ ′(λ), it follows that Iπ ′ (λ) is
the injective hull of δMπ ′ (λ). Now V (λ) occurs with multiplicity one in δMπ ′(λ) and any
other V (µ) occurs with multiplicity> 0 only if µ ∈Ω(U(m−))\{0}+Ω(Vπ ′(λ)). Writing
λ > µ to mean that λ−µ ∈N(∆+ \∆+
π ′) \ {0}+Nπ ′ we conclude that if δMπ ′ (µ) occurs
in a dual Verma flag for Iπ ′(λ)/δMπ ′ (λ) then µ> λ.
Taking account of the construction in the first part of 4.4 we conclude that if
I i(δMπ ′(λ)) is a minimal injective resolution of δMπ ′(λ), then
Hom
(
V (µ), I i
(
δMπ ′(λ)
)) = 0
implies µ> λ for i > 0. Applied to 4.5(i) this gives the following
Lemma. If Exti (V (µ),CoindS(p)⊗ kχ) = 0 for i > 0, then
µ ∈ χ + (N(∆+ \∆+
π ′
) \ {0})+Zπ ′.
4.8. Let W denote the Weyl group and ρ the half sum of the positive roots. Define the
translated action of W on h∗ by w.λ=w(λ+ρ)−ρ. Through the action of the centreZ(g)
of U(g) it follows that Iπ ′(λ) is annihilated by a power of AnnZ(g)V (λ). Consequently if
δMπ ′(µ) occurs in a dual Verma flag of Iπ ′(λ) one has µ ∈W.λ.
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Moreover χ −wχ ∈Nπ , since χ ∈ P+(π). Thus by 4.6(ii) we obtain the
Lemma. If Exti (V (µ),CoindΛj(m−)⊗ kχ) = 0, then µ ∈ χ −Nπ .
4.9. Together 4.4–4.8 force the
Proposition. For all χ ∈ P+
π ′ (π) one has
(i) Coind(S(p)⊗ kχ) is injective in Ôπ ′ .
(ii) If Exti (V (µ),Coind(Λjm− ⊗ kχ)) = 0, then i  j , and equality holds only if µ= χ .
4.10. Since Ω(Λ∗(b−))=Ω(Λ∗(n−)), a similar argument shows that CoindS(n)⊗ kχ
is injective in Ôφ for all χ ∈ P+(π). Combined with the remarks in 3.7 it follows that
Cφ := grF Aλφ is injective in Ô−φ . This is the desired graded injectivity of the Conze
embedding for the Borel case, that is when π ′ = φ.
Taking χ = λ−µ in [15, 2.1, 5.5] we also obtain alternative proofs of the propositions
stated there, namely the graded injectivity of Aλ,µφ for the filtrations F and Fx , when
λ−µ ∈ P+(π).
Splitting off injectives we may finally conclude (as in [12, 3.6]) that Aλφ ∼= Cφ for all
λ ∈ h∗. However this is for the moment only valid in the Borel case.
4.11. A similar analysis to the above fails to prove that CoindS(m) is injective in Oπ ′ .
This is because Ω(Λ∗(p−) is not W. invariant. Only some low rank cases can be handled
by the resulting combinatorics.
4.12. We can relate the present set-up to that considered by Broer [3,4] as follows. Let
D denote the functor from the category of finite-dimensionalU(p−) modules with weights
in P(π) to the category of finite-dimensional U(g) modules defined by
DM = Fg
(
HomU(p−)
(
U(g),M
))
.
The functorD is only left exact; but it admits derived functorsDi and furthermore we have
natural isomorphisms
Hom
(
V (µ),DiM)∼= Exti(V (µ),CoindM) (1)
for all i and all µ ∈ P+(π), that is when V (µ) is finite-dimensional. This is obvious when
i = 0 and it may be extended to arbitrary i by the method in [9, Section 5] as briefly
described below.
Again by O duality (which is exact and contravariant) and 4.1(∗) we have natural
isomorphisms
Exti
(
V (µ),CoindM
)∼= Exti(Ind δM,V (µ)) (2)
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Let σ be the antipode and set ι = κσ , which is an automorphism of g taking p− to p.
Thus Mι is a left U(p) module and we have natural isomorphisms
Exti
(
IndδM,V (µ)
)∼=Hi(m,V (µ)⊗Mι)r (3)
for all i and all µ ∈ P+(π).
To prove (3) observe that
HomU(g)
(
IndδM,V (µ)
) ∼= HomU(p)(δM,V (µ)) (by Frobenius reciprocity)
∼= (V (µ)⊗Mι)p (since dimM <∞)
∼= H 0(m,V (µ)⊗Mι)r.
For the case of arbitrary i , set N = δM . As in [9, 2.14] one checks that there exists a
finite-dimensional U(g) module E and χ ∈ P+
π ′(π) giving a surjection E ⊗ kχ → N of
U(p) modules. Repeating this procedure we obtain a resolution of N by such modules and
hence a resolution of IndN by the E ⊗Mπ ′(χ) which are projective in Oπ ′ . On the other
hand N∗ (viewed as a left U(p) module via the antipode) is a submodule of E∗ ⊗ k−χ and
thus admits a resolution by such modules. Since M →H 0(m,V (µ)⊗M)r is left exact it
remains to show Hi(m,V (µ)⊗E ⊗ k−χ)r = 0 for all i > 0.
Set Wπ ′ = {w ∈W |w−1α ∈∆+, ∀α ∈ π ′}. By a theorem of Kostant [16], or see [10,
8.9], one has
Hi
(
m,V (ν)
)= ⊕
{x∈Wπ ′ | @(x)=i}
Vπ ′(x.ν).
Thus the non-vanishing of the previous expression forces x.ν = χ , for a given component
V (ν) of V (µ) ⊗ E. Since χ ∈ P+
π ′(π), this in turn forces x
−1α ∈ ∆+ for all α ∈ π , so
x = 1 and hence i = 0.
One may prove (1) and the existence of Di in a similar fashion. This will not be
needed—it is given just for motivation.
Finally let G be the connected, simply-connected algebraic group over k with Lie
algebra g and let P (resp. B) the connected algebraic subgroup with Lie algebra p (resp.
b). Let N be a finite-dimensional p module with weights in P(π). We may view N as a
P module and form the vector bundle G×P N . Since δV (µ) = V (µ), we may identify
V (µ)∗ given a left U(g) module structure through σ with V (µ)ι. Then Bott’s theorem [2],
or see [17, 8.3.4], can be expressed as
HomU(g)
(
V (µ)ι,H i(G/P,G×P N)
)∼=Hi(m,V (µ)⊗N)r (4)
for all i and all µ ∈ P+(π).
Combining (2)–(4) we obtain the following essentially well-known
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Exti
(
V (µ),CoindM
)∼=HomU(g)(V (µ)ι,H i(G/P,G×P Mι))
with respect to the category of finite-dimensional U(p−) modules with weights in P(π).
Remark. Thus by (1) we may identify Hi(G/P,G×P Mι) with (DiM)ι.
4.13. From 4.12 we see that 4.9 is an adaption of Broer’s proof [3, 2.12] of vanishing
of higher sheaf cohomologies, namely Hi(G/B,G×B Sn(n∗)⊗ kχ)= 0 for i > 0, n ∈N
and χ ∈ P+(π); and that the former result is actually stronger. This analysis fails when B
is replaced by an arbitrary parabolic subgroup P . However using the fact that the algebra
of global functions on G ×P m has regular singularities, Broer shows directly [4] that
Hi(G/P,G×P Sn(m∗))= 0 for all i > 0, n ∈N. Since m is a finite-dimensional p module
one has in the notation of 4.1 that δm is the p− module (m∗)ι. Thus Sn(m∗ι)∼= (Sn(m∗)ι)
is just the p− module Sn(δm)∼= Sn(g/p−). All this gives the
Theorem. For all µ ∈ P+(π),n ∈N and i > 0 one has
Exti
(
V (µ),CoindSn(m)
)= 0.
Remarks. Through the Euler characteristic one may thus calculate the multiplicity of V (µ)
in Fg (CoindSn(m)) for every n ∈N. By 3.7 this is just the multiplicity of V (µ) in the nth
graded component of grF Aλπ ′ and the result which is independent of λ coincides with
the formula claimed in [12, 4.5]. This is discussed in Section 5. Broer’s result has been
extended to positive characteristic in [18]. Here Frobenius splitting is used; but we were
unable to adapt this proof to give injectivity.
4.14. Of course 4.13 falls short of proving that CoindSn(m) is injective in Oπ ′ . Yet
CoindSn(m) admits a dual Verma flag and so a homomorphism of V (µ) into CoindSn(m)
lifts to a homomorphism of δMπ ′(µ) into CoindSn(m). On the other hand (forµ ∈ P+(π))
the module δMπ ′(µ) is injective in Oπ ′ and so is a direct summand of CoindSn(m).
We shall say that M ∈ObOπ ′ is quasi-injective if it is a direct sum of injective modules
δMπ ′(µ): µ ∈ P+(π) and a module N ∈ObOπ ′ satisfying
Exti
(
V (µ),N
)= 0, ∀i ∈N, ∀µ ∈ P+(π). (∗)
From the above we conclude that Broer’s result 4.13 gives the
Corollary. For all π ′ ⊂ π,n ∈N, the module CoindSn(mπ ′) is quasi-injective in Oπ ′ .
5. Freeness and multiplicities
5.1. Fix λ ∈ h∗
π ′ and recall the Conze embedding ϕλ :U(g)/AnnMπ ′(λ) ↪→ Aπ ′ . As in
[12, 1.3] fix a basis hi : i = 1,2, . . . , s, for the orthogonal of π ′ in h and set λi = hi(λ).
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ring Z on s generators. Replacing λi by zi in the expression for ϕλ gives an embedding
ϕz :U(g)
/ ⋂
λ∈h∗
π ′
AnnMπ ′(λ) ↪→Aπ ′ ⊗Z.
It is convenient to denote Aπ ′ ⊗ Z by Azπ ′ . Recalling the filtration F on Aπ ′ we define a
filtration F on Az
π ′ through
F iAz
π ′ :=F iAπ ′ ⊗Z, ∀i ∈N.
As before grF Azπ ′ = grF Aπ ′ ⊗ Z acquires a U(g) module structure. Moreover as the
terms in ϕz(x): x ∈ g involving the zi lie in F0Azπ ′ and commutation lowers degree
by 1, it follows that the resulting action of U(g) in grF Azπ ′ does not involve the zi .
Consequently grF Aπ ′ is a U(g) submodule of grF Azπ ′ , that is to say the above tensor
product decomposition respects the g action. Moreover grF Aπ ′ is isomorphic to Cπ ′
defined in 2.3. We wish to show that this g module decomposition can be lifted back into
Az
π ′ . This is just the assertion of [13, 5.1] of which we now give a correct proof.
Proposition. Suppose Cπ ′ is injective in Ôπ ′ . Then there exists a U(g) submodule Gπ ′ of
Az
π ′ such that multiplication gives an isomorphism
Gπ ′ ⊗Z ∼−→Azπ ′
of U(g)−Z bimodules.
Proof. Let Z+ be the augmentation of Z. Set A=Azπ ′ , C = grF Aπ ′ . Then grA= C ⊗Z
and (grA)Z+ = C ⊗ Z+, which by the hypothesis are injective in Ô−π ′ . Thus F iA and
F iAZ+ are injective for all i ∈ N. Through the obvious inclusions and splitting off
injectives we may write F iA as a U(g) module direct sum Ui ⊕ Xi ⊕ V i ⊕ Y i , where
F i−1A= V i ⊕ Y i , F iAZ+ =Xi ⊕ Y i , F i−1AZ+ = Y i .
Now define F iG := Ui ⊕ V i which is a U(g) stable complement to F iAZ+ in F iA.
Moreover V i is a U(g) stable complement to F i−1AZ+ in F i−1A and we can arrange
choices so that F i−1G = V i . Then the F iG form an increasing filtration of their sum
which we define to be G. Since F iG ⊕ F iAZ+ = F iA, we obtain G ⊕ AZ+ = A and
hence an isomorphism G⊗Z ∼−→A of U(g)−Z bimodules. ✷
5.2. An immediate corollary of this result is that Fg(Azπ ′)∼= Fg(Gπ ′)⊗Z, that is to say
Fg(A
z
π ′) is a freeZ module, as claimed in [13, 5.2]. For the moment we only know that Cπ ′
is injective when π ′ = φ. However to prove this latter result we only need quasi-injectivity
as shown below.
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an isomorphism
Fπ ′ ⊗Z ∼−→ Fg
(
Az
π ′
)
.
Proof. This is similar to 5.1 and we use the same notation. Since tensoring by Z (or
by Z+) does not change quasi-injectivity, we conclude that F iA and F iAZ+ are quasi-
injective for all i ∈ N. Now if M is quasi-injective we may write M =M0 ⊕M1, with
M0 injective and M1 satisfying 4.14(∗). Now define Ui,V i,Xi, Y i as in 5.1 but now
just with respect to injective parts (i.e., the zero subscript component) and set F iG =
Ui ⊕ V i ⊕ (F iA)1/(F iAZ+)1 which identifies with F iA/F iAZ+. Given µ ∈ P+(π)
one has
HomU(g)
(
V (µ),
(F iA)1/(F iAZ+)1)= 0,
by the vanishing of the appropriate Ext groups. Consequently Fg(F iA)/Fg(F iAZ+) =
Fg(F iG) = Fg(Ui) ⊕ Fg(V i). Thus setting F = Fg(G), we obtain F ⊕ Fg(AZ+) =
Fg(A) and so F ⊗Z ∼−→ Fg(A), as before. ✷
Remark. One can ask if this result remains true with respect to induction from an arbitrary
simple highest weight p module.
5.3. To compute multiplicities as in [13, Section 4.5], it suffices to show that [13, 4.5]
is valid for quasi-injective modules. Precisely we set
Sπ
′ :=
∑
w∈Wπ ′
w−1.
Then
Proposition. Suppose Q is quasi-injective in Oπ ′ . Then
chFg(Q)= Sπ ′ chQ.
Proof. Write Q=Q0 ⊕Q1 as in the proof of 5.2. As Q0 is injective the assertion holds
with respect to Q0 by [12, 4.5]. By 4.14(∗) one has Fg(Q1)= 0, so it remains to show that
Sπ
′
chQ1 = 0. Now Q1 has a finite resolution by modules I i(Q1) injective in Oπ ′ and of
course
chQ1 =
∑
(−1)i ch I i(Q1).
Yet Sπ ′ ch I i(Q1)= 0 for all i by 4.14(∗) and [12, 4.4], as required. ✷
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this can be equally well computed through Euler characteristic and 4.13 (as in Broer [3,
4]) but the present method is more convenient for comparison with [12, 4.5]. One may
directly relate Sπ ′ to the appropriate product of Demazure operators used in computing
Euler characteristic (see [9, 5.5], for example). The above makes the connection suggested
in the remark of [12, 4.6].
5.4. The conclusion of 5.2 shows that the isomorphism class of Fg(Aλπ ′) is independent
of λ ∈ h+
π ′ . In the definitions of Ind, Coind and D interchange p,p−. Then from 4.12
we may identify the above module with D(S(m−)) which by 4.1(∗) also identifies with
the largest locally finite quotient of IndS(m−) or of IndU(m−) = U(g)⊗U(p−) U(m−).
Here the action of U(p−) on U(m−) is just the adjoint action and so the latter surjects to
(adU(g))U(m−).
As noted in [13, 8.7(i)] this last module has null intersection with ker ϕλ; but may
not identify with Imϕλ which for generic λ coincides with Fg(Aλπ ′). A difficulty of
course is that the largest locally finite quotient of IndU(m−) may not map bijectively to
(adU(g))U(m−). A necessary and sufficient condition for bijectivity derives from results
of W. Borho and J.-L. Brylinski, see [13, Section 8]. This may be obtained directly as
follows. Choose x ∈ m such that Px is dense in m (which is possible by Richardson’s
theorem). Then one requires that StabG x = StabP x and that Gx is normal. (Both may
fail). The first condition implies that the (moment) map from the non-singular variety
Y := G ×P m to X := Gm is a birational isomorphism (hence Y is a desingularization
of X). Now Gx is dense in Gm and the latter is closed because G/P is complete. Thus
the second condition means that X is normal. These two conditions are equivalent to
R[Y ] =R[X]. Yet R[Y ] =H 0(G/P,G×P S(m∗))=D(S(m−)) by the remark following
4.12 and remembering our present definition of D. On the other hand R[X] = R[Gm] =
R[Gx] = (adU(g))S(m−), by [13, 8.5]. When R[Y ] = R[X] holds the filtration F0 on
Imϕλ induced by the canonical filtration on U(g) coincides with that induced by F by
virtue of [13, 8.7(ii)]. By [13, 8.6] the converse is also true.
6. Multiplicities of injectives
In this section we shall assume Mπ ′(λ) is simple. For this it is sufficient that λ ∈ h∗π ′
satisfies β∨(λ+ ρ) /∈N for all β ∈∆+ \∆+
π ′ . Recall that then A
λ
π ′ is injective in Ô−π ′ .
6.1. An old result of Conze-Berline and Duflo [6, combine 2.12 and 6.3] asserts
that dim HomU(g)(V (µ),Aλπ ′) = dimV (µ)rπ ′ for all µ ∈ P+(π). This was based on the
identification of Fg(EndMπ ′(λ)) with a principal series module and Frobenius reciprocity.
Knowing that Aλ
π ′ is injective implies that the multiplicity of the injective module
(δMπ ′(µ))ι: µ ∈ P+(π), in Aλπ ′ is dimV (µ)rπ ′ . Remarkably this admits the following
generalization.
Proposition. The multiplicity of (Iπ ′(µ))ι: µ ∈ P+(π ′) in Aλ ′ is exactly dimV (µ)rπ ′ .π
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is isomorphic to Fh(HomU(r)(U(p),Vπ ′(ν))). Hence
(δMπ ′(ν))
r = HomU(r)
(
k0,HomU(r)
(
U(p),Vπ ′(ν)
))
∼= HomU(r)
(
U(p)⊗U(r) k0,Vπ ′(ν)
) (by Frobenius reciprocity)
= HomU(r)
(
U(g)⊗U(p−) k0,Vπ ′(ν)
)
= HomU(r)
(
Mπ ′(0)ι,Vπ ′(ν)
)
.
On the other hand δMπ ′(0) admits a filtration with quotients being finite-dimensional
U(p) modules which as U(r) modules are amongst the Vπ ′(ν)ι: ν ∈ P+(π). Since
r acts reductively on δMπ ′(0) it follows from the above that Vπ ′(ν)ι occurs with
multiplicity dim(δMπ ′(ν))r =: mν . Then by 4.2(∗) and use of κ it follows that Aλπ ′ =
Fp−(HomU(p)(U(g), δMπ ′(0))) admits a dual Verma flag in which δMπ ′(ν)ι occurs with
multiplicity mν .
Now let nµ denote the multiplicity of (Iπ ′(µ))ι in Aλπ ′ . Then using [ : ] to denote
multiplicity in the appropriate flags, we obtain
mν =
∑
µ∈P+(π ′)
nµ
[(
Iπ ′(µ)
)ι : (δMπ ′(ν))ι]
=
∑
µ∈P+(π ′)
nµ
[(
δMπ ′(ν)
) : Vπ ′(µ)] (by BGG reciprocity).
Yet the result in the previous paragraph and reductivity of the action of r implies that
mν =
∑
µ∈P+(π ′)
dim
(
Vπ ′(µ)
)r[(
δMπ ′(ν)
) : Vπ ′(µ)].
The (infinite) matrix with entries eν,µ = [δMπ ′(ν) : Vπ ′(µ)]: µ,ν ∈ P+(π ′) is invertible,
since eν,ν = 1 and eν,µ = 0 unless ν −µ ∈Nπ . Hence it can be eliminated from these two
formulae for mν giving nµ = dim(Vπ ′(µ))r. ✷
6.2. Since the isomorphism class of Cφ = grF Aλφ is independent of λ ∈ h∗ and is
injective (4.10), it follows by splitting off injectives that the isomorphism class of Aλφ is
also independent of λ ∈ h∗. We denote it simply by Aφ . Now as before assume λ ∈ h∗π ′
such that Mπ ′ (λ) is simple. (Of course M(λ) will not be simple and in particular admits
Mπ ′(λ) as a quotient.)
Now we have U(g) module embeddings
Aλπ ′ = Fp−
(
HomU(p)
(
U(g), δMπ ′(0)
))
↪→ Fp−
(
HomU(p)
(
U(g), δMφ(0)
))
↪→ Fb−
(
HomU(b)
(
U(g), δMφ(0)
))=Aφ.
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F iAλ
π ′ ↪→F iAφ is by the previous formula an embedding of U(g) modules. (Notice there
is a subtle point here. Indeed F iAλ
π ′ is not obviously a U(g) submodule of F iAλφ . Already
Aλ
π ′ is not obviously a U(g) submodule of A
λ
φ and its proof (above) requires the injectivity
of Cφ and 2.6.) Suppose we have shown that F i−1Aλπ ′ is injective and hence a direct
summand of F iAλ
π ′ and let V (µ): µ ∈ P+(π ′) be a simple submodule of the complement
which is a submodule of Aλ
π ′ . Since A
λ
π ′ is injective in Ô−π ′ , there is a direct summand
Iπ ′(µ) of Aλπ ′ in which this copy of V (µ) also embeds. We claim that Iπ ′ (µ) ⊂ F iAλπ ′ .
Indeed since F iAφ is injective in Ô−φ , there is a direct summand I (µ) of F iAφ in which
the above copy of V (µ) embeds. Then V (µ) ↪→ Iπ ′ (µ) ↪→ I (µ)⊕ I → I (µ), for some
submodule I ⊂ Aφ , where the composed map is the second embedding. Suppose that the
composed map Iπ ′(µ) ↪→ I (µ)⊕ I → I is non-zero and let V be a simple submodule of
its image and hence of the direct sum I (µ)⊕ I . Then V is a submodule of Iπ ′ (µ) distinct
from V (µ) which contradicts the fact that V (µ)= Soc Iπ ′(µ). This implies that F iAλπ ′ is
injective and proves
Theorem. For all λ ∈ h∗
π ′ , A
λ
π ′ is graded injective, that is Cπ ′ is injective in Ô−π ′ .
Remark. Thus we recover Broer’s result (Theorem 4.13) and can obtain 5.2 directly from
5.1.
6.3. We remark that there is a further filtration of Aλ
π ′ for which the associated graded
module is injective. This is described below.
For all µ ∈ P+
π ′(π), we have an embedding of the finite-dimensionalU(g) module V (µ)
into δMπ ′(µ). In view of [12, 1.6] we obtain an embedding of V ′(µ) := V (µ)⊗ k−µ into
δMπ ′(0) of U(p) modules.
Now define Coind as in 4.1; but with p,p− interchanged, that is for any finite-
dimensional U(p) module we set
CoindM = Fh
(
HomU(p)
(
U(g),M
))
.
Suppose M is an infinite dimensional U(p) module which is the sum of its finite-
dimensional U(p) modules Mi . Then recalling 2.5 we may define
CoindM = Fp−
(
HomU(p)
(
U(g),M
))
.
By 2.5 one has CoindM =∑CoindMi . In this notation 2.6 becomes
Aλπ ′ = Coind δMπ ′(0),
and we may observe in particular that δMπ ′(0) is a sum of the V ′(µ): µ ∈ P+(π).
Moreover Coindk−µ = (δMπ ′(µ))ι which is injective in O−π ′ . Hence
Jπ ′(µ) :=CoindV ′(µ)= V (µ)⊗
(
δMπ ′(µ)
)ι
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π ′ . Notice that
Coind δMπ ′(0)=
∑
µ∈P+
π ′ (π)
Jπ ′(µ).
This gives a further proof of injectivity in 2.6.
6.4. Let {ωα : α ∈ π} denote the set of fundamental weights. For each µ ∈ P+π ′ (π) we
may write
µ=
∑
α∈π\π ′
nαωα : nα ∈N
and we set
|µ| =
∑
α∈π\π ′
nα.
Now define for all i ∈N,
F im
(
δMπ ′(0)
)= ∑
{µ∈P+
π ′ (π) | |µ|i}
V ′(µ)
and
F imAλπ ′ = CoindF im
(
δMπ ′ (0)
)
.
By say the classical analogue of [11, 7.1.7] this is an algebra filtration of Bπ ′ =
CoindδMπ ′ (0) given an algebra structure through the coproduct on U(g) (as in say [15,
5.3]).
Lemma. grFmA
λ
π ′ is injective in Ô−π ′ .
Proof. Since Coind is exact, it commutes with sums and so
F im
(
Aλπ ′
)= ∑
{µ∈P+
π ′ (π) | |µ|i}
V (µ)⊗ (δMπ ′(µ))ι
which is injective by 6.3 and 4.7(∗). ✷
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problem. This is because as in the quantum case (or by taking the limit q→ 1) the V ′(µ)
form a distributive lattice of subspaces of δMπ ′(0) in virtue of the existence of the so-called
dual canonical basis (see [11, 6.2.20], for example). Furthermore given λ,µ ∈ P+
π ′(π),
there exists a unique maximal element λ∩µ ∈ P+
π ′(π) (for the order relation µ λ defined
by λ − µ ∈ P+
π ′(π)) such that V ′(λ) ∩ V ′(µ) = V ′(λ ∩ µ). This follows by taking the
q→ 1 limit in [11, 7.3.1], or directly by the same method of proof. Thus we can express
chF im(δMπ ′(0)) as an alternating sum of the chV ′(µ): |µ|i (with computable signs).
Since Coind being exact respects sums and intersections this computation determines
the multiplicity of Iπ ′ (ν): ν ∈ P+(π ′) in each gradation step of grFmAλπ ′ , using BGG
reciprocity as in 6.1.
6.6. Finally let us describe what is correct and what is incorrect in [12, 3.4]. Fix
λ,µ ∈ h∗
π ′ such that λ−µ ∈ P(π) and set
A
λ,µ
π ′ = Fp−
(
Homk
(
Mπ ′ (λ),Mπ ′(µ)
))
.
By definition Aλ,λ
π ′ = Aλπ ′ . Since Mπ ′(µ)∼=Mπ ′(λ) as U(p−) modules up to a translation
of weights, it follows that Aλ,µ
π ′ identifies with A
λ
π ′ as a vector space and inherits an algebra
structure and filtration from the latter. Moreover the F iAλ,µ
π ′ are U(g) submodules of A
λ,µ
π ′
under diagonal action.
Let us first view Aλ,µ
π ′ as U(g) bimodules.
Take λ′,µ′ ∈ h∗
π ′ with λ−λ′,µ−µ′ ∈ P(π). Tensoring by a finite-dimensional module
V (λ− λ′) with extreme weight λ− λ′ and projection onto the central character gives an
exact functor T λ′λ on Oπ ′ (Jantzen’s translation functor) which satisfies
T λ
′
λ Mπ ′(λ)=Mπ ′
(
λ′
) (∗)
given that λ,λ′ belong to the same facette [8, 2.6, 2.10], for example, if λ,λ′ ∈ P+
π ′(π).
Since tensoring by a finite-dimensional module and taking direct summands both commute
with Hom we obtain functors Lµ
′
µ , R
λ′
λ satisfying
Lµ
′
µ
(
Homk
(
Mπ ′(λ),Mπ ′(µ)
))=Homk(Mπ ′(λ), T µ′µ Mπ ′(µ)),
Rλ
′
λ
(
Homk
(
Mπ ′(λ),Mπ ′ (µ)
))=Homk(T λ′λ Mπ ′(λ),Mπ ′ (µ)).
Moreover the above operations also commute with Fp− and so by (∗) we obtain
Lµ
′
µ A
λ,µ
π ′ =Aλ,µ
′
π ′ , R
λ′
λ A
λ,µ
π ′ =Aλ
′,µ
π ′
if µ,µ′ (resp. λ,λ′) belong to the same facette.
Now we wish to consider the effect of these functors on the diagonal U(g) module
structure of Aλ,µ′ . Here tensoring Homk(Mπ ′(λ),Mπ ′ (µ)) by a finite-dimensional moduleπ
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π ′ with respect just to its
diagonal U(g) module structure and hence restricts to each submodule F iAλ,µ
π ′ . However
taking primary decomposition with respect to the left or right action of Z(g) does not
restrict to such submodules. This is why [12, 3.4] is incorrect. On the other hand both
tensoring and taking direct summands preserve injectivity in Ô−
π ′ and so we do obtain the
Lemma. Suppose λ,λ′ (resp. µ,µ′) belong to the same facette. Then the injectivity of Aλ,µ
π ′
implies that of Aλ′,µ
π ′ (resp. A
λ,µ′
π ′ ).
6.7. In the special case when −(λ− λ′) ∈ P+(π) (resp. µ−µ′ ∈ P+(π)) the functors
Rλ
′
λ (resp. Lµ
′
µ ) correspond [12, 3.3] to multiplication in Aπ ′ by submodules V (λ − λ′)
(resp. V (µ − µ′)) of Pπ ′ . This multiplication preserves the filtration because Pπ ′ has
degree 0. The question is whether it preserves graded injectivity. Being a quotient of
taking a tensor product by a finite-dimensional module this is not immediate. However
one may remark that the resulting kernel lies in a direct summand of Aλ,µ
π ′ ⊗ V (λ − λ′)
(resp. V (µ − µ′) ⊗ Aλ,µ
π ′ ) complementary to A
λ′,µ
π ′ = Aλ,µπ ′ V (λ − λ′) (resp. Aλ,µ
′
π ′ =
V (µ,µ′)Aλ,µ
π ′ )) and a fortiori complementary to (F iAλ,µπ ′ )V (λ − λ′) = F iAλ
′,µ
π ′ (resp.
V (µ − µ′)F iAλ,µ
π ′ = F iAλ,µ
′
π ′ ). Thus injectivity of each filtration step is preserved and
we obtain the
Lemma. Suppose −(λ− λ′) ∈ P+(π) (resp. µ− µ′ ∈ P+(π)) and λ,λ′ (resp. µ,µ′) lie
in the same facette. Then the injectivity of F iAλ,µ
π ′ implies that of F iAλ
′,µ
π ′ (resp. F iAλ,µ
′
π ′ ).
Proof. In more detail set A=Aλ,µ
π ′ and A
i =F iAλ,µ
π ′ : i ∈N, which is a U(g) submodule
of A. As a filtered algebra A is independent of λ,µ. Set V = V (λ − λ′) which we will
further identify with the minimal k type (cf. [15, 6.4]) of Fg(Homk(Mπ ′(λ′),Mπ ′(λ))) and
hence is a subspace of Pπ ′ .
Clearly Ai ⊗V is a U(g) submodule of A⊗V under diagonal action. By the definition
of Rλ′λ we have a decomposition A⊗ V = Rλ
′
λ A⊕M as U(g) bimodules defined by the
right action of Z(g). Let p be the projection onto the first factor. We showed in [12, 3.3]
that Rλ′λ A=AV with respect to multiplication in A. Then AiV is just the image of Ai⊗V
under the restriction of p, and so Ai ⊗ V ∩AV = p(Ai ⊗ V ). Then Ai ⊗ V =AiV ⊕N ,
where N is the U(g) submodule M ∩Ai ⊗ V of M . Thus Ai being injective implies that
Ai ⊗ V is injective and so is its direct summand AiV . Finally F iAλ,µ
π ′ = AiV ⊂ F iAλ
′,µ
π ′
since V ⊂ Pπ ′ which has degree 0, and equality holds since V n− consists of multiples of
the identity of A. (As explained in [12, 3.3], F iAλ,µ
π ′ and F iAλ
′,µ
π ′ coincide as subspaces
of A, only the action of U(g) is different and the resulting adjustment of the action is
implemented by taking the identity of A to be a lowest weight vector in V (λ − λ′) of
weight λ− λ′.) ✷
Remark. This justifies the proofs given in [15, 2.1 and 5.5].
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