In order to deal with action recognition for large scale video data, this paper presents a MapReduce based parallel algorithm for SASTCNN, a sparse autocombination spatio-temporal convolutional neural network. We design and implement a parallel matrix multiplication algorithm based on MapReduce. We use the MapReduce programming model to parallelize SASTCNN on a Hadoop platform. In order to take advantage of the computing power of multi-core CPU, the Map and Reduce processes of MapReduce are implemented using a multi-thread technique. A series of experiments on both WEIZMAN and KTH data sets are carried out. Compared with traditional serial algorithms, the feasibility, stability and correctness of the parallel SASTCNN are validated and a speedup in computation is obtained. Experimental results also show that the proposed method could provide more competitive results on the two data sets than other benchmark methods.
Introduction
Currently action recognition based on videos has a wide range of applications such as human-computer interaction, surveillance, intelligent transport system and space exploration [1] [2] [3] [4] . The state-of-art methods for action recognition have adopted intensively the technique of machine learning [5] [6] [7] . The convolutional neural network (CNN) [8] , which is a multi-layer neural network, is a biologically inspired type of deep learning model. Unlike traditional machine learning methods using complex handcrafted features, CNN is able to automatically learn discriminative features. This network model can directly apply to the original image and automatically extract the classification features for image classification eliminating the complexity and the blindness of the handcrafted features in traditional image classification. However, CNN can only be suitable for static images. To process time serial dynamic video images, we apply a spatio-temporal convolutional neural network model (STCNN) [9] to extract the image features on the spatial and the motion information on the temporal dimension from successive video frames, which can build a sparse representation. Sparse auto-encoder (SA) [10, 11] is a kind of unsupervised deep learning model based on the sparse coding concept by imposing the sparse constraints to the training of each layer of the auto-encoder. In order to enhance STCNN, inspired by the sparse auto-encoder algorithm, we use a sparse auto-combination strategy to combine input feature maps to which a kind of sparsity constraint is imposed in the convolution stage. So the convolution layer is able to learn the optimal combination of feature maps as input. It can extract the essential action features from the video data. Compared to the methods of manually selected inputs, this method is more natural and is also beneficial to enhance the expressive ability of the convolution model.
With the rapid development of sensors, networks, electronic technologies, various kinds of video data are produced explosively. This has a very negative impact on the training speed of the convolutional neural network for a specific task. So, the parallel processing of large scale data from image sensors has become a key problem to be solved. These large scale data could not rely on traditional PC or supercomputer to store and process. To mine potential information from the huge amounts of data, some researchers have made many attempts in order to expand machine learning into the large scale applications on Hadoop [12] [13] [14] [15] . Hadoop is an open source implementation of the MapReduce model, and is one of the most popular cloud computing platforms. Its requirements for the hardware are not high. Hadoop can be deployed on a number of common PC to form a powerful distributed cluster. In the background of Big Data, combination of distributed computing and machine learning will become an important development direction of machine learning.
This paper presents SASTCNN, a sparse auto-combination spatio-temporal convolutional neural network that can learn the advanced features of the video data automatically. It well suits large scale data mining. To improve the classification ability of SASTCNN and mine the essential features of the action from the large scale video data, we further parallelize SASTCNN on a Hadoop cluster named SASTCNN-MR meaning SASTCNN with MapReduce.
At present, from commercial servers to personal PCs, multi-core CPU architecture has been widely used in the design. However, multi-core programming is relatively complex. Most existing software techniques are still designed for single core platforms, which is unable to take advantage of the processing capacity [16] of multi-core CPU effectively. The Hadoop parallel programming platform based on MapReduce has very strongly computing ability by the distributed clusters, but it is also designed for the single-core CPU. Therefore, researches have proposed a number of improvement approaches for MapReduce parallel programming model. The Phoenix system [17] was implemented with MapReduce for multi-core computers. This work provides a good direction for researchers to explore the acceleration capability of multi-core CPU. The hash table with B+ tree presented in [18] is used to optimize the intermediate results of the Map process whose performance is better than that of Phoenix. An application programming interface based on Phoenix was exploited for the multi-core CPU environment [19] , in which the Reduction objects managed by the programmer were defined. It can reduce the memory used in the large scale data applications. A MapReduce framework based on multi-core CPU was proposed to study the speed-up ratio of K-means, SVM, PCA and other machine learning algorithm [20] . A multicore MapReduce framework was implemented using JAVA, called MR-J [21] . We can see that the processes of MapReduce are considered as a number of parallelizable working pieces and its execution mode is guided to speed up the working speed of MapReduce in the multi-core environment [22] . Currently, deep belief network and convolutional neural network are the two main large-scale deep learning architectures. Deep belief network had implemented on Hadoop. However, most of CNN models were accelerated on GPUs for training their deep networks, such as Torch7 [23] , Caffe [24] and Theano [25] . Due to their fixed hardware, they lack the ability to develop the finer granularity parallelism. In order to utilize the computing ability of multi-core CPU effectively, we present a multi-core and multi-thread load balancing algorithm for SASTCNN-MR. We call this algorithm as SASTCNN-MRMC (SASTCNN-MR with MULTI-CORE).
The rest of the paper is organized as follows. We present a brief introduction of the framework of SASTCNN in Sect. 2. Section 3 presents the implementation of SASTCNN for action event recognition. We discuss the MapReduce implementation of matrix multiplication in Sect. 4. Section 5 describes MapReduce speed-up on multicore CPU. The experimental results on WEIZMANN and KTH data set are reported in Sect. 6. We draw a conclusion in Sect. 7.
The Framework of SASTCNN
Supposing there has data x = {x 1 , x 2 , x 3 , x 4 , x 5 }, for learning some compact features from x, we use an auto-encoder network including a hidden layer, as shown in Fig. 1 . Layer 1 is the input layer, Layer 2 is the hidden layer, and Layer 3 is a reconstitution layer for the output layer. The training process is to minimize the error between the input layer and the output layer in the reconstitution layer. The essential features of the data can be extracted from the hidden layer, so the hidden layer can be regarded as another kind of representation of data. Actually, the auto-encoder network aims to learn a function h W,b (x) ≈ x. This structure could mine the hidden features from the data by restricting the number of the neurons in the hidden layer. For instance, a 32 × 32 image can be processed using 1024 neurons. Training an auto-encoding network whose hidden layer has 50 neurons can realize the compact representation of the image. This is similar to the function of PCA [26] , LLE [27] , and other dimension reduction methods [28] . However, the number of neurons in the hidden layer is very small. Actually we can also find the inherent features from the data if the number of neurons in the hidden layer is large by imposing the sparse restrictions. Suppose the activation value of the jth neuron in the hidden layer is a j , a network can become sparse by imposing the following constraint:
m is the number of the neurons in the input layer. ρ j is a sparse constraint parameter. ρ j is not a variable and is supposed to be close to the sparse constant ρ (like 0.05). When solving the hidden layer, we can optimize ρ j using the KL distance function.
In the convolution layer of STCNN, it simply specifies the input of each feature map by the spatio-temporal convolution kernel. However, the manual setting of the method restricts the automatic learning ability of the network in extracting the essential features from data. In order to further improve the feature learning ability of STCNN, we use a sparse auto-combination algorithm which can automatically learn the combination of the input feature maps as the input of the convolution layer.
For the lth sub-sampling layer, if there are N in input feature maps, to calculate each output feature map of the sub-sampling layer, each feature map has only two parameters, which are the convolution kernel W i j and the bias term b j . We introduce a sparse constraint parameter α i j , which represents the weight or the contribution of the ith input feature map X −1 j when determining the jth output feature map X j . Thus the jth output feature map X j can be expressed as the following formula:
And it must satisfy the following constraints:
For the back-propagation process of the lth sub-sampling layer, first we need to determine the corresponding connection relation between the sub-sampling layer and the next convolution layer. Thus the residual δ +1 of the next layer can be conducted backward. We can use the gradient descent to calculate the residual δ j of the jth feature map. Suppose the derivative f z j of the activation function f for the input z j of the lth layer. The calculation process is the following formula:
In the above calculation process, we need to rotate the convolution kernel, so that the convolution function conv2 (•) can be performed cross-correlation calculation.
In the sparse auto-encoder neural network, the sparse constraint is imposed on the output. However, here we impose the sparse constraint to the input. These two working modes are different, but the functions are the same. In the sparse auto-encoder neural network, it can extract the low-level features from the input data. When using the sparse constraints on the output side, a small number of neurons in the output layer are activated. In this paper, in order to achieve the compact representation of the input data, i.e. extracting the advanced features from data, we shall restrict only a few inputs to activate a neuron in the output layer, so that it can find the most compact representation of data. The framework of SASTCNN is shown in Fig. 2 .
The major change of this framework is that when making the spatio-temporal convolution, all the input feature maps of the previous layer are taken as an input of each of the output feature maps. But the number of feature maps fed to the output feature map is extremely limited due to the existence of the sparse constraints. 
The SASTCNN for Action Event Recognition
In the above framework, to capture the motion information encoded in multiple contiguous video frames, taking the current frame as the center, we take 7 consecutive 64 × 64 size frames as the input of the SASTCNN. Suppose the input frames are all 64 × 64 size gray images. If the sizes are different, they must be normalization to 64 × 64 size through scaling method.
The C1 layer can get 36 feature maps from the seven consecutive input frames by using 7 × 5 × 5 convolution kernel, which means using 36 different learnable convolution kernels to extract 36 different features. Although action event classification depends on lots of complicated characteristics, 36 feature maps extracted from the input frames are fully able to classify the simple action. Due to the size of the convolution kernel is 7×5×5, on the time dimension, each feature map takes seven successive frames as the input, which amounts to fully connecting on the time dimension. While on the space dimension, the size of the convolution kernel is 5 × 5. It means that each neuron of each feature map of the C1 layer is connected with all seven 5 × 5 size image block. Then the output of the C1 layer is thirty-six 60 × 60 size feature maps.
The S1 layer is a sub-sampling layer. It aims to scale the obtained feature maps of the C1 layer, which can enhance the robustness of the SASTCNN for the scale changes and the slight deformation. The scaling factor of the sub-sampling layer cannot be set too big. Otherwise we could not be able to extract effective features from the original image data. We use uniform scaling for the thirty-six 60 × 60 size feature maps of the C1 layer, so the output of the S1 layer is thirty-six 30 × 30 feature maps.
The C2 layer is also a convolution layer, but it is different from the C1 layer. The C1 layer takes seven consecutive frames as input for spatio-temporal convolution, and whiles the C2 layer takes 36 feature maps as input for convolution which uses 3 × 5 × 5 size convolution kernel. Then we can get two groups of feature maps. Each group contains 34 feature maps. Its working process is as follows. For the 36 input feature maps, we take every three adjacent feature maps as input for convolution, which can produce thirty-four (36 − 3 + 1 = 34) different combinations in total. The size of the convolution kernel is 5 × 5, so the size of each feature map is 26 × 26. We get two groups of feature maps by repeating this process twice.
The S2 layer is similar to the S1 layer which is a sub-sampling layer. The scaling factor is two, and we can obtain two groups of the feature maps, which has thirty-four 13 × 13 size feature maps.
The C3 layer is also a convolution layer. It takes the two groups of the feature maps from the S2 layer as input, using 3 × 6 × 6 size convolution kernel for convolution, and it will get two sets of feature figures, each set has thirty-two 8 × 8 size feature maps. The previous is 5 × 5 size convolution kernel, but here is 6 × 6 size convolution kernel. The main reason is convenient to follow by a sub-sampling layer. If we use 5 × 5 size convolution kernel, the size of output feature map is 9 × 9. Because nine is not even, we are not able to use the scaling factor 2 for sub-sampling. Then 64 feature maps can be merged into a group directly from the obtained output of the C3 layer.
The S3 layer is similar to the S2 layer a sub-sampling layer, the scaling factor is two, and can get sixty-four 4 × 4 size feature maps. The S3 layer is followed by a fully connection layer, called F layer. The fully connection means that each neuron of the S3 layer is connected to each neuron of the F layer, so that it degenerates into a general neural network. Actually, we can spread all the neurons of the S3 layer as a network layer which has 1024(64 × 4 × 4 = 1024) neurons, and then we carry out a fully connection to the F layer which has sixty-four neurons. Therefore the S3 layer and the F layer have 1024 × 64 connections totally.
The final output layer is a fully connection layer after the F layer. The number of its neurons is the number of action event recognition. The one of output neurons with maximum activation is seen as the classification results. For example, if the first output neuron has the maximum value, this network recognition results represent the input samples are belong to the first class.
MapReduce Implementation of Matrix Multiplication
The training process of SASTCNN is a continuous iteration process, in which each iteration is highly dependent on the previous results. It is not suitable for parallelization using MapReduce on the framework. However each iteration is a matrix multiplication actually. The Algorithm 1 is a global SASTCNN training framework based on MapReduce.
Each sample is used to update it. When updating, we employ MapReduce parallelization to the forward propagation and the error back propagation. To accelerate the training of SATCNN using MapReduce, we propose a matrix parallel computing method based on MapReduce. Suppose there are two matrices A m×t and B t×n . In order to calculate C m×n = AB, the traditional algorithm is as follows:
The time complexity of the above algorithm is T = O(mnk). It is equivalent to the amount of cubic level calculation. This is a very time consuming operation. Carefully observing the above algorithm, C i, j is only related with the ith row of A and the jth column of B. Therefore, when calculating different C i, j , we can send them to different machines for parallel computing. As a result, we design a parallel matrix multiplication algorithm based on MapReduce.
Given matrices A m×t and B t×n , we solve C m×n = AB. Considering the acceptable input of MapReduce process is a file which consists of some KVP (Key Value Pair), we need to take some constraints on the format of A and B. Either A or B meet the following conditions: for the matrix M, it always saves one element each line in a distributed file, and for the element M i, j, it is stored as 'M_i_ j_M i, j ', in which M is the name of the matrix, i and j represent the index subscript of the element. For example, if the value of M 13 is 7, it is saved as 'M_1_3_7'. According to the above assumption, we design the Map process and the Reduce process as shown in will accumulate to C i,c . Thus (i, c) is used as the keyword to identify. In the end it will produce m * t * n elements. For each element B i, j of B, it must be multiplied with A r,i (r = 1, 2, . . . , m). A r,i * B i, j will accumulate to C r, j . (r, j) which is used as the keyword to identify. Finally it will produce t * n * m elements. During the shuffling phase, the < key, value > which is the same as keyword (r, c) is submitted to Reduce for processing. After shuffling, the keyword (r, c) has 2t elements which are just the r th row of A and the cth column of B. During the Reduce phase, the 2t elements are divided into two sets, in which one set is the r th row of A, denoted by A row , and the other is the cth column of B, denoted by B col . C r,c is the dot product by those two vectors.
On Hadoop, the Map function and the Reduce function can be considered as the smallest parallel execution units. Supposing the above program is running in a distributed cluster composed of p computers, we will analyze the time complexity of the algorithm. During the Map phase, the amount of data of matrix A that need to be processed is mt, i.e. there are mt Map functions that need to be executed in total. Those Map functions can be executed by the p computers in parallel. The time complexity of each Map function is O(n), so the ideal time complexity for processing matrix A is O(max(mt/ p, 1)n). The meaning of max(mt/ p, 1) is that the mt Map functions can be at most distributed to mt computers when p is infinite, i.e. each computer processes one Map function, so it spends the time of processing one Map function at least. Then the ideal time complexity is O(n) when the cluster is infinite. Similarly, the time complexity of processing matrix B is O(max(tn/ p, 1)m). Therefore, when p is small, the total time complexity of the Map phase can be considered as O(mtn/ p). When p is very large, the total time complexity of the Map phase is O(m + n).
During the Reduce phase, it needs to execute mn Reduce functions. The time complexity of each Reduce function is O(t). Therefore, the total time complexity of the Reduce phase is O(max(mn/ p, 1)t). When p is small, the time complexity of the whole MapReduce process is O(mtn/ p). When p is very large, the time complexity of the whole MapReduce process is O(m + n + t). The above analysis does not consider the time cost of network transmission and the cost of file reading and writing during the MapReduce process. Due to the different circumstance, they may be large differences during the experiment process. Considering the time cost of network transmission and file reading and writing, supposing the time cost of each Map function and each Reduce function is e, the time complexity of the Map phase is O(max(mt/ p, 1)(n + e) + max(nt/ p, 1)(m + e)), and the time complexity of the Reduce phase is O(max(mn/ p, 1)(t + e)). Then the total time complexity is O(max(mt/ p, 1)(n + e) + max(nt/ p, 1)(m + e)) + O(max(mn/ p, 1)(t + e)).
In SASTCNN, considering that it has sparse constraints to the network, most matrices composed of parameters are also sparse. We can further improve the above matrix multiplication. At first, when storing the matrix, we only store nonzero elements. Then the Reduce function of Algorithm 3 can be modified as shown in Algorithm 4.
Because the Map phase just copies the elements, there is already a sparse matrix stored in the file. It is not necessary to modify the Map function. During the Reduce phase, it needs to do multiplication only when the corresponding position elements of A and B are both nonzero, and it writes the results only when the corresponding position element of C is nonzero. When the matrix is sparse, the above algorithm can further improve the efficiency of the algorithm.
5 MapReduce Speed-up on Multi-core CPU
MapReduce Implementation with Multi-thread
Hadoop is a highly successful MapReduce open source parallel computing platform. However, it does not consider a computing environment using multi-core CPUs. Hadoop is a master-slave structure, i.e. there is a Master host working as a controlling machine, and multiple Slave hosts working as the working machines. The Master is responsible for distributing, tracking, and summarizing the results. The Slaves are responsible for task executions. Whenever there is a job submitted to the Master, the Master assigns the tasks to different Slave hosts. Each Slave host produces a MapTask process and a ReduceTask process which deal with the Map task and the Reduce task allocated from the Master respectively. Multiple jobs can be in parallel execution at the same time. Each job produces one MapTask and one ReduceTask on different com- Fig. 3 Running MapReduce on a multi-core computer puters, which the finer granularity of parallel is realized, so Hadoop can be competent for analyzing a large scale data set using multiple tasks. When Hadoop executes one job, it only works in parallel on multiple computers, but it cannot take advantage of multi-core of CPU of a single computer.
To realize the finer granularity of parallel for each job and improve the execution efficiency of a single task on Hadoop, we implemented the Map function and the Reduce function using multiple threads, which makes full use of the computing ability of a multi-core computer. The Map function and the Reduce function are shown in Fig. 3 .
The Map process and the Reduce process of each job are all executed by multiple threads. The Map process on each Slave runs multiple times. At each time one input is processed. The input may be a row of the file, or may be a special format specified by users. The execution mode of the Reduce function and the Map function are similar, therefore we only analyze the Map function to illustrate the differences when applying multi-threading technique. Without multi-threading, the execution of the Map function is serial. Its execution mode on the multi-core CPU is shown in Fig. 4 .
The multiple execution of the Map function can be viewed as a sequential execution of multiple Map tasks. Logically, they are independent of each other. They are all bound to one process, so that they could not be divided into different CPU cores for parallel execution. Their execution on the multi-core CPU is not symmetrical. One core is always very busy, and meanwhile the other cores are in the idle state. As Fig. 4 shows, the n Map tasks wait for execution on the core CPU0. The n Map tasks together can be considered as a large task. This is the reason why CPU0 is always busy while CPU1, CPU2, and CPU3 are in the idle state. If we can utilize the four cores to execute these tasks simultaneously, the execution efficiency can be improved significantly.
The execution process of the Map function using multiple threads can be viewed as multiple independent Map tasks which have no order difference. Their execution mode on the four-core CPU is shown in Fig. 5 .
The Map function adopting multiple threads can generate multiple Map tasks to different CPU cores for running at the same time, so they can be executed in parallel on the multi-core CPU to improve the execution efficiency.
One time execution of the Map function is taken as a Map task, and each Map task can be seen as a thread. The produced threads may be a lot. If we take a row of the file as the input of a Map task, for a large file, thousands of threads can be produced. Every produced thread needs to consume a certain amount of system resources. Although these resources may be very small, when the number of the threads is very large, these resources could also substantial. Moreover, the generation and the destruction of the thread also needs some time.
Every Map task producing a thread is not cost-effective. For this reason, we further use a thread pool, which can save the system expense, to control the threads. The Fig. 6 Running the Map process on a four-core CPU using a thread pool thread pool produces a certain number of threads called by the Map tasks. When a Map task appears, it can take a thread from the thread pool to execute. After the Map task is finished, the thread pool recycles the thread. The number of threads can be kept to a certain number, so that it does not consume too many system resources. Suppose that the execution mode of Fig. 5 is replaced with a thread pool using 12 threads, at a certain time the execution process is shown in Fig. 6 .
The Load Balancing Algorithm of Multi-core CPU
The more the number of threads is, the higher the overhead of thread management, and the greater the complexity of the assigned tasks. But the computation capacity of CPU can be improved. So, after the Map function and the Reduce function of Hadoop are implemented using multiple threads, load balancing can be used to make the executions of both the Map function and the Reduce function more effective. We can see the difference from Figs. 4 and 5. We have not mentioned the allocation of the multiple Map tasks to each CPU core. Thus for a thread pool with 12 threads, Figure 6 are only the ones of the possible executive modes. Actually, the multiple Map tasks may entirely execute on CPU0, which is the same as the serial of single core CPU. We need to carry out load balancing for the multi-core CPU, so that we can utilize all the CPU cores more effectively.
When there is a new task, it is always assigned to the least busy CPU core. If a CPU core finishes all the tasks, the busiest CPU core is found out. Some tasks are taken from the busiest CPU core to the least busy CPU core, so that the loads of the two CPU cores can be balanced.
We analyze the execution process of the Map function on multi-core CPU as shown in Fig. 6 , which supposes that the whole process is executed under the ideal states. If the operation speed of all the CPU cores is the same, at the next moment after task allocation, the load of the four CPU cores is shown in Fig. 7a . Meanwhile, keeping the number of threads invariant, it will produce four Map tasks. If the four tasks are produced at the same time, the allocation process of the four Map tasks as follows: firstly find the least-busy CPU core, and assign all the four Map tasks to CPU0. This is because they tend to be related when the tasks are produced at the same time. They are allocated to a CPU core, so that they are more convenient in communication.
The load of CPU after allocation is shown in Fig. 7b . If there is no new task after that and CPU2, CPU3 have finished the tasks, the load is shown in Fig. 7c . At this moment, because CPU2 and CPU3 are free, and CPU0 and CPU1 still have tasks, task transferring will occur. A task from the busiest CPU0 will be transferred to CPU2 and CPU3 respectively. The final load balancing is shown in Fig. 7d . Ideally, its speed-up ratio is p compared with the single core CPU, in which p is the number of CPU cores.
Experimental Results

Experimental Environment
The development platform is a Hadoop cluster composed of 3 PCs connected by a local area network. The specific hardware and software environment of the cluster is shown in Table 1 . All the experiments are conducted using Ubuntu12.04 operating system, and all the CPUs are Intel Core i7 3770k with 4 cores. The topological structure of the Hadoop cluster is shown in Fig. 8 .
In a traditional Hadoop cluster, the Master node usually works as NameNode, but here the Master host works not only as NameNode, but also as DataNode. This is because the number of the computers in this cluster is small, and this can also be beneficial to fully utilize the hard disk of all the machines.
Action Event Recognition
For action event recognition, the WEIZMANN data set is the commonly used to test the performance of algorithms. It is collected by 9 subjects and contains 10 types Jhuang et al. [30] 93.8 9
Our work 1-frames 87.0 1
Our work 3-frames 90.7 3
Our work 7-frames 94. 9 7 of action events. In order to illustrate the superiority of the proposed approach, we compare SASTCNN with the related works on the WEIZMANN data set. Table 2 is a comparison of obtained results on WEIZMANN data set with the methods for the segmented video clips. It must be noted that they cannot be compared directly due to two different strategies. Each video clip is taken as a unit and assigned an event label in our method and literature [29] . The methods of literatures [30, 31] use a time window to calculate the feature, but a label is only assigned to the frame which is the middle one of the window. BLANK [29] assigns a label to each video clip which consists of 10 frames, and the features are calculated from these ten frames. JHUANG [30] extracts the features from each nine adjacent frames (Centre on the current frame, taking four frames forward and backward respectively). Although the recognition rate of our method is not the highest in the best case, when it uses one-frame video, we can still get a very high recognition rate. It shows that our method has good stability. In the different applications, our method is more flexible, because it can adjust its own parameters according to different needs.
Performance of MapReduce Matrix Multiplication
In order to validate the correctness of SASTCNN-MR after using Hadoop MapReduce, both WEIZMANN and KTH data sets were used in the experiments. We compared the results of parallel experiment with the results of serial experiment. For the WEIZ-MANN data set, we employed a leave-one-out cross validation method that takes one sample as the test set and the remaining ones as the training set. We repeated the experiment 81 times. In the end, we took an average of all the results. As shown in Fig. 9 , the action classification ability of SASTCNN-MR is almost the same as the action classification ability of SASTCNN.
This illustrates the portability of the method in this paper, and confirms the feasibility and the correctness of SASTCNN-MR parallelization. For the KTH data set, we use the same settings as described previously. All the experiment evaluations of the KTH data set execute under the 5 fold cross-validation method, which is to say that all the samples are randomly divided into 5 groups of an equal size. We randomly select 1 data set as the testing set and the rest of them are the train- Fig. 9 The accuracy of SASTCNN-MR on the WEIZMANN dataset Fig. 10 The accuracy of SASTCNN-MR on the KTH dataset ing sets. This procedure was executed 5 times and the results were reported as the average of the 5 experiments. As shown in Fig. 10 , the comparison experiments on the KTH data set also confirm the correctness of the SASTCNN-MR algorithm. In order to analyze the speed-up ratio after SASTCNN-MR parallelization, we compared the training time and testing time between SASTCNN and SASTCNN-MR respectively. Here the training and testing time of SASTCNN refer to the running time of SASTCNN-MR with a single machine equipped with Hadoop, so the obtained speed-up ratio is the relative speed-up ratio. For the WEIZMANN data set, we extracted a video segment which contains 81 samples. Furthermore, we copied each of them 100 times and get 8100 samples as a result. We train the data samples 10 times and averaged the training time results. We selected 900 samples randomly for testing and repeated it 10 times.
Using the same experimental method on the KTH data set, we generated 60,000 samples in total. We selected 10,000 samples randomly as the testing set. The reason for separating the training process and the testing process was that there are essential differences between the training process and the testing process, i.e. the training process can only accelerate the matrix operation, but the testing process is the full acceleration for each testing sample. Results are shown in Table 3 from which we can see that the speed-up ratio is not very high.
Using the Hadoop cluster composed of 3 computers, the theoretical speed-up ratio should be 3, but actually the obtained speed-up ratios is far less than 3. The reason is probably that the network transmission delay and the reading and writing files occupied most of the time. It can be seen that the speed-up ratio of the training process is too small, this is because the training process mainly rely on the matrix operation to accelerate, and the matrix size is not very large, the network transmission delay overwhelm the acceleration effect by the matrix parallel algorithm. The speedup ratio of the testing process is higher than that of the training process due to the reason that the testing process takes the Map process and the Reduce process as the granularity of parallelism, the acceleration effect is higher than the matrix parallel operation.
Load Balancing on Multi-core CPU
In this section we analyze the impact of multi-core CPU on the execution time of SASTCNN-MR. When we create initial tasks in the system, these tasks are put in a given run queue. Usually, we don't know when a task is short and when it needs a long run. Therefore, the initial task assignment to CPUs may be not ideal. In order to maintain the balance of task load between CPUs, the tasks can be redistributed. For sequential execution tasks, they can be divided into a number of nodes, each node is a thread. The channels must be placed between the nodes to form a pipeline. This can also greatly enhance the utilization rate of CPU. The experimental environment in this section is still the same. As mentioned before, the threads of MapReduce are controlled by the thread pool. To determine the possible optimal size of the thread pool, we conducted the following experiment. First we created a text file composed of English words. The size of the file is 101.4 MB, and we implemented a Word Count application using multi-threading technique. We recorded the average running time with different thread pool sizes. The results are illustrated in Fig. 11 .
We can see that the size of the thread pool has little effect on the Word Count application. This is because the Word Count application is an IO intensive. For confirmation purpose, we further designed the following experiment. We produced a dataset whose size is 56.6 MB. In this dataset, each line consists of 100 integers. Then we implement the following MapReduce program as shown in Algorithm 5 to sum over each row.
Algorithm 5 only has the Map process, and it does not have the Reduce process. It is handled by the default Reduce function in Hadoop, the default Reduce function copies the Map function's output directly without any processing. The above sum program needs to sum over each line of 100 integers, thus it is also a CPU-intensive operation. In the experiment, according to the size of the thread pool, we recorded the running time of each test of the sum program, and we took the average time of 10 running results which are shown in Fig. 12 .
We can see that the sum program is closely related to the thread pool size. The running time decreases quickly as the size of the thread pool increases. When the number of the threads reaches 5, the running time reaches the lowest. After that, as the thread pool size increases, the running time is relatively stable. The CPU used in the experiment is a four-core CPU, and the best number of threads in the thread pool is just around 4. In the following experiment, the size of the thread pool was set to 8 conservatively. From Fig. 12 we can see that the number of threads should not be too small, otherwise it will greatly increase the running time, and the influence of increasing the number of threads is too small.
It should be noted that the above two experiments were both conducted on a single machine. Using the Top command to see the CPU usage rate, we obtained a comparison chart of CPU usage at a certain time as shown in Fig. 13 .
We can see that the CPU usage rate of the Word Count application is too low, while the CPU usage rate of the sum program is higher. This again confirms that the Word Count application is IO Intensive, whereas the sum program is CPU Intensive.
Because Word Count application and action event recognition in this paper both take the Map function and the Reduce function as the smallest parallel execution units, we consider their empirical sizes of the thread pool should be similar. Through the above experiments, we set the size of the thread pool to 8 . In this section we analyze We still use the above experiment procedure for speed-up ratio analysis. Table 4 is We can see that after using multi-core CPU, the computational efficiency is improved more than twice for both the training and testing processes. The experiments were tested on a four-core CPU, the theoretical speed-up ratio is 4, but due to the scheduling among multiple CPU cores, IO delay and other factors, it is impossible to reach the theoretical speed-up ratio. In this work, the obtained speed-up ratio is around 3 which is quite high due to the small granularity during the testing process.
The obtained speed-up ratio in the training process is still inferior to the speed-up ratio in the testing process. This is because there are time-consuming serial execution parts during the training process. It is consistent with the above experimental result. Comparing the results with Table 3 , we can find that the acceleration rate with multi-core CPU is better than that using a Hadoop cluster. This may be caused by the following reasons. Transmitting data among different machines requires more time than between different CPUs. There are only 3 computers in the cluster whose parallel computing ability is limited. However, the CPU has 4 cores. As a result the computational power should be higher compared with the Hadoop cluster. Figure 14 illustrates the host CPU utilization percentages for both SASTCNN-MR and SASTCNN-MRMC on a single machine.
The CPU utilization percentage can also reflect the difference of execution efficiency. From Fig. 14 we can conclude that when running SASTCNN-MR, there is only one CPU core having a high CPU usage rate, but the other CPU cores are relatively free. While running SASTCNN-MRMC, all the four CPU cores' usage rates are high, which means that each CPU core is in a busy state. The SASTCNN-MRMC can improve the execution efficiency rapidly by fully utilizing all the computational power of the CPU. Table 5 compares the running times between SASTCNN-MR and SASTCNN-MRMC on the Hadoop cluster.
Generally speaking, the speed-up ratio on the cluster is inferior to that on a single machine. The reason is that when running on the cluster, there is a large part of time used to transmit data between the cluster nodes, the IO operations are not parallelizable, thus the total speed-up ratio is decreased. Furthermore, the obtained speed-up ratio in the training process is inferior to the speed-up ratio in the testing process. This is consistent with the previous experimental results.
Conclusion
In this paper we have presented SASTCNN-MR using the Hadoop MapReduce for parallelization of matrix multiplication. SASTCNN-MR was initially implemented on a Hadoop cluster and subsequently on a multi-core computer. The performance of SASTCNN-MR was evaluated on both platforms and experimental results were analyzed from the aspects of accuracy and computation efficiency. It is an effective attempt to use MapReduce to carry out the parallelization of SASTCNN. However, the work is still far from enough. If we can use the massive amounts of data to study, we may be able to further reveal the work of human visual system. In the aspect of parallelization, the parallel ability of GPU can be used to further improve the computing speed.
