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This thesis concerns the automatic generation of architectures for neural networks
and other pattern recognition models comprising many elements of the same type.
The requirement for such models, with automatically determined topology and
connectivity, arises from two needs. The first is the need to develop commercial
applications of the technology without resorting to laborious trial and error with
different network sizes; the second is the need, in large and complex pattern-
processing applications such as speech recognition, to optimise the allocation of
computing resources for problem solving.
The state of the art in adaptive architectures is reviewed, and a mechanism is
proposed for adding new processing elements to models. The scheme is devel-
oped in the context of multi-layer perceptron networks, and is linked to the best
network-pruning mechanism available using a numerical criterion with construc-
tion required at one extreme and pruning at the other.
The construction mechanism does not work in the multi-layer perceptron for
which it was developed, owing to the long-range effects occurring in many ap-
plications of these networks. It works demonstrably well in density estimation
models based on Gaussian mixtures, which are of the same family as the increas-
ingly popular radial basis function networks.
The construction mechanism is applied to the initialization of the density estima-
tors embedded in the states of a hidden Markov model for speaker-independent
speech recognition, where it offers a considerable increase in recogniser perfor-
mance, provided cross-validation is used to prevent over-training.
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The field of Neural Networks has arisen from diverse sources, ranging from the
fascination of mankind with understanding and emulating the human brain, to
broader issues of copying human abilities such as speech and the use of lan-
guage, to the practical commercial, scientific and engineering disciplines of pat-
tern recognition, modelling, and prediction. The pursuit of technology is a strong
driving force for researchers, both in academia and industry, in many fields of
science and engineering. In neural networks, the excitement of technological
progress is supplemented by the evocative and sometimes sinister thrill of repro-
ducing intelligence itself.
The project described in this thesis was initially motivated by a feasibility study
entitled ‘Guidance Aids for Blind People’, a final year electronics project car-
ried out by the author at the University of Southampton in 1989 [121]. In this
project, contemporary electronic technology was explored to reproduce experi-
ments from the 1960s [53, 54, 551 and the 1940s [6], in which electronic devices
were used to make an audio image of the surroundings. The early work was
based on click-echoes, similar to stick-tapping, while the later work reproduced
electronically part of the sonar navigation system used by some species of bat.
While blind children were able to learn to interpret the sounds produced by the
device, the level of concentration required deprived users of more common meth-
ods of navigation that were usually employed sub-consciously. The feasibility
study concluded that if machine learning techniques could be used to interpret
the audio image, offering a much lower-bandwidth, symbolic indication of the
surroundings, then progress to a useful guidance aid might be possible.
1
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The second motivation for this study of neural networks was the realisation that
while computers are useful tools in problem-solving, traditional methods require
a complete breakdown of the problem at hand into a set of problem solving
rules, which can then be implemented in a program. In the case of the Guidance
Aid, this breakdown is not possible. What are the spectral characteristics of an
audio image that enabled users to distinguish the rich texture of a hedge from the
hardness of a blank wall, or an object running parallel to the path from a genuine
obstacle? Neural networks offer a tool that, when programmed generally, allows
data-driven learning of a problem. Given samples of the problem for which a
model is required, the neural network implementation can learn the correlations
present in the data without heuristic encouragement from the engineer. Given a
set of measurements made on a natural system, or an industrial process, neural
networks can be used to make symbolic representations of the data, while at the
same time making a model of the system itself.
Carried out in an industrial environment, the driving forces of this research were
closely related to commercial technological requirements. These included appli-
cations in customer modelling, either for classification of customers or for explo-
ration of the structure in a set of measurements made on customer responses,
the ability to classify and interpret spoken sounds, and the visualisation of the
structure in data through methods of dimensionality reduction. The majority
of this thesis, however, addresses the issue of self-configuring neural networks,
where the design of an architecture, as well as the setting of internal parameters
is driven by the training data, not by the human supervisor. Naturally, if prior
knowledge exists regarding the structure of the data, and the characteristics of
the generating system, then this should be used to constrain the generic neural
network learning tool. If this knowledge is not available, statistical procedures
can be used by hand to determine it. Alternatively, fixed-architecture networks
are widely available, but they are often slow and can prove unreliable unless
applied with great care. Real applications in engineering will only flourish when
statistical methods for determining network architectures are automated, making
self-configuring neural networks commonplace.
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Figure 1.1: McCulloch-Pitts  neuron
1.1 Development of neural network
structures
A neural network is composed of a number of simple processing units connected
by variable strength connections. The processing elements, also referred to as
neurons, or nodes, consist of two stages of processing. These are the combination
of information from a number of sources, usually other neurons, and the linear
or non-linear processing of this activation to provide a single output.
This neuron model was introduced by McCulloch  & Pitts [74], who demonstrated
that the model could be used to build any finite logical expression. For the
McCulloch-Pitts  Neuron, the combination of weighted inputs is the sum, and
the non-linearity is a threshold function. Formally:




Other neuron models are quite widely used, for example in Radial Basis Function
networks and unsupervised models such as Gaussian mixture density estimators;
some of these are explored in detail in chapters 4 and 5.
Networks of McCulloch-Pitts  neurons for arbitrary logical expressions were hand-
crafted, until the ability to learn by reinforcement of behaviour was developed
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in Hebb’s book ‘The Organisation of Behaviour’ [43]. It was proposed that the
functionality of neural networks was determined by the strengths of the con-
nections between neurons; Hebb’s learning rule proposes that if the pre- and
post-synaptic activations are correlated, then the synapse weight is strength-
ened. This is usually extended from Hebb’s case of reinforcement resulting from
correlated activation, to a scheme where the connection strength is increased if
pre- and post- synaptic activations are both on at the same time, or both off,
thereby including reinforcement as a result of correlated non-activation. The ef-
fect of this is to increase the probability of repeating desirable network responses
if similar inputs are experienced in future, while decreasing the probability of
repeating undesirable responses.
1 . 1 . 1  Perceptrons
The activation of the McCulloch-Pitts  neuron has been generalised to the form
Yj = .fj(C WijYi) (1.2)
i
where the activation function, fj can be any linear or non-linear function. The
threshold value, or bias, has been included in the sum in this expression, with
the assumption of an extra component in the y vector whose value is fixed at
1. Rosenblatt studied the capabilities of groups of neurons in a single layer,
and hence all acting on the same input vectors; this structure was termed the
Perceptron [loo],  and Rosenblatt proposed the Perceptron Learning Rule for
learning suitable weights for classification problems [loll.  Equation (1.2) defines
a non-linear function across a hyperplane in the input space; with a threshold
activation function the neuron output is simply 1 on one side of the hyperplane
and 0 on the other. When combined in a perceptron structure, neurons can
segment the input space into regions, and this forms the basis of the capability
of neural networks to perform classification.
Minsky and Papert pointed out, however, that many real world problems do not
fall into this simple framework, with the infamous example of the XOR function of
two variables. Here it is necessary to join together two regions of the input space,







Figure 1.2: Multi-layer perceptron structure and terminology
and they showed that this was possible with a two-layer perceptron structure [76].
This formed the Multi-layer Perceptron (MLP) which is widely in use today,
although the Perceptron Learning Rule (also called the delta rule) could not
be generalised to find weights for this structure. The multi-layer perceptron
structure and terminology are shown in in figure (1.2).
A learning rule was proposed in 1985 which allows the multi-layer perceptron
to learn. This generalised delta rule is based on the back-propagation of error
derivatives through the network [102,  103, 1181. The publication of this learning
rule initiated the recent academic interest in neural networks, and the field sub-
sequently came to the attention of industrial users. This has resulted in a large
number of academic publications and successful industrial applications.
1.1.2 Network optimization in multi-layer perceptrons
On presentation of data to a network, if the desired response is produced, then
the network parameters should be modified to increase the probability of pro-
ducing a similar response to similar patterns in the future. Conversely, if an un-
desirable response occurs, the network parameters should be modified to make a
re-occurrence less likely. This leads to optimization of the network weights with
respect to an error function, measuring the fit of the model stored in the network
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to the training data.
Given a set of training vectors xP, and a corresponding set of preferred or target
output vectors t,, which the network outputs yP aim to match, the error function
is commonly proportional to the sum of the squares of the errors for individual
patterns, in line with statistical modelling techniques. Minimization of the sum
square error with respect to the free parameters in the network leads the network
to approximate the Bayes discriminant vector, the probability of a class given
the input to the network [15, 661. Hence:
E = f C(tp - Yp12 (l-3)
P
The most common form of optimisation used in multi layer perceptrons  is gradi-
ent descent. The weights are adjusted a little at a time in a suitable direction to
decrease the error; the direction and magnitude are determined from the deriva-
tive of the error with respect to each weight.
dE
Aw,i = -EG
The error gradient e cannot be calculated immediately from the error function
in equation (1.3),  and so the chain rule for partial derivatives is used to find
it. This relies on all parameters of the network being differentiable, including
specifically the activation functions f(zi) where xi = xi Wiiyi  for units j in one
layer fed from units i in the previous layer. The threshold activation function
does not comply with this criterion, but the more common linear function and
the sigmoid, tanh, or smoothed threshold functions do.
For the output layer of the network, we have
E = i C C(Yiz.3 - tip)“,
P i
(1.5)
and the derivative of the error with the respect to the output of an individual
unit (yj) is:
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e = C (Yjp - tip) .3 P
For a network of elements with weighted sum activations xi = xi wiiyi,  and
smooth output activation functions yi(xi), derivatives of the network error with
respect to these quantities can be found. 2 depends on the function yj(zj);1
2 = wij and &$ = yi.E 23
The chain rule allows us to find the derivative of the error with respect to xi:
and a second application of the chain rule gives an expression for the error -weight
gradients needed for the weight update:
dE-= c
dE dyjp  8xjp
dWij --p %jp dxjp  dwij
c
aE dyip= - -
p dyip dxjp yip’
An equivalent application of the chain rule gives the derivative of the error with
respect to the outputs of the previous layer, and this expression is the equivalent
of equation (1.6) for layer i:
(1.10)
(1.11)
Repeated use of equation (1.9) to find error-weight derivatives, followed by equa-
tion (1.11) to find the error-output derivative at the previous layer, allows up-
dates to be calculated for all weights in the network.
Repeated use of gradient descent using the method of back-propagation of error
derivatives eventually brings the network to a local minimum of error with re-
spect to the weights given the training data, although for non-linear activation
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functions there is no guarantee that a global minimum will be reached. The
chances of reaching a global minimum are enhanced by the use of momentum in
training, where the weight update depends on the previous update in addition
to the local gradient:
dE cn)
Am!?) = -E-a.7 dWij
+ aAw!?-l)%.I (1.12)
The momentum term encourages the trajectory in weight space to continue with
its direction and speed, being changed only gradually by local gradients. This
speeds convergence of the optimization process, and helps to prevent it from
becoming stuck in local minima.
Second-order optimization methods have been used, where weight updates are
calculated using a locally quadratic model of the error surface rather than the
locally linear model assumed in gradient descent. Optimization is achieved by
repeatedly moving to the estimated position of the parabola’s minimum [4, 1171.
1.2 Thesis summary
This thesis is devoted to the issue of self-configuring neural networks, where
the design of the architecture, as well as the setting of the internal parameters,
is driven by the training data, not the human supervisor. Chapter 2 reviews
schemes for modifying network architectures automatically, mainly in the con-
text of layered networks following the Perceptron and Multi-layer Perceptron
formalisms, and this review leads to the identification of a number of require-
ments for a new constructive algorithm.
These requirements are formalised in chapter 3 as a set of axioms for the design
of architecture-modifying algorithms, and a scheme is proposed for adding new
nodes to a network by splitting an existing node in two. This technique is tested
in two simple test problems, where it appears to work.
The latter part of chapter 3 moves away from the mechanism for splitting a node,
towards the identification of which nodes in a network are the best candidates
for splitting. In line with the axioms set out at the beginning of the chapter, the
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criterion for selecting nodes for splitting is integrated with the best criterion for
on-line removal of useless nodes (pruning), so that at one end of the scale nodes
are irrelevant and can be pruned, while at the other they benefit from splitting
in two.
The techniques developed in the chapter are then thoroughly tested on a number
of classification problems, with the result that they do not, in fact, yield the
expected benefit in network performance. The reason for this is identified, namely
that while the techniques are viable in general, they are not suitable for use in
models with long-range effects, such as the multi-layer perceptron.
The axioms for development of a constructive algorithm are reiterated in chapter
4, where the construction of a model by splitting its constituent parts is imple-
mented in the context of a Gaussian mixture model for maximum-likelihood
density estimation. This scheme is demonstrated for a synthetic data set, and
for a real data set from speech recognition.
The criteria that must be satisfied by a model for component-splitting to be
applicable are specified at the end of chapter 4, and constructive schemes that
already exist for neural network models satisfying these criteria are briefly re-
viewed. The possibility of a constructive approach based on splitting model
components is briefly discussed in the context of the topographic-mapping Ko-
honen [57, 581 and elastic networks [23, 221, and is suggested and demonstrated
diagrammatically for Finite Element Analysis models.
Following the successful demonstration of component-splitting in Gaussian mix-
ture models for density estimation, the technique is applied in chapter 5 to the
density models within the states of a hidden Markov model for speech recognition.
Results show that models with mixture-components allocated by node-splitting
outperform equivalent sized models with uniform component allocation.
The findings of the thesis, which have been developed over the last three years,
are discussed in chapter 6, against the background of the changes that have





This chapter reviews a number of techniques that have emerged recently, which
attempt to improve on the perceptron and multi-layer perceptron training al-
gorithms [loo,  102, 103, 1181, by changing the network architecture as training
proceeds. These include pruning useless nodes or weights, and constructive algo-
rithms where extra nodes are added as required. The advantages include smaller
networks, faster training times on serial computers, and increased generalization
ability, with a consequent immunity to noise. In addition, it is often much easier
to interpret what the trained network is doing. One can then begin to draw
analogies with other pattern classifying techniques such as decision trees and
expert systems. A number of architecture-modifying schemes are reviewed in
this chapter, and suggestions are made regarding the classes of problem to which
they are most applicable. Conclusions are drawn which helped to shape the work
presented in later chapters.
2.1 Constructive algorithms and pruning
Multi-layer perceptron networks are well established as a standard neural net-
work technique for pattern recognition tasks. They are hampered, however, by
a number of problems and arbitrary parameters which make them much less
dependable and predictable than they could otherwise be. The main problem
is that there is no way of determining in advance how many units there should
10
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be in the hidden layer. If there are too few, the network may not learn at all,
while too many hidden nodes lead to over-learning of individual samples in the
training data, at the expense of the formation of an optimal model of the sta-
tistical distributions underlying the training data. This leads to an inability
to generalise, so that previously unseen measurements are labelled according to
the nearest training sample, rather than in accordance with a good model of
the problem. Despite numerous analytical and heuristic attempts to determine
this number [38, 63, 64, 771,  general and reliable methods have only recently
begun to emerge. The problem of generalization as a function of model size is
demonstrated in figure 2.1.
Recent developments fall into two categories. Pruning algorithms build and train
large networks, and then remove nodes or weights that contribute little to the
network’s operation, while constructive algorithms attempt to form an approx-
imate solution using a small network, and then add further nodes to increase
the precision as required. It has been demonstrated [107, 1081  that a larger
network is generally required to learn a classification task, than is needed sim-
ply to implement a known solution using pre-determined weights. To this end,
an ideal algorithm for determining network architecture might add new nodes
during early training, and apply pruning selectively or inherently as a solution
is approached. The need for additional nodes to enable the learning of a solu-
tion arises because a network of the minimal size required to solve a problem is
likely to get stuck in one of many locally optimal solutions in the training phase.
Larger networks also have locally optimal solutions, but can have a large number
of equally good global minima. The probability of finding a good solution is
increased with larger networks, and pruning algorithms rely on the global mini-
mum being retained through the pruning event. In constructive algorithms, we
begin with a network insufficiently large to exhibit many local minima in addi-
tion to the smooth global minimum of an approximate solution, and hope that
the minimum found will remain global, and be deepened by the addition of new
nodes. To work well, parameters associated with newly added nodes must have
pre-determined values so that the new network is at least as good as its parent.
By pruning weights (or nodes) that do not contribute significantly to the classifi-
cation or mapping task, we hope to reduce to a minimum the number of degrees
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Figure 2.1: Generalization ability as a function of model size. The data points
could have been generated by one of many systems. An over-simple model
learns only a very approximate fit to the data, while an over-powerful mo 6
a)
el
learns the individual samples, but can behave unpredictably in other parts of the
space (b). An appropriately sized model passes close to the data points, without
necessarily passing through them, but is a more accurate model of the system
which generated the data (c).
of freedom used by the network to implement the solution, thereby ensuring we
have a simple model of the system. One way of making this obvious implemen-
tation of Occam’s Razor is to minimise the total activation in the hidden layer,
which encourages the nodes there to act orthogonally [18]. This is the same
behaviour for which we aim in inductive inference, namely in decision trees and
automatically generated expert systems. It may be possible to extract informa-
tion directly from the weights of such a network, allowing us to determine the
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problem-solving rules that have been learned. Naturally the reduction of the
number of nodes to a minimum detracts from the fault tolerance usually associ-
ated with neural networks, and so some thought is needed before such minimalist
techniques are used for a particular application.
2.2 Constructive algorithms
Early constructive algorithms built multi-layer feed-forward networks of percep-
tron units [loo], which could be applied to problems involving binary input
patterns. Convergence of such a network is guaranteed if the training data is
linearly separable [12]. The Pocket Algorithm [32, 33, 351 is an extension of the
Perceptron Learning rule [loo],  that allows approximate solutions to be found
for non-linearly separable problems, by holding ‘in one’s pocket’ the best set of
weights found so far. A faster-learning and more robust algorithm is proposed
in the thermal perceptron [30], where perceptrons initially form soft decision
boundaries, which become harder as training proceeds according to an anneal-
ing schedule. For binary patterns, it is always possible to cut off a corner of the
binary hypercube with a plane, thereby ensuring that we can learn a binary func-
tion of binary patterns by repeatedly adding perceptrons to a network. These
techniques have been implemented in Gallant’s Tower, Inverted Pyramid, and
Distributed algorithms [34, 351 and the Tiling Algorithm [75, 831, although these
have largely been superseded by the Upstart Algorithm [29, 281,  which is more
efficient in terms of the number of nodes created. They mostly build tree-like
networks with finer resolution of the input space towards the leaves of the tree,
and do not usually include a stopping criterion to halt the addition of new nodes
or layers. This means that every sample in the training set is learned, but has
strong repercussions if the training set is incomplete, has noise, or is derived from
a classification problem where the class distributions overlap. These networks
are good for learning completely a logical data set, but are likely to fail to find
a useful model of many statistical distributions.
Later methods [2, 3, 27, 39, 97, 111, 1221, reviewed in the following sections,
apply to non-binary functions of non-binary inputs. They usually build a single
hidden layer, which has an advantage over the ‘deep network’ methods that the
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propagation time for data from the input to the output is shorter, and constant.
This is particularly important for real time signal processing applications, but
not usually in simulated networks used for classification. They do not guarantee
to learn every sample in the training set, but are more likely than the earlier
algorithms to converge to solutions with good generalization ability for statistical
problems.
2.2.1 Tiling algorithm and Upstart algorithm
The Tiling Algorithm [75, 831  builds a layered network, with each layer approx-
imating the solution of a binary classification problem more closely than the
previous one. A master unit in each layer learns at least one new pattern, and
the ancillary units ensure that no previously learned patterns are lost. The al-
gorithm creates only as many nodes as it needs to build a solution, and it has
been demonstrated to have good generalization capabilities. On the down side,
it requires an excessively large number of nodes, as most ancillary units just
duplicate the action of those in the previous layer. This problem is avoided in
later methods (Upstart, Cascade correlation), by allowing connections to span
many layers. A recent method that has grown out of the Tiling algorithm is
the Neural Tree, [llO] and other similar tree algorithms [36, 721;  these make re-
peated use of the Pocket algorithm to divide the input space into partitions for
classification, and build a decision tree [14] in the process. These techniques look
promising, but comparative results with other constructive algorithms have not
been published.
The Upstart algorithm [29, 281 builds a binary tree of nodes. For each node,
one subtree  corrects all errors where a one is expected, and the other corrects
all the errors where a zero is expected. Each sub-node is guaranteed to classify
at least one of its targets correctly, and so convergence is guaranteed for the
training data. The number of nodes grows linearly with the number of training
patterns for the theoretically hardest problem, a random boolean function, and
this is better than the node growth rate of the Tiling algorithm. Training can
be speeded up if each subtree  is trained using only the patterns that have not
already been learned elsewhere in the tree. Extensions are possible whereby
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the trained network is mapped directly onto a feed-forward network with only
one hidden layer. The Upstart algorithm is easily extendible to classifiers with
several possible output classes and real-valued inputs, while preserving many of
its advantages. Knerr’s constructive algorithm [56] is similar to Upstart, building
a tree of neurons with each branch correcting some errors of the parent tree’s
classification.
2.2.2 Dynamic node creation in standard MLPs
Ash [2,3] describes a system where the error rate is analysed as training proceeds,
and a new hidden node is added whenever the error rate is no longer decreasing
significantly, but is not acceptably low. The new nodes are introduced with
small random weights, and the results are encouraging when compared with the
training times required by standard networks of fixed size. The scheme includes
an analysis of when new nodes should be added, based on the assumption that
the error rate decreases exponentially as training proceeds, and this scheme is
built on in section 3.6. It should be possible to find a better way for determining
the initial weights of the new nodes, as small random weights do not guarantee
that the larger network is at least as good as the old one. A scheme with similar
ad-hoc initialisation is described in [46].
An alternative technique [ill, 971  adds new nodes to the hidden layer, but speeds
up training by freezing the weights of the previous ones. Back-propagation’s
property of attempting to force each hidden node to account individually for
all the error in the output layer means that the newly introduced nodes learn
the errors of the previous network with frozen weights. Interestingly, this fea-
ture is usually considered a disadvantage, as the use of teamwork rather than
individualism amongst nodes might be expected to find a solution more quickly.
2.2.3 Cascade correlation
In this algorithm, which applies to real-valued inputs and outputs, hidden units
are added with inputs from all previous input and hidden units [27]. The weights
to all previous units are frozen, and the new unit learns a mapping which has the
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best possible correlation with the errors of the previous network. The weights to
the new unit are then frozen, and the process continues until there are no more
errors. This method is not limited to binary classifications, although published
results only cover these problems. There is no back-propagation, with the re-
sult that the networks train quickly; the speed compares very favourably with
both backprop  and quickprop (see section 1.1.2) [25, 261 when learning to sepa-
rate two interlocked spirals, In a thorough evaluation of cascade correlation in
comparison with standard MLPs using data from four real problems of different
complexities by Indurkhya and Weiss [49], it is apparent that cascade correlation
learns faster, but yields classifiers with lower cross-validation performance. The
numbers of hidden units required for modelling these problems were similar for
both networks, leading Indurkhya and Weiss to suggest the use of cascade cor-
relation to determine an appropriate network size, which should then be trained
by standard techniques.
The problem of learning individual samples from overlapping distributions might
be addressed by continuing the development of the network until the error figure
found by correlation decreases to the value expected from prior knowledge of the
problem. This could be a noise model, or a measure of the degree to which the
class distributions are known to overlap. Since cascade correlation builds tall
networks, with many layers and connectivity from each layer to all earlier layers,
it has the advantage of enhanced feature detection over standard networks with
few layers. On the other hand, the many-layered architecture leads to a variable
delay between application of an input and the appearance of the result.
2.2.4 Meiosis networks
Meiosis networks [39] arise from an approach to multi-layer perceptrons which
combines the usual gradient descent optimization with a stochastic search. This
has the advantage that it is possible for the network to escape from a local
minimum by a random perturbation in the weight space, with a probability
that decreases as the network approaches a good solution. This is implemented
using stochastic weights, sampled from Gaussian distributions each time a weight
value is required. The learning algorithm updates the means and the standard
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deviations of the weight distributions. There are three learning rules for the
iteration at time n: the mean pWij  is updated according to the normal learning
rule described in section 1.1.2 above:
pwij(n+l) = Q -dE
c )aW; + /4U~j(n), (24
where Wi*j is the weight value drawn from the Gaussian weight distribution. The
standard deviation gWij  is increased at each update to reflect the uncertainty
indicated by a large update:
lswij@+l) = p -I Ig + UWij@).23 (2.2)
A third learning rule determines the decay of the standrd deviation with time,
allowing the weights eventually to become deterministic:’
awij Cn+l)  = Cuwijy < < 1. (2.3)
Meiosis is the process of one node splitting to create two new ones. The composite
variance is computed for each node in the hidden layer, and the split occurs for
any node whose composite variance, that is the standard deviation relative to
the mean, is greater than 100% for weights both into and out of the node.
Ci *ij->lande>l
Ci PLij k 3k
(2.4
The mean of each new weight is a jittered copy of the original, perturbed in
random directions by a small proportion of the standard deviation in the chosen
direction, and each has half the variance of the old weight distribution. This kind
of splitting policy has the advantage that it does not converge to a complete fit
of the training data, and consequently the resulting networks are likely to exhibit
better generalization than the ones produced by the Pocket, Tiling, and Upstart
algorithms. The decision on whether to split is made using only locally measured
‘It is not clear in [39]  how equations (2.2) and (2.3), which propose different updates to gW,j,
are implemented in the same system.
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parameters, making the scheme attractive in terms of biological plausibility and
distributed computing architectures.
2.2.5 Summary: What to do next with constructive
algorithms.
The constructive algorithms discussed in this section all lack a good mechanism
for determining the weights of a newly added node, although Meiosis is good
in the context of stochastic weights. Accepting the idea of adding new nodes
by splitting an old node in two, we also require a good measure of the degree
to which a given node requires splitting. These requirements are explored in
chapter 3, which also builds on ideas from pruning, to obtain an ordered list of
nodes with the most prunable at one end, and the most splittable at the other.
2.3 Pruning
Pruning has been carried out on networks in three distinct ways. The first is a
heuristic approach, identifying which nodes and weights contribute little to the
mapping. After these have been removed, additional training leads to a better
network than the original. An alternative technique is to include terms in the
error function, so that the weights tend to zero under certain circumstances.
Zero weights can be removed without degrading the performance of the network.
Finally, if we define the sensitivity of the global network error to the removal of
a weight or node, and evaluate it for each such parameter in the network, we
can then remove the weights or nodes to which the global error is least sensitive.
The sensitivity measurement does not interfere with training, and involves only
a small amount of extra computational effort. It is well matched for implementa-




Sietsma and Dow have described a pruning scheme based on analysing automat-
ically the activations of nodes, in response to different patterns in the training
data [108, 1071. Their pruning takes place in three different ways:
1. Pruning of units that do nothing, or duplicate the action of other units. A
unit is redundant if it has the same output for all patterns in the training
data, or duplicates the action of another node.
2. Pruning of units that provide unnecessary information. If a node makes a
distinction between patterns that are later recombined, then the node can
be deleted.
3. Pruning out an entire network layer. A network with many layers may well
have one or more of them redundant, especially after the earlier stages of
pruning have been carried out. Indeed, it has been shown [31, 471  that one
hidden layer is theoretically sufficient to implement any problem, although
this may require more nodes than a multi-layer network.
2.3.2 Pruning which is inherent in the learning
algorithm
A lower-level approach is more appealing than the heuristic pruning scheme,
as the constraints on structure for the network come from the network itself,
rather than from a global monitoring system. On the other hand, systems can
be envisaged where processes such as adding nodes and pruning would be carried
out by exactly this kind of global control process, which could itself be a rule
based system or a neural network. Current on-line pruning techniques either
minimise a biased cost function, imposing constraints on the final weight values,
or halt training periodically to measure the prunability of the individual weights
and nodes, pruning those with the highest values.
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Minimising a biased cost function
In standard learning techniques we optimise a network in terms of a cost function
0 = E that describes the goodness of fit of the model stored in the network, to
the data representing the problem to be learned. A second term B can be added
to the cost function (equation 2.5) incorporating prior knowledge of the problem,
such as the kind of architecture that is likely to be most useful, constraints on
weight values, or constraints on the function implemented by the network.
O = E + B (2.5)
A constraint on the function implemented might be that the network should not
learn to classify individual samples from overlapping distributions; elimination
of such unlikely solutions leads to the extra term being referred to as a bias or
regularising term in line with the field of non-parametric statistics [15, 93, 92,
1141.
In relation to pruning networks, or the production of minimal architectures, the
constraints we wish to apply by means of the bias term will be such that they
minimise the number of active nodes or weights in the network. These can be
removed from the network before training is continued.
Rumelhart’s pruning mechanism (unpublished) involves a bias term of
CCwij (2.6)
i j





where p < 1. This causes the weights to decay exponentially towards zero, and
weights that come sufficiently close to zero can be pruned out. This approach
was successfully used in studies on network generalization by Hinton [45] and
Thodberg [113], and it has been analysed in mathematical detail by Krogh and
Pruning 21
Hertz [59]. This work was taken a step further by Hanson and Pratt [40], and
Rumelhart, with the aim that high and low weights should decay strongly, while
mid-range weights are left unaffected. High weights are discouraged for reasons
of smoothness, while low weights can be pruned. Nowlan and Hinton [85] gener-
alised this principle, discouraging a large number of different mid-range weights
by constraining the weights to a Gaussian mixture distribution with few compo-
nents. The mixture parameters were optimised at the same time as the weights
themselves. This procedure does not rule out any weight values in favour of
others, but constrains the network by clustering the weights to a small number
of groups of similar values. The number of free parameters in the network is
greatly reduced, and generalization performance is, once more, enhanced.
Hanson and Pratt’s experiments showed that different bias terms are indeed
useful for finding minimal architectures, but the bias term could not easily be
used in conjunction with the momentum term used traditionally for avoiding
local minima. Nowlan and Hinton use conjugate gradient optimization, which
does not employ momentum. It may be possible to combine the clustered weights
of Nowlan and Hinton [85]  and Hanson [39], to make a network with the number
of weight clusters determined by a constructive approach such as node-splitting,
introduced in the chapter 3.
Biased cost functions have been used in other applications too, first for pruning
nodes by including a node relevance term in the cost function [19]. The relevance
term is defined as a product of functions of the weights into and out of a node, and
minimising the cost function then minimises the total number of relevant nodes.
This kind of node decay (cf. weight decay, above) has not been analysed in detail,
but gives promising initial results. A second example encourages the optimal use
of hidden units [18], by including the hidden layer activations in the cost function
to be minimised, and hence forcing the units to find a non-linear, but locally
orthonormal basis set that spans a subspace of the input space. This attempts
to avoid unnecessary units right from the start of training, rather than allowing
them to develop and eliminating them later. This technique could prove useful in
the context of integrating neural networks with expert systems or decision trees,
since these systems attempt to invoke independent rules whenever possible. An
alternative use is in dimensionality reduction for data visualisation and efficient
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coding. A similar technique based on non-linear principal components has been
suggested by Webb [116], and other techniques have been investigated by the
author [unpublished] based on Kohonen networks [57] and elastic networks [23].
The initial aim of Rumelhart’s use of the biased cost function was to avoid large
weights, and consequently to ensure smoothness of the mapping implemented
by a network. A sigmoid transfer function is linear for small input values, but
approximates to a step for larger values (and hence for large weights). Step func-
tions are necessary to classify individual samples from a statistical distribution,
and it has already been emphasised that this should be avoided if at all possible.
An alternative approach for discouraging the fitting of individual samples, also
enforcing a low-curvature mapping, is to include a term in the cost function rep-
resenting the curvature of the mapping, averaged over the input domain [7, 8, 93.
Eliminating high curvature eliminates sharp transitions, and has a similar ef-
fect to the bias term in equation 2.5. If the data distributions are smooth, and
the curvature of the mapping is minimised, the performance is likely to be im-
proved for the classification of previously unseen patterns. Minimal networks
implementing low-curvature mappings would also be more likely to perform use-
fully in extrapolation, that is for the classification of patterns outside the input
domain represented by the training data.
2.3.3 Pruning according to an ordered list of node or
weight relevances
Mozer and Smolensky [80, 81, 821  opt for an all-or-none approach to pruning,
rather than gradual pruning by means of weight decay. They investigate the
pruning sensitivity, or relevance of a unit in the network, defined as:
pj = Gvithout  unit j - Ewith  unit j (2.8)
so that the relevance of a unit depends on how much the network global error
will increase if the node is removed. Pruning could then be applied for the least
relevant units. The relevance measure is determined by the shape of the error
surface around the minimum to which the network has been trained. Mozer and
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Smolensky identify a problem in measuring the shape of the local minimum just
from the gradient information calculated by standard back-propagation, since the
gradient falls away to zero near the minimum. They repeat the back-propagation
of errors using a modulus linear error function:
E = C C ltpj  - !/pjl
P j
(2.9)
whose gradient does not disappear to zero near the minimum. The minimum of
this function, however, is not necessarily in the same place, as deep, or of the
same steepness as the sum square error minimum.
A better approximation to the shape of the minimum, which maintains the sum
square error function, is to use the first three terms of the Taylor series, namely:
w4
E(a) =  E(ao)  +  da (a - aoJ2 (2.10)
a=ao a=ao
The first term can be ignored as it does not describe the shape of the mini-
mum; the second term decreases to zero near the minimum. The third term
measures the sharpness of the local minimum, and hence the sensitivity to prun-
ing, and higher order terms are assumed to be negligible. The second derivatives
of the sum squared error with respect to network parameters can be found by
back-propagation [42,  621  or by measurement [95], although the measurement
technique is not suitable at local minima (see section 3.5).
The question of what parameter of a node the shape of the error surface should
be measured against is resolved by introducing the attentional strength, ai of a
unit, where the output of a unit j is now yj = fj(Ci wijoiyi)  and the effect of
removing unit i is expressed as pi = E(,,,o) - E(,i=l).  This scheme is discussed in
more detail in section 3.5. Relevance of a parameter, for more general puropses
than removal of the parameter, is determined by the shape of the error surface
around cr = 1. This pruning technique leads to networks from which rules could
be extracted quite easily for low dimensional boolean problems, and the relevance
measure facilitated an evaluation of which rules were the most frequently invoked
in a given problem, that is, which splits in the feature space were the rules, and
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which are the exceptions. This scheme has also been applied to the network
input layer, to identify which inputs are relevant for a classification problem and
which are not [80, 81, 82, 1231.
Le Cun, Denker and co-workers have carried out similar experiments for pruning
individual weights 1621, using the second derivative term from the Taylor series,
and the results are very promising. The number of free parameters in the net-
works used to implement hand-written digit recognition was reduced by a factor
of four by the use of this pruning scheme [61]. There are no results available for
comparisons between this pruning method and those discussed earlier, but this
is the most convincing way of identifying which nodes are to be pruned. The
idea of an ordered list of sensitivities of the network global error to each weight
was used also by Karnin [52]. According to his scheme, the sensitivity would
ideally be determined by integration over the entire weight space, but since this
is not possible, (c.f. training by exhaustive search), it is integrated just along
the training path. It seems likely that the sensitivity found in this way would
depend most strongly on the starting weights (which are random) and not be as
good as the measures based on characteristics of local minima described above.
2.4 Discussion
We have reviewed a number of techniques that aim to build a neural network
whose size, and hence whose number of internal parameters, is optimal for mod-
elling a given problem. While most systems are most efficiently modelled by
networks specially designed for the application, the multi-layer perceptron fam-
ily offers a good general learning tool for a wide range of applications. Since we
do not know in advance what size to use, and because we usually need a larger
network to learn a mapping than to implement a known solution, it is sensible
to allow a small network to grow during early training. When a reasonable solu-
tion is found, it can be optimised during later training to give a small, fast and
efficient network which is an accurate system model.
There are a variety of constructive algorithms that can add new nodes at suitable
times. Upstart appears to be the best for binary mappings, while the best for
Discussion of Construction & Pruning 25
real-valued mappings is Cascade correlation. Both of these have the problem of
long propagation delays from the network inputs to the outputs, although this
is solved for Upstart by transforming the trained network to a single layer.
It is perhaps preferable for a network to maintain its single layer structure
throughout construction, and some progress has been made in this area. Ash’s
dynamic node creation identifies a useful criterion for when to add nodes, and
Hanson’s Meiosis networks incorporate a method for determining the magnitude
of divergence required for splitting a node in two. Hanson’s proposed method
does not, however, determine the direction of the split correctly, since the mean
weights of new nodes are determined by perturbation in random directions.
These principles are a starting point for a new split mechanism discussed in
the next chapter.
We have seen that a measure of the sensitivity of the network to the presence
of a weight or node forms a good criterion for determining whether it can be
removed, and have suggested that at the other end of the scale, if applied to
nodes, a suitably designed sensitivity measure might be used as a criterion for
splitting a node in two. This appears to offer the basis for an integrated system
for building networks, incorporating construction in early training and pruning
as a solution is reached, enabling an optimal architecture to be found.
