Over the past decades, the Stein group has provided a fundamental neural model of multisensory integration at the single-neuron level in animals. They have shown in cat and monkey that when inputs from different modalities are presented in close temporal and spatial proximity, multisensory neurons in the superior colliculus (SC) can increase their firing rate to a level exceeding that predicted by summing the responses to each unimodal cue (review in Stein and Meredith 1993) .
Although this supra-additive effect applies to the single neuron, it has inspired a wider model that has been used at the integrated level of cortical populations (brain sites) in various functional brain imaging (ERP, MEG, fMRI) studies of multisensory integration. The rationale is that, under certain conditions that will be described below, neural activities induced by a bimodal stimulus (e.g., audiovisual, AV) should be equal to the sum of the responses generated separately by the two unisensory stimuli (e.g., auditory, A, and visual, V), if the two dimensions of the stimulus were to be independently processed. Hence, any neural activity departing from the mere summation of unimodal activities should be attributed to the bimodal nature of the stimulation, that is to interactions between the inputs from the two modalities. Using this model, it is therefore possible to estimate the crossmodal interactions in the differences between the brain responses to bimodal stimuli and the algebraic sum of the unimodal responses. (Barth et al. 1995, p 179) Although this model theoretically can be applied to any measure of human brain activity, it has been used mainly in electrophysiological data (scalp ERP and magneto-encephalography, MEG: Miniussi et al. 1998; Giard and Peronnet 1999; Foxe et al. 2000; Raij et al. 2000; Fort et al. 2002a, b; Molholm et al. 2002; Klucharev et al. 2003; Mo¨tto¨nen et al. 2004 ). On the other hand, its use has been recurrently criticized (TederSa¨leja¨rvi et al. 2002; Calvert and Thesen 2004) because of the multiple biases it can generate in the estimation of the crossmodal interactions if several important conditions are not fulfilled. We discuss in this note what these biases are and how to avoid or minimize them, with particular emphasis on electromagnetic (EEG/MEG) recordings. Finally, we explain why, in spite of its strict conditions of application, the supra-additive model is particularly interesting in ERP/MEG studies of multisensory integration.
AV Interactions
Potential biases and artifacts generated by the additive model 1. The additive model is valid only when the brain responses that are analyzed do not include activity common to all conditions. Indeed these activities would be added only once but subtracted twice in the [AV À (A + V)] model, which would confound the derivation of the multisensory interaction. ''Common activity'' may be of several types. One type is neural responses related to late semantic processes, target processing (e.g., N2b/P3 waves in ERP/MEG recordings), response selection, or motor processes. ERP literature has shown that these activities usually arise about 200 ms post-stimulus, whereas earlier latencies are characterized by sensory-specific responses (review in Hillyard et al. 1998) . One way to avoid this problem is to restrict the analysis period to the early time frame (<200 ms) of stimulus processing. While this procedure is very simple in ERP/MEG recordings since their time resolution is of the order of the millisecond, sorting the response components according to their latency is still virtually impossible in hemodynamic imaging techniques. Second, in paradigms requiring speeded responses with rapidly presented stimuli, ''anticipatory'' slow responses may arise before each (unimodal and bimodal) stimulus and continue for a time after stimulus onset. These anticipatory responses appear, when present in ERP/MEG recordings, as slow ramp-like deflections in the prestimulus and early poststimulus periods. These deflections can thus give rise to spurious residual effects in the [AV À (A + V)] signals that may be confused with early cross-modal interactions (TederSa¨leja¨rvi et al. 2002) . Note that such anticipatory processes are independent of the technique used and can also be included in fMRI/PET responses. At the level of the experimental design, a procedure that may be applied to avoid or strongly reduce anticipatory processes, whatever the neuroimaging technique, is to present the stimuli at random interstimulus time intervals during data acquisition. In ERP/MEG signal analysis, two further methods have been proposed to control for these effects: modify the latency of the prestimulus period that will be used as the reference baseline, and/or high-pass the data (e.g., 2 Hz cut-off frequency) to remove the slow wave effects.
2. Several functional imaging studies using blockdesigned paradigms have shown a decrease in activation in sensory-specific cortices (e.g., the auditory cortex) when subjects were presented with continuous stimulation in another (e.g., visual) modality (Haxby et al. 1994; Kawashima et al. 1995; Laurienti et al. 2002) . There are two possibilities to explain this. First, these effects may reflect cross-sensory driving and/or inhibition of lowerorder sensory areas via direct projections from one sensory cortex to another (Falchier et al. 2002; Rockland and Ojima 2003; review in Schroeder et al. 2004 ). There is, however, no experimental evidence that such ''cross-modal effects'' in unimodal conditions may be seen at the integrated level of scalp ERP/MEG or fMRI signals irrespective of the task or stimulus delivery context. In addition, even in this case, the additive model should still apply since any difference in these processes between a unimodal and a bimodal condition should appear-if strong enough-as low-level cross-modal interactions in the model, and further represent one possible neural mechanism for multisensory integration. A second, more likely explanation is that when a particular sensory cortex is continuously and exclusively activated during a whole block, while the other nonmatching cortices are not activated, the attentional resources are dedicated to the relevant modality (even in passive tasks or tasks that demand little attention), while the other modalities are more or less voluntarily ignored (deactivated) to optimize the processing in the relevant sensory cortex (see also Ghatan et al. 1998; Kawashima et al. 1999 , for similar attentional effects). In studies of multisensory integration, the [AV À (A + V)] model should therefore not be used in experiments based on block-designed paradigms, since these unimodal deactivations would be subtracted from the bimodal activations, resulting in artificial increases of the ''crossmodal'' effects. One way to eliminate or considerably reduce such attention-related deactivations in unisensory cortices is to consider paradigms in which the stimuli are randomly and equiprobably delivered across all modality conditions (e.g., Giard and Peronnet 1999; Calvert et al. 2000 Calvert et al. , 2001 Foxe et al. 2000; Raij et al. 2000; Fort et al. 2002a, b; Molholm et al. 2002; Wright et al. 2003) .
3. Random mixing of conditions, however, may not be sufficient for a correct control of attention. Although a classical design to avoid attentional biases in the additive model is to require the same task in the three modalities, in some paradigms, the task may be easier and require less effort in one unimodal condition than in the other. This problem can be overcome by equating the levels of difficulty across unimodal conditions (by equating the behavioral performance in both unimodal conditions, e.g., Giard and Peronnet 1999) . However, in some particular cases, this may not be possible and using the same task across all the conditions can lead to noticeable spurious effects in the computation of interactions. Consider, for example, speech stimuli (lip movements associated with syllable sounds) randomly presented in the three A, V and AV conditions: if a discrimination task (e.g., respond to target syllables) is required under the three modality conditions, the processing of syllables in the lip-reading condition alone will include an important visual attention effect that will not be eliminated in the AV À (A + V) derivation, since in speech perception (unlike what is likely to occur for bimodal non-speech objects), normal subjects will naturally engage much less visual attention to process AV than V stimuli. Alternatively, if the subjects are required to respond only whenever they hear (A and AV conditions) a target syllable, their (selective) auditory attention effect will be expressed rather similarly for A and AV stimuli and eliminated in the [AV À (A + V)] model; in the same way, a lesser (if any) effect of visual attention (rather similar for V and AV stimuli) should be mostly eliminated in the model. A general principle, therefore, in dealing with attentional problems is, in addition to systematically mixing conditions, to equate the attentional load between each unimodal condition and the bimodal condition (but not necessarily between the two unimodal conditions).
Advantages of the additive model in ERP/MEG studies of cross-modal interactions All the examples above show that non-biased estimation of multisensory interactions in the human cortex using the additive model requires taking important precautions both in the experimental design and in data analysis. While the constraints relative to the control of attention may be easily respected whatever the neuroimaging technique used, caveats concerning the temporal selection of the response components to be analyzed can be overcome only in EEG/MEG approaches, because of the excellent time information provided by these techniques.
In addition, the additive model has a further fundamental interest in ERP/MEG analysis of crossmodal interactions. Indeed, unlike what is observed at the voxel level in fMRI or PET signals, a significant value at a particular electrode (sensor) in ERP/MEG recordings does not mean that the structure beneath the electrode/ sensor is active. Rather what is recorded at the scalp surface results from the diffusion of electrical currents inside the brain originating from distant ''generators,'' and the interpretation of the surface signals needs to take into account these volume conduction factors (using topographic analysis, generator modeling, etc.). Interestingly, the additive [AV À (A + V)] model in ERP/MEG has the fundamental property of avoiding the problem of overlaps of volume conduction effects in the different subcomponents of the bimodal response by removing the conduction effects of the corresponding unimodal responses. In this respect, the additive model is not a mere application of the single-cell model used by Stein's group and other authors: it applies not only at the local structure level (single cell, voxel), but also at the distant electrode/sensor level (volume conduction effects) because it is based on the superposition principle of electrical fields, in which the potentials from separate current sources in a conductive medium sum linearly. If its conditions of application are fulfilled, the additive model will therefore isolate the (volume conduction) effects specifically related to the interactions (which will have to be analyzed in turn in terms of topography and generators).
We therefore believe that the additive model is particularly well suited to ERP/MEG study of multisensory interactions in humans, and that its multiple advantages make it worthwhile dealing with the several constraints it imposes. Provided that its conditions of application are respected, the model can reveal the existence of genuine cross-modal interactions without making a priori assumptions about the congruent/incongruent character of the bimodal inputs, or introducing supraadditive/sub-additive criteria for integration (e.g., Calvert 2001; Calvert et al. 2001) . Rather the additive model allows one to access the dynamics of the multisensory interactions and observe both supra-additive and sub-additive modulations of unimodal activities in sensory-specific cortices-which appear to form a highly flexible network of cross-modal operations-as well as to observe new processes specifically activated by the bimodal nature of the stimulus.
