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SYNOPSIS 
Automated microscopy for the detection of tuberculosis (TB) in sputum smears seeks to 
address the strain on technicians and to achieve faster diagnosis in order to cope with the 
rising number of TB cases. Image processing techniques provide a useful alternative to the 
conventional, manual analysis of sputum smears for diagnosis. In the project described here, 
the use of parametric and geometric deformable models was explored for segmentation of TB 
bacilli in images of Ziehl-Neelsen-stained sputum smears for automated TB diagnosis. The 
goal of segmentation is to produce candidate bacillus objects for input into a classifier. 
Watershed segmentation, Canny edge detection and colour thresholding were applied to 
images to locate objects, for automatic initialisation of the deformable models. The results of 
the three methods were used in combination to maximise the number of detected objects.  
For high-resolution images, objects detected by the Canny edge detector and the watershed 
algorithms had broken contours, which motivated the use of deformable models as a further 
segmentation tool. For low-resolution images, however, contours of objects detected by the 
same algorithms were complete.  
To reduce the processing time for deformable model-based segmentation, detected objects 
were subjected to a discrimination test based on colour and size. An energy minimisation 
formulation was used to formulate a parametric deformable model. A traditional parametric 
deformable model with a balloon force was implemented. A variational level set formulation 
for curve evolution without re-initialisation was used for implementing geometric deformable 
model-based segmentation. 
Validation of deformable model-based segmentation was carried out by manually segmenting 
bacilli from the images. For each bacillus, the Hausdorff distance between the deformable 
model-determined border and the manually drawn border was computed and used as a 
measure of accuracy. 
Results indicated that deformable models are able to segment TB bacilli from images of well-
prepared sputum smears. However, long processing times could be a limiting factor since the 
aim of automated TB diagnosis is to achieve faster screening of suspected cases. In addition, 
under-segmentation of bacilli by deformable models could limit the success of classification 
algorithms.  
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1. INTRODUCTION 
The threat posed by tuberculosis (TB) to the world population led the World Health 
Organisation (WHO) to declare the disease a global emergency in 1993. It is estimated that 
about a third of the world’s population is infected with TB and that about 10% of those 
infected will suffer from the active disease at some point in their lives (WHO, 2007). TB is 
the leading cause of death in people living with HIV and AIDS (Harris et al., 2004). 
Early detection of active infectious cases is essential to provide patients with adequate 
treatment to cure the disease and reduce transmission. Sputum smear analysis is the most 
common diagnostic method for active TB in resource-poor countries (Steingart et al., 2006). 
Automated microscopy for the detection of TB in sputum smears seeks to address the demand 
on technicians and to achieve faster diagnosis to cope with the rising number of TB cases. 
Image processing techniques provide a useful alternative to the conventional manual analysis 
of sputum smears for diagnosis. 
The MRC/UCT Medical Imaging Research Unit is currently running a project to develop an 
automated microscope for detecting TB bacilli in images of sputum smears stained with a 
Ziehl-Neelsen (ZN) stain.  
This dissertation deals with automatic segmentation of images of sputum smears stained with 
a ZN stain. Deformable models were applied for segmentation of candidate bacillus objects. 
Segmented objects may be fed into a classification algorithm that will determine whether or 
not they are bacilli, based on features such as shape and/or colour. 
1.1 Objectives 
Published segmentation methods for sputum images have employed traditional edge detection 
techniques, which produce broken edges in the presence of noise and have used 
morphological filling to complete broken borders (Veropoulos et al., 1999; Forero et al., 
2004). 
Deformable models are capable of segmenting objects in noisy images and produce complete 
contours for objects in such images. Deformable models are a well established segmentation 
technique in medical image processing and they have been successfully used in a wide 
variety of applications including segmentation of magnetic resonance and ultrasound images 
(Xu et al., 2000; Brigger et al., 2000). There is no evidence in the literature to show that 
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deformable models have been used for segmentation of images of sputum smears. The main 
objectives of this work can be summarised as follows:  
 To examine the use of deformable models as a segmentation method for bacillus-like 
objects in ZN-stained sputum images. 
 To determine the accuracy with which bacilli can be segmented using deformable 
models.  
1.2 Thesis Outline 
This report describes the work carried out and the results obtained in an effort to realise the 
objectives stated above. The second chapter discusses TB, its effects, and the current methods 
used for diagnosing the disease; this chapter serves to emphasise the need for automated 
methods for TB diagnosis. Chapter 3 is a review of image processing techniques used by 
others in the detection of TB and Chapter 4 describes the theory of deformable models. 
The description of the methods used for the project has been divided into two chapters. 
Chapter 5 describes the methods used for detecting objects in images for automatic 
initialisation of the deformable models. The process of evaluating initially detected objects to 
determine the eligibility of each object for segmentation by a deformable model is also 
described in Chapter 5. The implementation and validation of segmentation by deformable 
models is described in Chapter 6.  
Chapter 7 discusses the performance of the algorithms and the results of the validation of the 
deformable model-based segmentation. Chapter 8 concludes the report and also makes 
recommendations for improving the methods applied in the project. 
1.3 Materials and Tools  
Sputum samples used in this project were prepared by the Microbiology section of the 
National Health Laboratory Services at Groote Schuur Hospital. A total of 40 slides were 
provided but only 22 slides produced usable images. Images were captured on a Nikon 
Microphot-FX microscope at the UCT Advanced Light Microscopy Facility in the 
department of Human Biology. The 40-x and 100-x objective lenses on this microscope are 
oil immersion lenses and oil was used in capturing all the images. 
The images were captured using a Kodak MDS 290 camera that is operated via Adobe 
Photoshop 7 running on a Pentium 4 desktop computer but focusing is done manually on the 
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microscope. Images were captured at 40-x and 100-x magnification, and stored with 480 x 
720 (low resolution) and 1200 x 1792 (high resolution) pixel resolutions, in 8-bit JPEG 
format resulting in four sets of images given in Table 1.1.  
Table 1.1: Image sets 
Image set 
Number of images 
Magnification Resolution (pixel)
40-x 
480x720 27 
1200x1792 48 
100-x 
480x720 34 
1200x1792 48 
 
The algorithms were implemented on MATLAB 7.3.0 (2006b) which runs on a Pentium 4 
computer with 1GB RAM. The colour thresholding and watershed segmentation algorithms 
are based on functions in the DIPUM toolbox by Gonzalez et al. (2004). The algorithm for 
parametric model-based segmentation is based on functions from the GVF toolbox by Xu et 
al. (1999). The algorithm for geometric model-based segmentation is based on the 
demonstration code for level sets without re-initialisation by Li et al. (2005). 
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2. TUBERCULOSIS  
This chapter gives a brief description of tuberculosis (TB), the threat it poses and the 
limitations of the current methods used in its diagnosis.  
2.1 Tuberculosis 
Tuberculosis is an infectious, air-borne, respiratory disease caused by a micro-organism 
called Mycobacterium tuberculosis. TB has two stages, namely infection and active disease. 
A person who has a TB infection carries the TB bacteria, but the immune system has the 
bacteria under control. A person with TB infection will not have the symptoms of the disease 
and cannot spread the disease.  
The second stage is active TB. TB infection progresses into active TB when the TB bacilli 
overcome the immune system and begin to reproduce. A person with active TB can spread 
the disease and will exhibit the symptoms of the disease that include chest pains, a persistent 
cough lasting for at least three weeks, weight loss, fever, coughing up blood, breathlessness, 
loss of appetite and night sweats (SANTA, 2004). Active TB is divided into pulmonary and 
extra-pulmonary TB. Pulmonary TB attacks the lungs and is the more common of the two. 
Extra-pulmonary TB results when the bacteria has spread to other parts of the body, affecting, 
among others, the nervous system, lymph nodes, genitals, kidneys and even the skin (Todar, 
2008). 
According to the World Health Organisation (WHO) about a third (1.7 billion) of the people 
in the world are infected with TB and about 5-10 % of those infected will suffer from active 
TB at some point in their lives. The WHO estimates that 1.6 million people died of TB in 
2005 and that the number of new cases is increasing each year. In April 1993 the WHO 
declared TB a global emergency and in 2006 the organisation launched the new Stop TB 
Strategy (WHO, 2007). 
The South African National Tuberculosis Association (SANTA) estimates that the TB 
incidence in the country is 1084 cases per 100 000 population. About 66.4% of these cases 
are patients who are HIV positive. It is also estimated that at least 66% of the South African 
population is infected with TB (SANTA, 2004).  
TB is the main cause of death for people living with HIV and AIDS. The WHO estimates that 
in countries with high rates of HIV, up to 80 % of people infected with TB are HIV positive 
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and that TB prevalence and mortality is increasing in sub-Saharan Africa because of the 
persistence of HIV in the region. The steady increase in TB incidence is straining diagnostic 
services (Harris et al., 2004) and therefore there is a great need for faster and more efficient 
diagnosis methods for TB. 
2.2 Sputum Smear Test for Diagnosis of TB 
While active TB can also be diagnosed by a chest X-ray, the treatment strategy recommended 
by the World Health Organisation relies heavily on the results of sputum smear microscopy 
(Nguyen et al., 1999). In this method, a sputum sample is taken from a patient and it is spread 
on a microscope slide. The sample is stained with either a Ziehl-Neelsen (ZN) or an auramine 
stain. In the ZN staining method, a red dye is applied to a sputum smear on a test slide under 
heat, leaving all present bacilli stained reddish-pink. An acid-alcohol is used to wash the test 
slide; the stained bacteria retain the dye and are referred to as acid-fast bacilli. A blue dye is 
applied to the test slide; only acid-fast bacilli retain the reddish-pink stain while the rest of the 
slide contents turn blue. With the auramine staining method, the bacilli become fluorescent in 
a black background. Figure 2.1 illustrates the difference in images of sputum samples stained 
by the two methods. 
 
 
a) Image of an auramine-stained sample 
(Source: www.lung.ca/tb/images/) 
 
b) Image of a ZN-stained sample 
 
Figure 2.1: Staining methods for sputum smears. 
 
A bright-field microscope is used for viewing ZN-stained sputum samples whereas a 
fluorescence microscope is used for auramine-stained samples. Fluorescence microscopes are 
complex and quite expensive, to purchase as well as to maintain; for this reason, the ZN 
staining method is widely used in developing countries. 
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In addition to TB bacilli, a sputum sample may also contain other foreign bodies and other 
bacteria. The bacilli measure approximately 1 to 10 ߤ݉ in length and 0.2 to 0.6 ߤ݉ in width 
and they can present a straight, curved or bent shape. Individual bacilli may display heavily 
stained areas and zones of alternating stain producing a beaded appearance (Collins et al., 
1985). 
2.3 Automated TB Diagnosis 
Developing countries are faced with shortage of skilled technicians, inadequate equipment 
and rising TB cases. Recommendations for smear analysis require that 100 high-power fields 
be viewed per slide (Sadaphal et al., 2008). Manual screening for TB bacilli in sputum smear 
analysis is labour intensive and the false negative rate is high (Forero et al., 2004). For these 
reasons a small number of researchers have channelled their efforts into developing 
automated detection techniques to reduce the strain on technicians and reduce the false 
negative rate. 
Forero et al. (2004) and Veropoulos et al. (1999) developed automatic detection methods that 
detect TB bacilli in images of auramine-stained sputum smears. The techniques developed 
have many advantages as discussed later but the fluorescence microscope for which their 
methods are designed is currently not in widespread use in developing countries.  
Veropoulos (2001), Russell (2006) and Sadaphal et al. (2008) developed image processing 
algorithms for automated TB detection in ZN-stained sputum samples. These methods are 
discussed in Section 3.3. 
2.3.1 Advantages of Automated Bacillus Detection 
Automated TB diagnostic methods bring about several benefits in the fight against the 
disease. Some of the advantages of computer-based diagnosis are: 
 Computer-assisted diagnosis can be faster than manual screening. 
 A large number of slides can be analysed and hence the number of patients tested in 
any given amount of time is increased. 
 Human involvement in the screening process is reduced. This will result in three 
desirable effects; less experienced staff can conduct the screening, labour costs are 
reduced and technicians suffer less fatigue, since the need to view the slides on the 
microscope is eliminated or reduced.  
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 Accuracy may be improved; in areas of high TB incidence like sub-Saharan Africa 
where a large number of patients have to be tested, technicians may test slides less 
thoroughly than required and smear positive cases may go unnoticed. Automated 
detection would ensure that the entire slide is examined in a short space of time and 
would thus reduce cases of misdiagnosis. 
In essence, an automated TB detection process may allow a greater number of patients to be 
tested at a faster rate by fewer technicians and with higher accuracy. 
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3. LITERATURE REVIEW 
This chapter summarises the material that forms the background to the project, providing an 
introduction to image segmentation and an overview of the segmentation of TB bacilli by 
other researchers. 
3.1 Image Representation 
A digital image is composed of a rectangular array of pixels. Digital images can be 
represented as gray-level or colour images. In a gray-level image, also called an intensity 
image, the brightness of a pixel is represented by the intensity value of the image at the pixel 
location. The intensity values range from 0, which represents black, to a maximum value, 
which represents white. The maximum gray-level value for an n-bit system is 2௡ െ 1. 
Intensity values between 0 and a maximum value represent shades of gray that increment 
towards white. 
Colour images are a combination of intensity images, which are interpreted differently by 
different colour models. A colour model is a specification of a coordinate system and a 
subspace within that system where each colour is represented by a point; the RGB (red, 
green, blue) and the HSI (hue, saturation, intensity) are the most common colour models 
(Gonzalez and Woods, 2002). 
3.1.1 The RGB Colour Space 
The RGB colour space is based on the principle that any colour is a combination of the three 
primary colours; red, green and blue. A colour image is composed of three constituent 
images, each containing the intensity values of each primary colour at each pixel location. 
The colour of each pixel can be represented by a point on or in the cube shown in Figure 3.1; 
the point is defined by a vector extending from the origin (Gonzalez and Woods, 2002). 
Pixels that lie on the indicated diagonal vary from black to white. 
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Figure 3.1: The RGB colour space. 
 
3.1.2 The HSI Colour Space 
In the HSI colour space, a colour image has three component images. The colour information 
is contained in the hue and saturation component images. The intensity component image 
specifies the overall brightness of pixel locations, regardless of colour (Castleman, 1996). 
The hue, the basic colour, and saturation, purity of the colour, parameters are defined on a 
circle; the hue is expressed as an angle, with red as the reference angle and the saturation is 
expressed as the radius from the origin of the circle. The intensity is specified on a vertical 
axis so that the colour space takes a cylindrical form (Gonzalez and Woods, 2002). 
3.2 Image Segmentation 
The major steps in identifying objects in images, which is the problem dealt with in 
automated TB detection, can be summarised as follows: 
1. Image input 
2. Pre-processing 
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3. Segmentation 
4. Feature selection or extraction 
5. Object classification 
6. Output 
Image segmentation can be defined as the process of separating objects in an image into 
distinct, homogenous regions to identify objects and borders for object description and 
recognition (Gonzalez and Woods, 2002).  
Segmentation is an important step in image processing which aids extraction of information 
and attributes from images for image understanding and interpretation. Its fundamental roles 
are to allow quantification of regions of interest and to reduce the dataset by focusing the 
quantitative analysis on the extracted regions of interest. It is often a difficult process due to 
factors such as poor spatial resolution and noise (Gonzalez and Woods, 2002). Segmentation 
techniques vary according to type of image. While manual segmentation is the simplest, it 
can be time-consuming and tedious. The simplest segmentation techniques can be divided 
into the following classes: 
 Thresholding techniques 
 Edge-based segmentation 
 Region-based segmentation 
These methods, unlike deformable models, do not require a model to guide the segmentation 
process. 
3.2.1 Thresholding Methods 
In a thresholding technique, a predefined value (threshold) is chosen and the image under 
analysis is divided into two pixel groups; a group of pixels that have intensity values that are 
greater than or equal to the threshold and a group of pixels that have intensity values that are 
below the threshold. For an input image, f, the thresholding operation produces a binary 
image, I, that can be defined as:  
ܫሺ݅, ݆ሻ ൌ ൜
1  ݂݋ݎ ݂ሺ݅, ݆ሻ ൒ ܶ
0  ݂݋ݎ ݂ሺ݅, ݆ሻ ൏ ܶ
       ሺ૜. ૚ሻ 
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where T is the threshold and i and j are integers that describe pixel locations on a Cartesian 
plane. 
Global thresholding is a thresholding technique in which a single threshold value is applied to 
an entire image. It is simple and computationally fast. It performs well if an image contains 
objects with homogeneous intensity and/or the contrast between the objects and the 
background is high (Wong, 2005). The method may fail to produce usable results when two 
or more structures have overlapping intensities. 
Other thresholding techniques exist which may be classified as local or dynamic 
thresholding. These methods can be useful in cases where a single threshold value cannot be 
determined for an entire image or where a single threshold does not give good results.  
3.2.2 Edge-based Segmentation Methods 
An edge may be defined as a collection of connected pixels that lie on the boundary between 
two homogeneous regions of different intensities (Wong, 2005). Segmentation techniques 
based on edges have two stages of operation; edge-detection and edge linking. Edge detectors 
convolve an image with a mask that runs through the entire image to yield an edge magnitude 
image. A thresholding operation is then carried out on the edge magnitude image to 
determine the location of edges. Edge detectors use either first-order or second-order gradient 
information of an image. First-order derivatives have local minima and maxima at edges 
while second-order derivatives have zero crossings at the edges.  
After edges have been detected, edge-linking is performed to link edge pixels in order to 
produce closed regions. False edge pixels may result in noisy images. Examples of edge 
detectors include the Sobel, Prewitt, Kirsch and Canny edge detectors, each of which uses a 
unique mask. 
3.2.3 Region-based Segmentation Methods 
Region-based segmentation methods examine all pixels in an image and form separate 
regions by joining neighbouring pixels that have similar properties based on a predefined 
similarity criterion (Gonzalez and Woods, 2002). Region growing is an example of a region-
based segmentation method in which a user selects a starting pixel, a seed, that belongs to a 
target region of interest. The algorithm then inspects all neighbouring pixels for similarity 
according to a predefined similarity measure. Pixels that satisfy the similarity criterion are 
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added to the region where the seed belongs. The process is repeated until no pixel can be 
assigned to any region. 
Region splitting is another example of a region-based segmentation method that works in an 
opposite fashion to region growing. The algorithm starts with the entire image as a region and 
splits the image in accordance with a similarity criterion. A disadvantage associated with 
region-based methods is that regions are not necessarily split on natural borders of objects 
and it is therefore difficult to accurately determine object borders (Kovacevic et al., 1999).  
3.3 Segmentation of TB Bacilli in Images of Sputum Smears 
Image processing techniques provide a useful alternative approach for TB diagnosis to the 
conventional manual analysis of sputum samples. The image processing techniques, 
particularly for segmentation, that have been explored for TB bacillus detection in sputum 
images are discussed in this section. 
The algorithms applied by Veropoulos (2001) and Sadaphal et al. (2008) for recognising 
acid-fast bacilli in images captured from ZN-stained smears have a similar structure and can 
be divided into three stages; image segmentation, object measurement, and classification. 
Russell (2006) only focused on segmentation of bacilli from ZN-stained sputum smear 
images. 
In the algorithm developed by Veropoulos (2001), an input image was converted from the 
RGB colour space to the HSI colour space. Segmentation was achieved by thresholding the 
saturation component image using its average intensity value. The Canny edge detector was 
used to detect edges and this was followed by a region labelling operation. In the region 
labelling step, the regions identified by the Canny edge detector were assigned a unique 
intensity value and regions with intensities that were out of a predefined range were 
discarded. For reliable object recognition, gaps in the detected contours were filled by edge 
pixel linking. The inner boundary of each region was traced and information about the 
position of boundary pixels was gathered, and shape descriptors were computed from 
boundary curves of each detected region. The shapes of the detected objects were described 
by Fourier descriptors and compactness, while their colours were described by the average, 
standard deviation and the centroid of the RGB values of the region covered by each object; a 
kNN classifier was used to classify the detected objects using these features. 
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In the segmentation method of Sadaphal et al. (2008), pixel probabilities were derived from a 
3-D probability density function histogram that was constructed by manually segmenting 
bacilli from the images. A binary mask with 1s in the pixel positions that exhibit the required 
bacillus colour was created by thresholding the pixel probabilities. The binary mask was 
morphologically dilated using a circular structuring element. 
By treating bacilli as generally having an elliptical shape, the shape of detected objects was 
described using the eccentricity and the axis ratio. Objects whose eccentricity and axis ratio 
values were below threshold values were labelled as non-bacillus objects. For objects that 
met the eccentricity and axis ratio criteria, the object size was computed. Objects whose size 
was outside the range ݉݁ܽ݊ ݏ݅ݖ݁ േ 1.5σ, where σ is the standard deviation, were labelled as 
possible bacilli while those whose size was within the required were range labelled as definite 
bacilli.  
Russell (2006) examined the use of gray-level (crisp and fuzzy thresholding) and colour 
(Canny edge, colour edge extraction and colour compensation thresholding) segmentation 
techniques for segmenting bacilli from sputum images. Colour compensation thresholding 
yielded the best results, segmenting only TB bacilli in the images. 
Colour compensation thresholding involves the use of colour compensation techniques 
followed by crisp thresholding. The concept behind colour compensation is that, for the RGB 
colour system, the brightness of a colour component is spread among all three channels 
(Castleman, 1998). A matrix that specifies the spread of each colour component in each 
channel is experimentally determined and each element of the matrix represents the 
proportion of the brightness of each component in each channel. Russell (2006) came up with 
an average matrix that took into account the colour of the bacilli to specifically segment TB 
bacilli from the images. The segmented objects had broken borders but no additional 
processing was carried out to fill the breaks. 
Fluorescence microscopy for TB detection in auramine-stained sputum smears provides 
better performance than light microscopy for detection in ZN-stained smears, and allows the 
detection of more positive smears (Hanscheid, 2008). Manufacturers of microscopes are 
making efforts to find low-cost alternative methods for manufacturing fluorescence 
microscopes (Hanscheid, 2008); this may allow widespread application of fluorescence 
microscopy for TB detection in resource-poor countries. 
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Image processing techniques have been applied to identify TB bacilli in images of sputum 
smears stained with an auramine stain (Veropoulos, 2001; Forero et al., 2004). Veropoulos 
(2001) applied the same sequence of steps described above for ZN-stained smears for the 
detection of bacilli in images of auramine-stained smears. 
Forero et al. (2004) used the Canny edge detector to detect edges in images. A morphological 
closing operation was applied to fill the gaps in the detected borders. To eliminate edges with 
unconnected ends, all closed contours were filled out and then a morphological operation was 
applied. Objects were rejected based on their intensity values in the red and green channels of 
the RGB colour space. Objects were further eliminated based on the perimeter of their 
borders. The remaining objects were classified as either bacillus or non-bacillus based on 
compactness, eccentricity and moments. 
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4. DEFORMABLE MODELS: THEORY 
4.1 Introduction 
Originally suggested by Kass et al. (1987), the use of deformable models for image 
segmentation has been an area of extensive research. Deformable models are a useful 
technique in medical image processing (Brigger et al., 2000) because of superior performance 
compared to traditional, model-free methods in the presence of noise. Deformable models 
have been used for a wide range of applications including medical image processing, video 
tracking and stereo matching. 
A deformable model is regarded as a model-based segmentation technique that employs an 
analytical model to describe the shape of an underlying region of interest (Wong, 2005). 
Researchers use different terms to refer to this technique with names such as active contours, 
deformable models, deformable templates, and snakes being common in the literature. The 
terms, deformable models and snakes are used interchangeably in this report.  
Xu and Prince (1998) have defined deformable models as curves or surfaces defined within 
an image domain that can move under the influence of internal forces generated from within 
the model and external forces computed from the image data so that the model will conform 
to object boundaries. 
Deformable models are broadly classified into parametric or geometric deformable models 
based on representation and implementation (Han et al., 2003). Parametric deformable 
models are represented explicitly as parameterised curves; this is referred to as the 
Lagrangian formulation. Geometric deformable models are represented implicitly as level 
sets of 2-D distance functions; this is referred to as the Eulerian formulation. The flow chart 
in Figure 4.1 illustrates the general working principle for segmentation using a deformable 
model. 
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Initialisation of the deformable model involves specifying a starting state in terms of position 
and shape of the deformable model on the image being analysed. All the model parameters 
are specified during initialisation. After initialisation, the model then deforms towards an 
object border by solving an evolution partial differential equation (PDE). Evolution of the 
deformable model converges when the model reaches a border and the model cannot deform 
any further; at this point the position of the snake represents the detected border. 
4.2 2-D Parametric Deformable Models 
A parametric deformable model can be represented mathematically as: 
ࢂሺݏሻ ൌ  ൫ݔሺݏሻ, ݕሺݏሻ൯  ݏ ߳ ሾ0,1ሿ        ሺ૝. ૚ሻ 
where s can be any parameter.  
The model is represented by two vectors that contain the coordinates of points on the snake. 
The formulations for parametric deformable models given below are derived from Xu et al. 
(2000). 
Start
Initialisation
Evolution (deformation) 
NoConvergence 
reached? 
Yes
Segmentation result 
Stop 
Figure 4.1: Flow chart for deformable model-based segmentation  i  . : l  t f  f l  l-  t ti . 
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4.2.1 Energy Minimisation Formulation of Parametric Deformable Models 
The focus of this method is to find a parametric curve that minimises the weighted sum of the 
internal energy of the deformable model and the external energy derived from image data. 
Minimising the total energy yields internal forces and external forces. After initialisation the 
curve is then forced to move under the influence of both forces to find object boundaries. The 
energy function to be minimised is of the form: 
ߝሺࢂሻ ൌ ܵሺࢂሻ ൅ ࣪ሺࢂሻ        ሺ૝. ૛ሻ 
where ܵሺࢂሻ is the internal energy and is defined as: 
ܵሺࢂሻ ൌ  
1
2
 න ߙ ฬ
߲ࢂ
߲ݏ
ฬ
ଶଵ
଴
൅  ߚ ቤ
߲ଶࢂ
߲ݏଶ
ቤ
ଶ
 ݀ݏ       ሺ૝. ૜ሻ    
The first term of the integral discourages stretching and the second term discourages bending. 
The combination of the terms makes the curve behave like an elastic, rigid rod. ߙ and ߚ 
control the curve’s elasticity and rigidity respectively and are referred to as regulating 
parameters. 
The second term of Equation 4.2 is the potential (external) energy functional that is obtained 
by integrating a potential energy function ܲሺݔ, ݕሻ along the contour ࢂሺݏሻ: 
࣪ሺࢂሻ ൌ න ܲሺࢂሺݏሻሻ
ଵ
଴
         ሺ૝. ૝ሻ 
ܲሺݔ, ݕሻ is derived from the image data and has its minimum values at object boundaries. A 
Gaussian potential force is then derived from the potential energy function and a snake is 
designed to deform to minimise the total energy. 
Potential forces used by traditional snakes can be defined as the negative gradient of a 
potential energy function while non-potential external forces cannot be expressed as a 
negative gradient of a potential energy function. In grey-level images, a typical potential 
energy function designed to lead a deformable model to an edge is: 
ܲሺݔ, ݕሻ ൌ െइ௘|׏ሾܩఙሺݔ, ݕሻ כ ܫሺݔ, ݕሻሿ|ଶ        ሺ૝. ૞ሻ 
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where इ௘ is a positive weighting parameter, ܩఙሺݔ, ݕሻ is a 2-D Gaussian function with 
standard deviation ߪ, * is the 2-D convolution operator, ׏ is the gradient operator and ܫሺݔ, ݕሻ 
is the image function.  
Increasing the standard deviation increases the capture range for the model, however if ߪ 
becomes too large, significant blurring of the edges may occur, causing a shift in the 
boundary location, resulting in less accurate results. The potential energy can therefore be 
calculated using different values for ߪ to find the most suitable value; the procedure for 
minimising the energy functional is the same. 
A deformable model that minimises ߝሺࢂሻ must satisfy the Euler equation given by Equation 
4.6. 
ߙ ฬ
߲ࢂ
߲ݏ
ฬ
ଶ
െ  ߚ ቤ
߲ଶࢂ
߲ݏଶ
ቤ
ଶ
െ  ߘܲሺࢂሻ ൌ 0        ሺ૝. ૟ሻ 
Equation 4.6 can be considered as a force balance equation between the internal and external 
forces where the internal force is given by Equation 4.7 and the external potential force is 
given by Equation 4.8.  
ܨ௜௡௧ሺࢂሻ ൌ ߙ ฬ
߲ࢂ
߲ݏ
ฬ
ଶ
െ  ߚ ቤ
߲ଶࢂ
߲ݏଶ
ቤ
ଶ
       ሺ૝. ૠሻ 
ܨ௘௫௧ሺࢂሻ ൌ െߘܲሺࢂሻ         ሺ૝. ૡሻ 
To solve Equation 4.6, the deformable model is made dynamic by treating ࢂ as a function of 
time, t, and s. The partial derivative of ࢂ with respect to t is then equated to the left hand side 
of Equation 4.6: 
߲ࢂ
߲ݐ
ൌ ߙ ฬ
߲ࢂ
߲ݏ
ฬ
ଶ
െ  ߚ ቤ
߲ଶࢂ
߲ݏଶ
ቤ
ଶ
െ  ߘܲሺࢂሻ         ሺ૝. ૢሻ 
When the solution ࢂሺݏ, ݐሻ stabilises, the right hand side of Equation 4.9 disappears and a 
solution of Equation 4.6 is achieved. A numerical solution of Equation 4.9 is found by 
making it discrete and iteratively solving the discrete system. 
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4.2.2 Dynamic Force Formulation of Parametric Deformable Models 
In this type of formulation, the deformable model is formulated directly from a dynamic force 
formulation: 
The dynamics of an evolving model, ࢂሺݏ, ݐሻ, must satisfy: 
ߤ
߲ଶࢂ
߲ݐଶ
ൌ ܨௗ௔௠௣ሺࢂሻ ൅ ܨ௜௡௧ሺࢂሻ ൅ ܨ௘௫௧ሺࢂሻ        ሺ૝. ૚૙ሻ 
where ߤ is a coefficient that has a mass unit, ܨ௜௡௧ሺࢂሻ is the internal force, ܨ௘௫௧ሺࢂሻ is the 
external force and ܨௗ௔௠௣ሺࢂሻ is the damping force defined by Equation 4.11, in which ߛ is the 
damping coefficient. 
ܨௗ௔௠௣ ሺࢂሻ ൌ െߛ
߲ࢂ
߲ݐ
          ሺ૝. ૚૚ሻ 
For image segmentation, ߤ is set to zero and the dynamics of the contour become 
ߛ
߲ࢂ
߲ݐ
 ൌ ܨ௜௡௧ሺࢂሻ ൅ ܨ௘௫௧ሺࢂሻ         ሺ૝. ૚૛ሻ 
The internal forces are the same as given in Equation 4.7 while the external forces do not 
strictly have to be potential forces. The external force can be expressed as a sum of various 
forces which can be implemented simultaneously to increase the capture range for the snake. 
The capture range of an external force is the maximum distance from an object border at 
which the force is strong enough to attract an initial model and pull it towards the border. The 
various types of forces are discussed below. 
i) Multi-scale Gaussian Potential Force 
This type of force was introduced as the external force for the energy minimisation 
formulation. When using the Gaussian potential force, the width (ߪ) of the Gaussian must be 
small enough that the model can follow the desired boundary accurately. This, however, 
comes at the cost of reducing the capture range. To solve this problem, Kass et al. (1987) 
proposed using different Gaussian potential forces to increase the capture range and maintain 
the localisation accuracy. Their method was to initially use a large value for ߪ and therefore 
increase the capture range. As the model approaches equilibrium, the value of ߪ is reduced so 
that the deforming model can accurately conform to the desired boundary. Even though this 
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method increases the capture range for the external force, there is no proven criterion when ߪ 
should be changed (Xu et al., 2000). 
ii) Pressure Force 
This type of force was introduced by Cohen (1991). He used a pressure force in addition to 
the Gaussian force to increase the capture range for deformable models. He referred to 
deformable models that use pressure forces as balloons since the pressure force can either 
inflate or deflate the model.  
iii) Distance Potential Force 
Cohen and Cohen (1993) proposed another technique to increase the capture range by 
defining a distance map. The value of the distance map at each pixel is obtained by 
calculating the distance between the pixel and the closest boundary point based on the 
Euclidean distance. Using this technique, a potential force field with a large capture range can 
be obtained.  
iv) Dynamic Distance Force 
This external force is similar to the distance potential force but does not have difficulties 
progressing into boundary concavities. The external force is derived by calculating a signed 
distance at each point on the model by determining the closest boundary point. The force, 
referred to as the dynamic distance force, has a fairly long capture range.  
v) Interactive Force 
Kass et al. (1987) proposed two kinds of interactive forces namely spring and volcano forces. 
These forces are used in situations where the user needs to control the model as it deforms. 
Spring forces are defined to be proportional to the distance between a fixed point, V, on the 
model and a user specified point, p, as given by Equation 4.13. The forces will therefore act 
to pull the snake toward the point. 
ܨ௦ ൌ  इ௦ሺ݌ െ ܸሻ          ሺ૝. ૚૜ሻ 
where इ௦ is a weighting parameter for the spring force. 
Volcano forces on the other hand are designed to push away the snake from a local region 
around a volcano point, p. The force is computed in a neighbourhood ࣨሺ݌ሻ as follows:  
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ܨ௩ ൌ  ൝
इ௩  
ݎ
|ݎ|ଷ
    ܸ א ࣨሺ݌ሻ
0                 ܸ ב ࣨሺ݌ሻ
            ሺ૝. ૚૝ሻ 
where ݎ ൌ ܸ െ ݌ and इ௩ is a weighting parameter. 
4.2.3 B-splines and B-snakes 
Generally, a spline is considered to be a piecewise parametric curve. Splines are popular in 
computer graphics because of the simple methods used for constructing them and their 
capability to approximate complex shapes through curve-fitting (Rogers and Adams, 1990). 
A spline consists of spline points, also called knots, and a curve that interpolates the spline 
points. The spline shape is controlled by the spline coefficients, c(k), also called control 
points. For B-splines, the knots are joined by short, straight lines called basis functions and 
the interconnected basis functions form the entire curve. The spline points are directly related 
to the control points through a system of linear equations (de Boor, 1978). B-splines are 
continuous functions and they are often used to build parametric curves. Cubic B-splines, 
splines of degree 3, are often used because the continuity at this degree provides implicit 
smoothness to adjacent points of the corresponding parametric curve. 
A uniform cubic B-spline curve is parametrically built on a set of coefficients, c(k): 
݃ሺݏሻ ൌ ൫ݔሺݏሻ, ݕሺݏሻ൯          ሺ૝. ૚૞ሻ 
where 
ݔሺݏሻ ൌ ෍ ܿ௫ሺ݇ሻܤ௞ሺݏሻ
௡ିଵ
௞ୀ଴
          ሺ૝. ૚૟ሻ 
and 
ݕሺݏሻ ൌ ෍ ܿ௬ሺ݇ሻܤ௞ሺݏሻ
௡ିଵ
௞ୀ଴
          ሺ૝. ૚ૠሻ 
ܿ௫ and ܿ௬ are the Cartesian plane coordinates of the coefficients, ܤ௞ሺݏሻ is the basis function 
centred on the kth coefficient and n is the number of coefficients. 
The B-spline-based snake, referred to as a B-snake, was first introduced by Menet et al. 
(1990) as an alternative to traditional snakes. B-snakes combine snake evolution with B-
spline representation for curves. 
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Parametric B-spline representation for parametric deformable models was introduced to solve 
some of the problems associated with traditional parametric models. Menet et al. (1990) 
linked the energy minimisation formulation proposed by Kass et al. (1987) with B-spline 
representation of snake curves by integrating the ߙ and ߚ coefficients in Equation 4.3 and the 
first and second order derivatives of the B-spline function into a single matrix during 
numerical implementation. The matrix is used in a pair of equations that are solved iteratively 
for the x and y coordinates of points on the curve. 
This technique allows compact representation of the curve that is characterised by fewer 
parameters and smoothness is implicitly built into the model (Brigger et al., 2000). While the 
curve for a traditional parametric deformable model is represented as an ordered collection of 
discrete points, the curve for a B-snake is described continuously and parametrically using B-
splines. Initialisation and evolution can be either one of the methods described in Sections 
4.2.1 or 4.2.2, the only difference is the representation of the curve.  
4.2.4 Numerical Implementation of Parametric Deformable Models 
Various numerical implementations of parametric deformable models have been reported in 
the literature. Finite difference methods, dynamic programming and greedy algorithms have 
been used for this purpose. The finite difference method is preferred because it is simple and 
easy to compute (Xu et al., 2000).  
4.2.5 Advantages of Parametric Deformable Models 
Parametric deformable models provide better performance in the presence of noise than 
traditional edge detection methods. The greatest merit of parametric models is their 
computational efficiency and simplicity (Jacob et al. 2004). The merits of parametric models, 
however, are accompanied by several disadvantages as discussed below. 
4.2.6 Disadvantages of Parametric Deformable Models 
Parametric deformable models have several drawbacks associated with their operation that 
have generated extensive research towards solving some of those drawbacks. The 
disadvantages listed in this section were given by Xu et al. (2000), Jacob et al. (2004) and 
Brigger et al. (2000) as motivation for their proposed techniques to improve parametric 
deformable model performance. 
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 Traditional parametric deformable models have two key problems associated with 
them, namely, the need for the initial model to be close to the desired boundary if it is 
to converge satisfactorily and the failure to progress into boundary concavities.  
 The parameterisation of the model is negatively affected by the use of gradient 
magnitude-based energy which is also parameter-dependent. 
 The discrete nature of the model parameterisation results in inaccuracies in the 
calculation of normals of curvature. 
 It is difficult to accurately and efficiently determine the weighting factors for the 
internal energy. 
 Convergence of parametric models is slow due to a large number of coefficients that 
have to be optimised during evolution. 
 Parametric models are prone to self-intersections which are computationally costly to 
prevent. 
4.3 2-D Geometric Deformable Models 
Geometric deformable models were independently proposed by Caselles et al. (1993) and 
Malladi et al. (1995) to solve the primary limitations of parametric models. They are based on 
curve evolution theory and implemented using the level set method. With this type of model, 
curves are evolved using only geometric measures and the evolution is coupled with the 
image data to highlight object boundaries. 
4.3.1 Curve Evolution Theory 
Curve evolution theory facilitates the study of curve deformation using only geometric 
measures such as the unit normal and the curvature as opposed to the quantities that depend 
on parameters such as the derivatives of an arbitrary parameterised curve. 
For a dynamic curve, ࢄሺݏ, ݐሻ ൌ ሾݔሺݏ, ݐሻ, ݕሺݏ, ݐሻሿ, the evolution of the curve along its normal 
direction can be characterised by: 
߲ࢄ
߲ݐ
ൌ ܸሺߢሻܰ       ሺ૝. ૚ૡሻ  
where ܸሺߢሻ is the speed function that determines the speed of evolution, ߢ is the curvature of 
the curve, ܰ is the inward unit normal.  
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Curvature deformation and constant deformation are the most common curve deformations in 
curve evolution theory (Xu et al., 2000). Curvature deformation is given by; 
߲ࢄ
߲ݐ
ൌ ߙߢܰ        ሺ૝. ૚ૢሻ 
where ߙ is a positive constant. Curvature deformation has a similar effect as the use of the 
elastic internal force in parametric deformable models.  
Constant deformation is given by; 
߲ࢄ
߲ݐ
ൌ ૙ܸܰ        ሺ૝. ૛૙ሻ 
where ૙ܸ is a coefficient that determines the speed and direction of deformation. Constant 
deformation has a similar effect as a pressure force for parametric deformable models. 
Curvature and/or constant deformation couples the speed of deformation with the image data 
such that the curve evolution stops at object boundaries. 
4.3.2 The Level Set Method 
The level set method suggested by Osher and Sethian (1998) for implementing curve 
evolution provides a basis for the numerical scheme that is used for geometric deformable 
models. The curve to be deformed is represented implicitly as a set of a 2-D scalar function, 
the level set function. The level set is defined as a set of points that have the same function 
value. The purpose of the level set function is to provide an implicit representation of the 
evolving curve. The level set method evolves a curve by updating the level set function at 
fixed coordinates through time. The level set function remains a valid function even if the 
embedded curve changes its topology (number of components and the homology of each 
component). 
The method is summarised as follows: the contour of the object, C, is modelled as the zero 
level set, ߰ ൌ 0, of a Lipschitz function, ߰, such that ߰ሺݏ, ݐ ൌ 0ሻ is positive in a region in 
which s is inside the contour of the object and negative outside the contour of the object. 
߰ሺݏ, ݐ ൌ 0ሻ is equal to zero on the contour of the object. 
The evolution of C is given by the zero level set of the level set function, ሼݏ, ݐ|߰ሺݏ, ݐ ൌ 0ሻሽ. 
An evolving speed function is then defined in a direction normal to C. A technique proposed 
by Malladi et al. (1995) involves separating the speed function into two components, one of 
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which is independent of the geometry of the contour and another which is geometry-
dependent. The contour is then allowed to evolve at constant speed by equating the geometry-
dependent component to zero. The speed function is then expressed as a function of the 
image function convolved by a Gaussian filter, the maximum and minimum image gradients 
and an adjustable parameter. An expression is then constructed to represent the change in ߰ 
with time and a finite difference method is applied to solve the expression iteratively. During 
evolution, when the curve reaches maximum image gradient the speed function becomes zero 
and the zero level set will then represent the contour of the target object. 
4.3.3 Advantages of Geometric Deformable Models 
Geometric models have more advantages than parametric models and their ability to 
automatically handle topological changes is the merit most often referred to in the literature. 
The advantages discussed in this section were identified by Xie and Mirmehdi (2004), Han et 
al. (2003) and Xu et al. (2000). 
 Geometric models offer great flexibility since they can handle topological changes 
automatically without resorting to dedicated contour tracking. 
 Geometric models generally have a larger capture range than parametric models.  
 A geometric model can split and merge during evolution and therefore if properly 
initialised it can detect several objects simultaneously. 
 The intrinsic geometric properties (normal vector and curvature) are easily computed 
using the level set function. 
 Contours evolved in a geometric framework are not prone to self-intersections due to 
level set representation, the entropy conditions imposed during evolution and the 
method used for computing isocontours. 
4.3.4 Disadvantages of Geometric Deformable Models 
While geometric models were developed in an effort to solve the limitations associated with 
parametric models, methods for their formulation and operation also have some drawbacks 
which have driven researchers to find several alternative implementation methods. The 
disadvantages discussed in this section were identified by Li et al. (2005), Xie and Mirmehdi 
(2004), Jacob et al. (2004) and Han et al. (2003) as motivating factors for their work in which 
they aim to solve these problems.  
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 A geometric deformable model is more computationally expensive than a parametric 
deformable model. 
 The level set function needs periodical re-initialising during evolution. Most 
published methods fail to re-initialise the level set function to a signed distance 
function if the level set function is far away from a signed distance function.  
 Standard geometric models tend to leak through the boundary if an object of interest 
has gaps in its boundary and these models may generate shapes that have inconsistent 
topology with respect to the target object. 
 The level set scheme used for numerical implementation makes it difficult to impose 
arbitrary geometric or topological constraints on the evolving contour indirectly 
through the higher dimensional hyper-surface. 
 The traditional formulation for geometric models makes it difficult for user-defined 
external forces to be added. 
4.4 Further Developments of Deformable Models 
In light of the disadvantages of traditional deformable models discussed above, numerous 
methods seeking to improve their performance have been developed. A few of the published 
developments are discussed in the sections that follow. 
4.4.1 Developments Related to Parametric Deformable Models 
Most of the work involving parametric models has been directed at increasing the capture 
range for the snakes in order to eliminate the need to initialise a snake close to the desired 
border. While some researchers have recommended geometric deformable models to solve 
the primary difficulties of parametric deformable models, some have cited high 
computational complexity and other disadvantages discussed earlier as motivation for finding 
solutions in the realms of the traditional parametric models and B-snakes. 
An external force field referred to as a gradient vector field (GVF) was developed by Xu et 
al. (1998) in an effort to solve the primary problems associated with parametric deformable 
models. The GVF is a dense vector field that is derived from an image by solving a vector 
diffusion equation that diffuses the gradient vectors of a gray-level image; this results in a 
large capture range for a deformable model that uses the GVF as its external force and allows 
the model to be initialised far from the desired border. The GVF differs from traditional 
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parametric models in that it cannot be expressed as a negative gradient of a potential energy 
function and unlike traditional parametric models which are formulated using energy 
minimisation, a deformable model using the GVF is formulated from a dynamic force 
equation. Also, unlike traditional parametric models, a GVF parametric model does not 
require prior knowledge about whether to shrink or grow during evolution. 
Formulation of a GVF-based deformable model uses Equation 4.9 as a basis, replacing the 
external force, ߘܲሺࢂሻ, with a novel external force field, ܺሺࢂ), the GVF: 
߲ࢂ
߲ݐ
ൌ ߙ ฬ
߲ࢂ
߲ݏ
ฬ
ଶ
െ  ߚ ቤ
߲ଶࢂ
߲ݏଶ
ቤ
ଶ
൅ ܺሺࢂሻ         ሺ૝. ૛૚ሻ 
An edge map, ݂ሺݔሻ, is derived from the gray-scale image to be segmented. The gradient of 
the edge map has vectors pointing towards edges and these vectors have large magnitude 
values near edges only.  
The GVF is defined as the equilibrium solution to the vector diffusion equation given by 
Equation 4.22: 
߲ܷ
߲ݐ
ൌ ݃ሺ|׏݂ሺݔሻ|ሻ׏ଶܷ െ ݄ሺ|׏݂ሺݔሻ|ሻሺܷ െ ׏݂ሺݔሻሻ         ሺ૝. ૛૛ሻ 
where  
ܷሺݔ, 0ሻ ൌ ׏݂ሺݔሻ           ሺ૝. ૛૜ሻ 
The first term on the right side of Equation 4.22 is referred to as the smoothing term since it 
produces a smoothly varying vector field and the second term is called the data term which 
encourages the vector field, U, to be close to the gradient of the edge map computed from the 
image data. ݃ሺ|׏݂ሺݔሻ|ሻ and ݄ሺ|׏݂ሺݔሻ|ሻ are weighting parameters for the smoothing term and 
the data term respectively. A constant value, 0.2, was used for weighting the smoothing term 
so that smoothing occurred everywhere in the image while ݄ሺ|׏݂ሺݔሻ|ሻ was allowed to 
become larger near strong edges by using a value given by Equation 4.24. 
݄ሺ|ߘ݂ሺݔሻ|ሻ ൌ |׏݂ሺݔሻ|ଶ         ሺ૝. ૛૝ሻ 
Soon after the proposal of the GVF force, the same team improved on this external force to 
come up with the generalised gradient vector flow (GGVF). For the GGVF, the following 
values for the weighting parameters were used: 
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݃ሺ|ߘ݂ሺݔሻ|ሻ ൌ  ݁
൬
|׏௙ሺ௫ሻ|
௄ ൰
మ
         ሺ૝. ૛૞ሻ 
݄ሺ|ߘ݂ሺݔሻ|ሻ ൌ 1 െ ݃ሺ|׏݂ሺݔሻ|ሻ          ሺ૝. ૛૟ሻ 
where K  is a constant. 
The GGFV improved the convergence of the deformable models into long, thin boundary 
indentations while maintaining the large capture range of the GVF (Xu and Prince, 1998). 
Yu and Bajaj (2002) proposed a new external force that can automatically generate initial 
contours using source points. Source points were defined as pixel points which, after 
diffusion of gradient vectors, have none of their neighbours point at them. They based their 
method on the GVF, claiming that the GVF of Xu et al. (1998) has some drawbacks that their 
own method solves. Their proposed technique, called gradient vector diffusion (GVD), can 
produce an initial segmentation that can automatically initialise contours. The initial 
segmentation produces over-segmented regions and a region merging technique has to be 
applied to improve the results. The difference between the GVF and GVD is that the GVF 
technique applies the diffusion on a Cartesian coordinate representation of gradient 
magnitude vectors while the GVD applies the diffusion on the magnitude and orientation of 
the gradient vectors. The description of the work in their paper suggests that the GVD method 
only improves the GVF’s ability to move a deformable model into boundary concavities and 
to prevent the model from moving out of boundary gaps. The method does not improve the 
capture range of the GVF. The method performed well on medical images as well as 
microscopy images. 
Li et al. (2005) proposed an external force that they referred to as the edge-preserving GVF 
(EPGVF). They based their work on the GVF of Xu et al. (1998), citing the disadvantages of 
geometric and traditional parametric deformable as well as a claim that the GVF cannot 
automatically handle topological changes as motivating factors. Their technique first 
computes an external force field, the EPGVF, and then the external force is segmented such 
that the image is divided into several regions according to the number of available objects. 
This technique facilitates automatic initialisation by letting an initial model for each object be 
the region boundary determined during the segmentation of the external force. It is claimed 
that the EPGVF has all the desired properties of the GVF but, unlike the GVF, it can prevent 
contours from passing over weak edges and it can automatically handle topological changes. 
To segment the external force, the EPGVF is constructed for an input image and then 
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represented by a graph. From the graph, connected components are found; these are the 
segmented regions of the external force. This method was tested on microscopy images of 
pollen and cells; making it a suitable option for this project. 
Other significant developments in the traditional parametric model framework include the 
work of McInerney et al. (1995) and Ray et al. (2003). The work of McInerney et al. (1995) 
yielded topology adaptive snakes which they referred to as T-snakes. The T-snakes are based 
on an affine cell image decomposition (ACID) framework which provides T-snakes with the 
ability to split or merge according to the topology of the target object. Ray et al. (2003) added 
a boundary condition to the GGVF PDEs and used the solution to the resulting PDEs as an 
external force. This external force facilitates a parametric model that supports merging of 
several contours. 
Jacob et al. (2004) proposed an edge-based internal energy for B-snakes that preserves the 
parameterisation of the curve. The internal energy maintains curve smoothness during 
evolution. Traditional B-snakes use a gradient magnitude-based internal energy that is 
parameter dependant. The edge-based internal energy proposed by Jacob et al. (2004) is 
independent of parameterisation. The gradient magnitude-based energy used by traditional B-
snakes does not use the direction information of the gradient while the edge-based energy 
proposed by Jacob et al. (2004) uses the gradient direction in addition to the magnitude 
information resulting in a more robust implementation. 
In an effort to extend the basic concept of B- snakes in order to improve speed and efficiency 
in an interactive environment where a user can control snake deformation, Brigger et al. 
(2000) proposed a formulation that eliminates the need for an internal energy for the snake 
curve. A snake formulated by their method uses node points that are placed on the snake 
curve instead of traditional B-spline control points. This technique also makes use of a multi-
resolution method to improve the speed of the snakes. The multi-resolution method makes 
use of image pyramids and then applies the iteration procedure at a coarse level, on a small 
version of an image. Upon convergence, the solution is fed into the next pyramid level, which 
is finer than the previous level, as a starting point. The procedure is repeated until the finest 
level of the image pyramid is reached, which corresponds to the input image. 
Traditional B-snake curves are defined by control points but in the method proposed by 
Brigger et al. (2000), the snake curves are defined by node points that correspond to knots in 
B-splines. While for splines of order zero or one, control points coincide with the node 
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points, for higher order splines, control points and node points differ significantly. Brigger et 
al. (2000) argue that user-interactivity would be more efficient if node points can be 
manipulated instead of control points. Performance evaluation tests showed similar 
performance of the proposed method to traditional B-snakes that make use of internal 
energies.  
Other developments in B-snake-based segmentation include the work of Velut et al. (2007), 
who proposed to locally regularise a snake at a constant sampling step by using smoothing 
spline filtering that is controlled through a unique parameter, and the work of Precioso et al. 
(2003), who proposed a method to relax the rigid B-spline interpolation constraint to increase 
robustness of the B-snake in the presence of noise. Velut et al. (2007) claimed that their 
resulting algorithm is fast while Precioso et al. (2003) claimed that their technique increases 
the quality of segmentation without additional computational cost. 
4.4.2 Developments Related to Geometric Deformable Models 
Most of the developments proposed for geometric deformable models have been directed 
towards improving computational efficiency and preventing their leakage through weak 
boundaries. The original formulation for a geometric deformable model proposed by Caselles 
et al. (1993) is of the form: 
߲߶
߲ݐ
ൌ ܿሺߢ ൅ ଴ܸሻ|׏߶|        ሺ૝. ૛ૠሻ 
where  
ܿ ൌ
1
1 ൅ |׏ܩఙ כ ܫ|
          ሺ૝. ૛ૡሻ 
c is a speed function that links the deformable model to the image data, I, and slows down the 
snake evolution at object borders, ߢ is the curvature and ଴ܸ is a constant that determines 
whether the model shrinks or expands during evolution. This scheme works well for objects 
that have good contrast (Xu et al., 2000) but causes the model to leak through gaps in some 
borders. 
In an effort to solve the problem of leakage through weak edges, Caselles et al. (1995) 
proposed a new formulation for geometric deformable models using an energy minimisation 
approach to design a speed function that can pull back a model if it leaks through a boundary 
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gap. They proposed to add an extra stopping term to their original formulation so that the 
formulation became: 
߲߶
߲ݐ
ൌ ܿሺߢ ൅ ଴ܸሻ|׏߶| ൅ ׏ܿ. ׏߶        ሺ૝. ૛ૢሻ 
Siddiqi et al. (1998) claimed that the formulation given by Equation 4.29 still had leakage 
problems and proposed a formulation given by Equation 4.30. 
߲߶
߲ݐ
ൌ ߣሺܿߢ|׏߶| ൅ ׏ܿ. ׏߶ሻ ൅ ൬ܿ ൅
1
2
ܺ. ߘܿ൰ |ߘ߶|         ሺ૝. ૜૙ሻ 
where ߣ is a weighting parameter. 
The term ଵ
ଶ
ܺ. ߘܿ provides an extra stopping capability that can prevent leakage through small 
boundary gaps but still cannot stop leakage through large boundary gaps (Xu et al., 2000).  
Geometric deformable models suggested by Caselles et al. (1993) and Malladi et al. (1995) 
are constructed using a Lagrangian formulation that produces a PDE of a parameterised 
curve. A related Eulerian formulation from level set methods is then used to convert the PDE 
into an evolution PDE for a level set function (Li et al., 2005). A variational formulation is an 
alternative formulation method to the traditional method. A variational geometric model 
formulation derives the evolution PDE from a problem of minimising an energy functional 
defined on a level set function. 
Li et al. (2005) proposed a variational formulation for geometric deformable models that 
eliminates the need for re-initialising the level set function to a signed distance function. 
Traditional geometric models have to be initialised as signed distance functions but they 
deviate from the signed distance function during evolution and need to be maintained as close 
as possible to the signed distance function to keep the evolution stable; the re-initialisation 
process achieves this goal. The formulation proposed by Li et al. (2005) includes an internal 
energy term that forces the level set function to remain close to a signed distance function and 
an external energy term that guides the snake towards object borders during evolution. 
Advantages of this method include flexible initialisation, in which the initial model does not 
strictly have to be a signed distance function, and the possibility of using a large time step to 
increase evolution speed. 
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Vemuri and Chen (2003) proposed a variational formulation which incorporates shape prior 
information and the resulting deformable model can perform joint image registration and 
segmentation. Another variational formulation is that of Chen and Vese (2001) which 
incorporates region-based information resulting in a model that allows flexible initialisation. 
For some applications, the target object has a known topology. In such cases it is more 
sensible to segment the object in a way that yields the correct topology. Han et al. (2003) 
developed what they termed a topology-preserving level set method for deformable models 
that ensures that the final model has the same topology as the initial one; this is achieved by 
maintaining the topology of the digital object embedded in the implicit model. 
Xu et al. (2000) adapted the GGVF of Xu and Prince (1998) for use with geometric models, 
which improved performance of geometric models on objects with gaps in their boundaries. 
The original GGVF was modified to include simple region-based information. The method 
only increased the capture range but the resulting deformable model could not automatically 
adapt to changes in topology. 
Xie and Mermehdi (2004) proposed to introduce a diffused region force into the standard 
geometric model formulation. Their method integrates gradient flow forces and diffused 
region forces to yield what they termed a region-aided geometric snake (RAGS). This method 
seeks to solve the issues of leakage through weak edges and convergence at local maxima in 
noisy images associated with geometric deformable models. An initial segmentation can be 
used to generate the region force and the geometric model can be viewed as a refinement of 
the initial segmentation. The RAGS is more robust towards weak edges, has better 
convergence than traditional geometric models and provides better performance in the 
presence of noise. 
4.5 Deformable Models in Medical Image Segmentation 
Deformable models have gained popularity in medical image processing and they are widely 
used for both structural and functional image segmentation. Some of the successful 
applications reported in the literature are discussed in this section. 
Deformable models have been successfully applied in the segmentation of MRI images as 
exemplified by segmentation of the corpus callossum (Jacob et al., 2004 and Brigger et al., 
2000), of the white matter of the cerebrum (Han et al., 2003) and of cardiac MRI images 
(Ranganath, 1995). 
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Successful application of deformable models in the segmentation of ultrasound images has 
been reported: segmentation of the heart wall (Jacob et al., 2004), the foetus (Caselles, 1993), 
coronary arteries (Brigger et al., 2000) and the prostate (Fenster et al., 2007). 
Deformable models have also been useful in the segmentation of positron emission 
tomography image sequences e.g. for segmentation of the brain (Brigger et al., 2000) and 
computed tomography images e.g. for segmentation of the stomach (Malladi et al., 1995). 
Other applications of deformable models in medical image processing have been reported by 
McInerney and Terzopoulos (1996), Gao et al. (1998) and Chakraborthy et al. (1996). 
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5. METHODS: OBJECT DETECTION FOR 
DEFORMABLE MODEL INITIALISATION 
5.1 Introduction 
The segmentation task was divided into three parts namely, object detection for automatic 
initialisation, parametric deformable model-based segmentation and geometric deformable 
model-based segmentation. The flowchart shown in Figure 5.1 gives a general overview of 
the segmentation of a single image. 
 
Start 
Object detection 
Eliminate non-bacillus objects
Initialise deformable model 
Evolve deformable model 
Has the model 
converged ? 
No 
Yes 
Save the result 
All objects 
segmented?
Stop 
Next object 
No 
Yes
  Figure 5.1: Segmentation of a single image. 
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Object detection serves to locate objects in an image in order to automate the initialisation of 
the deformable models. Objects that are not acid-fast bacilli were not subjected to deformable 
model-based segmentation while objects that passed the discrimination tests were subjected 
to deformable model-based segmentation. 
The methods and algorithms that carry out the tasks described above are explained in this and 
the next chapter. The first three blocks of the flowchart are part of the process of 
automatically initialising the deformable models and are discussed in this chapter. 
Deformable model implementation is discussed in Chapter 6. 
5.2 Initialisation 
Initialisation is the process of specifying a contour or curve to represent the starting location 
and shape of a deformable model for evolution. The quality of initialisation has a direct effect 
on the result, particularly with parametric deformable model-based segmentation, in which 
the initial contour has to be close to the desired border. For successful segmentation, 
traditionally, deformable models are initialised by manually drawing a contour close to the 
desired border. This works well for anatomical imaging in which a single, large region of 
interest is required. Some sputum smear images contain hundreds of objects that are much 
smaller than regions of interest in medical images. This makes manual initialisation for 
sputum images impractical. One way of achieving automatic initialisation is to use a 
traditional edge detection technique to locate objects in an image and use the result as a 
starting point for deformable model evolution. 
A number of traditional edge detection techniques were examined for this purpose, however 
only Canny edge detection, colour thresholding and watershed segmentation produced usable 
results. In some images, some objects that were not detected by the Canny edge detector were 
detected by the watershed segmentation and vice versa. In order to maximise the number of 
detected objects, the results of all three methods were combined for the initial detection of 
objects.  
5.3 Colour Thresholding in the RGB Space 
The distinct colour characteristics of ZN-stained sputum smears, which contain red bacilli 
against a blue background, present a useful property that can be exploited for segmentation of 
bacilli. Generally, good results for colour-based segmentation are obtained in the RGB space 
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(Gonzalez and Woods, 2002); this involves searching the entire image domain for pixels 
whose RGB values are within the typical colour range of bacilli. 
The required colour range was specified by selecting pixels in bacillus regions; a vector of 
mean RGB values, obtained from bacilli in different images, of the bacillus colour was 
computed. 
For every pixel in an image, the distance between the intensity value in each of the RGB 
component images and the mean RGB values was computed using the Euclidean norm, 
resulting in a distance vector. Components of the distance vector that were less than a 
threshold T were found and the pixels associated with these were regarded as belonging to the 
desired objects. The algorithm produces a binary mask with 1s in pixel locations that are 
associated with the required objects. 
The algorithm produced very good results for images taken from samples in which all the 
acid-fast bacilli were stained almost uniformly with a distinct colour like the one in Figure 
5.2.  
 
Figure 5.2: An image of a well-stained sample. 
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The method is sensitive to the chosen threshold. To determine the value of T, the standard 
deviation of the intensity values in each of RGB component images was computed and a 
value of twice the highest standard deviation of the computed values was used. Tolerance of 
more distant pixels increases with T, resulting in objects with a significantly different colour 
from the desired colour being segmented. 
5.4 Canny edge detection 
The Canny edge detector is a popular edge detection method in medical image processing due 
to its powerful capabilities (Najarian and Splinter, 2006); it uses image gradient magnitude 
and direction to find edges whereas other edge detectors use only the image gradient 
magnitude. The Canny edge detector also incorporates hysteresis thresholding that leads to 
more connected edges than other edge detectors (Ihlow and Seiffert, 2003). The steps in the 
application of this method are: 
1. The input image is filtered using a Gaussian filter of a specified width, sigma. 
2. The gradient magnitude and the direction are computed using finite difference 
methods. 
3. Potential edge pixels are found by thresholding the gradient magnitude. 
4. Two threshold values, a lower threshold and higher threshold, are applied to the result 
of Step 3 to detect significant edges. 
The work of Ihlow and Seiffert (2003) presents a task similar to that of this project, namely 
the segmentation of transgenic barley cells in colour microscopy images. The Canny edge 
detector performed well in the hue channel of the HSI colour space. The hue channel is a 
periodic axis and caution has to be exercised when generalising edge detection in this channel 
(Ihlow and Seiffert, 2003). The authors attributed the success of the Canny edge detector in 
the hue channel to the fact the barley cells are not red and therefore they are not located near 
the red region in the hue component image. Objects of interest in the images used in this 
project are red in colour and therefore the method used for barley cells could not be applied 
directly. The Canny edge detector was, however, applied in the RGB colour space. 
The characteristics of the RGB components of the sputum smear images were analysed and it 
was observed that the green and blue channels show great contrast between the bacilli and the 
background. The algorithm was therefore applied to the green and blue channels of the 
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images. Optimum values for the parameters were determined experimentally and the 
following combination gave the best performance: sigma = 1, upper threshold = 0.15 and 
lower threshold = 0.05. 
5.5 Watershed Segmentation 
Watershed segmentation is an edge detection technique that often produces continuous 
segmentation borders. This technique is particularly useful for extracting objects that are 
almost uniform from the background of an image (Gonzalez et al., 2004). 
The watershed segmentation technique is based on the concept of catchment basins and 
watershed lines; the gray level image to be segmented is interpreted as a topographical 
surface in which the altitudes represent the intensity values. The objective of the watershed 
algorithm is to find the watershed lines between catchment basins. The catchment basins in 
the topographical image represent the regional minima of the original image and the 
watershed lines represent the borders of these regions. The algorithm incrementally floods the 
topographical surface with water from the regional minima but prevents the merging of water 
from different regions. At each step of the flooding process, the algorithm produces a binary 
image in which all OFF pixels represent pixel values that are below the flood depth (gray-
level in the original image) at that step and all ON pixels represent pixel intensities that are 
above the flood depth. The process is repeated until water from all the regional minima 
almost merge; at this point the topographical image has been partitioned into catchment 
basins (objects) and watershed lines (borders). 
The watershed algorithm is normally applied to the distance transform of a binary version of 
a gray-level image; however this produces an over-segmented result. A technique that uses a 
set of internal and external markers, can be used to improve the result of a watershed 
segmentation by limiting the amount of over-segmentation. A marker is a connected 
component in an image. An internal marker is associated with an object of interest while an 
external marker is associated with the background. The algorithm used here is based on the 
marker-controlled watershed technique described by Gonzalez et al. (2004). The algorithm is 
explained below.  
1. The gradient image for an input image is computed from a gray-scale version of the 
input image using a linear filtering method. 
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2. Internal markers are computed by defining an internal marker as a region in which all 
pixels have, generally, the same intensity value and the region is surrounded by pixels 
of a certain minimum intensity difference, T, with the region. 
3. The distance transform, which gives a measure of the separation of points in an 
image, of a binary image that contains the internal markers is computed and the 
external markers are found by computing the watershed regions of the distance 
transform image; the external markers effectively partition the image into regions that 
contain a single internal marker and part of the background. 
4. The gradient image is modified using morphological reconstruction so that regional 
minima occur only at the sites of internal and external markers. 
5. Finally, the watershed regions of the modified gradient image are computed, resulting 
in border pixels of the internal markers being identified.  
The watershed algorithm was applied to the gray-scale version of an input image and to the 
blue component image in order to maximise the number of detected objects. The optimum 
value for the threshold, T, in step 2 was determined experimentally; a value of 20 gave good 
results across all the images.  
5.6 Integration of Detected Objects and Elimination of Non-
bacillus Objects 
Background objects detected by the Canny and the watershed segmentation methods may 
cause undesirable snake behaviour, such as intersections, and prevent the flow of 
segmentation from object to object. Excluding such objects from deformable model-based 
segmentation avoids such errors and maintains the flow of the algorithm, and also results in a 
considerable reduction in the run time of the algorithm per image. 
For each detected object, the size (area) was evaluated to determine the eligibility of an object 
for deformable model-based segmentation. The area of objects in an image is easy to 
compute and may be used to separate possible bacilli from non-bacillus objects. An average 
of 80 bacilli for each image set were manually segmented and the area of each bacillus was 
calculated. The mean area and standard deviation were also calculated for each image set. For 
each detected object, the area was computed and the object was discarded if its area was 
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outside the range ܽݒ݁ݎܽ݃݁ േ 2 ൈ ݏݐܽ݊݀ܽݎ݀ ݀݁ݒ݅ܽݐ݅݋݊ of the area values obtained for a 
particular set. 
Objects detected by the Canny and watershed methods that were within the required area 
range were integrated with the results of colour thresholding into one result that contained all 
the segmented objects. The Canny edge detector and watershed segmentation algorithms 
produce binary images in which all edge pixels are represented by 1s. A MATLAB function 
which traces the external boundaries of objects was used to trace the detected edges in order 
to generate a cell array that contains an N-by-2 matrix, where N is the number of boundary 
pixels for the corresponding region. Each row in the matrix contains the row and column 
coordinates of a boundary pixel. The function returns the cell array and a label matrix for 
contiguous regions only (MATLAB, 2006).  
To integrate the results, the row and column vectors generated for edge pixels were used to 
define regions of interest in the binary mask generated by the colour thresholding operation 
so that the binary mask contained objects detected by each of the three methods and the 
borders of these objects were determined. 
5.6.1 Elimination by colour 
The method employed here to eliminate objects based on their colour uses a similar principle 
to that used for colour segmentation described in Section 5.3. 
In the same way that the mean bacillus area was found, the mean RGB values of the bacilli 
were found from 18 images captured from samples of different stain quality. The same was 
done to find the mean RGB values of the background. For each object that met the area 
criterion, the difference between the colour of the object and the average bacillus colour was 
found by computing the Euclidean distance between the RGB vector of each pixel and the 
average RGB vector for bacilli. The same procedure was done for the background and if the 
distance between the object colour and the bacillus colour was smaller than the object-
background distance, the object would be a candidate for deformable model-based 
segmentation. 
While the principle used for elimination based on colour is similar to that used for colour 
segmentation, for colour-based elimination no specific colour is being sought and hence there 
was no threshold to be applied. Rather, the object under examination was compared to two 
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colour samples and classified as either possible bacillus or non-bacillus depending on its 
distance from each sample. 
For all the objects that meet the size and colour criteria, only objects at least 15 pixels away 
from the image boundary would be candidates for deformable model-based segmentation. 
This condition served to guard against attempts to segment objects that were partially cut off 
by the image boundaries. In practice, the overlap of microscope view fields or images would 
ensure that objects missed at the border of one image are captured in another.  
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6. METHODS: DEFORMABLE MODEL 
IMPLEMENTATION 
Two main methods for implementing deformable models are reported in the literature 
namely, parametric and geometric methods. Both methods were explored in this project and 
are discussed in this chapter. 
6.1 Parametric Deformable Model-based Segmentation 
For the implementation of a parametric deformable model, a traditional model with a balloon 
force was chosen because it is computationally simple and the balloon force ensures that the 
snake shrinks during evolution since it is initialised outside target objects. 
6.1.1 Formulation 
A snake, v(s,t), was formulated as a function of arc length and time. The snake, at any given 
time, was represented by two coordinate vectors of a series of points on the snake. The partial 
differential equation (PDE) used for evolving the snake is given by Equation 6.1: 
߲ݒ
߲ݐ
ൌ ߙ
߲ଶݒ
߲ݏଶ
െ ߚ
߲ସݒ
߲ݏସ
൅ ߢ ௘݂ ൅ ߣ ௕݂     ሺ૟. ૚ሻ 
where v(s,t) is the curve function for the snake; 
s is the arc length from point 1 to all the other points on the curve; 
t is the time, ߙ and ߚ are constants that regulate the elasticity and rigidity of the snake 
respectively; 
௘݂ is the external force calculated from image data. The external force stops the snake 
when it reaches an object border; 
௕݂ is the balloon force that augments the external force in driving the snake towards 
image borders; 
ߢ and ߣ are weighting parameters that determine the contribution of the external force 
and the balloon force respectively. 
The sign of ߣ determines whether the snake shrinks or expands during evolution. A positive 
value was used in this implementation to make the snake shrink during evolution. 
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A snake will sometimes oscillate with a small amplitude around an object border. These 
oscillations can be avoided if a mechanism is incorporated into the evolution to detect 
convergence. The area of the region inside the curve and the length of the curve are two 
properties that change with evolution and these properties can be monitored to determine if 
the snake evolution has reached convergence. Area is the simpler quantity to compute and the 
area of the region inside the curve was calculated after each iteration. If the change in area in 
the last 10 iterations was less than a pixel, convergence would have been reached and 
evolution of the snake would be stopped. 
6.1.2 Parameters 
In order to start snake evolution, weighting parameters for the snake and the forces as well as 
the initial position of the snake were specified when calling the evolution function. The 
required parameters are discussed in this section. 
For regulation of the snake, ߙ and ߚ were specified. These control the elasticity and rigidity 
of the curve respectively. Higher values for ߙ discourage stretching while low values allow 
more stretching during evolution. The optimum value for ߙ was experimentally determined to 
be 0.1. ߚ regulates the curve’s ability to bend during evolution, larger values enable a snake 
to follow a smooth border while smaller values allow the snake to follow a ragged border. 
The optimum value for ߚ was experimentally determined to be 0.1. 
The contribution of the external force in the evolution PDE is weighted by ߢ. Generally, the 
higher the value of ߢ, the sooner the snake stops evolving due to a stronger force. A universal 
optimum value for ߢ for all images was difficult to find; a good value for ߢ is image-
dependant and it was calculated for each image as a fraction of the inverse of the external 
force.  
The contribution of the balloon force is weighted by ߣ. A balloon force for parametric 
deformable model-based segmentation was suggested by Cohen (1991) in an effort to 
increase the capture range for deformable models. The initialisation technique used in this 
implementation ensures that the initial models are sufficiently close to the required borders so 
that there is no need for a large augmentation of the external force. The balloon force was 
included solely to ensure that the snake shrinks during deformation and this is the reason why 
a small value for ߣ was used. A value of 0.05 for ߣ worked well for all the images used. 
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The external field is given in the form of two scalar matrices, fx and fy. These two matrices 
are image-dependant and they are computed from the gray-level image data prior to 
evolution.  
Snake evolution returns two vectors, x and y, whose elements are the x and y coordinates, 
respectively, of points on the final position of the snake. The final position of the snake 
represents the detected border of an object. 
During deformation, it is crucial to maintain the distance between successive points on the 
curve at one pixel in order to maintain curve smoothness. A function analyses the snake after 
each iteration; it calculates the inter-point distance and computes new snake points if 
necessary by interpolating from the old ones. 
Three conditions other than convergence necessitated the snake evolution to be broken in 
order to maintain stability and continuity: 
1. Some objects will cause a deformable model to evolve until it virtually disappears due 
to lack of a border to stop the snake. Without a mechanism to guard against this 
condition, the algorithm fails. To avoid this condition, the minimum arc length of the 
evolving curve was experimentally determined. When this value is reached, evolution 
breaks for this object and the algorithm moves on to the next object. 
2. A snake will often attempt to leave the image area during evolution, when the 
algorithm detects this condition, evolution is broken and the algorithm moves on to 
the next object. 
3. The average number of iterations for true bacillus objects in low-resolution images 
was found to be 300 and 800 in high-resolution images. The maximum number of 
iterations that the algorithm allows for each object is 500 for low-resolution images 
and 1000 for high-resolution images. While the balloon force is given a positive 
weighting to force the snake to shrink, it is given a small weighting such that the 
external (potential) force dominates in driving the deformation of the snake. The 
distribution of the external force in some regions of the image will cause a snake to 
stray from the intended object resulting in several intersections and unusable results. 
A snake that has encountered self-intersections will normally undergo a lengthy 
evolution. The algorithm guards against this condition by limiting the number of 
allowable iterations. 
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6.1.3 Operation 
This section explains the operation of the parametric deformable model-based segmentation 
algorithm. The flowchart shown in Figure 6.1 summarises the operation of this algorithm and 
an explanation follows. 
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Start 
Compute image external force 
Estimate value of ߢ 
Estimate derivatives using 
discrete convolution 
Initialise snake 
Resample snake 
Is Flag 1 
set? 
Evaluate external force at snake 
points 
Is Flag 2 
set? 
Evaluate balloon force 
Compute area and store 
last 10 values 
Change in area 
< 1 pixel ? 
Compute total force acting on 
snake 
Update snake 
Increment iteration 
Iterations > 
maximum? 
Save final position of snake 
Stop 
No 
Yes 
Yes 
No 
Yes 
No 
Yes 
No
 
 
Figure 6.1: Flowchart illustrating image segmentation using a parametric model. 
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1. The first step in segmentation with a parametric model is to compute the external 
image force. The blue component image is used since it provides the best contrast 
between bacilli and the background. The potential energy of the image is computed 
using the maximum intensity value in the image; the external potential force is 
calculated as the gradient of the negative of the image potential energy. 
2. An estimate of the external force regularisation constant, ߢ, is computed as the inverse 
of the maximum value of the external force. 
3. Derivatives in the evolution equation, Equation 6.1, are approximated by discrete 
convolution. 
4. The initial position of the deformable model is given in the form of two vectors that 
contain the spatial coordinates of the corners of a rectangle around the target object. 
The rectangle is drawn three pixels away from the extreme points of the object as 
illustrated in Figure 6.2; this is done automatically by using the extreme ends of the 
initial segmentation borders to position the corners of the rectangle. The initial snake 
has to be a closed contour. 
5. At this stage, all the necessary parameters for snake evolution are available and the 
deformable model may begin deforming. The first step of each iteration, during 
evolution, is to ensure that the distance between successive points on the snake is 
uniform to maintain curve smoothness; this is achieved by a function that takes a set 
of points and finds the distance between point 1 and the rest of the points. The 
cumulative distance is calculated and if this value falls below a threshold value, the 
snake has become too small to continue deforming, a flag (Flag 1) is set and evolution 
is stopped; the threshold was experimentally determined to be 10 pixels. 
If the cumulative distance is above 10 pixels, the average distance between points is 
calculated; if this distance is not 1 pixel, new snake points are determined by 
interpolating from the old ones. 
6. The external force is evaluated at each snake point by interpolation. If the external 
force at any point, (x,y), leads the snake out of the image area, a flag (Flag2) is set and 
evolution is broken off. 
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7. If the number of iterations is a multiple of 10, the current position of the snake is 
displayed on the image. 
8. The balloon force is evaluated. 
9. The current snake points are convolved with the approximation to the derivatives in 
Equation 6.1. 
10. The snake is updated according to the Equation 6.1.  
11. The area in the region bounded by the snake curve is computed and the latest 10 
values are saved. If the change in area in the last 10 values is less than 1 pixel, the 
snake has converged and snake evolution is halted, returning the vectors x and y to the 
main function. If the change is more than 1 pixel, evolution continues by repeating 
steps 5 – 11 until any one of the stopping conditions is met. 
12. Steps 5 through to 11 are carried out for all objects that are subject for deformable 
model-based segmentation. 
 
 
Figure 6.2: Initialisation of the deformable models. 
 
6.2 Geometric Deformable Model-based Segmentation 
The main disadvantage of geometric deformable models is computational complexity. One of 
the major contributors to the complexity of this type of model is the re-initialisation process 
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that is required to maintain the level set function close to a signed distance function (Li et al., 
2005). A formulation for the contour that eliminates the need for the costly re-initialisation 
process would therefore reduce this complexity. Li et al. (2005) proposed a variational level 
set formulation for geometric deformable models that does not require the re-initialisation 
process and their method was adopted here. 
6.2.1 Formulation 
In the first step of formulation, an energy functional is defined which consists of an internal 
and an external energy term. The internal energy term forces the level set function to be close 
to a signed distance function during evolution therefore eliminating the need for re-
initialisation and this improves computational efficiency of the algorithm. The external 
energy term guides the zero level set towards object boundaries. The level set function 
evolves to minimise the total energy functional, at which point the zero level set will 
represent the detected border.  
In addition to computational efficiency, other benefits of this scheme include the use of a 
large time step, which increases evolution speed without compromising stability, as well as 
implementation through a simple finite difference scheme, which improves computational 
efficiency even further; the method is described below.  
The internal energy term is given by Equation 6.2: 
ߏሺ߶ሻ ൌ න
1
2
ఆ
ሺ|ߘ߶| െ 1ሻଶ݀ݔ݀ݕ     ሺ૟. ૛ሻ 
Where ߶ is a level set function and Ρሺ߶ሻ can be considered as a metric that characterises the 
proximity of the level set function to a signed distance function in Ω ؿ  Ըଶ. 
The variational formulation is defined as follows: 
Ԫሺ߶ሻ ൌ ߤΡሺ߶ሻ ൅ Ԫ௠ሺ߶ሻ     ሺ૟. ૜ሻ 
ߤ is a constant that determines the weighting of the internal energy term and Ԫ௠ is the 
external energy term. The evolution equation, a gradient flow that minimises the functional 
Ԫሺ߶ሻ, is given by Equation 6.4: 
߲߶
߲ݐ
ൌ െ
߲Ԫ
߲߶
      ሺ૟. ૝ሻ 
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For a gray-level image, ܫ, an edge indicator function is defined as: 
݃ ൌ
1
1 ൅ |׏ܩఙ כ ܫ|ଶ
     ሺ૟. ૞ሻ 
where ܩఙ is a Gaussian kernel of width ߪ. The edge indicator function has high values at 
edges and marks the position of edges in an image. 
The external energy for a function ߶ሺݔ, ݕሻ is defined as: 
Ԫ௚,ఒ,ఈሺ߶ሻ ൌ ߣࣦ௚ሺ߶ሻ ൅ ߙܣ௚ሺ߶ሻ       ሺ૟. ૟ሻ 
Where ߣ and ߙ are constants, ࣦ௚ and ܣ௚ are the weighted length and weighted area terms 
respectively, given by Equation 6.7 and Equation 6.8. 
ࣦ௚ሺ߶ሻ ൌ  න ݃ߜሺ߶ሻ|׏߶|݀ݔ݀ݕ
Ω
       ሺ૟. ૠሻ 
ܣ௚ሺ߶ሻ ൌ  න ݃ܪሺെ
Ω
߶ሻ݀ݔ݀ݕ       ሺ૟. ૡሻ 
The total energy functional given by Equation 6.3 becomes: 
Ԫሺ߶ሻ ൌ ߤߏሺ߶ሻ ൅  Ԫ௚,ఒ,ఈሺ߶ሻ      ሺ૟. ૢሻ 
The purpose of ܣ௚ሺ߶ሻ is to increase evolution speed. ߣ is always positive whilst ߙ takes a 
positive value if the initial model is outside the desired object and negative if the initial model 
is inside the object. 
By calculus of variations, Equation 6.9 becomes: 
߲Ԫ
߲߶
ൌ െߤ ൤∆߶ െ ݀݅ݒ ൬
׏߶
|׏߶|
൰൨ െ ߣߜሺ߶ሻ݀݅ݒ ൬݃
ߘ߶
|ߘ߶|
൰ െ ߙ݃ߜሺ߶ሻ      ሺ૟. ૚૙ሻ 
The level set function, ߶, that minimises డԪ
డథ
 satisfies the Euler-Lagrange equation given by 
Equation 6.11: 
߲Ԫ
߲߶
ൌ 0     ሺ૟. ૚૚ሻ 
Un
iv
r i
ty 
of 
Ca
pe
 To
wn
 51 
 
The steepest descent process for minimising Ԫ yields the evolution equation, Equation 6.12, 
for the level set function: 
߲߶
߲ݐ
ൌ ߤ ൤∆߶ െ ݀݅ݒ ൬
׏߶
|׏߶|
൰൨ ൅ ߣߜሺ߶ሻ݀݅ݒ ൬݃
ߘ߶
|ߘ߶|
൰ ൅ ߙ݃ߜሺ߶ሻ     ሺ૟. ૚૛ሻ 
The terms on the right hand side of Equation 6.12 correspond to ߏሺ߶ሻ, ߣࣦ௚ሺ߶ሻ and ߙܣ௚ሺ߶ሻ 
respectively. 
To implement the evolution equation given by Equation 6.12, the Dirac function is smoothed 
as a function defined by Equation 6.13: 
ߜఌሺݔሻ ൌ ൝
    0,                                   |ݔ| ൐ ߝ  
  
1
2ߝ
ቂ1 ൅ cos ሺ
ߨݔ
ߝ
ሻቃ,    |ݔ| ൑ ߝ
      ሺ૟. ૚૜ሻ 
Central difference is used to approximate the spatial derivatives, డథ
డ௫
 and డథ
డ௬
, whilst forward 
difference is used to approximate డథ
డ௧
. By applying this difference scheme, Equation 6.12 
becomes: 
߶௜,௝
௞ାଵ െ ߶௜,௝
௞
߬
ൌ ܮ൫߶௜,௝
௞ ൯      ሺ૟. ૚૝ሻ 
Equation 6.14 can be re-written as: 
߶௜,௝
௞ାଵ ൌ ߶௜,௝
௞ ൅ ߬ܮ൫߶௜,௝
௞ ൯      ሺ૟. ૚૞ሻ 
Equation 6.15 is the iteration equation for level set evolution. The flowchart shown in Figure 
6.3 summarises the stages in the geometric model-based segmentation of a single image. 
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Start 
Compute ݃ 
Crop image around object 
Compute initial level set function 
Evolve level set function 
Compute area and save last 10 values 
Is change in 
area < 1 pixel? 
Iterations > 
maximum?
Break off evolution
Extract coordinates of final zero level set
All objects 
segmented ? 
Stop 
Next object 
Yes 
No
Yes
No 
No
Yes 
  Figure 6.3: Flowchart for geometric deformable model-based segmentation. 
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6.2.2 Operation  
To reduce the amount of information processed during evolution of the model, for each 
object, the image is cropped 10 pixels from the initial snake; this reduces the amount of 
memory required to run the algorithm and also increases the processing speed. The algorithm 
can be divided into three main stages namely calculation of the edge indicator function, 
initialisation and evolution.  
i) Edge indicator function  
The first step is to calculate the edge indicator function, ݃; this is carried out as follows: 
1. The input colour image is separated into its RGB component images and the blue 
component image is used since it provides the best contrast between bacilli and the 
background.  
2. The gray-level image is smoothed by Gaussian convolution. 
3. The gradient, ݂, of the smoothed image is computed and the magnitude of the gradient 
at each pixel is used to compute the edge indicator function: 
݃ ൌ
1
1 ൅ ݂
     ሺ૟. ૚૟ሻ 
ii) Initialisation 
While traditional level set methods require the level set function to be initialised as a signed 
distance function, the method applied here allows flexible initialisation in which the initial 
level set function does not strictly have to be a signed distance function. For each object, the 
initial level set function is calculated as follows: 
1. A region of interest is selected by drawing a rectangle around an object in the same 
way as discussed for the parametric model. This method is referred to as region-based 
initialisation of the level set function. The advantage of region-based initialisation is 
that the region of interest can be automatically obtained by thresholding and the level 
set will evolve with its zero level set converging accurately on the border in the region 
of interest; an advantage that has been fully exploited here. 
2. A constant value, C, is used to define a binary level set function and the initial level 
set is calculated as follows: 
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ݑ଴ ൌ ܥ ൈ 2ሺ0.5 െ ܤܹሻ      ሺ૟. ૚ૠሻ 
where BW is a binary image with 1s in the position of the  region of the smoothed image 
defined by the selection rectangle. The optimum value for C was experimentally determined 
as 8. At this point all the necessary parameters for evolution are available and evolution of 
the level set function may begin. 
iii) Evolution of the level set function 
The function that evolves the level set function seems rather simple for the complex 
computations that it carries out; 
1. Firstly, the level set function is sampled and adjusted to ensure that it satisfies the 
Neumann boundary condition. This means that the solution to the evolution partial 
differential equation, Equation 6.12, will satisfy the Neumann boundary condition, 
which specifies the values that the derivative of a solution to the evolution partial 
differential equation has to take on the level set function; this ensures that the 
evolution of the deformable model remains stable. 
2. The gradient of the level set function is computed and normalised to give the x and y 
components Nx and Ny respectively. 
3. The Dirac function in Equation 6.13 is evaluated using the current level set function. 
The optimum value for ߝ, the parameter in the definition of smooth Dirac function in 
Equation 6.13, was experimentally determined as 1.5. 
4. The curvature ߢ is computed as a sum of the x and y components of the gradients of  
Nx and Ny respectively. 
5. The weighted length term is computed as follows: 
ܹ݈ ൌ ߣ ൈ ݀݅ݎܷܽܿ൫ሺݒݔ ൈ ܰݔሻ ൅ ሺݒݕ ൈ ܰݕሻ ൅ ሺ݃ ൈ ߢሻ൯       ሺ૟. ૚ૡሻ 
where vx and vy are the x and y components of the gradient of the edge indicator 
function, respectively, diracU is the Dirac function computed in step 3. 
6. A finite difference approximation, l, of Laplace’s differential operator applied to the 
current level set function, ݑ௡, is computed: 
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݈ ൌ
1
4
ሺ׏ଶݑ௡ሻ       ሺ૟. ૚ૢሻ  
7. The penalising term is modified using ݈ as follows: 
ܲݐ݁ݎ݉ ൌ ߤ ൈ ሺ4݈ െ ߢሻ      ሺ૟. ૛૙ሻ 
8. The weighted area term is calculated as follows: 
ܹܽ ൌ ߙ ൈ ݀݅ݎܷܽܿ ൈ ݃      ሺ૟. ૛૚ሻ 
9. The level set function is updated through a time step, ߜ, as follows: 
ݑ௡ାଵ ൌ ݑ௡ ൅ ߜሺܹ݈ ൅ ܹܽ ൅ ܲݐ݁ݎ݉ሻ     ሺ૟. ૛૛ሻ 
10. The area of the region bounded by the contour is calculated and if the change in the 
latest 10 values is less than a pixel then the evolution has converged and snake 
evolution is stopped. If the change in area is more than a pixel, evolution repeats until 
convergence is reached or until the maximum number of iterations is reached; a 
maximum of 450 iterations is allowed for low-resolution images and 900 for high-
resolution images. 
For each object, the evolution function returns the final level set function. The zero level set 
of the final level set function represents the detected object border. The x and y coordinates of 
points on the zero level set are extracted and saved. 
6.3 Validation  
The need for evaluating segmentation algorithms arises in cases where two or more methods 
seem to give similar results, visually, or for a single algorithm, to fine-tune parameters to 
obtain the best possible result. The primary reason for evaluating the segmentation schemes 
for this project was to determine the segmentation scheme that gives better results. 
Two key issues are generally addressed when validating segmentation algorithms: 
• What is the true result that will be used for comparison? 
• What quantity should be measured and how? 
There are two ways in which the above issues may be addressed, namely supervised and 
unsupervised validation (Sonka et al., 2008). 
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Unsupervised validation methods make use of assumptions about good segmentation such as: 
• A good segmentation produces objects with high intra-region uniformity. 
• An image is segmented into homogeneous regions of simple shapes. 
• Segmented regions have high contrast. 
Unsupervised validation methods use global image statistics derived from all pixels in an 
image or regional statistics of segmented regions to verify the assumptions stated above 
(Sonka et al., 2008). 
In supervised validation methods, the true result is assumed to be available. The true result is 
normally obtained through establishing a ground truth by manually drawing a contour to 
represent the true border. Two common supervised validation approaches assess mutual 
overlap and border positioning errors (Sonka et al., 2008).  
The mutual overlap approach computes the area of overlap between the ground truth and 
automatically segmented region. The mutual overlap metric is given by: 
ܯெை ൌ  
2ܯܱ
ܣଵ ൅ ܣଶ
       ሺ૟. ૛૜ሻ 
where ܣଵ is the area of the automatically segmented region, ܣଶ is the area of the manually 
segmented region and ܯܱ is the area of overlap (Bowyer, 2000). 
This metric often fails to fully portray the qualitative difference between two different 
segmentation techniques. It performs well when the distances from a segmented boundary to 
the ground truth are distributed unimodally with low variance (Sonka et al., 2008). 
A supervised approach was taken in validating the segmentation algorithms in this project by 
determining positioning errors between automatically detected borders and manually 
determined borders. Border positioning errors are a common validation approach in the 
literature and the metric used for quantifying differences between contours in this project is 
the Hausdorff distance.  
6.3.1 The Hausdorff Distance Metric  
The Hausdorff distance measures the extent to which each point of a model set lies near some 
point of an image set and vice versa. This distance can be used to determine the degree of 
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resemblance between two objects superposed on one another (Huttenlocher et al., 1993). The 
Hausdorff distance can be defined as follows: 
Given two finite set points ܣ ൌ ൛ܽଵ, ܽଶ, … ܽ௣ൟ and ܤ ൌ ൛ܾଵ, ܾଶ, … ܾ௤ൟ, the Hausdorff distance 
between the two sets is: 
ܪሺܣ, ܤሻ ൌ max൫݄ሺܣ, ܤሻ, ݄ሺܤ, ܣሻ൯     ሺ૟. ૛૝ሻ 
where ݄ሺܣ, ܤሻ is the directed Hausdorff distance from A to B and ݄ሺܤ, ܣሻ is the directed 
Hausdorff distance from B to A and defined as: 
݄ሺܣ, ܤሻ ൌ  ݉ܽݔ௔א஺݉݅݊௕א஻ԡܽ െ ܾԡ      ሺ૟. ૛૞ሻ 
݄ሺܤ, ܣሻ ൌ  ݉ܽݔ௕א஻݉݅݊௔א஺ԡܾ െ ܽԡ      ሺ૟. ૛૟ሻ 
ԡܽ െ ܾԡ is a distance metric; the metric used in this project is the Euclidean distance. The 
directed Hausdorff distance is asymmetric; usually the directed Hausdorff distance from A to 
B is not equal to the directed Hausdorff distance from B to A. Effectively, the Hausdorff 
distance is computed by finding the minimum distance between each point of a set and all the 
points of a model set. The maximum value of these distances is the directed Hausdorff 
distance from the set to the model. The directed Hausdorff distance from the model to the set 
is similarly computed; the larger of the two directed Hausdorff distances is the Hausdorff 
distance between the set and the model. 
The Hausdorff distance can be used to evaluate segmentation results by letting A in Equation 
6.24 be the set of boundary pixels specified by the ground truth and B the set of boundary 
pixels determined by the segmentation technique to be evaluated. 
6.3.2 Validation Procedure 
To validate the accuracy of the algorithms in detecting object borders, a ground truth was 
established. In order to simplify the validation process, only isolated bacilli were selected 
from the detected objects and manually segmented; clustered bacilli were not included in the 
validation process. Manual segmentation was carried out under supervision and guidance of a 
pathologist who verified the accuracy of the manually drawn contours. 
The Hausdorff distance calculated is given in pixels; a small Hausdorff distance indicates a 
close match in the automatic and manual borders.  
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7. RESULTS AND DISCUSSION 
7.1 Introduction 
After all the algorithms were developed, extensive tests were carried out to assess and 
evaluate performance. The algorithms were applied to all images in the image sets given in 
Section 1.3. 
Conventional microscopy for TB typically uses a 100-x objective lens (Steingart et al., 2006), 
however, it is anticipated that the microscope under development at the MRC/UCT Medical 
Imaging Research Unit will, in its final state, have a 40-x objective lens that enables larger 
fields to be viewed and hence faster slide processing. Images captured at 40-x and 100-x 
magnification were included in this project to compare the success of the algorithms when 
applied to images captured at these magnifications. Figure 7.1 shows images captured at 
different magnification and image resolution. 
Images captured at 40-x Images captured at 100-x 
480x720 pixels 480x720 pixels 
1200x1792 pixels 1200x1792 pixels 
 
Figure 7.1: Bacillus size at different magnification and resolution. 
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The images were captured from slides of different stain quality ranging from well-stained 
samples, in which the bacilli and the background have stained almost uniformly and the 
bacilli are distinct from the background, to badly-stained samples in which the bacilli are not 
distinct from the background. The algorithms used in this project produced good results on 
well-stained, less dense images while performance was reduced on badly-stained images with 
high bacillus density. Images with clumped bacilli such as those shown in Figure 7.2 were 
not considered in this project. 
 
Figure 7.2: Typical image with clumped bacilli. 
 
This chapter is divided into sections that discuss the results of initialisation and the results of 
parametric and geometric deformable model-based segmentation. 
7.2 Initialisation Method 
Colour segmentation in the RGB colour space, Canny edge detection and watershed 
segmentation were applied to the images to locate objects in the images. The results of all the 
techniques were integrated to maximise the number of detected objects. The methods could 
not be used in isolation since, for each method, the number of detected objects is limited.  
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7.2.1 Colour segmentation 
In order to maximise the number of objects that may be detected, the colour segmentation 
algorithm used in this implementation uses a threshold value of 55, two times the highest 
standard deviation of the RGB values of bacilli, which determines the acceptable colour 
range around the mean bacillus colour. The colour thresholding algorithm produces a binary 
image with 1s in the pixel locations that are within the required colour range; the borders of 
the resulting regions are determined and these are shown on the example images.  
Colour segmentation works well for well-stained images in which the bacilli stain almost 
uniformly as illustrated by Figure 7.3, where detected objects in the typical image shown in 
Figure 7.3 (a) are outlined in Figure 7.3 (b). Figure 7.4 illustrates that, despite bacilli being 
visible in an image of a badly-stained smear, no objects are detected.  
 
 
(a) A typical image captured at 40-x 
 
 
(b) Outlines of detected objects 
 
Figure 7.3: Colour segmentation of a typical image of a well-stained smear. 
 
 
 
(a) A typical badly-stained smear 
 
 
(b) No objects detected for bad stain 
 
Figure 7.4: Colour segmentation of a typical image of a badly-stained smear; arrows 
indicate visible bacilli. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 61 
 
The performance of this method is independent of image size and it performs consistently on 
40-x and 100-x images. The processing speed is, however, reduced for high-resolution 
images due to an increase in the number of pixels that have to be processed. 
The method performs well in the presence of noise as shown in Figure 7.5. Double contours 
are due to uneven staining of some bacilli; this occurs when some pixels within a bacillus are 
out of the required colour range. However, during the integration of results of the initial 
detection methods, the regions defined by the inner contours are engulfed by the regions 
defined by the outer contours to form one region. 
 
 
(a) A typical noisy image 
 
 
(b) Outlines of detected objects 
 
Figure 7.5: Colour segmentation of a noisy image; arrows indicate objects with double 
contours. 
 
Figure 7.6 shows typical results of colour segmentation obtained for bacilli at different 
magnification and different image resolution. 
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Typical images captured at 40-x Typical images captured at 100-x 
 
 
(a) 480 x 720 pixels 
 
 
(b) 480 x 720 pixels 
 
 
(c) 1200 x 1792 pixels 
 
 
(d) 1200 x 1792 pixels 
 
Figure 7.6: Colour segmentation of bacilli at different magnification and resolution. 
 
7.2.2 Canny Edge Detection 
Edges detected by the Canny edge detection algorithm in images with 1200x1792 pixel 
resolution have gaps as illustrated by Figure 7.7. The broken contours that were obtained in 
high-resolution images were the motivation behind the exploration of deformable models as 
an alternative method for segmenting images of sputum smears. It was discovered, however, 
that for low-resolution images (480x720 pixels), the same algorithm produces complete 
contours for detected objects. The algorithm produced good results only in images of well-
stained samples. 
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(a) A typical image captured at 40-x 
 
 
(b) A typical image at 100-x 
 
 
(c) Canny edges 
 
 
(d) Canny edges 
 
Figure 7.7: Canny edges for high-resolution images. 
 
The optimum parameter values for Canny edge detection that produced the best results for the 
image sets used are sigma = 1, lower threshold = 0.05 and upper threshold = 0.15. This 
combination of parameters enabled the Canny edge detector to detect the highest number of 
objects; raising the value of sigma or any of the thresholds reduced the total number of 
objects detected. Experiments also showed that when the threshold values were maintained at 
constant values while sigma was increased, the number of detected objects was reduced and 
the algorithm captured the shapes of the bacilli with less accuracy. Virtually no detection 
occured at values of sigma higher than 6. When the value of sigma was maintained at 1 and 
the threshold values were raised, accuracy in border delineation was maintained but the 
number of detected objects was reduced. Reducing parameter values from their optimum 
slowed down the detection but had no observable effect on accuracy and number of detected 
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objects. The effect of different parameters on the performance of the Canny edge detector is 
illustrated in Figure 7.8. The outlined objects in Figure 7.8 (b), (c) and (d) are objects that the 
Canny edge detector would contribute during the integration of the results of the three 
methods by the process described in Section 5.6 at the different parameters indicated. 
 
 
(a) Example image captured at 40-x (480x720 pixels) 
 
 
(b) Lower threshold = 0.05, upper 
threshold = 0.15, Sigma = 1 
 
 
(c) Lower threshold = 0.05, upper 
threshold = 0.15, Sigma = 3 
 
 
(d) Lower threshold = 0.1, upper 
threshold = 0.3, Sigma = 1 
 
 
(e) Lower threshold = 0.05, upper 
threshold = 0.15, Sigma = 6 
 
Figure 7.8: Typical results of Canny edge detection for different parameters; arrows 
indicate bacilli missed at higher threshold values. 
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7.2.3 Watershed Segmentation 
There is only one parameter that characterises the performance of the watershed algorithm, 
namely the difference in gray levels of a marked area and its surrounding regions; a value of 
20 enabled the algorithm to detect the highest number of bacilli in the images. A consequence 
of using this value was that it caused fragmentation of detected bacilli. This, however, caused 
no serious problems since most of the fragmented bacilli were joined during integration of the 
results of all the methods. A value of 40 reduced fragmentation at the cost of reducing the 
number of detected objects while values that are less than 20 increased fragmentation. 
The watershed segmentation algorithm, like the Canny edge detector, produced broken 
contours for detected objects in high-resolution images as illustrated in Figure 7.9, while 
contours for low-resolution images were complete as shown in Figure 7.10. For both 
methods, the gaps in the detected edges may be attributed to noise in the higher resolution 
images.  
 
 
(a) A typical image captured at 40-x 
 
 
(b) A typical image captured at 100-x 
 
 
(c) Watershed-detected edges 
 
 
(d) Watershed-detected edges 
 
Figure 7.9: Typical watershed-detected edges in high-resolution images. 
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(a) A typical image captured at 40-x 
 
 
(b) A typical image captured at 100-x 
 
 
(c) Watershed-detected edges 
 
 
(d) Watershed-detected edges 
 
Figure 7.10: Typical watershed-detected edges in low-resolution images. 
 
7.2.4 Combined Object Detection 
Results indicated that each of the three methods used for object detection cannot always 
detect all objects in an image and that some objects that cannot be detected by one method 
can be detected by the other two methods. A combined result therefore has more detected 
objects than a result obtained by applying one method. 
Contours with unconnected ends are discarded during the integration of results by the process 
described in Section 5.6. Figure 7.11 illustrates how contours with unconnected ends result in 
the loss of bacilli; such contours are more common in the results of the Canny edge detector. 
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(a) Canny edges  
 
 
(b) Regions with closed contours 
 
Figure 7.11: The loss of bacillus objects caused by unconnected Canny edges in a typical 
low-resolution, 100-x image; arrows point to bacillus objects lost due to unconnected 
edges. 
 
In Figure 7.11 (a), all present bacilli have contours associated with them; the method 
described in Section 5.6, used for integrating the results of initial segmentation, discards 
contours with unconnected ends because such contours do not define contiguous regions. 
Figure 7.12 shows typical objects detected by the Canny edge detector in high-resolution 
images that are recognised by the algorithm during the integration of the results of initial 
segmentation. 
 
Figure 7.12: Canny edges for a typical 100-x, high-resolution image; arrows indicate 
objects recognised during integration of results. 
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Figure 7.13 illustrates how the number of objects detected in a typical 100-x, low-resolution 
image is optimised by integrating the results of the colour thresholding, Canny edge detection 
and watershed edge detection in images of well-stained smears. 
 
(a) Example image  
 
 
(b) Results of colour segmentation 
 
 
(c) Results of Canny edge detection 
 
 
(d) Results of watershed segmentation 
 
 
(e) Integration of all results 
 
Figure 7.13: Integration of initial segmentation results. 
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The objects outlined in Figure 7.13 (c) and (d) indicate objects detected by the Canny edge 
detector and the watershed algorithm respectively, with contours that have connected ends; 
contours with unconnected ends have been discarded. 
Table 7.1 summarises the results of combining the results of the three methods in 10 images 
of each image set; only images of well-stained smears were considered. 
Table 7.1 Detection performance of the combined initialisation method 
Image set 
Bacilli present 
Undetected 
bacilli 
% detection 
Magnification 
Resolution 
(pixels) 
40-x 
480 x 720 779 14 98.2 
1200 x 1792 399 4 99.0 
100-x 
480 x 720 281 1 99.9 
1200 x 1792 150 20 86.7 
 
7.2.5 Elimination of Non-bacillus Objects 
In order to reduce computation time, objects whose area values were not within twice the 
standard deviation of the average area of bacilli were eliminated during the integration of the 
results of initial segmentation. Objects whose area values were within the desired range but 
had an average colour that was closer to the average background colour were eliminated prior 
to deformable model-based segmentation. 
In some cases, possible bacilli were eliminated because they were joined to large objects 
during detection as illustrated in Figure 7.14. For slides with many bacilli, the compromise of 
losing a few possible bacilli is acceptable, considering the complexities brought about by 
extremely large objects, such as deformable model intersections and reduction in speed. Such 
slides would contain sufficient bacilli for a positive TB diagnosis. 
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(a) Example image 
 
 
(b) Watershed-detected edges  
 
Figure 7.14: Bacillus joined to large objects during edge detection; arrows indicate 
bacilli joint to large non-bacillus objects. 
 
Elimination by colour worked well across all the images. This method was also successful in 
respect of eliminating background objects only and rarely eliminated definite bacilli; this is 
largely due to the distinct colour characteristics of the background and bacilli in images of 
ZN-stained smears. Table 7.2 summarises the performance of the elimination method in 10 
images of each image set. 
Table 7.2: Performance of the elimination method 
Image set 
Bacilli detected 
Bacilli 
eliminated 
Non-bacillus 
objects 
eliminated Magnification 
Resolution 
(pixels) 
40-x 
480 x 720 765 25 5 374 
1200 x 1792 395 32 13 379 
100-x 
480 x 720 281 12 4 419 
1200 x 1792 130 5 42 389 
 
The large numbers of non-bacillus objects detected in each image set justify the need to 
eliminate such objects prior to deformable model-based segmentation in order to reduce 
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processing time. Eliminated bacilli were due to the effect illustrated in Figure 7.14 and 
missed bacilli were due to images of thick smears in which the bacilli were deep in the 
background and therefore the characteristic reddish-pink stain was not clearly distinguishable 
from the background; an example of such an image is shown in Figure 7.15. 
 
Figure 7.15: A image of a typical thick smear; arrow indicates a bacillus lying deep in 
the smear. 
7.3 Parametric Deformable Model-based Segmentation 
Figures 7.16 and 7.17 show typical bacillus borders detected by parametric deformable 
models. 
 
 
(a) A typical 480x720 pixel image  
 
 
(b) A typical 1200x1792 pixel image  
 
 
(c) Detected borders 
 
 
(d) Detected borders 
 
Figure 7.16: Typical borders detected by the parametric model in images captured at 
40-x magnification. 
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(a) A typical 480x720 pixel image  
 
 
(b) A typical 1200x1792 pixel image  
 
 
(c) Detected borders 
 
 
(d) Detected borders 
 
Figure 7.17: Typical borders detected by the parametric model in images captured at 
100-x magnification. 
 
The parametric deformable model captures some non-red pixels around the bacilli, indicating 
that the algorithm under-segments the bacilli; this may be attributed to the blurring effect of 
the Gaussian filter that is applied during the computation of the external force. This effect 
may be reduced by using a smaller size for the Gaussian kernel; the value used by the 
algorithm in this implementation is 20 pixels. The value for the kernel size was determined 
experimentally by trial and error; smaller values tended to cause the model to over-segment 
some bacilli and for bacilli with a faint stain, edges may become so weak that the model leaks 
through the border and may fail to detect the object boundary.  
The inclusion of non-red pixels may negatively affect the performance of a colour-based 
classifier; the contours may not adequately represent the shape of bacilli for shape-based 
classification. A boundary tracing stage for segmented objects may be necessary for such a 
classifier in order to reduce or eliminate the non-red pixels. 
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The performance of the algorithm depends on the quality of the stain; the algorithm 
performed better on images of well-stained smears with low bacillus density; performance 
was reduced in images of badly-stained samples as illustrated by Figure 7.18, which shows 
that the model stops far away from the actual border of the bacillus. 
 
 
(a) Typical image of badly-stained smear 
 
 
(b) Detected border  
 
Figure 7.18: Performance of the parametric model on a typical image of a badly-stained 
smear; arrow indicates a bacillus object. 
 
A major limitation of the algorithm is the long processing times. The processing time 
increases with image size due to an increase in the amount of data that has to be processed 
during evolution. The parametric model is also susceptible to self-intersections, particularly 
in images with high bacillus density; objects that cause intersections were discarded. 
Table 7.3 summarises the differences between manually drawn borders and borders 
determined by the parametric deformable model algorithm for objects in 10 images of each 
set. On a computer screen, differences of 1-3 pixels are visually undetectable. Figure 7.19 
illustrates the typical differences between manually drawn borders and parametric model-
determined borders in a 100-x image with 480x720 pixel resolution.  
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Table 7.3: Mean Hausdorff distances and processing times for the parametric 
deformable model-based segmentations 
Image set Hausdorff distance (pixels)
Processing time per 
bacillus (seconds) 
Magnification 
Resolution 
(pixel) 
Mean 
Standard 
deviation 
Mean 
Standard 
deviation 
40-x 
480 x 720 4.2 1.1 11.7 4.5 
1200 x 1792 8.5 5.0 83.0 16.2 
100-x 
480 x 720 6.7 1.8 16.4 6.9 
1200 x 1792 8.6 2.7 93.8 36.6 
 
 
 
 
(a) Example image 
 
 
(b) Borders 
 
Figure 7.19: Typical differences between parametric model-determined borders (shown 
in black) and manually drawn borders (shown in green) in 100-x, low-resolution 
images; arrow indicates clumped bacilli. 
 
7.4 Geometric Deformable Model-based Segmentation 
Results of the geometric model algorithm show that its performance is similar to that of the 
parametric model. Like with the parametric model, some non-red pixels are captured with the 
geometric model; this may also be attributed to the effect of convolving an image with a 
Gaussian filter during the computation of the edge indicator function. The algorithm 
performed better on images of well-stained samples. 
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The processing times for the geometric model were much longer than those for the parametric 
model. In addition to longer processing times, the geometric model also required more 
memory for operation and despite cropping the image under analysis around a target object to 
reduce the amount of data that is processed during contour deformation, the memory 
requirements still remained high. Figures 7.20 and 7.21 show typical borders obtained using 
the geometric model-based segmentation. 
 
 
(a) A typical 480x720 pixel image  
 
 
(b) A typical 1200x1792 pixel image  
 
 
(c) Detected borders 
 
 
(d) Detected borders 
 
Figure 7.20: Typical borders detected by the geometric model in images captured at 40-
x magnification. 
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(a) A typical 480x720 pixel image  
 
 
(b) A typical 1200x1792 pixel image  
 
 
(c) Detected borders 
 
 
(d) Detected borders 
 
Figure 7.21: Typical borders detected by the geometric model in images captured at 
100-x magnification. 
 
Table 7.4 summarises the validation results of the algorithm. The average Hausdorff 
distances obtained for the geometric model are slightly smaller than those obtained for the 
parametric model; this is because the Gaussian kernel used for the geometric model has a size 
of 10 pixels compared to 20 pixels for the parametric model. Computation of the edge 
indicator function for the geometric model therefore produces less blurring resulting in a 
smaller shift of the actual boundary. 
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Table 7.4: Mean Hausdorff distances and processing times for the geometric deformable 
model-based segmentations 
Image set Hausdorff distance (pixels)
Processing time per 
bacillus (seconds) 
Magnification 
Resolution 
(pixel) 
Mean 
Standard 
deviation 
Mean 
Standard 
deviation 
40-x 
480 x 720 3.7 1.4 14.5 8.7 
1200 x 1792 7.9 4.7 122.5 36.0 
100-x 
480 x 720 6.5 1.7 15.0 5.2 
1200 x 1792 8.1 3.1 291.2 75.0 
 
Figure 7.22 illustrates the typical differences in borders determined by the geometric model 
algorithm and the manually-determined borders for an image captured at 100-x magnification 
with 480x720 pixel resolution.  
 
 
(a) Example image 
 
 
(b) Borders 
 
Figure 7.22: Typical differences between geometric model-determined borders (shown 
in black) and manually drawn borders (shown in green) in 100-x, low-resolution 
images; arrow indicates clumped bacilli. 
 
7.5 Validation of Initial Object Detection Method 
Validation of the combined results of the initialisation methods was carried out to assess the 
accuracy with which bacilli can be segmented by the method; this was done for the 480x720 
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pixel resolution images only since detected contours at this resolution do not have any gaps. 
Table 7.5 summarises validation results in 10 images of each set. 
Table 7.5 Mean Hausdorff distances for the combined object detection method 
Hausdorff Distance (pixels) 
Image Set 
40-x 100-x 
Mean 3.1 3.4 
Standard deviation 0.8 1.3 
 
The validation results of the combined initialisation method show that the accuracy of this 
method is higher than that of the deformable models, particularly for the 100-x images. This 
method differs from the deformable model-based segmentation in that detected borders are 
inside the manually detected borders while those detected by deformable model-based 
segmentation are outside. In other words, relative to manual segmentation, the combined 
initialisation method over-segments the bacilli, i.e. the method excludes some red pixels that 
are part of bacilli as illustrated in Figure 7.23 where the bacilli segmented by the combined 
initialisation method have smaller widths than those segmented manually.  
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(a) A typical 100-x image  
 
 
(b) Combined detection results 
 
 
(c) Manually drawn borders 
 
 
(d) Superposed borders 
 
Figure 7.23: Typical differences between combined detection-determined borders 
(shown in black) and manually drawn borders (shown in green) in 100-x, low-resolution 
images; arrow indicates clumped bacilli. 
 
7.6 Discussion 
Objects that have been segmented may be used in a classification algorithm to determine 
whether or not they are indeed bacilli. Features of segmented objects can be extracted and 
used for classification. TB bacilli are known to exhibit a rod-like shape (Collins et al., 1985) 
and they show up with a reddish colour in images of ZN-stained smears; shape and colour are 
useful features that can be used to classify segmented objects. Shape descriptors such as 
Fourier descriptors and compactness may be computed for each segmented region and used 
in a shape-based classifier. The typical dimensions of bacilli can also be used as classification 
features. Clumped bacilli may lose the features that are characteristic of typical bacilli and a 
classifier may not recognise them as bacilli. 
The parametric and geometric deformable models capture the shape of bacilli in images 
captured at 40-x magnification less well than they capture the bacillus shapes in 100-x 
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images. The performance of a shape-based classifier may be reduced if such a classifier is 
based on results from 40-x images. The occurrence of self-intersections of the parametric 
model is also increased in 40-x images with 480x720 pixel resolution. 
Considering the fact that differences of 1-3 pixels are not visually detectable, the accuracy of 
both models may be considered similar. The parametric model, however, may be more useful 
in automated TB detection because of shorter processing times and lower memory 
requirements, depending on the success of a classifier in classifying objects detected by each 
method. 
Deformable models generally produce under-segmented regions; for this reason, a boundary 
tracing stage, in which the inner boundary of a segmented region is traced and information 
about the position of the boundary pixels is extracted, may be necessary before classification 
of objects segmented by deformable models. This would help to reduce the number of non-
red pixels in the detected regions and reduce the chances of misclassification in a colour-
based classifier.  
The combined object detection method has proven that it can detect bacilli in low-resolution 
images to produce borders with no gaps. While the method over-segments the bacilli, it does, 
however, capture the shape of the bacilli in images captured at 40-x and 100-x magnification. 
A colour-based classifier would be expected to correctly classify objects detected by this 
method since it does not capture any non-red pixels; a shape-based classifier would also be 
expected to produce good results with such objects since the object shapes appear to be 
adequately captured. Taking these factors into account, and that the run times for deformable 
model-based segmentation are long, the combined detection method would be the more 
efficient segmentation method for low-resolution sputum images. The combined object 
detection method has the added advantage that it does not have the high memory 
requirements and self-intersections that are associated with deformable models. With bacillus 
detection rates of 98.2 % and 99.9 % in 40-x and 100-x images respectively, the method 
maintains high detection rates; ultimately, classifier performance would determine its 
usefulness. 
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8. CONCLUSIONS AND RECOMMENDATIONS 
8.1 Conclusions 
The aim of the project was to explore the use of deformable models for segmentation of 
images of sputum smears stained by the Ziehl-Neelsen method. The objectives of the study 
were to develop algorithms to automatically segment TB bacilli from sputum smear images 
using parametric and geometric deformable models and to assess the accuracy with which the 
TB bacilli could be segmented. Algorithms for a parametric and a geometric deformable 
model were successfully developed and the accuracy of segmentation by the two methods 
was evaluated by comparison with manual segmentation, using the Hausdorff distance. 
The deformable model algorithms can segment objects in images to produce contours that are 
complete regardless of image size. The best results were obtained in images captured from 
well-stained samples in which the TB bacilli are distinct from the background. Other methods 
for formulating parametric and geometric deformable models should be explored before a 
final conclusion regarding image quality can be made. 
The use of deformable models for segmentation of sputum smear images is limited by 
lengthy processing times and under-segmentation of bacilli. Parametric deformable models 
are also limited by occasional self-intersections. Geometric deformable models are further 
limited by computational complexity and high memory requirements. 
Validation results showed that both types of models can detect object borders with similar 
accuracy; a more concrete conclusion may be reached by measuring the success of a 
classification algorithm for objects detected by each method. Both methods captured the 
shape of bacilli better in 100-x images than in 40-x images; bacillus shape was particularly 
poor in 40-x images with low resolution. While the processing times for the algorithms were 
lower for 40-x images, contours detected by the deformable models for objects in those 
images were circular; such contours were more common in the 480x720 pixel-resolution 
images. A shape-based classification algorithm may not work well for objects in images 
captured at 40-x magnification. 
To achieve automatic initialisation, colour thresholding, Canny edge detection and watershed 
segmentation were used to locate objects in images. Combining the results of the three 
methods increased the number of detected objects. Detected objects in high-resolution images 
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had broken borders but borders for detected objects in low-resolution images were complete. 
The results of the method used for initial segmentation were validated for low-resolution 
images and the validation indicated that the technique of combining colour thresholding, 
Canny edge detection and watershed segmentation produces objects that may be input to a 
classifier without the application of deformable models. The initial segmentation method, 
unlike the deformable models, can sufficiently capture the shapes of bacilli in the 40-x 
images and would be more useful in an automated microscopy system that uses a 40-x 
objective lens. 
Elimination of non-bacillus objects prior to deformable model-based segmentation was 
motivated by the need to reduce the processing time per image and also to prevent self-
intersections of the parametric model caused by large objects. Objects were eliminated based 
on area and colour. The elimination method was successful at retaining possible bacillus 
objects. 
8.2 Recommendations 
A major limitation of using deformable models for segmenting sputum images is the long 
processing times; geometric models are further limited by high memory requirements. These 
limitations may be addressed by implementing the algorithms in a more efficient 
programming language that provides better memory utilisation such as C++ and/or in a 
parallel processing environment. The technique of cropping an image around a target object 
before implementation of the geometric model, can be applied to the parametric model 
algorithm too; this may considerably decrease the processing time for the parametric model.  
Other formulation techniques for deformable models suggested in the literature should be 
explored; deformable models formulated by methods other than those used in this project 
might yield faster processing times. The technique proposed by Li et al. (2005) that allows 
automatic initialisation for parametric deformable models may be useful. 
The initial detection of objects needs to be improved in order to increase the number of 
candidate bacillus objects. Further processing of results of the Canny edge detector to convert 
detected edges to closed contours defining objects would be useful. 
The performance of the algorithms described in this thesis highly depend on the staining 
quality of a smear in the image. Preparation of samples should be improved and consistency 
in the quality of the stains should be maintained for the algorithms to be successful. 
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APPENDIX 
Contents of CD 
The CD supplied with this dissertation has three folders; Parametric, Geometric and 
Miscellaneous, whose contents are given below. 
Parametric Folder 
This folder contains the m-files for the parametric model-based segmentation and the 
following functions that are used by the algorithm: 
• parametric.m – this is the main function for parametric model-based segmentation. To 
run the algorithm, type parametric at the prompt, with the magnification (40 or 100) 
and the resolution (480 or 1200 for low-resolution and high-resolution images 
respectively) in brackets, and press ENTER, select an image to be segmented using 
the dialogue box. The output of the algorithm is a cell array that contains the 
coordinates of the final position of the deformable model for each object. The 
algorithm displays the input image with the detected objects outlined. 
• snake.m – this is a function that is called by the main function to evolve the 
deformable model. 
• combined_detection.m – a function called by the main function to perform the initial 
segmentation for automatic initialisation of deformable models. 
• covmatrix.m – a function used by the combined detection algorithm to compute the 
average colour of detected regions during colour-based elimination of objects.  
• imstack2vectors.m – a function used by the colour thresholding algorithm. 
Geometric Folder 
This folder contains the m-file for the geometric model based segmentation. In order to 
improve memory utilisation, the m-file uses nested functions and hence there are no other 
functions in the folder. The m-file requires storage space to save some variables during 
operation and hence one needs to copy the m-file to a directory that has at least 50MB free 
space.  
To run the algorithm, type geometric at the prompt, with the magnification (40 or 100) and 
the resolution (480 or 1200 for low-resolution and high-resolution images respectively) in 
brackets, and press ENTER, select an image for segmentation using the dialogue box. The 
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output of the algorithm is a cell array that contains the coordinates of the final position of the 
deformable model for each object. The algorithm displays the input image with the detected 
objects outlined. 
Miscellaneous Folder 
This folder contains the m-files that were used during the validation of the segmentations. 
• manual.m – a function used for manually outlining bacilli. To run the algorithm , type 
manual at the command line and press ENTER, use the GUI that pops up to select an 
image for segmentation. Follow instructions given at the command line and save the 
results when done. 
• manual.fig – a Graphic user interface figure, used by the manual.m file, that enables a 
user to select an image for manual segmentation. 
• hausdorff.m – a function that computes the Hausdorff distance between two contours. 
To run the algorithm, load the files that contain the results to be validated at the 
command line and enter hausdorff at the command line; the output is a vector of 
Hausdorff distances. To validate results that contain multiple contours, make sure that 
the order of the manual contours correspond with the order of the automatic contours 
i.e. the kth manual contour corresponds to the kth automatic contour. 
• computedist.m – a function, called by the hausdorff.m function, that computes the 
directed Hausdorff distances. 
• object_detection.m – a function that performs and combines the results of colour 
thresholding, Canny edge detection and watershed segmentation, and displays the 
results. To run the algorithm, type object_detection at the prompt, with the 
magnification (40 or 100) and the resolution (480 or 1200 for low-resolution and 
high-resolution images respectively) in brackets, and press ENTER, select an image 
to be segmented using the dialogue box. The output of the algorithm is a cell array 
that contains the coordinates of the positions of the border pixels of detected objects. 
The algorithm displays the input image with the detected objects outlined. 
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