We give a simple, more efficient and uniform proof of the hard-core lemma, a fundamental result in complexity theory with applications in machine learning and cryptography. Our result follows from the connection between boosting algorithms and hard-core set constructions discovered by Klivans and Servedio [KS03]. Informally stated, our result is the following: suppose we fix a family of boolean functions. Assume there is an efficient algorithm which for every input length and every smooth distribution (i.e. one that doesn't assign too much weight to any single input) over the inputs produces a circuit such that the circuit computes the boolean function noticeably better than random. Then, there is an efficient algorithm which for every input length produces a circuit that computes the function correctly on almost all inputs.
Introduction
Informally, a hard-core lemma states that if a boolean function f : {0, 1} n → {0, 1} is somewhat hard to compute for a class of boolean circuits, then there is a large subset of inputs on which the function is very hard to compute for a slightly smaller class of circuits. Impagliazzo [Imp95] gave the first proof of such a theorem and used it to derive an alternative proof of Yao's XOR lemma [Yao82] . In this context, the hard-core lemma is used to transform a somewhat hard problem into a very hard problem. This method called hardness amplification is routinely used in complexity theory and cryptography.
The hard-core lemma itself is actually proven via the contrapositive as follows. We assume that for every large enough set of inputs, there is a small circuit that can match the function with a noticeable advantage over random guessing. From large sets, we move to high density measures. These are mappings from {0, 1} n to a weight in [0, 1] such that the total weight is large. Thus, high density measures are relaxations of indicator functions on large sets. Consequently, we work with the assumption that for every high density measure, there is a small circuit that matches the function with an advantage noticeably better than random guessing when inputs are sampled with probability proportional to their weight in the measure. Note that high density measures correspond to smooth probability distributions that do not place too much weight on any single point.
Starting from this assumption, we develop a certain kind of boosting algorithm. Boosting is an essential algorithmic technique due to Freund and Schapire [Fre90, Sch90] widely used in machine learning in order to learn concept classes with high accuracy starting from inaccurate hypotheses. In our context, the boosting algorithm generates a sequence of carefully constructed measures and for each such measure it obtains a small circuit that computes the function noticeably better than random guessing. Finally, it combines these circuits in some manner (typically, by taking a majority vote) to produce a larger circuit that correctly computes the function on almost all inputs.
The connection between boosting algorithms in machine learning and hard-core set constructions was first observed by Klivans and Servedio [KS03] . For a boosting algorithm to imply the existence of large hard-core sets, it must satisfy two properties: first, the measures it generates must have high density (we refer to this as the smoothness property). Second, the number of rounds in the boosting algorithm should be small, so that the final circuit size is not too much larger than the circuits obtained in the process.
The hard-core lemmas obtained from such boosting algorithms are typically non-uniform: the output circuit is not created by a single efficient algorithm for varying input sizes. It may, in fact, depend on information that is hard to compute. Establishing a uniform hard-core lemma turned out to be more difficult with a first proof due to Holenstein [Hol05] and an earlier weaker variant by Trevisan [Tre03] . There are at least two main reasons for our interest in uniform techniques:
1. Strong methods of hardness amplification are known for non-uniform models of computation, e.g., [Yao82] . Many of these fail in the uniform setting. Developing techniques for uniform hardness amplification has been an active research topic in recent years [Tre03, Tre05, IJK06, IJKW08] .
2. Uniform techniques are more natural from an algorithmic point of view in areas such as online decision making and expert learning and hence could have potential applications in these areas.
In this paper, we give a new (uniform) algorithm for boosting that enjoys the additional smoothness property necessary to prove the hard-core lemma. This algorithm has the additional desirable property that it has the same number of iterations as the AdaBoost algorithm of Freund and Schapire and hence it is more efficient than previous methods. Our algorithm is also inspired by Warmuth and Kuzmin's [WK06] technique (which, in turn, uses ideas that originated in the work Herbster and Warmuth [HW01] ) of obtaining smooth distributions from any other distribution by projecting it into the set of smooth distributions using the Kullback-Leibler divergence as a distance function. We transfer this technique to the context of high density measures over the boolean hypercube. The key difference is that the hypercube is a domain of exponential dimension and suitable projections might be difficult to compute efficiently. This problem can be overcome by allowing the hard-core lemma to be non-uniform. In the uniform case, however, we need to develop an efficient approximation algorithm instead.
Our Result
As mentioned earlier, a measure is a function M : {0, 1} n → [0, 1]. Define the density of the measure to be 2 −n x∈{0,1} n M (x). We will prove the following uniform hardcore lemma: Theorem 1.1. Let {f n } n∈N denote a family of boolean function and let δ, γ : N → (0, 1). Suppose, there exists an algorithm A which given oracle access to any measure M over {0, 1} n of density δ(n), returns a circuit C of size at most s(n) such that
Then there is an algorithm B which for every n and oracle access to f n with probability 1 − η (over the internal randomness of B) returns a circuit C such that C computes f n correctly on at least a 1 − δ(n) fraction of all inputs. Furthermore, Note that the algorithm assumes the existence of an algorithm which returns small circuits that perform noticeably better than random guessing when supplied with an oracle for any high density measures rather than an oracle for any large subset of inputs. However, an easy application of Chernoff bounds shows that if a set is chosen from a high density measure by choosing each input independently with probability equal to its weight in the measure, then such a set has large size and any small circuit has very similar performance when inputs are chosen uniformly from such a set and when they are chosen according to the measure (see [Hol05] for details). Thus, Theorem 1.1 implies an identical theorem where the assumption on oracle access to a measure of density at least δ(n) is replaced by a similar assumption on oracle access to a subset of inputs of size at least δ(n)2 n .
The main virtue of our result is efficiency and simplicity. We significantly simplify both the best known non-uniform construction due to Klivans and Servedio [KS03] , as well as the uniform lemma due to Holenstein [Hol05] . At the same time we match the best known parameters in terms of circuit size and obtain additional improvements in runtime.
Compared to the work of Klivans and Servedio [KS03] , our algorithm is simpler for three reasons: (a) It obtains the best known parameters for hard-core set constructions directly by applying the boosting algorithm, rather than building it up incrementally by accumulating small hard-core sets, and (b) it obviates the necessity of composing two different boosting algorithms, with separate analyses of the distributions they produce, and, consequently, (c) the final circuit found in our construction is a simple majority over circuits found by the boosting algorithm, rather than a majority of majorities over circuits.
Finally, the improved efficiency of our boosting algorithm has ramifications for for an application in Klivans and Servedio's paper: it enables us to shave off a factor of O(log 6 1 δ ) from the running time of the fastest known algorithm to learn DNF formulas with membership queries under the uniform distribution, where δ is the error parameter (i.e. to output a hypothesis that matches the unknown DNF formula on a 1 − δ fraction of inputs). Also, the final hypothesis is a simple majority-of-parities circuit, instead of a majority-of-majorities-of-parities circuit. Our boosting algorithm should be of independent interest also for the applications in Serverdio's paper [Ser03] on learning in the presence of malicious noise.
Compared to Holenstein's construction we reduce the dependence in the circuit size from 1/δ O(1) to O(log 1 δ ). The runtime of the algorithm B is better by polynomial factors. In the context of Holenstein's applications in cryptography [Hol05, Hol06] , these quantitative improvements result in more efficient proofs of security. The main technical difficulty in Holenstein's construction is a procedure to ensure that any distribution produced at intermediate steps has high enough density. This step is necessary in order to meet the assumption of the lemma. The proof of termination for this procedure is rather complicated. In contrast, in our proof this step is replaced by a natural notion of approximate Bregman projection. Bregman projections are widely used in convex optimization and machine learning to make solutions more well-behaved. Hence, our technique of computing approximate Bregman projections may be of independent interest. For this reason, we will give an informal overview of our techniques in the next section.
Overview of the proof
The structure of our algorithm is based on the same technology as Freund and Schapire's well known AdaBoost algorithm [FS97] , that is, the Multiplicative Weights Update method. This algorithm produces a sequence of probability measures M
(1) , . . . , M (T ) over the boolean hypercube where every measure is obtained from the previous one by a multiplicative update based on some penalty function. Those measures will be used to obtain circuits C
(1) , . . . , C (T ) and finally we want to output and analyze the circuit C = MAJORITY(C (1) , . . . , C (T ) ). The difficulty here is to make sure that every measure M (t) is of high enough density. This requirement is per se violated by the Multiplicative Weights Update. To achieve this property we augment our algorithm with the technique of Bregman projections (as used in [HW01, WK06] for a similar purpose).
The performance of the multiplicative weights algorithm is analyzed using a potential argument. Abstractly, the potential argument fixes a measure M and tracks the distance from M to each point M (t) where we measure distance in terms of the Kullback-Leibler divergence D(M || M (t) ). The KullbackLeibler divergence is an example of a Bregman divergence. Now, Bregman's Theorem implies that the distance D(M || M (t) ) does not increase even when we project M (t) to some convex set Γ that contains M . Here, the projection of M (t) onto Γ is defined as the measure M that minimizes the distance D(M || M (t) ). Naturally, the convex set Γ is polytope of high density measures over the boolean hypercube. Notice, the Bregman projection is defined by a convex program and can thus be computed efficiently if the dimension of problem is polynomially bounded. This, unfortunately, is not the case when we work over the boolean hypercube {0, 1} n and aim for a runtime that is polynomial in n. To overcome this problem we introduce the natural notion of an approximate Bregman projection for which the increase in distance is bounded. We show that the guarantees of the multiplicative weights algorithm are roughly preserved. More importantly, we give an efficient randomized algorithm for computing approximate Bregman projections onto the set of high density measures. This algorithm uses an efficient implicit characterization of the projection, as well as the fact that the density parameter can be approximated efficiently from Chernoff bounds.
Probability Measures and Bregman Projections
Let X denote a finite set. A discrete measure on the set X is a function M : X → [0, 1]. We let |M | = x∈X M (x) denote the weight of M and µ(M ) = |M |/|X| denotes its density.
The Kullback-Leibler divergence between two measures M, N is defined as
Further, let Γ ⊆ R |X| be a non-empty closed convex set of measures. Then, the Bregman projection of N onto the set Γ is defined as
One can show that for every measure N , the minimum in (2) exists and is unique. Furthermore, we have the following theorem.
Theorem 2.1 (Bregman, 1967) . Let N, M be measures such that M ∈ Γ. Then,
In particular,
We refer the reader to the text book by Censor and Zenios [CZ97] for a proof of Bregman's theorem and further information on the subject.
High Density Measures
We define
as the set of measures having density at least δ. When δ is clear from the context, we may omit it. For every δ ∈ [0, 1], the set Γ δ is closed and convex. We will denote the Bregman projection onto the set Γ δ by P δ . The projection P δ has the following very useful characterization.
Lemma 2.2. Let N be a measure with support at least δ2 n and let c ≥ 1 be the smallest constant such that the measure M * = min(1, c · N ) has density δ. Then, P δ N = M * .
Proof. Consider the function f (M ) = D(M || N ) defined over the polytope Γ δ . Since f is convex and differentiable in every variable we have
for every M ∈ Γ δ . Hence, in order to show that M * minimizes the function f , it suffices to verify the optimality condition
for all M ∈ Γ δ . Here, it is easy to check that the gradient ∇f (M * ) is given by
Now, suppose x is such that M * (x) = 1. In this case, we must have N (x) ≥ 1 c and hence log(
On the other hand, if M * (x) < 1, then log(M * (x)/N (x)) = log(cN (x)/N (x)) = log c. Hence,
Finally, log c ≥ log 1 = 0 and
since otherwise M would have density less than δ.
Approximate Bregman Projections
Computing the Bregman projection exactly requires time |X| in general, since we may need to examine the weight of every point in X. We will be interested in computing approximations of the following kind more efficiently.
Definition 2.1. We call a measure N an α-approximation of P Γ N if for all M ∈ Γ we have 1. N ∈ Γ, and,
Whether or not we can compute such an approximation more efficiently also depends upon how efficiently we can represent the resulting measure. In the case of P δ we have an efficient implicit representation by virtue of the characterization in Lemma 2.2. In fact, we will now show how to compute the projection P δ approximately. The proof also uses the fact that we can estimate the density parameter of a measure efficiently using Chernoff bounds. Notice, however, if N is a measure of density δ 0 < δ, then the right scaling factor c may not simply be c 0 = δ/δ 0 . This is because the weight of some points might get clipped at the value 1. In fact, in general c can be arbitrarily large. To see this consider the measure supported on a δ fraction of the inputs which is 1 at every point on its support except a single point where it may be arbitrarily small but positive. On the other hand, when given a bound on c, we can iteratively search for the right scaling factor.
Lemma 2.3. Let N be a measure such that P δ N = min(1, c · N ) for c ≤ 1 + γ and suppose we have oracle access to the measure N . Further, assume we can sample uniform elements from the domain X in time t. Then, we can compute an implicitly represented δ|X|-approximation of P δ N in time O t δ 2 log log γ + log 1 η with probability 1 − η.
Proof. By Lemma 2.2, the projection of N onto the set of density-δ measures is computed by finding the smallest factor c ≥ 1 such that the measure P δ N = min(1, c · N ) has density δ.
Claim 1. Suppose N is a measure such that
Now, suppose we can compute a factor c ∈ [1, 1 + γ] such that the measure N = min(1, c · N ) satisfies
Then it is easy to check that N will satisfy the assumptions of Claim 1. Indeed, we have c ≥ c and hence the first requirement. The second one follows since |P δ N | ≥ δ|X|. We will compute c using binary search over the interval [1, 1 + γ]. At each step, we estimate the weight of our candidate measure to within a multiplicative error of 1 + Ω( ) using random samples. We can relate the number of samples to the error probability using Hoeffding's bound. As soon as the weight of our candidate lies in an appropriately small interval, we terminate. At every step of binary search we proceed as follows:
1. Let c * be the current candidate value for c and let N * = min(1, c * · N ).
2. Compute an estimate µ of the density µ(N * ): Sample s points x 1 , . . . , x s ∈ {0, 1} n uniformly at random and compute the average weight
Notice, N * (x i ) are independent random variables in the interval [0, 1] such that E[N * (x i )] = µ(N * ). Hence, by Chernoff bounds
, terminate. Otherwise, we continue with binary search.
Binary search will perform at most O(log γ ) steps in the worst case. It is easy to see, if in every step our density estimate is correct, then the algorithm terminates with an δ|X|-approximation.
To apply a union bound over the number of steps and further achieve the desired over all error probability of η, we want that
which is true for s = O 1 δ 2 (log log γ + log 1 η ) .
Remark 1. Our algorithm to compute the approximate projection is essentially optimal up to the doubly-logarithmic factor log log(γ/ ), since at least Ω( 1 δ 2 log 1 η ) samples are required to estimate the density parameter to within the multiplicative error of 1 + and error probability bounded by η.
Online Learning with Approximate Bregman Projections
In this section, we consider the following standard model of online learning. In every round t = 1 . . . T , we commit to a measure M (t) over some set X. Next, every point x ∈ X is associated arbitrarily with a penalty m (t)
x ∈ [0, 1] (given by a vector m (t) ). We incur the loss defined as L(
x . We may think of the loss as proportional to the expected penalty when inputs are sampled according to the measure M (t) . Based on all information from previous rounds, we compute an updated measure M (t+1) . Ultimately, our goal is to compute a sequence of measures such that the total loss
is not much larger than the loss of every fixed measure M in hindsight, i.e.,
). An additional constraint in our setup is that we are given a closed convex set Γ and demand that every measure M (t) ∈ Γ. We will enforce this constraint by replacing every measure M
by its approximate projection onto the set Γ. We have the following lemma.
Input: A closed convex set of measures Γ; an initial measure M (1) ∈ Γ; parameters γ ∈ (0, 1 2 ), α ≥ 0 and T ∈ N.
For t = 1, 2, . . . , T rounds:
1. Let m (t) be an arbitrary penalty.
2. Define N (t+1) coordinate-wise using the following update rule
3. Let M (t+1) be an α-approximation of the measure P Γ N (t+1) .
Output: The sequence of measures Lemma 3.1 (Total Loss). For every measure M ∈ Γ, the algorithm depicted in Figure 3 achieves the following bound in the above game,
Proof. By definition,
Also,
where we used that − ln(1 − γ) ≤ γ(1 + γ) for γ ≤ 1 2 . On the other hand,
Furthermore, by Bregman's Theorem,
. Hence, we have established the bound
To conclude the proof, we sum up (6) from t = 1 to T and simplify the telescoping sum.
A Uniform Hard-Core Lemma
In this section, we prove our main theorem which we restate below.
Theorem 1.1. Let {f n } n∈N denote a family of boolean function and let δ, γ : N → (0, 1). Suppose, there exists an algorithm A which given oracle access to any measure M over {0, 1} n of density δ(n), returns a circuit C of size at most s(n) such that
Then there is an algorithm B which for every n and oracle access to f n with probability 1 − η (over the internal randomness of B) returns a circuit C such that C computes f n correctly on at least a 1 − δ(n) fraction of all inputs. Furthermore, Input: Oracle access to a boolean function f n : {0, 1} n → {0, 1}; parameters δ > 0, γ ∈ (0, 1 2 ) and T ∈ N; an algorithm A which, when given oracle access to a measure M over {0, 1} n of density δ, returns a circuit C such that Pr x∼M [C(x) = f n (x)] ≥ 1. Run algorithm A with oracle access to M (t) so as to obtain a circuit C (t) .
Here, M (1) denotes the measure that is δ at every point.
2. Define m (t) by putting m (t) x = 1 if C (t) (x) = f n (x) and 0 otherwise.
3. Define N (t+1) coordinate-wise using the following update rule
4. Let M (t+1) be an (γ 2 δ2 n /4)-approximation of P δ N (t+1) .
Output: The circuit C = MAJORITY(C (1) , C (2) , . . . , C (T ) ). To prove the theorem, we will run the algorithm depicted in Figure 2 . We will first analyze the error of the circuit that we output assuming that all steps in our algorithm can be computed efficiently. Second, we will analyze the runtime of our algorithm (specifically Step 4) using Lemma 2.3.
Error Bound. We claim that the circuit C computes f n correctly on a 1 − δ fraction of the inputs. To argue this point we will appeal to Lemma 3.1. Let E = {x ∈ {0, 1} n | C (x) = f (x)}, i.e., those points on which the majority circuit C errs. Further, suppose |E| = δ2 n . Let W = δ2 n . First notice, it follows from our assumption that
