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We introduce an efficient scheme to correct errors due to the finite squeezing effects in continuous-
variable cluster states. Specifically, we consider the typical situation where the class of algorithms
consists of input states that are known. By using the knowledge of the input states, we can diagnose
exactly what errors have occurred and correct them in the context of temporal continuous-variable
cluster states. We illustrate the error correction scheme for single-mode and two-mode unitaries im-
plemented by spatial continuous-variable cluster states. We show that there is no resource advantage
to error correcting multimode unitaries implemented by spatial cluster states. However, the gener-
alization to multimode unitaries implemented by temporal continuous-variable cluster states shows
significant practical advantages since it costs only a finite number of optical elements (squeezer,
beam splitter, etc).
I. INTRODUCTION
Quantum states are fragile and can be easily perturbed
by noise and the environment. Many methods have
been developed to protect quantum states against noise.
The most important and widely used method is to de-
velop quantum error correction codes, both for discrete-
variable [1, 2] and continuous-variable (CV) quantum
states [3–5]. Typically, the quantum state is encoded
in a larger Hilbert space and the quantum information
is stored within the entanglement between the quan-
tum system and ancillary systems (qubits or qumodes).
For CV quantum systems, experimental implementations
of quantum error correction for single-mode errors have
been realized [6, 7]. Quantum error correction methods
can also be used in the context of distilling CV entangle-
ment, e.g., by using a noiseless linear amplifier [8, 9].
Measurement-based quantum computation is one par-
ticular model of quantum computing [10]. It is based on a
resource state called a cluster state [11], where computa-
tions are implemented via local measurements on either
qubits or qumodes. For CV measurement-based quantum
computation in terms of Gaussian unitaries, the clus-
ter state is a multimode entangled Gaussian state and
the required local measurements are homodyne detec-
tion and photon counting [12]. The basic building block
of measurement-based quantum computation is quantum
teleportation. By choosing different homodyne measure-
ment quadratures one can implement various unitaries.
It is known that teleportation is perfect only when the
entanglement is maximal, namely, the squeezing is infi-
nite. However, an infinitely squeezed state is unphysical
since it requires infinite energy. Therefore, for a real-
istic cluster state, the squeezing is finite. This results
in imperfections in CV quantum teleportation [13] (less
than unity fidelity) and thus noise in measurement-based
quantum computation [12].
The purpose of this work is to correct the errors in-
∗Electronic address: daiqin@xanadu.ai
duced by the finite squeezing in the CV cluster states.
Specifically, we consider the case where the input state
to the quantum algorithm is known. The fact that it
is known is the standard case in computation where
one has a known input state followed by known oper-
ations or gates followed by the output. For example,
this would include Shor’s algorithm [14], HHL [15], IQP
[16]. Some exceptions would include quantum teleporta-
tion [13] (where the input state is unknown), qPCA [17],
and oracle-based schemes such as Grover’s algorithm [18].
The key idea of this work is to use the full information
of the input state to perform error correction. If both the
input state and the unitary are known, the target out-
put state can in principle be calculated. However, due
to the effect of finite squeezing the actual output state
is different from the target state. An additional unitary
can be introduced to transform the actual output state to
the target state, thus correcting the error. It is important
that the additional unitaries require finite amounts of op-
tical resources. We show that in the case of single-mode,
two-mode, as well as multimode unitaries implemented
by spatial cluster states, there exists no advantage to use
this particular error correction scheme. However, in the
time domain cluster states practical advantages can be
obtained as the scaling stays fixed for arbitrary amounts
of input modes.
The proposed error correction scheme is different from
standard error correction schemes, either based on error
correcting codes or the noiseless linear amplifier. The
standard schemes usually are concerned with interac-
tions between the quantum systems and the environment.
While this is also a concern for measurement-based CV
quantum computation, in this paper we only consider the
effect of errors due to finite squeezing effects. Other types
of errors will be considered in a later work. Since both
the CV cluster states and the implemented unitaries are
Gaussian, the errors are also Gaussian. The proposed er-
ror correction scheme thus can use Gaussian operations
to correct Gaussian errors. This does not violate the
no-go theorem [19] because here there is no encoding in-
volved.
This paper is organized as follows. In Sec II, we briefly
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2discuss some of the basic unitaries, the Wigner function
and CV cluster states. In Sec. III, we illustrate the er-
ror correction scheme for single-mode unitaries. Sec. IV
generalizes the error correction scheme to two-mode uni-
taries. The single-mode and two-mode cases show the
validity of the scheme and we discuss in Sec. V the prac-
tical advantage of the scheme when multimode unitaries
are implemented by temporal CV cluster states. We con-
clude in Sec. VI.
II. BACKGROUND
A. Basic Gaussian Unitaries
We consider an M -mode quantized optical field
that can be described by annihilation operators aˆi,
i = 1, 2, · · · ,M . They satisfy commutation relations
[aˆj , aˆ
†
k] = δjk, where aˆ
†
k is the Hermitian conjugate of aˆk.
It is also convenient to describe the optical field using po-
sition (amplitude) and momentum (phase) quadratures
qˆi and pˆi,
qˆi =
1√
2
(
aˆi + aˆ
†
i
)
, pˆi = − i√
2
(
aˆi − aˆ†i
)
, (1)
which satisfy [qˆj , pˆk] = iδjk (we set ~ = 1 throughout the
paper). To obtain compact formulas in the following, we
introduce an operator value vector with 2M components,
ξˆ = (qˆ1, pˆ1, · · · , qˆM , pˆM )>. In this paper, we are only
concerned with Gaussian states and Gaussian unitaries.
It is adequate to represent a Gaussian state by writing
the first and second moments of the quadratures [20].
The first moment is defined as di = 〈ξˆi〉, characterizing
the displacement in the quadrature. The second moment
is known as the covariance matrix, defined as
σij =
1
2
〈{
ξˆi, ξˆ
†
j
}〉− didj , (2)
where { , } stands for the anti-commutator. In this con-
vention, the covariance matrix of the vacuum state is
σvac = diag{1/2, 1/2}. In the Heisenberg picture, the
evolution of the quadratures under a unitary Uˆ is
ξˆi → ξˆ ′i = Uˆ†ξˆiUˆ =
M∑
j=1
Sij ξˆj + ci, (3)
where Sij is called the symplectic matrix and ci repre-
sents the displacement. The evolution of the covariance
matrix is
σ → σ′ = SσS>. (4)
A general multimode unitary can always be decom-
posed into a collection of single-mode and two-mode uni-
taries. It is thus important to introduce some basic
single-mode and two-mode unitaries.
Phase shift: The phase shift unitary in the j-th mode
is
Rˆj(θ) = exp
[
iθ
2
(
qˆ2j + pˆ
2
j
)]
. (5)
The corresponding symplectic matrix Rj(θ) is
Rj(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. (6)
Single-mode squeezing: We follow the definition of
single-mode squeezing unitary in [21], which is different
from the standard definition.
Sˆj(s) = exp
[
− i
(
ln s
2
)(
qˆj pˆj + pˆj qˆj
)]
, (7)
where ln s is the squeezing parameter. By defining it this
way, the symplectic matrix takes a simple form,
Sj(s) =
(
s 0
0 1/s
)
. (8)
It can be seen that s plays the role as a squeezing factor
to the position quadrature.
Controlled-Z gate: This is a two-mode unitary,
which is defined as
CˆZ(g) = exp
(
ig qˆj ⊗ qˆk
)
, j 6= k, (9)
where g is the interaction strength. Its symplectic matrix
is
CZ(g) =
(
I2 G
G I2
)
, where G ≡
(
0 0
g 0
)
. (10)
Beam splitter: We define the unitary for a beam
splitter as
Bˆjk(θ) = exp
[− iθ(qˆj pˆk − pˆj qˆk)], j 6= k, (11)
The symplectic matrix is
Bjk(θ) =
(
I2 cos θ −I2 sin θ
I2 sin θ I2 cos θ
)
. (12)
Displacement: The displacement operator in the po-
sition quadrature is defined as
Xˆ(sj) = exp(−isj pˆj) (13)
and in the momentum quadrature it is defined as
Zˆ(sj) = exp(isj qˆj). (14)
The Wigner function is another quantity that can de-
scribe CV quantum states [22]. For Gaussian states, the
Wigner functions are normalized Gaussian distributions
and can be written in terms of the covariance matrix as
W (ξ) =
1
(2pi)M
√
detσ
exp
{
− 1
2
ξ>σ−1ξ
}
, (15)
where ξ = (q1, p1, · · · , qM , pM )> and M is the number
of modes. Under a unitary evolution Uˆ , Eq. (3), the
Wigner function is transformed as
W (ξ)→W ′(ξ) = W [S−1(ξ − c)]. (16)
3B. Temporal CV Cluster State
An ideal CV cluster state is a highly entangled mul-
timode Gaussian state. It is generated by applying the
controlled-Z gates, Eq. (9), to eigenstates of the mo-
mentum quadratures pˆi [23]. The eigenstates of mo-
mentum quadratures are infinitely squeezed, thus requir-
ing infinite energy. An approximate cluster state can
be generated via replacing the momentum eigenstates
by squeezed vacuum states in the momentum quadra-
ture. Other methods of generating CV cluster states
include linear-optics method [24], single-OPO method
[25, 26], single-QND method [27] and a combination of
these three [28]. In this paper, we focus on the temporal
CV cluster state [28] since it requires a small number of
optical elements. A one-dimensional temporal CV clus-
ter state with 10, 000 entangled modes has been gener-
ated experimentally [29], along with a one-million-mode
version [30]. A theoretical proposal for generating two-
dimensional temporal CV cluster states [28] is shown in
Fig. 4, with the error correction circuit (the shaded blue
box) removed.
III. SINGLE-MODE ERROR CORRECTION
A. General Formalism
CV measurement-based quantum computing requires
a resource state called a CV cluster state. In this sec-
tion we consider implementing single-mode unitaries and
it is known that a two-mode CV cluster state is ade-
quate [31]. An ideal two-mode CV cluster state can be
created by applying a controlled-Z gate CˆZ(t), Eq. (9),
to two infinitely-squeezed momentum eigenstates. How-
ever, an ideal CV cluster state is unphysical since it
requires infinite energy. Here we generate an approxi-
mate two-mode cluster state by applying a controlled-Z
gate to two single-mode squeezed vacuum states, both
squeezed in the momentum quadrature, as shown in Fig.
1. The interaction strength of the controlled-Z gate and
the squeezing factor to the position quadrature of the
squeezers are t and 1/
√
, respectively. t and  satisfy
t2 + 2 = 1. Note that  → 0 corresponds to infinite
squeezing. An input mode couples with the cluster state
via a beam splitter, as shown in Fig. 1, and a unitary can
be implemented by performing homodyne measurements
on two of the output modes. A specific unitary depends
on the measurement angles θi (i = 1, 3), namely, the
measurement quadratures bˆθi which are defined as
bˆθi = pˆi cos θi + qˆi sin θi. (17)
The quadratures qˆ1, pˆ1, qˆ3, pˆ3 are related to qˆa, pˆa, qˆc, pˆc
via a 50 : 50 beam splitter, as shown in Fig. 1 (also
see Appendix A for details). It is shown that any single-
mode unitary can be implemented by two measurement
steps [31]. If the cluster state is ideal (infinite squeezing),
the unitary can be implemented exactly. While for an
approximate cluster state (finite squeezing) error occurs
and the state is distorted. This can be characterized by
an error operator. Our main task is to correct the error
by using the information of the input state.
B. Correcting Single-mode Errors
We assume that the input state is a Gaussian
state without a displacement. This is the case for
some quantum algorithms, e.g., Gaussian Boson Sam-
pling [32, 33], and the generalization to the case
with a displacement is straightforward. The input
state thus can be represented by a Wigner function
Win(ξa) = (2pi
√
detσin)
−1 exp(−ξa>σ−1in ξa/2), where
ξa = (qa, pa)
> and σin is the input covariance matrix.
The unitary we want to implement is Vˆa, so the target
covariance matrix is σt = VaσinV
>
a , where Va is the sym-
plectic matrix of the mode a denoted as Vˆa. The target
Wigner function is Wtarget(ξc′) = Win(V
−1
a ξc′).
|0〉c ′
|0〉c
|ψ〉a
S
(
1/
√

)
S
(
1/
√

)
CZ(t)
B
(
pi
4
)
bˆθ3
bˆθ1
m1
m3
FIG. 1: Measurement-based single-mode unitary imple-
mented via a spatial two-mode CV cluster state. To imple-
ment a single-mode unitary, the input mode (mode a, with
input state |ψ〉a) is coupled to one (mode c) of the two modes
of the CV cluster state via a beam splitter B(pi/4). Two
output modes are detected by homodyne detectors with mea-
surement angles θ1 and θ3, respectively. After the homodyne
measurements, one has to displace the state in mode c ′ (not
shown in the figure) according to the measurement outcomes
m1 and m3.
According to the protocol in Fig. 1, the symplectic
matrix Va is determined by the measurement angles via
(see Appendix A for details)
Va(θ1, θ3) = Ra
(
θ+/2
)
Sa
[
tan(θ−/2)
]
Ra
(
θ+/2
)
Ra(pi),
(18)
where θ± = θ1 ± θ3. Here Ra(θ) represents a phase shift
with angle θ and Sa(s) represents single-mode squeez-
ing with squeezing factor s. It is evident that various
unitaries can be implemented by appropriately choosing
the measurement angles. The displacements we need to
apply after the homodyne detection are Cˆ†(m1,m3) =
Zˆ†(mp)Xˆ†(mq), where Xˆ and Zˆ are displacement oper-
4ators in the q and p quadratures, respectively, and
mq =
√
2
(
m1 sin θ3 +m3 sin θ1
)
t sin θ−
,
mp = −
√
2t
(
m1 cos θ3 +m3 cos θ1
)
sin θ−
. (19)
After the displacement correction, the output Wigner
function Wout is still different from the target Wigner
function Wtarget due to the effect of finite squeezing. We
find
P (m1,m3)Wout(ξc′) =
2
pi2
∫
dxq
∫
dxp
1
| sin θ−|Win
[
V −1a (X + x)
]
× exp
{
− x>Σ1x− (X> + γ>)Σ2x− x>Σ2(X + γ)− (X> + γ>)Σ3(X + γ)
}
, (20)
where P (m1,m3) is the probability with measurement
outcomes m1 and m3, X = S(t)ξc′ , γ = S(t) (mq,mp)
>,
x = (xq, xp)
>, Σ1 = 1 I2 and
Σ2 =
(
0 0
0 
)
, Σ3 =
(
/t2 0
0 
)
. (21)
The measurement outcomes m1 and m3 are random num-
bers. Averaging over all measurement outcomes results
in an averaged output state which contains noise due to
the effect of finite squeezing [31]. For example, if the
input state is a pure state, the averaged output state is
generally a mixed state.
If the input state covariance matrix σin is known, we
can straightforwardly perform the integration over x in
Eq. (20). By performing an additional displacement,
which depends not only on the measurement outcomes
but also the input state and unitary (or the target output
state), and integrating over all measurement outcomes,
we obtain an output state with Wigner function
W (ξc′) =
1
2pi
√
detσ
exp
{
− 1
2
ξ>c′σ
−1 ξc′
}
, (22)
where σ is the actual output covariance matrix. The
relation between the actual covariance matrix and the
target covariance matrix is given by
S−>(t)σ−1S−1(t) = σ−1t
(
I2 + ∆σ
)
, (23)
where ∆σ characterizes the deviation of the actual co-
variance matrix to the target covariance matrix,
∆σ = 2σtΣ3 −
(
I2 + 2σtΣ2
)(
I2 + 2Σ1σt
)−1(I2 + 2σtΣ2).
(24)
The additional displacement to X is (see Appendix A for
details)
D = −A−1Bγ, (25)
where
A = −(σ−1t + 2Σ2)(σ−1t + 2Σ1)−1(σ−1t + 2Σ2)
+
(
σ−1t + 2Σ3
)
,
B = 2Σ3 −
(
σ−1t + 2Σ2
)(
σ−1t + 2Σ1
)−1
(2Σ2). (26)
Note that in the infinite squeezing limit ( → 0, t → 1),
∆σ → 0 and D → 0. This means in the infinite squeez-
ing limit the actual output state is exactly the target
state and no additional displacement is required. In or-
der to recover the target covariance matrix, we need to
apply another unitary, Uˆec, to the actual output state
such that σt = Uec σ U
>
ec. We call the unitary Uˆec the
error correction unitary.
C. Example 1
To show how the error correction works, we now con-
sider a concrete example. If the input state is a single-
mode squeezed vacuum state with squeezing factor
√
s
and the unitary one wants to implement is a pi/2 phase
shift, namely,
σin =
1
2
(
s 0
0 1/s
)
, Va =
(
0 −1
1 0
)
(27)
then the target state is
σt = VaσinV
>
a =
1
2
(
1/s 0
0 s
)
. (28)
By using Eq. (24), we find that the deviation is
∆σ =
(
− s2t2−(1+s)st2(1+s) 0
0 s
2t2−(1+s)
+s
)
, (29)
which is proportional to  and vanishes when  → 0.
From Eq. (23) the actual output state covariance matrix
can be calculated as
σ =
1
2
( 1+s
+s 0
0 +s1+s
)
. (30)
5Evidently this is different from the target covariance ma-
trix (28). Note that σ is a covariance matrix of a single-
mode squeezed vacuum state. If s < 1, the target state
(28) is squeezed in the momentum quadrature with s
the minimal variance. The actual output state σ is also
squeezed in the momentum quadrature, however, the
amount of squeezing decreases since s+1+s > s. Usually
 is assumed to be small (with a substantial amount of
squeezing in the CV cluster state). In the limit of s→ 0,
the minimal variance of the actual output state is approx-
imately s + , which means after one measurement step
the minimal variance increases . To recover the target
state, we have to further squeeze the actual output state.
The symplectic matrix of the error correction unitary is
found to be
Uec(, s) =
√ 1+/s1+s 0
0
√
1+s
1+/s
 . (31)
IV. TWO-MODE ERROR CORRECTION
A. General Formalism
A two-mode unitary can be implemented by using a
quad-rail lattice cluster state [34], which in fact is a uni-
versal CV cluster state that can implement arbitrary
unitaries. In this section, we focus on correcting the
errors induced by the finite squeezing in the quad-rail
lattice cluster state. The two-mode unitary is imple-
mented via four homodyne measurements, the details
of which were discussed in [34]. The implementation
is shown to be equivalent to the scheme shown in Fig.
2, where two measurement-based single-mode unitary
schemes (see Fig. 1) are sandwiched by two 50 : 50 beam
splitters: B(pi/4) and B(−pi/4). Based on this observa-
tion, we can proceed with the help of the analysis in the
single-mode case.
|ψ〉b
|ψ〉a
|0〉c ′
|0〉c
|0〉d
|0〉d ′
S
(
1/
√

)
S
(
1/
√

)
S
(
1/
√

)
S
(
1/
√

)
CZ(t)
CZ(t)
B
(
pi
4
)
B
(
pi
4
)
B
(
pi
4
)
B
(
-pi4
)
bˆθ3
bˆθ1
bˆθ2
bˆθ4
m1
m3
m2
m4
FIG. 2: Measurement-based two-mode unitary implemented via a spatial four-mode CV cluster state. Two input modes a
and b with input states |ψ〉a and |ψ〉b pass through a beam splitter B(pi/4), the output states of which act as the input states
of two measurement-based single-mode unitary circuits (two green shaded boxes). The top one is exactly the same as that
shown in Fig. 1 and implements a unitary Vˆa(θ1, θ3); the bottom one is similar but with measurement quadratures bˆθ2 and bˆθ4 ,
and implements a unitary Vˆb(θ2, θ4). The two output modes of these two measurement-based single-mode unitary circuits pass
through another beam splitter B(−pi/4), giving the final outputs. The implemented two-mode unitary is completely determined
by the measurement angles θi (i = 1, · · · , 4). Note that displacements depending on measurement outcomes mi have to be
applied, which are not shown in the figure.
B. Correcting Two-mode Errors
The single-mode unitary implemented by the circuit in
the top green shaded box in Fig. 2 is Vˆa(θ1, θ3), while
the bottom green shaded box implements Vˆb(θ2, θ4), the
symplectic matrix of which is given by
Vb(θ2, θ4) = Rb
(
ϕ+/2
)
Sb
[
tan(ϕ−/2)
]
Rb
(
ϕ+/2
)
Rb(pi),
(32)
where ϕ± ≡ θ2 ± θ4. Therefore the whole circuit in Fig.
2 implements a two-mode unitary
V = B
(
− pi
4
)[
Va(θ1, θ3)⊕ Vb(θ2, θ4)
]
B
(
pi
4
)
. (33)
Define ξ2 = ξc′ ⊕ ξd′ , so the target Wigner function of
the output state is Wtarget(ξ2) = Win(V
−1ξ2). Similar
6to Eq. (19), we define
m¯q =
√
2
(
m2 sin θ4 +m4 sin θ2
)
t sinϕ−
,
m¯p = −
√
2t
(
m2 cos θ4 +m4 cos θ2
)
sinϕ−
, (34)
where m2 and m4 are the homodyne measurement out-
comes, as shown in Fig. 2. After the homodyne de-
tection, we need to apply displacements Cˆ†(m1,m3) and
Cˆ†(m2,m4) to the two modes right before the beam split-
ter B(−pi/4), respectively. Due to the finite squeezing in
the cluster state, the Wigner function of the actual out-
put state is different from Wtarget(ξ2). We find that the
actual Wigner function is given by (see Appendix B for
details)
P (m1,m2,m3,m4)Wout(ξ2) =
4
pi4| sin θ− sinϕ−|
∫
dxq
∫
dxp
∫
dyq
∫
dypWin
[
V −1
(
X˜ + x˜′
)]
× exp
{
− x˜′>Σ˜1x˜′ − (X˜> + γ˜>)Σ˜>2 x˜′ − x˜′>Σ˜2(X˜ + γ˜)− (X˜
>
+ γ˜>)Σ˜3(X˜ + γ˜)
}
,
(35)
where P (m1,m2,m3,m4) is the probability of obtain-
ing measurement outcomes m1,m2,m3,m4. Here X˜ =
S˜(t)ξ2 with S˜(t) = S(t)⊕S(t), x˜′ = B(−pi/4)x˜ with x˜ =
(xq, xp, yq, yp)
>, γ˜ = S˜(t)B(−pi/4)(mq,mp, m¯q, m¯p)>,
Σ˜1 =
1
 I4, Σ˜2 = Σ2 ⊕ Σ2 and Σ˜3 = Σ3 ⊕ Σ3.
Similar to the single-mode unitary case, if one averages
over all measurement outcomes without knowing the in-
formation about the input state, one would end up with
a state containing noise due to the effect of finite squeez-
ing. For example, if the input state is pure, the output
state is generally a mixed state. If we know the input
state covariance matrix σin, we can perform the integra-
tion over x˜ in Eq. (35). We then apply an additional
displacement to X˜, which depends not only on the mea-
surement outcomes but also the input state and unitary
(or the target state),
D˜ = −A˜−1B˜ γ˜, (36)
where
A˜ = −(σ−1t + 2Σ˜2)(σ−1t + 2Σ˜1)−1(σ−1t + 2Σ˜2),
+
(
σ−1t + 2Σ˜3
)
,
B˜ = 2Σ˜3 −
(
σ−1t + 2Σ˜2
)(
σ−1t + 2Σ˜1
)−1
(2Σ˜2), (37)
and σt = V σinV
> is the target output covariance matrix.
Finally, we average over all measurement outcomes and
obtain an output state with Wigner function
Wout(ξ2) =
1
(2pi)2
√
detσ2
exp
{
− 1
2
ξ′>2 σ
−1
2 ξ2
}
, (38)
where σ2 is the actual output covariance matrix. σ2 is
related to the target covariance matrix via
S˜−>(t)σ−12 S˜
−1(t) = σ−1t
(
I4 + ∆˜σ
)
, (39)
where
∆˜σ ≡ 2σtΣ˜3 −
(
I4 + 2σtΣ˜2
)(
I4 + 2Σ˜1σt
)−1(I4 + 2σtΣ˜2)
(40)
characterizes the deviation from the target covariance
matrix. Similarly, in the infinite squeezing limit ( →
0, t → 1), ∆˜σ → 0 and D˜ → 0. This means one can
perfectly implement the unitary Vˆ without using the in-
formation of the input state and applying additional dis-
placements.
C. Example 2
To show the validity of the error correction scheme
for two-mode unitaries, we consider a concrete example.
Suppose that the two input states are two single-mode
squeezed vacuum states which are squeezed in orthogonal
directions and the implemented unitary is a 50 : 50 beam
splitter. The target output state is a two-mode squeezed
vacuum state, which we assume to be
σt =
1
2
(
cosh 2r I2 sinh 2rZ2
sinh 2rZ2 cosh 2r I2
)
, (41)
where Z2 =
(
1 0
0 −1
)
. By substituting σt into Eq. (40)
we find
7I4 + ∆˜σ =

1+2 cosh 2r+2 cosh 4r
t2(1+2+2 cosh 2r) 0
2 sinh 2r(1+ cosh 2r)
t2(1+2+2 cosh 2r) 0
0 t
2(1+2 cosh 2r+2 cosh 4r)
1+2+2 cosh 2r 0 − 2t
2 sinh 2r(1+ cosh 2r)
1+2+2 cosh 2r
2 sinh 2r(1+ cosh 2r)
t2(1+2+2 cosh 2r) 0
1+2 cosh 2r+2 cosh 4r
t2(1+2+2 cosh 2r) 0
0 − 2t2 sinh 2r(1+ cosh 2r)1+2+2 cosh 2r 0 t
2(1+2 cosh 2r+2 cosh 4r)
1+2+2 cosh 2r

= S˜−1(t)
(J I2 KZ2
KZ2 J I2
)
S˜−>(t), (42)
where we have defined
J = 1 + 2 cosh 2r + 
2 cosh 4r
1 + 2 + 2 cosh 2r
,
K = 2 sinh 2r(1 +  cosh 2r)
1 + 2 + 2 cosh 2r
. (43)
It can be shown straightforwardly that S˜(t)σt = σtS˜(t),
so the target covariance matrix σt can be recovered from
the actual output covariance matrix σ2 via
σt =
(J I2 KZ2
KZ2 J I2
)
σ2. (44)
Note that J 2 −K2 = 1, so we can define
J = cosh 2α, K = sinh 2α, (45)
such that
σt =
(
coshα I2 sinhαZ2
sinhαZ2 coshα I2
)
σ2
(
coshα I2 sinhαZ2
sinhαZ2 coshα I2
)
.
(46)
Therefore the target covariance matrix can be recovered
by applying another two-mode squeezer with squeezing
parameter α to the actual output state. Fig. 3 shows the
relation between the error correction squeezing parame-
ter α and the input state squeezing parameter r for some
particular numbers of squeezing in the cluster state. Note
that the squeezing has been converted into the units of
dB using 10 log10(e
2r) ≈ 8.686 r where r is the squeezing
parameter.
V. MULTIMODE ERROR CORRECTION
In CV quantum computation, a typical circuit usually
contains a large number of modes, implementing mul-
timode unitaries. An arbitrary multimode unitary can
always be decomposed into a collection of single-mode
and two-mode unitaries. The error correction scheme for
single-mode and two-mode unitaries discussed in Secs.
III and IV thus can be easily fitted into a multimode cir-
cuit. We showed that there exists no resource advantage
if the multimode unitaries are implemented by spatial
CV cluster states. However, as discussed below, in the
FIG. 3: Amount of squeezing required in correcting two-
mode errors versus the input state squeezing for a spatial CV
cluster state with squeezing 4 dB (green dotted line), 6 dB
(orange dashed line) and 10 dB (blue solid line).
time domain cluster states practical advantages can be
obtained as the resources stay fixed for arbitrary amounts
of input modes.
A. Error Correction Optical Setup
From the single-mode and two-mode cases, we can
summarize the procedure of the error correction scheme
as follows. Before applying the unitary, we have to know
the input state, e.g., the input Wigner function. This
is motivated from the observation that for most quan-
tum algorithms the input states are known. Since we
also know the unitary that is going to be implemented,
we can straightforwardly calculate the expected target
output Wigner function. This tells us the information
about the additional displacement and the error that we
have to correct. Appropriate optical elements (a single-
mode squeezer and several phase shifters for single-mode
unitary error correction; two single-mode squeezers, two
beam splitters and several phase shifters for two-mode
unitary error correction) are introduced to build an error
correction circuit. We then perform homodyne measure-
ments, displace the output state (standard and additional
displacements) and correct the actual output state by
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B5 B6B(θ1, φ1) B(θ2, φ2)
∆t
M∆t
D1
D2
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S
(
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)
S
(
r2, ϕ2
)
error correction
input output
input output
FIG. 4: The error correction circuit (blue shaded box) for multimode Gaussian unitaries implemented via a temporal CV
cluster state consists of two beam splitters, B(θ1, φ1) and B(θ2, φ2), and two single-mode squeezers, S(r1, ϕ1) and S(r2, ϕ2)
(note that we have absorbed the phase shifts into the beam splitters and squeezers to simplify the circuit). The parameters of
these beam splitters and squeezers are adjusted to corrects errors imposed on implemented two-mode unitaries. The remaining
part of the optical setup generates two-dimensional CV cluster states [28] and implements universal quantum computation with
addition of non-Gaussian gates [35], e.g., cubic-phase gates. Bi (i = 1, · · · , 6) are six 50 : 50 beam splitters, Di (i = 1, 2, 3, 4) are
four homodyne detectors. Four single-mode squeezed pulses (left most) are generated continuously with time interval ∆t and
are injected into the circuit. A pair of two-mode squeezed states are produced after the beam splitter B1 and B2. One pulse of
the top two-mode squeezed state is delayed by ∆t, while one pulse of the bottom two-mode squeezed state is delayed by M∆t,
where M is an integer and can thought of as the depth of the circuit. If the error correction circuit is absent and no homodyne
detection is performed, a temporal two-dimensional cluster state is generated after the beam splitters B3, B4, B5 and B6 [28].
To do quantum computation, two switches (green boxes) have to be introduced to couple the input states into the cluster state
or to readout the output states after the computation [36]. At the beginning, the switches are turned on to let the input states
couple into the cluster state and then turned off. Homodyne measurements are performed to implement a two-mode unitary
each time, depending on the measurement quadratures of the homodyne detection. Error correction follows the homodyne
measurements to correct the error induced by the finite squeezing in the input squeezed pulses (note that displacements are
also required, which are not shown in the figure). After all computations are done, the switches are turned on such that one
can readout or detect the output states.
passing it through the error correction circuit. Finally,
the target state is obtained, namely, the unitary has been
perfectly implemented.
If one is only concerned with single-mode and two-
mode unitaries, the proposed error correction scheme is
not necessary because it costs too much in terms of re-
sources. For example, one can directly prepare an almost
perfect beam splitter instead of implementing a virtual
beam splitter via measuring a cluster state and then cor-
recting the error using another two beam splitters and
two single-mode squeezers. Obviously, there is no point
in doing that. We can generalize the error correction
scheme to multimode unitaries which can always be de-
composed into a collection of single-mode and two-mode
unitaries. If the multimode unitaries are implemented by
spatial CV cluster states, we have to add an error correc-
tion circuit after each single-mode or two-mode unitary.
The number of required optical elements is thus huge,
indicating that there exists no advantage to using this
error correction scheme for the spatial CV clusters.
However, this error correction scheme shows advan-
tages when one considers a multimode circuit imple-
mented by a temporal CV cluster state [29]. It was pro-
posed that a measurement-based linear optical circuit can
be implemented using a temporal CV cluster state [36].
The advantage of the measurement-based protocol is that
a circuit with a large number of modes can be achieved
with a small number of optical elements. For example,
a one-million-mode CV cluster state has been generated
[30]. It is promising to generalize the measurement-based
protocol to generate two-dimensional cluster states such
that multimode unitaries can be implemented. With a
small number of additional optical elements, the pro-
posed error correction scheme can be well fitted into the
measurement-based multimode circuit.
Fig. 4 shows a time domain optical setup that gener-
ates two-dimensional cluster states and implements mul-
timode unitaries [36] with the error correction circuit in-
cluded (the blue shaded box). An arbitrary multimode
unitary can be decomposed into a set of single-mode and
two-mode unitaries. The circuit shown in Fig. 4 im-
plements either a two-mode unitary or two single-mode
unitaries by performing four homodyne measurements at
once. Therefore we only need to correct a two-mode uni-
tary or two single-mode unitaries each time. The opti-
cal elements required to perform these error corrections
are at most two single-mode squeezers, two beam split-
ters and several phase shifters. By continuously gener-
ating four single-mode squeezed states and performing
homodyne measurements, an error corrected multimode
unitary is implemented. Note that at each step the uni-
tary and the input state are different, so the parameters
(the amount of squeezing, transmission coefficient, phase
etc.) of the optical elements in the error correction circuit
9should be adjustable.
B. Classical Resources
To achieve error correction for a multimode circuit,
one has to keep track of the Wigner function through
the whole computational process. In particular, one has
to store the information of the Wigner function before
and after each unitary, and calculate the evolution of
the Wigner function based on this unitary. Consider
an M -mode circuit, the size of the covariance matrix is
2M×2M , which means one needs to store at most (2M)2
complex numbers in a classical computer. The computa-
tion proceeds step by step with each step implementing a
two-mode unitary. The submatrix of the covariance ma-
trix corresponding to these two modes is changed, as well
as the correlations between these two modes and other
modes. This means 4(2M−1) elements of the covariance
matrix are changed after a two-mode unitary. From this
conservative estimate, the size of the required memory
in a classical computer grows polynomially in the size of
the circuit. This means that the Wigner function can be
tracked efficiently.
VI. CONCLUSION
We proposed an error correction scheme for
measurement-based quantum computation based on the
temporal continuous-variable cluster states. To perform
error correction due to the effect of finite squeezing
in the cluster states, we used the information of the
input states, which is typical for quantum computing
algorithms. Furthermore, the Wigner function has to
be kept tracked of during the whole computational
process. The parameters of the optical elements in the
error correction circuit are adjusted according to the
input state and unitary. For a computation based on
temporal cluster states, we find that a small number of
optical elements is adequate: two beam splitters, two
single-mode squeezers and several phase shifters. We
note that future work would include analyzing the effects
of other types of errors, such as those from experimental
imperfections.
The challenge of this error correction scheme is the on-
line squeezing, which is more difficult to achieve experi-
mentally than the offline squeezing. However, a certain
amount of online squeezing has been achieved experimen-
tally [37, 38] and we show than the typical amount of
online squeezing is not so high if the squeezing in the
cluster state is above a certain level (see Fig. 3). There-
fore the proposed error correction scheme is promising if
both the amount of online squeezing and the squeezing
in the cluster states can be improved in the near future.
Finally, to achieve universal quantum computation,
non-Gaussian states or non-Gaussian gates, e.g., cubic-
phase gates, are required. Therefore, the error correction
involving non-Gaussian states or non-Gaussian unitaries
is paramount. It is important to explore whether the
proposed error correction scheme can be generalized to
the non-Gaussian regime. We leave this for future work.
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Appendix A: Single-mode Errors Due to Finite Squeezing
In this appendix, we focus on single-mode errors due to the finite squeezing in the CV cluster states. We first derive
the output Wigner function Wout, Eq. (20), of the measurement-based unitary circuit shown in Fig. 1, then discuss
in detail how to correct the single-mode errors.
1. Wigner Function Before Homodyne Measurement
We follow the evolution of the Wigner function from left to right in the circuit shown in Fig. 1. Assume that
the input state is a Gaussian state and is represented by a Wigner function Win(qa, pa). The Wigner function for
two independent single-mode squeezed states with squeezing factor 1/
√
, which are both squeezed in the momentum
quadrature, is
WSS(qc, pc, qc′ , pc′) = G1/(qc)G(pc)G1/(qc′)G(pc′), (A1)
where Gy(x) is a Gaussian function,
Gy(x) =
1√
piy
exp
{
− x
2
y
}
. (A2)
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By using Eqs. (10) and (16), we can obtain the Wigner function of an approximate CV cluster state,
WCS(qc, pc, qc′ , pc′) = G1/(qc)G(pc − tqc′)G1/(qc′)G(pc′ − tqc) (A3)
The overall Wigner function before the beam splitter is
Win(qa, pa)WCS(qc, pc, qc′ , pc′) = Win(qa, pa)G1/(qc)G(pc − tqc′)G1/(qc′)G(pc′ − tqc). (A4)
We denote the quadratures after the beam splitter as (qˆ1, pˆ1, qˆ3, pˆ3), and they are related to the quadratures before
the beam splitter (qˆa, pˆa, qˆc, pˆc) via Eq. (12) with θ = pi/4, namely,(
qˆ3
qˆ1
)
=
1√
2
(
1 −1
1 1
)(
qˆa
qˆc
)
,
(
pˆ3
pˆ1
)
=
1√
2
(
1 −1
1 1
)(
pˆa
pˆc
)
. (A5)
Therefore after the beam splitter (before performing the homodyne measurement), the overall Wigner function be-
comes
Win
[
1√
2
(q1 + q3),
1√
2
(p1 + p3)
]
G1/
[
1√
2
(q1 − q3)
]
G
[
1√
2
(p1 − p3)− tqc′
]
G1/(qc′)G
[
pc′ − t√
2
(q1 − q3)
]
. (A6)
2. Homodyne Measurement
Homodyne detector measures the quadrature of the optical field, e.g., the position quadrature qˆ or momentum
quadrature pˆ. More generally, a phase shift can be inserted before the detector such that an arbitrary quadrature is
measured. Suppose that bˆθ is the quadrature we want to measure and cˆθ is its conjugate quadrature, [cˆθ, bˆθ] = i, then(
cˆθ
bˆθ
)
=
(
cos θ − sin θ
sin θ cos θ
)(
qˆ
pˆ
)
. (A7)
In the circuit shown in Fig. 1, we measure the quadratures bˆθ1 and bˆθ3 , respectively. If we measure bˆθ1 and obtain an
outcome m1, we get a constraint: p1 cos θ1 + q1 sin θ1 = m1. The possible measurement outcome (we do not measure
it actually) of its conjugate quadrature cˆθ1 is independent and could be any real values, which is denoted as τ1 and
satisfies −p1 sin θ1 + q1 cos θ1 = τ1. We have(
τ1
m1
)
=
(
cos θ1 − sin θ1
sin θ1 cos θ1
)(
q1
p1
)
. (A8)
Similarly, for the other mode, (
τ3
m3
)
=
(
cos θ3 − sin θ3
sin θ3 cos θ3
)(
q3
p3
)
. (A9)
where m3 is the measurement outcome of bˆθ3 and τ3 is the possible measurement outcome of cˆθ3 . Substituting the
constraints (A8) and (A9) into the overall Wigner function (A6) and integrating over τ1 and τ3, we find
P (m1,m3)Wout(qc′ , pc′) =
∫
dτ1
∫
dτ3 Win
[
1√
2
(
m1 sin θ1 +m3 sin θ3
)
+
1√
2
(
τ1 cos θ1 + τ3 cos θ3
)
,
1√
2
(
m1 cos θ1 +m3 cos θ3
)− 1√
2
(
τ1 sin θ1 + τ3 sin θ3
)]
×G1/
[
1√
2
(
m1 sin θ1 −m3 sin θ3
)
+
1√
2
(
τ1 cos θ1 − τ3 cos θ3
)]
G1/(qc′)
×G
[
1√
2
(
m1 cos θ1 −m3 cos θ3
)− 1√
2
(
τ1 sin θ1 − τ3 sin θ3
)− tqc′]
×G
[
pc′ − t√
2
(
m1 sin θ1 −m3 sin θ3
)− t√
2
(
τ1 cos θ1 − τ3 cos θ3
)]
, (A10)
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where P (m1,m3) is the probability of registering measurement outcomes m1 and m3 simultaneously. In the case of
θ1 6= θ3, by changing the integration variables and performing some algebraic calculations we find
P (m1,m3)Wout(qc′ , pc′)
=
∫
dxq
∫
dxp
2
| sin θ−|Win
[
− (xq + tqc′)
(
2 cos θ1 cos θ3
sin θ−
)
−
(
xp +
pc′
t
)(
sin θ+
sin θ−
)
+
√
2
(
m1 cos θ3 −m3 cos θ1
)
sin θ−
,
+
(
xq + tqc′
)(
sin θ+
sin θ−
)
+
(
xp +
pc′
t
)(
2 sin θ1 sin θ3
sin θ−
)
−
√
2
(
m1 sin θ3 −m3 sin θ1
)
sin θ−
]
×G1/
(
xp +
pc′
t
)
G1/(qc′)G(xq)G(−txp). (A11)
We further define mq and mp as
mq =
√
2
(
m1 sin θ3 +m3 sin θ1
)
t sin θ−
,
mp = −
√
2t
(
m1 cos θ3 +m3 cos θ1
)
sin θ−
(A12)
so that the Wigner function can be rewritten as
P (m1,m3)Wout(qc′ , pc′)
=
∫
dxq
∫
dxp
2
| sin θ−|Win
[
−
(
xq + t
(
qc′ −mq
))(2 cos θ1 cos θ3
sin θ−
)
−
(
xp +
(
pc′ −mp
)
t
)(
sin θ+
sin θ−
)
,(
xq + t
(
qc′ −mq
))( sin θ+
sin θ−
)
+
(
xp +
(
pc′ −mp
)
t
)(
2 sin θ1 sin θ3
sin θ−
)]
×G1/
(
xp +
pc′
t
)
G1/(qc′)G
(
xq
)
G
(− txp). (A13)
The two arguments of the Wigner function Win can be considered as a two-component vector, which we find can be
written as
− 1
sin θ−
(
2 cos θ1 cos θ3 sin θ+
− sin θ+ −2 sin θ1 sin θ3
){(
t 0
0 1/t
)[(
qc′
pc′
)
−
(
mq
mp
)]
+
(
xq
xp
)}
. (A14)
We define
V −1a (θ1, θ3) = −
1
sin θ−
(
2 cos θ1 cos θ3 sin θ+
− sin θ+ −2 sin θ1 sin θ3
)
= − 1
sin θ−
(
cos θ+ + cos θ− sin θ+
− sin θ+ cos θ+ − cos θ−
)
(A15)
and find that it can be decomposed into
V −1a (θ1, θ3) = −
 cos ( θ+2 ) sin ( θ+2 )
− sin ( θ+2 ) cos ( θ+2 )
tan−1 ( θ−2 ) 0
0 tan
( θ−
2
)
 cos ( θ+2 ) sin ( θ+2 )
− sin ( θ+2 ) cos ( θ+2 )

= R−1(pi)R−1
(
θ+/2
)
S−1
[
tan(θ−/2)
]
R−1
(
θ+/2
)
. (A16)
This shows that choosing homodyne measurement angles θ1 and θ3 implements a unitary Vˆ (θ+, θ−), the symplectic
matrix of which is
Va(θ1, θ3) = R
(
θ+/2
)
S
[
tan(θ−/2)
]
R
(
θ+/2
)
R(pi). (A17)
In addition, the state is displaced by Xˆ(mq) and Zˆ(mp). More importantly, the state is distorted due to the finite
squeezing of the cluster state, which is characterized by the convolution of the input Wigner function Win with the
momentum space wave functions G
(
xq
)
and G
(− txp).
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To correct the displacements, we apply Xˆ†(mq) and Zˆ†(mp) to the state, which corresponds to performing feedfor-
ward in the realistic experiment. After the displacement corrections, the Wigner function becomes
P (m1,m3)Wout(qc′ , pc′)
=
∫
dxq
∫
dxp
2
| sin θ−|Win
[
− (xq + tqc′)(2 cos θ1 cos θ3
sin θ−
)
−
(
xp +
pc′
t
)(
sin θ+
sin θ−
)
,
(
xq + tqc′
)( sin θ+
sin θ−
)
+
(
xp +
pc′
t
)(
2 sin θ1 sin θ3
sin θ−
)]
×G1/
(
xp +
pc′
t
+
mp
t
)
G1/
(
qc′ +mq
)
G
(
xq
)
G
(− txp). (A18)
3. Correcting Errors Using Information of Input States
If we are unaware of the input state, the output state is distorted due to the finite squeezing in the cluster state. A
pure input state would become mixed if one takes into account all measurement outcomes; or it is pure but the wave
function is distorted if one post-selects one of the measurement outcomes, as can be seen from Eq. (A18). If we know
the input state, we can correct the distortions due to the effect of finite squeezing.
In this paper we only consider Gaussian input states and Gaussian unitaries, therefore the output states are also
Gaussian. It is convenient to describe the Gaussian states using the Wigner function as defined by Eq. (15). We
assume that the covariance matrix of the input state is σin and define
X =
(
t 0
0 1/t
)(
qc′
pc′
)
= S(t)
(
qc′
pc′
)
, x =
(
xq
xp
)
, γ =
(
t 0
0 1/t
)(
mq
mp
)
= S(t)
(
mq
mp
)
, (A19)
then the input Wigner function in Eq. (A18) is
Win
[
V −1a (X + x)
]
=
1
2pi
√
detσin
exp
{
− 1
2
(X> + x>)(Va σin V >a )
−1(X + x)
}
=
1
2pi
√
detσt
exp
{
− 1
2
(X> + x>)σ−1t (X + x)
}
, (A20)
where we have defined the target output covariance matrix as σt = Va σin V
>
a and used the fact that detσin =
det(Va σin V
>
a ). By using the definition of the Gaussian function, Eq. (A2),
G1/
(
xp +
pc′
t
+
mp
t
)
G1/
(
qc′ +mq
)
G
(
xq
)
G
(− txp)
=
1
pi2
exp
{
− x>Σ1x− (X> + γ>)Σ2x− x>Σ2(X + γ)− (X> + γ>)Σ3(X + γ)
}
, (A21)
where
Σ1 =
(
1/ 0
0 + t2/
)
=
1

I2, Σ2 =
(
0 0
0 
)
, Σ3 =
(
/t2 0
0 
)
. (A22)
So the exponential of the integrand in (A18) is proportional to
(X> + x>)σ−1t (X + x) + x
>(2Σ1)x+ (X> + γ>)(2Σ2)x+ x>(2Σ2)(X + γ) + (X> + γ>)(2Σ3)(X + γ)
= x>
(
σ−1t + 2Σ1
)
x+X>
(
σ−1t + 2Σ2
)
x+ x>
(
σ−1t + 2Σ2
)
X + γ>(2Σ2)x+ x>(2Σ2)γ +X>
(
σ−1t + 2Σ3
)
X
+X>(2Σ3)γ + γ>(2Σ3)X + γ>(2Σ3)γ. (A23)
One can define y = x− x0 with
x0 = −
(
σ−1t + 2Σ1
)−1(
σ−1t + 2Σ2
)
X − (σ−1t + 2Σ1)−1(2Σ2)γ (A24)
such that the linear terms in y disappear, namely, the exponential of the integrand in (A18) is proportional to
y>
(
σ−1t + 2Σ1
)
y +X>AX +X>B γ + γ>B>X + γ>C γ, (A25)
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where we have defined
A = (σ−1t + 2Σ3)− (σ−1t + 2Σ2)(σ−1t + 2Σ1)−1(σ−1t + 2Σ2),
B = 2Σ3 −
(
σ−1t + 2Σ2
)(
σ−1t + 2Σ1
)−1
(2Σ2),
C = 2Σ3 − (2Σ2)
(
σ−1t + 2Σ1
)−1
(2Σ2). (A26)
One can further define Y as Y = X −D with
D = −A−1B γ (A27)
such that the linear terms in Y disappear, then the exponential of the integrand in (A18) is proportional to
y>
(
σ−1t + 2Σ1
)
y + Y >AY + γ>(C − B>A−1B)γ
=
(
x− x0
)>(
σ−1t + 2Σ1
)(
x− x0
)
+
(
X −D)>A (X −D)+ γ>(C − B>A−1B)γ. (A28)
The integration over x becomes straightforward since it is simply a Gaussian integration. After the integration over
x, the Wigner function in Eq. (A18) becomes
P (m1,m3)Wout(qc′ , pc′) =
2
pi2| sin θ−|
√
det
(
I2 + 2σtΣ1
) exp{− 12(X −D)>A (X −D)− 12γ>(C − B>A−1B)γ
}
.
(A29)
We can further apply displacements to qc′ and pc′ , namely, X →X +D. The displacement vector D is given by Eq.
(A27), and is dependent on the input covariance matrix σin, the unitary Vˆa and the homodyne measurement outcomes.
After this displacement and averaging over all measurement outcomes, the output Wigner function becomes
Wout(qc′ , pc′) =
∫
dm1
∫
dm3 P (m1,m3)Wout(qc′ , pc′) =
1
2pi
√
detσ
exp
{
− 1
2
ξ>c′σ
−1 ξc′
}
, (A30)
where σ = S
(
1
t
)A−1S>( 1t ) is the actual covariance matrix after performing the additional displacement correction
by using the information of the input state. σ is still different from the target covariance matrix σt.
S−>(t)σ−1S−1(t) = A = σ−1t
(
I2 + ∆σ
)
, (A31)
where
∆σ ≡ 2σtΣ3 −
(
I2 + 2σtΣ2
)(
I2 + 2Σ1σt
)−1(I2 + 2σtΣ2) (A32)
characterizes the difference between the target covariance matrix and the actual covariance matrix. It can be shown
from Eq. (A22) that ∆σ → 0 when → 0. The target covariance matrix can be written in terms of the actual output
covariance matrix σ as
σt =
(
I2 + ∆σ
)
S(t)σS>(t). (A33)
Appendix B: Two-mode Unitary Errors Due to Finite Squeezing
In this appendix, we focus on implementing a two-mode unitary by performing four homodyne measurements, and
correcting the errors due to the finite squeezing in the CV cluster state. The scheme of implementing a measurement-
based two-mode unitary is shown in Fig. 2. By comparing it with Fig. 1, we note that each green box in Fig. 2
basically implements a single-mode unitary. A two-mode unitary is achieved by sandwiching two single-mode unitaries
with two 50 : 50 beam splitters: B(pi/4) and B(−pi/4). Based on this observation, we can proceed with the help of
the analysis in Appendix A.
To simplify the analysis, we assume that the Wigner function after the first beam splitter B(pi/4) is W2(qa, pa, qb, pb),
which is related to the input Wigner function Win via
W2(qa, pa, qb, pb) = Win
[
1√
2
(qa + qb),
1√
2
(pa + pb),
1√
2
(−qa + qb), 1√
2
(−pa + pb)
]
, (B1)
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Following W2(qa, pa, qb, pb) are two independent measurement-based single-mode unitaries, which we label as Vˆa and
Vˆb, respectively. We have analyzed Vˆa in Appendix A. The analysis of Vˆb can be done similarly and results can be
obtained by replacing “1” by “2” and “3” by “4”. To avoid confusions we assume all notations for the unitary Vˆa are
the same as those in Appendix A and introduce different notations for the second unitary Vˆb. Define ϕ± = θ2 ± θ4
and
m¯q =
√
2
(
m2 sin θ4 +m4 sin θ2
)
t sinϕ−
,
m¯p = −
√
2t
(
m2 cos θ4 +m4 cos θ2
)
sinϕ−
. (B2)
The symplectic transformation corresponding to the unitary Vˆb is
Vb(θ2, θ4) = Rb
(
ϕ+/2
)
Sb
[
tan(ϕ−/2)
]
Rb
(
ϕ+/2
)
Rb(pi) (B3)
The Wigner function before the beam splitter B(−pi/4) (after displacement corrections of each single-mode unitary)
is
P (m1,m2,m3,m4)Wout(qc′ , pc′ , qd′ , pd′)
=
∫
dxq
∫
dxp
∫
dyq
∫
dyp
4
| sin θ− sinϕ−|W2
[
− (xq + tqc′)(2 cos θ1 cos θ3
sin θ−
)
−
(
xp +
pc′
t
)(
sin θ+
sin θ−
)
,
(
xq + tqc′
)( sin θ+
sin θ−
)
+
(
xp +
pc′
t
)(
2 sin θ1 sin θ3
sin θ−
)
,−(yq + tqd′)(2 cos θ2 cos θ4
sinϕ−
)
−
(
yp +
pd′
t
)(
sinϕ+
sinϕ−
)
,
(
yq + tqd′
)( sinϕ+
sinϕ−
)
+
(
yp +
pd′
t
)(
2 sin θ2 sin θ4
sinϕ−
)]
×G1/
(
xp +
pc′
t
+
mp
t
)
G1/
(
qc′ +mq
)
G
(
xq
)
G
(− txp)
×G1/
(
yp +
pd′
t
+
m¯p
t
)
G1/
(
qd′ + m¯q
)
G
(
yq
)
G
(− typ), (B4)
where P (m1,m2,m3,m4) is the probability of registering measurement outcomes m1,m2,m3 and m4 simultaneously.
We further define
Mq =
1√
2
(mq + m¯q), M˜q =
1√
2
(−mq + m¯q), Mp = 1√
2
(mp + m¯p), M˜p =
1√
2
(−mp + m¯p). (B5)
After the last beam spitter B(−pi/4), the Wigner function becomes
P (m1,m2,m3,m4)Wout(qc′ , pc′ , qd′ , pd′)
=
∫
dxq
∫
dxp
∫
dyq
∫
dyp
4
| sin θ− sinϕ−|Win
[
B
(
− pi
4
)(
Va ⊕ Vb
)−1
B
(
pi
4
)(
X˜ + x˜′
)]
×G1/
[
xp +
(pc′ +Mp)− (pd′ + M˜p)√
2 t
]
G1/
[
(qc′ +Mq)− (qd′ + M˜q)√
2
]
G
(
xq
)
G
(− txp)
×G1/
[
yp +
(pc′ +Mp) + (pd′ + M˜p)√
2 t
]
G1/
[
(qc′ +Mq) + (qd′ + M˜q)√
2
]
G
(
yq
)
G
(− typ), (B6)
where we have defined x˜′ = B(−pi/4)x˜ with x˜ = (xq, xp, yq, yp)>, and
X˜ =
t 0 0 00 1/t 0 00 0 t 0
0 0 0 1/t

qc
′
pc′
qd′
pd′
 ≡ S˜(t)
qc
′
pc′
qd′
pd′
 . (B7)
Note that we also used the fact that B(pi/4) commutes with S˜(t). By using the definition of the Gaussian function,
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Eq. (A2),
G1/
[
xp +
(pc′ +Mp)− (pd′ + M˜p)√
2 t
]
G1/
[
(qc′ +Mq)− (qd′ + M˜q)√
2
]
G
(
xq
)
G
(− txp)
×G1/
[
yp +
(pc′ +Mp) + (pd′ + M˜p)√
2 t
]
G1/
[
(qc′ +Mq) + (qd′ + M˜q)√
2
]
G
(
yq
)
G
(− typ)
=
1
pi4
exp
{
− x˜′>Σ˜1x˜′ − (X˜> + γ˜>)Σ˜>2 x˜′ − x˜′>Σ˜2(X˜ + γ˜)− (X˜
>
+ γ˜>)Σ˜3(X˜ + γ˜)
}
, (B8)
where
γ˜ =
t 0 0 00 1/t 0 00 0 t 0
0 0 0 1/t


Mq
Mp
M˜q
M˜p
 (B9)
and
Σ˜1 = B
>
(
pi
4
)(
Σ1 ⊕ Σ1
)
B
(
pi
4
)
=
1

I4,
Σ˜2 = B
>
(
pi
4
)(
Σ2 ⊕ Σ2
)
B
(
pi
4
)
=
(
Σ2 0
0 Σ2
)
,
Σ˜3 = B
>
(
pi
4
)(
Σ3 ⊕ Σ3
)
B
(
pi
4
)
=
(
Σ3 0
0 Σ3
)
. (B10)
So the exponential of the integrand in (B6) is proportional to
(X˜
>
+ x˜′>)σ−1t (X˜ + x˜
′) + x˜′>(2Σ˜1)x˜′ + (X˜
>
+ γ˜>)(2Σ˜2)x˜′ + x˜′>(2Σ˜2)(X˜ + γ˜) + (X˜
>
+ γ˜>)(2Σ˜3)(X˜ + γ˜)
= x˜′>
(
σ−1t + 2Σ˜1
)
x˜′ + X˜
>(
σ−1t + 2Σ˜2
)
x˜′ + x˜′>
(
σ−1t + 2Σ˜2
)
X˜ + γ˜>(2Σ˜2)x˜′ + x˜′>(2Σ˜2)γ˜ + X˜
>(
σ−1t + 2Σ˜3
)
X˜
+X˜
>
(2Σ˜3)γ˜ + γ˜
>(2Σ˜3)X˜ + γ˜>(2Σ˜3)γ˜. (B11)
The target covariance matrix σt is
σt =
[
B
(
− pi
4
)(
Va ⊕ Vb
)
B
(
pi
4
)]
σin
[
B
(
− pi
4
)(
Va ⊕ Vb
)>
B
(
pi
4
)]
≡ V σinV >. (B12)
By introducing y˜ = x˜′ − x˜′0 with
x˜′0 = −
(
σ−1t + 2Σ˜1
)−1(
σ−1t + 2Σ˜2
)
X˜ − (σ−1t + 2Σ˜1)−1(2Σ˜2)γ˜ (B13)
such that the linear terms in y˜ disappear, namely, the exponential of the integrand in (B6) is proportional to
y˜>
(
σ−1t + 2Σ˜1
)
y˜ + X˜>A˜ X˜+ X˜>B˜ γ˜ + γ˜>B˜>X˜+ γ˜>C˜ γ˜, (B14)
where
A˜ = (σ−1t + 2Σ˜3)− (σ−1t + 2Σ˜2)(σ−1t + 2Σ˜1)−1(σ−1t + 2Σ˜2),
B˜ = 2Σ˜3 −
(
σ−1t + 2Σ˜2
)(
σ−1t + 2Σ˜1
)−1
(2Σ˜2),
C˜ = 2Σ˜3 − (2Σ˜2)
(
σ−1t + 2Σ˜1
)−1
(2Σ˜2). (B15)
One can further define Y˜ = X˜ − D˜ with
D˜ = −A˜−1B˜ γ˜ (B16)
such that the linear terms in Y˜ disappear, then the exponential of the integrand in (B6) is proportional to
y˜>
(
σ−1t + 2Σ˜1
)
y˜ + Y˜
>A˜ Y˜ + γ˜>(C˜ − B˜>A˜−1B˜) γ˜
=
(
x˜′ − x˜′0
)>(
σ−1t + 2Σ˜1
)(
x˜′ − x˜′0
)
+
(
X˜ − D˜)>A˜ (X˜ − D˜)+ γ˜>(C˜ − B˜>A˜−1B˜) γ˜. (B17)
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After performing the integration over x˜′, which is simply a Gaussian integration, the Wigner function (B6) becomes
P (m1,m2,m3,m4)Wout(qc′ , pc′ , qd′ , pd′)
=
4
pi4| sin θ− sinϕ−|
√
det (I4 + 2σtΣ˜1)
exp
{
− 1
2
(
X˜ − D˜)>A˜ (X˜ − D˜)− 1
2
γ˜>
(C˜ − B˜>A˜−1B˜) γ˜}. (B18)
We can further apply displacements to qc′ , pc′ , qd′ and pd′ , specifically, X˜ → X˜ + D˜. The displacement D˜ is given
by Eq. (B16), and is dependent on the input covariance matrix σin, the unitary Vˆ and the homodyne measurement
outcomes. After this displacement and averaging over all measurement outcomes, the actual output Wigner function
becomes
W (qc′ , pc′ , qd′ , pd′) =
∫
dm1
∫
dm2
∫
dm3
∫
dm4 P (m1,m2,m3,m4)Wout(qc′ , pc′ , qd′ , pd′)
=
1
(2pi)2
√
detσ2
exp
{
− 1
2
ξ′>σ−12 ξ
′
}
, (B19)
where σ2 = S˜
(
1
t
)A˜−1S˜>( 1t ) is the covariance matrix after performing the additional displacement correction by using
the information of the input state. σ2 is still different from the target covariance matrix σt.
S˜−>(t)σ−12 S˜
−1(t) = A˜ = σ−1t
(
I4 + ∆˜σ
)
, (B20)
where
∆˜σ ≡ 2σtΣ˜3 −
(
I4 + 2σtΣ˜2
)(
I4 + 2Σ˜1σt
)−1(I4 + 2σtΣ˜2) (B21)
characterizes the difference between the target covariance matrix and the actual covariance matrix. It can be shown
from Eq. (B10) that ∆˜σ → 0 when → 0. The target covariance matrix can be written as
σt =
(
I4 + ∆˜σ
)
S˜(t)σ2S˜
>(t). (B22)
