We introduce a dynamic statistical model for Skellam distributed random variables.
Introduction
Various recent contributions have raised renewed interest in the Skellam distribution to model integer outcomes; see for example Karlis and Ntzoufras (2006) , Karlis and Ntzoufras (2009) and Barndorff-Nielsen et al. (2012) . The Skellam distribution can be viewed as a distribution on positive and negative integers, but can also be constructed from differences in pairs of Poisson counts; see Skellam (1946) . Paired count observations and their differences appear in many situations and research fields. For example, in low-scoring sports such as ice-hockey and soccer, the score difference between the teams can be viewed as the difference between two Poisson counts and thus be modeled by a Skellam distributed random variable.
In medical research, experiments for measuring the effect of treatments and drug intake lead to paired counts. A famous example is the decayed, missing and filled teeth (DMFT) index for a region that measures the effect of preventive methods in dental care; see Bohning et al. (1999) and Karlis and Ntzoufras (2006) . The change of the DFMT index over time or between regions can be modeled by the Skellam distribution. Finally, in financial markets, price changes from one trade to the next can be modeled by the Skellam distribution, as prices move on a grid of integer multiples of a fixed 'tick size'.
The Skellam distribution is characterized by two 'intensity' parameters. In earlier studies, the Skellam distribution is used in a static perspective. When we analyze time series of differences in counts, we often obtain significant improvements in model fit and forecasting performance if the parameters of the Skellam distribution are allowed to vary over time.
Time variation in the parameters of the Skellam distribution may capture the developments of relative team strengths over longer periods of time in sports applications, trends in health and demography in medical applications, or market circumstances and risk attitudes in economic and finance applications.
We present a novel dynamic Skellam model with stochastically time-varying intensities.
We formulate the model in terms of a nonlinear non-Gaussian state space process. It is well documented that the likelihood function for this class of models is analytically intractable.
Therefore we rely on numerical (possibly) simulation based methods. Many non-Gaussian state space models can be analyzed efficiently by the methods developed in Shephard and Pitt (1997) and Durbin and Koopman (1997) , hereafter referred to as SPDK. A major advantage of the SPDK method is the combination of speed and the ability to analyze high dimensional state space models using an approximating linear Gaussian state space model for the evaluation of the likelihood integral of the true likelihood via simulation.
An important alternative to SPDK is the efficient importance sampling (EIS) method of Liesenfeld and Richard (2003) and Richard and Zhang (2007) . The EIS method uses a more accurate (global) approximation of the likelihood integral than the local approximation of SPDK. Koopman et al. (2013) further extend the global approximating method of Liesenfeld and Richard (2003) and Richard and Zhang (2007) by solving for the parameters of the importance sampling distribution using Gauss-Hermite quadrature rather than simulation.
This results in further efficiency improvements in estimating the likelihood. They call their method numerically accelerated importance sampling (NAIS) and show that it is applicable for a high dimensional state vector and a univariate signal. Numerical integration techniques in time series have been proposed earlier by Kitagawa (1987) and Fridman and Harris (1998) .
However, their methods are only applicable for models with a low-dimensional state vector.
In this paper we extend the NAIS methodology to a high-dimensional state with a bivariate signal by adopting bivariate Gauss-Hermite quadrature.
To study the performance of our new model and the resiliency of the associated estimation methodology based on the bivariate NAIS, we present the results of two empirical studies based on two large scale applications. Each empirical study reveals its own challenges for the developed methodology. In our first application, we consider long time series of stock price changes. These changes are recorded as integer multiples of a fixed tick size of one dollar cent, suggesting the use of the dynamic Skellam model. Long time series are known to pose particular efficiency problems for importance sampling estimation methods; see Robert and Casella (2004, §3. 3) and Cappé et al. (2005, §6 .1 and 9.1). We find, however, that the dynamic Skellam model can be efficiently estimated using bivariate NAIS for time series of more than 23,000 trades. In our second application, we consider score differences of soccer matches of 29 teams observed over 7 seasons of the German Bundesliga. The resulting panel data set has many missing values and is clearly high dimensional. In addition, we model the score difference for each match by a dynamic Skellam distribution with intensity parameters that vary with the attack and defense strengths of the home and away teams. Given the large number of teams in the Bundesliga, the state vector in the state space representation of the model is also high dimensional. The combination of missing values and high dimensions poses well-known challenges to the computational feasibility of the estimation methodology. We show, however, that the dynamic Skellam model for this complex data set can be estimated successfully using NAIS in a feasible way. Several interesting extensions of the basic model are also considered.
The remainder of the paper is organized as follows. We present the new dynamic Skellam model in Section 2 and explain how it can be cast in nonlinear non-Gaussian state space form.
In Section 3 we discuss parameter estimation and state smoothing using a bivariate version of numerically accelerated importance sampling. Section 4 applies the dynamic Skellam model to high-frequency U.S. stock price changes to show how our methodology can handle long time series. Section 5 treats a large unbalanced panel data set of German Bundesliga soccer matches to show how the method performs for high dimensional data sets, missing values and high dimensional state vectors. Section 6 concludes.
The dynamic Skellam model

Skellam distribution
The probability mass function (pmf) of a Skellam distributed random variable Y ∈ Z with parameters λ 1 , λ 2 ∈ R + is given by
where I |y| ( · ) is the modified Bessel function of order |y|, see Abramowitz and Stegun (1972) for more details. Following Skellam (1946) , we can derive the Skellam distribution by defining Y as the difference C 1 − C 2 of a bivariate Poisson count pair (C 1 , C 2 ), see also Mardia (1970) . If C 1 and C 2 are independent Poisson, λ 1 and λ 2 can be directly interpreted as the Poisson intensities for C 1 and C 2 , respectively. More background information on the Skellam distribution and further references are provided by Johnson et al. (1992) .
The mean and variance of Y are given by
Moreover,
such that the Skellam distribution is symmetric for λ 1 = λ 2 , right-skewed for λ 1 > λ 2 , and left-skewed for λ 1 < λ 2 . Just as for the Poisson distribution, we can also construct a zeroinflated version of the Skellam distribution; see for example Bohning et al. (1999) and Karlis and Ntzoufras (2009) . This transfers probability mass from Y = 0 towards Y = 0 if the latter is over-represented. The zero-inflated Skellam distribution is defined by its pmf
with γ ∈ [0, 1) an additional unknown and fixed parameter, and p(y; λ 1 , λ 2 ) as defined in
(1). For γ = 0, we recover the original Skellam distribution. The mean and variance of the zero-inflated Skellam distribution are
The inflation of probability mass to non-zero values of Y can be achieved in a similar way.
In Figure 1 we present a few examples of Skellam and zero-inflated Skellam distributions.
The figure shows that the distribution is highly peaked at the center for low values of λ 1 or λ 2 . The effects of λ 1 = λ 2 and γ = 0 are also clearly visible.
Dynamic specification of intensities
In the dynamic Skellam model, we replace Y , y, λ 1 , and λ 2 in (1) by their time-varying counterparts Y t , y t , λ 1t , and λ 2t , respectively. We denote the dynamic model as
where n is the length of the time series. We assume that the serial correlation in Y t is accounted for by the time-variation in the intensities λ 1t and λ 2t . We first treat the case of univariate observations and extend our modeling framework to the multivariate case later. (1) and (3), respectively, for different λ 1 , λ 2 and γ coefficients. These are discrete distributions, the connecting lines are drawn for clarity and do not indicate continuity.
We model the dynamics in λ 1t and λ 2t by a nonlinear transformation of autoregressive processes,
for i = 1, 2 and t = 1, . . . , n, where The model specified in equations (6)- (8) allows for a wide variety of dynamic patterns for the intensities λ 1t and λ 2t , including autoregressive moving average dynamics, time varying seasonal and cyclical patterns, deterministic and stochastic trends, and their combinations.
Regression and intervention effects can be incorporated as well; see Durbin and Koopman (2012, Chapter 3) for more details and more illustrations.
The dynamic Skellam model as specified above falls within the class of non-Gaussian nonlinear state space models
with α 1 ∼ p g (α 1 ; ψ), where ψ is an unknown and fixed parameter vector gathering all the parameters in c t , Z t , d t , T t , and Q t , and possibly in the signal functions s i ( · ) for i = 1, 2.
The observation density p(y t |θ t ; ψ) refers to the dynamic (possibly zero inflated) Skellam distribution from Section 2.1 with parameters λ 1t and λ 2t , the updating Gaussian state density p g (α t+1 |α t ; ψ) refers to the linear Markov process (8), and p g (α 1 ; ψ) represents the initial condition for α 1 . We assume that for given realisations of the signal θ = (θ 1 , . . . , θ n ) the observations y = (y 1 , . . . , y n ) are conditionally independent, and also write θ = c + Zα with c = (c 1 , . . . , c n ), α = (α 1 , . . . , α n ) , and Z a block-diagonal matrix with blocks Z 1 , . . . , Z n on the leading diagonal. The joint conditional density for all observations and the marginal density for all states can now be written as
respectively. Given the linear dependence of θ on α, the density p g (θ; ψ) can be constructed directly from p g (α; ψ).
The state space perspective in equations (9)- (10) for the dynamic Skellam model allows us to build on a well developed framework for parameter estimation and inference and state filtering and smoothing in such models; see for example Durbin and Koopman (2012) .
As for other non-Gaussian nonlinear state space models, the main complication for the dynamic Skellam model is that the likelihood function p(y|θ; ψ)p g (α; ψ) dα is analytically intractable. We therefore adopt the method of simulated maximum likelihood estimation for parameter estimation. In particular, we develop a bivariate extension of the numerically accelerated importance sampling (NAIS) method of Koopman et al. (2013) and show that it can efficiently handle long univariate time series (large n) as well as high dimensional unbalanced panel time series models for Skellam distributed random variables. We first present the details of our estimation methods in Section 3. Then we proceed with our empirical applications in Sections 4 and 5.
Monte Carlo likelihood and parameter estimation
Before presenting our bivariate extension of the numerically accelerated importance sampling techniques (NAIS) of Koopman et al. (2013) , we first present a short review of Monte Carlo likelihood evaluation for state space models and the efficient importance sampling (EIS)
technique of Liesenfeld and Richard (2003) and Richard and Zhang (2007) to establish the necessary notation.
Likelihood evaluation and importance sampling
We can express the likelihood function for the non-Gaussian nonlinear state space model (9) as
An analytical expression is not available for this high dimensional integral. In cases where the model is linear and Gaussian, the Kalman filter can be used for likelihood evaluation, signal extraction and forecasting. Here we rely on numerical integration techniques that need to be both practical and feasible.
It is well established that we can use Monte Carlo simulation methods for the evaluation of (11); see Ripley (1987) for a general introduction. In particular, in various contributions in statistics and econometrics it is argued that (11) can be evaluated efficiently using the method of importance sampling; see, for example, Shephard and Pitt (1997) , Durbin and Koopman (1997) , Liesenfeld and Richard (2003) and Richard and Zhang (2007) . For a feasible implementation of this method we require a Gaussian importance density g(θ|y; ψ * ) from which the θs are sampled conditional on the observation vector y, where ψ * denotes a fixed parameter vector, containing ψ as well as parametersψ particular to the importance density g(y|θ;ψ), i.e., ψ * = (ψ ,ψ ) . Under the assumption that a numerically efficient device can be developed for sampling θ from g(θ|y; ψ * ), we can express the likelihood function (11) in terms of the importance density as
with the importance sampling estimate given by
where the number of simulations S should be sufficiently high and where θ (k) is drawn independently for k = 1, . . . , S. In this framework we assume that p g (θ; ψ) = g(θ; ψ), which implies that the marginal stochastic properties of θ in the model are the same as in the importance sampling distribution. It follows immediately that
see for example Durbin and Koopman (2012) . The density g(y; ψ * ) can be taken as a scaling function since it does not depend on θ. The function ω(y, θ; ψ * ) is usually referred to as the importance sampling weight function. If the variance of ω(y, θ; ψ * ) exists, the estimate (13) is consistent for any g(y|θ;ψ) and a central limit theorem applies; see Geweke (1989) and Koopman et al. (2009) . We may expect that a well-behaved weight function leads to an efficient importance sampling estimate of the likelihood function.
Construction of the importance density
The key choice in selecting an importance density g(θ|y; ψ * ) is numerical efficiency. We follow the predominant choice in the literature and opt for the Gaussian density; we construct g( · ) efficiently using standard techniques such as regression analysis and the Kalman filter.
Several proposals for constructing a Gaussian g(θ|y; ψ * ) have been developed. Shephard and Pitt (1997) and Durbin and Koopman (1997) determine the choice ofψ via a second order Taylor expansion of density p(y|θ; ψ) around a θ that is equal to the mode of p(θ|y; ψ).
The mode can be found by an iterative method involving the Kalman filter and the related smoother. Alternatively, in the efficient importance sampling (EIS) method of Liesenfeld and Richard (2003) and Richard and Zhang (2007) , the appropriate Gaussian importance density is found by solving arg miñ
for each t = 1, . . . , n, withψ = (ψ 1 , . . . ,ψ n ), ψ * = (ψ ,ψ ), and
The importance density is effectively determined by the minimization of the variance of the log weight ω t , for each t. Richard and Zhang (2007) evaluate the integral in (15) using importance sampling and perform its minimization via weighted least squares regression.
In a further development of EIS, Koopman et al. (2013) replace the evaluation of the integral in (15) by standard Gauss-Hermite quadrature methods. This results in a highly numerically efficient importance sampling technique, that can be augmented with easyto-compute control variates to increase efficiency even further. They label their method numerically accelerated importance sampling (NAIS). The key to NAIS is the availability of analytic expressions for the marginal densities g(θ t |y; ψ * ) given the Gaussian importance densities g(y|θ;ψ) and a Gaussian marginal density g(θ; ψ) = p g (θ; ψ). Although NAIS was originally developed for a univariate signal θ t ∈ R, the method can easily be extended to multiple dimensions; see Scharth (2012, Chapter 5 ) and the discussions in Koopman et al. (2013) . Scharth (2012) proposes Halton sequences and quasi-Monte Carlo integration for the evaluation of high dimensional integrals. In the case of our dynamic Skellam model, the signal is only two-dimensional and hence we can still rely on Gauss-Hermite quadrature methods efficiently. We explore this further below.
Bivariate numerically accelerated importance sampling
To facilitate the exposition, we express the Gaussian density as a kernel function in
with scalar a t , 2 × 1 vector b t , a symmetric 2 × 2 matrix C t , and bivariate θ t = (θ 1t , θ 2t ) .
To ensure that g(y t |θ t ;ψ t ) integrates to one, we set a t = − log 2π + 1 2
We gather the five remaining parameters in b t and C t into the vectorψ t . NAIS obtains the importance sampling parametersψ t iteratively, starting from an initial guessψ (0) t , and updating it sequentially toψ
for the importance densities solves the EIS criterion arg miñ
where ψ * (k) contains ψ andψ (k) . The key to the implementation of NAIS is the availability of an analytical expression for the smoothing density g(θ t |y; ψ * (k) ). In our case of Gaussian importance sampling distributions, we have
where θ
t are obtained from the Kalman filter and smoother, for given ψ * = ψ * (k) , applied to the linear Gaussian model x t = θ t + u t with disturbance u t ∼ N(0, C −1 t ) and pseudo-observation x t = C −1 t b t , for t = 1, . . . , n. It is straightforward to verify that the observation density n t=1 g(x t |θ t ;ψ t ) is equivalent to g(y|θ;ψ) in (17). We numerically implement the minimization in (18) by the Gauss-Hermite quadrature method; see, for example, Monahan (2001) . For this purpose we define
and we select a set of abscissae
with associated Gauss-Hermite weights h(z i ), for i = 1, . . . M . The numerical implementation of the minimization (18) becomes arg miñ
with weight
for i, j = 1, . . . , M . In this implementation we have used the fact that g(z
z ij z ij ); see Koopman et al. (2013) and Scharth (2012, Chapter 5) . The decomposition
is needed because the joint set of M 2 abscissae z ij , for i, j = 1, . . . , M , is associated with the bivariate standard normal distribution.
We can express the minimization problem (21) as a standard weighted least squares computation applied to M 2 observations for the regression equation
where κ and ξ are regression coefficient vectors and the regression weights are given by This procedure is iterated until convergence. Typically, we only need a small (< 10) number of iterations for the applications in this paper. For the case of a univariate signal, Richard and Zhang (2007) and Koopman et al. (2013) argue that an unweighted least squares regression can be performed without significant loss of efficiency. In our bivariate case, however, we have found that the omission of the weights resulted in an efficiency loss of about 10%. Therefore, we include the weights for the computation ofψ (k+1) . Finally, we emphasize that the regression computations can be carried out in parallel over t, leading to a highly efficient implementation.
Analysis of high-frequency Skellam returns
High-frequency (intra-day) analysis of prices changes in financial markets has received much attention in the recent literature; see, amongst others, Andersen (2000) and Tsay (2005) .
Analyzing the dynamics of prices at high frequencies is important for providing insights into market (in)stabilities in view of today's algorithmic, computer-based trading strategies and for developing appropriate regulations and fee structures for algorithmic traders, if needed; see, for example, Hendershott et al. (2011 ), Kervel (2012 and Chaboud et al. (2013) .
We study the high-frequency dynamics of U.S. stock price changes listed at the New York The dimension of high-frequency data sets can easily become very large; it is no exception that more than 20, 000 trades occur per day for a liquid stock. We therefore have a setting which is extremely suited for testing the resiliency of our dynamic Skellam model and the corresponding NAIS based estimation methodology for these long samples.
Rather than aggregating the data to one-minute or five-minute intervals, we analyze stock price changes on a trade-by-trade basis within a single working day. Let τ t denote the calendar time stamp for the tth trade (in hundredth of a second), and define y t as the stock price change between τ t−1 and τ t . We define the dynamic Skellam model as
whereθ is a 2 × 1 vector of constants, φ a 2 × 2 is a diagonal matrix with elements φ 1 and φ 2 and t is normally and independently distributed with mean zero and variance matrix Q . though we restrict our attention to one day, the time series dimension of these eight series is considerable, with the number of trades ranging from a minimum of 3,727 to a maximum of 23,359. We notice that the mean price change is negative for all stocks; it implies that all stocks lost value on this particular day.
A number of data features is worth noting. First, most of our stocks have many trades without a price change. The percentage ranges from 29% for IBM to 80% for Pfizer Inc. We therefore consider the zero inflated dynamic Skellam model for these series. Third, tick data require pre-processing. A review of high frequency data cleaning procedures is, for example, provided by Falkenberry (2002) . We apply the data cleaning algorithm proposed by Brownlees and Gallo (2006) with some adjustments as described in BarndorffNielsen et al. (2008) . Before we start the data cleaning algorithm, we apply a rudimentary filter with the following steps:
(1) The NYSE is open from 9:30 am to 4:00 pm. We follow the standard practice of discarding the trades in the first 5 minutes of trading. Hence we only consider the trades from 9:35 am to 4:00 pm.
(2) All entries with transaction prices which are missing or equal to zero are removed.
(3) If multiple transactions have the same time stamp, we use the volume weighted average of the transaction prices and round it to the nearest tick size. 
Estimation results
We estimate the autoregressive constantθ = (θ,θ) which we assume to be equal for both signals, the autoregressive parameters on the diagonal of φ, the variances on the diagonal of Q and γ as introduced in equation (3). This gives us the following parameter vector,
We maximize the likelihood function (11) in logs and as computed via the NAIS algorithm numerically using a quasi-Newton optimization scheme based on the numerically evaluated score function. The Gauss-Hermite polynomial in NAIS is based on M 2 = 100 abscissae points. The actual computation of the likelihood integral is based on S = 100 simulations from the importance sampling density. To ensure a smooth likelihood function, its evaluation for each possible value of the parameter vector is started with the same seed of the random number generator.
The maximum likelihood estimates of parameter vector ψ in (23) are presented in Table   2 , together with some related statistics, for each selected stock. We discuss a couple of noteworthy features from Table 2 .
First, the variance of the importance sampling weights is very small for such long time series. The longest series consists of 23,359 observations which implies that we have 46,718 latent factors (given that the state dimension is two). We are confident that our proposed severely. All estimates of γ are highly significant, at the 99% confidence level, except for the Verizon Com and Pfizer Inc stock. We notice that although these stocks have the largest percentage of zero trades, their return series varied between 3 ticks up and 3 ticks down during this day. This small price range resulted in relatively low intensities λ 1 and λ 2 and therefore no transfer of probability mass towards zero was needed.
Performance of NAIS
The estimation and signal extraction results partly rely on the bivariate importance sampling method NAIS. We first scrutinize the sample mean and variance of the S = 100 generated weights used for computing the maximized log likelihood value; they are reported in Table 2 .
To verify formally whether the Monte Carlo error is sufficiently small, we investigate whether a central limit theorem (CLT) applies to the importance sampling estimate of the likelihood Geweke (1989) argues that when the variance of the importance density exists, the CLT applies. We cannot determine the variance of the importance density analytically.
Therefore, we use the t-test procedure from Koopman et al. (2009) by generating 100,000 realizations from the importance density and estimating the shape parameter of a generalized Pareto distribution by maximum likelihood based on the largest 100 realizations. For all stocks, the t-test statistics are negative and hence they provide strong evidence that a CLT can be applied safely. We conclude that all estimation results are reliable.
To verify the reliability of our results further, we consider the Caterpillar stock in more detail. The benchmark estimation results reported in Table 3 use M = 10 and S = 100.
To verify how much the actual maximized log likelihood changes for different values of M and S, we report the absolute numerical differences with respect to the log likelihood value LL * that is computed with M = 30 and S = 10, 000 and which we regard as the "true" Figure 2 presents the estimates of the volatility λ 1,t + λ 2,t together with its two standard error confidence interval. The signal extraction methods of Durbin and Koopman (2000) are implemented using the same importance density that is used for the evaluation of the maximized log likelihood values in Table 2 and that is based on M = 10 and S = 100.
Signal extraction
The estimates of the intra-day volatility from the Skellam returns differ substantially between stocks. Verizon, Pfizer, Lockheed Martin, and Royal Dutch Shell have rather smooth volatility processes within the day. For Caterpillar and IBM, the intra-day volatility process is less persistent and varies more throughout the day. The valatility of JPMorgan Chase shows most more noise around a slowly moving trend. In all cases we can observe that changes in the volatility pattern are reflected accurately by the ranges in which the returns vary locally.
Analyzing soccer scores
As our second application, we consider score differences for soccer matches in the German Bundesliga. The number of goals per match in a soccer game is typically low, such that the score balance can easily be viewed as a difference of two Poisson count variables, see Section 2. Let C 1,ijt and C 2,ijt denote the number of goals scored by the home team i and the visiting team j in week t, respectively, in a match of team i versus j. Our dependent variable is the score balance y ij,t = C 1,ijt − C 2,ijt , which determines whether the match is won or lost, or ends in a tie. We assume y ij,t has a Skellam distribution.
Our data consists of weekly match results for 7 seasons of the German Bundesliga for the period from 2006/07 to 2012/13. The number of teams active in the Bundesliga during one season is 18. Each week, 9 matches are played and the total season consists of 34 weeks.
Due to team promotions and relegations, we have J = 29 teams in total that have played in the Bundesliga for at least one season during the sample period. The total sample thus consists of an unbalanced panel over 238 weeks for 29 teams and 2142 team pairs (i, j).
Since we model the match outcomes in the Bundesliga over a prolonged period, team performance and the ability to score goals may vary over the sample, possibly due to changes in the composition and management of the teams. We can handle this directly using our dynamic Skellam model. The current data set allows us to investigate the performance of our model and the associated NAIS estimation methodology for large unbalanced panels with many missing observations. Our state space modeling framework turns out to be well suited for the analysis of such data.
We extend our dynamic Skellam model to a panel setting and specify the model as
where λ 1,ij,t and λ 2,ij,t are the intensities of scoring goals for the home and away teams, respectively, during a match played in week t. Team i is likely to win on its home ground from team j if λ 1,ij,t > λ 2,ij,t . We assume that these intensities depend on the attack (µ it and µ jt ) and defense (β it and β jt ) strengths of both teams in week t. We assume a fixed time-invariant home ground advantage ζ for all teams and model the scoring intensities as
This parsimonious modeling framework for league match results using attack and defense strengths is based on Maher (1982) and provides our benchmark model. The generalization towards a dynamic bivariate Poisson model is developed by Koopman and Lit (2014) , building on the work of Dixon and Coles (1997) and Rue and Salvesen (2000) . The home ground advantage assumes that a team scores, on average, more goals in a home game than in an away game; see Pollard (2008) for a review.
We collect the home ground advantage coefficient and the time-varying attack and defense strengths for each team in the state vector α t in (8), that is
We note that the state vector α t has 59 elements in our analysis for the Bundesliga. For each week t with K t scheduled matches, we collect the log intensity pairs in the signal vector
When all teams play in week t, K t = 9 and θ t has 18 entries with a result out of a total of 29 (total number of teams) and has 11 missing entries. The vector θ t can be constructed from (7) using the state vector α t in (25) with c t = 0 and Z t an appropriate selection matrix as implied by (24).
The attack and defense strengths for each team evolve separately over time as
for i = 1, . . . , J, and where the ε it are mutually independent over i and t. Although each team has its own unique attack and defense strength, the persistence coefficients φ µ and φ β and the innovation variances σ and can be estimated as part of the signal extraction of the state vectors using importance sampling methods; see Durbin and Koopman (2012, Chapter 11) . We retain 4 parameters
, which we estimate using the techniques outlined in Section 3.
Estimation results
To verify the effect of different values of S and M on the estimation results, we present the estimation results for ψ in Table 4 using S = 50, 200, 1000 and M = 10, 20. The values of the maximized log likelihood function are also presented. All reported estimates differ only slightly for different values of S and M . In particular, the differences are negligible compared to the estimated standard errors. We conclude that reasonable choices for S and M have no major impact on the results. Table 4 shows that the attack and defense strengths on a weekly basis are highly persistent and smooth. This is to be expected: the attack or defense strength of a particular team does not change dramatically from one week to another. When we consider the persistence year-by-year (34 weeks), the corresponding persistence coefficients are 0.9958 34 = 0.87 and 0.9912 34 = 0.74 for the defense and attack strength, respectively. These values clearly point to stationary dynamics. Interestingly, the attack strength evolves more persistently over time than the defense strength. -8137.50 -8137.50 -8137.54 -8137.54 -8137.51 -8137.51 
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Model extensions
The benchmark Skellam dynamic panel model for match results as described above can be extended in many different ways. In this section, we explore a number of such extensions and provide further results. We introduce the extensions briefly and then comment on the empirical findings for the German Bundesliga data. A compilation of the various extensions is presented in Table 5 . All results are computed for S = 100 and M = 10.
Away ground disadvantage
Apart from the fixed effect ζ for home ground advantage in the scoring intensity of the home team, we can also introduce a fixed effect ζ a for the disadvantage of scoring by the away team: λ 2,ij,t = ζ a + µ jt − β it . We find ζ a = 0.088 with a standard error of 0.075, such that this effect is not statistically significant in our study. Also, the positive sign of the estimate suggests an advantage rather than a disadvantage of scoring by the away team.
Zero inflated model
If we compare the observed number of draws y ij,t = 0 in our data set with the expected number of draws based on the empirical estimates in Table 4 , we find that the benchmark model underestimates the number of draws. We therefore consider a zero-inflated version of the model using (3) and add an extra parameter γ that accounts for the possible transfer of probability mass towards zero. Although the expected number of draws based on this model is closer to the observed number of draws, the estimate for γ is not statistically significant.
Heterogeneous panel
The benchmark model assumes that the dynamic properties of the attack and defense processes are the same for all teams, i.e., the coefficients φ µ , φ β , σ We conclude that the traditionally better performing teams have more persistent attack and defense strength processes.
Home stadium capacity
Home ground advantage may depend on the stadium capacity of the home team. A larger stadium that can contain a larger crowd may have a larger impact on the performance of the two teams and perhaps the referee; see the discussion in Pollard (2008) . The team specific home ground advantage is added as a regression effect to the home team scoring intensity, that is
where x i is the stadium capacity of team i (measured in multiples of 10,000) and ζ x is the regression coefficient that is placed in the parameter vector ψ. This model specification does not lead to a significant improvement of the log likelihood value.
Correlated attack and defense strengths
The attack and defense strengths of teams are typically related; both should be good for a successful team. We therefore consider the innovations of the autoregressive processes for attack and defense strength to be correlated, that is
where ρ is the correlation coefficient which is common to all teams. The estimate of ρ is 0.97 while the other estimates are given by The likelihood ratio test for one extra coefficient is 5.96, which is statistically significant at the 5% level.
Synthesis
Table 5 reviews our empirical findings for the Bundesliga. For each model extension the estimated log likelihood function is maximized and the Akaike information criterion (AIC) is computed to facilitate model comparison. We conclude that team heterogeneity in the dynamics, and correlation between attack and defense strengths are two important extensions for soccer match outcomes in our Bundesliga data set.
Signal extraction
We present the estimated attack and defense strengths in Figure 3 using the bivariate NAIS 
Conclusions
In this paper we introduced a general dynamic model for Skellam distributed counts. We made the two intensity parameters of the Skellam distribution time-varying and showed how to formulate the resulting model as a non-Gaussian state space model. We then performed a likelihood-based analysis of the model using importance sampling methods. In particular,
we showed how to estimate the parameters and states of the dynamic Skellam model using a bivariate extension of the numerically accelerated importance sampling (NAIS) method of Koopman et al. (2013) . In contrast to the higher dimensional generalization of NAIS based on Halton sequences in Scharth (2012, Chapter 5), we were still able to use bivariate Gauss-Hermite numerical integration techniques to compute the appropriate integrals.
Based on two different illustrations, we demonstrated the versatility of our dynamic Skellam analysis. In our first application, we studied price changes (denoted as the number of discrete ticks) for 8 stocks listed on the New York Stock Exchange. The number of trades considered for these stocks ranged from almost 4,000 to more than 23,000. The dynamic
Skellam distribution turned out to be extremely useful to model the dynamic volatility of stocks based on discrete price changes based on high-frequency tick data. In our second application, we showed that our analysis can handle a large panel of differences of scores by matches played in the German Bundesliga. We showed that the dynamic Skellam model in its state space formulation can handle large sections of missing data. We also showed how the model can be extended to include regression effects, heterogeneous dynamics in the panel, and extensions of the Skellam distribution that assign different probability mass to a small number of discrete outcomes. A key example of the latter is the dynamic zero inflated Skellam model.
We conclude that the new dynamic Skellam model is robust and computationally feasible for both long univariate time series and large unbalanced panels. The models may even rely on high dimensional state vectors. Our flexible modeling framework for time series may provide a useful benchmark for empirical applications based on integer outcomes that can take both positive and negative values.
