INTRODUCTION {#rrw073s1}
============

For left-breast cancer treatment, intensity-modulated radiation therapy (IMRT) has enabled homogeneous dose distribution to the target volume while reducing radiation-related toxicities to the heart and lungs \[[@rrw073C1]--[@rrw073C9]\]. Even with small breast volumes, IMRT has improved dose distribution compared with traditional treatments \[[@rrw073C10]\]. Cardiac and associated left anterior descending coronary artery (LAD) toxicities are directly associated with the radiation dose \[[@rrw073C11]--[@rrw073C13]\]. The cardiac dose can be reduced through irradiation with a deep inspiration breath-hold technique and IMRT \[[@rrw073C14], [@rrw073C15]\]. Relative to free-breathing techniques \[[@rrw073C16], [@rrw073C17]\], Colgan *et al*. \[[@rrw073C18]\] reported that irradiation under voluntary breath-holding is a safe technique for cardiac dose sparing.

Breast motion combined with multileaf collimator (MLC) leaf motion results in an interplay effect that causes dose blurring \[[@rrw073C19]\]. Frazier *et al*. \[[@rrw073C16]\] evaluated relevant dose--volume indices with organ motion under normal breathing in two opposed techniques, tangential and IMRT, and found the dose delivered to the breast to be relatively insensitive to the effect of organ motion. Using 4D CT, Wang *et al*. \[[@rrw073C20]\] also reported that the effect of breast volume change during free breathing can be ignored and showed a correlation between the dosimetric impact and the motion of the target.

In recent years, measurement-guided dose reconstruction (MGDR) proposed by Zhen *et al*. \[[@rrw073C21]\] has been used and modified \[[@rrw073C22]\]. This approach can predict patient dose by incorporating the relative dose difference between the planned and measured data into the planned dose grid in the Digital Imaging and Communications in Medicine (DICOM) RT-dose format without recalculation of the dose in the treatment planning system (TPS).

Even with a passing rate for per-beam of \>95% in IMRT quality assurance (QA), this did not always correlate with actual dose error \[[@rrw073C23]\]. However, it provided confidence in clinically relevant dose--volume indices with the support of dose prediction software \[[@rrw073C24]\]. A clinically relevant radiobiological gamma index (RGI), based on the physical gamma index \[[@rrw073C25]\] (PGI), has been proposed, which incorporates tumor control probability (TCP) and normal tissue complication probability (NTCP) in order to evaluate dose in both physical and clinical aspects \[[@rrw073C26]\]. Thus, the RGI and the PGI passing rates can act as indicators for the quality of dose delivery. However, calculating the RGI from the PGI requires the weight factor derived from the predicted dose to be specified for each voxel for both target and normal tissues. It was found that, particularly for the voxels in the target, even if the predicted dose differed from the tolerated dose (such as the prescription dose), the RGI exceeded the PGI, implying a lower passing rate for the RGI \[[@rrw073C26]\]. In actual cases, it is acceptable when the predicted dose exceeds the prescription dose, because the TCP value can be higher. Therefore, the weight factor should be modified appropriately.

The purpose of this study was to estimate the dosimetric impact of the interplay effect due to organ motion based on the numerical simulation. This was reconstructed throughout the time duration from the per-beam QA without motion results to predict the IMRT dose in left-sided breast cancer patients under free breathing using the MGDR approach. In addition, the dosimetric impact of the interplay was evaluated using the RGI and the PGI with modification of the weight factor.

MATERIALS AND METHODS {#rrw073s2}
=====================

Treatment planning {#rrw073s2a}
------------------

Ten left-sided early-stage breast cancer patients who had undergone breast-conserving surgery were included. CT images with 2.5 mm slice thickness were acquired under free breathing using a GE BrightSpeed CT scanner (GE Medical Systems, Milwaukee, WI). The field borders, determined clinically by the radiation oncologist, were the mid-spinal line, the mid-axillary line, the sternal notch, and 1--2 cm below the level of the infra-mammary fold. XiO (ELEKTA Instrument AB, Stockholm, Sweden) TPS was used to calculate the dose with a convolution/superposition algorithm for heterogeneity correction. A treatment plan with two tangential opposed 6 MV beams was created in fixed-gantry step-and-shoot delivery using a MLC with leaf width 10 mm at the isocenter. The minimum area and monitor units (MUs) per segment were 2 × 2 cm^2^ and 5 MU, respectively. The clinical target volume (CTV), ipsilateral and contralateral lung, heart, and LAD were delineated according to Radiation Therapy Oncology Group guidelines \[[@rrw073C27]\]. The coronary artery region was defined as the superficial 1 cm region of the left anterior quarter of the heart, as described by Hong *et al*. \[[@rrw073C28]\]. The planning target volume for evaluation (PTV~eval~) was created by adding a 5 mm margin to the CTV (except for 5 mm below the skin surface, due to the build-up effect) \[[@rrw073C29]\], and was used to optimize the dose to the target. The median and mean PTV volumes were 532cm^3^ and 509 cm^3^, respectively (range 214--847 cm^3^). The prescription dose was 50 Gy/25 fractions to D~50%~ of the PTV~eval~, as described by the International Commission on Radiation Units and Measurements (ICRU-83) \[[@rrw073C30]\]. For dose coverage to the PTV~eval~, it was attempted to achieve a V~95%~ (volume receiving 95% of the prescription dose in the PTV~eval~) \>95%. For the ipsilateral lung, the dose constraints were 20 Gy for ≤20% and 12 Gy for ≤30% volume. The dose constraint for the heart was a maximum of 45 Gy, based on published data \[[@rrw073C31]\].

Creation of a relative error map {#rrw073s2b}
--------------------------------

Measured and calculated dose distributions were needed to predict the dose in patients, as previously proposed \[[@rrw073C22]\]. The relative error map in each beam using a 2D diode array detector (MapCHECK, Sun Nuclear Corporation, Melbourne, FL) was measured at a zero-degree gantry angle, with the remaining parameters as established by the treatment plan. In the same configuration, the coronal plane dose calculated from the TPS was exported in text format. The resolutions of the planned dose grid and MapCHECK were 1 × 1 mm^2^ and 5 × 5 mm^2^, respectively. The relative error map was calculated from the planned and measured doses at a resolution of 5 × 5 mm^2^ \[[@rrw073C22]\].

Dose reconstruction with interplay {#rrw073s2c}
----------------------------------

Breathing motion was evaluated as described by George *et al*. \[[@rrw073C32]\]. Although the collimator angles varied between patients, the predominant axis for the MLC motion was anterior--posterior \[[@rrw073C17]\]. The interplay effect was evaluated based on the dose distribution of each IMRT segment delivered at a random location with a random initial phase of organ motion, as described by Bortfeld *et al*. \[[@rrw073C19]\]. The resultant interplay dose distribution was the convolution of the doses from all segments. To reconstruct the dose with interplay to mimic organ motion during the beam delivery, the dose distribution measured without motion was morphed with in-house software, instead of motion-based measurement using MapCHECK. The breathing motion was recorded at 16 frames per second (fps) by placing an infrared marker on the breast surface of a volunteer and using the Synchrony® Respiratory Tracking System (Accuray Inc., Sunnyvale, CA, USA). One cycle of breathing motion of 6 mm amplitude and 4 s duration (Fig. [1](#rrw073F1){ref-type="fig"}) was used as a reference and applied to all cases. Fig. 1.A breathing motion trajectory under normal breathing.

To calculate the dose with interplay requires the dose distribution in each segment; this was measured in each beam using MapCHECK. Figure [2](#rrw073F2){ref-type="fig"} shows the process for obtaining the measured data with interplay and the relative dose error map. The corresponding dose distribution in each segment was calculated based on the DICOM RT-plan file, taking account of segment shape and weight with respect to the total MUs. When the collimator angle of the beam was rotated, the measured dose distribution was rotated to a collimator angle of zero degrees using a 2 × 2 rotation matrix. The dose distribution in each segment was deposited along the MLC leaf motion according to the trajectory shown in Fig. [1](#rrw073F1){ref-type="fig"}. After introducing the interplay effect, the morphed data was rotated back to the original collimator angle. The measured dose $D_{k}\left( {i,\mathit{j}} \right)$ of the *k*th segment at location $i,\mathit{j}$ on the diode detector was calculated as follows: $$\mathit{D}_{\mathit{k}}\left( {\mathit{i},~\mathit{j}} \right) = ~\frac{\mathit{w}_{\mathit{k}} \cdot \mathit{D}_{total}\left( {\mathit{i},~\mathit{j}} \right)}{\sum_{\mathit{k}~ = ~1}^{\mathit{N}_{\mathit{s}}}\mathit{w}_{\mathit{k}}},$$ Fig. 2.Creation of the measured dose distribution with interplay and the relative dose error map.where *i* and *j* denote the horizontal and vertical axis values of the MapCHECK at 5 mm intervals in the range −110 to +110 mm; $D_{total}\left( {i,\mathit{j}} \right)$, measured dose at location $i,\mathit{j}$ in all segments; $w_{k}$, weight of the *k*th segment; and $N_{s}$, number of segments. If location $i,\mathit{j}$ was irradiated under the closed MLC leaves, $w_{k}$ was multiplied by the MLC transmission factor 0.009 (0.9%) for the 6 MV photon beam, ignoring the second-order scattered dose. As the segment dose distribution was irradiated during beam motion, the number of frames, $N_{f}$, required for delivering the dose for the *k*th segment was calculated as follows: $$N_{f} = \frac{{\mathit{FR} \cdot \mathit{MU}}_{k}}{\mathit{DR}},$$ where $\mathit{MU}_{k}$denotes MUs for segment *k*; *FR*, frame rate for recording the breathing motion (16 fps); and *DR*, dose rate of a 6 MV photon beam (300 MU/min). A time interval between intersegments of 0 s was assumed. The segmented dose was divided by the number of frames and deposited at the different locations according to the motion trajectory in Fig. [1](#rrw073F1){ref-type="fig"}. The dose distribution with interplay, $D_{{inter}{play}}\left( {i,\mathit{j}} \right)$, was calculated as follows: $$\mathit{D}_{interplay}\left( {\mathit{i},~\mathit{j}} \right)~ = \sum\limits_{\mathit{k} = 1}^{\mathit{N}_{\mathit{s}}}\left( {\sum\limits_{\mathit{l} = 1}^{\mathit{N}_{\mathit{f}}}{\mathit{D}_{\mathit{k},~\mathit{l}}\left( {\mathit{i} + \mathit{x}_{\text{initial}~\text{frame} + l},~\mathit{j}} \right)}} \right)$$

Again, as organ motion was along the direction of MLC leaf movement, the motion trajectory *x* along the horizontal axis was considered while vertical motion was set to zero. The range of $x_{\text{initial}~\text{frame} + l}$ was the same as for the breathing amplitude. The maximum value of ${initial\ frame} + l$ was $N_{f}$ (i.e. after reaching $N_{f}$, ${initial\ frame} + l$ restarted from the initial frame). The dose distribution of the *l*th frame in the *k*th segment, $D_{k,l}$, was calculated as follows. First, the measured dose distribution of the *k*th segment was divided by $N_{f}$ to obtain the dose distribution per frame. This was then deposited at locations according to the motion trajectory using 2D linear interpolation (Fig. [2](#rrw073F2){ref-type="fig"}). As the time to start irradiation in each segment was unknown, the initial frame number was changed randomly 1000 times to estimate the dose with interplay over the course of treatment, and the average dose distribution was calculated.

The planned dose without motion (i.e. free breathing) was used as a reference condition. To evaluate the dose with interplay under various breathing patterns, breathing amplitudes of 3, 6 and 12 mm (representing shallow, normal and deep breathing) were used, and the cycle time varied between 2, 4 and 8 s (representing fast, normal and slow cases).

Dose prediction and evaluation {#rrw073s2d}
------------------------------

The measured dose distribution was morphed according to the beam motion interplay. The relative error map between this and the planned dose was calculated and back-projected onto the planned dose to reconstruct the predicted dose based on the DICOM-RT from TPS, with a calculation grid of 1 × 1 × 1 mm^3^. The ray from the source to each dose grid was defined, and the intersection point on the relative dose error map located on the isocenter plane was calculated using 2D linear interpolation. The relative error was applied to each dose grid along the ray. For the dose evaluation, we calculated the mean dose and the generalized equivalent uniform dose (gEUD) in Gy, V~95%~ (%), the homogeneity index (HI), and the conformity index (CI) for the PTV~eval~. HI was defined as (D~2%~ − D~98%~)/D~50%~, as discussed in ICRU-83 \[[@rrw073C30]\]. The CI proposed by Paddick \[[@rrw073C33]\] was calculated as follows: $${{CI} =}\frac{\mathit{VT}_{pres}}{\mathit{VT}} \cdot \frac{\mathit{VT}_{pres}}{V_{pres}},$$ where *VT*~pres~ denotes target volume covered by the 95% isodose line; *VT*, volume of the target; and *V*~pres~, treated volume covered by the 95% isodose line. The mean dose, D~2%~, gEUD in Gy, and V~25Gy~ (%) were calculated for the heart. Apart from the gEUD, these indices were calculated for the LAD. For the ipsilateral and contralateral lungs, the mean dose, gEUD, V~2Gy~, V~5Gy~ and V~20Gy~ were calculated. The gEUD was calculated for each organ using Niemierko\'s phenomenological formula as follows \[[@rrw073C34]\]: $${{gEUD} =}\left( {\frac{1}{N}\sum\limits_{\mathit{i} = 1}^{N}D_{i}^{a}} \right)^{\frac{1}{a}},$$ where *N* is the number of voxels in each organ, and *a* is a tumor or normal tissue-specific dose--volume effect parameter. For radiobiological evaluation, the individual voxel TCP was calculated using Niemierko\'s EUD-based model as follows \[[@rrw073C35]\]: $${{gEUD} =}\left( {\frac{1}{N}\sum\limits_{\mathit{i} = 1}^{N}D_{i}^{a}} \right)^{\frac{1}{a}},$$ where $D_{i}$ denotes the dose delivered to the *i*th voxel; $\mathit{TCD}_{50}$, the dose required to achieve 50% TCP; and $\gamma 50$, the normalized tumor dose--response slope at $\mathit{TCD}_{50}$. In contrast, the individual voxel NTCP was calculated using the relative seriality model \[[@rrw073C36]\] as follows: $$\mathit{P}\left( D_{i} \right) = 2^{- e^{e{\gamma 50}{({{1 -}\frac{D_{i}}{D_{50}}})}}},$$ where $D_{50}$ denotes the dose required to achieve 50% NTCP, and $\gamma 50$ is the normalized normal tissue dose--response slope at $D_{50}$. The NTCP for an organ incorporating the functional architecture of relative seriality was calculated as follows: $${\mathit{P} =}\left\lbrack {{1 -}\prod\limits_{1}^{n}\left\lbrack {{1 - P}\left( D_{i} \right)^{s}} \right\rbrack^{\mathrm{\Delta}v_{i}}} \right\rbrack^{\frac{1}{s}},$$ where *n* denotes the number of subvolumes in the organ; *s*, the relative seriality factor (ranging between 1 for a serial organ and 0 for a parallel organ); and $\mathrm{\Delta}v_{i}$ is defined as $v_{i}/V$, where $v_{i}$ denotes the subvolume in the differential dose--volume histogram, and *V* denotes the total volume of the organ. These parameters for calculating the TCP and the NTCP with the endpoints in each structure are summarized in Table [1](#rrw073TB1){ref-type="table"}. The mean dose for the lung is equal to the gEUD due to the same tissue-specific parameter. Table 1.Radiobiological parameters used to calculate the generalized equivalent uniform dose, tumor control probability, and normal tissue complication probabilityStructureEndpointTissue-specific parameterTCD50/D50 (Gy)γ50sStudy (Ref)PTV~eval~Local control−7.230.891.3[@rrw073C50], [@rrw073C51]\]HeartLate cardiac mortality352.31.281[@rrw073C46]LungPneumonitis126.160.9730.012[@rrw073C52][^1]

The RGI \[[@rrw073C26]\] was calculated from PGI, briefly as follows: $${Radiobiological\ gamma\ index}\left( \mathit{RGI} \right){= {Physical\ gamma\ index}}\left( \mathit{PGI} \right) \cdot {n,}$$ where *n* is the weight factor defined in Eq. [10](#rrw073M10){ref-type="disp-formula"}. The PGI between the planned and predicted dose was calculated in each voxel for the criterion 3% global dose difference and 3 mm distance to agreement (3% global/3 mm). For voxels with a PGI of 1 and over, the TCP and NTCP values with the predicted dose were calculated, and the weight factor *n* was calculated as follows: $${\mathit{n} =}\left\{ \begin{matrix}
{{1 \pm}\left| {{TCP}_{\mathit{i}}{–{Tolerated\ TCP}}} \right|{,{for\ the\ target}}} \\
{{1 +}\left( {{NTCP}_{\mathit{i}}{–{Tolerated\ NTCP}}} \right){,{for\ the\ normal\ tissue},}} \\
\end{matrix} \right.$$ where ${TCP}_{i}$ and ${NTCP}_{i}$ are values at the *i*th voxel in the predicted dose. Clinically acceptable values assumed when calculating the RGI were a tolerated TCP of 0.924 (a value derived from the mean value of all clinical approved plans) and a tolerated NTCP of 0.05 (derived from the tolerated dose TD5/5, i.e. NTCP at 5% within 5 years after radiotherapy and reported as good treatment \[[@rrw073C37]\]), although those tolerated values depend on the tissues. For the target, when the predicted dose of the *i*th voxel is \<95% of the prescription dose, the factor *n* exceeds 1, which means ${\mathit{n} = 1 +}\left| {{TCP}_{\mathit{i}}{–{Tolerated\ TCP}}} \right|$, and so the RGI is greater than the PGI. Conversely, when the predicted dose of the *i*th voxel exceeds 95% of the prescription dose, *n* is less than 1, which means $\mathit{n} = 1~–~\left| {{TCP}_{\mathit{i}}~–~\text{Tolerated}~\text{TCP}} \right|$, and the RGI is less than the PGI. The acceptable lower threshold of 95% was recommended in ICRU Report 50 \[[@rrw073C38]\]. For the normal tissue, the predicted dose is preferably as low as possible; therefore, *n* is less than 1 when ${NTCP}_{i}$ is lower than the tolerated NTCP. The gamma passing rates of the PGI and the RGI were calculated for each organ. Correlations between the passing rates of the RGI with various breathing amplitudes and the predicted dose--volume indices for organs were evaluated.

Statistical analysis {#rrw073s2e}
--------------------

The normality of the data was checked with the Shapiro--Wilk test, and comparison analysis used the two-tailed paired *t*-test or the Wilcoxon signed-rank test as appropriate. For correlation analysis, either Pearson\'s or Spearman\'s correlation coefficient (*r*) was selected according to the normality. A *P*-value \<0.05 was considered statistically significant. Statistical analyses were performed using *R* version 3.1.2 statistical software (R Foundation, Vienna, Austria).

RESULTS {#rrw073s3}
=======

Tables [2](#rrw073TB2){ref-type="table"} and [3](#rrw073TB3){ref-type="table"} summarize the dose--volume indices, comparing the original dose and the predicted dose with interplay. In Table [2](#rrw073TB2){ref-type="table"}, the breathing patterns combine three different amplitudes (shallow, normal and deep) with the normal breathing cycle time. For the heart, the values for mean dose, D~2%~ and gEUD with motion were significantly greater than those for the original dose (*P* \< 0.01 or 0.05, respectively). The NTCP values for the motion data under deep breathing were marginally higher than those for the original data (*P* \< 0.01). Other breathing amplitudes did not differ significantly. V~25Gy~ for the motion data were significantly greater than those for the original data (*P* \< 0.01). The larger amplitudes resulted in higher volume indices. For LAD, the mean doses with motion were greater than those for the original data (*P* \< 0.01). The V~25Gy~ were 12.4%, 14.4%, 15.5% and 18.1% for original, shallow, normal and deep breathing amplitudes, respectively (*P* \< 0.01). However, the D~2%~ for the motion data did not differ significantly from those for the original data, possibly due to averaging over time. For the right lung, the mean dose (gEUD) with motion was significantly greater than that for the original data (*P* \< 0.01), although the difference was small (0.05 Gy). For the left lung, all motion parameters were greater than those for the original data (*P* \< 0.01). V~2Gy~, V~5Gy~ and V~20Gy~ with motion were around 16%, 8% and 3--5% higher than those of the original data, respectively. For PTV~eval~, the mean dose and gEUD values gradually decreased with increasing amplitudes, with a difference of \~1 Gy. The TCPs with motion were also reduced from the original data (*P* \< 0.01). The V~95%~ values were 98.8%, 91.9%, 90.3% and 85.2% for original, shallow, normal and deep breathing amplitudes, respectively (*P* \< 0.01). The CI with motion was not significantly different from that for the original data, but HI was greater. Table 2.Comparisons between the original and predicted dose--volume indices with a normal breathing cycle at various amplitudesAmplitudeOrganIndexOriginalShallowNormalDeepHeartMean dose (Gy)1.77 ± 0.852.52 ± 0.99\*2.57 ± 1.01\*2.70 ± 1.07\*D~2%~ (Gy)19.52 ± 14.7022.17 ± 14.48\*\*22.85 ± 14.60\*\*24.32 ± 14.52\*\*gEUD (Gy)8.23 ± 4.698.78 ± 4.35\*\*8.98 ± 4.29\*\*9.54 ± 4.19\*NTCP0.0034 ± 0.00330.0035 ± 0.00320.0035 ± 0.00320.0038 ± 0.0035\*V~25Gy~ (%)1.58 ± 1.401.95 ± 1.67\*2.12 ± 1.77\*2.53 ± 2.00\*LADMean dose (Gy)8.31 ± 4.999.99 ± 5.21\*10.30 ± 5.31\*11.13 ± 5.56\*D~2%~ (Gy)33.08 ± 17.0133.81 ± 14.3834.06 ± 13.3135.06 ± 11.47V~25Gy~ (%)12.39 ± 10.7614.37 ± 11.94\*15.53 ± 12.60\*18.13 ± 13.96\*Right lungMean dose = gEUD (Gy)0.14 ± 0.030.19 ± 0.04\*0.19 ± 0.04\*0.19 ± 0.04\*NTCP0.0001 ± 0.00000.0001 ± 0.00000.0001 ± 0.00000.0001 ± 0.0000V~2Gy~ (%)0.00 ± 0.010.13 ± 0.280.13 ± 0.280.14 ± 0.31V~5Gy~ (%)0.00 ± 0.000.00 ± 0.000.00 ± 0.000.00 ± 0.00V~20Gy~ (%)0.00 ± 0.000.00 ± 0.000.00 ± 0.000.00 ± 0.00Left lungMean dose = gEUD (Gy)4.78 ± 1.815.73 ± 1.80\*5.85 ± 1.79\*6.17 ± 1.78\*NTCP0.0053 ± 0.00710.0117 ± 0.0141\*0.0122 ± 0.0144\*0.0138 ± 0.0150\*V~2Gy~ (%)29.31 ± 4.8245.38 ± 8.53\*45.28 ± 8.39\*45.25 ± 8.20\*V~5Gy~ (%)17.75 ± 4.6725.50 ± 5.32\*25.57 ± 5.27\*26.00 ± 5.18\*V~20Gy~ (%)9.68 ± 4.1812.92 ± 4.70\*13.64 ± 4.73\*15.12 ± 4.75\*PTV~eval~Mean dose (Gy)50.06 ± 0.0449.29 ± 0.17\*49.19 ± 0.19\*48.89 ± 0.25\*gEUD (Gy)49.98 ± 0.0549.05 ± 0.28\*48.91 ± 0.32\*48.44 ± 0.43\*TCP0.9243 ± 0.00040.9171 ± 0.0023\*0.9160 ± 0.0027\*0.9120 ± 0.0038\*V~95%~ (%)98.84 ± 1.5091.94 ± 3.28\*90.33 ± 3.17\*85.19 ± 2.86\*CI0.63 ± 0.120.62 ± 0.090.62 ± 0.090.61 ± 0.09HI0.08 ± 0.020.12 ± 0.03\*0.13 ± 0.03\*0.16 ± 0.03\*[^2] Table 3.Comparisons between the original and the predicted dose--volume indices at normal amplitude with different breathing cyclesCycleOrganIndexOriginalSlowNormalFastHeartMean dose (Gy)1.77 ± 0.852.57 ± 1.01\*2.57 ± 1.01\*2.57 ± 1.01\*D~2%~ (Gy)19.52 ± 14.7022.85 ± 14.60\*\*22.85 ± 14.60\*\*22.85 ± 14.59\*\*gEUD (Gy)8.23 ± 4.698.98 ± 4.29\*\*8.98 ± 4.29\*\*8.98 ± 4.29\*\*NTCP0.0034 ± 0.00330.0035 ± 0.00320.0035 ± 0.00320.0035 ± 0.0032V~25Gy~ (%)1.58 ± 1.402.12 ± 1.77\*2.12 ± 1.77\*2.12 ± 1.77\*LADMean dose (Gy)8.31 ± 4.9910.31 ± 5.31\*10.30 ± 5.31\*10.30 ± 5.31\*D~2%~ (Gy)33.08 ± 17.0134.07 ± 13.3134.06 ± 13.3134.06 ± 13.31V~25Gy~ (%)12.39 ± 10.7615.53 ± 12.59\*15.53 ± 12.60\*15.53 ± 12.60\*Right lungMean dose = gEUD (Gy)0.14 ± 0.030.19 ± 0.04\*0.19 ± 0.04\*0.19 ± 0.04\*NTCP0.0001 ± 0.00000.0001 ± 0.00000.0001 ± 0.00000.0001 ± 0.0000V~2Gy~ (%)0.00 ± 0.010.13 ± 0.280.13 ± 0.280.13 ± 0.28V~5Gy~ (%)0.00 ± 0.000.00 ± 0.000.00 ± 0.000.00 ± 0.00V~20Gy~ (%)0.00 ± 0.000.00 ± 0.000.00 ± 0.000.00 ± 0.00Left lungMean dose = gEUD (Gy)4.78 ± 1.815.85 ± 1.79\*5.85 ± 1.79\*5.85 ± 1.79\*NTCP0.0053 ± 0.00710.0122 ± 0.0144\*0.0122 ± 0.0144\*0.0122 ± 0.0144\*V~2Gy~ (%)29.31 ± 4.8245.28 ± 8.39\*45.28 ± 8.39\*45.28 ± 8.39\*V~5Gy~ (%)17.75 ± 4.6725.57 ± 5.27\*25.57 ± 5.27\*25.57 ± 5.27\*V~20Gy~ (%)9.68 ± 4.1813.65 ± 4.72\*13.64 ± 4.73\*13.64 ± 4.73\*PTV~eval~Mean dose (Gy)50.06 ± 0.0449.19 ± 0.20\*49.19 ± 0.19\*49.20 ± 0.20\*gEUD (Gy)49.98 ± 0.0548.91 ± 0.33\*48.91 ± 0.32\*48.91 ± 0.33\*TCP0.9243 ± 0.00040.9160 ± 0.0027\*0.9160 ± 0.0027\*0.9160 ± 0.0027\*V~95%~ (%)98.84 ± 1.5090.31 ± 3.14\*90.33 ± 3.17\*90.37 ± 3.03\*CI0.63 ± 0.120.62 ± 0.090.62 ± 0.090.62 ± 0.09HI0.08 ± 0.020.13 ± 0.03\*0.13 ± 0.03\*0.13 ± 0.03\*[^3]

Table [3](#rrw073TB3){ref-type="table"} shows the data for breathing patterns that combined the three different cycle times (slow, normal and fast) with normal amplitude. The motion data for the normal amplitude and cycle time were the same as those in Table [2](#rrw073TB2){ref-type="table"} and, therefore, showed the same tendency in differences between the predicted and original data. In particular, the predicted data were almost the same between the various cycle times. When repeated data analysis of variance (ANOVA) was performed to compare the three cycles, there were no significant differences for pairwise comparisons of the slow--normal, slow--fast or normal--fast combinations.

As the predicted data were almost the same between the various cycle times, the analysis was limited to the comparisons of passing rates between the PGIs with 3% global/3 mm criteria and the RGIs with different amplitudes (Table [4](#rrw073TB4){ref-type="table"}). The RGI passing rates exceeded those of the PGI (*P* \< 0.01) for all OARs other than the right lung, where the RGI and PGI passing rates were similar. For PTV~eval~, the RGI passing rates also exceeded those of PGI for each breathing pattern (*P* \< 0.01), even though the TCP values decreased from the original data to the motion data. The maximum differences between RGI and PGI with the 3% global/3 mm criterion were 1.1%, 1.1% and 0.3% in the heart, left lung and PTV~eval~, respectively. Table 4.Comparisons between the passing rates of the physical gamma index (3%/3 mm tolerance) and radiobiological gamma index of each organ in 10 patientsOrganAmplitudePGI (%)RGI (%)*P* valueHeartShallow93.67 ± 5.7794.36 ± 5.44\<0.01Normal93.16 ± 5.5393.98 ± 5.23\<0.01Deep89.64 ± 5.2390.70 ± 4.99\<0.01Right lungShallow54.33 ± 2.2154.33 ± 2.21NSNormal54.36 ± 2.1954.36 ± 2.19NSDeep54.28 ± 2.1254.28 ± 2.12NSLeft lungShallow74.54 ± 4.5975.60 ± 4.44\<0.01Normal73.06 ± 4.3174.07 ± 4.11\<0.01Deep68.93 ± 3.8769.80 ± 3.72\<0.01PTV~eval~Shallow92.95 ± 2.5293.08 ± 2.50\<0.01Normal90.29 ± 3.1490.47 ± 3.10\<0.01Deep81.80 ± 4.5782.06 ± 4.47\<0.01[^4]

Significant negative correlations were found between the RGI passing rates and the D~2%~ and V~25Gy~ for the heart under deep breathing amplitude (*P* = 0.01 and 0.04, respectively) (Fig. [3](#rrw073F3){ref-type="fig"} and Table [5](#rrw073TB5){ref-type="table"}). Positive correlations were found between the RGI passing rates and the mean dose under normal and deep breathing amplitudes, gEUD under shallow, normal and deep breathing amplitudes, and TCP under shallow, normal and deep breathing amplitudes (all *P* = 0.02). Other combinations of the RGI passing rates and predicted dose--volume indices did not differ significantly. Fig. 3.Correlations between the passing rates of radiobiological gamma index and the predicted dose--volume indices. (a) D~2%~ (Gy), (b) V~25Gy~ (%) for the heart, (c) mean dose (Gy), (d) gEUD (Gy) and (e) TCP for the PTV~eval~. The symbol colors indicate the breathing amplitude. The solid line shows linear regression. Table 5.Indices of correlation between the passing rates of radiobiological gamma index and dose--volume indicesOrganIndexAmplitudeCorrelation factor*P* valueHeartD~2%~ (Gy)Deep−0.7820.01V~25Gy~ (%)−0.6480.04PTV~eval~Mean dose (Gy)Normal0.7040.02Deep0.7310.02gEUDShallow0.7080.02Normal0.7190.02Deep0.7330.02TCPShallow0.7070.02Normal0.7180.02Deep0.7250.02[^5]

DISCUSSION {#rrw073s4}
==========

The predicted dose obtained from the MGDR approach took account of machine errors for dose delivery, such as the deviation of MLC leaf position, beam output, and stability of the measurement device. It is useful to evaluate dose in close-to-actual radiation treatment; therefore, we made dosimetric comparisons between planned and predicted doses. This MGDR approach does not need dose recalculation in the TPS, so it is important that accurate beam modeling characterization in TPS is based on an accurate measured dose distribution. It should be noted that even though the predicted doses are close to those of actual radiation treatment, the dosimetric results presented in this simulation study are not always applicable to the actual treatment. Thus, the dosimetric results should be evaluated and confirmed by future clinical studies.

The dose distribution with motion interplay can be calculated based on the static dose in each segment, as described by Li *et al*. \[[@rrw073C39]\]. George *et al*. \[[@rrw073C32]\] reproduced this by changing the MLC leaf sequence. We have presented an alternative approach, based on the individual segmented dose from the measured data using the DICOM RT-plan file without motion, taking advantage of not needing to recalculate the dose in the TPS to estimate the interplay effect. However, the detector density of the MapCHECK was coarse (5 mm with respect to the motion amplitude used in this study); in future, the finer detector density of an electric portal imaging device or the doubled detector density method \[[@rrw073C40]\] of the MapCHECK should be used. It will be important to evaluate the dose in the MLC leaf penumbra region for interplay, particularly for the LAD because of its relatively small volume compared with that of other organs. Another limitation of this study is that the relative dose error map used to predict the dose was measured by the MapCHECK device at gantry 0, a different gantry angle than that used during actual treatment. Sumida *et al*. \[[@rrw073C41]\] reported the effect of significant dosimetric impact at the MLC leaf abutment in step-and-shoot IMRT on the prediction of dose according to the difference in gantry angles between measurement and actual treatment. The same type of double-focused MLC leaf was used as in the present study, and from their data, an estimate of the leaf opening errors at the gantry angle of left-sided tangential irradiation, compared with the gantry 0, would be \~0.5 mm \[[@rrw073C41]\]. There may be significant dosimetric impact on organ dose evaluation, which should be taken into consideration in future studies.

A novel finding of the present study was that the original and motion data are independent of the duration of the breathing cycle, but dependent on the amplitude. For the same amplitude but different cycle times, the dose--volume indices were almost the same, as was shown by Chui *et al*. \[[@rrw073C17]\]. Taylor *et al*. \[[@rrw073C42]\] reported doses of 2.3 ± 0.7 Gy and 7.6 ± 4.5 Gy to the heart and LAD, respectively, for left-sided tangential irradiation and concluded that the mean heart dose was \~2 Gy. Jin *et al*. \[[@rrw073C4]\] reported a mean heart dose of 2.2 Gy for tangential IMRT. In the present study, the mean heart doses in the original dose and predicted dose with deep amplitude were 1.8 Gy and 2.7 Gy, respectively. According to Darby *et al*. \[[@rrw073C11]\], major coronary event rates increased linearly with the mean dose to the heart by 7.4% per Gy. Attention should therefore be given to the increased mean heart dose with larger amplitude.

Chui *et al*. \[[@rrw073C17]\] reported penumbral broadening with organ motion during IMRT irradiation for breast cancer. This produces a higher dose outside and near the field edge and a lower dose inside and near the field edge compared with the dose without motion. Our study found that greater breathing amplitudes resulted in higher doses to the OARs. For the heart and LAD, the location was mostly outside the field edge. For the lungs, the greatest volumes were outside the field, but the partial volume of the left lung was inside the field edge. This impacts the data measured using a diode array that overresponds in the low-dose regions outside the field \[[@rrw073C43]\] and the accuracy of the beam profile modeling, such as the off-center ratio, especially outside the field shown as the dose error map in Fig. [2](#rrw073F2){ref-type="fig"}. Both issues could affect the predicted dose distribution as systematic errors. Jang *et al*. \[[@rrw073C44]\] reported the underestimation to be \<10 Gy for dose calculations in commercial TPS for lung cancer. Kim *et al*. \[[@rrw073C45]\] also reported that MLC scatter depends on the MLC leakage that contributes to the increased dose outside the field. Although a MLC transmission factor of 0.009 was considered to divide the segment dose distribution as primary radiation, the scattered radiation from the MLC leaf was not considered as a second-order fator in the TPS. This concern needs to be described in future studies to divide the segment dose distribution more accurately.

The beam intensity on the target side of the interface between the left lung and the PTV~eval~ is relatively high in order to irradiate a homogeneous dose to the PTV~eval~ and to reduce the dose to the left lung. When the organ moves during beam delivery, the high-intensity region partially irradiates the left lung region. This would also occur for rib bones due to their high-density material. The dose for rib bones was not evaluated in this study; however, some parts of them are located close to the surface of the patient\'s skin covered by the build-up region of the beam, and these parts may receive an unexpectedly high dose due to the organ motion.

Regarding the PTV~eval~, as mentioned earlier the penumbral broadening reduces the dose to the target, in particular the V~95%~ for greater breathing amplitudes \[[@rrw073C17]\]. The mean HI increased from the original data of 0.08 to 0.16 with deep amplitude breathing. This means that inhomogeneity within the target increases with increasing amplitude because the D~98%~ decreases with increasing amplitude, even though the D~2%~ and D~50%~ remain almost unchanged (data not shown). This is consistent with reported data \[[@rrw073C17]\], although those authors used D~min~ instead of D~98%~. The mean dose for a large amplitude was 48.9 Gy, which was 1.1 Gy lower than the original data dose of 50.0 Gy. Scaling the relative reduction of 2.4% up to 50.0 Gy, the mean dose for the heart, right lung and left lung would be 2.8 Gy, 0.2 Gy and 6.3 Gy, respectively. As noted previously, major coronary event rates increase linearly with the heart mean dose by 7.4% per Gy \[[@rrw073C11]\]. Even assuming that the prescription dose is based on the mean dose, the NTCP for OARs would still be close to zero. However, Gagliardi *et al*. \[[@rrw073C46]\] recommended that the irradiated heart volume be minimized as far as possible without compromising the target coverage, especially the mean dose of the LAD, which correlates with the mean dose to the heart and which may have higher correlation with the cardiac risk \[[@rrw073C42], [@rrw073C47]\]. Rescaling the prescription dose to the target should therefore be given careful attention for doses in other normal tissues.

We evaluated the dose with interplay for the PTV~eval~ and the OARs assuming no intrafractional organ deformation during irradiation and no set-up error for the patient. Although Wang *et al*. \[[@rrw073C20]\] reported that the breast volume change during free breathing can be ignored and that the dosimetric impact was small, dosimetric impact with organ deformation should be evaluated further in the future. In addition, one-cycle breath motion was used as a reference in this study, focusing on the difference between breathing amplitude and cycle. Tudor *et al*. \[[@rrw073C48]\] reported that baseline variations during treatment cause a dosimetric impact to the target, largely due to the interplay effect. In addition, since breathing patterns vary between patients, in the future other patterns as well as the baseline shift during treatment should be considered for dose evaluation with interplay. Over the course of treatment, a set-up error for the patient would have a dosimetric impact. To investigate how large the impact would be in target and normal tissues, it would, for example, be possible to change the isocenter location per fraction in this MGDR approach to estimate the differences between planned and predicted doses.

The RGI passing rates for the target and normal tissues (other than for the right lung) were higher than those for the PGI. Even if the predicted dose to the OARs under organ motion was higher than the original dose, resulting in PGI ≥ 1, when the NTCP value from the predicted dose was \<0.05, the failed dose grid altered the passing dose grid. The planned dose for the OARs was sufficiently lower than the dose constraint that would lead to such a situation. In addition, even if the PGI for the target was ≥1 in the voxel, a voxel with a predicted dose \>95% of the prescription dose would be accepted in the RGI. The probability of change in the PGI to the RGI depends on the weight factor *n* in Eq. [10](#rrw073M10){ref-type="disp-formula"}. This factor was defined as a monotonic proportion; however, in general the TCP value is high and located at the end of the slope and at the shoulder of the TCP curve. In contrast, the NTCP is low and located at the beginning of the slope and at the bottom of the NTCP curve. The sensitivity of the change in TCP/NTCP would be different for the target and critical organ. Therefore, the weight factor *n* may not be monotonic, and a more appropriate alternative should be investigated in the future.

Regarding the correlation between the RGI passing rates and predicted dose--volume indices, the results showed that when the RGI passing rates decrease, D~2%~ and V~25Gy~ increase for the heart, and when the RGI passing rates decrease, the mean dose and gEUD decrease for the PTV~eval~, which indicates that the TCP value would also decrease. The RGI provides both physical and radiobiological evaluations as well as the statistical correlation presented previously. Thus, the evaluation method using the RGI passing rates may be considered superior. However, appropriate values for obtaining more sensitive RGI values are needed as there are no statistical correlations for other organs under various breathing amplitudes.

The sensitivity of the RGI results in the gamma passing rate depends on the values of the tolerated TCP and NTCP. For late cardiac mortality, the tolerated NTCP of 0.05 was recommended in the report of Gagliardi *et al*. \[[@rrw073C46]\]. For radiation pneumonitis of the lung, the acceptable risk level varies with the clinical scenario \[[@rrw073C49]\]. Although the tolerated NTCP for the lung was set to 0.05 in this study, a physician may change the value depending on the clinical endpoint.

The effect of organ motion on left-breast dosimetry was evaluated using an MGDR approach based on the data measured without motion. Our approach is comparable with that of other published reports \[[@rrw073C32], [@rrw073C39]\]. This study showed that, for the target, the RGI passing rate was higher than that of the PGI, even though the dose coverage was worse; for OARs, it was higher than that of the PGI when organ motion was taken into consideration. Although acceptable NTCP values vary between organs and depend on a physician\'s judgement, provided that the NTCP value of \<0.05 is considered acceptable, one option may be to scale up the dose to achieve good PTV coverage and maintain TCP. Motion results in an underdose to the target, and this should be taken into account in breast cancer treatment.
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[^1]: TCD50 = dose required for 50% probability of tumor control, D50 = dose required for 50% probability of normal tissue complication, γ50 = slope at the TCD50 or D50, s = relative seriality factor, PTV~eval~ = planning target volume for evaluation.

[^2]: LAD = left anterior descending coronary artery, PTV~eval~ = planning target volume for evaluation, gEUD = generalized equivalent uniform dose, NTCP = normal tissue complication probability, TCP = tumor control probability, CI = conformity index, HI = homogeneity index, D~2%~ = the absorbed dose received by 2% of the volume, V~xGy~ = the percentage of volume receiving x Gy. Values are means ± SD. \**P* \< 0.01, \*\**P* \< 0.05 (statistically significant difference from the original data).

[^3]: LAD = left anterior descending coronary artery, PTV~eval~ = planning target volume for evaluation, gEUD = generalized equivalent uniform dose, NTCP = normal tissue complication probability, TCP = tumor control probability, CI = conformity index, HI = homogeneity index, D~2%~ = the absorbed dose received by 2% of the volume, V~xGy~ = the percentage of volume receiving *x* Gy. Values are means ± SD. \**P* \< 0.01, \*\**P* \< 0.05 (statistically significant difference from the original data).

[^4]: PGI = physical gamma index, RGI = radiobiological gamma index, PTV~eval~ = planning target volume for evaluation, NS = not significant. Values are means ± SD.

[^5]: D~2%~ = the absorbed dose received by 2% of the volume, V~25Gy~ = the percentage of volume receiving 25 Gy, PTV~eval~ = planning target volume for evaluation, gEUD = generalized equivalent uniform dose, TCP = tumor control probability.
