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Abstract
An important limitation in current fits of parton distribution functions (PDFs) is that PDF uncertainties do not
include any source of theoretical uncertainty. Here we present a general method for incorporating theoretical un-
certainties into PDF fits, focussing in particular on perturbative missing higher order uncertainties (MHOUs). We
consider two methods for estimating the effect of MHOUs on PDFs, both based on scale variations. Firstly, we
present PDF fits based on theoretical predictions with varied scales, and use these to estimate the associated MHOUs.
Secondly, we discuss the construction of a theoretical covariance matrix using scale variations, and its combination
with the experimental covariance matrix currently used in PDF fits.
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1. Introduction
PDFs are crucial ingredients for making theoretical
predictions for experiments such as the Large Hadron
Collider (LHC). For the success of the LHC programme
it is therefore important that PDFs are accurate and that
their uncertainties are estimated in a reliable way. Here
we address the current lack of a systematic inclusion of
theoretical uncertainties in PDF fits; at present global
PDF fits account only for experimental uncertainties,
which propagate from the input experimental data, and
methodological uncertainties, introduced by the choice
of fitting procedure, e.g. see [1].
In the past, experimental uncertainties in PDF fits
were large enough that the effects of many sources of
theoretical uncertainties could be assumed to be negli-
gible. However, we are now in an era of high-precision
experimental measurement at the LHC [2, 3, 4], and
this is no longer the case. High-precision data have re-
sulted in high-precision PDFs in kinematic regions that
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are spanned by these data. For example, in Ref. [1] (see
Fig. 5.9) it is shown that parton luminosities constructed
using NNPDF’s latest global PDF set, NNPDF3.1, at
next-to-next-to-leading order (NNLO) have a nominal
precision that is as low as 1% in some regions of phase
space.
One type of theoretical uncertainty is MHOUs, which
arise from the truncation of the perturbative expansions
used in fixed order QCD calculations. In Ref. [1] (see
Fig. 3.13), estimates of MHOUs at NLO are obtained
by computing the shift between the central values of the
NLO and NNLO PDFs. These estimates of MHOUs
are of comparable order to the PDF uncertainty at NLO,
suggesting that including MHOUs in PDFs could now
have a significant effect.
MHOUs are also of particularly increasing relevance
because they are often the dominant source of theoret-
ical uncertainty for LHC processes. An important ex-
ample for which this is the case is Higgs production via
gluon-gluon fusion [5].
As a result of their importance, we focus here on a
discussion of how to estimate the effect of MHOUs on
PDFs. We emphasise, however, that the approach we
ultimately present in Sect. 4 is fully general and can be
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used to account for other types of theoretical uncertainty
such as those due to nuclear effects.
2. Scale variations
Before moving on to our proposed frameworks for es-
timating MHOUs in PDF fits, we will review the stan-
dard technique for estimating MHOUs: scale variations.
This method is based on the two unphysical scales that
arise in fixed order QCD calculations: the renormali-
sation scale, µR, and the factorisation scale, µF . If all
orders in the perturbative expansions are included, ob-
servables do not depend on either of these two scales.
However, at fixed order there is a residual scale depen-
dence. As a result, varying these scales in fixed or-
der QCD calculations leads to different predictions, the
spread of which quantifies the MHOU. In practice, cal-
culations are done over a chosen range of scale combi-
nations. For a discussion of the origin of these scales
see Ref. [6], and to see how fixed order QCD predic-
tions depend on them see Refs. [7, 8, 9], for example.
In order to estimate MHOUs for LHC processes,
most studies adopt a prescription based on 7-point scale
variations. For instance, this is the recommendation in
the LHC Higgs Cross Section Working Group Yellow
Report 4 for estimating the MHOU on a single theo-
retical prediction [5]. In this prescription, theoretical
predictions are calculated for seven scale combinations,
in which the baseline values for the two scales are var-
ied by factors of 2 and 12 . Defining ξ ≡ (µR, µF), these
combinations are(
ξ
ξ0
)
7−point
= {(0.5, 0.5), (0.5, 1), (1, 0.5), (1, 1),
(1, 2), (2, 1), (2, 2)} ,
(1)
where ξ0 represents the central (baseline) scales about
which one is calculating variations. The combinations
{(0.5, 2), (2, 0.5)} are omitted, typically on grounds that
doubling one scale while the other is halved corresponds
to an unphysical separation between them. The enve-
lope of the resulting seven predictions gives an estimate
for the MHOU.
Scale variations is a well-established technique for
estimating MHOUs for data points from a single phys-
ical process. However, extending this formalism to
PDFs carries additional complications. Firstly, PDF fits
use data from multiple physical processes, necessitat-
ing a framework that can consistently account for cor-
relations between the theoretical predictions for differ-
ent processes. Specifically, all theoretical predictions
share common PDFs so MHOUs from the PDF evolu-
tion will be fully correlated, while there will also be ad-
ditional correlations between theoretical predictions for
similar processes, which have a renormalisation scale in
common. For example, the theoretical predictions for
jets from ATLAS will be correlated with those for jets
from CMS due to both the PDF evolution and the shared
renormalisation scale. Secondly, in global PDF fits we
deal with ∼ 4000 data points [1], so a computationally
efficient procedure must be developed to compute the-
oretical predictions for several scale combinations for
each data point.
In what follows we apply scale variations to PDFs
predominantly by using and extending 7-point scale
variations. We also consider 3-point scale variations in
which, for one data point, µR and µF are set equal and
varied in the same range as with 7-point scale variations.
That is, (
ξ
ξ0
)
3−point
= {(0.5, 0.5), (1, 1), (2, 2)} . (2)
3. Fits with scale variations
We now turn our attention to using scale-varied
theoretical predictions in PDF fits, and to estimating
MHOUs at the PDF-level using the 3 and 7-point pre-
scriptions discussed above. Computation of the neces-
sary scale-varied deep-inelastic scattering (DIS) struc-
ture functions and hadronic cross sections is carried out
using APFEL [10] and APFELgrid [11], which allow for
arbitrary scale choices.
The fits we present use the NNPDF3.1 settings [1]
except for some minor changes to the selection of input
data. Notably, we raise the minimum scale required for
the input data from Q2 = 2.69 GeV2 to Q2 = 12.6 GeV2.
This ensures that we preserve the perturbative conver-
gence of predictions computed with µR and µF equal to
half of their respective baseline values. Fits are pro-
duced for the case where both µR and µF are fully cor-
related across all data points.
Fig. 1 shows some preliminary results from the fits
with scale variations. In the upper plot we compare
three uncertainty bands on the NLO gluon PDF. PDF
errors (red dot-dashed) are plotted alongside two mea-
sures of MHOU: scale errors (blue hatched), deter-
mined using the procedure outlined above, and the
(symmetrised) shift between NLO and NNLO predic-
tions (black). This latter gives an indication of the “true”
NLO uncertainty, and so we expect that a good esti-
mation of MHOUs should be comparable to this shift,
which provides a useful validation technique. We see
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that in general for 7-point variations the scale uncer-
tainty encompasses the NLO-NNLO shift.
Figure 1: Preliminary results for 7-point scale variations for the gluon
PDF, computed using a global data set at NLO and an energy scale
of Q2 = 100 GeV2. The upper panel compares the PDF uncertainty
(red), the symmetrised NLO-NNLO shift (black) and the scale uncer-
tainty (blue). The scale uncertainty band is calculated by taking the
envelope of the PDFs computed at each scale combination (for 7-point
variations), as shown in the lower panel. The PDFs are normalised to
the PDF computed at the central scales, which is shown with errors
(green band). Scale choices corresponding to 3-point variations are
coloured blue.
The lower plot of Fig. 1 provides insight into the ori-
gin of these scale errors. Here we compare the central
values of the gluon PDF, calculated for each of the stan-
dard 7-point scale choices. Each PDF is normalised to
the central scale result (green band). The scale combi-
nations corresponding to 3-point variations are shown
in blue. It is evident that the choice of scale can lead
to large differences in PDF central values, especially at
low x. The 3-point variations alone do not well rep-
resent the extent of these variations. In particular, we
note that the scale uncertainty band can be tuned in three
ways: by changing the prescription for scale variations
(e.g. 3 versus 7-point); by changing the range in which
the scales are varied; and by changing the way that the
band is defined (i.e. by considering alternatives to tak-
ing the envelope).
An important point to note is that here both µR and
µF are fully correlated between all data points. This
demonstrates a limitation of the envelope method for
scale variations as presented above; as previously dis-
cussed, for a global data set correlations of renormali-
sation scales should be considered only between points
belonging to the same process. To address this, sepa-
rate fits could be performed using data from each pro-
cess type, and a total envelope taken. However, this ap-
proach would necessitate producing increasingly many
fits, which would become cumbersome. Furthermore,
the envelope approach is not ideal since it lacks a solid
statistical interpretation; for example, the envelope of
two distinct uncertainties is not equivalent to the com-
bination of the two uncertainties in a statistical sense.
4. The theoretical covariance matrix
To address these issues, we would like to incorporate
theoretical uncertainties directly within PDF uncertain-
ties at the fitting-level in an efficient and statistically
sound way. To do this consistently we need to cor-
rectly account for theoretical correlations between the
theoretical predictions for the different data points. We
now outline a framework, which will be discussed in
more detail in [12], through which arbitrary theoretical
uncertainties and their correlations can be incorporated
into future NNPDF uncertainty bands in a way that ad-
dresses the aforementioned issues. This is done via the
construction of a theoretical covariance matrix in anal-
ogy with the experimental covariance matrix currently
used in NNPDF fits. This will allow us to combine theo-
retical and experimental uncertainties when performing
a fit.
In Ref. [13] it is shown that by assuming that a par-
ticular source of theoretical uncertainty is Gaussian in
nature and independent of the experimental uncertainty,
this uncertainty can be in used in a χ2-minimisation in
the same way as experimental uncertainties. That is, in-
stead of minimising the usual ‘experimental’ χ2, which
we write as
χ2exp = (y − t)T cov−1exp(y − t) , (3)
we can minimise the following ‘total’ χ2
χ2tot = (y − t)T (covexp + covth)−1(y − t) . (4)
In the above, y is a vector of Ndata data points to be fitted,
and t is a vector of theoretical predictions corresponding
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to y, which we calculate to some fixed order in pertur-
bation theory. covexp is the covariance matrix provided
by experimentalists and covth is a theoretical covariance
matrix, to be determined. For a generic choice of scale
combinations we propose to compute the theoretical co-
variance matrix according to the formula proposed in
Ref. [13]:
covth, i j = 〈(t[ξ] − t[ξ0])i(t[ξ] − t[ξ0]) j〉 , (5)
where i and j index data points, t is a theoretical pre-
diction that depends on ξ, and the angled brackets de-
note the averaging over a given range of ξ according
to some user-defined prescription. The method of com-
puting the average thus carries some ambiguity; for a
generic multi-process case one needs to consider the dif-
ferent independent scale variations to be averaged over.
We now outline the extension of scale variations to
multiple processes. Consider n processes, each with
an associated vector of theoretical predictions tp(µ0, µp)
(where p = 1, ..., n, and in what follows we index two
distinct processes with p and q). Each process carries
its own renormalisation scale, µp, originating from the
corresponding coefficient function or hard cross section.
There is also a scale µ0, associated with the PDF evolu-
tion, which applies to all processes in the same way.
We can define the vector of differences between pre-
dictions calculated at two arbitrary scales and at the cen-
tral scales by
∆p(µ0, µp) ≡ tp(µ0, µp) − tp(µ0,central, µp,central) . (6)
Note that although we have n processes in total, covth
has two types of entry:
1. those which refer to points from the same physi-
cal process, and so have both correlated µ0 and µp
variations, and
2. those which refer to points from two different
physical processes, and so only have correlated µ0
variations.
This means that we need only consider these two cases
in order to construct the entire covariance matrix. Fol-
lowing this logic, we can define a sub-matrix by taking
the outer product of the two difference vectors:
covth, pq(µ0, µp, µq) ≡ N
∑
scale
choices
∆p(µ0, µp)∆q(µ0, µq) ,
(7)
where N is an overall normalisation factor deter-
mined by averaging over variations for each scale and
then adding the contributions from all the independent
scales. Note that here the combinations of ∆s are im-
plicitly outer products.
As an initial assessment of MHOUs estimated using
this method it is instructive to first look at the errors as-
sociated with each individual data point. To do this we
consider the diagonal elements of the covariance matri-
ces, as in Fig. 2. Here we display the square roots of the
diagonal elements normalised to data, which is a mea-
sure of the relative error for that point. Yellow points
correspond to experimental uncertainties, red points to
7-point MHOUs, and blue points to the combined un-
certainty. For many of the older experiments such as
BCDMS and CHORUS we see that experimental uncer-
tainties are highly dominant. However, for other data
like the HERA combined structure function data (repre-
sented as ‘HERACOMB’ in the plots), and the ATLAS
and CMS data, MHOU uncertainties are larger than ex-
perimental uncertainties in some regions. This is in line
with what we might expect. Note that these MHOUs are
for NLO and will in general be smaller at NNLO.
We can define correlation matrices by
corri j =
covi j√
covii
√cov j j , (8)
which allow us to analyse the correlation structure be-
tween data points more easily than by using covari-
ance matrices. The experimental correlation matrix and
the total correlation matrix, which is calculated by fol-
lowing the prescription described above and adding to-
gether the experimental and theoretical covariance ma-
trices, are displayed in Fig. 3. The results presented
here are based on a scheme of four different process
types: DIS, Drell-Yan, jets and heavy quarks. Notice
that correxp is block-diagonal in form, as there are no ex-
perimental correlations between data points from differ-
ent experiments. Darker regions correspond to a domi-
nance of systematic errors over statistical errors. We can
see that for example BCDMS is systematics-dominated
whereas HERACOMB is statistics-dominated. For
some LHC processes the data are already dominated by
systematic errors.
The inclusion of MHOUs introduces off-diagonal en-
tries due to shared factorisation and renormalisation
scale variations. The effect on the correlation matrix
provides visual confirmation of the significance of the-
oretical errors when compared with experimental er-
rors. We can also investigate correlations between dif-
ferent data sets. Structure along the block-diagonal re-
flects correlations within each experiment, while entries
elsewhere quantify the correlation between scale varia-
tion errors in different experiments. The strongest re-
inforcement along the block-diagonal is seen for the
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Figure 2: A plot of the relative uncertainties associated with each data point for a global data set, grouped according to experiment and, within
this, according to kinematic region. The uncertainties are evaluated as the square root of the diagonal elements of the relevant covariance matrix,
normalised to the absolute values of the data. Yellow points correspond to experimental uncertainties, red points to MHOUs at NLO determined
from 7-point scale variations, and blue points to the combined uncertainty. Regions with red points close to the x-axis thus correspond to areas
where experimental uncertainties dominate, and converseley regions with yellow points close to the x-axis correspond to domination of theoretical
errors.
Figure 3: A graphical representation of the experimental correlation matrix (left), and the total correlation matrix (right). The total correlation
matrix is constructed by combining the theoretical and experimental covariance matrices and then applying Eq. 8. Results are for a global data
set at NLO, with the theoretical covariance matrix constructed using multi-process 7-point scale variations. Processes are categorised as: DIS,
Drell-Yan, jets and heavy quarks. The x and y-axes both run over all Ndata data points, which are grouped by experiment, and within experiments
according to kinematics. The entries range between −1 (dark blue, maximally anticorrelated) and +1 (dark red, maximally correlated).
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HERACOMB data. This suggests that scale varia-
tions between data points within HERACOMB are more
highly correlated than within other experiments. Off
the block-diagonal we see a rich correlation structure.
Taking the interaction of BCDMS with other data sets
as an example, we see that the data from BCDMS and
HERACOMB are largely anticorrelated, the data from
BCDMS and CHORUS are largely correlated, while the
data from BCDMS and the hadronic experiments has
a more mixed correlation structure. We can interpret
this in terms of the kinematic range of the different data
sets; those in a similar kinematic range will show strong
correlations, and those in different ranges will show an-
ticorrelations. For example, for the HERACOMB and
BCDMS data, which are from different x regions, this
has its origin in the sum rules; if the PDF decreases at
large x it must increase at small x to compensate.
Finally, we can use Eq. 4 to assess the impact of
MHOUs on the value of the χ2/Ndata. We find that this
reduces from 1.123, with covexp only, to 1.111, with
covexp+th. Such a reduction is expected, as we have in-
troduced additional errors. If we exclude all theoretical
correlations between different data points, i.e. only con-
sider the diagonal elements of covth, we obtain 0.579.
This tells us that, when included, the theoretical corre-
lations heavily compensate for the addition of an extra
source of uncertainty, i.e. the MHOUs, at the χ2-level.
This highlights the importance of correlations in addi-
tion to the size of the MHOUs. We note that the true
test of the impact of MHOUs at the χ2-level will be seen
when recalculating these values using the PDFs that are
fitted using covexp+th.
5. Conclusions and future work
We have shown that we can estimate MHOUs in
PDFs by producing PDF fits with scale-varied theoret-
ical predictions. We have also presented a framework
for including MHOUs in future NNPDF fits, in which
MHOUs are propagated to PDF uncertainties by defin-
ing a theoretical covariance matrix. The next step in this
work is to produce such PDF fits. These will be the first
fits of their kind, and will represent an important im-
provement in PDF determinations. Using these fits the
impact of different choices for calculating scale varia-
tions will be further investigated; in particular, we will
investigate how the choices of prescription, the range of
scale variation, and the categorisation of process types
affect PDF fits.
Finally, this work is clearly extendable to other
sources of theoretical uncertainty, via the definition
of additional corresponding theoretical covariance
matrices, as well as being extendable for use in other
NNPDF fits, such as fits of fragmentation functions or
polarised PDFs.
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