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ABSTRAK 
Evaluasi aktivitas kegiatan manusia menjadi subjek utama dalam penelitian. 
Pengenalan aktivitas manusia dapat dipergunakan dalam beberapa bidang kegiatan 
sehari-hari seperti kesehatan, game, medis, rehabilitasi, dan penerapan sistem 
rumah pintar. Dalam pengenalan aktivitas, accelerometer merupakan sensor yang 
populer. Sama halnya dengan gyroscope yang dapat disematkan dalam gawai. 
Sinyal yang dihasilkan oleh akselerometer merupakan data seri waktu sebagai 
pendekatan aktual sebuah pola aktivitas manusia. Data gerakan didapatkan dari 30 
sukarelawan. Aktivitas Dinamis (berjalan, naik tangga, turun tangga) sebagai DA 
dan Aktivitas Statis(tidur, berdiri, duduk) sebagai SA. Gabungan aktivitas tersebut 
diprediksi menggunakan CNN dengan akurasi 96% pada DA dan 90.6% pada SA 
sementara itu penggunaan Hyperparameter mendapat 97% dari keseluruhan 
dataset. 
Kata Kunci - CNN; Hyperparameter; Convolution Matrikxs; Human Activity 
Recognition 
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ABSTRACT 
Evaluated activity as a detail of the human physical movement has become a 
leading subject for researchers. Activity recognition application is utilized in 
several areas, such as living, health, game, medical, rehabilitation, and other smart 
home system applications. For recognizing the activity, the accelerometer was 
popular sensors. As well as a gyroscope can be embedded in a smartphone. Signal 
was generated from the accelerometer as a time-series data is an actual approach 
like a human activity pattern. Motion data have acquired in an of 30 volunteers. 
Dynamic Actives (Walking, Walking Upstairs, Walking Downstairs) as DA and 
Static Actives(Laying, Standing, Sitting) as SA were collected from volunteers. 
Confusion activities were solved with a CNN achieves 96% on DA and 90.6% 
accuracy on SA meanwhile hyperparameter tuning generate accuracy 97% on all 
of datasets. 
Keywords - CNN; Hyperparameter; Convolution Matrikxs; Human Activity 
Recognition 
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