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Abstract
In a fuzzy classiﬁer with ellipsoidal regions, a fuzzy rule, which is based on the
Mahalanobis distance, is deﬁned for each class. Then the fuzzy rules are tuned so that
the recognition rate of the training data is maximized. In most cases, one fuzzy rule per
one class is enough to obtain high generalization ability. But in some cases, we need to
partition the class data to deﬁne more than one rule per class.
In this paper, instead of partitioning the class data, we map the input space into the
high dimensional feature space and then generate a fuzzy classiﬁer with ellipsoidal re-
gions in the feature space. We call this classiﬁer kernel fuzzy classiﬁer with ellipsoidal
regions.
To speed up training, ﬁrst we select independent training data that span the subspace
in the feature space and calculate the kernel principal components. By this method, we
can avoid using singular value decomposition, which leads to training speedup.
In the feature space, training data are usually degenerate. Namely, the space spanned
by the mapped training data is a proper subspace. Thus, if the mapped test data are in
the complementary subspace, the Mahalanobis distance may become erroneous and
thus the probability of misclassiﬁcation becomes high. To overcome this problem, we
propose transductive training: in training, we add basis vectors of the input space as
unlabelled data; and in classiﬁcation, if mapped unknown data are not in the subspace
we expand the subspace so that they are included.
We demonstrate the eﬀectiveness of our method by computer simulations.
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1. Introduction
There are many fuzzy classiﬁers developed so far [1,2]. Among them a fuzzy
classiﬁer with ellipsoidal regions [2–4] shows relatively good generalization
performance for a wide range of applications. In training the classiﬁer, ﬁrst we
deﬁne a fuzzy rule for each class, calculating the center and the covariance
matrix using the training data for each class. Then the membership functions,
which are based on the Mahalanobis distance, are tuned so that the recog-
nition rate of the training data is maximized. To improve generalization
ability, we deﬁne more than one rule for each class, either by partitioning
the training data before training [3] or after tuning the membership functions
[4].
Support vector machines (SVMs) developed by Vapnik are known to be a
powerful tool for generating pattern recognition systems with high general-
ization ability [5]. In an SVM, ﬁrst the input space is mapped into a high
dimensional feature space and the optimal hyperplane that maximizes a margin
between two classes is determined. Inspired by the success of SVMs, many
conventional techniques, mostly linear techniques, are reformulated in the
feature space to enhance linear separability. These techniques are called kernel-
based methods. Kernel least squares [6], kernel principal component analysis
(KPCA) [7], and the kernel Mahalanobis distance [6] are examples of kernel-
based methods. But in these methods, since we need to calculate the pseudo-
inverse of a matrix, with the size equal to the number of training data, by
singular value decomposition, the calculation time becomes longer as the
number of training data increases. To avoid this, in [8] independent vectors are
selected by sequential forward selection.
In this paper, to improve the generalization ability of the fuzzy classiﬁer with
ellipsoidal regions without explicitly partitioning the training data, we propose
a kernel version [9], which is based on the kernel Mahalanobis distance. In the
feature space we deﬁne a fuzzy rule for each class using the training data. We
then tune fuzzy rules so that the recognition rate of the training data is im-
proved in the similar way as discussed in [2,3]. The hyper ellipsoid in the feature
space corresponds to several clusters in the input space. Thus, clustering is
automatically done by mapping.
To overcome the problem of long calculation time, we propose a new
method based on KPCA to calculate a kernel Mahalanobis distance.
According to the formulation of [7], all the training data have to be retained to
calculate the kernel principal components. But in our proposed method, we
ﬁrst select the linearly independent vectors that form a basis of the subspace in
the feature space and discard the remaining redundant vectors. The diﬀerence
of our method from [8] is that we select independent vectors by the Cholesky
factorization, not by forward selection. By our method, the covariance matrix
in the feature space is not singular and we do not need to use singular value
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decomposition. Thus we achieve training speedup compared with the con-
ventional kernel method.
Usually the space spanned by the mapped training data in the feature space
forms a proper subspace of the feature space. In such a case, if the mapped test
data exist in the complementary subspace, the kernel Mahalanobis distance
may becomes erroneous and this results in misclassiﬁcation. This may happen
when we use the input space as feature space and the training data are
degenerate [9]. Namely, the training data do not span the input space. To avoid
this, we introduce transductive training: in training, we add the basis vectors of
the input space as the unlabelled training data, and if the mappings of these
data are in the complementary subspace, we add them as the basis vectors in
the feature space. Namely, ﬁrst, we map the basis vectors into the feature
space, and then we perform the Cholesky factorization to judge whether each
mapped basis vector is included in the space spanned by the mapped training
data. If it is not included in the space, we calculate the vector that is orthogonal
to the space spanned by the mapped training data and modify the covariance
matrix.
By this method, however, the complementary subspace may remain. Thus,
in classiﬁcation, whenever an unknown datum is given, we judge whether the
mapped datum is included in the space spanned by the mapped training data
and basis vectors by the Cholesky factorization. We can speed up factorization,
storing the previously factorized matrices and factorizing the row and column
associated with only the unknown datum. If it is not included, we calculate the
vector orthogonal to the previously selected vectors by the Gram–Schmidt
orthogonalization and modify the covariance matrix.
In Section 2 we describe a conventional fuzzy classiﬁer with ellipsoidal re-
gions and its kernel version, and in Section 3 we discuss the conventional kernel
method to calculate Mahalanobis distance which is based on singular value
decomposition. Then in Section 4, we describe a singular value decomposition
technique and its variant for improving the generalization ability. In Section 5,
we propose a KPCA-based Mahalanobis distance, and in Section 6, we pro-
pose transductive training. Then in Section 7 we discuss fuzzy rule tuning. In
Section 8, we evaluate our methods using many benchmark data sets.
2. Classiﬁer architecture
2.1. Conventional fuzzy classiﬁer with ellipsoidal regions
In this section, we discuss the conventional fuzzy classiﬁer with ellipsoidal
regions, which is generated in the input space [2,3,10]. Here we consider clas-
siﬁcation of the m-dimensional input vector x into one of n classes. For each
class, we deﬁne the following fuzzy rule:
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Ri : if x is ci; then x belongs to class i; ð1Þ
where ci is the center vector of class i:
ci ¼ 1Mi
XMi
j¼1
xij: ð2Þ
Here, Mi is the number of training data for class i and xij is the jth training
datum for class i. In the following equation, we omit the subscript i in xij to
simplify notations.
We deﬁne a membership function miðxÞ ði ¼ 1; . . . ; nÞ for input datum x by
miðxÞ ¼ expðh2i ðxÞÞ; ð3Þ
h2i ðxÞ ¼
d2i ðxÞ
ai
¼ 1
ai
½x ciTQ1i ½x ci; ð4Þ
where diðxÞ is the Mahalanobis distance between x and ci, hiðxÞ the tuned
distance, ai the tuning parameter for class i, Qi the covariance matrix for class i
in the input space, and Q1i the inverse of Qi.
The covariance matrix for class i in the input space is given by
Qi ¼ 1Mi
XMi
j¼1
½xj  ci½xj  ciT: ð5Þ
We calculate the membership function of input datum x for each class. If the
degree of membership for class j is maximum, the input datum is classiﬁed into
class j. This is equivalent to ﬁnding the minimum Mahalanobis distance when
ai in (4) is equal to 1. Function (3) makes the output range of (3) lie in ½0; 1,
and if mjðxÞ is equal to 1, the input vector x corresponds to the center of class j,
cj. We tune the membership function using ai in (4).
When Qi is positive deﬁnite, the Mahalanobis distance (4) can be calculated
using the symmetric Cholesky factorization [11]. Thus Qi can be decomposed
into
Qi ¼ LiLTi ; ð6Þ
where Li is the real valued regular lower triangular matrix.
But when Q is positive semi-deﬁnite, the value in the square root of diagonal
element of Li is non-positive. To avoid this, during the Cholesky factorization,
if the value in the square root is smaller than f, where f is a predeﬁned
threshold, the element is replaced by
ﬃﬃ
f
p
[2,10]. This means that when the
covariance matrix is positive semi-deﬁnite, the principal components in the
subspace that the training data do not span, are taken into consideration to
calculate the Mahalanobis distance. Thus by this method, the generalization
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ability does not decrease even when the training data are degenerate, namely,
the training data do not span the input space.
2.2. Kernel fuzzy classiﬁer with ellipsoidal regions
In a kernel fuzzy classiﬁer with ellipsoidal regions [9], the input space is
mapped into the feature space by a nonlinear mapping function. Similar to a
conventional fuzzy classiﬁer, in the feature space the following fuzzy rule is
deﬁned for each class:
Ri : if /ðxÞ is li; then x belongs to class i; ð7Þ
where / is the nonlinear mapping function that maps x into the l-dimensional
feature space and li is the center of class i in the feature space and is given by
li ¼
1
Mi
XMi
j¼1
/ðxjÞ: ð8Þ
We deﬁne a membership function mið/ðxÞÞ ði ¼ 1; . . . ; nÞ for input datum x
by
mið/ðxÞÞ ¼ expðh2i ð/ðxÞÞÞ; ð9Þ
h2i ð/ðxÞÞ ¼
d2i ð/ðxÞÞ
ai
¼ 1
ai
½/ðxÞ  liT/þCi ½/ðxÞ  li; ð10Þ
where dið/ðxÞÞ is the kernel Mahalanobis distance between x and li; hið/ðxÞÞ:
tuned distance; ai: tuning parameter for class i; /Ci : the covariance matrix for
class i in the feature space, /þCi : the pseudo-inverse of /Ci .
In the similar way as the conventional fuzzy classiﬁer, we calculate the
membership function of input datum x for each class. If the degree of mem-
bership for class j is maximum, the input datum is classiﬁed into class j.
Membership functions given by (9) are tuned in the feature space by changing
ai in (10). This tuning method is described in Section 7.
3. SVD-based kernel Mahalanobis distance
To calculate the kernel Mahalanobis distance given by (10) without
explicitly treating the variables in the feature space, we use the kernel method.
Namely, we transform (10) so that only the dot products /TðxÞ/ðxÞ appear in
(10) [6].
The covariance matrix in the feature space is expressed in a matrix form as
follows:
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/Ci ¼
1
Mi
XMi
j¼1
ð/ðxjÞ  liÞð/ðxjÞ  liÞT
¼ /TðXiÞ 1Mi ðIMi

 1MiÞ

/ðXiÞ; ð11Þ
where xj ¼ ½xj1    xjmT is the jth training data for class i, IMi is the Mi Mi
dimensional unit matrix, 1Mi is the Mi Mi dimensional matrix with all com-
ponents equal to 1=Mi, and /ðXiÞ is an Mi  l matrix:
/ðXiÞ ¼
/Tðx1Þ
..
.
/TðxMiÞ
2
64
3
75: ð12Þ
Since IMi  1Mi is a symmetric positive semi-deﬁnite matrix, we can deﬁne the
square root of the matrix, Zi:
Zi ¼ 1Mi ðIMi

 1MiÞ
1
2
: ð13Þ
Substituting (13) into (11) we obtain
/Ci ¼ /TðXiÞZ2i /ðXiÞ: ð14Þ
Substituting the above equation into (10) gives
d2i ð/ðxÞÞ ¼ ½/ðxÞ  liT½/TðXiÞZ2i /ðXiÞþ½/ðxÞ  li: ð15Þ
Now the following equation is valid for any integral number n and sym-
metric positive semi-deﬁnite matrix A and any vectors t and u [6]:
tTðX TAX Þnu ¼ tTX T A12ðA12HA12Þn1A12
 
Xu; ð16Þ
where H ¼ XX T. If n is negative, it means pseudo-inverse. We calculate the
pseudo-inverse using singular value decomposition, which will be discussed in
the next section.
Here since Z2i in (15) is a symmetric positive semi-deﬁnite matrix, we can
apply (16) to (15):
d2i ð/ðxÞÞ ¼ ½/ðXiÞ/ðxÞ  /ðXiÞliT½ZiðZi/ðXiÞ/TðXiÞZiÞ2Zi
 ½/ðXiÞ/ðxÞ  /ðXiÞli: ð17Þ
Since the above equation consists of only dot products in the feature space,
we can replace them with kernel functions:
Kðx; yÞ ¼ /ðxÞT/ðyÞ: ð18Þ
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The kernel functions that we use in the following study are:
1. linear kernels
Kðx; yÞ ¼ xTy; ð19Þ
2. polynomial kernels
Kðx; yÞ ¼ ð1þ xTyÞd ; ð20Þ
where d is a positive integer,
3. radial basis function (RBF) kernels
Kðx; yÞ ¼ expðcjjx yjj2Þ; ð21Þ
where c is a positive parameter.
Using (18), we can rewrite the dot products in (17) as follows:
/ðXiÞ/ðxÞ ¼
Kðx1; xÞ
..
.
KðxMi ; xÞ
2
664
3
775 ¼ KðXi; xÞ; ð22Þ
/ðXiÞli ¼
1
Mi
/ðXiÞ
XMi
j¼1
/ðxjÞ ¼ 1Mi
XMi
j¼1
KðXi; xjÞ; ð23Þ
/ðXiÞ/TðXiÞ ¼
Kðx1; x1Þ    Kðx1; xMiÞ
..
. . .
. ..
.
KðxMi ; x1Þ    KðxMi ; xMiÞ
2
664
3
775 ¼ KðXi;X Ti Þ; ð24Þ
where, KðXi;X Ti Þ is called kernel matrix.
Substituting (22)–(24) into (17), we obtain
d2i ð/ðxÞÞ ¼ KðXi; xÞ
"
 1
Mi
XMi
j¼1
KðXi; xjÞ
#T
½ZiðZiKðXi;X Ti ÞZiÞ2Zi
 KðXi; xÞ
"
 1
Mi
XMi
j¼1
KðXi; xjÞ
#
: ð25Þ
Using (25) we can calculate the kernel Mahalanobis distance without treating
variables in the feature space. We call this equation SVD-based kernel Ma-
halanobis distance.
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4. Singular value decomposition
In (25), ðZiKðXi;X Ti ÞZiÞ2 needs to be calculated by singular value decom-
position. In this section, we discuss singular value decomposition and its variant
to improve generalization ability when the number of training data is small.
4.1. Conventional method
Any matrix A is decomposed into A ¼ SKUT by singular value decomposi-
tion, where S and U are orthogonal matrices (SST ¼ I , UUT ¼ I , where I is a
unit matrix) and K is a diagonal matrix. If A is an m m positive semi-deﬁnite
matrix, singular value decomposition is equivalent to the diagonalization of the
matrix. Namely, S, K, and U are m m square matrices and S ¼ U . Since
ZiKðXi;X Ti ÞZi is a symmetric positive semi-deﬁnite matrix, in the following
discussion we assume that A is symmetric positive semi-deﬁnite.
If A is positive deﬁnite, the inverse of A is expressed as follows:
A1 ¼ ðUKUTÞ1 ¼ ðUTÞ1K1U1 ¼ UK1UT: ð26Þ
Assume that A is positive semi-deﬁnite with rank r (m > r). In this case the
pseudo-inverse of A, Aþ, is used. Since m > r holds, the (r þ 1)th to mth
diagonal elements of K are zero. In the conventional pseudo-inverse, if a
diagonal element ki is larger than or equal to r, where r is a predeﬁned
threshold, we set 1=ki to the ith element of K
þ. But if it is smaller, we set 0.
4.2. Proposed method
According to our computer experiments, if the number of training data was
small, the generalization ability of the kernel fuzzy classiﬁer was inferior to that
of the conventional fuzzy classiﬁer. The reason for this will be discussed in
Section 6. In the conventional method, if a diagonal element is smaller than r,
the associated diagonal element of the pseudo-inverse is set to 0. It means that
all components with small singular values are neglected. Namely, the subspace
corresponding to the zero diagonal elements is neglected. This leads to
decreasing the generalization ability. To avoid this we set 1=r instead of 0.
Namely we calculate the pseudo-inverse as follows:
Aþ ¼ UKþUT ¼ U
k11
. .
.
k1r
1
r
. .
.
1
r
2
666666664
3
777777775
UT: ð27Þ
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5. KPCA-based Mahalanobis distance
In this section we propose the KPCA-based method to calculate a Maha-
lanobis distance in the feature space. This method is equivalent to the kernel
Mahalanobis distance discussed in Section 3. But in this method since we can
discard the redundant input vectors, calculation time can be shortened com-
pared with that of the conventional kernel Mahalanobis distance given by (25).
5.1. Kernel Mahalanobis distance calculated by orthogonal transformation
Let kj and zj be the jth eigenvalue and the associated eigenvector of the
covariance matrix /Ci given by (11). (Here, we do not aﬃx the subscript i to kj
and zj to simplify notations. It will be added if a confusion may arise.) Then
/Cizj ¼ kjzj for j ¼ 1; . . . ; l; ð28Þ
where l is the dimension of the feature space.
In the pseudo-inverse, we set the inverse of the zero eigenvalue to be zero
[11, pp. 257–258]. Then for the pseudo-inverse of /Ci , /
þ
Ci
, the following
equation holds:
/þCizj ¼
k1j zj kj > 0;
0 kj ¼ 0:

ð29Þ
Then the jth kernel principal component of input x is deﬁned by
yj ¼ z
T
j ð/ðxÞ  liÞ kj > 0;
0 kj ¼ 0:

ð30Þ
From (29) and (30), the Mahalanobis distance in that space can be calcu-
lated as follows:
d2i ð/ðxÞÞ ¼
y21
k1
þ    þ
y2M 0i
kM 0i
; ð31Þ
where M 0i is the number of non-zero eigenvalues. We call this equation KPCA-
based Mahalanobis distance.
To calculate the component given by (30) eﬃciently, we use the KPCA
method.
5.2. Kernel principal component analysis
Here we explain the KPCA method to calculate (30). This is a sophisticated
version of [7].
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From (11), the eigenvalue equation is given by
/TðXiÞ 1Mi ðIMi

 1MiÞ

/ðXiÞz ¼ kz: ð32Þ
According to the formulation of [7], z is expressed by the linear sum of
f/ðx1Þ; . . . ;/ðxMiÞg. But by this method, we need to retain all the training data.
To overcome this problem, we select only linearly independent vectors, which
form a basis of the subspace in the feature space. It is because linearly inde-
pendent vectors f/ðx1Þ; . . . ;/ðxM 0i ÞgfM 0i 6Mig can span the space generated byf/ðx1Þ; . . . ;/ðxMiÞg [8]. 1 Therefore, z is expressed by
z ¼ ð/ðx1Þ; . . . ;/ðxM 0i ÞÞ
q1
..
.
qM 0i
2
64
3
75; ð33Þ
where fq1; . . . ; qM 0i g are scalars.
In (32), we are only interested in the components for /ðxjÞ ð16 j6M 0i Þ.
Multiplying both term of (32) by /TðxiÞ from the left-hand side and substitute
(33) into (32),
1
Mi
ðKi1; . . . ;KiMiÞðIMi  1MiÞKq0 ¼ kðKi1; . . . ;KiM 0i Þq0; ð34Þ
where Kij ¼ /TðxiÞ/ðxjÞ, K ¼ fKijgði ¼ 1; . . . ;Mi; j ¼ 1; . . . ;M 0i Þ, and q0 ¼
½q1; . . . ;qM 0i 
T
. Thus combining (34) for i ¼ 1; . . . ;M 0i ,
1
Mi
KTðIMi  1MiÞKq0 ¼ kKsq0; ð35Þ
where Ks ¼ Kij ði ¼ 1; . . . ;M 0i ; j ¼ 1; . . . ;M 0i Þ.
Since f/ðx1Þ; . . . ;/ðxM 0i Þg are linearly independent, Ks is positive deﬁnite. So
Ks can be decomposed into LLT with the Cholesky factorization. Multiplying
both term of (35) by L1 from the left-hand side, we obtain
1
Mi
L1KTðIMi  1MiÞKðLTÞ1LTq0 ¼ kLTq0: ð36Þ
In (36), k and LTq0 mean an eigenvalue and an eigenvector, respectively. Thus
solving the eigenvalue k and eigenvector LTq0 of (36), we obtain the generalized
eigenvalue k and eigenvector q0 of (35).
When the jth eigenvector of (35), q0j, is deﬁned as ½qj1; . . . ; qjM 0i 
T
, the jth
eigenvector of (11) is given by
1 In theory, using the RBF kernels, M 0i ¼ Mi. But relaxing the decision of independence, we can
select the smaller number of independent training data.
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zj ¼ ð/ðx1Þ; . . . ;/ðxM 0i ÞÞ
qj1
..
.
qjM 0i
2
64
3
75: ð37Þ
Using the jth eigenvector zj, we can calculate the jth kernel principal com-
ponent (30) as follows:
yj ¼ zTj ð/ðxÞ  liÞ ¼ ½qj1; . . . ; qjM 0i 
/ðx1ÞT
..
.
/ðxM 0i Þ
T
2
664
3
775/ðxÞ  zTj li
¼
XM 0i
l¼1
qjlKðx; xlÞ  zTj li; ð38Þ
where
zTj li ¼ ½qj1; . . . ; qjM 0i K
T
1
Mi
..
.
1
Mi
2
64
3
75: ð39Þ
With the kernel principal components (38) and the eigenvalue, we can calculate
the KPCA-based Mahalanobis distance given by (31). This is equivalent to the
SVD-based kernel Mahalanobis distance, discussed in Section 3. But in this
method, since we can discard the redundant training data, computational time
can be shortened compared with that of the SVD-based kernel Mahalanobis
distance.
5.3. Selection of linearly independent vectors
The dimensionality of the space spanned by the training data in the feature
space is equivalent to the rank of the kernel matrix given by (24) [8]. In [8], a set
of linearly independent vectors is selected by sequential forward selection. In
our method, since the kernel matrix (24) is guaranteed to be positive semi-
deﬁnite, we adopt the symmetric Cholesky factorization.
The kernel matrix (24) can be decomposed into two triangular matrices by
the symmetric Cholesky factorization as follows:
KðXi;X Ti Þ ¼ LiLTi ; ð40Þ
where Li is the real-valued regular lower triangular matrix and each element of
Li is given by
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lop ¼ kop 
Pp1
n¼1 lpnlon
lpp
for o ¼ 1; . . . ;Mi; p ¼ 1; . . . ; o 1; ð41Þ
laa ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kaa 
Xa1
n¼1
l2an
vuut for a ¼ 1; 2; . . . ;Mi: ð42Þ
Here in (42), if
kjj 
Xj1
n¼1
l2jn < s; ð43Þ
where s > 0, we judge that the jth training datum xj can be expressed by a
linear sum of the previously processed data and discard it. We continue cal-
culating laa until a ¼ Mi. The training data that are not discarded are linearly
independent vectors.
If we set a large value to s, the approximation error of the subspace spanned
by the training data increases. But since the number of independent variables
decreases, the computation time becomes shorter. Therefore, there is a tradeoﬀ
between the approximation error and the computation time.
6. Transductive training
6.1. Concept
In Sections 3 and 5, we discuss the SVD-based Mahalanobis distance (25)
and the KPCA-based Mahalanobis distance (31), respectively. But with those
methods, when the training data are degenerate, i.e., the space spanned by the
mapped training data is a proper subspace in the feature space, the general-
ization ability of our classiﬁer is decreased [9]. It is because the principal
components are zero in the complementary subspace.
We now explain the reason using an example shown in Fig. 1. In the ﬁgure,
training data for class j are in the two-dimensional space but those of class i are
in one dimension.
Assume that we have a datum x belonging to class j. This datum is in the
subspace spanned by the mapped training data belonging to class j, but not in
the subspace spanned by class i. Then the kernel Mahalanobis distance between
x and lj is correctly calculated by
d2j ð/ðxÞÞ ¼
y2j1
kj1
þ y
2
j2
kj2
: ð44Þ
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But for class i, since the second eigenvalue is zero due to the degeneracy of
the training data, d2i ð/ðxÞÞ is erroneously given by
d2i ð/ðxÞÞ ¼
y2i1
ki1
: ð45Þ
Since the kernel Mahalanobis distance for class i does not change even if x
moves in the direction orthogonal to the eigenvector zi1, classiﬁcation by the
Mahalanobis distance becomes erroneous.
Similar to (27), we can overcome this problem, adding the vector that is
orthogonal to the existing eigenvectors for the covariance matrix with a small
equivalent eigenvalue. The next problem is how to select the appropriate
vectors for addition. If the linear kernel is used and the training data are
degenerate, i.e., the training data do not span the input space, we can add the
basis vectors in the input space that are in the complementary subspace of the
training data. If the nonlinear kernel is used, the mapped training data may not
span the feature space even though the training data are not degenerate.
To solve this problem, we propose transductive training of the classiﬁer.
Namely, in training, we add the basis vectors of the input space as the unla-
belled training data, and if the mappings of these data are in the comple-
mentary subspace associated with the covariance matrix, we generate
associated eigenvectors with small eigenvalues. Namely, ﬁrst we map the basis
vectors into the feature space, and then we perform the Cholesky factorization
to judge whether each mapped basis vector is included in the subspace asso-
ciated with the covariance matrix. If it is not included in the subspace, we
calculate the vector that is orthogonal to the subspace and modify the
covariance matrix.
By this method, however, the complementary subspace may remain. Thus,
in classiﬁcation, whenever an unknown datum is given, we judge whether the
µj
µi
yj2
yj1
yi1
Z j1
φ(x)
Z i1
Training datum for class j
Training datum for class i
Datum which belongs to  class j
Z j2
Class j
Class i
Fig. 1. The training data for class i are degenerate. Since the second eigenvalue of class i is zero, the
kernel Mahalanobis distance for class i, dið/ðxÞÞ, cannot be calculated correctly.
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mapped datum is included in the subspace associated with the covariance
matrix by the Cholesky factorization. If it is not included, we calculate the
vector orthogonal to the previously selected vectors by the Gram-Schmidt
orthogonalization and modify the covariance matrix. We can speed up fac-
torization, storing the previously factorized matrices and factorizing the row
and column associated with only the unknown datum.
6.2. Transductive training using basis vectors
In this section, we discuss how to improve approximation of the feature
space using the basis vectors fe1; . . . ; emg in the input space in addition to the
vector of the mapped training data /ðXiÞ. Since the labels of fe1; . . . ; emg are
not known, these data should not aﬀect the principal components associated
with /ðXiÞ. Therefore, ﬁrst we calculate the eigenvalues fk1; . . . ; kM 0i g and ei-
genvectors fz1; . . . ; zM 0i g of /Ci , and add the eigenvalues with small eigenvectors
using some of the f/ðe1Þ; . . . ;/ðemÞg that are orthogonal to fz1; . . . ; zM 0i g.
Now we will explain the procedure more in detail. In the similar way as
discussed in Section 5.3, we can select independent vectors by the Cholesky
factorization of the kernel matrix for fx1; . . . ; xMig and fe1; . . . ; emg:
KðX 0i ;X 0Ti Þ ¼ /ðX 0i Þ/TðX 0i Þ; ð46Þ
where
/ðX 0i Þ ¼ /ðx1Þ . . . /ðxMiÞ /ðe1Þ . . . /ðemÞ½ T: ð47Þ
Placing f/ðe1Þ; . . . ;/ðemÞg after /ðXiÞ, we can select independent vectors
from fe1; . . . ; emg that are not included in the subspace spanned by /ðXiÞ.
Assume that m0 basis vectors, /ðerÞðr ¼ 1; . . . ;m0Þ are selected as the inde-
pendent vectors in addition to M 0i independent training vectors. From the M
0
i
independent training data, the orthogonal system fz1; . . . ; zM 0i g is calculated by
the method discussed in Section 5.
Next using /ðerÞ we generate ðM 0i þ 1Þth extra eigenvector zM 0iþ1 by the
Gram-Schmidt orthogonalization:
zM 0iþ1 ¼
gr
kgrk
; ð48Þ
where jjgrjj is the norm of gr:
gr ¼ /ðerÞ 
XM 0i
i¼1
ð/ðerÞTziÞzi ¼ /ðerÞ 
XM 0i
i¼1
xizi; ð49Þ
here, xi ¼ /ðerÞTzi.
By substituting (37) into (49), zM 0iþ1 is expressed by the linear sum off/ðx1Þ; . . . ;/ðxM 0i Þ;/ðerÞg:
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zM 0iþ1 ¼ ½/ðx1Þ; . . . ;/ðxM 0i Þ;/ðerÞ
qM 0iþ1;1
..
.
qM 0iþ1;M 0i
1
jjgr jj
2
66664
3
77775; ð50Þ
where
qM 0iþ1;j ¼ 
1
jjgrjj
XM 0i
i¼1
xiqij for j ¼ 1; . . . ;M 0i : ð51Þ
Using (50), we can calculate the (M 0i þ 1)th principal component as follows:
yM 0iþ1 ¼ zTM 0iþ1ð/ðxÞ  liÞ
¼
XM 0i
i¼1
qM 0iþ1;iKðx; xiÞ þ
1
jjgrjj
Kðer; xÞ  zTM 0iþ1li: ð52Þ
We iterate this procedure until the rest of the principal components yi
ði ¼ M 0i þ 1; . . . ;M 0i þ m0Þ are calculated.
We add these new principal components to the equation of (31), and ﬁnally
the Mahalanobis distance becomes as follows:
d2i ð/ðxÞÞ ¼
y21
k1
þ    þ
y2M 0i
kM 0i
þ
y2M 0iþ1
e
þ    þ
y2M 0iþm0
e
; ð53Þ
where for the added eigenvectors the associated eigenvalues are assumed to be
small and we set a small value to e. We call (53) KPCA-based Mahalanobis
distance with Gram-Schmidt orthogonalization.
6.3. Transductive training using unknown data
In Section 6.2, we discuss approximation of a subspace using the mapped
basis vectors /ðe1Þ; . . . ;/ðemÞ. With this method, the input space is spanned if
linear kernels are used, but for nonlinear kernels the whole feature space
cannot be covered. Thus approximation with the basis vectors may not be
enough to prevent generalization ability from decreasing.
To overcome this problem, we need to make unknown data lie in the sub-
space spanned by the eigenvectors associated with the covariance matrix. To
do so, when an unknown datum t is given, we judge whether this datum is
included in the space spanned by /ðX 0i Þ. If the datum is not in the space, we
generate the extra eigenvector in the similar way as discussed in Section 6.2.
Namely, for the kernel matrix
KðX 00i ;X 00Ti Þ ¼ /ðX 00i Þ/TðX 00i Þ; ð54Þ
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where
/ðX 00i Þ ¼ ½/ðX 0i Þ;/ðtÞT; ð55Þ
we perform the Cholesky factorization. But since the factorization of
KðX 0i ;X 0Ti Þ can be done oﬀ-line, we only have to calculate the (Mi þ mþ 1)th
row and column of KðX 00i ;X 00Ti Þ as follows:
lMiþmþ1;j ¼
kMiþmþ1;j 
Pj1
n¼1 lMiþmþ1;nljn
ljj
for j ¼ 1; . . . ;Mi þ m; ð56Þ
lMiþmþ1;Miþmþ1 ¼ kMiþmþ1;Miþmþ1
 

XMiþm
n¼1
l2Miþmþ1;n
!1
2
: ð57Þ
If the value in the square root in (57) is larger than s in (43), it means that
the unknown datum t is not included in the space spanned by /ðX 0i Þ. Thus we
generate the extra eigenvector to span the subspace.
By this method, since we do not need to calculate the whole elements, it is
not time consuming. When we are not given enough number of training data,
this online approximation may be eﬀective.
7. Fuzzy rule tuning
7.1. Concept
In training the conventional fuzzy classiﬁer with ellipsoidal regions, slopes
of the membership functions are tuned until there is no improvement in the
recognition rate. Unlike the steepest ascent method, which is one of the
common ways of optimizing parameters but is very slow, this method is shown
to be very robust and extremely eﬃcient [2,3,10].
For the kernel fuzzy classiﬁer with ellipsoidal regions, since we can calculate
a Mahalanobis distance in the feature space using any one of (25), (31), and
(53), the tuning algorithm in the input space can be readily extended to the
feature space. In this section we explain the tuning algorithm.
For example, when tuning parameter ai in (10) is increased, the slope of
mið/ðxÞÞ decreases, and at the same time the degree of mið/ðxÞÞ increases. This
may lead to correct classiﬁcation of the data which were misclassiﬁed before
tuning, while some data which were correctly classiﬁed may be misclassiﬁed.
Here we allow the data, which were classiﬁed correctly before tuning to be
misclassiﬁed as long as the overall recognition rate of the training data is im-
proved. We divide the training data into the following four cases:
Case 1. Input x is correctly classiﬁed into class i.
Case 2. Input x is correctly classiﬁed into a class other than class i.
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Case 3. Input x, which belongs to class i, is misclassiﬁed into another class.
Case 4. Input x, which belongs to a class other than i, is misclassiﬁed into
class i.
We deﬁne Xi ði ¼ 1; . . . ; 4Þ as a data set in case i.
7.2. Lower and upper bounds of ai
Here we consider the training data for Case 1. Before tuning, the input
datum x is correctly classiﬁed into class i. While maintaining the correct
classiﬁcation of x, we can change ai so long as the following equation is sat-
isﬁed:
Lið/ðxÞÞ ¼ d
2
i ð/ðxÞÞ
minj 6¼i h2j ð/ðxÞÞ
< ai; ð58Þ
where Lið/ðxÞÞ is deﬁned as the lower bound of ai to maintain correct classi-
ﬁcation of x.
Next, we calculate the lower bounds for all data in Case 1, and the maxi-
mum lower bound among them is deﬁned as follows:
Lið1Þ ¼ max
x2X1
Lið/ðxÞÞ; ð59Þ
where Lið1Þ is the lower bound that does not lead to any misclassiﬁcation.
In general, LiðlÞ which allow l 1 correctly classiﬁed data to be misclassiﬁed
is deﬁned as follows:
LiðlÞ ¼ max
x2X1;Lið/ðxÞÞ6¼Lið1Þ;...;Liðl1Þ
Lið/ðxÞÞ: ð60Þ
Next, we consider the training data in Case 2. In a similar way we can deﬁne
Uið/ðxÞÞ as the upper bound of ai to maintain correct classiﬁcation of x:
Uið/ðxÞÞ ¼ d
2
i ð/ðxÞÞ
minj h2j ð/ðxÞÞ
: ð61Þ
Then we calculate the upper bounds for all data in Case 2.
In general, we deﬁne the upper bound of ai, UiðlÞ, that allows l 1 correctly
classiﬁed data to be misclassiﬁed as follows:
UiðlÞ ¼ min
x2X2;Uið/ðxÞÞ6¼Uið1Þ;...;Uiðl1Þ
Uið/ðxÞÞ: ð62Þ
7.3. Maximizing margins
In SVM training, the optimal hyperplane is determined so that the margin
between two classes is maximized. Thus the optimal hyperplane is determined
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uniquely and it has the highest generalization ability. But in fuzzy rule tuning,
we do not consider margins among classes. Thus, when classes do not overlap,
there are inﬁnite possibilities for the position of the boundary. Therefore, when
the number of training data is small, the generalization ability may be wors-
ened compared to SVMs. To improve the generalization ability when the
number of training data is small, we maximize margins among classes in the
same way as discussed in [10]. In training if we set ai in ½Lið1Þ;Uið1Þ, it does not
cause any new misclassiﬁcation. Thus to maximize margins we set ai in the
middle point of ½Lið1Þ;Uið1Þ.
7.4. Bounds to resolve misclassiﬁcation
In this section we check whether the misclassiﬁed data can be correctly
classiﬁed by changing ai.
First, we consider the training data for Case 3. Thus, input x which belongs
to class i is misclassiﬁed into another class (e.g., class jðj 6¼ iÞ). If the following
equation is satisﬁed, input x is correctly classiﬁed:
d2i ð/ðxÞÞ
ai
< h2j ð/ðxÞÞ: ð63Þ
Wedeﬁne Við/ðxÞÞ as the lower bound of ai to resolvemisclassiﬁcation of input x:
Við/ðxÞÞ ¼ d
2
i ð/ðxÞÞ
minj h2j ð/ðxÞÞ
< ai: ð64Þ
We deﬁne IncðlÞ as the number of the misclassiﬁed data that are correctly
classiﬁed if we set the value of ai in ½Uiðl 1Þ;UiðlÞÞ. When Við/ðxÞÞ is in the
range of ðai;UiðlÞÞ, Inc(l) is increased by one. Here we deﬁne biðlÞ as follows:
biðlÞ ¼ max
Við/ðxÞÞ<UiðlÞ
Við/ðxÞÞ: ð65Þ
If ai is set to be larger than maxðbiðlÞ;Uiðl 1ÞÞ, Inc(l) misclassiﬁed data are
correctly classiﬁed. But on the other hand, l 1 correctly classiﬁed data are
misclassiﬁed.
Next we consider the training data for Case 4. Thus input x which belongs
to another class (e.g., class jðj 6¼ iÞ) is misclassiﬁed into class i. Here the tuned
distance for class j need to be the second minimum among n classes. Otherwise
we may not classify x correctly by changing ai. Then the datum x is classiﬁed
correctly if the following equation is satisﬁed:
ai <
d2i ð/ðxÞÞ
minj h2j ð/ðxÞÞ
¼ Kið/ðxÞÞ; ð66Þ
where Kið/ðxÞÞ is the upper bound of ai to make misclassiﬁcation of x be
correctly classiﬁed. We deﬁne Dec(l) as the number of the misclassiﬁed data
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that are correctly classiﬁed if we set the value of ai in ðLiðlÞ; Liðl 1Þ. When
Kið/ðxÞÞ is in the range of ½LiðlÞ; ai, Dec(l) is increased by one. Here we deﬁne
ciðlÞ as follows:
ciðlÞ ¼ min
Kið/ðxÞÞ>LiðlÞ
Kið/ðxÞÞ: ð67Þ
If ai is set to be smaller than minðciðlÞ;Liðl 1ÞÞ, Dec(l) misclassiﬁed data are
correctly classiﬁed, and l 1 correctly classiﬁed data are misclassiﬁed.
7.5. Modiﬁcation of ai
For Inc(l) ðl ¼ 1; . . . ; lMÞ, where lM is a positive integer, we ﬁnd the l which
satisﬁes the following equation:
max
l
ðIncðlÞ  lþ 1Þ: ð68Þ
Similarly, for Dec(l) ðl ¼ 1; . . . ; lMÞ we ﬁnd the l which satisﬁes the following
equation:
max
l
ðDecðlÞ  lþ 1Þ: ð69Þ
If the above equations are satisﬁed for plural l, we select the smallest l. First we
consider the case where (68) is larger or equal to (69). If we set ai larger than
biðlÞ in the range of ðai;UiðlÞÞ, the net increase of the correctly classiﬁed data is
IncðlÞ  lþ 1. So we set ai in the range of ½biðlÞ;UiðlÞÞ as follows:
ai ¼ biðlÞ þ gðUiðlÞ  biðlÞÞ; ð70Þ
where 0 < g < 1.
Next, we consider the case where (68) is smaller than (69). If we set ai smaller
than ciðlÞ in the range of ðLiðlÞ; aiÞ, the net increase of the correctly classiﬁed
data is DecðlÞ  lþ 1. So we set ai in the range of ½LiðlÞ; ciðlÞÞ as follows:
ai ¼ ciðlÞ  gðciðlÞ  LiðlÞÞ: ð71Þ
Here the recognition rate of test data does not depend on the value of g. So
we can change g freely, but in the experiment in Section 8 we set g ¼ 0:1.
7.6. Tuning procedure
According to the above discussion, we change the tuning parameter ai as
follows:
1. We set a positive number to parameter lM , where lM  1 is the maximum
number of misclassiﬁcations allowed for tuning ai, and set a value in ð0; 1Þ
to g of (70) and (71). At ﬁrst we set ai ði ¼ 1; . . . ; nÞ to 1.
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2. Next, we change ai from i ¼ 1 to n so that the margins are maximized, which
is to say we set ai ¼ 12 ðLið1Þ þ Uið1ÞÞ.
3. After maximizing margins, for aiði ¼ 1; . . . ; nÞ calculate LiðlÞ, UiðlÞ, Inc(l),
Dec(l), biðlÞ and ciðlÞ for l ¼ 1; . . . ; lM . Find l that maximize (68) or (69)
and change ai using (70) or (71). Then we iterate the procedure of Step (3)
until there is no improvement in the recognition rate of the training data.
8. Performance evaluation
We evaluated our methods using two groups of data sets: (1) multiclass data
sets used in [2, pp. 19–20] and (2) two-class data sets [17] used in [18,19]. In the
ﬁrst group, each data set consists of one set of training and test data, and in the
second group, each data set consists of 100 sets of training and test data. We
used a Pentium III 1 GHz personal computer to evaluate our method.
8.1. Multiclass data sets
8.1.1. Model selection
Table 1 lists the speciﬁcation of blood cell data [12], numeral data, iris data,
thyroid data [13], and hiragana data [14,16]. For the hiragana-105 data set,
since the number of input variables is very large, we normalize the kernel
functions as follows:
Kðx; yÞ ¼ ð1þ x
TyÞd
ðmþ 1Þd ; ð72Þ
Kðx; yÞ ¼ exp

 c
m
jjx yjj

: ð73Þ
For the conventional fuzzy classiﬁer with ellipsoidal regions, we need to set
the value of f, which detects the singularity of the covariance matrix and the
value of lM , which is the maximum number of misclassiﬁcation for tuning. We
Table 1
Benchmark data speciﬁcation
Data Inputs Classes Train. Test
Blood cell 13 12 3097 3100
Numeral 12 10 810 820
Iris 4 3 75 75
Thyroid 21 3 3772 3428
Hiragana-50 50 39 4610 4610
Hiragana-105 105 38 8375 8356
Hiragana-13 13 38 8375 8356
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selected the value of f so that the recognition rate of the test data was maxi-
mized. And we set lM ¼ 10, which usually gives good generalization ability.
For comparison, we trained the pairwise fuzzy support vector machine [15].
For linear kernels, polynomial kernels with d ¼ ½2; 3; 4, or RBF kernels with
c ¼ ½0:1; 1; 10, we performed 5-fold cross validation for the margin parameter
C ¼ ½1; 10; 50; 100; 500; 1000; 2000; 3000; 5000; 7000; 10000; 100000, and se-
lected the kernel, its parameter, and the value of C with the highest average
recognition rate.
We compared performance of the four kinds of the kernel Mahalanobis
distance:
1. the conventional singular value decomposition-based kernel Mahalanobis
distance (25) (denoted hereafter as ‘‘SVD’’);
2. the proposed KPCA-based Mahalanobis distance given by (31) in which the
kernel matrix is used to select the independent vectors (‘‘KPCA I’’);
3. the proposed KPCA-based Mahalanobis distance (53) by transductive train-
ing using the basis vectors (‘‘KPCA II’’); and
4. the proposed KPCA-based Mahalanobis distance by transductive training
using the basis vectors and test data (‘‘KPCA III’’).
Since SVD-based training took long time, we determined the value of r in
(27) so that the recognition rates of the test data was the highest. Table 2 shows
the diﬀerence between the conventional method (26) and the proposed method
(27) to perform singular value decomposition for the numeral data. ‘‘Initial’’
and ‘‘Final’’ denote the initial recognition rates of the test (training) data with
the tuning parameters ai ¼ 1 and after tuning, respectively. ‘‘Num.’’ denotes the
number of selected diagonal elements. From the table, our proposed method of
singular value decomposition is eﬀective to prevent generalization ability from
decreasing, especially for initial recognition rates for linear kernels. Thus in the
following experiments, we use this method to calculate a pseudo-inverse when
the training data are degenerate (numeral, thyroid, and hiragana-50 data sets).
In the training of KPCA II, we used the basis vectors to approximate the
subspace that the training data do not span (46). On the other hand, in the
training of KPCA III, we used all the test data in addition to the basis vectors
Table 2
Comparison of singular value decomposition
Type Kernel Initial (%) Final (%) Num.
Conventional Linear 88.78(90.00) 98.78(98.40) 100
ðr ¼ 108Þ c ¼ 0:01 98.90(99.75) 99.02(100) 206
Proposed Linear 98.54(97.28) 98.78(98.52) 810
ðr ¼ 108Þ c ¼ 0:01 99.39(99.88) 99.27(100) 810
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in the input space as unlabelled data, and approximated the subspace all at
once on the assumption that all the test data are given at once. This was
evaluated only to determine whether KPCA II gave suﬃcient performance.
Namely, comparing KPCA II and KPCA III, we evaluated how approxima-
tion with the basis vectors is eﬀective even though the training data and basis
vectors cannot cover all the space.
To calculate a KPCA-based Mahalanobis distance (31) or (53), we need to
set two parameters, e, which determines the minimum eigenvalue and s, which
determines how strictly we select the independent vectors. From our compu-
tational experiments, we know that the generalization ability is more sensitive
to the value of e than that of s. In addition, the best value of e depends on the
training data sets and kernel functions.
Thus we determined the value of s by 5-fold cross validation for the blood
cell data and made the value of s common to all training data sets and kernel
functions. Then we performed 5-fold cross validation to determine the value of
e for each training data set and kernel function.
For linear kernels, polynomial kernels with d ¼ ½2; 3, or RBF kernels
with c ¼ ½0:001; 0:01; 0:1; 1; 10, we performed 5-fold cross validation for
e ¼ ½101; 102; 103; 104; 105; 106; 107; 108. We iterated cross validation 5
times to decrease the inﬂuence of random selection, and determined the value
of e with the highest average recognition rate.
Fig. 2 shows the relationship between the results of 5-fold cross validation
and those of the test data, in determining the value of e for KPCA II with
d ¼ 2. From this ﬁgure, the results of 5-fold cross validation are almost the
same with those of the test data. This means that the 5-fold cross validation is
reliable to determine the value of e. From Fig. 2, we set e ¼ 107 for blood cell
data when KPCA-based methods with d ¼ 2 were used.
Tables 3 and 4 show the kernels and parameters that were selected for each
data set and method as discussed above, respectively. In Table 4, ‘‘Conven-
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Fig. 2. Relationship between the results of 5-fold cross validation and those of the test data. (KPCA
II with d ¼ 2).
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tional’’ denotes the conventional fuzzy classiﬁer with ellipsoidal regions. For
KPCA I, II, and III, we determined the parameters for KPCA II and used the
values for KPCA I and III.
8.1.2. Evaluation results
Table 5 shows the recognition rates of the test data. For each data set the
highest recognition rate is shown in boldfaces.
If the training data set is not degenerate and KPCA I (1) selects independent
vectors that span the input space, the conventional fuzzy classiﬁer, SVD (1),
and KPCA I (1) give the same recognition rate. Except for the numeral, thy-
roid, and hiragana-50 data sets, the training data sets are non-degenerate.
Thus, for these sets, the recognition rates are almost the same.
For the degenerate training data sets, the recognition rates of SVD (1) and
KPCA I (1) are inferior to that of the conventional fuzzy classiﬁer. This is
especially evident for the thyroid data set. Using nonlinear kernels, the rec-
ognition rates were improved but still lower for the thyroid data set. In KPCA
II (1), since the basis vectors in the input space were added, the degeneracy was
resolved and the recognition rates are comparable with those of the conven-
tional fuzzy classiﬁer. For the linear kernels there were no on-line addition of
the basis vectors. Thus KPCA II (1) and KPCA III (1) give the same results.
Table 3
Kernels selected
Type Blood Num. Iris Thyroid H-50 H-105 H-13
SVM d2 c1 Linear d3 d2 d3 c10
SVD (1) Linear Linear Linear Linear Linear Linear Linear
(2) d2 d2 d2 d2 d2 d2 d2
(3) c0:1 c0:01 c0:1 c0:1 c0:01 c0:01 c0:1
KPCA (1) Linear Linear Linear Linear Linear Linear Linear
(2) d2 d2 d2 d2 d2 d2 d2
(3) c0:1 c0:01 c0:1 c0:1 c0:01 c0:01 c0:1
Table 4
Parameters selected
Type (Parm.) Blood Num. Iris Thyroid H-50 H-105 H-13
SVM ðCÞ 10 10 10 105 5000 100 100
Conventional (f) 106 106 106 106 102 102 106
SVD (1) 108 108 108 108 104 104 108
(r) (2) 108 108 108 108 102 106 108
(3) 108 108 108 108 104 108 108
KPCA (1) 104 102 103 105 103 103 105
(e) (2) 107 102 103 107 102 105 105
(3) 105 104 104 108 105 106 106
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For nonlinear kernels KPCA II shows better performance than SVD. But there
is no much diﬀerence between KPCA II and KPCA III. This means that the
training data and the basis vectors in the input space are suﬃcient enough to
represent the space spanned by the test data.
Performance of the SVM and that of the KPCA-based methods are com-
parable.
Table 6 shows the recognition rates of the test data without tuning the
tuning parameters. This means that the classiﬁer classiﬁes a datum according to
Table 6
Recognition rates for test data by the Mahalanobis distance (%)
Type Blood Num. Iris Thyroid H-50 H-105 H-13
Conventional 87.45 99.63 98.67 86.41 98.79 100 98.36
SVD (1) 87.45 98.54 98.67 74.77 80.89 99.98 98.36
(2) 92.42 95.98 97.33 86.03 67.53 97.75 99.63
(3) 91.58 99.39 98.67 83.46 82.43 99.99 99.86
KPCA I (1) 88.65 96.34 98.67 72.40 94.84 100 99.15
(2) 92.29 97.93 98.67 83.72 85.36 98.90 99.90
(3) 89.52 97.20 98.67 80.25 81.13 99.96 99.84
KPCA II (1) 88.65 99.27 98.67 84.92 97.85 100 99.15
(2) 92.26 99.15 98.67 95.60 97.96 99.89 99.90
(3) 89.48 99.39 98.67 87.95 98.50 100 99.86
KPCA III (1) 88.65 99.27 98.67 84.92 97.85 100 99.15
(2) 92.16 99.27 98.67 95.68 98.42 100 99.89
(3) 89.58 99.39 98.67 90.32 98.48 100 99.87
Table 5
Recognition rates of the test data (%)
Type Blood Num. Iris Thyroid H-50 H-105 H-13
SVM 92.71 99.63 94.67 97.37 98.96 100 99.78
Conventional 91.32 99.27 97.33 95.62 98.85 100 99.34
SVD (1) 91.32 98.78 97.33 89.53 96.38 99.99 99.25
(2) 92.35 97.68 94.67 90.58 95.99 99.90 98.96
(3) 92.45 99.27 96.00 94.40 93.51 100 99.74
KPCA I (1) 91.23 99.02 96.00 87.25 97.53 100 99.43
(2) 92.87 99.27 97.33 90.14 97.25 99.99 99.86
(3) 91.35 99.39 94.67 95.01 97.57 100 99.86
KPCA II (1) 91.23 99.51 96.00 94.75 98.31 100 99.43
(2) 93.16 99.51 97.33 96.82 97.61 100 99.86
(3) 91.32 99.39 94.67 95.01 98.52 100 99.88
KPCA III (1) 91.23 99.51 96.00 94.75 98.31 100 99.43
(2) 93.23 99.51 97.33 96.76 97.55 100 99.86
(3) 91.03 99.39 94.67 95.71 98.52 100 99.88
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the (kernel) Mahalanobis distance. The recognition rates that are higher than
those by tuning are shown in bold faces.
From Tables 5 and 6, in most cases by tuning the tuning parameters, the
recognition rates of the test data are improved. The eﬀect of tuning is especially
evident for blood cell and thyroid data sets. But for the iris data set, the rec-
ognition rate were not improved by tuning for all the cases tried.
Table 7 lists the selected training data. For the SVD, the number denotes the
number of selected diagonal elements. Since the numeral, thyroid, and hira-
gana-50 data sets are degenerate, the numbers for SVD for these data sets are
equal to the numbers of the training data.
For KPCA-based methods the number denotes the number of selected
independent data. For the KPCA II and KPCA III, this means the number of
selected training data plus the number of added vectors by the Gram-Schmidt
orthogonalization. Thus extra vectors may be generated at most n times per
one vector. For example, for the blood cell data the diﬀerence of the numbers
of KPCA I (2) and KPCA II (2) are 141. Thus 141 basis vectors were added in
KPCA II. There are no much diﬀerence between KPCA I and KPCA II. But
between KPCA II and KPCA III, in some cases many basis vectors are added
but the improvement in the recognition rates is very small. This means that oﬀ-
line addition of basis vectors is suﬃcient for the data sets tested.
Each classiﬁer has diﬀerent number of parameters to optimize. Thus, it is
diﬃcult to compare the training time of each classiﬁer fairly. Therefore, here
we only compare the training time of fuzzy classiﬁers for the parameters given
by Tables 3 and 4. Table 8 lists the training time of each method for the given
conditions. In the table, 0 means that the calculation time is shorter than 0.5 s.
Since training of the classiﬁers for the iris data set is very short, we do not
include the result in the table.
Table 7
Number of data selected
Type Blood Num. Iris Thyroid H-50 H-105 H-13
SVD (1) 156 810 12 3772 4610 1915 494
(2) 1013 810 47 3772 4610 2265 2903
(3) 638 810 30 3772 4610 2273 2253
KPCA I (1) 156 108 12 50 1647 3521 494
(2) 1017 420 37 308 3807 6988 3042
(3) 545 162 19 433 2999 1779 2086
KPCA II (1) 156 120 12 63 1951 3990 494
(2) 1158 538 45 352 5757 10978 3499
(3) 701 282 31 496 4949 5080 2580
KPCA III (1) 156 120 12 63 1951 3990 494
(2) 1260 908 45 557 51715 79821 3991
(3) 1648 715 43 1209 45319 5101 11264
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We do not include the training time of KPCA III since all the test data were
added at once. For KPCA III, we measured the time to process one unknown
datum for classiﬁcation by the fast on-line method, but it was too short to be
measured correctly.
Training of the conventional fuzzy classiﬁer is the shortest. And training of
KPCA I and II is the second shortest. Training of SVD is the slowest due to
singular value decomposition. From this table the eﬀectiveness of our proposed
methods is evident.
8.2. Two-class data sets
We compared recognition rates of the SVM, the conventional fuzzy classiﬁer
with ellipsoidal regions, KPCA I, and KPCA II using the two-class benchmark
data sets in [17]. As a reference we used recognition performance of the SVM
listed in [17]. Since the number of inputs for Splice is 60, we normalized the
input using (73).
Throughout the experiment, we set s ¼ 105 for independent data selection.
As for the determination of the values of c and , ﬁrst we ﬁxed  to 107, and
performed 5-fold cross validation of the ﬁrst ﬁve training data sets for
c ¼ ½10; 1; 0:1; 0:01; 0:001 and selected the median of the best value for each
data set. Then ﬁxing the value of c with the median we performed 5-fold cross
validation for  ¼ ½0:5; 101; 102; 103; 104; 105; 106; 107; 108. We also
determine the value of f by 5-fold cross validation. Table 9 lists the kernels and
parameters selected by the above method. For Ringnorm and Titanic we
performed cross validation including d ¼ ½2; 3. The parameters for the SVM
are from [17].
Table 10 lists the mean classiﬁcation errors and the standard deviations with
±. Comparing the conventional classiﬁer and KPCA I, except for B. Cancer
Table 8
Training time comparison (s)
Type Blood Num. Thyroid H-50 H-105 H-13
Conventional 0 0 0 2 8 1
SVD (1) 228 2 96660 98 906 991
(2) 218 2 96120 101 933 885
(3) 222 2 94440 100 841 983
KPCA I (1) 2 0 31 7 52 5
(2) 10 1 194 33 239 31
(3) 5 0 364 21 40 21
KPCA II (1) 2 0 31 8 69 6
(2) 12 1 201 50 395 35
(3) 6 0 384 33 72 23
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and F. Solar, KPCA I is better than or comparable to the conventional fuzzy
classiﬁer with ellipsoidal regions. KPCA II is better than the conventional
fuzzy classiﬁer with ellipsoidal regions and better than or comparable to KPCA
I. Thus, the generalization improvement of KPCA II over the conventional
fuzzy classiﬁer with ellipsoidal regions is clear. As for KPCA II and the SVM,
except for Ringnorm and Splice, they are comparable. To improve the rec-
ognition performance for Ringnorm and Splice we need to do more extensive
parameter survey. We tested the performance of KPCA III for these data sets,
but the generalization performance was not improved. This may mean that the
transductive training using the basis vectors was enough for these data sets.
Table 9
Kernels and parameters selected
Data SVM Conventional KPCA
C 1=
ﬃﬃﬃﬃﬃ
2c
p
f c e
Banana 316.2 1 101 101 104
B. Cancer 15.19 50 101 101 107
Diabetes NA 20 101 102 103
German 3.162 55 101 103 0.5
Heart 3.162 120 101 103 0.5
Image 500 30 104 102 107
Ringnorm 109 10 101 d3 0.5
F. Solar 1.023 30 101 103 0.5
Splice 103 70 101 103 104
Thyroid 10 3 101 102 107
Titanic 105 2 101 d2 102
Twonorm 3.162 40 101 103 105
Waveform 1 20 101 103 105
Table 10
Comparison among the four methods
Data SVM Conventional KPCA I KPCA II
Banana 11.5± 0.7 35.8± 4.2 10.9±0.6 10.9±0.6
B. Cancer 26.0±4.7 28.9± 5.3 33.5± 4.9 26.5± 4.4
Diabetes 23.5±1.7 25.8± 2.2 25.3± 2.0 25.3± 2.0
German 23.6±2.1 27.3± 2.6 25.2± 2.5 25.2± 2.4
Heart 16.0±3.3 20.2± 3.7 16.5± 3.6 16.5± 3.6
Image 3.0 ± 0.6 11.4± 1.2 3.1 ± 0.9 2.9±0.7
Ringnorm 1.7±0.1 27.6± 1.7 3.6 ± 0.4 3.2± 0.3
F. Solar 32.4±1.8 34.6± 1.8 47.5± 2.0 34.4± 2.3
Splice 10.9±0.7 15.9± 1.1 15.2± 1.0 15.2± 1.0
Thyroid 4.8±2.2 8.9± 2.8 4.9 ± 2.4 5.0± 2.2
Titanic 22.4±1.0 23.0± 1.1 23.0± 1.3 22.5± 1.2
Twonorm 3.0± 0.2 3.6± 0.4 2.6±0.2 2.6±0.3
Waveform 9.9±0.4 19.5± 1.9 12.0± 0.9 11.9± 0.9
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9. Conclusions
In this paper we discussed a kernel fuzzy classiﬁer with ellipsoidal regions, in
which the input space is mapped into a high dimensional feature space and a
fuzzy classiﬁer is generated in the feature space.
To speedup training, we proposed the KPCA-based method to calculate a
Mahalanobis distance in the feature space. To improve generalization ability
when training data are degenerate, we proposed transductive training of the
classiﬁer. Namely, using the basis vectors in the input space as unlabelled data,
we span the space by the Gram-Schmidt orthogonalization. We extend this
method to online training.
Using the multiclass and two-class benchmark data sets, we conﬁrmed the
training speedup and improvement of the generalization ability over the con-
ventional fuzzy classiﬁer with ellipsoidal regions.
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