Objective: Research in seizure prediction from intracranial EEG has highlighted the usefulness of bivariate measures of brainwave synchronization. Spatio-temporal bivariate features are very high-dimensional and cannot be analyzed with conventional statistical methods. Hence, we propose state-of-the-art machine learning methods that handle high-dimensional inputs. Methods: We computed bivariate features of EEG synchronization (cross-correlation, nonlinear interdependence, dynamical entrainment or wavelet synchrony) on the 21-patient Freiburg dataset. Features from all channel pairs and frequencies were aggregated over consecutive time points, to form patterns. Patient-specific machine learning-based classifiers (support vector machines, logistic regression or convolutional neural networks) were trained to discriminate interictal from preictal patterns of features. In this explorative study, we evaluated out-of-sample seizure prediction performance, and compared each combination of feature type and classifier. Results: Among the evaluated methods, convolutional networks combined with wavelet coherence successfully predicted all out-of-sample seizures, without false alarms, on 15 patients, yielding 71% sensitivity and 0 false positives. Conclusions: Our best machine learning technique applied to spatio-temporal patterns of EEG synchronization outperformed previous seizure prediction methods on the Freiburg dataset. Significance: By learning spatio-temporal dynamics of EEG synchronization, pattern recognition could capture patient-specific seizure precursors. Further investigation on additional datasets should include the seizure prediction horizon.
Introduction
Recent multi-center clinical studies showed evidence of premonitory symptoms in 6.2% of 500 patients with epilepsy (Schulze-Bonhage et al., 2006) . Another interview-based study found that 50% of 562 patients felt ''auras" before seizures (Rajna et al., 1997) . Such clinical observations give an incentive to search for premonitory changes on EEG recordings from the brain, and to implement a device that would automatically forewarn the patient. However, and despite decades of research, research in seizure prediction is still qualified as a ''long and winding road" (Mormann et al., 2007) .
Most current seizure prediction approaches (Arnhold et al., 1999; Iasemidis et al., 2005; Lehnertz and Litt, 2005; Lehnertz et al., 2007; Le Van Quyen et al., 2005; Litt and Echauz, 2002; Mormann et al., 2006 Mormann et al., , 2007 can be summarized into (1) extracting measurements from EEG over time and (2) classifying them into a preictal or interictal state. The ictal and postictal states are discarded from the classification, because the task is not to detect undergoing seizures, but eventually to warn the patient about future ones, so that the patient, the clinician, or an implanted device can act accordingly.
The method described in this article follows a similar methodology: (1) feature extraction, followed by (2) binary classification of patterns of features into preictal or interictal states. Section 1.1 of the Introduction overviews existing techniques for feature extraction from EEG (1), while Section 2.2 and Appendix A detail specific features used in the proposed method.
The breakthrough of our technique lies in the pattern recognition and machine learning-powered classification of features (2). The proposed pattern-based classification is described in Sections 2.3 through 2.5. As can be seen in Section 1.2, the proposed method 
