In this paper, two algorithms for single-ended fault location are presented with reference to the unearthed sub-transmission Italian grid (with a voltage level of 60 kV). Both algorithms deal with the correlation between the ground capacitance charging frequency of sound phases and the fault position. In the former, the frequency response of a lumped parameter circuit in the Laplace domain is linked to the fault distance. With such a simplified lumped parameter circuit, the average error in locating a phase-to-ground (PtG) short circuit is 5.18% (total overhead line length equal to 60 km). Since this error is too high, another approach is presented. In this second algorithm, the frequency spectra of the transient current waveforms are used as a database for the training of an Artificial Neural Network (ANN). With this approach, the average error decreases significantly up to 0.36%. The fault location accuracies of the two proposed methods are compared in order to reveal their strengths and weaknesses. The developed procedures are applied to a single-circuit overhead line and to a double-circuit one, both modelled in the EMTP-rv environment, whereas the fault location algorithms are implemented in the MATLAB environment (for the ANN-based algorithm, the Deep Learning toolbox is used).
Introduction
In the Italian electric grid, about 1940 km of overhead lines (OHLs) are still operated with unearthed neutral and their voltage level is 50-60 kV. This portion of the sub-transmission grid has a radial structure and mainly consists of non-homogeneous and asymmetrical OHLs. The most common failure mode in such OHLs is porcelain insulator cracking, which causes, at the nominal voltage, a PtG short circuit with a very low current magnitude (in the rural OHL network, the short circuit current is typically lower than 30 A) [1] . This is problematic for the Italian transmission system operator (with acronym TSO), since the location and detection of the fault positions are much more difficult than in systems with earthed neutral. Furthermore, the overhead lines involved are typically located in mountainous areas, complicating the location and repairing operations. Therefore, in order to locate the faulty section, the method, currently applied by the Italian TSO (Terna), consists of visual inspections by a helicopter or by a ground vehicle: alternatively, Terna carries out an outage of the entire faulted line, with a consequent repowering span by span until the fault section is identified [2, 3] . In some previous works, the authors have proposed a travelling wave-based algorithm to overcome such limitations [4, 5] . Even if the accuracy is very high, the requested sample frequency appears to be an issue for practical installations, because of the high cost of the fault location systems. In order to develop some alternative solutions, two other algorithms are presented here: they are characterized by a lower sample frequency and are based on the study of a different transient phenomenon, i.e., the
•
The discharge current flows directly through the phase-to-ground capacitances of the faulty phase to form a loop; the inductances of the discharge circuit are very low (Figure 1 ), in order to obtain a faster attenuation and a higher oscillation frequency yield; • The charging current flows through the faulty phase up to the transformer and creates a loop by means of the ground capacitances of the two sound phases [22] .
In Figure 1 , the charge loop (green) and the discharge loop (red) are highlighted.
In Figure 1 , c p is the per unit length (with acronym p.u.l.) phase-to-phase capacitance, c 0 is the p.u.l. phase-to-ground capacitance, d is the fault distance, t is the phase inductance of the transformer, f is the p.u.l. line inductance, and D the total line length.
The frequency and amplitude of these phenomena are functions of the power system characteristics (voltage, geometry, neutral point configuration, etc . . . ) and fault position; in fact, the inductance of both charge and discharge loops varies with fault distance. The charge transient is a suitable option for fault location purposes; in fact, the frequency is lower and the amplitude is higher (up to 20 times) [6] . 
Analytical Algorithm Based on the Analysis of Charge Transient Current Waveform
The fault location procedure based on the analysis of charge transient current waveforms is shown in the flowchart of Figure 2 . When a PtG occurs, firstly, it is necessary to identify the faulty feeder and the faulty phase. It is possible to apply classical or innovative algorithms for these purposes [23, 24] . When the faulted phase selection process is completed, the current waveform can be properly processed by applying both the Continuous Wavelet Transform (CWT) (or alternatively the discrete Fourier Transfor (DFT)) [25] and the Hilbert Trasform (HT) [26] (see Appendix A), in order to highlight the frequency of the charge transient. [17] . As a consequence of the two subsequent transforms, the un-damped frequency fu can be estimated. The identification of un-damped frequency is necessary since the electrical circuit which links the fault distance with the charge transient frequency is ideal or without resistances. Consequently, this circuit can give only the un-damped frequency and not the damped one. At the same time, the charge transient frequency fc of the line model in the Laplace domain (described in Sect. 4.2) is calculated. The fault section can be derived by identifying the un-damped frequency in the frequency response vs the distance diagram. 
Waveform Processing
Fault currents are composed of:
• A steady-state component, at 50 Hz; • Some transient components, which are non-stationary with many frequency components, like noise, travelling wave propagation, charge and discharge phenomena, etc. 
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The main purpose of this step of the fault location algorithm consists of highlighting only the charge un-damped transient frequency, necessary for the development of the algorithm. Firstly, it is important to remove the unwanted frequency components, like the 50 Hz one and the noise effects. This is possible by means of a classical band-pass filter [27] : in this paper, a notch filter is applied since it is a band-stop filter with a narrow stopband.
As the second step, a time-frequency analysis is applied: the choice can be the DFT or CWT. In particular, the CWT has high-resolution properties [28] , whereas DFT is faster, with low CPU-times. Figure 3 shows the results of the analysis, where charge and discharge transients are clearly highlighted by means of CWT. In Figure 3 , it is clearly visible that for the charge transient, the CWT scale is greater than that pertaining to the discharge transient. Successively, in order to identify the charge transient frequency, if CWT is used, the frequency at which the maximum CWT scale occurs is derived. If DFT is used, the two-sided spectrum P2 is first computed, followed by the single-sided spectrum P1 based on P2 and the even-valued signal length frequency. By observing the single-sided amplitude spectrum of the waveform, the frequency where the maximum occurs can be immediately located. Of course, even if different CPU times are used, the two transforms (CWT and DFT) give results with negligible differences. However, detailed information about charge transient identification is reported in [7, 29] . Once the charge transient signal has been identified and extracted from the entire time/frequency spectrum (i(t) of the faulted phase), the HT is applied to the chosen CWT scale component in order to reproduce the "pre-envelope" waveform and the un-damped frequency can be calculated. Both steps are shown in Figure 4 , which firstly reports the 50 Hz filtered waveform (azure coloured waveform) and that which is successively Hilbert transformed (red coloured waveform). The main purpose of this step of the fault location algorithm consists of highlighting only the charge un-damped transient frequency, necessary for the development of the algorithm.
Firstly, it is important to remove the unwanted frequency components, like the 50 Hz one and the noise effects. This is possible by means of a classical band-pass filter [27] : in this paper, a notch filter is applied since it is a band-stop filter with a narrow stopband.
As the second step, a time-frequency analysis is applied: the choice can be the DFT or CWT. In particular, the CWT has high-resolution properties [28] , whereas DFT is faster, with low CPU-times. Figure 3 shows the results of the analysis, where charge and discharge transients are clearly highlighted by means of CWT. In Figure 3 , it is clearly visible that for the charge transient, the CWT scale is greater than that pertaining to the discharge transient. Successively, in order to identify the charge transient frequency, if CWT is used, the frequency at which the maximum CWT scale occurs is derived. If DFT is used, the two-sided spectrum P2 is first computed, followed by the single-sided spectrum P1 based on P2 and the even-valued signal length frequency. By observing the single-sided amplitude spectrum of the waveform, the frequency where the maximum occurs can be immediately located. Of course, even if different CPU times are used, the two transforms (CWT and DFT) give results with negligible differences. However, detailed information about charge transient identification is reported in [7, 29] . Once the charge transient signal has been identified and extracted from the entire time/frequency spectrum (i(t) of the faulted phase), the HT is applied to the chosen CWT scale component in order to reproduce the "pre-envelope" waveform and the un-damped frequency can be calculated. Both steps are shown in Figure 4 , which firstly reports the 50 Hz filtered waveform (azure coloured waveform) and that which is successively Hilbert transformed (red coloured waveform). 
Laplace Domain Model and fc Estimation
It is possible to model the faulted line by means of a lumped parameter circuit, as shown in Figure 5 . 
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It is possible to model the faulted line by means of a lumped parameter circuit, as shown in Figure 5 . The circuit is based on the "general model 4" (also known as GM 4) presented in [30] , but it is different and original for some features. GM 4 is based on parameters in a sequence frame of reference, whereas the model presented in the paper is based on parameters in a phase frame of reference. In the circuit of Figure 5 , the faulty section is represented as a current generator, which imposes the fault current I. L1 is the inductance of the faulty line from the hypothesized fault point to the substation and is equal to d⋅f. L2 is the equivalent inductance of the three-phase transformer and of the sound phases. C is the equivalent capacitance of the charge loop and L3 the load inductance. In particular, L2 is calculated as
The circuit is based on the "general model 4" (also known as GM 4) presented in [30] , but it is different and original for some features. GM 4 is based on parameters in a sequence frame of reference, whereas the model presented in the paper is based on parameters in a phase frame of reference. In the circuit of Figure 5 , the faulty section is represented as a current generator, which imposes the fault current I. L 1 is the inductance of the faulty line from the hypothesized fault point to the substation and is equal to d· f . L 2 is the equivalent inductance of the three-phase transformer and of the sound phases. C is the equivalent capacitance of the charge loop and L 3 the load inductance. In particular, L 2 is calculated as
where as C is computed as
The circuit parameters are calculated according to [30] . In C computation, it is possible to neglect the effect of the phase-to-phase capacitances between the sound phases, because from the fault current generator standpoint, they are equipotential. The circuit is solved by the voltages around loop equations, as in the following:
The characteristic Equation (1) can be found by solving the system as follows:
where s is the complex Laplace variable. The roots of the fourth degree Equation (2) are composed of two pairs of complex conjugate frequencies:
The charge transient frequency f c is the lower positive imaginary part, i.e., f c = imag(s 1 )/(2π).
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Results of the Analytical Algorithm Based on the Charge Transient Current Waveform
The proposed method is tested on a simulated 60 kV single circuit OHL, D = 60 km unearthed operated. OHL data are based on the "S60 type" pylon and are reported in Table 1 . In the paper, EMTP-rv simulated fault currents are used in substitution of the real measurements. The sampling frequency is set to 100 kHz. The simulated fault distance d s , the "measured" frequency f u , the calculated fault distance d c , the absolute error ∆, and percentage one ε are reported in Table 2 . The meanings of ∆ and ε errors are the following:
The error is "relatively" low only in the second portion of the line length (referred to as the fault locator position), whereas in the first portion, the error is high (see Figure 6 ). The average percentage error is 5.18%, whereas the worst is 13.9%. These errors are due to the simplifying hypotheses in the circuit modelling: having neglected the inductive mutual couplings between phases weights more in the first part of the line chiefly at one third of the line length (i.e., d s = 20 km). The error is "relatively" low only in the second portion of the line length (referred to as the fault locator position), whereas in the first portion, the error is high (see Figure 6 ). The average percentage error is 5.18%, whereas the worst is 13.9%. These errors are due to the simplifying hypotheses in the circuit modelling: having neglected the inductive mutual couplings between phases weights more in the first part of the line chiefly at one third of the line length (i.e., ds = 20 km). However, the average error is too high, especially for the PsG short circuit occurring in the first portion of the line. In order to improve the algorithm accuracy, a twofold possibility yields:
 Creating a more accurate model, by using a distributed parameter circuit or by considering the effect of the mutual couplings;
 Studying the same phenomenon by means of a different approach (as performed in this paper). However, the average error is too high, especially for the PsG short circuit occurring in the first portion of the line. In order to improve the algorithm accuracy, a twofold possibility yields:
Creating a more accurate model, by using a distributed parameter circuit or by considering the effect of the mutual couplings;
Studying the same phenomenon by means of a different approach (as performed in this paper). Both possibilities have been investigated. Since a more complex model is characterized by an uncontrolled growth [7, 30] of the dimensions of the characteristic equation (shown in Equation (2) in the Laplace domain), the authors moved towards the adoption of a different approach, i.e., the Artificial Neural Network-based algorithm. In the following, the computational capability of a machine learning-based algorithm is shown: a sensitivity analysis is proposed in order to assess the algorithm stability.
Artificial Neural Network-Based Algorithm
ANNs are biologically inspired computer programs designed to simulate the processing information technique of the human brain. ANNs gather their knowledge by detecting patterns and relationship in data and learn through "experience", not by pre-programmed code. An ANN consists of hundreds of single units, the artificial neurons, connected by "synapses" and organized in layers. A certain number of weighted inputs, a transfer function, and one output characterize each neuron. The weights are adjustable parameters during the learning phase. The weighted sum of various inputs is passed through a nonlinear transfer function, which determines the activation of the single neuron. During the training phase, the inter-unit connections are optimized until the error in prediction is minimized and the network reaches the specified level of accuracy. Once the network is trained and tested, it can receive new input information to predict the desired output (the fault position in this case) [12] . In terms of model specification, ANNs can combine both simulation-based and experimental data. Output performance improves in time by means of experimental data, collected from the real faults [31] . The behaviour of ANNs is conditioned by their architecture and the learning rules. In this paper, the "Multilayer Perceptron" (MLP) ANN structure is used. As it is well-known, an MLP is a class of feedforward ANN (see Figure 7 for the feedforward network used in this paper) that consists of at least three layers. and experimental data. Output performance improves in time by means of experimental data, collected from the real faults [31] . The behaviour of ANNs is conditioned by their architecture and the learning rules. In this paper, the "Multilayer Perceptron" (MLP) ANN structure is used. As it is well-known, an MLP is a class of feedforward ANN (see Figure 7 for the feedforward network used in this paper) that consists of at least three layers. In general, for fault location purposes, one hidden layer is sufficient for representing any given input/output relation, whereas the number of hidden neurons is equal to the single input vector dimension [13] . The single input vector is composed of a discretization of the transient current spectrum in the frequency range below 10 kHz, calculated by means of a t/f analysis. In this case, since a large portion of the frequency spectrum must be analysed, DFT [32] and DWT [33] are better than the CWT because of their lower computation times. The total datasheet is composed of 45 fault transient current spectra, and the fault currents have been simulated by means of EMTP-rv environment and processed in Matlab "Deep Learning" toolbox. The backpropagation method with the Levenberg-Marquart training algorithm is used. According to [34] , with the aim of verifying In general, for fault location purposes, one hidden layer is sufficient for representing any given input/output relation, whereas the number of hidden neurons is equal to the single input vector dimension [13] . The single input vector is composed of a discretization of the transient current spectrum in the frequency range below 10 kHz, calculated by means of a t/f analysis. In this case, since a large portion of the frequency spectrum must be analysed, DFT [32] and DWT [33] are better than the CWT because of their lower computation times. The total datasheet is composed of 45 fault transient current spectra, and the fault currents have been simulated by means of EMTP-rv environment and processed in Matlab "Deep Learning" toolbox. The backpropagation method with the Levenberg-Marquart training algorithm is used. According to [34] , with the aim of verifying network stability, in each training process, a small number of datasheet vectors are extracted to test the prediction ability in order to avoid the "over-fitting" problem. The training phase ends if the mean errors on the extracted vectors are smaller than a predetermined value. Once the training phase is completed, the network can be used to determine the faulty section. For power system application, it is intrinsically difficult to obtain a plentiful experimental-based datasheet and simulation-based ones could be not sufficiently accurate. Therefore, we decided to study the ANN response with a poor datasheet and some mathematical processes have been applied to maximize the output accuracy. Therefore, the process is iterated 150 times. A vector of possible fault distances is obtained and by calculating the average value, the worst solution is deleted. This process is iterated 100 times and the final fault distance is the average value of the 50 remaining outputs.
ANN-Based Algorithm Results
As already stated, the ANN algorithm is applied as an alternative to the analytical algorithm presented in Section 4: obviously, it is applied to the same case study of the previous section. The ANN-based algorithm results are reported in Table 3 : the errors are lower than those of the analytical algorithm, with an average percentage value of 0.36% and a maximum value of 2.50%. Furthermore, it is worth noting that the percentage error is higher at both line ends. These results are predictable because of the datasheet configuration. In fact, it is composed of vectors which are equally spaced along the entire line length; therefore, if the fault occurs at the line ends, there is a lack of information exactly where more information is needed. This problem could be solved by increasing the datasheet dimension at both line ends. In Figure 8 , the variation of the absolute value of the percentage error at each iteration is shown in blue, whereas the trend line, calculated by means of a quadratic fitting, is highlighted in red. The plot is calculated for the 12th case of Table 3 . The percentage error decreases monotonously. If the iteration process was not applied, the maximum value of the percentage error would be equal to 4.45%. By applying the first iteration process, it decreases up to 0.48% and by applying the second one, it decreases up to 0.17%. Table 3 ). Table 3 ). In order to confirm that the ANN-based algorithm is more accurate than the frequency response analytical one, Figure 9 shows the percentage errors vs fault distance for the frequency response analytical algorithm (blue line) and the ANN one (orange line).
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In order to confirm that the ANN-based algorithm is more accurate than the frequency response analytical one, Figure 9 shows the percentage errors vs fault distance for the frequency response analytical algorithm (blue line) and the ANN one (orange line). 
Application to a Double-Circuit OHL
With regard to the algorithm stability, the algorithm response for different OHL configurations is presented. In the following, a double-circuit OHL configuration is considered. Line parameters are the same as those in Table 1 , but the horizontal distance of the second three-phase line from the pylon is mirrored. In Figure 10 , the charge loop (green) and the discharge loop (red) are highlighted with 
With regard to the algorithm stability, the algorithm response for different OHL configurations is presented. In the following, a double-circuit OHL configuration is considered. Line parameters are the same as those in Table 1 , but the horizontal distance of the second three-phase line from the pylon is mirrored. In Figure 10 , the charge loop (green) and the discharge loop (red) are highlighted with reference to the double-circuit OHL. The fault current spectra by varying the fault distances are reported in Figure 11 : the frequency spectra for three different case studies (d s = 2.5 km, 30 km, 57.5 km) are shown in the frequency range below 3 kHz. reference to the double-circuit OHL. The fault current spectra by varying the fault distances are reported in Figure 11 : the frequency spectra for three different case studies (ds = 2.5 km, 30 km, 57.5 km) are shown in the frequency range below 3 kHz. It is possible to infer from Figure 11 that a direct correlation between the fault position and the frequency components of the transient current does not exist; in fact, every frequency peak for different fault distances has the same abscissa. However, it is also possible to observe that every frequency component has different amplitudes for different fault distances. Therefore, the frequency response analytical algorithm (see Section 4) for this case study is not applicable; notwithstanding, the correlation between the y-axis values and the fault distance can be used for the training of the ANN algorithm. The ANN-based algorithm is developed in accordance with Section 6. In Table 4 , It is possible to infer from Figure 11 that a direct correlation between the fault position and the frequency components of the transient current does not exist; in fact, every frequency peak for different fault distances has the same abscissa. However, it is also possible to observe that every frequency component has different amplitudes for different fault distances. Therefore, the frequency response analytical algorithm (see Section 4) for this case study is not applicable; notwithstanding, the correlation between the y-axis values and the fault distance can be used for the training of the ANN algorithm. The ANN-based algorithm is developed in accordance with Section 6. In Table 4 , the results of this second analysis are presented. A sensitivity analysis has been performed for different datasheet dimensions. The number of fault events remains constant (i.e., 45), but the discretization of the transient current spectra varies. The sensitivity analysis is performed in order to find the optimum condition between the accuracy and requested CPU time. It would be desirable, in fact, that the operators might start the fault clearance operations about 15-20 min after the fault occurrence. The presented results are obtained by an Intel®Core ™ i7-7700K CPU@4.2 GHz processor. Obviously, the CPU time of a more powerful processor is lower. Therefore, it is possible to obtain better results with the same CPU time. Figure 10 . Charge and discharge transient circuits for a double-circuit OHL during a PtG fault (subscript 1 and 2 in the p.u.l. phase inductances refer to OHL 1 and OHL 2 and not to positive and negative sequence).
It is possible to infer from Figure 11 that a direct correlation between the fault position and the frequency components of the transient current does not exist; in fact, every frequency peak for different fault distances has the same abscissa. However, it is also possible to observe that every frequency component has different amplitudes for different fault distances. Therefore, the frequency response analytical algorithm (see Section 4) for this case study is not applicable; notwithstanding, the correlation between the y-axis values and the fault distance can be used for the training of the ANN algorithm. The ANN-based algorithm is developed in accordance with Section 6. In Table 4 , the results of this second analysis are presented. A sensitivity analysis has been performed for different datasheet dimensions. The number of fault events remains constant (i.e., 45), but the discretization of the transient current spectra varies. The sensitivity analysis is performed in order to find the optimum condition between the accuracy and requested CPU time. It would be desirable, in fact, that the operators might start the fault clearance operations about 15-20 min after the fault occurrence. The presented results are obtained by an Intel® Core ™ i7-7700K CPU@4.2 GHz processor. Obviously, the CPU time of a more powerful processor is lower. Therefore, it is possible to obtain better results with the same CPU time. The results of the analysis of the ANN-based algorithm application are shown in Table 4 . From Table 4 , the percentage error is low, with a maximum value of 5.14% and an average percentage one of 0.65% only with high M.C.T. (about 62 min). By comparing the percentage error trend with the fault distance for the single-circuit OHL and double-circuit one, the maximum values of percentage error occur when the fault is located close to the line ends. This error is ascribed to the datasheet composition; in fact, it has a lack of information in the remote end portion of the line. It is possible to further reduce the percentage error by increasing the datasheet dimension for the aforementioned portion of the line with the obvious drawback of a CPU time increase. When due consideration is given to the real applicability of this ANN-based technique, it is worth highlighting that the training of ANN is always based on models derived in electro-magnetic software. Such shape of training implies the knowledge of all the data of the overhead line spans; heights at the towers; sags; and conductor types, including earth wires, if there are any. Even if this kind of application seems scientifically interesting, from industrial and engineering standpoints, it does not seem particularly straightforward for an extensive application of fault location in unearthed distribution networks. 
Conclusions
In this paper, two different approaches for fault location estimation based on the study of charge transient capacitances are presented. The former is based on an analytical method based on the analysis of the charge transient current waveform: the average percentage error in locating a phase-to-ground short circuit is 5.18%, whereas the maximum one is 13.9%. They are too high, mainly when the OHL is located in mountainous territories. In the latter, the collected data from simulated short circuits in EMTP-rv are used to create the datasheet for the training of ANN implemented in the Matlab "Deep Learning" toolbox: the average percentage error in locating a phase-to-ground short circuit is 0.36%, whereas the maximum one is 2.50%. These errors are lower than those of the frequency response algorithm. Moreover, the ANN errors can be further decreased, even if with higher CPU times. Because of this high CPU time of the ANN-based algorithm, a last analysis is performed for different datasheet dimensions. The main purpose of the present work was to investigate the fault generated transient currents by means of two different approaches in order to highlight their strengths and weaknesses: the analytical method has greater errors with lower CPU times, whereas the ANN-based algorithm has smaller errors and higher CPU times.
In the near future, a measurement campaign is foreseen in a long overhead line with unearthed neutral located in a mountainous territory: only at that time, the presented algorithms will be validated. Moreover, the authors are investigating the applicability of these techniques to AC and DC cables [35] [36] [37] [38] [39] .
