We propose an efficient method for labeling connected components in bi-level images. The proposed algorithm uses a Deterministic Finite Automaton to obtain chain codes and label component boundaries, and use a tracing technique that is simpler than existing methods. Experiments on various types of images show that the proposed method improves contour tracing efficiency.
Introduction
Connected component labeling (CCL) of a bi-level image is a fundamental operation in the segmentation process. CCL has applications in the fields of image understanding, character recognition, and geometric modeling. With the development of real-time systems, improving the CCL performance to meet the demand of applications on such large amount of images is desirable.
Rosenfeld proposed a number of algorithms for pixel-to-vector conversion [1] . However, these methods do not consider the case of intersecting lines [2] . Pavlidis proposed the well-known TP algorithm [3] , which exhibited errors, such as loss of inner contours, connectivity, and traversing some boundary pixels more than once [4] .
Several algorithms based on label equivalences have been proposed. Chang et al. [5] proposed an algorithm that outperforms other methods that use label equivalences and ordinary computers. In this paper, we select Chang's method to represent existing methods that are based on label equivalences.
Freeman et al. developed the chain code to separately encode each connected component [7, 8] . According to the classification of Pavlidis [3] , the chain code belongs to class 3, has less data redundancy, and has a higher ratio of lossless compression [9, 10] .
Kim et al. [6] proposed a two-step algorithm. This method computes chain codes from run-length coding representation, preserves the connectivity information between runs, and never loses inner or outer contours.
In this paper, we propose an efficient algorithm based on Deterministic Finite Automaton (DFA). Automaton traces the connected components in a bi-level image and obtains the chain code of the contours at the same time. Thus the proposed algorithm reduces computational time and its labeling technique is simpler than existing techniques.
Proposed method
The proposed algorithm consists of four parts, namely, automaton definition, starting procedure, tracing technique, and termination conditions.
Automaton definition
After analyzing all types of image contours, we classify contour situation into four states, as shown in Fig. 1 . Each state can transit to a unique state under a triggering condition that meets the terms of DFA. The proposed algorithm considers the four pixel states shown in Fig. 1 as DFA internal states. The pixels labeled by a and b are taken as input of DFA.
Fig. 1. States of automaton
The proposed method uses a set of 2 × 2 templates as shown in Fig. 1 . The solid arrow represents a white pixel on the outside boundary located at coordinates (i, j). Positions with label a and label b are pixels used to determine the next state of the automaton. Pixel a should be examined first. Pixel b can be examined only when pixel a is white.
The tracer moves to the next state based on the current state and inputs. The transition chart of stateA is shown in Fig. 2 Table I , the offsets of coordinates are outputs of the DFA. The tracer moves automatically according to the output position. Here, S i and S i+1 represent the current state and the next state, respectively. Table I . Output of DFA P P P P P P P P
How to find a new contour
The proposed algorithm scans the image in raster fashion and traces each intermediate contour. If we regard a contour as a closed circle even if it is a single point, any point of the contour can be regarded as a starting point with the corresponding state. However, if we decide to start from stateA, we should search for unvisited pixels that match the condition of stateA.
How to follow a contour
A key aspect of the proposed method is that the tracer follows the contour and generates the chain codes automatically. Part of the function of the tracer is to transit to the next state based on the current state and the inputs, and to move forward to the next coordinates according to the DFA outputs. The tracing algorithm, where iState is the current DFA state, dx1, dy1, dx2, dy2 are offsets of the coordinates in the x and y directions, respectively, is as follows. 
When a contour tracer should terminate
The proposed algorithm adopts two conditions for terminating a trace: that is, the tracer has to return to the starting point, and the current state has to be the same as the initial state. Hence, when the tracer reaches the starting point with the initial state, the tracer of that contour should terminate.
Bool ReachStartPoint () { If ( x= initX && y= initY && iState = initState ) Return True ; } In the proposed technique, the tracer is capable of generating all existing types of chain codes while tracing a contour. In Table II A comparison of the performances is shown in Table III . The methods proposed by Kim and Chang require scanning every pixel in the region. Thus, the compared times are O(n) + area. The space Kim uses to store the connectivity information, the coordinates, and the marks are denoted by 5 × n Run + 3 × H. Kim also required an extra 3 × W × H space to store the runs, the labels, and the chain strings. Chang spends an extra 1 × W × H to save different labels. 
The tracer traverses the image to trace components, so no component is lost. The automaton can obtain all contour points connected to each new contour point, so the component is integrated and has no defects. To test the correctness of the proposed method, we experimented with 300 bi-level images selected from the computer vision test images of CMU (http://www.cs.cmu. edu/∼cil/v-images.html). The test set used consist of various types of images. The proposed method labels all components in the test images, with no contour loss. Moreover, the proposed method outperforms the other algorithms in all types of images in terms of computational speed.
The second experiment is conducted on the six types of test images as in Chang's study [5] . Each document has three sets of images: original 2.56 M pixel images, images decreased to 0.64 M pixels, and images decreased to 0.16 M pixels.
Kim's method uses a run-length code which decreases speed as a result of the significant space wasted in storing extra information. By contrast, Chang's algorithm traces components fast. However, it has to label the whole black region of the component to mark its boundary. This labeling technique results less efficiency in Chang's method. The proposed algorithm outperforms all these methods in terms of computational speed.
Conclusion
This paper proposes an efficient method for labeling connected components in bi-level images. The proposed algorithm uses automaton in labeling to avoid tracing contours more than once. Thus, the connectivity information is fully preserved. The experimental results show that the proposed method outperforms these algorithms in all types of images in terms of computational speed. The proposed algorithm improves bi-level contour tracing performance.
