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Abstract 
This paper discusses a mixed methodological approach to address cost and schedule delays in large-scale engineering programs 
(LSEP). Research has identified potential causes or factors for schedule delays, such as: ineffective human resources policies and 
practices, consolidation of the aerospace industry, too many stakeholders, and lack of knowledge-based acquisition practices. 
Current methods and tools are ineffective in helping project managers to accurately predict schedule performance during LSEP 
development. The authors describe research to investigate the feasibility of: (1) deriving quantitative and qualitative causal 
factors correlating to schedule performance during LSEP development; (2) developing a framework and a tailorable predictive 
model using the causal factors in a Bayesian Network (BN) model; and (3) using the resultant framework and BN model, with 
expert knowledge elicited from subject matter experts, to predict schedule performance and inform decision makers on actions 
needed to manage schedule performance. Finally, this paper discusses a version of a BN model developed by mapping a 
conceptualization of the framework created using a systemigram with a BN pattern that includes dependencies from causal and 
control factors to schedule performance. The BN incorporates a direct causal dependence of schedule performance and mitigation 
actions to the consequences of schedule performance. 
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1. Introduction 
The authors’ previous research has determined significant cost overruns, schedule delays, and quality gaps are 
commonplace during the performance of large-scale engineering program (LSEP) development1. This research also 
identified potential causes or factors for these schedule delays, including: (1) concurrent testing and production, (2) 
optimistic assumptions, (3) delayed testing, (4) insufficient tradeoffs among cost, schedule, and technical 
performance requirements during early planning, (5) unrealistic cost and schedule estimates, (6) insufficient testing 
during development, (7) insufficient attention to reliability2, (8) unrealistic performance expectations, (9) inadequate 
risk assessment, (10) unanticipated technological or manufacturing issues and (11) funding instability or 
inadequacy3. The authors thereby concluded that the ability of project managers to accurately predict schedule 
performance during LSEP development is in need of improvement. In response, the authors are performing research 
to investigate the feasibility of: (1) deriving quantitative and qualitative causal factors correlating to schedule 
performance during LSEP development; (2) developing a framework and a tailorable predictive model using the 
derived quantitative and qualitative causal factors in a Bayesian Network (BN) model; and (3) using the resultant 
framework and BN model, with expert knowledge elicited from LSEP subject matter experts (SME), to predict 
schedule performance and inform LSEP decision makers on actions needed to manage LSEP schedule performance1.
With cost overruns and schedule delays commonplace during LSEP development across diverse industries, there 
is great value in developing a framework of methods, models, and tools to predict LSEP schedule performance such 
that control and mitigating activities can be planned and executed when schedule delays are predicted. Furthermore, 
there is great value in assessing the effectiveness and impact of proposed mitigating activities using the same 
framework and predictive tool. A key aspect of this research is the leveraging of expert knowledge to assess 
historical LSEP performance data to develop quantitative and qualitative factors with strong causal relationships to 
LSEP development schedule performance. The authors are modeling these correlated factors into a predictive tool 
using the systemigram depicted in figure 1. As such, the authors are performing research in the area of knowledge 
elicitation and applied predictive analytics, including Bayesian statistics, methods, and tools1.
2. Background 
The authors’ review of assessments of Major Defense Acquisition Programs (MDAP) performed by the United 
States (US) Government Accountability Office (GAO) and the Defense Advanced Research Projects Agency 
(DARPA) revealed significant cost overruns, schedule delays, and quality gaps are commonplace. Review of 
assessments by the GAO on National Aeronautics and Space Administration (NASA) projects showed continuing 
cost and schedule growth associated with its major projects as well1,4,5 . For example, a 2008 GAO report on 95 
weapons systems indicated a total cost growth of $295 billion for these programs, at an average program schedule 
delay of 21 months. Further analysis of GAO weapon systems cost and schedule data shows that the average 
schedule delay in providing new war fighter capabilities was 16 months in 2000, as compared to 21 months in 20076.
A significant finding discovered during the authors’ research is that DARPA is projecting that the US 
Government is rapidly approaching the time when supporting a single airplane program will require appropriating its 
entire defense budget7. DARPA’s projection is based on their META program7,8 which show the rate of growth in 
the time and cost to design, integrate, and test complex aerospace systems, is increasing between 8 to 12 percent per 
year since 1960. More importantly, META program data indicates a five times reduction in the product development 
lifecycle is required to become sustainable7.
2.1. Related Research and Alternate Approaches 
The authors’ initial research identified related research in which the use of BNs and expert knowledge were used 
to enable probabilistic processes and methods for risk-informed decision making1. This research included work 
performed by the Systems Engineering Research Center (SERC) and the Stevens Institute of Technology (SIT)9,
Khodakarami10, Xiao-xuan11, and Kuhnert12. Subsequently, the authors have found additional approaches to 
predicting and managing project schedule performance. 
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Caron et al. have developed a BN model within the earned value management (EVM) framework that focuses on 
calculating a confidence interval for the estimates of cost and schedule at project completion13. The model integrates 
data records and qualitative knowledge specified by SMEs. SMEs provide input on the final median cost, the final 
median completion date, and the overall uncertainty level of the project. This uncertainty is expressed in a 
qualitative way as a scale of three values, high, medium, and low. Caron et al. claim the addition of a predictive 
model to EVM and the use of SMEs to elicit information is their unique contribution. The use of expert knowledge 
provides additional, yet limited, insight to decision makers, beyond a schedule forecast. 
Hartono et al. have developed a framework that consists of three interconnected building blocks: a risk register, a 
BN, and project time networks (PTN) for dynamic project monitoring. The risk register is used to list and categorize 
identified project risks, while the PTNs are used for modeling the relationships between project activities14. Hartono 
et al. claim their unique contribution is the utilization of risk registers to develop a BN model. This approach allows 
for an integrated risk register, BN model, and a project time network to be created. Hartano et al. use some expert 
knowledge in their model to provide additional insight to the decision makers, beyond just a schedule forecast 
Kim et al. introduce research on a new probabilistic forecasting method for schedule performance control and 
risk management15. This method, the Bayesian betaS-curve method (BBM), is based on Bayesian inference and the 
beta distribution. The BBM specifies confidence bounds on predictions, which are then used to determine the range 
of potential outcomes and the probability of success. The model can be applied from the beginning of a project by 
integrating prior performance information with observations of new actual performance. A comparative study was 
performed by Kim et al. revealing that the BBM provides earlier and more accurate schedule forecasts than EVM or 
earned schedule method, and provides forecasts with accuracy on par with the critical path method. Kim et al. claim 
their unique contribution is tied to the BBM’s capability to provide confidence bounds on predictions15.
3. Research Approach 
The authors of this paper propose that the development and use of a predictive model and framework that focuses 
on the factors and drivers with causal relationships to a program’s schedule performance, can provide key decision 
makers with key knowledge to help improve LSEP development, in terms of cost, quality, and schedule1. The 
conceptualization underlying the model and framework, accentuate the elicitation of expert knowledge and analytics 
to continuously update a program’s schedule and further predict schedule performance during LSEP development. 
Forecasted schedule delays could then be controlled and mitigated through the use of targeted actions and activities 
such as modeling and simulation, prototyping, or some other means. Although much research has been done in these 
specific areas, there is little evidence of an approach like the one discussed herein, which is based on a BN model 
using causal factors derived from and correlated to historical LSEP development performance and using expert 
knowledge elicited from SMEs alone to update BN model probabilities1.
The authors’ use of BNs for the predictive model was predicated on the ability of Bayes’ theorem to determine 
conditional probability. Conditional probability is the probability of an event occurrence, given the event has a 
causal dependence to one or more other events. In other words, Bayes’ theorem determines the probability of an 
event given information about the causal dependence of the other events. Bayes’ theorem therefore enables prior 
estimates of probability to be continually revised or updated in light of new observations or data16. Bayesian 
analyses therefore use prior information plus new information to make predictions that are expressed in terms of 
posterior probabilities. Mathematically, Bayes’ Theorem can be described as: 
Where:  
H = Hypothesis,  
E = Evidence 
P(H «E) = the posterior probability 
P(E «H) = the likelihood of the evidence given the hypothesis 
P(H) = the prior probability 
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3.1. Proposed Research and Approach 
The research described in this paper has characteristics similar to the research summarized in section 2.1, but 
with several key distinctions. The first distinction is the use of expert knowledge alone to update the BN model, 
causal factors, and the BN model node probability tables (NPTs). The second distinction is the use of the resultant 
schedule prediction in conjunction with the BN model itself, as a collaborative tool and framework to visualize, 
understand and communicate program risk and illuminate the factors driving the schedule performance. This 
approach allows decision makers to perform “what if” trade studies and analyses in a collaborative environment 
with their SMEs. This is accomplished by examining the updated probabilities of the key causal factors within the 
BN model as new observations are made. Additionally, when compared to the methods proposed in section 2.1, the 
model and framework of this research are not reliant on specific program management frameworks such as EVM. 
As such, the authors’ model and framework is inherently more flexible, in that it can be used in conjunction with 
any program management framework.
.
Figure 1. Systemigram: Research Framework and Approach 
Figure 1 provides a systemigram of the authors’ framework and predictive model. The systemigram provides an 
operational perspective on the use of the predictive model for informing decision makers about schedule predictions 
and options for improving these predictions. The systemigram further shows how decision makers can use this 
information to provide direction to program execution organizations. Also, the systemigram shows the key role 
SMEs perform in the development and execution of this predictive model. SMEs provide expert knowledge to 
inform, identify, and validate the model’s factors, probabilities, and the weighting of these factors. Additionally, as 
the predictive model is applied to disparate programs, the SMEs are used to update, inform, and validate the 
predictive model. Moreover, the systemigram shows how SMEs provide support to the decision makers. The use of 
expert knowledge from SMEs to drive the proposed predictive model requires the development of a framework for 
successfully eliciting and using this expert knowledge. This framework is in development. Finally, the systemigram 
shows the relationship of actual LSEP development performance to the model. As a program is executed, the 
resultant performance data is shared with decision makers and SMEs. This data is used to assess the effectiveness of 
the model itself and is used to calibrate the SMEs to address inherent biases within each SME. 
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4. Findings 
The authors’ initial research emphasized six key activities: (1) performing a causal factor analysis, (2) evaluating 
Bayesian statistics and BNs, (3) assessing the use of expert knowledge and BNs, (4) developing a baseline BN 
structure, (5) developing an approach for eliciting expert knowledge, and (6) applying the systemigram on a baseline 
BN structure to develop a predictive model1. This paper discusses the improvements made to the BN structure and 
the BN model since the original research1 was published. 
4.1. Improvements to the Baseline BN Structure 
A BN model provides an explicit description of the direct dependencies between given variables. As such, a key 
step in developing a BN model is to define its BN structure. This structure consists of a directed graph and a set of 
NPTs17. More specifically, a BN consists of nodes and arcs, with the nodes corresponding to system variables, while 
the arcs are used to directly associate dependent variables. An arc from one variable (or node) to another variable 
indicates a causal dependence between them. Within each node exists an associated NPT, the probability 
distribution of a variable. As stated earlier, Bayesian analyses use prior information with new information to make 
predictions that are expressed in terms of posterior probabilities in a BN. The baseline BN structure developed as 
part of this initial research effort1 is an integration of Fenton’s cause-consequence idiom17 and Khodakarami’s 
Activity Duration BN structure10. This baseline BN structure has been refined and is shown in figure 2. 
Figure 2. Improved BN Structure 
The BN structure contains five input nodes: (1) the probability of having sufficient “Program Resources” in place 
to execute the LSEP, (2) the initial schedule estimate in units of time, (3) the probability of having ample project 
“Control Factors” in place to maintain schedule, (4) the probability of having “Causal Factors” in place that drive 
poor schedule performance, and (5) the probability of having adequate “Mitigation Factors” in place to preclude 
poor schedule performance. As can be seen in figure 2, the “Initial Program Schedule Duration” node has a direct 
causal dependence on the “Program Resources” and the “Initial Program Schedule Estimate” nodes. Similarly, the 
direct causal dependencies on the remaining nodes can also be identified in this BN structure. Ultimately, the figure 
2 BN structure depicts the “Total Program Schedule Duration” node as being causally dependent on program 
resources, project schedule control factors, project schedule degradation causal factors, and project schedule 
degradation mitigation factors. The actual behaviors of these interdependencies can be monitored using the BN 
model as the node probabilities are updated using actual LSEP performance data. 
The primary improvement made to the original baseline BN structure was to enable the BN model to predict 
schedule performance in units of time. The baseline BN structure only enabled the BN model to provide a 
probability of positive or negative program schedule performance1. That is, the baseline BN structure did not enable 
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the quantification of schedule slip or margin. The improved BN structure now enables the BN model to quantify the 
schedule performance in addition to providing the associated probability of the predicted slip or margin occurring. 
4.2. Application of the Systemigram on One of the Baseline BN Structures 
One of the primary objectives of the figure 1 systemigram is to show how SMEs can be used to assist decision 
makers in developing, informing, updating and validating a BN model to help predict schedule performance. 
Building BN models consists of three basic steps1. The first step identifies critical model variables or factors. The 
second step determines the relationships between critical model variables or factors by creating a graphical 
representation of the model that reflects the system being modeled18. The third step obtains the required probabilities 
and weightings associated with the model variables or factors. In a BN model, the purpose of the NPT and 
weightings is to capture the strength of the relationship between each node to each of its parent nodes17. The BN 
model developed as part of this research, based on the improved BN structure of figure 2, is shown in figure 3. 
Figure 3. Current BN Model 
To better understand the BN model, a portion of the model will now be described. The “Program Resources” 
node describes the probability that a given LSEP has adequate “Program Resources” in place to execute the LSEP. 
In the figure 3 BN model, the “Program Resources” node has direct causal dependencies on the “Level of Staffing,” 
the “Level of Processes,” and the “Level of Tools” provided to the LSEP. If the probabilities of the level of staffing, 
processes and tools are all considered low, the probability that the LSEP has adequate program resources would also 
be considered low. On the other hand, if the probabilities of the level of staffing, processes and tools are all 
considered high, the probability that the LSEP has adequate program resources would also be considered high. As 
such, the use of BNs is highly dependent on obtaining accurate NPTs. However, obtaining accurate NPTs is one of 
the greatest challenges in creating BN models. This issue is simplified through the use of ranked nodes and SMEs. 
Research has shown that ranked nodes can be used to successfully model qualitative judgment in BNs19. Ranked 
nodes signify discrete variables whose states are specified on an ordinal scale and represented by on a numerical 
scale. For example, a three-point ranked node could be defined as, “low” = 0 to 0.333, “medium” = 0.333 to 0.666 
and “high” = 0.666 to 1.0. As a result, ranked nodes enable SMEs, without statistical knowledge, to quickly and 
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easily generate probability distributions. It should also be emphasized here that whether the BN model incorporates 
a qualitative or a quantitative causal factor, its assessment by a SME will always result in the need for the model to 
receive and use the SMEs’ subjective or qualitative judgment, hence the need for having the ability to model 
qualitative judgment. The software used for this BN model, AgenaRisk20 employs this ranked node methodology. 
With respect to SMEs, the process of selecting SMEs and the process of eliciting knowledge from them is of 
critical importance. Gavrilova defines an expert as an individual who possesses valuable knowledge that is of 
interest to an organization. Gavrilova further states that the majority of workers can be labeled as “experts”, as long 
as they hold knowledge that is of importance to an organization21. In the case of this research, SMEs must hold key 
knowledge associated with the content of the nodes in the BN model. Once SMEs are identified, the elicitation 
process begins. The main issue with eliciting knowledge from SMEs is bias22. Expert knowledge provided by SMEs 
will always include inherent biases. As such, there are several ways in which the proposed framework will account 
for bias. The first deals with the manner in which SME input will be gathered. The baseline approach is to collect 
SME input independently such that the influence of other SMEs is minimized. Secondly, SME input can ultimately 
be calibrated over time. For example, one SME may have an optimism type bias, while another SME may have a 
pessimism type bias. Regardless, if these biases are consistent, the BN model can be “calibrated” to deal with them. 
Finally, once the SME data has been elicited, the aggregate input can also be assessed collaboratively amongst the 
key decision makers and the SMEs to further reveal any bias. 
Figure 4 shows the output for a portion of the BN model. In this example, two scenarios are assessed. For both 
scenarios, the input for all of the other model nodes are identical. However, for scenario 1, the values for the 
“Quality of Development Reviews,” “Amount of Schedule Buffer,” and “Amount of Budget Reserve” nodes were 
set to “High,” indicating a high level of “Mitigation Factors” present. In scenario 2, these nodes are set to “Low,” 
indicating a low level of “Mitigation Factors” present. As can be seen, this results in a schedule duration forecast for 
scenario 1 of forty-six days, while the duration for scenario 2 is fifty-two days. However, although the resultant 
schedule prediction is important, of more importance is the fact that the BN model provides the key decision makers 
the ability to perform “what if” trade studies. For instance, if the SMEs determine the aforementioned nodes to be 
“Low,” the key decision maker can now make an assessment of what it requires to improve those nodes to “High” 
and then evaluate whether the resultant schedule improvement gained in going from “Low” to “High” is worth that 
investment. The BN model allows these trades to be made on every node or variable in the BN model. 
Figure 4. BN Model Output 
As such, the key decision makers can run endless scenarios and assess their resultant schedule predictions and 
either proceed into program execution, or seek guidance from their SMEs. Again, if the model is predicting a 
significant schedule slip, the key decision maker, in concert with the SMEs, could not only assess the predicted 
schedule duration, but the aggregated assessment of each causal/control factor node as well. 
Another key characteristic of the current BN model centers on the ability to add or delete causal factors to the 
model. For example, if a SME determines a significant causal factor is not included in the model, or determines that 
an existing causal factor is no longer useful, the architecture of the current BN model, in concert with the use of the 
AgenaRisk software20, makes the ability to add or delete nodes easy. To modify the BN model, one just adds nodes 
(with their NPTs) or removes nodes from the “Causal Factor”, “Control Factor”, or “Mitigation Factors” nodes. As 
can be seen, from the BN structure in figure 3, it is on the green nodes where the different types of causal, control, 
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and mitigation factors are integrated into the model. The light blue-colored core architecture elements contain the 
schedule prediction algorithms and remain untouched when factors are added or removed. 
5. Conclusion 
This paper discusses a mixed methodological approach to address cost and schedule delays in large-scale 
complex weapon systems. Furthermore, the authors describe research that is investigating the feasibility of: (1) 
deriving quantitative and qualitative causal factors correlating to schedule performance during LSEP development; 
(2) developing a framework and a tailorable predictive model using the derived quantitative and qualitative causal 
factors in a BN model; and (3) using the resultant framework and BN model, with expert knowledge elicited from 
LSEP SMEs, to predict LSEP schedule performance and inform LSEP decision makers on actions needed to manage 
schedule performance. This paper provides status on the BN structure and discusses an improved BN model 
developed by mapping a conceptualization of the framework created using a systemigram with a BN pattern that 
includes dependencies from causal and control factors to schedule performance. The BN also incorporates a direct 
causal dependence among schedule performance and mitigation actions to the consequence of schedule 
performance. An assessment of the resultant model and model behavior is presented. Further research will refine the 
causal factor analysis, mature and assess the BN model, refine the framework, and develop a framework for 
selecting SMEs and eliciting expert knowledge from them. 
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