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Abstract
The task of tagging, annotating or labelling image content automatically with semantic
keywords is a challenging problem. To automatically tag images semantically based on the
objects that they contain is essential for image retrieval. In this thesis, we focus on four
research challenges in content-based image retrieval that revolve around these questions:
1. How can we build corpora for evaluating image retrieval methods?
2. In finding desired images, what is the effect of fusing relevant text that is automatically
detected from textual descriptions surrounding the images and low-level image features?
3. How do we automatically tag image regions?
4. How do we construct, organise and query automatically derived region tags by utilising
an ontology?
In addressing these problems, we explore the techniques developed to combine textual de-
scription of images with visual features, automatic region tagging and region-based ontology
image retrieval. To evaluate the techniques, we use three corpora comprising: Lonely Planet
travel guide articles with images, Wikipedia articles with images and Goats comic strips.
In searching for similar images or textual information specified in a query, we explore
the unification of textual descriptions and visual features (such as colour and texture) of the
images. We compare the effectiveness of using different retrieval similarity measures for the
textual component. We also analyse the effectiveness of different visual features extracted
from the images. We then investigate the best weight combination of using textual and visual
features. Using the queries from the Multimedia Track of INEX 2005 and 2006, we find that
the best weight combination significantly improves the effectiveness of the retrieval system.
Our findings suggest that image regions are better in capturing the semantics, since we
can identify specific regions of interest in an image. In this context, we develop a technique
to tag image regions with high-level semantics. This is done by combining several shape
feature descriptors and colour, using an equal-weight linear combination. We experimentally
compare this technique with more complex machine-learning algorithms, and show that the
equal-weight linear combination of shape features is simpler and at least as effective as using
a machine learning algorithm.
We focus on the synergy between ontology and image annotations with the aim of reduc-
ing the gap between image features and high-level semantics. Ontologies ease information
retrieval. They are used to mine, interpret, and organise knowledge. An ontology may be
seen as a knowledge base that can be used to improve the image retrieval process, and con-
versely keywords obtained from automatic tagging of image regions may be useful for creating
an ontology. We engineer an ontology that surrogates concepts derived from image feature
descriptors. We test the usability of the constructed ontology by querying the ontology via
the Visual Ontology Query Interface, which has a formally specified grammar known as the
Visual Ontology Query Language. We show that synergy between ontology and image anno-
tations is possible and this method can reduce the gap between image features and high-level
semantics by providing the relationships between objects in the image.
In this thesis, we conclude that suitable techniques for image retrieval include fusing
text accompanying the images with visual features, automatic region tagging and using an
ontology to enrich the semantic meaning of the tagged image regions.
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Chapter 1
Introduction
“Logic will get you from A to B. Imagination will take you everywhere.”
— Albert Einstein
Interest in the production and potential of digital images has increased greatly in the
past decade. Digital images are produced by a variety of devices such as digital cameras,
digital video recorders, scanners, co-ordinate measuring machines, airborne radars and digital
synthesisers. Digital images can also be created and modified by using digital image editing
software. The extensive use of digital technologies produces millions of digital images daily.
Images taken using digital cameras, for example, are rarely annotated by consumers. Images
are usually automatically recorded in meaningless alphanumeric filenames. Many people
attempt to manage their digital images by annotating them manually, which is very time
consuming and often subject to individual interpretation. As a simple solution, the images
are archived in file system folders according to their semantics such as an event, a venue
and a person of interest. In order to find an image of interest, one has to visually scan
through all the images in the collection manually, possibly by viewing them as a slideshow.
Within a small image collection, the search task is manageable. However, the vast amount
of images has exacerbated the problem of locating a desired image, especially in a large and
varied collection. Hence, researchers, commercial organisations and users are exploring new
and compelling ways to access stored images. This problem has led to the rise of research
and development in the field of content-based image retrieval (CBIR). In CBIR, images are
retrieved on the basis of features automatically extracted from images.
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The main goal of a CBIR application is to find an image or a set of images that satisfy
a user’s information need. Kherfi et al. [2004] listed many important applications of CBIR
in daily life, ranging from individual-based applications such as face recognition to society
centred applications such as geographic information systems. Research in image retrieval,
particularly in CBIR has concentrated on two main problems: the sensory gap problem which
is the challenge posed by limitations in recording a scene; and the semantic gap problem,
which is the difficulty of relating high-level human interpretations with low-level recorded
visual features. In this thesis, we resolve related issues in semantic image retrieval that are
solutions to the semantic gap problem. In particular, we present techniques to retrieve images
by fusing surrounding text with low-level image features, a simple method for annotating
image regions, and ontology-based image retrieval.
This chapter proceeds as follows. In Section 1.1, we describe the problem of image
descriptors and high-level semantic interpretation. In Section 1.2, we introduce the notion
of image tagging, the types of image tags, and methods used to tag images. In Section 1.3,
we outline the research challenges that we tackle in this thesis. Finally, we explain the thesis
organisation in Section 1.4.
1.1 Gap Between Image Descriptors and Interpretation
Human beings are able to interpret images at different levels, for example, by the colour
and texture, objects, proper nouns and emotions. The interpretations can be represented
in high-level semantics such as “sad”, “husband” and “president”. The only way a machine
is able to interpret images is through examples of visual image feature descriptors or low-
level image features that represent colour, shape and texture in numerical format. This in
turn, introduces an interpretation inconsistency between image descriptors and high-level
semantics that is known as the semantic gap [Santini and Jain, 1998; Smeulders et al., 2000]
or the perceptual gap [Jaimes et al., 2005].
The semantic gap is the lack of correlation between the semantic categories that a user
requires and the low-level features that CBIR systems offer. This is due to the fact that the
visual image feature descriptors extracted from an image cannot (as yet) be automatically
translated reliably into high-level semantics [Datta et al., 2008].
The semantic gap differs from one image domain to another. Figure 1.1 and Figure 1.2
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Figure 1.1: Digital images in the broad domain; the content and appearance of the images
varies greatly.
(a) (b)
Figure 1.2: Digital images in the specific domain (a) comics; and (b) vehicle registration
plates. The content and appearance shows limited variability.
Images included with permission from:
- Fiami Tagada Sa`rl for the Einstein comics, http:// www.fiami.ch/ index.html; and
- Jonathan Rosenberg for the Goats comic, http:// www.goats.com
Images of the vehicle registration plates are courtesy of:
- Ttam, http:// en.wikipedia.org/ wiki/ Image:VicPlaceToBe.jpg;
- Deroravi, http:// en.wikipedia.org/ wiki/ Image:Dctaxation.jpg;
- Sakurambo, http:// en.wikipedia.org/ wiki/ Image:JapaneseLicensePlateDwg.svg; and
- Drumlineramoshttp:// en.wikipedia.org/ wiki/ Image:Drumline-License2.jpg.
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Figure 1.3: The semantic gap hierarchical representation levels from pixels to semantics.
depict some images that can be categorised into two kinds of domains: broad and specific.
The semantic gap is harder to overcome in broad domains such as images of various scenes,
themes, objects and people gathered from the Web or from a stock image collection with high
visual granularity [Smeulders et al., 2000]. Furthermore, images in broad domains can be
described using various concepts that are very challenging to detect [Worring and Schreiber,
2007]. In a more specific domains, such as images of vehicle registration plates, peoples’
faces or comics, the semantic gap is narrower due to limited and predictable variability in
appearance [Smeulders et al., 2000].
A hierarchical representation of an image and its semantics is depicted in Figure 1.3. A
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Figure 1.4: Images retrieved by Google Image Search in response to the high-level query, “A
box of jackfruits”.
digital photographic image is made up of picture elements or pixels that contain information
on the colour at a specific location in an image. A group of connected pixels forms a region,
also known as a blob [Costa and Cesar Jr, 2000]. For the computer to transform an image into
its semantic representation, visual image descriptors must be extracted. In the third level,
we address visual features of regions that form each object, and assign symbols or semantic
labels to these regions in level four. Although the image regions are annotated, we still do
not necessarily capture all the semantics in the image due to the sophisticated ways in which
humans perceive images. In the example of Figure 1.3, the word “playing” does not appear
in any of the level four labels.
Users prefer to articulate high-level queries [Kherfi et al., 2004; Kurita and Kato, 1993;
Smeulders et al., 2000], but CBIR systems index images using low-level features. High-
level retrieval involves image retrieval based on the names of objects and emotions that
can be associated with the image using text descriptions or tags. Figure 1.4 illustrates
retrieved images from Google Image Search1, posed with a high-level textual query “A box
of jackfruits”. Of the first fifteen images retrieved, none matches the query. Naturally,
1http://images.google.com, (query issued on January 16, 2008)
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Figure 1.5: Images retrieved using image descriptors. The query BN11 61.jpg was posed to
the GNU Image Finding Tool (GIFT) system.
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simpler keyword queries are more likely to succeed.
Low-level image retrieval involves retrieval on the basis of visual features such as colour,
texture, shape regions, and the spatial location of objects in the image. Low-level image
queries are commonly posed by providing the system with a sample image or images that
depict the user’s information need. The system compares the low-level features of the query
image with the features of the images in the collection, and returns a list of images ranked
by their similarity to the query. Figure 1.5 shows one of such queries; it can be seen that
results are not satisfactory.
As illustrated, posing either a query using a textual description or an example image does
not satisfy the aforementioned queries. Sometimes, we can better express the information
need using a combination of modalities such as using text with shape features. However, we
must first learn optimal combination strategies for these modalities.
1.2 Image Tagging
We can associate high-level meanings to images or image regions through image tagging,
also known as captioning or annotations. Tagging enhances the content of images and helps
image retrieval search engines to better retrieve desired images in response to text queries.
For example, image tags provide the means to explore images in the Flickr2 collection, while
in Facebook3, image tags are used to find pictures of members and their associates. Fig-
ure 1.6 depicts the most popular image tags used by Flickr’s users. The font size shows how
frequently each keyword has been used to tag images. In this example, the word “wedding” is
the most frequent word used and this indirectly suggests that most of the images in Flickr de-
pict wedding events. Since semantic image descriptions and keywords can have a substantial
contribution to satisfying a user’s information need, and manual tagging is costly, tedious,
and prone to error [Kurita and Kato, 1993], much effort has been expended on automatic
techniques for attaching text descriptions or keywords to images.
2http://www.flickr.com/photos/tags
3https://www.facebook.com
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Figure 1.6: Most popular image tags as shown on the December 8th, 2007 in Flickr.
1.2.1 Image Tags and Descriptions
Images can be tagged with a variety of descriptions, keywords and structured metadata.
While image tags are a set of keywords, metadata is a structured way of expressing the
image descriptions.
The Moving Picture Experts Group (MPEG) has proposed the MPEG-7 standard to
describe image and video content in a uniform manner using the Multimedia Description
Schemes (MDS). There are five different types of description in MDS. They are content
description; content management; content organisation; navigation and access; and user
interaction [Mart´ınez, 2007].
The W3C Multimedia Semantics Incubator Group4 proposed the idea of image anno-
tation using semantic technologies. The images are described using the Resource Data
Framework (RDF) format. Currently there are several existing multimedia vocabularies,
for instance, Visual Resource Association (VRA) [VRA, 2007], Exchangeable Image Format
4www.w3.org/2005/Incubator/mmsem
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Figure 1.7: Examples of image tags in Wikipedia featured pictures (http:// en.wikipedia.org/
wiki/ Wikipedia:Featured pictures thumbs 02 , visited December 9, 2007).
(EXIF) [EXIF.org, 2002], Digital Imaging Group 35 (DIG35) [DIG, 2000] and Dublin Core
Metadata Initiative (Dublin Core) [DCMI, 2007].
The method used to attach meaningful keywords to images or image regions can be
categorised into two broad methods: manual and automatic. When we tag image regions
with keywords, all of the keywords associated with any of the image regions represent the
tags for the whole image.
1.2.2 Manual Image Tagging
With manual image tagging, annotators can assign free text to images or are guided by a set
of vocabulary terms. Most of the tagged images on the Web have been annotated manually
as in the Wikipedia5 and Lonely Planet6 images shown in Figure 1.7 and Figure 1.8.
5http://wikipedia.org
6http://www.lonelyplanetimages.com
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Figure 1.8: Examples of image tags in the Lonely Planet Images (http:// www.
lonelyplanetimages.com, visited December 9, 2007).
Existing applications that support manual image tagging include Inote,7 Facebook, Fo-
topages,8 Photoblog,9 and Flickr. Inote and Facebook support the assignment of textual
annotations to various regions in an image. Flickr and Facebook provide support for social
image annotation activities by enabling the owner of the picture and other people to an-
notate the same image. However, this social image annotation has a limitation: personal
images are normally not of public interest, therefore others will not annotate these images.
The Google Image Labeler10 attempts to counter this problem through collaborative manual
tagging using an online tagging game. This is an enhancement of the ESP game,11 devised
by von Ahn and Dabbish [2004].
Despite the available tools, manual image tagging remains a tedious and time-consuming
task, since the mapping from the image space to the concept space is performed on a per-
image basis. Moreover, manual annotations are likely to contain human judgement errors and
7http://www.iath.virginia.eduinote
8http://www.fotopages.com
9http://www.photoblog.com
10http://images.google.com/imagelabeler
11http://www.espgame.org
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Figure 1.9: Example of semi-automatic image tagging using the ALIPR system.
subjectivity in interpreting the image due to differences in visual perception and prior knowl-
edge. However, this continues to be the preferred method since there are many limitations
in the automatic image tagging algorithms.
1.2.3 Automatic Image Tagging
It is difficult to express an information need in a limited number keywords. After all, “a
picture is worth a thousand words”; this familiar proverb emphasises that visual information
is inherently ambiguous and semantically rich. Due to this, we explore alternative methods
such as automatic image tagging based on low-level features.
Automatic tagging of images involves recognition, which in turn requires prior knowledge
of a concept to recognise. Automatic image tagging schemes can be categorised as fully-
automated or semi-automated. The tagging may be performed in real time or offline. In
semi-automated image tagging, human involvement is required to confirm keywords proposed
by the system.
Work on fully-automated and offline image tagging includes that of Barnard et al. [2001];
Barnard and Forsyth [2001]; Pan et al. [2004]; Duygulu et al. [2002]; Monay and Gatica-Perez
[2003]; Lavrenko et al. [2004]; Zhao and Grosky [2002] and Wang and Manjunath [2003]. Most
research in this field explores how to map high-level descriptions to low-level image features.
The Automatic Linguistic Indexing of Pictures (ALIPR)12 system is a semi-automatic and
real-time image tagging system that supports up to fifteen tags for an uploaded image [Li
12http://alipr.com
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and Wang, 2006; 2008]. For the image of swans and a human silhouette shown in Figure 1.9,
the ALIPR system predicts general terms such as animal and grass, but fails to recognise the
silhouette.
While fully-automatic or semi-automatic image tagging is faster than manual tagging,
the resulting tags are not always correct. Improvements in intelligent but simple automatic
image tagging techniques are required.
1.3 Research Challenges
In this thesis, we consider whether automatic region-based image tagging can support better
image retrieval effectiveness. Specifically, we address the following research questions:
1. How can we build corpora for evaluating image retrieval methods?
Evaluating the effectiveness of a retrieval system is important in information retrieval
(IR) [Carterette, 2007]. As image retrieval is a subfield of IR, most researchers adopt
the IR evaluation methods.
To evaluate new image retrieval techniques, we need to perform the pre-retrieval
tasks that include building a corpus (that consists of documents as well as images),
creating valid queries and judging relevant documents. These tasks are based on the
Cranfield model, which is the traditional IR model for evaluation [Cleverdon, 1997].
In building image collections, we must understand the nature of the domain that they
represent. By understanding the collections, we can use them effectively for evalua-
tion [Harman, 1996]. To experimentally test the retrieval techniques, valid queries are
crafted based on the information contained in the collections. Judging the relevance
of a particular document or image to a category, known as creating the ground truth,
can be done prior to or after retrieval. As part of the pre-retrieval task, relevance
judgement is done by clustering the images into their related categories. Relevance
judgement done after retrieval involves the pooling techniques that have been adopted
for experiments in the Text Retrieval Conference (TREC) [Keenan et al., 2001] and
in the Initiative for the Evaluation of XML Retrieval (INEX) [van Zwol et al., 2006;
Westerveld and van Zwol, 2007].
To test the retrieval techniques we propose in Chapters 4, 5, and 6, we built three
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collections: these are the Goats comic, Wikipedia and Lonely Planet collections. We
contributed to the creation of the latter two collections through our participation in
the 2005 to 2007 INEX workshops, and the Goats comic collection was created using
the comic strips available on the Web.
2. In finding desired images, what is the effect of fusing relevant text that is automatically
detected from textual descriptions surrounding the images and low-level image features?
We can search for similar images based on high-level abstractions such as location
names, events and descriptions documented in the text accompanying the images. In
general, images retrieved using image features alone fail to fully satisfy user’s informa-
tion need. Therefore, combining the text and image features may assist us in retrieving
more relevant images in a collection. Image features and text are common combined
modalities. However, fusion of these modalities is among the outstanding issues in
content-based image retrieval [Jaimes et al., 2005].
Data fusion is a method that can be used to combine multiple results from different
systems. In IR, data fusion has been proven to improve retrieval effectiveness [Lee,
1997; Tsikrika and Lalmas, 2004; Vogt and Cottrell, 1998]. Accordingly, we present
an empirical analysis on the effect of merging text and image features. We compare
the retrieval effectiveness of using different text IR similarity measures for retrieving
the text associated with images. We also explore the effectiveness of using different
image feature descriptors. We then propose a technique to combine these modalities
and investigate their best weight combination.
3. How do we automatically tag image regions?
Automated image annotation or tagging is widely recognized as an extremely difficult
task [Wang and Manjunath, 2003; Datta et al., 2008]. The ability to automatically
annotate images semantically based on the objects that they contain is essential in
image retrieval as it provides the mechanism to take advantage of existing text retrieval
systems.
Various methods have been proposed to automatically annotate image regions
with useful words. Most are complex automatic image tagging methods, for example,
methods that are proposed by Mori et al. [1999]; Duygulu et al. [2002]; Wang et al. [2006]
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and Liu et al. [2007]. An intelligent but simple automatic image tagging technique is
required to ease the image tagging process.
In this thesis we focus on combining region colour and shape in an effort to associate
semantic concepts with a region or regions of interest. With this aim, we extract regions
from images, and derive shape features from these regions. We present a method to
semantically tag image regions by combining multiple shape features of the region.
We show that a simple combining technique can perform as well as machine learning
algorithms.
4. How do we construct, organise and query automatically derived region tags by utilising
an ontology?
Many researchers have studied methods to automatically annotate regions for direct use
in image search [Smeulders et al., 2000]. This is because region-based features provide a
more detailed description of an image’s content [Datta et al., 2008]. Normally, the given
annotations do not reflect the relationships between regions in the image. Therefore,
we still need to further express the relations between the tagged regions and this can
be achieved through knowledge representation.
Storing and processing knowledge about a domain is known as knowledge rep-
resentation. It can be of two types, formal and informal. Formal knowledge repre-
sentation organises information in a structured manner so that computers are able to
interpret and process it. Informal knowledge representation is basically in the form of
free text where the information needs additional processing in order for the computer
to interpret it. Formal knowledge representations for images are best exemplified by
ontologies [Troncy et al., 2007], while the informal knowledge representations are exem-
plified by folksonomies (collaborative tagging with freely chosen keywords) and social
(community) annotations. The semantic web and knowledge technologies have been
explored as means to bridge the semantic gap through formal knowledge representa-
tion. The use of ontologies, controlled vocabularies, thesauri and metadata schemes to
represent the information regarding the image collection can be regarded as addressing
this issue at the semantic end (that is the highest level in Figure 1.3) of the semantic
gap.
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We focus on the synergy of ontology and image tags recognised using the equal-
weight linear combination technique. These image tags are organised in a hierarchical
manner that forms an ontology. To test the usability of the ontology, we query the
ontology using the SPARQL Protocol and RDF Query Language (SPARQL) ontology
query language recommended by the W3C. We propose a Visual Ontology Query Inter-
face (VOQI) for the user to formulate a query through simple interactions. The query
is automatically converted into SPARQL, using the Visual Ontology Query Language
(VOQL), obviating the need for the user to learn the ontology query language.
1.4 Thesis Structure
The overall thesis structure and the connection between chapters are presented in Figure 1.10.
In addressing the research questions raised in Section 1.3, we have organised this thesis as
follows.
In Chapter 2, we present a review of related research on existing image retrieval ap-
proaches. These approaches are classified as text, CBIR, multimodal and semantic. We
follow with a review of image retrieval evaluation metrics and statistical significance tests.
In Chapter 3, we explain the elements needed for image retrieval evaluation: documents,
relevance judgements and queries. We focus on three collections that we use in testing and
evaluating our image retrieval techniques. These collections are the Lonely Planet, Wikipedia
and Goats comic. We collaboratively contributed to the creation of the Lonely Planet and
Wikipedia image collections through our participation in INEX 2005, 2006 and 2007. For
the Goats comic collection, we created this collection using the images of the Goats comic
strips that are available on the Web.
In Chapter 4, we address the selection and fusion of modalities by using text annotations
alongside images in a collection. We investigate the impact of using three IR similarity
measures in the text retrieval: Okapi BM25, Pivoted Cosine and Dirichlet. We compare
the effectiveness of using different visual features extracted from the images. We combine
the image features with text, and investigate the best weight combination for these. We
demonstrate a technique for combining text with image features for image retrieval. This
technique significantly improves the effectiveness of the retrieval system.
In Chapter 5, we consider how to map image feature descriptors to high-level semantics
17
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Figure 1.10: The thesis structure
by combining colour and several shape feature descriptors, and investigate the effectiveness
of region-based CBIR. While a region-based approach is more likely to capture the intention
of the user who wishes to retrieve images that contain similar objects, but are not necessarily
similar in their entirety, it is complicated by factors such as image segmentation and region
combination. For our study, we circumvent the extra complexity of image segmentation
by considering comic characters that can be easily segmented. This sensible simplification
allows us to concentrate on the primary problem: tagging image regions. We compare a
simple combination method with more complex machine learning algorithms and show that
using image regions as query examples leads to higher effectiveness than using whole images,
and that an equal-weight linear combination of shape features is simpler and at least as
effective as using machine learning algorithms.
In Chapter 6, we explore how to engineer an OWL ontology by organising tags learnt
from using colours and shape feature descriptors. To test the usability of the ontology, we
query for comic characters and their locations. We also demonstrate searches for characters
and spatial locations of characters in the image collection using our Visual Ontology Query
Interface. Behind this query interface is the Visual Ontology Query Language, a language
that interprets visual queries into SPARQL. We show that synergy between ontology and
image annotations is possible. This method can reduce the gap between image features and
18
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high-level semantics by providing the relationships between image regions in the image.
In Chapter 7, we summarise the retrieval techniques, findings and conclusions in this
thesis. We also propose further research threads in the effort towards bridging the semantic
gap in image retrieval.
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Image Retrieval
“My job is to make images and leave the decision
making and conclusion drawing to other people.”
— Laurie Anderson
Image retrieval is the field of study concerned with searching and retrieving digital images
from an image corpus. This field has been explored since the 1970s [Rosenfeld, 1969; Tamura
and Mori, 1977]. Early image retrieval techniques were generally based on the textual descrip-
tions and captions of images. Today, image retrieval is one of the demanding applications
that develop along with the advancement of digital imaging technologies. The exponential
number of digital images produced by consumers need to be searched and allocated for fu-
ture use. Consequently, image retrieval has been diversely researched and involves several
interdisciplinary research areas such as digital image processing and analysis, computer vi-
sion, information retrieval, cognitive science, computer graphics, mathematics, education and
artificial intelligence.
There are various image retrieval techniques. These techniques can be categorised accord-
ing to whether they are based on text, content, multimodal fusion, or semantic concepts. We
differentiate these techniques by the type of features that are used to represent the images
as well as the approaches that are used to retrieve similar images. The text-based image
retrieval techniques use keywords, the CBIR techniques use low-level image features, the
multimodal fusion techniques use a combination of various image representative features,
and the semantic-based techniques use concepts.
20
Figure 2.1: Image retrieval system components and querying process.
A generic image retrieval system consists of four main components: a corpus of images,
an indexing scheme, a query processing regime and a user interface. Figure 2.1 depicts
the interaction between these components. The image collection normally determines the
search task, which influences the indexing method [Tamura and Yokoya, 1984] and query
specification of the image retrieval system. An image database is a structured collection of
image records [Tamura and Yokoya, 1984]. The process of recording image data is known
as indexing. Image data may be in the form of text and numeric values representing the
low-level features extracted from the image. Depending on the image retrieval application,
the size of the image collection and the complexity of the image data, data extracted from
the images can be indexed in a database or simply kept in a text file. The query processing
component finds similar images using the indexed data and returns a set of images that
are normally ranked in descending similarity order. Queries for similar images are normally
posed via a user interface. This user interface can be in the form of command line arguments
or more commonly a graphical user interface.
Queries for images can be based on text descriptions or image content. Text-based de-
scription queries are posed to a text-based image retrieval system, whereas the content-based
image queries are posed to a CBIR system. Text-based queries can be formulated in free-text
or according to a query structure. Free-text queries are normally formulated for retrieving
images using the full-text information retrieval approach. Structured queries are used in im-
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age retrieval systems that are based on a particular structured representation such as XML,
RDF, OWL or a database format. Content-based image queries use the extracted image
features as the query examples. These image features are compared to the image features
in the database, and similar images are retrieved as answers. The differences between these
image retrieval methods are further discussed throughout this chapter.
In this chapter we cover the state-of-the-art frameworks, tools and techniques related to
image retrieval. In Section 2.1, we present the techniques categorised under text-based image
retrieval. In Section 2.2, we explain CBIR. In Section 2.3, we describe the methods used to
merge multiple image retrieval results and the machine learning techniques for image retrieval.
In Section 2.4, we provide a concise introduction of the approaches towards semantic-based
image retrieval. In Section 2.5, we specify the evaluation metrics for image retrieval. Finally,
we conclude our review of related literature in Section 2.6.
2.1 Text-based Image Retrieval
Image retrieval using text is the most basic form of automatic search. The subject of study has
been under exploration for the past three decades [Tamura and Mori, 1977]. Image retrieval
in the early days was part of the database field. The indexed image data were user-defined
text descriptions such as image size, image format, date, time captured, image owner and
related keywords. Thus, text-based image retrieval is often called description-based image
retrieval.
Queries for text-based image retrieval are in the form of text. Images are retrieved based
on matching descriptions or based on a similarity measure. Text-based image retrieval can
be performed manually, semi-automatically or fully automatically. In this section, we focus
our discussion on the fully automated text-based image retrieval techniques using a database
system, full-text IR and structured-text IR.
2.1.1 Using Database
When a text-based image retrieval system uses a database to store indexed data, it is known
as a database image-retrieval system. The database can be either a flat or relational database.
A flat database uses a text file to store information. A relational database is a table that
contains data organised in fields (columns) and records (rows).
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Image retrieval using a database adopts database methods for indexing and querying
images. Image data that are indexed in a relational database normally have a primary key
that uniquely identifies the data. The data retrieval and management is done using a query
language such as the structured query language (SQL).
Generally, there are three categories of image retrieval using relational databases [Tamura
and Yokoya, 1984]. The first category is image retrieval by an identifier. In this category,
querying is performed using the primary key or candidate key in the database. The second
category is retrieval by conditional statements such as AND and OR. Conditional statements
can also be formulated by combining multiple primary keys and several concepts represented
in free text. The third category is similarity retrieval by specifying the expected images from
a series of images in the database. An example of an SQL query to a relational database
system is:
SELECT img-name
WHERE creator=’Jane Doe’ AND date=’19122007’ AND size<500KB
Such image retrieval using a relational database system was proposed by Chang et al.
[1977] in the late 1970s. Currently, the focus on image retrieval has shifted from the database
approach to full-text, structured-text, CBIR and semantic-based image retrieval.
2.1.2 Using Full-text Information Retrieval
Images can be retrieved based on full-text descriptions surrounding the image. This method
has been explored due to the widespread availability of images on the Web, where the images
are normally part of a web page. The query in a full-text image retrieval system is normally
formulated either in a free text format or guided by a vocabulary set. The previous example
of an SQL query can be represented in a free text query as:
Find images that are captured by Jane Doe on December 19, 2007 where image
size is less than 500 KB.
A full text-based image retrieval system usually indexes image data based on the term
frequency-inverse document frequency (tf.idf) model that is widely used in IR and data
mining. The tf.idf weight is a statistical measure used to evaluate the importance of a word
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to a document in a corpus. A high weight in tf.idf is reached by a high term frequency
(in the given document) and a low document frequency of the term in the whole collection
of documents. The idf term allows frequently-occurring, low information value terms to be
discounted. Due to this, the weights tend to filter out common terms. As an example, in
processing a query, documents containing highly weighted tf.idf terms that match the query
will be returned as highly ranked.
Search for similar images using full text typically incorporates a text-based search engine.
The terms are extracted from the text descriptions surrounding the image and indexed using
tf-idf. There are several available open source text-based search engines, to mention some,
Lemur,1 Wumpus,2 Terrier,3 Lucene,4 Namazu,5 Isearch,6 and Zettair.7 Zettair is a compact
and fast text search engine developed by the Search Engine Group at RMIT University.
Zettair supports indexing and retrieval of large textual document collections. Zettair indexes
these documents using an efficient inverted index structure that is implemented in many
modern search engines [Witten et al., 1999b].
2.1.3 Using Structured-text Information Retrieval
In a large document collection, it is common to find multimedia elements such as images,
audio, and video. Describing these multimedia elements in a standard way is beneficial as
it can assist the retrieval process. The eXtensible Markup Language (XML) was developed
by the XML Working Group of the World Wide Web Consortium (W3C) [Bray et al., 2006]
to describe data in a structured manner, allowing the description of multimedia elements to
be represented. INEX is a well-known XML retrieval initiative, which provides a platform
for participants to evaluate the effectiveness of their XML retrieval techniques. The retrieval
techniques are compared using a uniform scoring procedure.
INEX comprises several tracks that reflect different retrieval tasks. The INEX multimedia
(MM) track was established in 2005 with the aim of retrieving relevant XML document
1http://www.lemurproject.org
2http://www.wumpus-search.org
3http://ir.dcs.gla.ac.uk/terrier
4http://lucene.apache.org
5http://www.namazu.org
6http://isearchthenet.com/isearch
7http://www.seg.rmit.edu.au/zettair
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fragments containing various types of multimedia, of which currently only text and images
are used. Beside retrieving relevant XML document fragments, the MM track also has
the objective to exploit the XML structure that provides a logical level at which multimedia
objects are connected and to improve the retrieval performance of an XML-driven multimedia
information retrieval system [Westerveld and van Zwol, 2007].
The use of XML offers a structured approach for representing information while main-
taining separation of form and content. XML information retrieval is different from standard
text retrieval in two aspects: the XML structure may be of interest as part of the query; and
the retrieved information does not have to be text, XML elements are returned as answers.
The Narrowed Extended XPath I (NEXI) [Trotman and Sigurbjo¨rnsson, 2005] query language
is used to retrieve images embedded in XML documents. An example of a NEXI query to
find articles containing a description about London is written as:
//article[about(., London)]
Queries in the NEXI query language are categorised as structured-text queries.
2.1.4 Similarity Measures
Image retrieval using either full-text or structured-text IR adopts a method to measure the
similarity between the query and the retrieved answers. The similarity of a document to a
ranked query, denoted as Sq,d, indicates how closely the content of the document matches
the query. To calculate the query-document similarity, statistical information about the
distribution of the query terms (within both the document and the collection as a whole) is
often necessary. These term statistics are subsequently utilised by the similarity measure.
Following the notation and definitions of Zobel and Moffat [1998], we define the basic term
statistics as:
• q, a query;
• t, a query term;
• d, a document;
• ND, the number of all the documents in the collection;
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• For each term t:
– fd,t, the frequency of t in the document d;
– NDt , the number of documents containing the term t; and
– fq,t, the frequency of t in query q.
• For each document d:
– fd = |d|, the document length approximation.
• For the query q:
– fq = |q|, the query length.
We also denote the following sets:
• D, the set of all the documents in the collection;
• Dt, the set of documents containing term t;
• Td, the set of distinct terms in the document d;
• Tq, the set of distinct terms in the query; and
• Tq,d = Tq ∩ Td.
Various similarity measures for document retrieval have been proposed, and most of them
implement one of the three major information retrieval models: the vector-space model, the
probabilistic model and the language model [Salton et al., 1975; Robertson et al., 2000; Croft
and Lafferty, 2003].
Vector-Space Model
In this model, both the document and the query are representations of n-dimensional vectors,
where n is the number of distinct terms observed in the document collection. The best-known
technique for computing similarity under the vector-space model is the cosine measure, where
the similarity between a document and the query is computed as the cosine of the angle
26
2.1. TEXT-BASED IMAGE RETRIEVAL
between their vectors. The pivoted cosine similarity measure is computed as [Singhal et al.,
1996]:
Sq,d =
1
WD ×Wq ×
∑
t∈Tq,d
(1 + loge fd,t)× loge
(
1 +
ND
NDt
)
(2.1)
where WD represents the pivoted document length normalisation, calculated as:
WD =
(
(1.0− s) + s× Wd
WAL
)
(2.2)
and Wq is the query length representation, calculated as:
Wq =
√√√√∑
t∈Tq
[
ln
(
1 +
ND
NDt
)]2
(2.3)
The parameter s represents the slope of correction curve, with values between 0 to 1 [Sing-
hal et al., 1996]. Wd and WAL represent the document length (usually taken as fd) and the
average document length (over all documents in D), respectively.
Probabilistic Model
The probabilistic models of information retrieval are based on the principle that documents
should be ranked by decreasing probability of their relevance to the expressed information
need. The Okapi BM25 probabilistic model proposed by Sparck Jones et al. [2000] has
demonstrated to be highly successful in a wide range of IR experiments. The similarity
between the query and a document is computed as:
Sq,d =
∑
t∈Tq,d
wt × (k1 + 1) fd,t
K + fd,t
× (k3 + 1) fq,t
k3 + fq,t
(2.4)
where the inverse document frequency denoted by wt is normally calculated as:
wt = loge
(
ND −NDt + 0.5
NDt + 0.5
)
(2.5)
and the variable K is calculated as:
K = k1 ×
[
(1− b) + b ·Wd
WAL
]
(2.6)
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The constants k1, b and k3 are in the ranges of 1.0 to 2.0; 0.35 to 0.75; and 1 000 000
(effectively infinite), respectively [Sparck Jones et al., 2000]. Wd represent the document
length and WAL is the average document length in the text collection.
Language Model
Language models are probability distributions that aim to capture the statistical regularities
of natural language use. Language modelling in information retrieval involves estimating the
likelihood that both the document and the query could have been generated by the same
language model. The query likelihood approach with Dirichlet smoothing [Zhai and Lafferty,
2004] is represented as:
Sq,d = fq × log λd +
∑
t∈Tq,d
log
(
ND × fd,t
µ×NDt
+ 1
)
(2.7)
where µ is a smoothing parameter that usually takes values in the range of 1 to 5000 [Zhai
and Lafferty, 2004], while λd is calculated as: λd = µ/ (µ+ fd).
While there are other methods in language modelling, Dirichlet smoothing is best for
long queries and better at estimating document models [Zhai and Lafferty, 2004].
2.2 Content-based Image Retrieval
In CBIR, images are searched and retrieved based on the similarity of their visual contents
to a query image using image features. A feature extraction component is used to extract
low-level image features from the images in the collection. These low-level image features
can either represent a whole image or a specific region. Commonly extracted image features
include colour, texture and shape. The extracted image features are represented in a mul-
tidimensional feature vector, referred to as the image signature. For example, the colour,
texture and shape features extracted from an image form an N -dimensional feature vector,
and can be written as N = {n1, n2, n3} where n1, n2, and n3 is a vector of its own; and n1
is colour, n2 is texture and n3 is shape. These features can be compared directly with the
query image features or fed into the indexing component. Indexing is done based on clusters
of feature vectors that are likely to be similar images. Another approach is to adopt the tf-idf
indexing method using the image features, instead of text features. This approach has been
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(a) (b)
Figure 2.2: (a) The additive colour model. (b) The subtractive colour model.
(Images are courtesy of SharkD, http:// en.wikipedia.org/ wiki/ Image:AdditiveColor.svg and
Mike Horvath, http:// en.wikipedia.org/ wiki/ Image:SubtractiveColor.svg)
explored using the GNU Image Finding Tool (GIFT) [Squire et al., 2000]. In retrieving sim-
ilar images, the query image feature vector is compared to the indexed clusters. The image
features in the closest cluster will then be compared to the feature vector of the query image.
The similar images are returned to the user and ranked in descending order of similarity.
Colour, texture and shape are the fundamental elements of human perception since they
contain semantic information about an object. These elements differentiate one object from
another. The combination of these features produces a shape feature representation or shape
descriptors. Methods to describe shapes may be categorised as region-based or contour-based
descriptors. Much research exists on the optimal choice of features and feature representa-
tions [Latecki et al., 2002]. Next, we will describe the image features that can be used for
image retrieval.
2.2.1 Colour Features
Colour is the most prominent visual feature in CBIR since it is well correlated with human
visual perceptions of objects in an image. It is also an important distinguishable cue that
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Figure 2.3: The RGB Cubes (images are courtesy of Horst Frank, http:// en.wikipedia.org/
wiki/ Image:RGB farbwuerfel.jpg).
aids recognition. Moreover, the colour feature is robust to changes in scale, orientation,
perspective and surroundings.
A digital colour image is represented as an array of pixels, where each pixel contains
three or four tuples of colour components represented in a numerical form. The abstract
mathematical representation of colours that computers are able to use is known as the colour
model. There are two types of colour models: additive and subtractive. Additive colour
models use light to display colour while subtractive models use printing inks. Colours per-
ceived in additive models are the result of transmitted light, whereas colours perceived in
subtractive models are the result of reflected light.
The Red, Green and Blue (RGB) colour model is an additive colour model. This colour
model is used for computer displays, involving three separate light signals: red, green and
blue. All the colours displayed by the screen can be made up from these three colour chan-
nels. The combination of RGB produces colours that are depicted in Figure 2.2. RGB images
are normally encoded in 8-bits that consist of 256 (28) tone levels in each colour channel,
and the combination of these channels produces about 16.8 million colours (2563). Eight-bit
encoding is common because it is based on the human capability of differentiating around
200 tone levels.
Figure 2.3 depicts the RGB colour cube. Each axis of the cube represents intensity values
of red, green, or blue. A colour for a specific pixel is specified using three 8-bit unsigned
integers in the range between 0 to 255. Hence, the origin of the cube with the RGB intensities
equal to 0 represents the total absence of colour, which is black (0,0,0). Moving towards to
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Figure 2.4: The circled mark is the colour “Pantone 353 C” with hue = 158°, saturation =
100% and value = 86%.
the corner of the y-axis, the colour becomes red (255,0,0), x-axis becomes blue (0,255,0), and
the z-axis becomes green (0,0,255).
The Cyan, Magenta, Yellow (CMY) colour model is a subtractive colour model. It is used
for printed material where the CMY pigments are used to subtract the RGB wavelengths
from a white background — cyan absorbs red light, magenta absorbs blue light and yellow
absorbs green light. As depicted in Figure 2.2, a combination of CMY produces black. Some
commercial desktop printers use an additional black channel, introducing the CMYK colour
model. The black channel is for printing black objects, in the case where we do not have
100% saturation of the CMY colours.
The RGB model displays a much larger percentage of the visible spectrum than the
CMYK model and, as a result, has a wider gamut (that is range) of the visible spectrum.8
Once an image has been converted from RGB to CMYK and brought into the printable
gamut, the extra RGB data is lost. The RGB colour model is merely a convenient means for
representing colour, and is not directly based on the response behaviour of the human eye.
Nevertheless, using the RGB model is easier and faster to compute.
The Hue, Saturation and Value (HSV) colour space addresses perceptual colour relation-
ships more accurately than the RGB colour space. It is also known as the Hue, Saturation
8Two kinds of Colour Model, http://www.sketchpad.net/basics4.htm
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Figure 2.5: Global and local colour histogram with 256 bins.
and Brightness (HSB) colour space. Hue defines the blend of the three components that
forms a colour or shade of colour. It is measured as a location in a degree between 0°and
360°. Saturation, sometimes called chroma, represents where the colour is on a scale from
achromatic white (0%) to the pure hue (100%). Value controls the brightness of the colour.
Illustrated in Figure 2.4 is a HSV colour space represented as a 2D plot of hue and saturation
and a single one-dimensional plot of the brightness.
For image retrieval, colour information is extracted from the image and represented in
several forms such as colour histogram and colour moment. These two colour representations
are further explained next.
Colour Histogram
A histogram provides a summary of the distribution of a set of data. The colour histogram
is the most commonly and effectively used colour feature in CBIR [Swain and Ballard, 1991;
Faloutsos et al., 1994; Stricker and Orengo, 1995; Smeulders et al., 2000; Deselaers et al.,
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2008]. A colour histogram for a coloured image describes the different intensity value distri-
butions for any of colour channels found in the image.
The most common method to create a colour histogram is by splitting the range of the
RGB intensity values into equal-sized bins. For example, a 24-bit RGB colour space contains
224 possible (r,g,b) values. Since this gives us approximately 16.8 million bins, it will be
too large to be dealt with efficiently. Therefore, we need to quantise the feature space to
a smaller number in order to reduce memory size and processing time; as examples Swain
and Ballard [1991] and Stricker and Orengo [1995] have proposed techniques for colour space
quantisation. After having defined the bins, the number of pixels from the image that fall
into each bin are counted.
A colour histogram can be used to define the different distributions of RGB intensity
values for a whole image, known as a global colour histogram, and for specific regions of an
image, known as a local colour histogram. Figure 2.5 depicts an example of these. For a local
colour histogram, the image is divided into several regions and a colour histogram is created
for each region.
Colour Moments
Colour moments can be used to interpret the unique distribution of an image’s colour [Stricker
and Orengo, 1995]. The first three low-order moments are normally used to capture the colour
distribution.
The first-order moment (µ) corresponds to the image’s mean colour, the second-order
moment corresponds to the standard deviation (σ) and the skewness (θ) of colour is the
third moment. Let M denotes the width, N denotes the height of the image, and
pcij =
1 if the pixel located on the i
th row and jth column of an image is colour c;
0 otherwise.
The moments µc, σc and θc are calculated as:
µc =
1
MN
M∑
i=1
N∑
j=1
pcij (2.8)
σc =
 1
MN
M∑
i=1
N∑
j=1
(
pcij − µc
)2 12 (2.9)
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θc =
 1
MN
M∑
i=1
N∑
j=1
(
pcij − µc
)3 13 (2.10)
The colour moments can be calculated for the whole image and also for a specific region
in the image. Besides describing the colour feature of an image, moments can also be used
to recognise textures [Singh et al., 2002].
2.2.2 Texture Features
Texture is another common feature used in CBIR applications [Smeulders et al., 2000; Jalaja
et al., 2005]. Texture is defined as properties related to the appearance and feel of a surface.
It can be categorised into two types. The first is stochastic, meaning rough, grainy and
irregular; and second is structural, having a regular and smooth surface. Texture is an
ancestral property of our recognition of all objects’ surfaces. Textons is the elementary unit
of texture perception [Malik et al., 1999; Zhu et al., 2005]. The main characteristics of texture
are distinctive and repetitive over a region. Texture features are useful to discriminate scenes
that are similar in colour. For example, we can use texture features to differentiate an image
of a clear blue sky with an image of a wavy blue sea.
The most commonly used texture features are Tamura and Gabor [Deselaers et al., 2008].
The former is computed directly from the visual texture attributes defined by Tamura
et al. [1978] — coarseness, contrast, directionality, line-likeness, regularity and roughness.
Coarseness, contrast and directionality are strongly correlated with how humans perceive
objects [Tamura et al., 1978; Lin et al., 2003]. The IBM’s Query By Image Content (QBIC)
system uses these three texture features [Niblack et al., 1993].
The Gabor texture can be obtained using the two-dimensional Gabor wavelet function,
which is calculated as [Manjunath and Ma, 1996]:
g(x, y) =
(
1
2piδxδy
)
exp
[
−1
2
(
x2
δ2x
+
y2
δ2y
) + 2pijWx
]
(2.11)
The Fourier transform is calculated as:
F (u, v) = exp
{
−1
2
[
(u−W )2
1/2piδx
− v
2
1/2piδy
]}
(2.12)
for the Gabor function.
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We can dilate (scale) and rotate this function using:
gmn(x, y) = a−mF (x′, y′)
x′ = a−m(x cos θ + y sin θ)
y′ = a−m(−x cos θ + y sin θ)
(2.13)
where a > 1, m,n ∈ Z and θ = npiO with O number of orientation or orientations.
The limitation of using the Gabor transform is the redundancy of data obtained at dif-
ferent scales. This is due to the fact that the Gabor transform is non-orthogonal. However,
this problem can be solved using the filter designed by Manjunath and Ma [1996].
2.2.3 Image Segmentation
Before we can form shape features, we must perform image segmentation. Image segmen-
tation involves breaking an image down into its basic components or regions. The image is
segmented based on perceptual characteristics such as colour, boundary, textures and the
spatial relationships between pixels. We use the words region and segment interchangeably
in order to provide a clear description. The simplest method of image segmentation is seg-
menting an image based on colour.
There are various image segmentation algorithms available such as K-means [Luo et al.,
2003], EdgeFlow [Chang et al., 2004], Watershed [Levner and Zhang, 2007] and JSEG [Deng
and Manjunath, 2001]. The aim of these algorithms is to segment an image into homogeneous
colour-texture regions. The segmentation process is divided into two steps: colour quantisa-
tion and spatial segmentation. It is done in this manner because it is hard to analyze the
similarity of colours and their distribution at the same time [Deng and Manjunath, 2001].
For the first step, colour quantisation, the colour values are extracted from each pixel
to produce a colour histogram. This colour histogram is quantised to several representative
classes that can be used to differentiate regions in the image. Quantisation is performed
without taking into account the spatial distribution of colours and at the same time preserving
the colour quality of the image. A label is assigned to each representative colour class. Each
pixel value is then replaced with a label and this produces a class-map image file.
In the second step, spatial segmentation using a region growing algorithm is performed on
the class-map image file. Seed determination is performed to get the seed point, the point for
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region growing. A seed point is a group of pixels with the same label. A seed is determined
by its size. For example, if a particular pixel area is larger than 32 pixels for a 9× 9 window
segment, that pixel area is a seed point. Then a region is grown from that particular seed
point to form the image segments. These regions are then merged to form the final image
segments. An image is first segmented at a coarse scale. A high scale number will result in
an image with finer segments.
The resulting image segments should conform to human visual interpretation (based
on the manually segmented image) and represent the semantic meaning of the objects in
the image. In other words, the desired segmentation performance is for each object to
comprise a homogeneous single region. Homogeneity is identified based on the following
assumptions [Deng and Manjunath, 2001]:
• an image consists of a number of uniform colour-texture regions; and
• colour values in each image segment can be represented by a set of a few quantized
colours.
The expected outcome are several regions, where each region represents an object. If this
type of image output is achieved, then it can be assumed that the segmentation algorithm is
valid.
There are three factors that can affect the outcome of a segmentation algorithm. The
first factor is the colour quantisation threshold. A good value for the colour quantisation
threshold is the minimum number that can separate two regions. The second factor is the
region-merging technique. In order to obtain an ideal region, a suitable technique should be
used. The last factor is the number of regions into which the image is segmented.
The choice of method for image segmentation depends on the nature of the image and
the classification of the segmented data. Segmentation using colour is sufficient for images
containing uniformly coloured objects such as comic images. Images of a complex scene need
a more robust segmentation method where the segments are approximated for objects in the
image. As an example, Fuh et al. [2000] proposed a hierarchical colour image segmentation
approach that combines colour segmentation with relationship trees. An identified region
that was segmented based on colour similarity is added into the relationship trees that are
used to represent the spatial connections between the segmented regions.
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The next step after successfully identifying regions in an image is to extract the shape
features or also known as descriptors. The common shape features and their usage in image
retrieval are explained in the following subsection.
2.2.4 Shape Features
The need to describe shapes mathematically leads to the two general methods for shape
representation and description: region-based methods and contour-based methods [Zhang
and Lu, 2004].
In region-based methods, the features are extracted from the whole region. Such region-
based features include area, length and angle of major and minor axes, and moments. Area
is the total number of pixels inside a region. Based on the area, we can obtain the mean
colour of the region, that is the average colour value within the region. This is the sum of the
colour values of all the pixels in the shape divided by the number of pixels. Contour-based
methods represent a shape by a coarse discrete sampling of its perimeter. Contour-based
shape descriptors include perimeter, Hausdorff distance, shape signature, Fourier descriptor,
wavelet descriptor, scale space, autoregression, elastic matching and shape context [Zhang
and Lu, 2004].
Region-based shape descriptors are often used to discriminate between regions with large
differences [Zhang and Lu, 2004], and are usually combined with contour-based features.
Shape matching is performed by comparing the region-based features using vector space
distance measures, and by point-to-point comparison of contour-based features.
Measuring shape complexity is necessary to recognise the shapes. Among the simple
complexity shape descriptors are circularity and compactness (also known as thinness ratio
and circularity ratio). These two shape descriptors belong to both region-based and contour-
based methods. Circularity is calculated as:
circularity =
perimeter2
area
(2.14)
Compactness reflects how circular the shape is. It is calculated using the formula [Costa
and Cesar Jr, 2000]:
compactness = 4pi
(
area
perimeter2
)
(2.15)
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A compactness value of 1.0 indicates a perfect circle — the most compact shape — while
smaller values indicate increasingly elongated shapes. A compactness value of 0 represents a
shape with infinite width.
The location can be determined in many ways. One way is to specify the location of the
centroid. It is the average position of all pixel coordinates inside the segmented shape. The
centroid coordinate, c(x, y), can be calculated as [Costa and Cesar Jr, 2000]:
c(x, y) =
(∑
xi
ax
,
∑
yj
ay
)
(2.16)
where a region, R, is surrounded by the contour, hence x, y ∈ R. The total number of pixels
within the region (area) is denoted as a.
There is a lot of literature on retrieval using shape descriptors. Mehrotra and Gary
[1995] present a shape retrieval scheme called Feature Index-Based Similar-Shape Retrieval
(FIBSSR) – where shape retrieval is done using the contour-based shape features. Lu and
Sajjanhar [1999] on the other hand study the correlation between region-based shape descrip-
tors and human similarity perception. Mori et al. [2005] present two algorithms for efficient
shape retrieval, namely representative shape context and shapemes.
The shape context descriptor is a shape descriptor that is invariant to scale, orientation,
translation and local affine distortions. It is also robust to noise, outliers (shape character-
istics that do not seem to be typical of their representative class) and occlusion (the shape
of an object seen from a particular point of view). Figure 2.6 illustrates the basic idea to
obtain the shape context descriptor. With a set of points that are extracted from the image
using an edge-detection algorithm, for example the Canny edge detector [Canny, 1987], the
shape context descriptors describe a shape by capturing the distribution of relative positions
of points. The number of points are counted for each bin of the log-polar space. Then a
log-polar histogram is calculated. In the given example, there are 5 bins for log r and 12
bins for θ. Shape context has demonstrated its effectiveness through various applications
such as recognition of alphanumeric characters, MPEG-7 shape silhouette recognition, and
trademark retrieval [Belongie et al., 2002].
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Figure 2.6: The shape context descriptor for an object star. An example of log-polar space
and counted points in a bin with the total of 5 bins for log r and 12 bins for θ.
2.2.5 Query Paradigms
The retrieval of a query image from a large image collection is an important task in the area
of computer vision and image processing. Various querying methods have been proposed
to address the problem of image retrieval from large multimedia collections. The querying
method is the front-end between a user and the CBIR system, its aim is to capture the user’s
information need. The primary query paradigm used for image retrieval is query-by-example
(QBE). We present QBE and techniques to handle multiple queries in this section.
Query-by-Example
A CBIR system must have a facility that permits users to express their query. A well-
known query paradigm, query-by-example is a method of query creation that allows the
user to search for images based on one or multiple examples. Examples of existing CBIR
systems that use single-image QBE include Tiltomo,9 CIRES [Iqbal and Aggarwal, 2002],
our.imgSeek,10 SIMBA11 and SIMPLIcity.12
9http://www.tiltomo.com
10http://our.imgseek.net
11http://simba.informatik.uni-freiburg.de
12http://wang14.ist.psu.edu
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A CBIR system that accommodates single and multiple-image queries is the GNU Image
Finding Tool (GIFT).13 The GIFT system indexes an image collection by extracting image
features and indexing them using an inverted file data structure [Squire et al., 2000]. GIFT
uses the HSV (Hue-Saturation-Value) colour space for local and global colour features. For
extracting the image texture, a bank of circularly symmetric Gabor filters is used. GIFT
calculates the similarity between features of the query image and the target images based on
the data from the inverted file. The results of a query are presented to the user in the form
of a list of images ranked by decreasing estimated similarity between their regions and the
query region. GIFT also provides a mechanism to perform relevance feedback.
Blobworld [Carson et al., 1999] supports single-shape — rather than single-image —
queries for images containing a specific region of interest. The shape features are represented
by area, eccentricity and orientation. The low-level features used for querying are colour,
texture and shape location. It also allows users to search using keywords and adjust the
weights for the colour, texture, location, and shape of the chosen query region. As a query
result, Blobworld presents a ranked list based on the similarity of the query region and the
regions obtained from the image database.
Multiple-Example Query
A multiple example query is a query which contains one or more example images. This type of
query can be extended to accommodate querying with multiple regions. A multiple example
query, Q, can be defined as [Zhu and Zhang, 2000]:
Q = {< q1, w1 >, · · · , < qn, wn >}
where n is the number of queries given to retrieve similar images from an image collection
C. We can also assign the importance of the query by assigning weights; this is denoted by
wn(0.0 ≤ wn ≤ 1.0). For each query, a list L of matching images is obtained, where im-
ages ik ∈ C.
L = {< i1, d1 >, · · · , < ik, dk >}
The distance, dk, is the distance of the query image to ik calculated using a distance function.
A combining function is then used to merge L from multiple queries.
13http://www.gnu.org/software/gift
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Tahaghoghi et al. [2001; 2002] show that using two images as the query improves the
retrieval effectiveness. They studied three functions, namely Sum, Maximum and Minimum
to combine the ranked lists computed for each query image. These functions are defined
as:
• Sum of the distance values of the images;
• Maximum distance value for any of image matching the query image; and
• Minimum distance value for any of image matching the query image.
The Maximum distance was found to be the most effective combining function [Tahaghoghi
et al., 2002].
2.2.6 Similarity Measures
In CBIR, similarity matching is done using the visual features of a query image and images
in a database. Accordingly, the retrieval result is a list of images ranked by decreasing order
of their similarities with the query image. Many similarity measures have been developed for
image retrieval based on different feature types [Smeulders et al., 2000].
The most widely used similarity measure in CBIR is Euclidean distance [Wang et al.,
2005]. The Euclidean distance between two featuresA = (a1, a2, ..., an) andB = (b1, b2, ..., bn)
in Euclidean n-space is calculated as:
√
(a1 − b1)2 + (a2 − b2)2 + · · ·+ (an − bn)2 =
√√√√ n∑
j=1
(aj − bj)2) (2.17)
When two sets of image features are closely similar, their distance is reflected by a small
value. On the other hand, the bigger the distance value, the less likely the features are
similar to each other.
Other distance measures used in CBIR include Earth Mover’s distance [Rubner et al.,
2000], Manhattan distance [Long et al., 2003], Hausdorff distance [Ko and Byun, 2002], Ma-
halanobis distance [Long et al., 2003], Kullback-Leibler (KL) Divergence [Mathiassen et al.,
2002], Quadratic Form (QF) distance [Hafner et al., 1995] and Jeffrey-Divergence (JD) [Nishii
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and Eguchi, 2006]. Recently, Image Euclidean distance (IMED) was proposed for ease of inte-
gration with image classification techniques such as Support Vector Machines (SVM), Linear
Discriminant Analysis (LDA), and Principle Component Analysis (PCA) [Wang et al., 2005].
2.3 Multimodal Fusion Image Retrieval
Multimodal fusion image retrieval involves data fusion and machine learning algorithms.
Data fusion, also known as combination of evidence, is a method of merging multiple sources
of evidence. In information retrieval, several researchers have shown that data fusion
improves retrieval effectiveness when compared to using a single retrieval strategy [Lee, 1997;
Tsikrika and Lalmas, 2004; Vogt and Cottrell, 1998]. Machine learning algorithms are used
to learn and classify the combination of modalities that represent images or regions. They
are also used to learn the relevance feedback obtained from the users for future retrieval.
By fusing multiple modalities, we can study the skimming effect, chorus effect and dark
horse effect [Vogt and Cottrell, 1999]. The skimming effect is when the top-ranked docu-
ments are fused to increase the recall and precision of the retrieved documents. The chorus
effect shows that the document is more relevant when retrieved by two systems compared to
using only a single system. The dark horse effect happens when a retrieval system produces
inaccurate estimates of relevance for some documents relative to the other retrieval system.
To study this effect, the fusion model needs to learn the suitable combination of features in
the collection.
In this section, we present the linear combination of evidence and machine learning algo-
rithms that are used in the multimodal fusion image retrieval technique.
2.3.1 Linear Combination of Evidence
Linear combination is the simplest method of fusing variables to create a new variable. The
variables are multiplied by a coefficient and the products summed. Linear combination can
be used to estimate the real-valued relevance [Vogt and Cottrell, 1999], R, of a document D
to a query q based on the weight ω = (α1, α2, α3 . . . αS) given to each of the S individual
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systems. The estimate of relevance Rn is:
R(ω,D, q) =
S∑
n=1
αnRn(D, q)
(2.18)
In the case of two separate systems, the above formula is simplified as:
R(α1, α2,D, q) = α1R1(D, q) + α2R2(D, q)
(2.19)
Aslandogan and Yu [2000] compare the retrieval performance of indexing images of people
on the Web using four approaches: text evidence followed by face detection, face detection
and recognition, linear combination of evidence, and Dempster-Shafer theory of evidence.
They report that the last two yield the same retrieval performance.
Haque [2003] uses combination of evidence for multimedia retrieval and compares the
retrieval performance of using only images, and multimedia (using a combination of text
and image). He reports on experiments using three types of combining algorithms: feature
merging, weighted sum of ranking score, and weighted sum of inverse rank position. Haque
concludes that using a combination of evidence, multimedia retrieval performs better than
image retrieval. The weighted sum of inverse rank position algorithm is shown to have the
highest eleven-point average precision in multimedia retrieval, while the weighted sum of
ranking score algorithm performed slightly weaker than the weighted sum of inverse rank
position algorithm.
2.3.2 Machine Learning
Machine learning is a subarea of artificial intelligence. It is related to the design and de-
velopment of algorithms that are capable of the autonomous acquisition and integration of
knowledge. Machine learning has been employed in various application domains. Image re-
trieval has benefited from machine learning algorithms by using them to learn the association
between image features and keywords, clustering, image mining and much more.
There are four major machine learning paradigms [Carbonell, 1990]. The first is the induc-
tive learning paradigm where patterns are learnt from sets of positive and negative examples.
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Second is the analytic learning paradigm that employs explanation-based learning (use of de-
ductive learning to solve new problems). The third is the genetic or evolutionary paradigm
(including genetic algorithms, genetic programming, etc) that was inspired by the direct
analogy of mutation (crossovers, point mutation, etc.) and Darwinian evolution (survival of
the fittest in an ecological system). The fourth is the connectionist learning paradigm (also
known as neural networks and parallel distributed systems). According to Luck [1998], the
connectionist learning paradigm “represents knowledge as a multilayer network of threshold
units that spreads activation from input nodes through internal units to output nodes”.
Common types of machine learning algorithms are supervised learning, unsupervised
learning, semi-supervised learning, reinforcement learning, transduction, and learning to
learn. We now explain the supervised machine learning algorithms that are categorised
under the inductive learning paradigm.
Bayesian Classifiers
Bayesian classifiers are simple induction algorithms. In solving classification problems, the
Bayesian classifiers implement Bayes’ theorem. Bayes’ theorem is a statistical principle for
combining prior knowledge of the classes with new evidence gathered from the data. There
are various implementations of the Bayesian classifiers, however Bayesian Network and Na¨ıve
Bayesian are the most common [Witten and Frank, 2005].
The Bayesian Network, also known as the Bayesian belief network, is an implementation of
Bayes’ theorem to complex problems. Learning in the Bayesian Networks algorithm involves
two phases — first learn a network structure that is a directed acyclic graph by using a
searching algorithm, then learn the probability tables [Remco, 2004]. Algorithms to search
through the network include the K2 algorithm, Hill Climbing, Tree-Augmented Na¨ıve Bayes
(TAN), Simulated annealing, Tabu search and Genetic search [Remco, 2004]. Learning the
conditional probability tables can be done by direct estimates of the conditional probabilities
or by using a Bayes model averaging approach.
The Na¨ıve Bayesian technique implements Bayes’ rule of conditional probability using
the kernel density estimator. Na¨ıve Bayes classification has the ability to learn using a
limited amount of training data for each possible combination of the variables by assuming
that the effect of a variable value on a given class is independent of the values of other
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variables [Lewis, 1998] — this assumption is called class conditional independence, and is
made to simplify the computation. A variable attribute is either categorical or numeric.
Categorical values are discrete, while numerical values can be discrete or continuous. To
learn and classify using Na¨ıve Bayesian, the numerical values are first converted to discrete
values as the classification performance tends to be better [Dougherty et al., 1995]. Other
variations of the Na¨ıve Bayesian algorithm include Flexible Na¨ıve Bayesian that processes
one instance at a time [John and Langley, 1995] and Complement Na¨ıve Bayesian builds a
balanced number of training examples and weight for the decision boundary [Rennie et al.,
2003].
Bayes’ theorem has been used for classifying images into their related concepts [Snoek
et al., 2006a] and multimodal image retrieval using text and image features [Zhang et al.,
2006]. The Bayesian Network have been used to learn the combination of low-level image
features [Zhang and Izquierdo, 2006] and also to learn feedback information in CBIR [Xin
and Jin, 2004]. Demsar et al. [1999] implemented an interactive image retrieval system that
uses Na¨ıve Bayesian to learn the colour features of the query images.
Decision Trees
Decision tree learning algorithms are a major and effective type of learning algorithms. They
represent a supervised approach in classification that was popularised by Quinlan [1993]. In
building a classification model, a decision tree is a non-parametric approach. It does not
require any prior assumptions regarding the type of probability distributions satisfied by the
class or other attributes.
A decision tree is a simple structure. It consists of three types of nodes that are the
root node, the internal nodes and the terminal nodes. The root node is the highest node in
the tree hierarchy. The internal nodes are nodes that have exactly one incoming edge from
another node and two or more edges outgoing to other nodes. A terminal node has only one
incoming edge and no outgoing edges since it contains the decision outcomes. The root and
internal nodes are also known as non-terminal nodes that represent test conditions on one or
more attributes, thus they will separate the attributes to different classes according to their
characteristics.
The simplest decision tree is the Decision Stump. A one-level decision tree, it is a weak
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learner as it is based upon simple binary decisions. Thus, the decision stump is normally
integrated with boosting and bagging methods [Witten et al., 1999a]. There are several
variations of decision tree learning algorithms.
The most widely used decision tree algorithm is the C4.5 decision tree proposed by Quin-
lan [1993]. It uses the information entropy (a measure of the uncertainty associated with a
random variable14) to make decisions on the node. Given a set of data that has classified
samples, the C4.5 algorithm uses all the attributes to make a decision that splits the data
into smaller subsets. This process iterates until all attributes have been classified.
Logistic Model Trees are a combination of a tree structure and logistic regression mod-
els [Landwehr et al., 2003; 2005] to produce a single decision tree. Logistic Model Trees give
explicit class probability estimates rather than just a classification.
The Na¨ıve Bayesian Tree is a fusion of a decision tree and the Na¨ıve Bayesian learning
algorithm. This algorithm creates a decision tree as the general structure, and deploys Na¨ıve
Bayes classifiers at the leaves [Kohavi, 1996] to overcome the uniform probability distribution
problem of decision trees.
The Random Forest is built based on a random number of features at each node and no
pruning is performed. Random Forest refers to the procedure of creating a large number of
trees and voting for the most popular class among the trees [Breiman, 2001].
The REPTree is a fast decision tree learner. It builds a decision tree using information
gain and prunes it using reduced-error pruning with back-fitting. Missing values are dealt
with by splitting the corresponding instances into pieces [Witten and Frank, 2005].
Image retrieval using the C4.5 decision tree has been explored to retrieve images from the
face database [Endoh et al., 1997]. The C4.5 algorithm has also been used as a Relevance
Feedback Decision Tree in CBIR [MacArthur et al., 2000]. The Random Forest algorithm
has been used for image classification [Wu and Zhang, 2003; Bosch et al., 2007].
Rule-based Classifiers
A rule-based classifier adopts the “if ... then ...” approach for classifying attributes. A
set of rules, R, are formalised in a disjunctive normal form, R = (r1 ∨ r2 ∨ ...rn), where rn
are the classification rules. The simplest rule algorithm predicts the majority class in the
14http://en.wikipedia.org/wiki/Information entropy
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training data; this is known as the ZeroR [Witten and Frank, 2005]. It can be used as a
baseline to compare with the other machine learning algorithms. Other rule-based classifiers
are 1R, Conjunctive rule, Decision table, RIPPER and Ripple-down rule [Witten and Frank,
2005]. The ZeroR rule-based classifier has been used for retrieving broad domain and face
images [Mehta et al., 2003]. It has also been used to classify the spatio-temporal relationships
of video data [Do¨nderler et al., 2000].
Function Classifiers
Machine learning classifiers that can be expressed in mathematical equations are categorised
as Function classifiers. Function classifiers can implement the ridge regression statistical
method, linear regression method, sequential minimal optimisation algorithm, voted percep-
tron algorithm and Gaussian radial basis function network [Witten and Frank, 2005].
Another alternative in image retrieval is to integrate the combination of evidence and
machine learning techniques into semantic-based image retrieval.
2.4 Semantic-based Image Retrieval
Image retrieval based on the semantic meaning of the images is currently being explored
by many researchers. This is one of the efforts to close the semantic gap problem. In this
context, there are two main approaches: annotating images or image segments with keywords
through automatic image annotation or adopting the semantic web initiatives. In this thesis,
we combine both approaches.
The five levels of semantics are depicted in Figure 2.7. Having free-text describing an im-
age is regarded as a weak specification of semantics since the description could be anything,
related or unrelated. Adding specific related concept vocabularies produces a controlled
vocabulary semantic. The controlled vocabularies are used in automatic image annotation
techniques, where we normally have a set of predefined keywords. By adding a hierar-
chical structure to the controlled vocabularies, we have a taxonomy. When we have an
equivalent, homographic, hierarchical and associative relationships, the taxonomy becomes
a thesaurus Cardosa [2007]. An ontology, providing the strongest semantics, consists of re-
lationships, constraints and rules built on top of a thesaurus. Beside using an ontology,
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Figure 2.7: The levels of semantics. Adapted and modified from Cardosa [2007]
Sreenath et al. [2003] proposed an emergent semantic discovery based on user browsing paths.
Automatic image annotation has been explored by many researchers. The next sections detail
efforts to automatically annotate images and use an ontology as the mechanism to further
describe the images in a collection.
2.4.1 Automatic Image Annotation
Association of textual descriptions with image content is a stepping stone towards bridging
the semantic gap problem. This has lead to a new research problem known as automatic im-
age annotation [Datta et al., 2008], also known as automatic image tagging, auto-annotation,
linguistic indexing or automatic captioning. Automatic image annotation is the attempt to
discover concepts and keywords that represent the image. This can be done by predicting
concepts to which an object belongs. When a successful mapping between the visual percep-
tion and keyword is achieved, the image annotation can be indexed to reduce image search
time. Hence, text-based image retrieval can be semantically more meaningful than search in
the absence of any text.
Currently various approaches to automatically annotating images have been proposed.
These approaches can be categorised based on the techniques used. Datta et al. [2008] divide
the approaches into two categories: joint word-picture modelling and supervised categorisa-
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tion. Approaches to automatically annotate images using techniques driven from the text
domain fall under the first category; this includes bootstrapping techniques [Feng and Chua,
2003; Feng et al., 2004a] and Latent Semantic Analysis (LSA) [Gao et al., 2006a]. In the
second category are the approaches that treat image annotation as a supervised categorisa-
tion [Wang et al., 2006; Shao et al., 2007; Pan et al., 2004; Snoek et al., 2006b].
Automatic image annotation techniques using image features and keyword mapping is
a multi-class classification problem [Ge et al., 2007]. This type of classification is hard to
generalise since current method can recognise limited number of concepts. In early work on
automatic image annotation, Saber and Tekalp [1996; 1997] used colour, shape and texture
features; they reported on several algorithms for automatic image annotation and retrieval
using region-based colour, region-based shape, and region-based texture features. Another
approach is to use the salient objects identified in the images. Fan et al. [2004] learned
the salient objects’ low-level features using Support Vector Machines (SVM) as classifiers
and used the Finite Mixture Model along with an adaptive Expectation-maximization (EM)
algorithm to approximate the semantic concepts. The aforementioned techniques uses region-
based segmentation to match the image features with the keywords. Gao et al. [2006b] used
a grid-based approach to extract the visual features from the whole image. To automat-
ically annotate an image, they proposed a hierarchical boosting framework to improve the
SVM classifiers by incorporating a feature hierarchy (i.e., homogeneous feature subsets and
dimensions for each homogeneous feature subset) and boosting for weak classifiers.
Automated image annotation using non-parametric density estimation was proposed
by Yavlinsky et al. [2005]. It uses global colour and texture features. Shao et al. [2007]
combined MPEG-7 visual descriptors with SVM to automatically annotate images of two
concepts, cityscape and landscape. The MPEG-7 visual descriptors were dominant colour,
colour layout, scalable colour, colour structure, homogenous texture, and edge histogram.
They found that the edge histogram and colour structure descriptors performed best among
all other MPEG-7 descriptors in classifying and annotating the images into the two concepts.
The classification rate further improved when both descriptors are fused.
Wang et al. [2006] proposed an image annotation technique that assigns weight to im-
portant image features. This is because classification using machine learning algorithms
normally assigns equal weight to all the image features [Wang et al., 2006]. They claim that
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different sets of features represent different concepts; for example “tiger” is well represented
using colour and texture, while the shape feature is more useful to recognise a “ball”. The
weighted feature selection algorithm consists of three components. The first component uses
k-means (with an equal weight) to cluster segmented regions (referred to as visual tokens).
Then the centroid of the cluster is updated. Finally, for each cluster, the most important
features are identified and the irrelevant features are discarded. They show that the weighted
feature selection algorithm performed better than using only the k-means algorithm to an-
notate images.
Other automatic image annotation techniques use a relevance model to associate images
and keywords. Automatic image annotation using a region-based co-ocurrence model was
proposed by Mori et al. [1999]. A model of object recognition as machine translation was
proposed by Duygulu et al. [2002]. In this model, the mapping between regions and keywords
is learnt using a method based on the EM algorithm. Duygulu et al. show that this model
was better than the co-ocurrence model. The “cross-media relevance” model [Jeon et al.,
2003] has a different approach to automatically annotate images, where image annotation is
done by learning the joint distribution of a set of image regions and a set of keywords. The
“continuous-space relevance” model [Lavrenko et al., 2004] and “multiple Bernoulli relevance”
model [Feng et al., 2004b] outperformed the “cross-media relevance” model. Another model
that builds upon the “cross-media relevance” model is the “probability” model proposed
by Ge et al. [2007]. This model combines the correspondence between words and image
regions, and word-to-word. Recently, the “dual cross-media relevance” model [Liu et al.,
2007] was proposed. In this model, the joint probability is estimated by the expectation over
words in a lexicon. The advantage of this new model is that the image annotation process is
independent of the training set and enables the integration of web search techniques into the
framework of image annotation. Apart from using a relevance model, Yang et al. [2005a]
used Multiple-Instance Learning (MIL) and Bayesian classifiers to annotate the regions in
an image.
Providing single user and multi-user relevance feedback during the image retrieval process
could also be used to alleviate the problems in understanding the semantics in an image as
well as to automatically annotate semantic concepts with the low-level image features. Yang
et al. [2005b; 2006] proposed the S-IRAS system which uses a semantic feedback mechanism
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in order to improve the automatically derived annotations based on low-level features. It
is different from the ordinary CBIR relevance feedback, where the knowledge gained from
the relevance feedback is incorporated directly at the semantic level. During the semantic
feedback process, the image annotations were learned using two strategies, namely short-term
and long-term learning. In the short-term learning, the query semantics were correlated with
the semantic expressions (concepts) based on the example images in the training set. The
long-term learning involves refining the semantic expression based on the positive examples
learned through the semantic feedback mechanism. Using multi-user relevance feedback,
Rege et al. [2007] constructed a user-centered semantic hierarchy based on the low-level image
features. A collective community vote approach was used to classify the images into a specific
semantic concept. These concepts are then used to support semantic image browsing and
retrieval.
The latest method for automatic image annotation is search-based image annotation. This
method has been proposed by Wang et al. [2006] and Rui et al. [2007]. Visually similar images
on the Web are searched and mined to derive image keywords. Research on semantic concept
annotation have been extended to annotate videos. Qi et al. [2007] for example, proposed
a “Correlative Multi-label” framework that classifies concepts and models the correlation
between them simultaneously. In this framework, they incorporate a multi-label classification
function to label the low-level features with Gibbs Random Fields for a correlative multi-
label representation. An ontology can also be used to model the correlation between concepts
derived from an image. We describe this next.
2.4.2 Ontology for Image Retrieval
The term ontology has been used by philosophers to describe objects that exist in the world
and their relationships. Nowadays, ontologies are used to appropriately represent a struc-
tured knowledge for a domain [Hare et al., 2006b]. There have been several ongoing research
projects relating to the use of ontologies for image retrieval, adopting the idea of the seman-
tic web. Image retrieval using an ontology is a form of structured-text information retrieval.
The ontology can be represented by various ontology representation languages, and XML is
the base language used for constructing an ontology. The integration of an ontology in image
retrieval can either be used as a guide (for example WordNet) during the retrieval process or
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as a repository that can be queried from [Hollink et al., 2003; Jiang et al., 2004; Wang et al.,
2006; Harit et al., 2005].
Town [2004; 2006] shows that the use of ontologies to relate semantic descriptors to their
parametric representations for visual image processing leads to an effective computational
and representational mechanism. Their ontology implemented the hierarchical representation
of the domain knowledge for a surveillance system. Pre-annotated surveillance video training
data and its visual descriptors are incorporated in the ontology. The ontology is used to feed
information to the Bayesian inference network for tracking movement. Town also proposed an
ontological query language (OQUEL). The query is expressed using a prescriptive ontology of
image content descriptors. Query sentences are grounded through a range of image analysis
methods that represent the image content in low, intermediate and high semantic levels. The
central role of the ontology is to provide a means for users to define the ontological domain of
discourse and for the system to execute the query by grounding and assessing the particular
ontological sentence with respect to actual image data.
The query approach using OQUEL is similar to the approach presented by Ma¨kela¨ et al.
[2006] who implement a web system — known as Ontogator — to retrieve images using
an ontology. An image query is done using a view-based search followed by image recom-
mendations. In the search process, users view the ontology and select the class of interest.
The system will return all images related to the class. After finding a class of interest, the
semantic ontology model together with the image instance data are used to discover the
relations between the selected image and other images in the repository. These images are
then presented to the user.
Liu et al. [2004] also implemented a web-based system to retrieve the images with an
ontology. Search for the matching images is done by processing a text-based query. The
ontology query engine is written in RDF Data Query Language (RQDL) provided by the
Jena toolkit.15
Mezaris et al. [2003; 2004] propose an approach for region-based image retrieval using an
object ontology and relevance feedback. The approach utilises an unsupervised segmentation
method for dividing the images into regions that are later indexed. The object ontology
is used to represent the low-level features and act as an object relation identifier — for
15http://jena.sourceforge.net
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example the shape features are represented as slightly oblong, moderately oblong, very oblong.
This ontology is not built using any ontology language, but is instead simply a vocabulary
listing. A query uses keywords in the object ontology to provide qualitative information
and relationships between objects. The regions that match the query based on the object
ontology are retrieved and presented to user. The user can give feedback on the retrieved
images and the system will learn using SVMs and the Constraint Similarity Measure (CSM)
to filter out the unrelated images.
Hollink et al. [2004] add the spatial information of the objects as part of the semantic
annotations of images. They adopt the spatial concepts from the Suggested Upper Merged
Ontology (SUMO) [Niles and Pease, 2001]. The object’s spatial location is automatically
computed based on the semi-automated annotation process that requires a user selecting the
object and its corresponding annotation. The spatial location of the object is then translated
into a spatial concept and integrated into the RDF ontology. The limitation of this approach
is the dependency on the semi-annotation process. If the object of interest was not selected
during this process, then the ontology would not have knowledge of the spatial location of
the object.
The aforementioned approaches developed their ontology in an ad-hoc manner. They did
not adopt any formal ontology engineering methodology such as the skeletal method promoted
by Uschold and King [1995], Ontology Development 101 [Noy and McGuinness, 2001] and
Methontology [Ferna´ndez-Lo´pez et al., 1997]. A common similarity between these works is
the query language used to retrieve images from the ontology, which is based on RDF.
2.5 Retrieval Evaluation
Evaluation is performed to answer the question “How well does the system work?”. A
good information retrieval system has a better search strategy that yields a better ranked
list to fulfil the user’s information needs. Following the Cranfield paradigm, evaluation of
the quality of retrieved results produced by a retrieval system requires a document collection
(document can be in the form of articles or images), a set of queries (or topics), and relevance
judgements defined for the document collection [Cleverdon, 1997]. Existing image collections
include those from the TREC Video Retrieval Evaluation (TRECVID),16 the University of
16http://www-nlpir.nist.gov/projects/trecvid/trecvid.data.html
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Washington,17 the Corel Photo stock (commercially available),18 the Lonely Planet [van Zwol
et al., 2006] and the Wikipedia [Denoyer and Gallinari, 2007].
Evaluation for information retrieval and image retrieval is done in a similar manner. This
is because image retrieval can be categorised as part of the information retrieval discipline.
The quality of the retrieved results can be investigated at several levels: processing level to
measure the time and space efficiency; search level to investigate the effectiveness of retrieved
results; and system level to analyse user satisfaction. We will further elaborate the search
level evaluation since we use this type of evaluation in this thesis.
2.5.1 Metrics
The most commonly used measures based on relevance judgements are Precision and Recall,
calculated as [Baeza-Yates and Ribeiro-Neto, 1999]:
Precision =
number of relevant documents retrieved
total number of documents retrieved for the query
Recall =
number of relevant documents retrieved
number of relevant documents in collection for the query
There are two types of relevance judgements: binary (i.e., “relevant” or “not relevant”)
and graded (e.g., “excellent” or “good” or “poor”) [Bu¨ttcher et al., 2007]. To evaluate
our retrieval effectiveness, we use binary relevance judgements. Other retrieval performance
measures beside Precision and Recall are:
• Precision at cut-off (P@n): Precision after n document fragments have been retrieved.
• Recall-precision (R-prec): Precision when the number of retrieved documents is equal
to the number of relevant documents in the collection.
• Average Precision (AP): Precision calculated at natural recall levels, that is after each
relevant document is retrieved for a query. The precision for a non-retrieved relevant
document is taken to be zero. The precision values are then averaged such that a single
value for the overall retrieval performance is produced.
17http://content.lib.washington.edu
18http://www.digitalriver.com/v2.0-img/operations/corelpps/desc/Prof Photos/index.htm
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• Mean Average Precision (MAP): The mean of the average precisions calculated for each
query.
• Interpolated MAP (iMAP): The mean of the average interpolated precision at 11 stan-
dard recall levels (0%, 10%, ..., 100%).
• F-measure: The weighted harmonic mean of precision and recall.
Evaluation measures designed specifically for structured information retrieval include the
XCG metric [Kazai and Lalmas, 2006] implemented in the EvalJ evaluation software19 and
HiXeval [Pehcevski and Thom, 2006]. For the Multimedia Fragment task of INEX 2006,
the official evaluations are done using EvalJ with the following parameters: metrics (ep-gr),
overlap (off), quantisation (gen), topic (ALL). The evaluation measures used are:
• The effort-precision/gain-recall (ep/gr) graphs, which provide a detailed view of the
run’s performance at various gain-recall levels.
• Non-interpolated mean average effort-precision (MAep), which provides a single-valued
score for the overall run performance. MAep is calculated as the average of effort-
precision values measured at natural gain-recall levels.
In this thesis, we use all of the mentioned measures, except the F-measure, to evaluate
our retrieval effectiveness since they are the most commonly used in image retrieval. We
did not use the F-measure since we would like to explicitly specify the precision and recall
values in our retrieval results.
2.6 Summary
In this chapter, we have discussed several types of image retrieval techniques that are text-
based, content-based, multimodal and semantic-based image retrieval. Most of the text-
based image retrieval systems use IR approaches to search for images. In CBIR, various
methods and techniques are used to extract image features and use them for retrieving
images. In multimodal image retrieval, we present techniques to merge information from
several sources. The semantic-based image retrieval technique uses the image annotations
19http://evalj.sourceforge.net
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and ontology to retrieve images. This image retrieval technique has shifted CBIR research
into a new paradigm with the aim of closing the gap between image features and high-level
semantics.
The main limitation of using IR approaches in retrieving images is that it does not take
into account the existence of visual features of an image. Furthermore, the text surrounding
the images might not represent the image. Even when there is a text description for an image,
it does not necessarily fully describe the image and the description may be ambiguous due
to different perceptions. Using low-level image features alone is not sufficient to answer an
image query since it does not integrate the semantic concepts that human perceive. Therefore,
a fusion approach is needed to merge text-based, content-based and semantic-based image
retrieval. We adopt this direction for the research describe in this thesis.
In the next chapter, we present the collections we use for our image retrieval experiments.
56
Chapter 3
Image Retrieval Collections
“The photographic image... is a message without a code.”
— Roland Barthes
Testbeds are used to test and evaluate proposed approaches. In this chapter, we present
the collections that we have used to evaluate our image retrieval techniques. These are the
Lonely Planet, Wikipedia and Goats comic collections. Each of these collections contains
the essential components that qualifies it to be considered as a corpus for evaluation. The
essential components are documents (either in the form of images and text), queries and
relevance judgements.
In Chapter 4, we use the Lonely Planet and Wikipedia collections. The Lonely Planet
collection is the official collection for the INEX 2005 MM track, whereas the Wikipedia
collection is the official collection for the INEX 2006 and 2007 MM tracks. These collections
contain images alongside XML documents. We use the Goats comic collection for evaluating
our image retrieval techniques discussed in Chapters 5 and 6.
This chapter proceeds as follows. In Section 3.1, we introduce the Lonely Planet collec-
tion. In Section 3.2, we present the Wikipedia collection. In Section 3.3, we describe the
Goats comic collection. Finally in Section 3.4, we summarise the components of the image
collections that are used for evaluations.
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3.1 The Lonely Planet Collection
Lonely Planet is a company that provides detailed information for travellers to various spe-
cific destinations around the world. This collection was provided by the Lonely Planet
organisation.1
The Lonely Planet collection was used as the INEX 2005 MM Track collection. In this
collection, there are 462 XML documents and 2 633 images. The images are in Joint Pho-
tographic Experts Group (JPEG) format with the geometry dimension of 400 × 300 pixels.
Each XML document contains information about a different destination country, region or
city. The document begins with an introduction, followed by information about local trans-
port, culture, major events and facts. This information is complemented by an image gallery
that provides an impression of the local scenery. The average number of images in each
XML document is around six to seven. Figure 3.1 depicts a Lonely Planet information page
about Norway rendered using a local Cocoon server and an online version can be viewed at
http://www.lonelyplanet.com/worldguide/norway.
3.1.1 Multimedia Topics
The INEX 2005 multimedia retrieval task focuses on various combinations of information from
text and images. As an initial task, multimedia track participants are asked to propose several
topics that might represent typical information needs expressed by users of the collection.
The proposed multimedia topics are used as the queries for the collection. For instance, one
of the topics we proposed was “European destinations ruled by a king or a queen that have
a palace”. The full specification of this topic including an example query image that depicts
the royal palace in Norway is shown in Figure 3.2.
The procedure for the development of the INEX 2005 MM topics involves four main
steps. It started with an initial topic statement, followed by an exploration phase, then the
formulation of the description, title and narrative, and finally the topic submission. The
topic development process as given to the INEX MM track participants are as follows [van
Zwol et al., 2006]:
1. Write a topic statement that is a simple description regarding the intended infor-
1http://www.lonelyplanet.com
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Figure 3.1: Information and images of some popular destinations in Norway from the Lonely
Planet collection.
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mation to search for.
2. An exploration phase where the intended information is used as the query to the
baseline system available at http://contentlab.cs.uu.nl/∼lonelyplanet/. The query is
posed in the form of a valid Narrowed Extended XPath I (NEXI) expression. Based on
the answers retrieved, the participants need to decide whether the intended information
can be used as a proposed multimedia topic. The decision is based on the investiga-
tion of the first twenty-five answers retrieved using a binary relevance judgement. An
intended information need is qualified to be a candidate topic for the MM track when
there are:
• more than two and less than twenty relevant text fragments in the retrieved an-
swers;
• more than two and less than twenty relevant images in the retrieved answers; or
• more than three relevant documents found over the top 25 retrieved answers where
the text-fragments and images reside in the same document.
3. Topic formulation is done when an intended information need fulfills the above crite-
ria. To formalise the candidate topic, the participants need to write the description,
title, castitle and narrative. These terms are defined below in more detail.
4. Topic submission is done using the online Candidate Topic Submission Form on the
INEX website.
Two types of queries are explored in INEX using the NEXI query: content-only (CO) and
content-and-structure (CAS). CO queries are free text queries, while CAS queries contain
explicit structural constraints of the desired target and support elements. The multimedia
track uses the latter query type for the topics as it permits a direct search to the element
within an XML document that best suits the information need. The multimedia query is
contained in the castitle element which represents the information to be retrieved from the
Lonely Planet collection. The details of multimedia queries are:
<description> Contains a brief description of the information need, and specification of
any structural, textual, and visual requirements or composition on the content. The de-
scription must be precise, concise, and informative, but it must contain the same terms
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and the same structural requirements that appear in the castitle, albeit expressed in
natural language.
<castitle> The CAS query of the topic. It must be a valid NEXI expression and contains
at least one about clause containing at least one image component. The expression
is either in the form of //A[B] or //A[B]//C[D], where A is the context path; C is
the relative path; and both B and D are the content requirement. The interpretation
of //A[B] is “return A elements about B” and //A[B]//C[D] is “return C decedent
elements of A, where A is about B and C is about D”. For example, in Figure 3.2 the
castitle for royal palace residence in European countries is:
//destination[about(., Europe) and about(.//culture//history, king queen)]
//images//image[about(., royal palace residence src:/images/BN7386_10.jpg)]
<narrative> Contains the definition of relevant and irrelevant information.
The CAS query consists of two elements: target and support. The target element of the
query is the last node in the query path and it specifies the element that should be returned
as the result. Support elements specify additional structural constraints that should be met.
For the topic in Figure 3.2, the target element of the query //destination//images//image
indicates that the element to be retrieved is an image element which is similar to the image
specified as the source reference (src:/images/BN7386_10.jpg). The support elements of
the query are:
//destination
//destination//culture//history
In total, twenty-three multimedia topics that have corresponding relevance judgements
have been formulated for this Lonely Planet collection. These belong to three categories:
1. Topics that contain only text: these do not include any image references in either the
target or support elements;
2. Topics that contain a mixture of images and text: the image reference is explicitly
given in the about clause of the support elements; and
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<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE inex_topic SYSTEM "topic.dtd">
<inex_topic topic_id="mm6" inex_track="MM" query_type="CAS" ct_no="14">
<castitle>
//destination[about(., Europe) and about(.//culture//history, king queen)]
//images//image[about(., royal palace residence src:/images/BN7386_10.jpg)]
</castitle>
<description> From all European destinations that were ruled by either
a king or a queen in their cultural history, find images depicting a royal
palace residence. </description>
<narrative>We are a group of historians interested in royal palaces. We
want to visit destinations that contain at least one royal palace. We are
focused on European destinations that were ruled by either a king or a
queen in their cultural history. From these destinations, we want to find
images depicting a royal palace residence.</narrative>
</inex_topic>
Figure 3.2: Example of a multimedia topic for the Lonely Planet collection. The CAS query
contains an image of the Royal Palace in Norway, specified in the target element of the query.
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Table 3.1: Topic category, number of topics and retrieval systems used, and collection involved
Topic category 1 2 3
Number of official topics 8 4 7
Number of extended topics 12 4 7
Query type text only text and image text and image
3. Topics that contain a mixture of images and text, except that here the image reference
is explicitly stated in the about clause of the target element.
The number of multimedia topics in each category is shown in Table 3.1. The example given
in Figure 3.2 belongs to the third topic category.
3.1.2 Relevance Judgements
The relevance judgements for the Lonely Planet collection are based on specificity and ex-
haustivity. Specificity describes the extent to which a document component focuses on the
topic of request. Exhaustivity on the other hand, describes the extent to which a document
component describes the requested topic, and is measured on a binary scale. Ideally, the
retrieved answers should focus on the topic and provide discussion about it. The relevance
judgement is performed by highlighting text and image fragments that contain only rele-
vant information. The assessor normally skim-reads the whole XML document to identify
the relevant information. This process is done online using the XML Retrieval Assessment
Interface (X-Rai) that allows for the consistent and exhaustive assessment of XML docu-
ments [Piwowarski and Lalmas, 2004].
Relevance judgements for the Lonely Planet multimedia topics are divided into two sets:
official and extended. The official assessment set includes 19 topics that contain results
matching the relevance judgements. The extended assessment set has 23 topics, which in-
cludes the additional four topics that were misinterpreted during the relevance judgements
procedure. In this thesis, we only use the official topic and assessment set for evaluating
our retrieval approach and comparing the submitted runs from the INEX 2005 MM track
participants. On the relevance judgement data, the average number of relevant elements for
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Figure 3.3: A sample page from Wikipedia depicting the Melbourne Exhibition Centre. Avail-
able online at http:// en.wikipedia.org/ wiki/ Image:Melbourne Exhibition Centre.jpg
the official multimedia topics is 23.6. The maximum number of relevant elements is 75 and
the minimum number of relevant elements is 2.
3.2 The Wikipedia Collection
We use data from Wikipedia, the collaboratively curated online encyclopedia. The
Wikipedia collection covers a wide range of topics. However, researchers from the Uni-
versity of Amsterdam have classified the images in this collection into the 101 semantic
concepts [Snoek et al., 2006b] listed in Figure 3.4. The images have been classified using a
classifier trained on the manually annotated TRECVID (TREC Video Retrieval Evaluation)
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aircraft allawi anchor animal arrafat baseball basketball beach bicycle
bird boat building bush jr bush sr bus candle car cartoon chair charts
clinton cloud corporate leader court crowd cycling desert dog drawing
cartoon drawing duo anchor entertainment explosion face female fireweapon
fish flag flag usa food football golf government building government leader
graphics grass hassan nasrallah horse horse racing house hu jintao indoor
kerry lahoud male maps meeting military monologue motorbike mountain
natural disaster newspaper nightfire office outdoor overlayed text people
people marching police security powell prisoner racing religious leader river
road screen sharon sky smoke snow soccer splitscreen sports studio
swimming pool table tank tennis tony blair tower tree truck urban
vegetation vehicle violence walking running waterbody waterfall weather
Figure 3.4: The 101 semantic concepts that are manually annotated for the Wikipedia image
collection.
video data picked for the broadcast news domain.
In the INEX 2006 MM track, the topics are categorised into two types according to the
retrieval tasks, namely the MMImages task and MMFragments task. Since there are two
tasks, the Wikipedia collection has been divided into two sub-collections: the Wikipedia
Ad Hoc XML collection (Wikipedia), which contains XML documents as well as images
used in the MMFragments task; and the Wikipedia image collection (Wikipedia IMG), which
contains royalty-free images used in the MMImages task. The images are the same in both
sub-collections. In INEX 2007, the MMFragments task is part of the Ad-hoc track and the
MMImages task remains in the MM track. In this thesis, we discuss our participation in
INEX 2005 and 2006.2
The Wikipedia IMG collection3 consists of 170 370 XML documents and 171 900 royalty
free images. Each XML document contains exactly one image and metadata about the image
resolution, type, copyright permission and file history. Figure 3.3 depicts an example of the
corresponding information available on the official Wikipedia website. The images are in
JPEG, Graphic Interchange Format (GIF) and Portable Network Graphics (PNG) format.
2Due to timing restrictions on PhD enrolment, we participated only in the topic development and relevance
judgement process for INEX 2007.
3http://inex.is.informatik.uni-duisburg.de/2006/inex06/downloads/MMimagexml.tar.gz
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The geometry dimension of the images vary from 60× 60 pixels to 2548× 1848 pixels. The
average number of images per XML document is 0.52 [Westerveld and van Zwol, 2007].
The detailed guidelines for the INEX 2006 MM topic development has been presented
by Westerveld and van Zwol [2007]. The main steps involved in developing the MM topics
for the Wikipedia collection are the same as the steps used for the Lonely Planet collection,
except that the INEX 2006 MM topic development includes the extra on-topic keywords
and off-topic keywords elements to describe the relevant information need of a topic.
The MM topics of INEX 2006 follow the Content Only and Structure (CO+S) query.
A CO+S query permits structural hints to be additionally included to the plain-term CO
requests. In the MM track, the CO refers to the visual content, whereas for other INEX
tracks, the CO refers to the textual or the semantic content of an XML element. The CO+S
topics include structural hints. The topics developed for the Wikipedia collection consist of
the following six elements:
<title> This element contains the topic title. It can be used as a CO
query.
<castitle> The CAS query of the topic. It must be a valid NEXI ex-
pression.
<description> The topic description in natural language.
<narrative> A definition of relevant and irrelevant information.
<on-topic keywords> Terms expected in the relevant information.
<off-topic keywords> Terms that are expected in the non-relevant information.
Complete examples of MM topics based on the topic development guideline are illustrated
in Figure 3.5 and Figure 3.6. More detailed statistics of the INEX 2006 MM topics can be
found elsewhere Westerveld and van Zwol [2007].
3.2.1 Multimedia Topics for the Multimedia Images Task
In the MMImages task, the participants were required to find relevant images in the articles
based on the topic query. Even though the target element is an image, the XML structure in
the documents can be exploited to get to the relevant images. An example of an MMImages
topic is depicted in Figure 3.5. In this task, ten topics were created as part of INEX 2006.
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<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE inex_topic SYSTEM "topic.dtd">
<inex_mm_topic topic_id="8" ct_no="18" task="MMimages">
<title>Images of bees with flowers.</title>
<castitle>
//article[about(., src:60248) and about(., bee) and about (.,concept:animal)]
</castitle>
<description>Find images depicting a bee or bees with flowers. </description>
<narrative>
Bees play an important role in pollinating flowering plants, and are the major
type of pollinators in ecosystems that contain flowering plants. The flower’s
nectar is the primary source for energy, and the pollen is primarily for protein
and other nutrients. We are looking for pictures depicting a bee or bees with
flowers. We are not interested in pictures of a basketball coach "Clair Bee"
and album cover for the Bee Gee’s Stayin’ Alive.
</narrative>
</inex_mm_topic>
Figure 3.5: Example of an MMImages topic with CO+S query that contains an image of a
bee and a flower.
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<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE inex_topic SYSTEM "topic.dtd">
<inex_mm_topic topic_id="16" ct_no="12" task="MMFragments">
<title>Kiwi shoe polish</title>
<castitle>
//article[about(.//history,kiwi shoe polish)]//image[about(., kiwi)]
</castitle>
<description>
Find images related to the Kiwi shoe polish product.
</description>
<narrative>Kiwi is the brand name of a shoe polish, first made in Australia in 1906 and
as of 2005 sold in almost 180 countries. Owned by the Sara Lee Corporation since 1984,
it is the dominant shoe polish in some countries, including the United Kingdom and the
United States, where it has about two-thirds of the market. Find images related to the Kiwi
shoe polish product. We are not interested in the kiwi fruit.</narrative>
</inex_mm_topic>
Figure 3.6: Example of an MMFragments topic for the Wikipedia collection.
Each XML document in the Wikipedia IMG collection contains an image. Therefore, the
MMImages task essentially represents a document retrieval task, as the only results allowed
are full documents (articles) from the XML image collection. The path of each of the resulting
answers for this task are in the form of /article[1], so no document fragments have been
retrieved.
3.2.2 Multimedia Topics for the Multimedia Fragments Task
The objective of the MMFragments task is to find relevant XML fragments given a multimedia
information need. Figure 3.6 illustrates an MMFragments topic. For this task in INEX 2006,
there are nine topics. These topics include queries to find specific XML elements that contain
a multimedia element. For the retrieval results, the target elements are ranked in relevance
order, and elements are allowed to overlap.
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Table 3.2: Statistics of INEX 2006 MM topics relevance judgements using the Wikipedia
Collection
Number of relevant elements
Task Average Maximum Minimum
MMFragments 2143 2896 1357
MMImages 38.5 183 7
3.2.3 Relevance Judgements
Relevance judgements for the INEX 2006 MM topics are divided into two procedures — since
we have two separate tasks — and the relevance judgement are based only on specificity. The
procedure is the same as the Lonely Planet relevance judgements procedure, but the INEX
2006 MMFragments task relevance judgement involves marking the “best-entry-point” (BEP)
for the document. By specifying the BEP, the assessor can determine the exact location of
relevant information for the MMFragments queries. Since the MMFragments task permits
overlapping answers, documents containing highlighted sections are also considered relevant
themselves.
MMImages task relevance judgements are based on the complete XML document. Hence,
a document can be either relevant or not relevant to an MMImage query. The documents
are judged independently, where the relevance of a document is independent from all other
support documents. This means that an assessor should not mark a document non-relevant
because the same information has been seen in other documents.
We present the statistics for the relevance judgements of the MMFragments and MMIm-
ages tasks are in Table 3.2. We observed that the MMFragments task has more relevant
elements compared to the MMImages task. When comparing the Wikipedia and Lonely
Planet collections, the Wikipedia collection has more relevant elements since the Wikipedia
collection is bigger than the Lonely Planet collection.
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3.3 The Goats Comic Collection
Comics are one of a small handful of basic art and communication media [McCloud, 2000]. It
is a storytelling medium using pictures, often combined with words, that has existed at least
since the ancient Egyptians, and examples exist in 19th Century Germany and England.
Comics can be categorised into several types depending on the published medium. Such
categories are book or print comic and webcomic.
Webcomics, also known as online comics, are comics that are available on the Internet.
Webcomics are similar to self-published print comics in that almost anyone can create their
own webcomic and publish it on the Web. There are over 8 500 webcomics currently online.4
In this thesis, we used a web comic collection, namely the Goats comic.5 The Goats comic
collection came with a permission to use by the authors. Hence, we are unable to distribute
the collection.
The comic medium is based on simple ideas by placing one picture after another to show
the passage of time. The key components of a comic corpus are the comic strips, panels,
characters, speech balloons and the setting of a storyline. A comic strip is a storyline that is
conveyed in a few panels through a combination of pictures, captions, and dialogue. Comic
creators use the term panel to refer to the boxes that surrounds a picture. They even believe
that the “heart of comics lies in the space between the panels where the readers’ imagination
makes still pictures come alive” [McCloud, 2000]. In this thesis, the term panel refers to the
distinct image portion of a comic strip that is depicted in Figure 3.7.
For testing and evaluating our approach, we have created an image collection that consists
of panels from the Goats comic. The collection consists of 452 coloured strips and each strip
may contain between one to five panels. Dividing the strips into panels gives us a total of
1440 panels. Each panel contains at least one comic character. The images are in JPEG,
GIF and PNG format. The geometry dimension of the images vary from 250 × 250 pixels
to 750 × 260 pixels. We use comic images since the characters are unique and presented
in simple geometric form, allowing us to search for comic panels containing a particular
comic character. Apart from that, this comic collection comes with extended information
4The number is based on data available from http://www.thewebcomiclist.com/latest that was retrieved
on March 20, 2007
5Goats Comic, http://www.goats.com
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Figure 3.7: Example of a Goats Comic strip and panel with the extended descriptions.
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that describes every panel of the comic strip. This description assists us in performing the
relevance judgements on our retrieval results but our system does not use this extended
information to enhance retrieval.
In Chapter 5, we use this collection to compare the effectiveness of the equal-weight
linear combination and the machine learning algorithms. The comparison is done to tag and
retrieve the five main characters of the Goats comic. These characters are Bob or Neil (two
identical aliens with the same name; in this thesis, we use the name Bob to refer to either
alien), Diablo (a chicken), Fineas (a fish), Jon (a person) and Oliver (a chick). We divided
the comic strips into three sub-collections:
1. Comic-14: Images in this sub-collection are used as example queries on the other two
sub-collections. Three images are selected randomly for each character. The characters
Bob, Diablo, Fineas, and Oliver each have three query images. Since we make a random
selection, two of the characters share one of the query images. Therefore, we have 14
query images in this collection. We also use this collection is as a training set to study
and analyse the best weight combination of shape features for retrieving the comic
characters using a single query region (explained further in Chapter 5).
2. Comic-202: This collection is treated as a test set. It contains 202 comic frames that
are derived from 20% randomly selected comic strips.
3. Comic-1224: The remainder of the comic collection is used as the validation set in
Chapter 6.
The comic strips in each sub-collection are then divided into panels.
In Chapter 6, we use the tags of the five main comic characters that were automatically
derived using the approach described in Chapter 5 to build an ontology. This ontology
represents the knowledge structure of the Goats comic and includes the comic characters
with their corresponding spatial location in the images.
3.3.1 Comic Queries
We created two sets of comic queries. The first set is the region-based queries, where we give
examples of a region of interest as query to tag unknown regions with a character or object
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name. The second set comprises ontology queries expressed in the SPARQL ontology query
language.
Query Type Body Part Colour Example 1 Example 2 Example 3
Whole Image
Region 1 Body Light Yellow
Region 2 Beak Dark Yellow
Multiple-region
Figure 3.8: Query specifications for character Oliver. This figure is best viewed in colour.
Region-based Queries
For the region-based queries, we use the images in the Comic-14 sub-collection. The example
of three query images and six query regions supported by our system for the character Oliver
are depicted in Figure 3.8. Within each query image example, we identify and extract two
regions (Region 1 and Region 2) corresponding to a particular character. Region 1 represents
the main region of a comic character and Region 2 is a supporting region. Therefore, we
have a total of 28 query regions. For example, we identify the body of Oliver as the Region 1
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Table 3.3: Statistics of Goats comic collection relevance judgements
Number of relevant images
Query Type Subcollection Average Maximum Minimum
Region Comic-202 33.8 62 7
Ontology Comic-1224 272.5 1200 0
query and the beak as the Region 2 query. We use the 28 query regions as follows:
1. Query-by-region example (QBRE) for the single and multiple-regions; and
2. Training data for the machine learning algorithms.
The region queries for other characters are available in Appendix B. In Chapter 5, we
experiment with the retrieval effectiveness of using the Query-by-Example (QBE) approach
with various shape features extracted from Region 1 and Region 2, and compare this to
the effectiveness of combining the regions for the query. We also compare the retrieval
effectiveness of using combining technique against the machine learning algorithms.
Ontology Queries
The ontology queries are used to evaluate the usability of the ontology and also to evaluate
the retrieval effectiveness of using the Comic-1224 sub-collection. We formulate two types of
query: a character query and a spatial location query. A character query is used to retrieve
images containing the desired comic character. On the other hand, a spatial location query
is used to retrieve images containing the desired comic character based on the spatial location
specified by the user. We demonstrate querying with a combination of up to three subjects,
in our case, the comic characters. Further details regarding the formulation of the queries
are part of Chapter 6, where we focus on generating queries from a visual interface. In total
we have 70 ontology queries.
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Table 3.4: Summary of the collections used for the image retrieval evaluation in this thesis.
Lonely Planet Wikipedia Goats Comic
Number of documents 462 170 370 1440
Number of images 2 633 171 900 1440
Image format JPEG JPEG, GIF, PNG JPEG, GIF, PNG
Image geometry 400× 300 60× 60 to 250× 250 to
dimension (pixels) 2548× 1848 750× 260
Total number of queries 19 (Official) 19 (official) 5 sets of queries. Each
set contains at least
two query images and
four query regions
(region-based)
23 (Extended) 70 (ontology)
Testbed in Chapter 4 4 5 and 6
3.3.2 Relevance Judgements
The relevance judgements for the Goats comic collection was done before the retrieval pro-
cess. The statistics of the relevance judgements for the Goats comic collection are listed
in Table 3.3. We classified the images based on the comic characters. We used the text
descriptions on each comic panel available online as the main reference in performing the
relevance judgements for the queries. In processing the text description, using the panels
depicted in Figure 3.7 as an example, we automatically extracted the information regarding
the characters from the second column and the objects from the last column of the extended
description. This is done for all the panels in the collection. We also performed a visual
inspection to verify these automated relevance judgements.
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3.4 Summary
In this chapter, we have presented the three image collections — Lonely Planet, Wikipedia,
and Goats comic — that we use for the experiments described in this thesis. Each collection
has been chosen for its mixture of images and text, providing a diverse testbed for our image
retrieval techniques, and Table 3.4 summarises these collections.
The Goats comic collection is used in chapters 5 and 6. In the next chapter, we present
and evaluate the retrieval effectiveness of a fusion approach for image retrieval in a structured
text collection using the Lonely Planet and Wikipedia collections.
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Polyrepresentation of Image
Features and Text
“Whatever the device you use for getting your infor-
mation out, it should be the same information.”
— Tim Berners-Lee
In a large document collection, it is common to find various media elements such as text,
images, audio and video. Two common approaches to retrieving images from a collection
are retrieval by text keywords, known as text-based image retrieval, and retrieval by visual
content, commonly referred to as CBIR.
Text-based image retrieval uses the textual description of the image for retrieving similar
images. General information related to an image in a document can be extracted from the
text contained in the same document. More specific information about the image often
appears in the caption associated with the figure. Using the content-based image retrieval
approach, low-level features such as colour and texture of the query image and images in the
collection are compared during the retrieval process.
Both of the above approaches have disadvantages. Among the disadvantages of text-based
image retrieval is that an image can be described in various language styles, and that one word
or phrase can be used to describe different concepts [Smeulders et al., 2000]. For example, an
image of a bus can be annotated as vehicle or transportation and the word transportation can
refer to train, airplanes and car. The disadvantage of using content-based image retrieval is
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that visual similarity does not always correspond to semantic similarity [Datta et al., 2008].
For example a content-based image retrieval system can return a picture of vegetation when
the query example image is a green apple. One way to overcome these disadvantages is to
fuse both approaches.
Existing research on multimedia information retrieval from XML document collections
is challenging [Tjondronegoro et al., 2006; van Zwol, 2006]. In this chapter, we describe a
framework to fuse text-based and content-based image retrieval approaches. This framework
is used to retrieve images and XML elements that describe or contain query answers. We
investigate our framework using the Lonely Planet and Wikipedia collections in the course of
our participation in the INitiative for the Evaluation of XML Retrieval (INEX) 2005 and 2006
Multimedia track. Our framework yielded the best overall result for the INEX 2005 Multi-
media track.
For the INEX 2005 MM track, we show that a CBIR system needs substantial support
from a text-based system to effectively retrieve the desired images in a collection. In the
INEX 2006 MM track, for both Multimedia Images (MMImages) and Multimedia Fragments
(MMFragments) tasks, we study the retrieval performance of the vector-space, probabilistic
and language information retrieval models. We show that the language model is the most
suitable approach when retrieving heterogeneous (text and image) data. We also study
the effect of using various image features and the relative importance of image and text
components.
The remainder of this chapter is organised as follows. In Section 4.1, we describe a
framework that consists of a fusion system that combines evidence and ranks the query
results based on text and image similarity. In Section 4.2, we explain the experiments. We
analyse the results in Section 4.3, and compare the retrieval effectiveness of our approach
against other INEX participants’ approaches in Section 4.4. We conclude in Section 4.5 with
a discussion of our findings.
4.1 The Framework
The overall framework consists of four main components: a text-based image retrieval system;
a content-based image retrieval system; a fusion function; and a result generation function.
Using this framework, we aim to achieve the chorus effect, which suggests that an item is
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Figure 4.1: Conceptual representation of the framework.
strongly relevant to a query when retrieved by several retrieval approaches [Vogt and Cottrell,
1998]. Figure 4.1 illustrates these components and the interaction between them. Details on
how the INEX multimedia queries are converted for use by the text-based and CBIR systems
follows.
4.1.1 Text-based Image Retrieval
Text-based image retrieval is used to retrieve the XML documents containing the images
based on the textual information for a specific multimedia query.
We used Zettair,1 a full-text information retrieval system as the text-based search engine.
Based on the results from Zettair, we obtained the result for a specific XML element by
following the hybrid XML retrieval approach [Pehcevski and Thom, 2006] for the Lonely
Planet collection. The hybrid XML retrieval approach combines information retrieval features
with XML-specific retrieval features from eXist,2 a native XML database. For the Wikipedia
Collection, we wrote a simple Perl fragment identifier program to locate the XML fragments
1http://www.seg.rmit.edu.au/zettair/
2http://exist-db.org/
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that hold the multimedia query answers.
For the Lonely Planet collection, each multimedia query was first automatically translated
into a Zettair query. Terms that appear in the castitle element of the query with structural
query constraints and image references removed were used to formulate the Zettair query. A
list of up to 250 destination elements were presented in descending order according to their
estimated likelihood of relevance. To retrieve elements rather than full articles, a second topic
translation module was used to formulate a query to eXist. As the support and target parts
of each multimedia query were strictly matched, both the terms and the structural query
constraints from the topic (without the actual image references) were used to formulate the
eXist query. We used the eXist OR query operator to generate the element answer list for
a given topic. To rank the retrieval status values (RSVs) containing the matching elements,
we use the XML-specific ranking heuristic known as TPF [Pehcevski et al., 2006] in the post-
processing retrieval module. Using TPF, the answers that contain most of the distinct query
terms are ranked first in the list.
For the Wikipedia collection, we adopt a similar approach, except that for the Multimedia
Images (MMImages) task we use Zettair and for the Multimedia Fragments (MMFragments)
task we use Zettair alongside the Perl fragment identifier. In the Title runs, we use the terms
that appear in the title element, and in Extended runs the terms that appear in the title,
castitle and description. The RSVs of the top 1 500 retrieved articles are presented in
descending order. To retrieve the XML elements for the Wikipedia queries, we parse the
retrieved articles using the Perl fragment identifier, which retrieves and ranks the answers
according to their location in the document.
4.1.2 Content-based Image Retrieval
The GNU Image Finding Tool (GIFT) [Squire et al., 2000] was used to identify relevant
images by visual similarity. We adopted GIFT as the tool to search and retrieve similar
images specified in the multimedia queries since it supports retrieval based on colour (colour
blocks and colour histogram) and texture (Gabor blocks and Gabor histogram).
The procedure for retrieving similar images is the same for the Lonely Planet and
Wikipedia collections. For the multimedia topics, we used the image reference listed in
the source (src) element of the multimedia CAS query as the query image to GIFT. Refer-
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Figure 4.2: Querying image BN7386 10.jpg to GIFT
Figure 4.3: First fifteen results of a GIFT image query
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ring to the multimedia topic example in Figure 3.2, the image is provided to GIFT as shown
in Figure 4.2. The query results are presented in Figure 4.3, where the answers are ranked
in descending order from left to right, and from top to bottom. The results returned are
exported into a text file for further processing.
We used the Classical IDF, which is GIFT’s default algorithm. The search pruning option
was set to 100% where this allows us to perform a complete feature evaluation for the query
image, at the cost of increased query processing time. For each query, we obtain the RSVs
using each of the four image features individually, each possible combination of two and three
image features, and the combination of all four image features. These RSVs are then fused
with the text retrieval RSVs explained in the following subsection.
4.1.3 Fusion Function
We use a basic linear combination of evidence [Aslandogan and Yu, 2000] to fuse the two
RSV lists into a single ranked result list R:
R =
α · SI + (1− α) · ST if the query contains image;ST otherwise.
where α is a weighting parameter that determines the weight of content- versus text-based
image retrieval, SI represents the image RSV obtained from the content-based image re-
trieval, and ST is the RSV obtained from the text-based image retrieval. This is also a form
of polyrepresentation [Larsen et al., 2006]. This linear combination of evidence was chosen
to fuse the RSVs due to its simplicity.
To investigate the effect of giving certain biases to the system, we vary the α values
between 0 to 1. When the value of α is set to 1, only the RSVs from the content-based image
retrieval are used. On the other hand, only the text-based image retrieval RSVs are used
when the value of α is set to 0. If there was no image in the query then only the text-based
image retrieval RSVs are used, irrespective of the value of α.
4.1.4 Result Generation Function
The result generation module is used to produce the final result list after fusing the RSVs
of the text-based and content-based image retrieval systems. The results are ranked in
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descending order of similarity.
For the Lonely Planet collection, we used the top 250 ranked results, whereas for the
Wikipedia collection, we used the top 1 500 results. This choice is due to the INEX assessment
guidelines [van Zwol et al., 2006; Westerveld and van Zwol, 2007].
4.2 Experimental Design
We used the Lonely Planet collection as our preliminary testbed to evaluate the proposed
approach. To investigate the effect of giving certain biases to the two systems — text-based
and content-based image retrieval — we vary the α values between 0 to 1. We used the
castitle element as the query for the text-based image retrieval system.
For the Wikipedia collection, we designed the experiments to investigate the retrieval
effectiveness of using three IR models: vector-space (using Pivoted Cosine); probabilistic
(using Okapi BM25); and language (using Dirichlet). These models have shown to perform
well in most IR experiments. Using Pivoted Cosine, we used the standard value of 0.2 for the
slope, which is shown to work well in traditional IR experiments [Singhal et al., 1996]. For
Okapi BM25, we set the values for k1 = 1.2, b = 0.75 and k3 = 1 000 000, which are shown to
work well with the TREC Collection experiments [Sparck Jones et al., 2000]. With Dirichlet,
we used the value of 2 000 for µ as according to Zhai and Lafferty [Zhai and Lafferty, 2004] it
is the optimal value used in most IR experiments. To investigate the effect of using various
image features, we used the four types of image features and the combinations described in
Section 4.1.2. For all of our experiments, we also investigated the affect of varying the α
values. Our runs for the Wikipedia collection were of two types:
1. Title runs using the content of the title element; and
2. Extended runs using the content of the title, castitle, and description elements.
4.3 Result Evaluation and Analysis
We present an analysis and evaluation for the experiments that were conducted using the
Lonely Planet and Wikipedia collections. This analysis is done based on the standard
evaluation metrics — mean average precision (MAP); precision at cut-offs 1, 5 and 10 (P@1,
P@5 and P@10); and recall-precision (R-Prec) as described in Chapter 2.
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Table 4.1: The values for P@n, MAP and R-Prec for each RMIT run submitted to INEX 2005
MM track using the Lonely Planet Collection.
Italic values – best performance among runs for each measure
Bold values – best overall performance among all runs for each measure
Run α P@1 P@5 P@10 MAP R-Prec
rmit-0 0.0 0.4737 0.3684 0.3053 0.2759 0.3267
rmit-1 0.1 0.4737 0.3684 0.3053 0.2771 0.3267
rmit-2 0.3 0.4737 0.3684 0.3105 0.2779 0.3259
rmit-3 0.5 0.4737 0.3684 0.3053 0.2764 0.3259
rmit-4 0.9 0.5263 0.3368 0.2579 0.2664 0.3168
rmit-5 1.0 0.4737 0.2737 0.2105 0.2244 0.2525
4.3.1 Evaluation on Lonely Planet Collection
The average retrieval effectiveness performance of the 19 topics for the Lonely Planet collec-
tion are shown in Table 4.1. When one document fragment is retrieved (P@1), the highest
precision among the RMIT runs is achieved by run rmit-4 (with α = 0.9). With P@5, com-
bining evidence equally from the text-based and content-based image retrieval system RSVs
(α = 0.5) leads to similar performance as when α values of 0.0, 0.1 and 0.3 are used (reflected
in the observed performance of runs rmit-0 to rmit-3). The precision values drop as the α
value is increased. With MAP, the run rmit-2 (α = 0.3) produces the best performance. With
R-prec, runs rmit-0 and rmit-1 perform best and exhibit almost the same performance.
Figure 4.4 shows the interpolated average precision at eleven standard recall levels for the
six official RMIT runs submitted to the INEX 2005 MM track. Based on this figure, three
RMIT runs (rmit-0, rmit-1 and rmit-2) produce the best overall interpolated precision
averages. Run rmit-4 performed best at low recall levels. A constant performance can be
seen for all the runs for recall level of 0.8 and above.
To analyse the changes in performance when the parameter α varies between 0 and 1, we
performed additional runs at α intervals of 0.05. Figure 4.5 shows the performance of our
runs for twenty different values of the parameter α, as measured by P@1, P@5 and P@10. We
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Figure 4.4: Interpolated average precision at eleven standard recall levels for the six official
RMIT runs submitted to the INEX 2005 MM track
Figure 4.5: Precision at cut-off 1, 5 and 10 for α values between 0.0 to 1.0
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Figure 4.6: Mean Average Precision for α values between 0.0 to 1.0
Figure 4.7: R-Prec for α values between 0.0 to 1.0
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observed that, to achieve the best P@1 performance, α values of 0.85 or 0.9 should be used.
The best P@5 and P@10 performance is achieved when α = 0.4.
Figure 4.6 depicts the mean average precision of our runs for twenty different values of the
parameter α. The highest MAP performance is observed when α = 0.25. The MAP performance
gradually decline as the α value increase.
Figure 4.7 illustrates the R-Prec performance when twenty different α values are used.
The highest R-prec performance is obtained when α is less than 0.7. We also observed a
consistent R-Prec performance between the α values of 0.0 to 0.7. When α is more than
0.85, the R-Prec performance becomes poor.
Based on Figure 4.6 and Figure 4.7, the text-based image retrieval system improved its
retrieval effectiveness by using some evidence from the content-based image retrieval system.
This is shown by the MAP and R-prec values, where the fusion system yields a significant
performance (p < 0.01) compared to when either one of the two subsystems are used in
isolation. When only the CBIR system is used to retrieve multimedia document fragments,
precision is poor.
4.3.2 Evaluation on Wikipedia Collection
Result analysis for the Wikipedia collection is divided into two subsections according to the
MMImages and MMFragments tasks of INEX 2006 MM track.
Multimedia Images Task
For the MMImages task we conducted seven Title runs and three Extended runs using each
of the information retrieval models. We used the official updated assessments (referred to as
version 2 in the INEX 2006 MM track), where the query examples were filtered. Therefore,
the specified images in the query were omitted during the evaluation if they were retrieved
as part of the answers.
Table 4.2 illustrates the retrieval performance for the MMImages task using the mean
average precision (MAP) and bpref evaluation matrics. We observed that using the title
element as the query produces better MAP and bpref performance than using the extended
query for the MMImages task.
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Table 4.2: Retrieval performance for the MMImages task: mean average precision (MAP) and
bpref.
Italic values – best performance runs using the various α values for each similarity measure
Bold values – best overall performance among all runs
Similarity Measure α value MAP bpref
Title runs
Pivoted Cosine 0.0 0.3054 0.2861
0.1 0.3153 0.2957
0.2 0.3153 0.2957
0.3 0.3152 0.2957
0.4 0.3150 0.2956
0.5 0.3071 0.2880
1.0 0.2149 0.2033
Okapi BM25 0.0 0.2679 0.2605
0.1 0.2686 0.2622
0.2 0.2700 0.2643
0.3 0.2674 0.2599
0.4 0.2660 0.2572
0.5 0.2664 0.2592
1.0 0.1909 0.1814
Dirichlet 0.0 0.3130 0.2973
0.1 0.3175 0.3014
0.2 0.3175 0.3014
0.3 0.3203 0.3034
0.4 0.3203 0.3034
0.5 0.3202 0.3032
1.0 0.2158 0.2080
Extended runs
Pivoted Cosine 0.0 0.2608 0.2307
0.5 0.2642 0.2366
1.0 0.2071 0.1926
Okapi BM25 0.0 0.2674 0.2369
0.5 0.2674 0.2464
1.0 0.2087 0.2002
Dirichlet 0.0 0.2988 0.2787
0.5 0.3094 0.2805
1.0 0.2147 0.1987
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Figure 4.8: Interpolated precision averages at eleven standard recall levels for the Title runs
of the MMImages task.
Figure 4.8 depicts the interpolated recall-precision averages of the best runs for each sim-
ilarity measure. Dirichlet performed significantly better than the Okapi BM25 and Pivoted
Cosine similarity measures (p < 0.01).
In the Title runs, α values between 0.1 and 0.4 yielded the best MAP and bpref per-
formance. Using the text-based image retrieval system alone produces significantly better
retrieval performance (p < 0.01) compared to using only the content-based image retrieval
system; however the best performance is found when combining evidence and weighting the
text retrieval RSVs as more important than the content-based image retrieval RSVs. Com-
paring the INEX 2005 and INEX 2006 MM track results, we observed a similar trend in the
α values, where the best α values were in the same range.
Overall, using Dirichlet as the similarity measure produces the best retrieval performance
for the MMImages task. We also found that in most cases the Extended runs performed worse
than the Title runs.
Multimedia Fragments Task
For the MMFragments task, we conducted six runs using the default value of α = 0.0, since for
this task we only used the text-based image retrieval system and the Perl fragment identifier.
We observed the opposite behaviour for the Title and Extended runs for this task as
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Figure 4.9: Interpolated effort-precision averages at standard gain-recall levels for the Title
and Extended runs of the MMFragments task, using Pivoted Cosine (top), Okapi BM25
(middle) and Dirichlet (bottom).
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Table 4.3: Retrieval performance of the Extended runs on the MMFragments task
Similarity Measure MAep
Pivoted Cosine 0.0655
Okapi BM25 0.0586
Dirichlet 0.0663
compared to the MMImages task. As reflected from the ep/gr graphs in Figure 4.9, the
Extended runs performed better than the Title runs. This shows that the presence of the
title, castitle and description from the query improves the retrieval performance when
compared to only using the title element of the MM queries in the MMFragments task.
This also reflects the nature of the task, where XML fragments need to be returned as the
retrieved answers.
When comparing the retrieval performance of the three information retrieval models, we
observe that Dirichlet once again outperformed Pivoted Cosine and Okapi BM25. This can
also be seen in Figure 4.9 and from the overall MAep scores presented in Table 4.3. The
retrieval effectiveness of using Dirichlet (p < 0.01) is significantly better than using Okapi
BM25; however, the improvement between Dirichlet and Pivoted Cosine is insignificant.
To investigate whether combining evidence from the CBIR system improves retrieval for
this task, we conducted several preliminary runs by fusing the RSVs from the text-based and
content-based image retrieval systems. This resulted in a minor performance improvement,
which may due to the XML fragments retrieved as the answers. However, without better
fragment retrieval, we cannot conclude whether combining text and image RSVs will improve
retrieval performance for the MMFragments task.
4.3.3 Choice of Image Feature
We conducted experiments to investigate the effect of fusing different combinations of image
features and text. We found that the language model using Dirichlet outperformed the other
two image retrieval models.
Figure 4.10 depicts the interpolated recall-precision averages at eleven standard recall
levels for each of the image features fused with Dirichlet using the α values that produces the
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Figure 4.10: Best alpha values of different image features fused with Dirichlet.
best retrieval effectiveness. Based on this figure, we observed that using the colour blocks
feature alone is better than any combination of image features. This is in line with the fact
that colours are more important to users compared to texture.
The effect of varying the α values between 0 to 1 with the interval of 0.1 using Dirichlet,
Okapi BM25 and Pivoted Cosine are shown in Appendix C. Combining the text-based and
content-based image retrieval RSVs again improved the retrieval. This can be seen when
α values are between 0.1 and 0.5 irrespective of whether colour or texture is used as the
combined image features (based on values in Appendix C). However, fusing colour features
with text results in better retrieval effectiveness than fusing texture with text.
4.4 Performance Comparison
In this section, we compare the retrieval effectiveness of our fusion approach against other
INEX participants’ approaches. This comparison is based on the runs that were submitted
to the INEX organisers for the MM task of INEX 2005 and 2006.
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Figure 4.11: Interpolated average precision at eleven standard recall levels for the best per-
forming runs submitted by the INEX 2005 MM track participants
4.4.1 Lonely Planet Collection in INEX 2005
We compare our retrieval effectiveness against four participants: Queensland University of
Technology (QUTAU), Utrecht University (UTRECHT), University of Twente (UTWENTE)
and Queen Mary University of London (QMUL). We analyse the runs submitted by the INEX
2005 MM track participants using the standard evaluation metrics. As presented in Table 4.4,
we report results obtained with precision at cut-offs 1, 5 and 10; MAP; and R-Prec.
UTRECHT performed best for P@1. However, our best run outperformed the others for
P@5, P@10, MAP and R-prec. This indicates that our approach of combining RSVs from text
and CBIR systems outperformed other participants’ approaches. Figure 4.11 illustrates the
performance for the multimedia track participants based on the highest MAP values of the
runs. The graph shows that, with the exception of QMUL, the observed average performance
among the best runs submitted by participants were similar.
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Table 4.4: The values for P@n, MAP and R-Prec for each run submitted by INEX 2005 MM
track participants.
Italic values – best performance among runs for each participating group and each measure
Bold values – best overall performance among all runs for each measure
Run Id P@1 P@5 P@10 MAP R-Prec
RMIT
rmit-0 0.4737 0.3684 0.3053 0.2759 0.3267
rmit-1 0.4737 0.3684 0.3053 0.2771 0.3267
rmit-2 0.4737 0.3684 0.3105 0.2779 0.3259
rmit-3 0.4737 0.3684 0.3053 0.2764 0.3259
rmit-4 0.5263 0.3368 0.2579 0.2664 0.3168
rmit-5 0.4737 0.2737 0.2105 0.2244 0.2525
QUTAU
qutau-0 0.4211 0.2737 0.1947 0.1995 0.2094
qutau-1 0.4737 0.2737 0.2053 0.2064 0.2116
qutau-2 0.4737 0.3579 0.2842 0.2711 0.2641
qutau-3 0.3684 0.2842 0.1895 0.1844 0.1892
qutau-4 0.4211 0.3053 0.2105 0.2037 0.1986
qutau-5 0.4737 0.2842 0.2053 0.2066 0.2181
UTRECHT
utrecht-0 0.4615 0.3385 0.2615 0.2329 0.2776
utrecht-1 0.5294 0.3529 0.2706 0.2392 0.2747
utrecht-2 0.3529 0.2941 0.2235 0.1769 0.2073
utrecht-3 0.5294 0.3294 0.2824 0.2324 0.2648
utrecht-4 0.5294 0.3294 0.2824 0.2324 0.2648
utrecht-5 0.1579 0.0632 0.0737 0.0554 0.0697
UTWENTE
utwente-0 0.4211 0.3053 0.2789 0.2751 0.2799
utwente-1 0.4211 0.2947 0.2579 0.26 0.2692
utwente-2 0.3889 0.3444 0.2667 0.2567 0.2434
utwente-3 0.2105 0.2211 0.2263 0.211 0.2227
utwente-4 0.3889 0.3556 0.2833 0.2627 0.2458
utwente-5 0.2105 0.2211 0.2263 0.2133 0.2196
QMUL
qmul-0 0.0526 0.0211 0.0368 0.0412 0.0423
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Table 4.5: Performance comparison for the MMImages task. The values for P@n, MAP and
R-Prec for each run submitted by INEX 2006 MM track participants.
Italic values – best performance among runs for each participating group and each measure
Bold values – best overall performance among all runs for each measure
Run Id P@5 P@10 MAP R-Prec
RMIT
MMI-RMIT-0 0.3000 0.2300 0.2149 0.2296
MMI-RMIT-1 0.4400 0.3300 0.3071 0.3090
MMI-RMIT-2 0.4400 0.3300 0.3054 0.2947
MMI-RMIT-3 0.3600 0.2100 0.2071 0.2193
MMI-RMIT-4 0.4600 0.2900 0.2642 0.2648
MMI-RMIT-5 0.4400 0.2900 0.2608 0.2307
IRIT
MMI-IRIT-0 0.2800 0.2400 0.2254 0.2408
MMI-IRIT-1 0.2600 0.1800 0.1140 0.1797
MMI-IRIT-2 0.2800 0.2300 0.2122 0.2582
MMI-IRIT-3 0.3000 0.2400 0.2159 0.2664
QUTAU
MMI-QUTAU-0 0.4000 0.3700 0.3303 0.3466
MMI-QUTAU-1 0.2400 0.2700 0.2684 0.2477
MMI-QUTAU-2 0.3600 0.3700 0.3406 0.3180
MMI-QUTAU-3 0.1800 0.2400 0.2363 0.2227
UTWENTE
MMI-UTWENTE-0 0.4800 0.4800 0.3829 0.4001
MMI-UTWENTE-1 0.4400 0.4100 0.3642 0.3937
4.4.2 Wikipedia Collection in INEX 2006
For the Wikipedia collection, the performance comparison is done based on the two tasks of
the MM track. We compare against three other participating groups: QUTAU, UTWENTE
and IRIT (Institut de Recherhe en Informatique de Toulouse). The names of the original
runs reflect the participants’ retrieval method, therefore we simplified the run IDs for the
purpose of our discussion. A list containing the original run names and their simplified
versions is in Appendix D. The submitted runs were based on our initial experiment that
fused the CBIR and Pivoted Cosine RSVs.
Multimedia Images Task
The retrieval approach used by UTWENTE outperformed all the other participants’ ap-
proaches. As can be seen in Table 4.5, this is reflected in the values for P@n (n=5 and 10),
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Table 4.6: Performance comparison for the MMFragments task. The values for MAep for
each run submitted by INEX 2006 MM track participants.
Italic values – best performance among runs for each participating group
Bold values – best overall performance among all runs
Run Id MAep
RMIT
MMF-RMIT-0 0.0655
MMF-RMIT-1 0.0093
IRIT
MMF-IRIT-0 0.0101
MMF-IRIT-1 0.0154
MMF-IRIT-2 0.0107
MMF-IRIT-3 0.0085
QUTAU
MMF-QUTAU-0 0.1564
MMF-QUTAU-1 0.1592
MMF-QUTAU-2 0.1147
MMF-QUTAU-3 0.1544
MMF-QUTAU-4 0.1536
MMF-QUTAU-5 0.1168
UTWENTE
MMF-UTWENTE-0 9.2742E-4
MMF-UTWENTE-1 9.2741E-4
MMF-UTWENTE-2 0.0030
MAP and R-Prec. This shows that the approach that utilises textual metadata from the
example query helps in retrieving relevant images.
For P@5, RMIT performed second best followed by QUTAU and then IRIT. However,
RMIT’s retrieval effectiveness dropped for P@10. Consequently, this affects the MAP and
R-Prec values, which made RMIT runs the third best. Overall, QUTAU was second best for
P@10, MAP and R-Prec and IRIT remained in the last position for all the retrieval effectiveness
measures.
Multimedia Fragments Task
The results for the MMFragments task is presented in Table 4.6. We observed that QUTAU
performed best then followed by our run (MMF-RMIT-0). In retrieving the related answers
for the MMFragments queries, QUTAU included the UvA image classification information as
part of their technique. This indicates that using the UvA image classification improved the
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retrieval effectiveness. Our best retrieval was based on the Extended run type, where the
query includes structural hints and keywords of the multimedia query. IRIT’s most effec-
tive retrieval approach using the CO method was the third best, followed by UTWENTE’s
retrieval approach using the content of the title element as the query to the PF/Tijah
System.
4.5 Summary
We have presented a framework for retrieving images and image elements from XML corpus
in this chapter. This framework consists of four main components, specifically a text-based
image retrieval system; a content-based image retrieval system, a fusion function and a
result generation function. We have conducted experiments using this framework on two
XML image collections: Lonely Planet and Wikipedia. Our approach yielded the overall
best performance, reflected by the P@5, P@10, MAP and R-Prec measures in the INEX 2005
MM track.
We used the linear combination of evidence to merge the RSVs from two retrieval systems
for retrieving multimedia information from structured documents. We carried out experi-
ments to examine the effect of varying the parameter used for the linear combination of
evidence (α). Having α values between 0.1 and 0.4 produced the best retrieval effectiveness.
A comparison of the IR models in the text-based image retrieval system showed that the
language model using Dirichlet was the best model in retrieving the answers for Wikipedia
collection queries.
We conclude that a content-based image retrieval system can gain substantial benefits
being combined with a text-based image retrieval system. This is because high-level semantic
exist more in the textual descriptions of the queries and they outperform low-level features.
The combined approach enables more effective retrieval of the desired images from a multime-
dia collection. Thus, the main challenge is on improving the high-level semantic annotation
which needs to be extracted from the images, using techniques such as region-based tagging.
In the next chapter, we explain the automatic region tagging technique.
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Chapter 5
Automatic Region Tagging
“Hamlet: Do you see yonder cloud that’s almost in
shape of a camel?
Lord Polonius: By the mass, and tis like a camel, indeed.
Hamlet: Methinks it is like a weasel.
Lord Polonius: It is backed like a weasel.
Hamlet: Or like a whale?
Lord Polonius: Very like a whale.”
— William Shakespeare, Hamlet, Act 3 scene 2
Searching for images has been explored using text and image content. In CBIR, image
content is frequently represented through image features. As mentioned in Chapter 2, com-
monly used features include colour, texture, or shape descriptors for objects found within
an image [Jain and Vailaya, 1996; Gevers and Smeulders, 2000; Vasconcelos and Kunt, 2001;
Lew et al., 2006]. Searching using a combination of more than one image feature — for
example region and colour — improves retrieval effectiveness [Jain and Vailaya, 1996]. In
this chapter, we describe work done in automatically tagging regions with semantic concepts
using colour and shape features.
To help bridge the semantic gap, we need to capture a user’s information need by allowing
them to express their query to the CBIR system. This paradigm is known as query-by-
example (QBE), where at least one image is given to the image search engine as an example
of a relevant image, and it is used as the reference for retrieving similar images in the
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collection [Smeulders et al., 2000]. Using a whole image as a query example limits the user
expressing the desired object of interest wanted in the search. Therefore, a study by Enser
[1993] reveals the need for expressing region or regions of interest as the query into CBIR
systems. In this work, we refer query-by-image-example (QBIE) as using an image or images
as the query, and query-by-region-example (QBRE) as using region or regions of interest as
the query. We present regions of interest as examples in order to automatically tag unknown
regions with their semantic concepts.
Data mining using machine learning algorithms is another technique towards improving
CBIR systems, whereby images can be categorised and clustered based on their features. For
CBIR, the algorithms can be trained using examples of image features in order to then identify
images that are relevant to a query image. Apart from supporting image clustering, machine
learning algorithms can also be trained to learn visual features that forms a particular object,
represented by regions in an image. This can then be used to tag the regions of an image.
Revisiting the findings in Chapter 4, searching for images using whole image query ex-
ample limits the user to express the desired object of interest. Therefore, QBRE can be one
of the possible solutions. The motivation behind this work is simple. Let us consider the
situation where a user has a limited number of examples to use in querying. The most likely
effective approach is to extract the low-level image features from these limited examples and
combine them for retrieving similar images in the collection. In this chapter we present a
comparison of an equal-weight linear combination technique with several machine learning
classification algorithms to combine the shape features that form a region of interest.
We applied the equal-weight linear combination technique to tag image regions. The
implemented system only indexes the key region that belong to the comic characters instead of
indexing all of the possible shape features and annotation. We tested our tagging approach by
retrieving images containing the comic characters and objects in the Goats comic collection.
We found that the equal-weight linear combination technique was as effective as using a
machine learning algorithm to tag image regions. The main advantage of using this equal-
weight linear combination technique is its simplicity and the ability to be used with a small
number of examples.
We also experimented with the retrieval effectiveness of using the whole image, a single
region and multiple regions, as the query example. For multiple images or regions, we
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used combining functions Maximum, Minimum and Sum to produce the ranked list for a
particular query. Since we have multiple sets of examples, we used the Maximum similarity
as the combining function (which for our purposes is the minimum distance) to produce the
final ranked list. This was found to be the most effective combining function by Tahaghoghi
et al. [2002]. We observed that multiple-region example is better than using the whole image
or a single-region example.
To reduce the problem of object segmentation, we tested our approach on a domain where
regions are easily separated: the collection of comic strips presented in Chapter 3. In this
domain, objects and characters comprise multiple regions of approximately uniform colour.
The objects in the comics have relatively consistent size and orientation, guiding our choice
of the following region-based and contour-based shape features: the region area; the mean
grey level value of the pixels in the region; compactness; and shape boundary. We did not
use any texture features in this work since colour is a much more prominent feature in the
comic image collection.
The remainder of this chapter is organised as follows. In Section 5.1, we explain the
method used for extracting the regions in an image. In Section 5.2, we explain the single-
region querying. We explain multiple-region querying in Section 5.3. In Section 5.4, we
present the QBIE retrieval process that is our baseline for the retrieval effectiveness. In
Section 5.5 we present and discuss experimental results, and conclude in Section 5.6 with a
discussion of our findings and suggestions for future work.
5.1 Region Extraction
We use the colour feature in an initial search of all images to find any regions that might match
the query character. Retrieval based on colour histograms has been shown to outperform
retrieval based on shape alone, both in terms of efficiency and robustness [Jain and Vailaya,
1996].
We used the region-based approach instead of the grid-based approach [Gao et al., 2006b]
to segment the regions in an image. This is because the regions in the comic images are simple
to detect using colour-based segmentation. Furthermore, it is more cost effective and less time
consuming compared to adopting the approach proposed by Gao et al. [2006b]. To identify
the candidate regions from the collection, we implemented a plug-in for the GNU Image
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Manipulation Program (GIMP). The plug-in selects image regions based on the similarity of
their colour to that of the query shape representing a particular comic character. Each of the
red, green, and blue colour components has a value in the range [0, 255]; during similarity
matching, as a heuristic, we allow a variation of up to 20 for each component value.
We then apply the ImageJ program1 particle analyser plug-in to the candidate regions to
acquire the area, mean value and compactness. To obtain the region’s boundary feature, we
use the shape context algorithm proposed by Belongie et al. [2000].
5.2 Single-region Example
The difference between this work and previous work by Tahaghoghi et al. [2001; 2002] is that
instead of using whole image features, we combine the query region features. To tag and
retrieve the image regions, we first extract all the regions and their shape features from the
images in the collection. For a single-region query, we execute queries for each region that
were identified for the Region 1 and Region 2 query examples. Each character has three
query example regions for Region 1, and three more query example regions for Region 2.
Figure 5.1 depicts the similarity between three candidate regions, CRn, where n = a, b, c,
with the query region, QR. Each candidate region’s colour matches the colour of the query
region. The similarity of the candidate region shape features, feature(CR), to the query region
shape features, feature(QR), is calculated as the complement of the Euclidean distance:
Simfeature = 1−
(√
(feature(QR)− feature(CR))2
)
where feature ∈ {Area,Mean,Compactness,Boundary}.
The similarity of a candidate image to the query is determined to be the highest similarity
value of any region in that image. The final ranked list is in descending order of similarity
values. To combine all the shape features of a region, we experiment with an equal-weight
linear combination technique and several machine learning algorithms. We analyse their
retrieval effectiveness in Section 5.5.
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Figure 5.1: Single-region query points in a two-dimensional query space. The nearest candi-
date region 1 (CRc) has the highest similarity value for the query region (QR), followed by
CRb, and lastly CRa.
5.2.1 Equal-weight Linear Combination
We use the equal-weight linear combination to combine the similarity values of each candidate
region’s (CR) shape features to obtain the overall similarity value for that region. Thus,
SimCR = 0.25× (SimArea + SimMean + SimCompactness + SimBoundary)
where, SimCR denote the overall similarity of a candidate region, SimArea is the similarity
of the area feature, SimMean is the similarity of the mean feature, SimCompactness is the
similarity of the compactness feature, and SimBoundary is the similarity of the boundary
feature.
A list of candidate images is then presented to the user, with the images ranked by
decreasing similarity of the candidate regions that they contain. When an image contains
several candidate regions, its similarity is determined by the region that is the most similar
to the identified region, in any one of the three query examples.
5.2.2 Machine Learning Algorithms
Machine learning algorithms need to be trained on many examples — commonly two-thirds
of data in a collection [Witten et al., 1999a]. However, this does not imply that the machine
learning algorithms are not capable of learning using limited training examples. Therefore,
we hypothesise that our simple approach of combining the shape features and retrieving
similar regions of interest may perform as well as machine learning, when using only two or
three examples.
1http://rsb.info.nih.gov/ij
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To compare the retrieval effectiveness of using equal-weight linear combination technique
and machine learning algorithms, we experimented with twelve machine learning algorithms
provided by the WEKA toolkit [Witten et al., 1999a]. These machine learning algorithms can
be divided into four groups, which are Bayesian classifiers, decision trees, rules and functions.
We trained the machine learning algorithms with fifteen region examples for Region 1 and
Region 2. Each concept has three positive examples and twelve negative examples.
In this section, we explain the machine learning parameters that we used to train and
classify the regions, according to the five comic characters.
(i) Bayesian Classifiers
Under this classifier, we experimented with the following four functions.
• Bayesian Network (BN): Used with numeric attribute values that have been discretised
using a 10-bin filter and with missing attributes replaced automatically. As learning
in a Bayesian network involves two phases, the system learned the network struc-
ture by using the K2 search algorithm, that has been proven to be a valuable search
method [Cooper and Herskovits, 1992]. To learn the probability tables, we used a
simple estimator that implements a direct estimate of the conditional probability in a
BN.
• Na¨ıve Bayesian (NB): The supervised discretisation approach was used to process the
numeric attributes as it has been shown to perform better than the unsupervised dis-
cretisation approach [Dougherty et al., 1995].
• Na¨ıve Bayesian Updateable (NBU): Used with default parameter setting.
• Complement Na¨ıve Bayesian (CNB): Used with default parameter setting. CNB is
used to test the effect of balancing the amount of training examples and the estimated
weight for the decision boundary.
(ii) Decision Trees
We experimented with six variations of decision trees. Details of the parameters used are as
follows:
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• Decision Stump (DS): We used the default settings.
• J48: An implementation of the C4.5 decision tree algorithm. We set the confidence
factor for pruning to 0.25, which works reasonably well in most cases.2 We also used
1 as the minimum number of instances per leaf since this creates a more specialised
decision tree.
• Logistic Model Trees (LMT): Minimum number of instances was set to 15. This is
because the C4.5 splitting routine needs at least 15 instances at each node [Landwehr
et al., 2005].
• Na¨ıve Bayesian Tree (NBTree): We used the default settings.
• Random Forest (RF): The number of trees to be generated was set to 10. We also set
the number of random seed to 1, as the time taken for the training phase is minimised.
• REPTree: Did not have the restriction for the maximum tree depth. We set the
minimum total weight of the instances in a leaf to 2. We also set the number of folds
to 3, and used 1 as the seed for randomising the data.
(iii) Rules
We experimented with only the zeroR rule with the default parameters.
(iv) Functions
We experimented with the Simple Logistic (SL) function with the default parameters.
5.3 Multiple-region Example
Almost all studies on shape retrieval focus on retrieving matching shapes using a single
shape or region, as the query example in the query specification [Carson et al., 1999; Gevers
and Smeulders, 2000; Belongie et al., 2000]. In this work, we used six regions as the query
examples to retrieve images containing the regions that are most similar to any of the query
regions.
2Decision Trees for Supervised Learning, http://grb.mnsu.edu/grbts/doc/manual/J48 Decision Trees.html
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(a) (b)
Figure 5.2: (a) Multiple-region querying points in a two-dimensional query space. (b) The
ranked list when combining functions are used to determined the similarity between the can-
didate regions (CRa1, CRb1, CRc1, CRa2, CRb2, and CRc2) in the images and the query
regions (QR1 and QR2).
To handle multiple-region querying, we combined the query answers of Region 1 and
Region 2 that were retrieved for the single-region query. Examples of multiple-region queries
for Oliver are depicted in Figure 3.8 (in Chapter 3); where Oliver has six query regions.
The other comic characters also have six query regions (as depicted in Appendix B), except
for the character Bob.
Using the machine learning algorithms, we trained with 28 regions, where a character has
up to six positive examples and twenty-four negative examples. To explore the effect of using
multiple regions in the query, we applied the combining functions employed by Tahaghoghi
et al. [2002], to merge two query regions. The original definition of these function are
in Section 2.2.5. We refined the combining functions to suit multiple-region examples, as
follows:
• Sum of the similarity values of the candidate regions in the image;
• Maximum similarity value of any candidate region in the image; and
• Minimum similarity value of any candidate region in the image.
We compute a similarity value for each candidate region in the image and then apply the
combining functions to reduce them into single similarity value.
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To illustrate multiple-region querying, Figure 5.2(a) depicts two query regions, QR1
and QR2, and three images that each contain two candidate regions: Image1(CRa1,CRa2),
Image2(CRb1,CRc2) and Image3(CRc1,CRb2) from the collection, as the points in a two-
dimensional query space. CRn1 and CRn2 (where n = a, b, c....z) are the candidate region
for QR1 and QR2 respectively. To answer which of the three images contain the best match
for the multiple-region query of QR1 and QR2, three simple alternative solutions would be
to pick:
• Image1, since the candidate region, CRa1, contained in the image is close to QR1;
• Image2, since the candidate regions contained in this image have the highest total
similarity from both query regions; and
• Image3, since the candidate regions contained in this image are equally similar to either
QR1 and QR2.
In processing a multiple-region query, we first obtained the similarity between a candi-
date region and the query region, which was calculated for the single-region query. Then, we
applied the Maximum combining function to reduce the multiple similarity values to a single
similarity value. This is applied to all the images in the collection that contain the candi-
date regions. The user is then presented with a ranked list of images, sorted by decreasing
similarity value.
Revisiting Figure 5.2(a), applying the Sum, Minimum and Maximum combining func-
tions to Image1, Image2 and Image3 would return a ranked list of the best region similarity
corresponding to QR1 and QR2, as shown in Figure 5.2(b).
5.4 Whole Image Example as Comparison Baseline
As a baseline method of retrieving the concepts in an image, we used GIFT to retrieve
similar images using the colour features extracted from the whole image. While this CBIR
system supports both colour and texture features, it is limited to local and global HSV colour
features for the scope of this thesis’s experiments. GIFT ranks images in the collection in
decreasing order of similarity to the query example.
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Table 5.1: Average Precision (AP) and Precision at five (P@5) results for individual character
using QBIE and the combining functions when two and three images are presented as query
examples. Bold values – best retrieval effectiveness
Concepts Bob Diablo Fineas Jon Oliver
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
1 Example 0.1419 0.2000 0.2698 0.4000 0.4086 0.4000 0.1617 0.0000 0.1888 0.0000
Maximum
2 Examples 0.4506 0.4000 0.2462 0.4000 0.4392 0.6000 0.2169 0.6000 0.2852 0.4000
3 Examples 0.2972 0.4000 0.2452 0.4000 0.4279 0.8000 0.1718 0.4000 0.2516 0.4000
Minimum
2 Examples 0.1433 0.2000 0.2741 0.2000 0.3154 0.2000 0.1833 0.2000 0.1926 0.0000
3 Examples 0.1631 0.2000 0.2315 0.4000 0.3190 0.0000 0.1466 0.2000 0.1998 0.0000
Sum
2 Examples 0.3919 0.4000 0.2637 0.4000 0.4231 0.6000 0.2093 0.4000 0.2650 0.4000
3 Examples 0.3791 0.2000 0.2547 0.2000 0.4362 0.6000 0.1718 0.4000 0.2294 0.2000
To retrieve images containing a particular comic character or object, we presented images
containing the comic character or object as a query. For instance, to execute the queries for
Oliver, we present the three examples of the whole image queries depicted in Figure 3.8 as
the query examples. We conducted an initial experiment where we compared the retrieval
effectiveness of using two and three query image examples.
Since we have three examples of query images for each character, we will have three
ranked lists. To reduce these to a single ranked list that contains the images arranged by
decreasing similarity values, we adopted the multiple image example combining functions
employed by Tahaghoghi et al. [2002], with the slight difference that we use similarity, rather
than distance values. Thus, the combining functions we used, are:
• Sum, as the average similarity of the candidate image and the query images;
• Maximum similarity (minimum distance) between the query images and the candidate
images; and
• Minimum similarity (maximum distance) between the query images and the candidate
images.
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Based on Table 5.1, we found that in most cases, using two example images produces
better results than three example images. Nevertheless, we chose to use three example images
so that there is more training data for the machine learning algorithms.
5.5 Result Evaluation and Analysis
Our main experiment is to tag and retrieve the five comic characters of the Goats comic.
We also conducted an extended experiment to investigate whether the proposed technique
could be applied to retrieve the objects that are available in the Goats comic collection.
Accordingly, in this section, we present the evaluation and analysis of:
• tagging and retrieving the comic characters; and
• tagging and retrieving objects.
We evaluate the retrieval effectiveness using the standard recall-precision measure. We
analyse the average precision (AP) and precision at five (P@5) documents retrieved.
5.5.1 Tagging and Retrieving Comic Characters
In tagging the unknown extracted regions to a specific comic character, we experimented
using:
1. individual shape features (Area, Mean, Compactness or Boundary) from a selected
region in the query example;
2. a single-region query with a combination of all shape features from a selected region in
the query example;
3. a multiple-region query using two shapes from the query example, where all shape
features are combined with an equal weight; and
4. a single- and multiple-region query using the various machine learning algorithms,
which we compared with the equal-weight linear combination method.
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Table 5.2: Mean Average Precision (MAP) and Precision at 5 results (P@5) over twenty eight
query regions.
MAP P@5
Region 1 Area 0.5084 0.6133
Mean 0.5146 0.5600
Compactness 0.4628 0.5200
Boundary 0.5805 0.6800
Region 2 Area 0.3642 0.4667
Mean 0.4776 0.6667
Compactness 0.4565 0.5733
Boundary 0.3563 0.4800
The discussion on the result and evaluation in this section is organised based on the above
experiments.
Table 5.2 presents the result of using individual shape features from a selected region as
the query example. We observed that by using the Boundary feature alone for Region 1
produces better MAP and P@5 than other shape features. However, the Boundary feature is
not the best shape feature to use for Region 2.
Since using shape features shows is better than using the whole image for retrieval, we
combined all the shape features equally for queries using a single region. Table 5.3 presents
the retrieval results for the comic characters using whole image, Region 1, Region 2, and
multiple-region queries (using the equal-weight linear combination technique and several
machine learning algorithms). Comparing the results of Table 5.2 and Table 5.3, we conclude
that using a single-region query is significantly better (p < 0.05) than using the individual
shape features: Area, Mean, Compactness and Boundary.
QBIE-MAX denotes the results obtained using whole image query example. Results
obtained using Region 1 and Region 2 as the query region with the linear combination of
evidence and Maximum combining function are denoted as QR1-LCE-MAX and QR2-LCE-
MAX respectively. QR1and2-LCE-MAX-MAX, QR1and2-LCE-MIN-MAX and QR1and2-LCE-
SUM-MAX denote the multiple-region querying using both Region 1 and Region 2.
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Region 1 shapes was chosen as the main region since it visually represents the five comic
characters. However, when comparing the retrieval effectiveness between Region 1 and Re-
gion 2, from Table 5.3 we observed that Region 2 is better than Region 1 at distinguishing
the characters Bob and Jon. This indicates that humans do not necessarily pick the best
region, which further motivates us in using multiple regions in the query.
Using multiple-region queries significantly outperformed (p < 0.01) the retrieval effec-
tiveness of using only the whole image, or Region 1, or Region 2 as examples. This shows
that having more examples to represent the character improves the retrieved results. We
observed that the Maximum combining function performed significantly better (p < 0.01)
for most of the characters, when compared to the Minimum and Sum combining function.
This observation is in line with the findings of Tahaghoghi et al. [2002].
Comparing the retrieval effectiveness of QBIE-MAX and the machine learning algorithms,
we observed that in most cases the machine learning algorithms outperformed QBIE-MAX.
Not surprisingly, among the machine learning algorithms, the ZeroR rule performed worst
with all types of query examples due to it simply predicting the majority class in the training
data [Witten et al., 1999a].
Query-by-region-example with equal-weight linear combination yielded better AP perfor-
mance compared to the machine learning algorithms. However, in some cases the machine
learning algorithms performed better in retrieving the first five images (P@5). Among the ma-
chine learning algorithms, we observed that Bayes Network, Random Forest, Logistic Model
Tree, Na¨ıve Bayesian and REPTree achieved better AP compared to other machine learning
algorithms.
Examples of the first five comic frames retrieved for the character “Oliver” are shown in
Figure 5.3. Visual inspection of the retrieved comic frames shows that the multiple-region
queries retrieve more relevant comic frames.
5.5.2 Tagging and Retrieving Objects
Since the results of using the equal-weight linear combination technique have shown it to be
the best retrieval technique for tagging the comic characters, we extended our experiment by
tagging the objects found in the Goats comic image collection.
We identified fifteen objects to be tagged in the collections. These objects were bag, bed,
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Table 5.3: Average Precision (AP) and Precision at five (P@5) results for each character.
Bold values indicate the best retrieval effectiveness. Italic values indicate the best retrieval
effectiveness for each concept within the various query types.
Concepts Bob Diablo Fineas Jon Oliver
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
Whole Image
QBIE-MAX 0.4506 0.4 0.2462 0.4 0.4392 0.6 0.2169 0.6 0.2852 0.4
Region 1
QR1-LCE-MAX 0.7601 1.0 0.7107 1.0 0.7792 1.0 0.3588 0.4 0.4583 0.4
BN 0.6320 0.6 0.4106 0.0 0.7255 0.8 0.2700 0.0 0.4260 0.0
NB 0.0625 0.2 0.2871 0.2 0.7040 0.8 0.1618 0.2 0.4192 0.2
NBU 0.0625 0.2 0.2706 0.2 0.7099 0.8 0.0846 0.2 0.4206 0.0
CNB 0.1528 0.2 0.0000 0.0 0.5966 0.8 0.1072 0.0 0.1073 0.6
DS 0.2208 0.6 0.0000 0.0 0.7108 0.8 0.0000 0.0 0.0000 0.0
J48 0.0000 0.0 0.4106 0.0 0.7108 0.8 0.2700 0.0 0.4300 0.0
LMT 0.0000 0.0 0.4106 0.0 0.7080 1.0 0.2354 0.2 0.4294 0.0
NBTree 0.7227 0.6 0.4430 0.0 0.6829 0.8 0.2765 0.0 0.4300 0.0
RF 0.5581 0.8 0.4361 0.0 0.7134 0.8 0.2770 0.0 0.4360 0.0
REPTree 0.6027 0.8 0.0000 0.0 0.7108 0.8 0.2700 0.0 0.4313 0.0
zeroR 0.0000 0.0 0.0000 0.0 0.7108 0.8 0.0000 0.0 0.0000 0.0
SL 0.3616 0.6 0.3836 0.0 0.7191 1.0 0.1090 0.0 0.4252 0.0
Region 2
QR2-LCE-MAX 0.7761 0.8 0.6300 1.0 0.7097 1.0 0.5858 0.8 0.1886 0.4
BN 0.4927 0.6 0.2790 0.4 0.5343 0.2 0.3513 0.6 0.0000 0.0
NB 0.6382 0.8 0.1775 0.2 0.5378 0.2 0.3741 0.6 0.0000 0.0
NBU 0.6382 0.8 0.2276 0.2 0.5518 0.2 0.3741 0.6 0.0593 0.4
CNB 0.4927 0.6 0.0000 0.0 0.4781 0.2 0.3018 0.6 0.0000 0.0
DS 0.4930 0.6 0.0000 0.0 0.5343 0.2 0.0000 0.0 0.0000 0.0
J48 0.4927 0.6 0.3861 0.2 0.5343 0.2 0.3513 0.6 0.0000 0.0
LMT 0.6625 0.8 0.3125 0.4 0.5851 0.8 0.3348 0.4 0.0000 0.0
NBTree 0.6667 0.8 0.2092 0.2 0.5315 0.2 0.3583 0.6 0.0946 0.2
RF 0.5222 0.8 0.4598 0.4 0.5343 0.2 0.3550 0.6 0.0613 0.2
REPTree 0.4927 0.6 0.0000 0.0 0.5343 0.2 0.3513 0.6 0.0000 0.0
zeroR 0.0000 0.0 0.0000 0.0 0.5343 0.2 0.0000 0.0 0.0000 0.0
SL 0.5818 0.8 0.1678 0.4 0.5343 0.2 0.3488 0.6 0.0000 0.0
Multiple-region
QR1and2-LCE-MAX-MAX 0.9821 1.0 0.7856 1.0 0.8142 1.0 0.6568 0.8 0.4757 0.4
QR1and2-LCE-MIN-MAX 0.9127 1.0 0.7610 1.0 0.8098 1.0 0.2225 0.4 0.5719 1.0
QR1and2-LCE-SUM-MAX 0.9405 1.0 0.7594 1.0 0.8269 1.0 0.2169 0.4 0.4884 0.6
BN 0.9036 1.0 0.4367 0.0 0.7050 0.8 0.3832 0.2 0.4260 0.0
NB 0.6382 0.8 0.3532 0.4 0.6923 0.8 0.4250 0.6 0.4192 0.2
NBU 0.6382 0.8 0.3943 0.4 0.6949 0.8 0.3900 0.6 0.4277 0.0
CNB 0.5389 0.8 0.0000 0.0 0.6576 0.8 0.3077 0.4 0.1073 0.6
DS 0.5488 0.4 0.0000 0.0 0.6950 0.8 0.0000 0.0 0.0000 0.0
J48 0.4364 0.6 0.4803 0.2 0.6950 0.8 0.3832 0.2 0.4300 0.0
LMT 0.6479 0.8 0.4546 0.0 0.7636 1.0 0.4140 0.4 0.4273 0.0
NBTree 0.8229 1.0 0.4267 0.0 0.6783 0.8 0.3974 0.2 0.3915 0.2
RF 0.7831 0.8 0.4921 0.2 0.6999 0.8 0.3896 0.2 0.4282 0.0
REPTree 0.7572 0.8 0.0000 0.0 0.6950 0.8 0.3832 0.2 0.4313 0.0
zeroR 0.0000 0.0 0.0000 0.0 0.6950 0.8 0.0000 0.0 0.0000 0.0
SL 0.7727 1.0 0.4320 0.0 0.6864 0.8 0.4268 0.8 0.4252 0.0
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Figure 5.3: Comic frames retrieved for the character “Oliver” using (top) the whole image as
the query example, (middle) two single-region queries, and (bottom) a multiple-region query.
This figure is best viewed in colour.
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beer, binocular, cell phone, chair, cigarette, costume, police tape, rope, scotch,
screwdriver, table, tarfon (a vehicle that resembles a spaceship) and tap. Each object is
represented by two query images and four regions. We used only two image examples since
the images that contain the identified objects in the Comic-202 sub-collection were limited.
To recognise and tag the objects in the comic collection, we followed the same method used
for tagging and retrieving the characters.
Table 5.4: Average Precision (AP) and Precision at five (P@5) results of QBIE for objects
using the combining functions when two images are presented as query examples. Bold
values – best retrieval effectiveness
Objects Bag Bed Beer Binocular Cell Phone
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
1 Example 0.1516 0.2 0.3333 0.2 0.3088 0.4 0.0556 0.0 0.5909 0.2
2 Examples 0.2156 0.2 0.3333 0.2 0.2544 0.4 0.0357 0.0 0.7000 0.4
Objects Chair Cigarette Costume Police Tape Rope
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
1 Example 0.0091 0.0 0.0727 0.2 0.2607 0.4 0.2500 0.2 0.1392 0.2
2 Examples 0.0088 0.0 0.0706 0.2 0.2709 0.4 0.2000 0.2 0.6943 0.6
Objects Scotch Screwdriver Table Taps Tarfon
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
1 Example 0.3258 0.4 0.0373 0.0 0.2000 0.2 0.4751 0.8 0.2461 0.2
2 Examples 0.2546 0.2 0.6000 0.2 0.2000 0.2 0.3928 0.8 0.1578 0.2
As the baseline for retrieving objects, we compared the retrieval effectiveness of using a
whole image example. We analysed the impact of using a single image and multiple images as
examples to find a specific object. Table 5.4 shows the Average Precision (AP) and Precision
at five (P@5) results of using single and multiple QBIE for objects. When two images were
used as the query, we applied the Maximum combining function to reduce the result to a
single similarity value. Based on the results, we observed that presenting two images as
examples improves the retrieval effectiveness for some objects. Nevertheless, using one image
as the example satisfies the query.
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Table 5.5: Average Precision (AP) and Precision at five (P@5) results for each object. Bold
values indicate the best retrieval effectiveness. Italic values indicate the best retrieval effec-
tiveness for each objects within the multiple-region query types.
Objects Bag Bed Beer Binocular Cell Phone
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
Whole Image
QBIE-MAX 0.2156 0.2 0.3333 0.2 0.2544 0.4 0.0357 0.0 0.7000 0.4
Region 1
QR1-LCE-MAX 0.0733 0.4 0.3333 0.2 0.2500 0.4 1.0000 0.2 0.2738 0.2
Region 2
QR2-LCE-MAX 0.0718 0.2 0.3333 0.2 0.2543 0.2 0.0667 0.0 0.0065 0.0
Multiple-region
QR1and2-LCE-MAX-MAX 0.0726 0.2 0.3333 0.2 0.5000 0.6 1.0000 0.2 0.2679 0.2
QR1and2-LCE-MIN-MAX 0.0730 0.4 0.3333 0.2 0.2500 0.4 0.1667 0.0 0.2786 0.2
QR1and2-LCE-SUM-MAX 0.0778 0.4 0.3333 0.2 0.5000 0.6 0.5000 0.2 0.0274 0.0
Objects Chair Cigarette Costume Police Tape Rope
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
Whole Image
QBIE-MAX 0.0088 0.0 0.0706 0.2 0.2709 0.4 0.2000 0.2 0.6943 0.6
Region 1
QR1-LCE-MAX 0.2633 0.0 0.6000 0.2 0.2395 0.6 0.0000 0.0 0.0251 0.0
Region 2
QR2-LCE-MAX 0.0156 0.0 0.1345 0.2 0.1198 0.2 0.0000 0.0 0.0251 0.0
Multiple-region
QR1and2-LCE-MAX-MAX 0.0286 0.0 0.1345 0.2 0.2395 0.6 0.0000 0.0 0.0251 0.0
QR1and2-LCE-MIN-MAX 0.0263 0.0 0.1467 0.2 0.3024 0.8 0.0000 0.0 0.0253 0.0
QR1and2-LCE-SUM-MAX 0.0345 0.0 0.0600 0.0 0.3115 0.8 0.0000 0.0 0.0249 0.0
Objects Scotch Screwdriver Table Taps Tarfon
AP P@5 AP P@5 AP P@5 AP P@5 AP P@5
Whole Image
QBIE-MAX 0.2546 0.2 0.6000 0.2 0.2000 0.2 0.3928 0.8 0.1578 0.2
Region 1
QR1-LCE-MAX 0.0147 0.0 0.0109 0.0 0.0417 0.0 0.4183 0.6 0.0961 0.0
Region 2
QR2-LCE-MAX 0.0625 0.0 0.0360 0.0 0.0909 0.0 0.0157 0.0 0.3025 0.2
Multiple-region
QR1and2-LCE-MAX-MAX 0.0625 0.2 0.0102 0.0 0.0909 0.0 0.3438 0.6 0.3598 0.2
QR1and2-LCE-MIN-MAX 0.0833 0.2 0.0081 0.0 0.3333 0.2 0.3042 0.2 0.3312 0.4
QR1and2-LCE-SUM-MAX 0.2500 0.2 0.1222 0.0 0.2500 0.2 0.2909 0.2 0.6591 0.6
With reference to Table 5.5, the following discussion is based on the average value of
the results obtained using regions as query example to retrieve the objects. The detailed
results for retrieving the objects are presented in Appendix E. For most objects, using
the region (irrespective of whether Region 1 or Region 2 is used) as the example improves
the retrieval effectiveness. This indicates that we managed to tag the regions correctly.
When combining two regions as the query, the Maximum and Sum combining functions were
better in recognising the objects, when compared to the Minimum combining function. The
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retrieval effectiveness of the objects beer, binocular, chair, cigarette, costume, table,
and tarfon is improved when multiple regions are used. For the other objects, a visual
inspection indicates that the surrounding image features were more prominent, therefore
using the whole image as example was better.
Comparing the overall performance between the comic characters and objects, we found
that the performance for tagging and retrieving the objects were poor than the comic char-
acters. This is because the objects are small in size which makes them much more trivial
to recognise and tag. Furthermore, we learned to recognise the objects using less example
compared to the comic characters. Thus, one way to improve the performance is by increas-
ing the number of training examples since the objects are harder to recognise due to their
nature of appearance in the image collection.
5.6 Summary
In this chapter, we have presented a technique to tag image regions with semantic concepts
using Goats comic collection. The regions were represented by colour and shape features.
When there are only a few examples available to use, we observed that the equal-weight
linear combination technique is the most effective to recognise the comic characters.
Through a series of experiments, we demonstrated that using a single-region query exam-
ple is better than using the whole image as the query example. Moreover, the multiple-region
query examples outperformed single-region query examples and also the whole-image query
examples. This indicates that using more examples of the region of interest improves the
retrieved results. We have also compared the effectiveness of region tagging using the equal-
weight linear combination with various machine learning algorithms. We found that an
equal-weight linear combination of shape features is simpler and at least as effective as using
a machine learning algorithm.
In the next chapter, we show how we integrate the multiple-region QBRE approach
described here, to automatically generate the relationship between image regions and the
semantic concepts in an image ontology. This is a top-down approach towards bridging the
semantic gap in CBIR [Hare et al., 2006a]. We also present an image ontology query language
as a stepping stone to this end.
115
Chapter 6
The Synergy of an Ontology and
Tagged Regions
“ · · · the concept owes its meaning and its justifica-
tion exclusively to the totality of the sense impressions
which we associate with it.”
— Albert Einstein
Approaches to bridge the semantic gap can be top-down, bottom-up or a combination of
both [Hare et al., 2006a;b]. Building an ontology can be seen as addressing the semantic gap
problem from the top down since ontology facilitates structured knowledge presentation.
As an example, an ontology can be used to semantically annotate images in a family photo
album by structuring the information according to event, venue, date and people.
In the previous chapter, we addressed the semantic gap problem from the bottom up
by automatically tagging semantic concepts to image regions using the equal-weight linear
combination technique. In this chapter, we present a combined approach where we construct
a Web Ontology Language (OWL) ontology by organising the semantic concepts derived in
the bottom-up approach into the ontology. The ontology is used as a knowledge repository
that stores information about the image regions in the image collection. To validate the
usability of the ontology, we pose queries to retrieve images containing characters.
The queries are formulated through the Visual Ontology Query Interface (VOQI). To
process the queries, we propose the Visual Ontology Query Language (VOQL), a query lan-
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guage that interprets visual ontology queries into the SPARQL Protocol and RDF Query
Language (SPARQL). We use the Comic-1224 sub-collection as described in Chapter 3 for
the experiments in this chapter. The concepts to be detected are the characters in the Goats
comic. Besides detecting the characters, we extend our approach to also recognise the spa-
tial locations of the characters. Being able to query a character’s position against another
character enriches the query specification. Users are able to specify the exact locations of
the intended characters in their query.
This research can be seen as extending the ideas of OQUEL, the visual ontology query
language proposed by Town [2004]. Instead of using a simple ontology, we represent the
ontology using a formal ontology language. Moreover, unlike OQUEL, the visual queries are
interpreted into SPARQL using VOQL. Another main difference is that we retrieve images
based on the concepts that are automatically tagged to the image regions, and OQUEL
retrieves images by directly comparing the low-level features. In this research, the correlation
between the concepts is incorporated into the ontology, instead of using a more complex
approach as proposed by Qi et al. [2007].
The overall architecture of the proposed system presented in this chapter is depicted
in Figure 6.1. The proposed system consists of six components that are based on a CBIR
system and ontology engineering. The CBIR system components are: an image collection,
a feature extraction component, a semantic interpretation component and a user interface.
The ontology engineering component includes an ontology construction component and a
retrieval component.
The feature extraction component is used to extract the shape features of the regions
from the images in the collection. Based on the extracted shape features, we obtain the
semantic interpretation and represent it in the form of region tags. These region tags are
then processed by the ontology construction component. The retrieval component is used to
process the image retrieval queries. It also serves as the means to validate the usability of
the ontology. During retrieval, the constructed ontology is used as the knowledge base to
answer queries formulated using the user interface. The query answers are in the form of
image references. The matching images are retrieved from the image collection and displayed
to the user.
The remainder of the chapter is structured as follows. In Section 6.1, we recapitulate the
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Figure 6.1: Integration of image retrieval system and ontology engineering process.
technique used to automatically tag the regions that correspond to the comic characters and
provide an explanation of how we identify their spatial locations. In Section 6.2, we describe
in detail the ontology construction. In Section 6.3, we introduce the SPARQL. In Section 6.4,
we present the ontology query interface. In Section 6.5, we explain the grammar behind the
interface that converts the query into SPARQL. In Section 6.6, we evaluate and analyse the
retrieval effectiveness of using the ontology. Finally, we provide a summary in Section 6.7.
6.1 Region Tagging and Spatial Location
Detecting the comic characters based on the regions extracted from the images in the col-
lection is performed first, as the assigned tags are used to build the ontology. In the CBIR
components, we used the feature extraction component in Figure 6.1 to extract colour and
shape features of image regions. To obtain the semantics, the extracted features are com-
bined to form a feature vector for a region and tagged with keywords representing the five
comic characters using the equal-weight linear combination technique as described in Chap-
ter 5. While Town and Sinclair [2004] constructed an image ontology that describes the
low-level features classified using the Bayesian Network classifier, we chose the equal-weight
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Figure 6.2: Oliver is on the right of Diablo and Fineas.
linear combination technique as it was found to be the most effective for the Goats comic
collection.
Based on the tagged regions, we automatically calculated the centroid coordinate of the
region using Equation 2.16 defined in Chapter 2. The x-coordinate is used to determine the
spatial location left and right. We defined right as the viewer’s right (which is stage left). As
depicted in Figure 6.2, the character, Diablo with the centroid coordinate (xc1, yc1), is to the
left of Fineas with the centroid coordinate (xc2, yc2), because xc1 < xc2. Both characters,
Diablo and Fineas are to the left of Oliver since xc1 and xc2 are less than xc3. The definition
of spatial location right is the reverse of left. The region tags and their corresponding centroid
coordinate are then incorporated into the ontology.
To support the spatial location query for a single character, we integrated the width
information of the images into the ontology. When determining whether a character is
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Figure 6.3: Activities involved in ontology construction.
located in the right or left of the image, we take the image width and divided it by two.
Hence, we obtained the centre value of the image’s width, cw, for the images. This is done
during the retrieval process. Referring back to Figure 6.2, the comic character Oliver spatial
location is in the right half of the panel.
Our experiments related to spatial location only utilise the x-coordinate since most of the
comic characters in the strips are located on the lower half of the panels. The upper half of
the panels usually contain the speech balloon, which are not considered in our experiments,
and hence ignored.
6.2 Ontology Construction
An ontology is a knowledge representation to describe things that exist around us. The
information in the ontology is structured, and embodies an agreed set of concepts within
the domain and the relationships between those concepts. Currently, the popular usage
of ontologies is for semantic web applications. Ontologies are used for efficient knowledge
representations that can be shared, re-used and easily processed by computers at a global
scale [Berners-Lee et al., 2007].
In the ontology construction component, we combine the methods proposed by Uschold
and King [1995], Noy and McGuinness [2001], and Simperl and Tempich [2006]. The ontology
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construction component consists of several activities. As shown in Figure 6.3, these activities
include analyse, conceptualise and implement, and are executed in sequence. Developing an
ontology is an iterative process, therefore the activities can be repeated in several iterations
until the ontology captures the intended knowledge domain. In this section, we describe the
ontology construction based on the activities listed in Figure 6.3.
6.2.1 Analyse the Ontology Domain
The first activity in developing an ontology is to analyse the intended domain that the
ontology will serve. In this activity, we define the focus, usage and scope of the ontology.
Accordingly, we determined that the ontology focuses on the comic domain. Specifically, we
developed an ontology for the Goats comic image collection. This ontology includes concepts
for images and comic collections, generally, and specific concepts for the Goats comic. We
used the ontology as the knowledge repository to store information and relationships of the
image regions in the collection.
The scope of the ontology is to support image retrieval for images containing at least one
of the comic characters. These images are retrieved based on the tagged regions derived from
the semantic interpretation component of the image retrieval system. Using the ontology, we
expect to retrieve the relevant image panels that contain the answers to queries, such as:
• Find panels where the character Fineas exists;
• Find panels where the characters Fineas and Diablo exist;
• Find Diablo, where he is stage left;
• Find Oliver on the right of Diablo;
• Find panels that Fineas, Oliver and Diablo are together;
• Find panels where Fineas is on the left of Diablo; and
• Find panels where Fineas is on the left of Diablo, and Diablo is on the right of Oliver.
These queries utilise the terms in the ontology for retrieving images. The terms are
detailed next.
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dialogue panel id
comic name comic character
author’s name graphic designer name
background or setting character spatial location
comic strip id number of panels in a comic strip
objects or props theme or series name for the comic strip
Table 6.1: Ontology terms for the comic domain
concepts graphics
CentroidX CentroidY
author’s name comic name
comic strip id comic character
panel id panel width
Table 6.2: Ontology terms for the Goats Comic. Added terms are in italic.
6.2.2 Ontology Conceptualisation
This activity involves defining the concepts or terms used in the ontology and searching for
an existing, similar ontology. To define the concepts that build up the ontology, we first
formalised the general concepts in the domain, and then specialised them. We started with
the top-level elements or class of the ontology such as Graphic and Concept, which is
followed by several specific elements known as subclasses, for instance, Strip and Panel.
We defined the terms in Table 6.1, as potential terms for the comic domain. Based on
the suitability for our application and usage, several terms defined in Table 6.1 are adopted
for building the ontology. We also added several terms specifically for the Goats comic
collection, as listed in Table 6.2. In this thesis, we use the words “term” and “concept” to
refer to “class” when discussing the ontology.
Based on the terms, we conducted an extensive search for an existing ontology related
to the comic domain that may be available on the Web and in the public ontology libraries.
However, we did not manage to find any relevant ontology. Therefore we built our own
ontology.
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Figure 6.4: Visual graph of the image ontology generated using OntoViz (http:// protege.
cim3.net/ cgi-bin/ wiki.pl?OntoViz). Relationships — isa: is-a, InPanel, HasCharacter,
and PartOf.
6.2.3 Ontology Implementation
The ontology implementation activity includes structuring the ontology and representing it
using an ontology language. We adopted the Web Ontology Language (OWL) recommended
by the W3C. We implemented the ontology the using the OWL-Full sublanguage. This
is an extension of the OWL-DL sublanguage, and has no limitations on the expressions.
We adopted this sublanguage because it can accurately describe the instances and their
constraints in an ontology.
In building the ontology, the concepts identified earlier in Table 6.2 are organised into
classes and subclasses of the ontology. This is done by classifying the concepts in the ontology
and recognising whether a concept has an is-a relationship with the superclass, for example,
character is a subclass of concept. Figure 6.4 illustrates the proposed ontology structure,
and Figure 6.5 is a snippet of the OWL representation for the classes. Based on these two
figures, the ontology structure is divided into two general classes Concept and Graphic.
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<?xml version="1.0"?>
<rdf:RDF
xmlns="http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:xsd="http://www.w3.org/2001/XMLSchema#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:owl="http://www.w3.org/2002/07/owl#"
xmlns:p1="http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl#"
xmlns:p2="http://www.owl-ontologies.com/assert.owl#"
xml:base="http://dayang.cs.rmit.edu.au/~dayang/ComicOntology">
<owl:Ontology rdf:about="The Goats Comic Ontology"/>
<owl:Class rdf:ID="Concept">
<rdfs:subClassOf><owl:Class rdf:ID="Comic"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Fineas">
<rdfs:subClassOf><owl:Class rdf:ID="Character"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Bob">
<rdfs:subClassOf><owl:Class rdf:about="#Character"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Jon">
<rdfs:subClassOf><owl:Class rdf:about="#Character"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Diablo">
<rdfs:subClassOf><owl:Class rdf:about="#Character"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Oliver">
<rdfs:subClassOf><owl:Class rdf:about="#Character"/></rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Graphic"><rdfs:subClassOf rdf:resource="#Comic"/></owl:Class>
<owl:Class rdf:ID="Strip"><rdfs:subClassOf rdf:resource="#Graphic"/></owl:Class>
<owl:Class rdf:ID="Panel"><rdfs:subClassOf rdf:resource="#Graphic"/></owl:Class>
<owl:Class rdf:about="#Character"><rdfs:subClassOf rdf:resource="#Concept"/></owl:Class>
...
</rdf:RDF>
Figure 6.5: A snippet of the ontology class and subclasses in OWL format.
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...
<owl:ObjectProperty rdf:ID="HasCharacter">
<rdfs:range rdf:resource="#Character"/>
<rdfs:domain rdf:resource="#Panel"/>
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="InPanel"/>
</owl:inverseOf>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="PartOf">
<rdfs:range rdf:resource="#Strip"/>
<rdfs:domain rdf:resource="#Panel"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#InPanel">
<rdfs:domain rdf:resource="#Character"/>
<rdfs:range rdf:resource="#Panel"/>
<owl:inverseOf rdf:resource="#HasCharacter"/>
</owl:ObjectProperty>
<owl:DatatypeProperty rdf:ID="name"/>
<owl:DatatypeProperty rdf:ID="CentroidX"/>
<owl:DatatypeProperty rdf:ID="CentroidY"/>
<owl:DatatypeProperty rdf:ID="image_Ref"/>
<owl:DatatypeProperty rdf:ID="Width"/>
...
Figure 6.6: A snippet of the ontology in OWL format showing the properties of the classes.
The class Concept has a subclass Character that further contains subclasses that represent
the characters Bob, Diablo, Fineas, Oliver and Jon. The Graphic subclasses are Strip
and Panel. This ontology structure allows the graphic elements of the image collection
to be separated from the semantic concepts. Classes in an ontology are connected using
relationships. The class Character has an InPanel relationship with the class Panel, with
the inverse relationship HasCharacter. The class Panel has a relationship of Partof with
the class Strip. All other concepts are connected with an is-a relationship.
To further describe a class, we defined a set of properties. The properties are also known
as slots [Noy and McGuinness, 2001]. Figure 6.6 shows a snippet of the properties that
are in the image ontology. Class properties are divided into types: intrinsic and extrinsic.
Intrinsic properties are properties that relate to the essential nature of the class and extrinsic
properties are indirect properties of the class. Examples of intrinsic properties of the class
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Strip in the proposed ontology are Panel and name. The extrinsic properties of the class
Strip are CentroidX and CentroidY, which are also the intrinsic properties of the class
Character.
Facets describe the value type, allowed values, the cardinality (number of values), and
other features of the values that properties can have [Noy and McGuinness, 2001]. A class
property can have different facets, which include:
• cardinality: The number of values a property can have. For example, the properties
name, CentroidX, CentroidY and ImageRef may have only one value.
• value-type: Format of the data. Referring to the OWL snippet in Figure 6.7, the name
property has the facet value type “string”, which is the simplest value type.
• instance-type: Relationships between instances; for example, InPanel and HasCharacter
are instance-type facets.
The last step in engineering an ontology is to populate it with instances. Figure 6.7 illus-
trates an instance of a panel with an image reference of goats031229.png-a that is a panel
of the strip goats031229. As depicted in Figure 6.8, the panel contains three characters,
Diablo, Jon and Oliver. Each of the characters has a centroid coordinate that indicates its
spatial location in the panel. To populate the ontology, we implemented an instance popu-
lating module as part of the ontology construction component. This module takes the region
tags and their centroid from the semantic interpretation component. The instance populating
module also identifies the panels and strips where the regions reside.
Using 1224 panels from Collection 1224 of the Goats comics, we obtained 3680 region
tags matching the comic characters. Integrating the region tags into the ontology gives us a
total of 3680 instances. This implies that a panel contains at most two or three characters.
To query and retrieve information from the ontology, we use SPARQL, which will be
introduced as follows.
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...
<Panel rdf:ID="goats031229.png-a">
<HasCharacter>
<Diablo rdf:ID="Diablo_goats031229.png-a">
<CentroidX rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">101</CentroidX>
<CentroidY rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">158</CentroidY>
<InPanel rdf:resource="#goats031229.png-a"/>
<name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Diablo</name>
</Diablo>
</HasCharacter>
<HasCharacter>
<Jon rdf:ID="Jon_goats031229.png-a">
<CentroidX rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">85</CentroidX>
<CentroidY rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">37</CentroidY>
<InPanel rdf:resource="#goats031229.png-a"/>
<name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Jon</name>
</Jon>
</HasCharacter>
<HasCharacter>
<Oliver rdf:ID="Oliver_goats031229.png-a">
<CentroidX rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">164</CentroidX>
<CentroidY rdf:datatype="http://www.w3.org/2001/XMLSchema#unsignedInt">231</CentroidY>
<InPanel rdf:resource="#goats031229.png-a"/>
<name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Oliver</name>
</Oliver>
</HasCharacter>
<image_Ref rdf:datatype="http://www.w3.org/2001/XMLSchema#string">goats031229.png-a</image_Ref>
<name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">goats031229.png-a</name>
<Width rdf:datatype="http://www.w3.org/2001/XMLSchema#integer">250</Width>
<PartOf>
<Strip rdf:ID="goats031229">
<name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">goats031229</name>
</Strip>
</PartOf>
</Panel>
...
Figure 6.7: A snippet of the ontology instances in OWL format.
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Legend: Diablo Jon Oliver
Figure 6.8: The panel corresponding to the snippet of the ontology instances in Figure 6.7.
6.3 SPARQL Ontology Query Language
SPARQL is an ontology protocol1 and query language2 that has been adopted by the W3C
as the means to access and query ontologies built using RDF. Currently, SPARQL has been
extended to support OWL ontologies.
SPARQL is like SQL and has the capabilities for querying graph patterns. A SPARQL
query is processed by matching the triple patterns that include subject, predicate and object
to a graph pattern. A graph pattern is a data graph (a representation of subject, predicate
and object in the form of URI) with constants replaced by variable names. There are five
types of SPARQL graph patterns:
• Basic Graph Patterns, where a set of triple patterns must match;
• Group Graph Patterns, where a set of graph patterns must match, otherwise the graph
patterns fail;
1http://www.w3.org/TR/rdf-sparql-protocol
2http://www.w3.org/TR/rdf-sparql-query
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• Optional Graph patterns, where additional graph patterns may match;
• Alternative Graph Patterns, where two or more possible patterns are tried (any or all
graph patterns may match); and
• Patterns on Named Graphs, where patterns are matched against named graphs.
More complex graph patterns can be formed by combining smaller patterns in various ways.
In this thesis, we used SPARQL since it provides the flexibility to query an OWL ontology.
SPARQL query syntax is based on triple patterns represented in Terse RDF Triple Lan-
guage (Turtle) or Notation 3 (N3) data style. Turtle is an extension of N3, which allows RDF
graphs to be completely written in a compact and natural text form, with abbreviations for
common usage patterns and datatypes [Beckett, 2007]. SPARQL Triple Patterns are written
as a whitespace-separated list of a subject, a predicate and an object; there are abbreviated
ways of writing some common triple pattern constructs.
There are four types of SPARQL query expressions: SELECT, CONSTRUCT, ASK and DESCRI-
BE. The SELECT query either returns all, or a subset of, the variables bound in the query
pattern match. The CONSTRUCT query returns an RDF graph created using a specified graph
template. The ASK query is used to test whether a query pattern has a solution. The solution
is a Boolean value converted to “true” or “yes” if the pattern exists, and “false” or “no” if
it does not exist. The DESCRIBE query returns an RDF graph that describes the resource
found. Solutions for a SPARQL query are presented in the form of either XML, RDF or
plain text. We use the SELECT expression to formulate the queries and the plain text format
for the solution, so that we can retrieve the matching images.
Solutions to the queries are generated in an unordered manner. To rearrange the SPARQL
solutions, there are several solution sequence modifiers. The ORDER modifier establishes the
order of a solution. When there are duplicate solutions, the DISTINCT and REDUCED modifiers
eliminate the duplicate solutions. The OFFSET modifier determines when to start generating
the solutions (for example after the fifth matching answers found) and the LIMIT modifier
sets the maximum number of the returned solutions. The FILTER modifier can be used to
filter the desired solution based on the given conditions. The SPARQL query language is
still only a W3C recommendation proposal at the time of writing. A complete reference is
presented by Prud’hommeaux and Seaborne [2008].
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Figure 6.9: The Visual Ontology Query Interface with no query input.
6.4 Visual Ontology Query Interface
The Visual Ontology Query Interface (VOQI) is depicted Figure 6.9. This simple query
interface supports up to 64 query combinations. Since the ontology was built to accommodate
the knowledge of the regions in the image collection, the formulated queries can be seen as
querying for the regions that represent the comic characters. These regions are represented
by character icons. To handle the queries, we propose the Visual Ontology Query Language
(VOQL), which is a formal text interpretation of the query expressed visually using VOQI.
VOQL is more powerful than VOQI as it can represent every query generated by using VOQI,
but is not limited to only three characters.
There are two types of queries. One is the character query, to find the desired characters
in an image. The other is the spatial location query, which allows the user to pose a query
that retrieves characters, based on their spatial location. To combine the characters, we use
several combination operators:
• AND, to perform a logical conjunction on two expressions. We use this operator to
retrieve images containing more than one character.
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• OR, to perform a logical disjunction on two expressions. We use the exclusive OR
operator (XOR) to retrieve images containing either one of the characters specified in
the query.
• NOT WITH, to perform logical negation on an expression. We use this operator to retrieve
images containing other characters except the specified character.
• RIGHT OF, to perform the “right” positional expression; and
• LEFT OF, to perform the “left” positional expression.
When a query contains multiple combination operators, the system evaluates and resolves
the query from left to right. Parentheses are used to force the first part of the query expression
to be evaluated before other parts of the query. Operations within parentheses are always
performed before those outside. In the case of a spatial location query, we evaluated the
combination from left to right.
In the next section we present the VOQL formal grammar and some examples of queries
interpreted by VOQL. These queries have a two-fold purpose, first as a method to validate
the use of the ontology — known as ontology evaluation — and second as the means to
retrieve desired images.
6.5 Visual Ontology Query Language
VOQL is a visual query language for querying image ontologies that are represented in both
OWL and RDF format. It maps the visual queries to the SPARQL ontology query language.
The advantages of using VOQL alongside VOQI is the ease of the ontology querying pro-
cess and result interpretation. The user is able to formulate a query without any knowledge
of the SPARQL syntax via VOQI, which is then interpreted by VOQL. This prevents syn-
tactic errors and a user would be able to focus on the information need, rather than on the
formulation of query. Upon issuing a query through VOQI, VOQL converts the query into
SPARQL and returns a set of answers that are presented visually, instead of a list containing
the ontology elements.
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[1] Query ::= Subquery | Subquery Operator Subquery
[2] Subquery ::= ComicCharacter | ‘(’ Query ‘)’
[3] ComicCharacter ::= ‘Bob’ | ‘Diablo’ | ‘Fineas’ | ‘Oliver’ | ‘Jon’
[4] Operator ::= ‘AND’ | ‘OR’ | ‘NOT WITH’ | ‘RIGHT OF’ | ‘LEFT OF’
Figure 6.10: The VOQL formal grammar in EBNF.
The Extended Backus-Naur Form (EBNF) notations are used to define the VOQL formal
grammar. The definition for the notations presented in Figure 6.10 according to Bray et al.
[2006] are:
• ‘string’ matches a literal string that is given inside the single quotes.
• J|K, matches J or K. Where J and K represent simple expressions.
When a query is submitted to the retrieval component in Figure 6.1, VOQL interprets
it into SPARQL. The SPARQL ontology query language is used to retrieve a set of answers
that satisfies the query expressions. We used the ARQ Jena3 query engine to process the
SPARQL query and find all possible answers that match. A set of matching images are then
displayed to the user.
A sample of a single-subject character query “Fineas” and its answers is depicted in
Figure 6.11. The SPARQL query interpreted using VOQL is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE{
?char comic:name ?CharacterName1;
comic:InPanel ?Panel .
FILTER regex( ?CharacterName1, "^Fineas", "i") )
}
3http://jena.sourceforge.net/ARQ
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Figure 6.11: A sample query “Fineas” using VOQI. The answers depicted are only a small
subset of the retrieved answers.
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Figure 6.12: A sample query “Fineas LEFT OF Oliver” using VOQI. The answers depicted
are only a small subset of the retrieved answers.
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The SELECT query expression returns all the answers that are bound to the variable ?Panel.
The WHERE clause includes a set of graph pattern, FILTER and regex statement to match
against. In this example, we have a set of two graph patterns:
• ?char comic:name ?CharacterName1; is used to retrieve the name of the character;
and
• comic:InPanel ?Panel. is used to retrieve the corresponding panels.
The FILTER term constraint is used to limit the return answers. Accordingly, FILTER
regex(?CharacterName1, "^Fineas", "i") is used to retrieve panels that contain only
the character Fineas, specified using the regular expression, which is case insensitive ("i").
The SPARQL regular expression syntax follows the regular expression for XQuery 1.0 and
XPath 2.0.4
The interpretation of a multiple-subject character query (using AND, OR and NOT WITH
operators) also uses the WHERE clause with several sets of graph patterns (FILTER and regex
statements that were used in the single-subject character query). The number of the graph
patterns depend on the number of characters in the query. For example, a multiple-subject
character query using the AND operator consists of the FILTER and regex statements of the
single-subject character query repeated for each character in the query. A multiple-subject
character query using the OR operator involves a UNION query condition. A multiple-subject
character query using the NOT WITH operator, for example, “Fineas NOT WITH Diablo”, the
first FILTER and regex statement is the same as the single-subject character query and the
second FILTER and regex statement include a negative regular expression denoted by a pair
square bracket ([ ]). Therefore, the second FILTER and regex statement is FILTER regex(
?CharacterName1, "[^Diablo]", "i").
A sample of spatial location query for multiple characters is depicted in Figure 6.12. The
query “Fineas LEFT OF Oliver” was interpreted using VOQL as:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?char1 comic:CentroidX ?CharacterCx1;
4http://www.w3.org/TR/xpath-functions/#regex-syntax
135
CHAPTER 6. THE SYNERGY OF AN ONTOLOGY AND TAGGED REGIONS
comic:name ?CharacterName1;
comic:InPanel ?Panel.
?char2 comic:CentroidX ?CharacterCx2;
comic:name ?CharacterName2;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Fineas", "i")
FILTER regex( ?CharacterName2, "^Oliver", "i")
FILTER (?CharacterCx1 < ?CharacterCx2)
}
The WHERE clause includes two sets of graph pattern and three FILTER statements (two
FILTER statements that include regex expression and one FILTER statement without any
regular expression). The statements FILTER regex(?CharacterName1, "^Fineas", "i")
and FILTER regex(?CharacterName2, "^Oliver", "i") specify that we want to retrieve
images that contain the characters Fineas and Oliver. Their x-centroid coordinates were
compared using FILTER (?CharacterCx1 < ?CharacterCx2). The SPARQL query for the
RIGHT OF operator follows the same syntax as the query for the LEFT OF operator, except
for the last FILTER and regex statement. Instead of using <, the RIGHT OF operator uses >
to compare the x-centroid coordinates.
A spatial-location query for a single character was interpreted differently from the spatial-
location query for multiple characters. Instead of comparing two x-centroid coordinates, the
x-centroid coordinate of the character is compared with the centre panel width value. This
is done during the retrieval process using the FILTER (?CharacterCx1 < ?PanelWidth/2)
statement.
More examples of the queries that have been interpreted using VOQL are presented in
Appendix F. In the next section, we present an evaluation and analysis of using ontology for
image retrieval.
6.6 Result Evaluation and Analysis
Ontology evaluation is a process of evaluating the correctness, usability and the content of
the ontology. To evaluate how well our ontology has served as the knowledge base for the
image regions in the collection, we used the recall and precision metrics.
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Table 6.3: Retrieval Effectiveness of single character query.
Character Recall Precision Number of Number of
relevant images retrieved images
Bob 1.000 0.138 77 560
Diablo 0.900 0.704 298 382
Fineas 0.940 0.799 300 353
Jon 0.900 0.373 209 501
Oliver 0.966 0.350 143 391
There are several points that need to be noted when evaluating the retrieval effectiveness
of using an ontology. First, we retrieve all possible matching answers and secondly, these
answers are not ranked in any order of similarity. In this section, we evaluate and analyse
the retrieval effectiveness for the following:
1. single-subject character query;
2. single-subject spatial location query;
3. multiple-subject character query; and
4. multiple-subject spatial location query.
The retrieval effectiveness of retrieving a single character using the ontology from the
image collection is shown in Table 6.3. We observe that the query for the character Bob has
100% recall, indicating that all the relevant images have been retrieved. On the other hand,
the low precision value is due to large number of images retrieved as the answers. The second
highest recall is for the character Oliver (96.6%), followed by the character Fineas (94%).
Recall for both of the characters Diablo and Jon is the same (90%). The character Fineas had
the highest precision (79.9%), which implies that most of the images retrieved contain Fineas.
The average retrieval effectiveness of searching images that contain the comic characters
using character queries and spatial location queries are shown in Table 6.4. We observed
a high recall performance for all queries, with exception of the NOT WITH operator, where
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Table 6.4: Average retrieval effectiveness for different types of queries.
Query Type Operator Recall Precision
Single-subject
Character - 0.9412 0.4728
NOT WITH 0.8306 0.9842
Spatial Location RIGHT OF 0.7790 0.3122
LEFT OF 0.7728 0.4250
Multiple-subject
Character AND 0.6888 0.1431
OR 0.9441 0.5168
NOT WITH 0.4565 0.7218
the precision performance is better. In querying for a single character, the character queries
without any operator had the highest recall effectiveness. On the other hand, the character
queries with the NOT WITH operator resulted the highest in precision. This indicates that we
are able to retrieve most of the relevant images that exclude a particular character using the
ontology. The spatial location queries using the RIGHT OF operator performed slightly better
in recall when compared to using the LEFT OF operator. However, the precision effectiveness
shows that more relevant images were retrieved using the LEFT OF operator in the spatial
location queries.
For the character queries in the multiple subjects search, the retrieval effectiveness of
queries with the OR operator performed highest in recall. However, the retrieval effectiveness
of using the NOT WITH operator outperformed the other operators in precision. This shows
that using the NOT WITH operator to query the ontology, we are able to retrieve more relevant
images.
The performance of the characters retrieval may be influenced by their visual appearance.
For example, when they wear different costume or mask, the main region that represent
the character is covered and the colour could vary. This will also influence the size of the
characters. Apart from that, the noisy background in the images and overlapping characters
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Table 6.5: Average retrieval effectiveness of the spatial location queries for multiple characters
using the LEFT OF operator (that is an equivalent query using the RIGHT OF operator) for each
character.
Query Recall Precision
Bob LEFT OF all other characters 0.2500 0.0157
Diablo LEFT OF all other characters 0.9095 0.2743
Fineas LEFT OF all other characters 0.5467 0.1985
Jon LEFT OF all other characters 0.6285 0.0903
Oliver LEFT OF all other characters 0.4582 0.0920
also contribute to the ineffectiveness in recognising and tagging the characters. Additional
tags that represent the costumes or props and describe these visual ambiguity need to be
included into the ontology in order to overcome these problems.
The average retrieval effectiveness of using the spatial location queries for multiple subjects
are shown in Table 6.5. For the spatial location queries, we show the retrieval effectiveness
of using only one spatial location operator. This is because, the spatial location of one char-
acter is actually an inverse location of the other character in the query. To further explain,
consider the query “Jon LEFT OF Oliver”. This is an equivalent query of “Oliver RIGHT OF
Jon”. Therefore, we formulated four queries that combine a character with the other four
characters using the LEFT OF operator. We observed that the best retrieval effectiveness in
recall and precision was dominated by the spatial location queries for Diablo. The lowest
retrieval effectiveness was for the character Bob, because there were no relevant images for
two of the characters that were queried with Bob.
We present the detailed analysis of the retrieval effectiveness for all the queries posed
to the ontology query system in the next subsection. Based on the average retrieval ef-
fectiveness analysis, we conclude that the ontology built does provide sufficient knowledge
to answer most of the queries that request comic characters. As for the spatial location
queries, with the exception of characters Bob and Oliver in the multiple-subject retrieval,
we observe that at least half of the total number of relevant images were retrieved using the
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Table 6.6: Retrieval Effectiveness of single character query using NOT operator.
Query Recall Precision Number of Number of
relevant images retrieved images
Bob 0.810 0.989 1197 982
Diablo 0.744 0.993 1197 888
Fineas 0.888 0.969 1165 1063
Jon 0.855 0.991 1200 1034
Oliver 0.856 0.979 1187 1035
ontology.
6.6.1 Detailed Analysis of Using the Ontology for Retrieving Images
The effectiveness of retrieving images that do not contain a specific character is shown in
Table 6.6. Result of images retrieved without the character Fineas had the highest recall
value. The overall precision of using the NOT operator for single subject queries are more
than 96%. This demonstrates that the ontology can be used to distinguish different regions
that belong to the character in the images.
Table 6.7 shows the retrieval effectiveness of using the spatial location queries for detecting
locations of a single character in the image. The query to find “Diablo LEFT OF Panel” is the
best in recall and precision when compared to the spatial location queries for other characters.
Finding images based on the spatial location for the character Bob results in the lowest recall
and precision value. The reason may be due to the less distinguishable colour of the region
that was used to identify the character Bob, thus leading to an incorrect semantic labelling.
For the characters Fineas and Oliver, a query for their spatial location left or right results in
fairly similar range of recall and precision. As for the character Jon, a query for the spatial
location right performed better in recall when compared to its precision.
We experimented with all possible combinations of two characters using the AND, OR and
NOT WITH operators. The retrieval effectiveness of retrieving multiple characters using the
AND operator is shown in Table 6.8. The queries for “Bob AND Oliver” and “Jon AND Oliver”
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Table 6.7: Retrieval Effectiveness of single character using LEFT OF and RIGHT OF spatial
location operators.
Query Recall Precision Number of Number of
relevant images retrieved images
Bob RIGHT OF Panel 0.632 0.120 57 300
Bob LEFT OF Panel 0.638 0.121 47 248
Diablo RIGHT OF Panel 0.862 0.468 94 173
Diablo LEFT OF Panel 0.873 0.656 157 209
Fineas RIGHT OF Panel 0.827 0.511 110 178
Fineas LEFT OF Panel 0.814 0.655 140 174
Jon RIGHT OF Panel 0.849 0.204 53 221
Jon LEFT OF Panel 0.813 0.415 139 272
Oliver RIGHT OF Panel 0.725 0.258 69 194
Oliver LEFT OF Panel 0.726 0.273 73 194
outperformed all of the other queries in recall. This is because the retrieved answers were
many, and all the relevant images were retrieved. Whereas, the query for “Diablo AND Fineas”
outperformed all of the other queries in precision even though not all of the relevant images
were retrieved. The query for “Jon AND Oliver” resulted a 0% recall and precision because all
of the relevant images were not retrieved. Our inspection indicates that the relevant images
are visually different, therefore the semantics for these two characters are not captured during
the region tagging process in the semantic labelling component of our architecture. As for
the query “Bob AND Fineas”, there are no relevant images in the collection.
Table 6.9 shows the retrieval effectiveness of using the OR operator for querying multiple
characters. In general, the retrieval effectiveness of querying with the OR operator is better
than querying with the AND operator. We observe that the retrieval effectiveness for the
query “Bob OR Oliver” performs best in recall and the query “Diablo OR Fineas” is best in
precision.
As shown is Table 6.10, using the NOT WITH operator the recall values are lower than the
precision values for all queries. The recall values indicate that the system did not manage to
retrieve all images that are relevant to the queries. On the other hand, among the retrieved
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Table 6.8: Retrieval effectiveness of multiple characters using the AND operator.
Query Recall Precision Number of Number of
relevant images retrieved images
Bob AND Diablo 0.500 0.007 2 142
Bob AND Oliver 1.000 0.043 6 138
Bob AND Jon 0.000 0.000 4 255
Bob AND Fineas 0.000 0.000 0 127
Diablo AND Oliver 0.885 0.174 26 132
Diablo AND Fineas 0.972 0.669 106 154
Diablo AND Jon 0.963 0.186 27 140
Fineas AND Jon 0.727 0.076 11 105
Fineas AND Oliver 0.841 0.241 43 145
Jon AND Oliver 1.000 0.035 5 142
Table 6.9: Retrieval effectiveness of multiple characters using the OR operator.
Query Recall Precision Number of Number of
relevant images retrieved images
Bob OR Diablo 0.928 0.432 373 800
Bob OR Oliver 0.972 0.256 214 813
Bob OR Jon 0.957 0.335 282 806
Bob OR Fineas 0.955 0.458 377 786
Diablo OR Oliver 0.925 0.599 415 641
Diablo OR Fineas 0.925 0.781 491 581
Diablo OR Jon 0.919 0.594 480 743
Fineas OR Jon 0.952 0.633 498 749
Fineas OR Oliver 0.960 0.641 400 599
Jon OR Oliver 0.948 0.439 347 750
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Table 6.10: Retrieval effectiveness of multiple characters using the NOT WITH operator.
Query Recall Precision Number of Number of
relevant images retrieved images
Bob NOT WITH Diablo 0.408 0.701 660 384
Bob NOT WITH Oliver 0.477 0.625 733 560
Bob NOT WITH Jon 0.433 0.493 638 560
Bob NOT WITH Fineas 0.492 0.508 661 560
Diablo NOT WITH Oliver 0.442 0.848 733 382
Diablo NOT WITH Fineas 0.467 0.809 661 382
Diablo NOT WITH Jon 0.503 0.840 638 382
Fineas NOT WITH Jon 0.489 0.884 638 353
Fineas NOT WITH Oliver 0.424 0.881 733 353
Jon NOT WITH Oliver 0.430 0.629 733 501
images, almost half are relevant to the queries.
Table 6.11 shows the retrieval effectiveness of using the RIGHT OF and LEFT OF spatial
location operators for retrieving images containing two characters that reside next to each
other. We experiment with the LEFT OF spatial location query which is actually the inverse
of query using the RIGHT OF spatial location operator. For example, the query “Fineas LEFT
OF Diablo” is an inverse query of “Diablo RIGHT OF Fineas”. For the character Bob, the
system only manages to retrieve images that are with Oliver on the right of Bob. This is
because the only relevant image for “Bob LEFT OF Diablo” is not captured by the semantic
tag since the visual feature that represents Diablo is too small to detect. Moreover, there are
no relevant images for the query “Bob LEFT OF Jon” and “Bob LEFT OF Fineas”. The same
result was also reflected with the query “Jon LEFT OF Bob” and “Fineas LEFT OF Bob”. The
recall and precision values for the queries to retrieve images that contain Diablo on the left
of other characters outperform all other spatial location queries. Based on the recall and
precision results, most of the images of Fineas is with Diablo, where Fineas is located on the
left of Diablo. This is the same for the character Jon. As for Oliver, in most of the retrieved
images, he is located on the left of Fineas.
143
CHAPTER 6. THE SYNERGY OF AN ONTOLOGY AND TAGGED REGIONS
Table 6.11: Retrieval effectiveness of multiple characters using the RIGHT OF and LEFT OF
spatial location operators.
Query Equivalent Query Recall Precision Number of Number of
relevant retrieved
images images
Bob LEFT OF Diablo Diablo RIGHT OF Bob 0.000 0.000 1 0
Bob LEFT OF Fineas Fineas RIGHT OF Bob 0.000 0.000 0 0
Bob LEFT OF Jon Jon RIGHT OF Bob 0.000 0.000 0 0
Bob LEFT OF Oliver Oliver RIGHT OF Bob 1.000 0.063 4 63
Diablo LEFT OF Bob Bob RIGHT OF Diablo 1.000 0.013 1 75
Diablo LEFT OF Fineas Fineas RIGHT OF Diablo 0.963 0.667 54 78
Diablo LEFT OF Jon Jon RIGHT OF Diablo 0.800 0.129 10 62
Diablo LEFT OF Oliver Oliver RIGHT OF Diablo 0.875 0.288 24 73
Fineas LEFT OF Bob Bob RIGHT OF Fineas 0.000 0.000 0 0
Fineas LEFT OF Diablo Diablo RIGHT OF Fineas 0.960 0.632 50 76
Fineas LEFT OF Jon Jon RIGHT OF Fineas 0.500 0.043 4 46
Fineas LEFT OF Oliver Oliver RIGHT OF Fineas 0.727 0.119 11 67
Jon LEFT OF Bob Bob RIGHT OF Jon 0.000 0.000 4 135
Jon LEFT OF Diablo Diablo RIGHT OF Jon 1.000 0.224 17 76
Jon LEFT OF Fineas Fineas RIGHT OF Jon 0.714 0.085 7 59
Jon LEFT OF Oliver Oliver RIGHT OF Jon 0.800 0.052 5 77
Oliver LEFT OF Bob Bob RIGHT OF Oliver 0.500 0.013 2 75
Oliver LEFT OF Diablo Diablo RIGHT OF Oliver 0.500 0.034 4 59
Oliver LEFT OF Fineas Fineas RIGHT OF Oliver 0.833 0.321 30 78
Oliver LEFT OF Jon Jon RIGHT OF Oliver 0.000 0.000 1 65
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6.7 Summary
In this chapter we have presented a system architecture that integrates CBIR with ontology
development. We have described an ontology engineered using CBIR techniques to recog-
nise objects that are in the images. The ontology is represented using OWL, a portable
and machine independent ontology language. We have shown that synergy between ontol-
ogy and image annotations is possible, and this method can reduce the gap between image
features and high-level semantics, by providing the relationships between objects in the im-
age.
A visual interface was integrated as the front-end for the user to query the ontology. This
interface facilitates the ontology querying process, where there is no need for the user to
master the SPARQL query language. Behind the interface is a visual query language that
interprets the queries and represent them in SPARQL. With the ontology, we showed that we
are able to retrieve desired images containing a single character and multiple characters of
interest in a panel of a strip. We also showed that we could locate a character or characters
based on their spatial location in the image.
In the next chapter, we present a summary of our image retrieval techniques, and outline
future research work.
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Conclusions and Future Work
If we knew what it was we were doing, it would not
be called research, would it?
— Albert Einstein
In this thesis we have proposed several image retrieval techniques using polyrepresentation
of image features and text; automatic region tagging; and region-based ontology. These
techniques have been evaluated using three image collections. The overall goal of retrieving
images using automatic region tagging presented in this thesis has been achieved. This is
demonstrated through the series of experiments presented in Chapter 3 to Chapter 6.
In this chapter, we summarise our findings for each of the techniques, draw conclusions
and discuss directions for future research.
7.1 Image Retrieval Collections
In Chapter 3, we introduced three corpora built for evaluating image retrieval methods that
use text keywords, visual features and image regions. These image collections were con-
structed from three sources: Lonely Planet travel guide articles with images, Wikipedia arti-
cles with images and Goats comic strips. Each of the collections consists of three essential test
collection components. The first is a corpus of documents that are either in the form of text,
images or combinations of both. The second is a collection of queries formulated to test the re-
trieval effectiveness of the techniques implemented in the image retrieval system. The third is
a set of relevance judgements for each of the queries paired to the documents in the collections.
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The Lonely Planet and Wikipedia collections were built as part of the collaborative
effort for MM track tasks of INEX 2005, 2006 and 2007. Throughout our three years of
participation, we contributed 11 of the 75 multimedia topics and hosted a CBIR system for
INEX 2006. For the INEX 2007, we contributed 2 multimedia topics as part of the Ad-hoc
track. We performed the relevance judgements for all of our queries. In this thesis, we
experimented only with the INEX 2005 and 2006 Multimedia track topics.1 The images in
these two collections are broad domain images. Therefore, it is insufficient to retrieve highly
relevant answers when processing the multimedia topics using whole image features alone. By
polyrepresenting the whole image features and the text descriptions, we are able to achieve
better retrieval performance.
The Goats Comic collection was used to evaluate our techniques in Chapter 5 and Chap-
ter 6. This image collection consists of coloured comic strips which, for our experimental
work, we divided into panels (and refer to them as images). We randomly split the images
into three subcollections. The smallest collection was used as the queries and the training
data for the machine learning algorithms. A larger collection was used as the test collection
for our automatic region tagging technique. The largest collection was used as the validation
set for the automatic region tagging technique that was then integrated with the ontology.
We created two types of queries. The first type is based on the regions of interest that rep-
resent the main comic characters and the second type is a SPARQL query to search for the
characters and their spatial locations. A set of pre-determined relevance judgements exist.
The relevance judgements were done using the text descriptions provided by the Goats comic
annotators and also by manual visual inspection for the relevant images. These judgements
are used to evaluate the results of a query. Since this image collection can be categorised
as narrow domain images, the region extraction are less complex compared to the Lonely
Planet and Wikipedia image collections.
7.2 Polyrepresentation of Image Features and Text
Polyrepresentation is a combination of representative features that are related to one another.
Examples of such features include the text that describes the images as well as the image
features that represent the visual components of the images. Combining two features is
1Due to time limitations.
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more likely to provide more relevant results to a query.
In Chapter 4, we presented a technique to polyrepresent image features and text descrip-
tions surrounding the image. This technique consists of four main components: a text-based
image retrieval system; a CBIR system, a fusion function and a result generation function.
We used the text-based image retrieval system to find XML documents that contain text de-
scriptions that are similar to the query. The CBIR system retrieves images that are similar
to the query image. The fusion function is where the RSVs of text-based image retrieval and
CBIR systems are merged. The result generation component forms a single ranked list of
the retrieved answers.
We have conducted experiments using this technique on two image collections: Lonely
Planet and Wikipedia. With the text-based image retrieval system, we studied the retrieval
effectiveness of using Dirichlet, Okapi BM25 and Pivoted Cosine. In the experiments, we
used the default model parameters. As for the CBIR component we studied the effect of
using several different image features that are global colour, global texture, local colour and
local texture.
To fuse the RSVs produced by the text-based image retrieval and CBIR components, we
used a linear combination of evidence. We carried out experiments to examine the effect
of varying the parameter used for the linear combination of evidence (α). We found that
Dirichlet was the best measure for retrieving images using textual descriptions, and that α
values between 0.1 and 0.4 produced the best retrieval effectiveness. Our findings showed
that a CBIR component needs substantial support from a text-based image retrieval system
to effectively retrieve the desired images in a collection. We have shown that this polyrep-
resentation technique of image features and text is effective as it was the best technique for
the Multimedia track of INEX 2005.
The proposed technique of fusing text and image features can be successfully applied to
retrieve relevant images available in the Web such as in online photo blogs, shared albums,
magazine, articles, books and journals.
This work can be extended in three ways. First, we can fuse the RSVs from CBIR and text
components with the annotated image concepts such as those provided by the University of
Amsterdam [Snoek et al., 2006b]. With this, we could study the retrieval effectiveness under
the influence of integrating a lexicon that was learned using manually annotated data.
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Second, we can investigate different kinds of non-linear fusion techniques such as democratic
data fusion [Tzitzikas, 2001] and probability-based fusion [Lillis et al., 2006]. Third, we can
include higher level semantics such as search using object of interest in order to improve the
retrieval performance.
7.3 Automatic Region Tagging
Image regions are better in capturing the semantics, since we can identify specific regions of
interest in an image. Region tagging is a process of giving symbolic labels to image regions.
The symbolic labels are usually in the form of semantic tags or keywords. To be able to
correctly assign the tags to a specific region, we need to learn the representative image
features of the region that corresponds to the tags.
In Chapter 5, we developed a technique to automatically tag image regions to high-
level semantics. In order to tag the image regions, we first extracted the regions by colour.
We then extracted several shape features to further describe the region. A combination
of these shape features: area, compactness, mean and boundary keypoints were used to
differentiate the characteristics of the regions that belong to the five main characters of the
Goats comic. We combined the shape and colour features for the regions using equal-weight
linear combination. Our initial experiment was to study the retrieval effectiveness of using
region-based QBE compared to whole image QBE. We found that using a single-region query
example is better than using the whole image as the query example. However, using multiple-
region query examples outperform the single-region query example and also the whole-image
query example. This indicates that using more examples of the region of interest improves
the retrieved results.
To evaluate the effectiveness of the equal-weight linear combination technique, we experi-
mentally compared this technique with twelve machine learning algorithms. The classification
from the machine learning algorithms was used as the region tags. We demonstrated that
when only a few examples are available then an equal-weight linear combination of shape
features and colour is simpler and at least as effective as using a machine learning algorithm.
We conclude that this simple technique can be used to annotate image regions with semantic
keywords.
Since the equal-weight linear combination technique was able to correctly tag the image
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regions, we conducted additional experiments to tag objects such as cigarette, binocular
and tarfon. We were able to correctly tag the objects in the images, however, the effec-
tiveness was lower than tagging the regions that belong to the characters. This might be
due to the small size and number of the objects in the collection. To improve the precision
and recall for the object queries, we can provide more learning examples and correlate the
relationship between the objects with comic characters.
The proposed technique of using the equal-weight linear combination technique to tag
image regions might be successfully applied to annotate trademark and road sign images.
This portion of our work could be extended in three ways. First is to explore the proposed
technique with a broader image domain. Second is to use non-linear combination techniques
to tag the image regions and third is to include a relevance feedback knowledge discovery.
As the Goats comic collection falls under a narrow image domain, this multiple-region QBE
with equal-weight linear combination of shape features technique can be further evaluated
on more complex domains such as photographic images. However, image segmentation still
remains an issue that contributes to the significance of the detected regions. Regions in
real photographic images are much more complex. One way to overcome the segmentation
problem is by using approximate segmentation techniques where image regions are combined
based on a certain threshold. To learn the correlation between the region features and
keywords using non-linear combination techniques might improve the assigned tags. The
only drawback is that the parameters in the non-linear combination techniques may need to
be tuned. Relevance feedback can be introduced as part of the tagging technique to learn tags
that are incorrectly assigned to the image regions. It also can be used to learn the missing
tags of a region. The knowledge gained can be incorporated for future region tagging.
7.4 The Synergy of Tagged Regions and Ontology
Image tags can be used to symbolise the features that belong to a region. Nevertheless,
to create a viable image retrieval system, we need a technique that can enrich the tagged
regions with more high-level semantic keywords such as describing the relationships between
two regions. One way is to use an ontology to integrate and represent the knowledge learned
from the image features with their concepts and relationship.
In Chapter 6, we developed an architecture that integrates CBIR techniques for tagging
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image regions and ontology construction. The aim was to reduce the gap between image
features and high-level semantics. The CBIR component was used to recognise and tag
the image regions using the equal-weight linear combination technique. It was also used
to determine the spatial location of the regions within an image. Using the region tags,
we engineered an ontology that was represented using OWL, the ontology representation
language recommended by W3C. To evaluate the validity and usability of the ontology,
we formulated SPARQL queries to search for images in the collections. We demonstrated
comprehensive examples on how to query the ontology. We posed two types of queries:
character queries and spatial location queries. A character query is used to find characters
and a spatial location query is used to locate characters based on their spatial location. We
defined five operators AND, OR, NOT, NOT WITH, LEFT OF and RIGHT OF to combine multiple
characters in a query. The SPARQL query language is new and recently approved as the
W3C recommendation, thus this is the first attempt we are aware of to retrieve images using
this query language. We built a Visual Ontology Query Interface (VOQI) to ease the ontology
querying process. Behind this interface lies the Visual Ontology Query Language (VOQL)
that converts the visual query input into SPARQL, hence eliminating the need for users to
master the SPARQL query language. We also formalised the VOQL interpretation using
EBNF. VOQL is a more powerful language than VOQI because it is able to represent queries
that are not limited to only three characters. With the ontology, we showed that we are able to
retrieve desired images based on subjects of interest and also based on their spatial location.
The proposed VOQI and VOQL can be implemented as a mobile-based application for
retrieving images. VOQI and VOQL can also be promoted as the Web 2.0 applications,
since they are built based on the semantic web technologies. Using robust object recognition
techniques, the proposed ontology structure can be generalised to describe the objects and
their locations for other image domains.
Future directions for this work include: enhancing the query interface; refining the VOQL
semantic interpretation, integrating more semantics, adding a SPARQL learning module and
developing an evaluation method for ontology-based image retrieval. The query interface can
be improved to accommodate more interactivity where a region of interest (depicted by the
character’s icon) can be dragged and dropped onto a canvas. The query could then be built
based on the position of the icon on the canvas. The ontology could be extended to include
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more concepts and relationships related to the comic domain. VOQL could be refined to
handle the semantic interpretation for queries that involve more than three characters. To
learn the SPARQL query, a learning module could be introduced to automatically learn the
query structure. This knowledge can be reused to formulate a new query in the future. There
are various approaches proposed for ontology evaluation. However, better metrics to evaluate
the retrieval effectiveness of the instances in an application ontology still remain the subject
of study. With a suitable metric, we can precisely determine the effectiveness of using an
ontology to represent domain knowledge.
7.5 Concluding Remarks
In this thesis we have discussed image retrieval techniques for minimising the semantic gap
in CBIR. In particular, we have examined the polyrepresentation of text and image features,
proposed a technique to automatically tag image regions and contributed an ontology for
comic strips along with a Visual Ontology Query Language. Using the Visual Ontology
Query Language, we demonstrated a novel way to query a content-based image ontology using
SPARQL. We have demonstrated that these image retrieval techniques contribute towards the
semantic-based image retrieval, which is a promising image retrieval paradigm to minimise
the semantic gap problem.
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Appendix A
Glossary
ALIPR Automatic Linguistic Indexing of Pictures
AV Audio-visual
BN Bayesian Network
CBIR Content-based Image Retrieval
CSM Constraint Similarity Measure
CMY Cyan, Magenta, Yellow
CNB Complement Na¨ıve Bayesian
DIG35 Digital Imaging Group 35
Dublin Core Dublin Core Metadata Initiative
DS Decision Stump
EXIF Exchangeable Image File Format
EM Expectation-maximization
FIBSSR Feature Index-Based Similar-Shape Retrieval
GUI Graphical User Interface
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GIFT GNU Image Finding Tool
HSV Hue, Saturation and Value
INEX Initiative for the Evaluation of XML Retrieval
IR Information Retrieval
IRIs Internationalized Resource Identifiers.
IMED IMage Euclidean Distance
JD Jeffrey-Divergence
KL Kullback-Leibler
LDA Linear Discriminant Analysis
LMT Logistic Model Trees
MM Multimedia
MDS Multimedia Description Schemes
MPEG Moving Picture Experts Group
NB Na¨ıve Bayesian
NBU Na¨ıve Bayesian Updateable
NBTree Na¨ıve Bayesian Tree
NEXI Narrowed Extended XPath I
OWL Ontology Web Language
OQUEL Ontological query language
PCA Principle Component Analysis
QBE Query-by-example
QBIC Query by Image Content
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QF Quadratic Form
RDF Resource Description Framework
RDFS Resource Description Framework Schema
RF Random Forest
RQDL RDF Data Query Language
RGB Red, Green and Blue
SL Simple Logistic
SPARQL SPARQL Protocol and RDF Query Language
SQL Structured Query Language
SUMO Suggested Upper Merged Ontology (SUMO)
SVM Support Vector Machines
TAN Tree Augmented Naive Bayes
TREC Text Retrieval Conference
TRECVID TREC Video Retrieval Evaluation
VOQI Visual Ontology Query Interface
VOQL Visual Ontology Query Language
VRA Visual Resource Association
W3C World Wide Web Consortium
XSD XML Schema Definition
XML eXtensible Markup Language
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Appendix B
Goats Comic Collection Region
Queries
In this Appendix, we present the examples used for querying and tagging the regions. These
examples were used for the research discussed in Chapter 5 and 6:
• Figure B.1 depicts the query examples used for the character “Bob”.
• Figure B.2 depicts the query examples used for the character “Diablo”.
• Figure B.3 depicts the query examples used for the character “Fineas”.
• Figure B.4 depicts the query examples used for the character “Jon”.
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Query Type Body Part Colour Example 1 Example 2 Example 3
Whole Image
Region 1 Head Grey
Region 2 Eye Black
Multiple-region
Figure B.1: Query specifications for character Bob (illustrated with a white background for
clearity).
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Query Type Body Part Colour Example 1 Example 2 Example 3
Whole Image
Region 1 Crown Red
Region 2 Beak Dark Yellow
Multiple-region
Figure B.2: Query specifications for character Diablo (illustrated with a black background for
clearity).
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Query Type Body Part Colour Example 1 Example 2 Example 3
Whole Image
Region 1 Body Orange
Region 2 Dorsal Fin Dark Orange
Multiple-region
Figure B.3: Query specifications for character Fineas (illustrated with a black background for
clearity).
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Query Type Body Part Colour Example 1 Example 2 Example 3
Whole Image
Region 1 Hair Black
Region 2 Shirt Blue
Multiple-region
Figure B.4: Query specifications for character Jon (illustrated with a black background for
clearity). This character only have two examples of Region 2, since the shirt in the third
image is grey instead of blue.
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Table C.1: Mean Average Precision (MAP) using various image features and IR similarity
measures.
Italic values – best performance runs using the various image features and α values for each
similarity measure
Bold values – best overall performance among all runs
Text-IR Similarity Measure
Image Feature(s) α value Pivoted Cosine Okapi BM25 Dirichlet
Colour Blocks 0.0 0.3054 0.2679 0.31300.1 0.3096 0.2751 0.3175
0.2 0.3095 0.2747 0.3203
0.3 0.3094 0.2734 0.3203
0.4 0.3090 0.2702 0.3175
0.5 0.3071 0.2774 0.3175
0.6 0.3043 0.2514 0.3110
0.7 0.2865 0.2361 0.3037
0.8 0.2465 0.2136 0.2761
0.9 0.2465 0.2049 0.2483
1.0 0.2172 0.1979 0.2172
Colour Histogram 0.0 0.3054 0.2679 0.31300.1 0.3096 0.2749 0.3135
0.2 0.3096 0.2697 0.3134
0.3 0.3063 0.2636 0.3135
0.4 0.2914 0.2506 0.3061
0.5 0.2673 0.2763 0.2872
0.6 0.2516 0.2144 0.2581
0.7 0.2467 0.2070 0.2474
0.8 0.2293 0.2048 0.2419
0.9 0.2187 0.2043 0.2199
1.0 0.2111 0.1991 0.2111
Gabor Blocks 0.0 0.3054 0.2679 0.31300.1 0.3096 0.2753 0.3075
0.2 0.3095 0.2754 0.3075
0.3 0.3096 0.2757 0.3077
0.4 0.3096 0.2755 0.3078
0.5 0.3070 0.2751 0.3079
0.6 0.3009 0.2603 0.3075
0.7 0.2706 0.2460 0.3041
0.8 0.2428 0.2134 0.2485
0.9 0.2279 0.2048 0.2361
1.0 0.2117 0.1978 0.2118
Gabor Histogram 0.0 0.3054 0.2679 0.31300.1 0.3120 0.2739 0.3132
0.2 0.3012 0.2662 0.3110
0.3 0.2715 0.2407 0.2921
0.4 0.2333 0.2222 0.2516
0.5 0.2233 0.2559 0.2183
0.6 0.2204 0.2186 0.2182
0.7 0.2204 0.2186 0.2182
0.8 0.2204 0.2185 0.2182
0.9 0.2183 0.2185 0.2182
1.0 0.2122 0.1978 0.2093
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Table C.2: Mean Average Precision (MAP) using various combinations of two image features
and IR similarity measures.
Italic values – best performance runs using the various image features and α values for each
similarity measure
Bold values – best overall performance among all runs
IR Similarity Measure
Image Feature(s) α value Pivoted Cosine Okapi BM25 Dirichlet
Colour Blocks +
Colour Hist
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2751 0.3175
0.2 0.3095 0.2747 0.3203
0.3 0.3094 0.2734 0.3203
0.4 0.3090 0.2702 0.3175
0.5 0.3071 0.2774 0.3175
0.6 0.3043 0.2514 0.3110
0.7 0.2865 0.2361 0.3037
0.8 0.2587 0.2136 0.2761
0.9 0.2465 0.2049 0.2483
1.0 0.2172 0.1979 0.2172
Gabor Blocks +
Gabor Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3095 0.2753 0.3075
0.2 0.3095 0.2754 0.3075
0.3 0.3096 0.2757 0.3077
0.4 0.3096 0.2755 0.3078
0.5 0.3070 0.2751 0.3079
0.6 0.3009 0.2600 0.3075
0.7 0.2691 0.2457 0.3041
0.8 0.2425 0.2133 0.2487
0.9 0.2279 0.2047 0.2360
1.0 0.2117 0.1978 0.2118
Colour Blocks +
Gabor Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3095 0.2751 0.3175
0.2 0.3095 0.2747 0.3203
0.3 0.3096 0.2734 0.3203
0.4 0.3096 0.2702 0.3175
0.5 0.3070 0.2774 0.3175
0.6 0.3009 0.2514 0.3110
0.7 0.2692 0.2360 0.3037
0.8 0.2425 0.2135 0.2747
0.9 0.2279 0.2049 0.2483
1.0 0.2117 0.1979 0.2172
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Table C.3: Mean Average Precision (MAP) using various combinations of two image features
and IR similarity measures.
Italic values – best performance runs using the various image features and α values for each
similarity measure
Bold values – best overall performance among all runs
IR Similarity Measure
Image Feature(s) α value Pivoted Cosine Okapi BM25 Dirichlet
Colour Blocks +
Gabor Blocks
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2751 0.3175
0.2 0.3096 0.2747 0.3175
0.3 0.3095 0.2741 0.3175
0.4 0.3093 0.2734 0.3175
0.5 0.3113 0.2783 0.3203
0.6 0.3130 0.2575 0.3174
0.7 0.2992 0.2430 0.3156
0.8 0.2638 0.2164 0.2860
0.9 0.2420 0.2063 0.2441
1.0 0.2171 0.1973 0.2171
Colour Histogram +
Gabor Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3092 0.2756 0.3132
0.2 0.2990 0.2698 0.3125
0.3 0.2806 0.2486 0.3042
0.4 0.2491 0.2274 0.2726
0.5 0.2312 0.2703 0.2336
0.6 0.2312 0.2087 0.2321
0.7 0.2312 0.2087 0.2321
0.8 0.2313 0.2086 0.2321
0.9 0.2314 0.2061 0.2321
1.0 0.2125 0.1982 0.2097
Colour Histogram +
Gabor Blocks
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2753 0.3075
0.2 0.3095 0.2754 0.3075
0.3 0.3096 0.2757 0.3077
0.4 0.3096 0.2755 0.3077
0.5 0.3070 0.2751 0.3079
0.6 0.3009 0.2603 0.3075
0.7 0.2706 0.2460 0.3041
0.8 0.2428 0.2134 0.2484
0.9 0.2279 0.2048 0.2361
1.0 0.2117 0.1978 0.2118
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Table C.4: Mean Average Precision (MAP) using various combinations of three image features
and IR similarity measures.
Italic values – best performance runs using the various image features and α values for each
similarity measure
Bold values – best overall performance among all runs
IR Similarity Measure
Image Feature(s) α value Pivoted Cosine Okapi BM25 Dirichlet
Colour Blocks +
Colour Histogram +
Gabor Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2751 0.3175
0.2 0.3095 0.2747 0.3203
0.3 0.3094 0.2734 0.3203
0.4 0.3090 0.2702 0.3175
0.5 0.3071 0.2774 0.3175
0.6 0.3042 0.2514 0.3110
0.7 0.2863 0.2360 0.3037
0.8 0.2586 0.2135 0.2747
0.9 0.2464 0.2049 0.2483
1.0 0.2172 0.1979 0.2172
CColour Blocks +
Colour Histogram +
Gabor Blocks
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2751 0.3175
0.2 0.3096 0.2747 0.3175
0.3 0.3095 0.2741 0.3175
0.4 0.3093 0.2734 0.3175
0.5 0.3113 0.2783 0.3203
0.6 0.3130 0.2575 0.3174
0.7 0.2992 0.2430 0.3156
0.8 0.2638 0.2164 0.2860
0.9 0.2420 0.2063 0.2441
1.0 0.2171 0.1973 0.2171
Gabor Blocks +
Gabor Histogram +
Colour Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3095 0.2751 0.3075
0.2 0.3095 0.2751 0.3075
0.3 0.3096 0.2750 0.3077
0.4 0.3096 0.2748 0.3078
0.5 0.3070 0.2756 0.3079
0.6 0.3009 0.2590 0.3075
0.7 0.2691 0.2476 0.3041
0.8 0.2425 0.2142 0.2487
0.9 0.2279 0.2033 0.2360
1.0 0.2117 0.1971 0.2118
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Table C.5: Mean Average Precision (MAP) using various combinations of three image features
and IR similarity measures.
Italic values – best performance runs using the various image features and α values for each
similarity measure
Bold values – best overall performance among all runs
IR Similarity Measure
Image Feature(s) α value Pivoted Cosine Okapi BM25 Dirichlet
Gabor Blocks +
Gabor Histogram +
Colour Blocks
0.0 0.3054 0.2679 0.3130
0.1 0.3096 0.2751 0.3175
0.2 0.3096 0.2747 0.3175
0.3 0.3095 0.2741 0.3175
0.4 0.3093 0.2734 0.3175
0.5 0.3113 0.2783 0.3203
0.6 0.3130 0.2575 0.3174
0.7 0.2992 0.2425 0.3122
0.8 0.2632 0.2164 0.2838
0.9 0.2420 0.2053 0.2441
1.0 0.2171 0.1973 0.2171
Colour Blocks +
Colour Histogram +
Gabor Blocks +
Gabor Histogram
0.0 0.3054 0.2679 0.3130
0.1 0.3153 0.2686 0.3175
0.2 0.3153 0.2700 0.3175
0.3 0.3152 0.2674 0.3203
0.4 0.3150 0.2660 0.3203
0.5 0.3071 0.2664 0.3202
0.6 0.2891 0.2585 0.3173
0.7 0.2785 0.2439 0.3120
0.8 0.2465 0.2175 0.2839
0.9 0.2326 0.2083 0.2485
1.0 0.2149 0.1909 0.2158
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INEX 2006 Multimedia Track Runs
Table D.1: Name conversion for the Run IDs of the INEX 2006 MMImages task
Original Run Id Simplified Run Id
zet-GIFT-MMI-Title-00 MMI-RMIT-0
zet-GIFT-MMI-Title-05 MMI-RMIT-1
zet-GIFT-MMI-Title-10 MMI-RMIT-2
zet-GIFT-MMI-Mix-00 MMI-RMIT-3
zet-GIFT-MMI-Mix-05 MMI-RMIT-4
zet-GIFT-MMI-Mix-10 MMI-RMIT-5
CASMETHOD MMI-IRIT-0
COMethod MMI-IRIT-1
ImagesMethod1.1 MMI-IRIT-2
ImagesMethodV2 MMI-IRIT-3
HOT CasTitle 06 MMI-QUTAU-0
HOT Title Fusion MMI-QUTAU-1
Uva Castitle Fusion MMI-QUTAU-2
Uva Title MMI-QUTAU-3
frag article title MMI-UTWENTE-0
img cas noMM MMI-UTWENTE-1
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Table D.2: Name conversion for the Run IDs of the INEX 2006 MMFragments task
Original Run Id Simplified Run Id
zet-GIFT-MMF-Mix-10 MMF-RMIT-0
zet-GIFT-MMF-Title-10 MMF-RMIT-1
xfirm.MMfragments.cos.09.dict MMF-IRIT-0
xfirm.MMfragments.co.06.09 MMF-IRIT-1
xfirm.MMfragments.cos.09.dict2 MMF-IRIT-2
xfirm.MMfragments.co.06.1 MMF-IRIT-3
MMfragmentstitlePS MMF-QUTAU-0
MMfragmentstitlePSname MMF-QUTAU-1
MMfragmentscastitlePS MMF-QUTAU-2
MMfragmentstitle MMF-QUTAU-3
MMfragmentstitlename MMF-QUTAU-4
MMfragmentsCAStitle MMF-QUTAU-5
frag star casterms MMF-UTWENTE-0
frag star casterms srcmeta MMF-UTWENTE-1
frag art title MMF-UTWENTE-2
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Appendix E
Detailed Evaluation Results for
Object Tagging and Retrieval
The detailed results for tagging and retrieving the objects in the Goats comic collection are
presented in the following order:
• QBIE
• Equal-weight linear combination using one and two region examples
• Equal-weight linear combination multiple region examples using the Maximum com-
bining function
• Equal-weight linear combination multiple region examples using the Minimum com-
bining function
• Equal-weight linear combination multiple region examples using the Sum combining
function
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Table E.1: Average Precision (AP) and Precision at five (P@5) results using QBIE for objects.
One Example Two Examples
Example 1 Example 2 Maximum
AP P@5 AP P@5 AP P@5
Bag-QBIE 0.1516 0.2 0.2409 0.2 0.2156 0.2
Bed-QBIE 0.3333 0.2 0.3489 0.2 0.3333 0.2
Beer-QBIE 0.3008 0.4 0.0399 0.0 0.2544 0.4
Binocular-QBIE 0.0556 0.0 0.0455 0.0 0.0357 0.0
CellPhone-QBIE 0.5909 0.2 0.3269 0.2 0.7000 0.4
Chair-QBIE 0.0091 0.0 0.0000 0.0 0.0088 0.0
Cigarette-QBIE 0.0727 0.2 0.0516 0.0 0.0706 0.2
Costume-QBIE 0.2607 0.4 0.2069 0.2 0.2709 0.4
PoliceTape-QBIE 0.2500 0.2 0.3333 0.2 0.2000 0.2
Rope-QBIE 0.1392 0.2 0.5149 0.4 0.6943 0.6
Scotch-QBIE 0.3258 0.4 0.3655 0.2 0.2546 0.2
Screwdriver-QBIE 0.0373 0.0 0.6000 0.2 0.6000 0.2
Table-QBIE 0.2000 0.2 0.1667 0.0 0.2000 0.2
Taps-QBIE 0.4751 0.8 0.1058 0.2 0.3928 0.8
Tarfon-QBIE 0.2461 0.2 0.1483 0.2 0.1578 0.2
170
Table E.2: Average Precision (AP) and Precision at five (P@5) results using equal-weight
linear combination using one and two region examples for objects.
One Example Two Examples
Example 1 Example 2 Maximum
AP P@5 AP P@5 AP P@5
Single-region
Region 1
Bag-QR1-LCE 0.0737 0.4 0.0718 0.2 0.0733 0.4
Bed-QR1-LCE 0.3333 0.2 0.0417 0.0 0.3333 0.2
Beer-QR1-LCE 0.4583 0.6 0.2222 0.4 0.2500 0.4
Binocular-QR1-LCE 1.0000 0.2 0.0238 0.0 1.0000 0.2
CellPhone-QR1-LCE 0.1227 0.2 0.2870 0.2 0.2738 0.2
Chair-QR1-LCE 0.0263 0.0 0.0000 0.0 0.2633 0.0
Cigarette-QR1-LCE 0.0233 0.0 0.0600 0.0 0.6000 0.0
Costume-QR1-LCE 0.2395 0.6 0.3024 0.8 0.2395 0.6
PoliceTape-QR1-LCE 0.0000 0.0 0.0000 0.0 0.0000 0.0
Rope-QR1-LCE 0.0251 0.0 0.0242 0.0 0.0251 0.0
Scotch-QR1-LCE 0.0833 0.2 0.0093 0.0 0.0147 0.0
Screwdriver-QR1-LCE 0.0135 0.0 0.0076 0.0 0.0109 0.0
Table-QR1-LCE 0.3333 0.2 0.0345 0.0 0.0417 0.0
Taps-QR1-LCE 0.3889 0.6 0.1476 0.2 0.4183 0.6
Tarfon-QR1-LCE 0.0827 0.0 0.1115 0.0 0.0961 0.0
Region 2
Bag-QR2-LCE 0.0408 0.0 0.0684 0.2 0.0718 0.2
Bed-QR2-LCE 0.1667 0.2 0.3333 0.2 0.3333 0.2
Beer-QR2-LCE 0.1571 0.2 0.2543 0.2 0.2543 0.2
Binocular-QR2-LCE 0.5000 0.2 0.0244 0.0 0.0667 0.0
CellPhone-QR2-LCE 0.0065 0.0 0.0000 0.0 0.0065 0.0
Chair-QR2-LCE 0.0156 0.0 0.0000 0.0 0.0156 0.0
Cigarette-QR2-LCE 0.1345 0.2 0.0000 0.0 0.1345 0.2
Costume-QR2-LCE 0.1254 0.2 0.0037 0.0 0.1198 0.2
PoliceTape-QR2-LCE 0.0000 0.0 0.0000 0.0 0.0000 0.0
Rope-QR2-LCE 0.0251 0.0 0.0241 0.0 0.0251 0.0
Scotch-QR2-LCE 0.0833 0.2 0.1845 0.0 0.0625 0.0
Screwdriver-QR2-LCE 0.1310 0.0 0.0076 0.0 0.0360 0.0
Table-QR2-LCE 0.0714 0.0 1.0000 0.2 0.0909 0.0
Taps-QR2-LCE 0.0157 0.0 0.0000 0.0 0.0157 0.0
Tarfon-QR2-LCE 0.3086 0.2 0.2754 0.0 0.3025 0.2
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Table E.3: Average Precision (AP) and Precision at five (P@5) results using equal-weight linear
combination multiple region examples using the Maximum function for combining multiple
regions.
One Example Two Examples
Example 1 Example 2 Maximum
AP P@5 AP P@5 AP P@5
Maximum
Bag-QR1and2-LCE-MAX-MAX 0.0726 0.2 0.0415 0.0 0.0726 0.2
Bed-QR1and2-LCE-MAX-MAX 0.3333 0.2 0.3333 0.2 0.3333 0.2
Beer-QR1and2-LCE-MAX-MAX 0.5000 0.6 0.5000 0.6 0.5000 0.6
Binocular-QR1and2-LCE-MAX-MAX 1.0000 0.2 0.0213 0.0 1.0000 0.2
CellPhone-QR1and2-LCE-MAX-MAX 0.0792 0.0 0.2870 0.2 0.2679 0.2
Chair-QR1and2-LCE-MAX-MAX 0.0286 0.0 0.0000 0.0 0.0286 0.0
Cigarette-QR1and2-LCE-MAX-MAX 0.1345 0.2 0.0600 0.0 0.1345 0.2
Costume-QR1and2-LCE-MAX-MAX 0.2395 0.6 0.1816 0.4 0.2395 0.6
PoliceTape-QR1and2-LCE-MAX-MAX 0.0000 0.0 0.0000 0.0 0.0000 0.0
Rope-QR1and2-LCE-MAX-MAX 0.0251 0.0 0.0240 0.0 0.0251 0.0
Scotch-QR1and2-LCE-MAX-MAX 0.0833 0.2 0.0944 0.0 0.0625 0.2
Screwdriver-QR1and2-LCE-MAX-MAX 0.0135 0.0 0.0076 0.0 0.0102 0.0
Table-QR1and2-LCE-MAX-MAX 0.0714 0.0 1.0000 0.2 0.0909 0.0
Taps-QR1and2-LCE-MAX-MAX 0.3162 0.6 0.1476 0.2 0.3438 0.6
Tarfon-QR1and2-LCE-MAX-MAX 0.3558 0.2 0.4346 0.4 0.3598 0.2
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Table E.4: Average Precision (AP) and Precision at five (P@5) results using equal-weight linear
combination multiple region examples using the Minimum function for combining multiple
regions.
One Example Two Examples
Example 1 Example 2 Maximum
AP P@5 AP P@5 AP P@5
Minimum
Bag-QR1and2-LCE-MIN-MAX 0.0730 0.4 0.0415 0.0 0.0730 0.4
Bed-QR1and2-LCE-MIN-MAX 0.3333 0.2 0.0417 0.0 0.3333 0.2
Beer-QR1and2-LCE-MIN-MAX 0.4583 0.6 0.2222 0.4 0.2500 0.4
Binocular-QR1and2-LCE-MIN-MAX 0.5000 0.2 0.0278 0.0 0.1667 0.0
CellPhone-QR1and2-LCE-MIN-MAX 0.5123 0.2 0.2870 0.2 0.2786 0.2
Chair-QR1and2-LCE-MIN-MAX 0.0263 0.0 0.0000 0.0 0.0263 0.0
Cigarette-QR1and2-LCE-MIN-MAX 0.1467 0.2 0.0600 0.0 0.1467 0.2
Costume-QR1and2-LCE-MIN-MAX 0.2678 0.6 0.3024 0.8 0.3024 0.8
PoliceTape-QR1and2-LCE-MIN-MAX 0.0000 0.0 0.0000 0.0 0.0000 0.0
Rope-QR1and2-LCE-MIN-MAX 0.0253 0.0 0.0241 0.0 0.0253 0.0
Scotch-QR1and2-LCE-MIN-MAX 0.0625 0.2 0.1443 0.0 0.0833 0.2
Screwdriver-QR1and2-LCE-MIN-MAX 0.0135 0.0 0.0076 0.0 0.0081 0.0
Table-QR1and2-LCE-MIN-MAX 0.3333 0.2 0.0075 0.0 0.3333 0.2
Taps-QR1and2-LCE-MIN-MAX 0.2730 0.2 0.1476 0.2 0.3042 0.2
Tarfon-QR1and2-LCE-MIN-MAX 0.3386 0.4 0.2923 0.0 0.3312 0.4
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Table E.5: Average Precision (AP) and Precision at five (P@5) results using equal-weight
linear combination multiple region examples using the Sum function for combining multiple
regions.
One Example Two Examples
Example 1 Example 2 Maximum
AP P@5 AP P@5 AP P@5
Sum
Bag-QR1and2-LCE-SUM-MAX 0.0781 0.4 0.4999 0.0 0.0778 0.4
Bed-QR1and2-LCE-SUM-MAX 0.3333 0.2 0.1111 0.2 0.3333 0.2
Beer-QR1and2-LCE-SUM-MAX 0.5000 0.6 0.5000 0.6 0.5000 0.6
Binocular-QR1and2-LCE-SUM-MAX 0.5000 0.2 0.0233 0.0 0.5000 0.2
CellPhone-QR1and2-LCE-SUM-MAX 0.0274 0.0 0.2870 0.2 0.0274 0.0
Chair-QR1and2-LCE-SUM-MAX 0.0345 0.0 0.0000 0.0 0.0345 0.0
Cigarette-QR1and2-LCE-SUM-MAX 0.0504 0.0 0.0600 0.0 0.0600 0.0
Costume-QR1and2-LCE-SUM-MAX 0.3115 0.8 0.1816 0.4 0.3115 0.8
PoliceTape-QR1and2-LCE-SUM-MAX 0.0000 0.0 0.0000 0.0 0.0000 0.0
Rope-QR1and2-LCE-SUM-MAX 0.0249 0.0 0.0241 0.0 0.0249 0.0
Scotch-QR1and2-LCE-SUM-MAX 0.1250 0.2 0.1997 0.2 0.2500 0.2
Screwdriver-QR1and2-LCE-SUM-MAX 0.0455 0.0 0.0075 0.0 0.1222 0.0
Table-QR1and2-LCE-SUM-MAX 0.2500 0.2 1.0000 0.2 0.2500 0.2
Taps-QR1and2-LCE-SUM-MAX 0.2709 0.2 0.1476 0.2 0.2909 0.2
Tarfon-QR1and2-LCE-SUM-MAX 0.6591 0.6 0.5202 0.6 0.6591 0.6
174
Appendix F
More Examples of the Ontology
Query
In this Appendix, we present examples of queries and retrieved answers that was generated
using VOQL. These queries were used to retrieved images containing:
• a single character;
• two characters; and
• three characters.
F.1 Querying Single Character
The single-subject queries are formulated to retrieve images containing a specific character.
This is the simplest query type. We have presented a single-subject character query in
Chapter 6. For a single-subject spatial location query, a query example to find the images of
“Bob RIGHT OF Panel” is specified as:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?char1 comic:CentroidX ?CharacterCx1;
comic:name ?CharacterName1;
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Legend: →Bob
Figure F.1: Retrieved images for the single subject spatial location query “Bob RIGHT OF
Panel”.
comic:InPanel ?Panel.
?width comic:Width ?PanelWidth .
FILTER regex( ?CharacterName1, "^Bob", "i")
FILTER (?CharacterCx1 > ?PanelWidth/2)
}
The answers bound to the variable ?Panel are returned. The FILTER term constraint is
used to limit the return answers. Accordingly, FILTER regex( ?CharacterName1, "^Bob",
"i") is used to retrieve images that contain only “Bob”, that is specified using the reg-
ular expression, and case insensitive (specified by "i"). The FILTER (?CharacterCx1 <
?PanelWidth/2) constraint is used to retrieve the character Bob located in the right spatial
location of the image. The retrieved images are depicted in Figure F.1.
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F.2 Querying Two Characters
The queries for multiple subjects contain an operator that indicates the type of query, whether
it is a character query or spatial location query. We will further explain multiple-subject
querying along with some examples.
In querying for multiple characters, these operators were used: AND, OR and NOT WITH. A
sample SPARQL query to “Oliver AND Diablo” is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?x comic:name ?CharacterName1;
comic:InPanel ?Panel.
?y comic:name ?CharacterName2;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Oliver", "i")
FILTER regex( ?CharacterName2, "^Diablo", "i")
}
This query returns a list of image references that contain the two characters. We used
the FILTER function regex to restrict the results to only “Diablo” and “Oliver”.
To find images that contain at least one of the characters, we formulated a query using the
OR operator using VOQI. The OR operator is the UNION constraint term in SPARQL. Using
the OR operator, an example query of “Bob OR Jon” is interpreted by VOQL into SPARQL
as:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
{ ?char comic:name ?CharacterName1;
comic:InPanel ?Panel .
FILTER regex( ?CharacterName1, "^Bob", "i") )
}
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Legend: →Bob →Jon
Figure F.2: Retrieved images for “Bob OR Jon”.
UNION
{ ?char comic:name ?CharacterName;
comic:InPanel ?Panel .
FILTER regex( ?CharacterName2, "^Jon", "i") )
}
}
The usage of the UNION operator in expressing the query condition is different compared to
the previous illustrated queries. The query is divided into two branches of query condition.
The right branch will return the answers bound to the variable ?CharacterName1 and the
left branch returns answers bound to variable ?CharacterName2. Then both of the answers
are merged and the answers bound to the variable ?Panel are presented to the user.
A multiple character query using the NOT WITH operator can be formulated as “Diablo
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NOT WITH”. The SPARQL representation of this query is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?x comic:name ?CharacterName1;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "[^Diablo]", "i")
}
In this query, we use the negative character group denoted by [ ] as part of the FILTER
function regex to return solutions that do not contain Diablo. The return solutions may
contain Diablo if there exist another character besides Diablo in the same panel. This can
be seen in Figure F.3.
F.3 Querying Three Characters
Querying three character is more complex than two characters in the sense that we have to
evaluate and resolve the order of the characters in the query. To make things less complicated,
we evaluated and resolved the query using parenthesis. We adopted the IEEE digital library
search engine technique, where the first two characters are grouped and evaluated first than
followed by the third character. Possible combinations for querying three characters are 5 ·25
since we have five different characters and five operators. We provide several examples to
illustrate the usage of these operators.
To retrieve images containing three characters, we use the AND operator. For instance, a
query for “(Fineas AND Diablo) AND Oliver” is resolved and evaluated from left to right. The
SPARQL translation from VOQL is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?x comic:name ?CharacterName1;
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Legend: →Diablo
Figure F.3: Retrieved images for the query “Diablo NOT WITH”.
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Legend: →Diablo →Oliver →Fineas
Figure F.4: Retrieved images for “(Fineas AND Diablo) AND Oliver”.
comic:InPanel ?Panel.
?y comic:name ?CharacterName2;
comic:InPanel ?Panel.
?z comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName2, "^Oliver", "i")
FILTER regex( ?CharacterName3, "^Fineas", "i")
}
We define three FILTER expressions with the REGEX function to retrieve the three characters.
Figure F.4 depicts a subset of images retrieved as the answers. We observed that some images
contain two of the three characters due to the regions that are incorrectly labelled by our
semantic interpretation component.
A query “(Diablo AND Oliver) OR Fineas” illustrates the combination of the AND and OR
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Legend: →Diablo →Oliver →Fineas
Figure F.5: Retrieved images for “(Diablo AND Fineas) NOT WITH Oliver”.
operator for retrieving images. This query was resolved and evaluated from left to right and
the SPARQL query generated by VOQL is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
{
?x comic:name ?CharacterName1;
comic:InPanel ?Panel.
?y comic:name ?CharacterName2;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName2, "^Oliver", "i") }
UNION
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Legend: →Diablo →Oliver →Fineas
Figure F.6: Retrieved images for “(Diablo AND Oliver) OR Fineas”.
{
?z comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName3, "^Fineas", "i") }
}
The SPARQL query structure using OR for three characters is the same as the multiple
character. The difference is in the query condition given in each of the branches. In this
example, the left branch UNION query condition combines the results and retrieves the two
characters. Whereas, the right branch retrieves the images containing only Fineas. Figure F.6
shows the images retrieved for the above query.
The query “(Diablo AND Fineas) NOT WITH Oliver” is translated into SPARQL as below
and the retrieved images are shown in Figure F.5.
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
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SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
{
?x comic:name ?CharacterName1;
comic:InPanel ?Panel.
?y comic:name ?CharacterName2;
comic:InPanel ?Panel.
?z comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName3, "^Fineas", "i")
FILTER regex( ?CharacterName2, "[^Oliver]’’, "i")
}
The FILTER expressions determine how the results are combined. Interpreting this query,
the images containing Diablo and Fineas are retrieved and images containing Oliver are
excluded. In most cases, the images of Diablo and Oliver or Fineas and Oliver are not
retrieved, except the images that contain all of the three characters. This is because two of
the FILTER expressions are true for those images.
To query spatial location of three characters, we used the combinations of the AND, OR,
LEFT OF and RIGHT OF operators. The most basic spatial location query is using either RIGHT
OF or LEFT OF operator. A query “(Diablo AND Oliver) RIGHT OF Fineas” is resolved from
left to right and VOQL translated the SPARQL as:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?x comic:CentroidX ?CharacterCx1;
comic:name ?CharacterName1;
comic:InPanel ?Panel.
?y comic:CentroidX ?CharacterCx2;
comic:name ?CharacterName2;
comic:InPanel ?Panel.
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Legend: →Diablo →Oliver →Fineas
Figure F.7: Retrieved images for “(Diablo AND Oliver) RIGHT OF Fineas”.
?z comic:CentroidX ?CharacterCx3;
comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName2, "^Oliver", "i")
FILTER regex( ?CharacterName3, "^Fineas", "i")
FILTER ((?CharacterCx1 > ?CharacterCx3) && (?CharacterCx2 > ?CharacterCx3))
}
In this query, we introduced the use of SPARQL binary operators as part of the FILTER ex-
pression. The expression contains two conditions (?CharacterCx1 > ?CharacterCx3) that
evaluates whether Diablo is on the right of Fineas and (?CharacterCx2 > ?CharacterCx3)
that evaluates whether Oliver is on the right of Fineas. The results of these two conditions
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are then combined. The third image in the first row of Figure F.7 indicates that the system
manages to retrieve the only image that satisfy the query.
We use the OR and LEFT OF operator to formulate query that retrieves images containing
either one of two characters that are next to another character. One such query is “(Diablo
OR Oliver) LEFT OF Fineas” and the SPARQL query translated by VOQL is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
{
?x comic:CentroidX ?CharacterCx1;
comic:name ?CharacterName1;
comic:InPanel ?Panel.
?z comic:CentroidX ?CharacterCx2;
comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName3, "^Fineas", "i")
FILTER (?CharacterCx1 < ?CharacterCx3)
}
UNION
{
?y comic:CentroidX ?CharacterCx2;
comic:name ?CharacterName2;
comic:InPanel ?Panel.
?z comic:CentroidX ?CharacterCx3;
comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName2, "^Oliver", "i")
FILTER regex( ?CharacterName3, "^Fineas", "i")
FILTER (?CharacterCx2 < ?CharacterCx3)
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Legend: →Diablo →Oliver →Fineas
Figure F.8: Retrieved images for “(Diablo OR Oliver) LEFT OF Fineas”.
}
}
We used the UNION operator where the left branch returns the results matching Diablo LEFT
OF Fineas and the right branch returns results matching Oliver LEFT OF Fineas. The results
are then merged to form a single result list and Figure F.8 depicts the retrieved images.
To illustrate the use of the NOT WITH operator, we posed the query “(Diablo LEFT OF
Oliver) NOT WITH Fineas”. The SPARQL query is:
PREFIX comic: <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology#>
SELECT ?Panel
FROM <http://dayang.cs.rmit.edu.au/~dayang/ComicOntology.owl>
WHERE {
?x comic:CentroidX ?CharacterCx1;
comic:name ?CharacterName1;
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comic:InPanel ?Panel.
?y comic:CentroidX ?CharacterCx2;
comic:name ?CharacterName2;
comic:InPanel ?Panel.
?z comic:CentroidX ?CharacterCx3;
comic:name ?CharacterName3;
comic:InPanel ?Panel.
FILTER regex( ?CharacterName1, "^Diablo", "i")
FILTER regex( ?CharacterName2, "^Oliver", "i")
FILTER (?CharacterCx1 < ?CharacterCx2)
FILTER regex( ?CharacterName3, "[^Fineas]", "i")
}
The SPARQL query contains four FILTER expression, where three of them have the REGEX
function. The expression FILTER regex( ?CharacterName1, "^Diablo", "i") and FILTER
regex( ?CharacterName2, "^Oliver", "i") are used to retrieve Diablo and Oliver, re-
spectively. Then we find images containing Diablo located on the left of fineas by using
FILTER (?CharacterCx1 < ?CharacterCx2. To prune the results so that they do not con-
tain Fineas, we used FILTER regex( ?CharacterName3, "[^Fineas]", "i"). Respective
images retrieved for this query are shown in Figure F.9.
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Legend: →Diablo →Oliver →Fineas
Figure F.9: Retrieved images for “(Diablo LEFT OF Oliver) NOT WITH Fineas”
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