In this paper we consider parafermionic Liouville field theory. We study integral representations of three-point correlation functions and develop a method allowing us to compute them exactly. In particular, we evaluate the generalization of Selberg integral obtained by insertion of parafermionic polynomial. Our result is justified by different approach based on dual representation of parafermionic Liouville field theory described by three-exponential model.
wavefunction for the system of charged particles on a sphere of certain radius in a uniform radial magnetic field at Landau level filling N/(2 + NM) where M is an integer number. Up to some standard factors the (N, 2) Read-Rezayi state is proportional to the multipoint correlation function of parafermionic currents whose non-trivial part is given by a symmetric homogeneous polynomial vanishing when any N + 1 particles collide. We refer interested reader to recent papers [27] [28] [29] [30] [31] for more details and list of all relevant references. In this paper we study these and even more general polynomials which can be identified due to [31] with three quasihole excitations over the quantum Hall ground state in great details. In particular, we give an explicit representation for them in terms of symmetrization of certain basic "monomials" and compute exactly generalized Selberg integral involving these polynomials (see section 3). We also compute the generalization of Mehta integral involving parafermionic polynomial.
Fractional superstring theory was investigated in number of papers [32] [33] [34] [35] [36] and recently in [37, 38] in the context of matrix models. However, many important questions about fractional superstings are still unanswered. One of them is the formulation of non-critical fractional superstring theory within Polyakov's approach similar to [1, 13] . This question requires deeper understanding of the nature of parafermionic symmetry, but it is clear that Z N parafermionic analog of Liouville field theory plays here an important role. Parafermionic Liouville field theory is defined by two-dimensional Lagrangian density [39] 
where we denote schematically the Lagrangian of Z N parafermionic CFT by L PF [20] (see also appendix A), ϕ is bosonic field and Ψ is the first parafermionic current. Parameter µ in (1.1) is called cosmological constant, while b is coupling constant. Last term in (1.1) can be viewed as the simplest possible marginal deformation of two theories: free bosonic theory and Z N parafermionic CFT. For N = 1 the resulting theory coincides with ordinary Liouville field theory [4, 5] and for N = 2 with supersymmetric Liouville field theory [14] [15] [16] . The symmetry algebra of the theory is actually wider and generated by two holomorphic currents of spin two (stress energy tensor) and non-local current of spin
for N > 1. For N = 2 this algebra coincides with Neveu-Shwarz algebra while for N > 2 it has more complicated structure 1 . For our purposes we found inconvenient to use standard "bootstrap" machinery based on using of Ward identities an so on [6] and prefer to consider the theory (1.1) as a deformation of the tensor product of two theories free bosonic field theory and Z N parafermionic CFT. It means that we will consider all correlation functions in our model only if the total charge takes special values and they can be represented by finite-dimensional integral of the product of correlation functions in free bosonic theory and parafermionic CFT (see section 2 for details). The expression for general values of the total charge can be obtained by means of "analytical" continuation (see section 2). This approach is not mathematically rigorous and the obtained result has to be checked by independent calculations. In section 4 we consider the theory (1.1) using the dual representation by the three exponential model which is introduced there and develop a method allowing to study correlation functions without any restrictions on the total charge.
The primary fields in the theory (1.1) are given by the exponential fields
where σ k are the primary fields in parafermionic CFT also called order fields (see appendix A). The fields (1.3) are the spinless fields with conformal dimensions
In this paper we consider in details the three-point correlation functions of the primary fields (1.3) in parafermionic LFT and obtain generalization of DOZZ formula [2] [3] [4] in this case. The paper organized as follows. In section 2 we formulate the problem and propose an answer for the three-point correlation function of exponential fields in our model. We also describe general method used in this paper which leads to the problem of computation of some multi-dimensional integrals analogous to those considered in [41] but with insertion of certain polynomials (we call them parafermionic polynomials). In section 3 (which can be considered as a main novel part of our paper) we compute these integrals using the method adopted from the seminal paper by Selberg [42] . In section 4 we consider dual representation of parafermionic LFT given by three exponential model and obtain an analytic expression for the threepoint correlation function which agrees with the result obtained in section 3. Section 4 can be considered as an independent check of our results. In this part of the paper we use the notations historically related with the three-exponential model and they intersect with the notations used in the rest of the text (the same is for appendix D). We hope that this fact will not confuse the reader. In section 5 we consider some important questions which were not discussed in the main body of the paper. In appendix A we give a review of parafermionic CFT [20] . In appendices B and C we give proofs of two important propositions essentially used in section 3. In appendix D we consider minisuperspace approximation for the three-exponential CFT and discuss its sigma-model representation.
Three-point correlation function in parafermionic LFT
Our goal is to find the three-point correlation function of the fields (1.3)
One can show (see below) that due to the Z N symmetry of parafermionic CFT the three-point correlation function (2.1) is non-zero only if one of the following conditions is satisfied
or
In this paper we give an analytic expression for the three-point correlation function (2.1). In order to present an answer it is convenient to define functions
and where α = α 1 + α 2 + α 3 and integer parameters k j and k are supposed to be related by (2.2a) for the function (2.3a) and by (2.2b) for the function (2.3b). The factors ρ(k 1 , k 2 , k 3 ) andρ(k 1 , k 2 , k 3 ) in (2.3a) and (2.3b) are functions independent on parameters α and b. They are explicitly given by
where
Throughout this paper we use the following standard notation
. (2.5)
In eqs (2.3) function Υ (N ) 6) where Υ(x) is usual Υ-function defined in [4] . It is convenient to supply definition (2.6) with
which is self-consistent for k = 0 as one can readily see from (2.6). Function Υ (N )
k (x) obeys several important properties (which follow of course from analogous properties [4] for Υ function).
Reflection: Υ
(N ) Shift:
(2.7b)
We note that due to the relation (2.7b) all function Υ (N )
In this paper we propose an exact expression for the three-point function (2.1). The cases of odd and even N should be considered separately. If N is an odd number then
If N is even then both conditions (2.2a) and (2.2b) can be satisfied at the same time (of course with different k and k ′ ). This is possible only if k 1 + k 2 + k 3 = 2k ≥ N. In this case our proposal reads as
) is true and condition (2.2b) is wrong,
) is true and condition (2.2a) is wrong , 
) in the equations above are defined by (2.3a) and (2.3b) respectively. We emphasize that in the definition of
while in the definition ofC
In particular, in the third line in the r.h.s in (2.10)
. We note that for N = 1 and N = 2 our result reproduces known exact expressions for the three-point correlation functions in bosonic Liouville field theory [2] [3] [4] 7, 43] and in supersymmetric Liouville field theory [14, 15] . One important comment is needed at this point. Throughout this paper we assume that holomorphic and antiholomorphic parafermionic currents commute with each other which is actually not the case. The locality of the theory requires
with ω = e 2iπ/N . The commutation rule (2.11) gives some phases which can be easily restored in our final answer (2.9) and (2.10). We prefer to hide these phases and put ω = 1 for simplicity.
Proposed exact expressions (2.9) and (2.10) posses a symmetry 12) where cosmological constants µ andμ are related via
Transformation (2.12) reflects the duality of parafermionic Liouville theory (1.1). Namely, two theories one defined by Lagrangian (1.1) and another defined by 13) are equivalent. Here Ψ + = Ψ N −1 is the conjugated parafermionic current (see appendix A). In particular, it follows from this equivalence that parafermionic LFT is unitary at b = 1.
The quantum field theory defined by the Lagrangian density (1.1) is interacting field theory for µ = 0. However, as was noticed by Goulian and Li [44] in some cases it can be studied by free-field methods. By definition, the three-point function (2.1) is given by the path integral
One can perform integration over zero mode ϕ 0 of the field ϕ = ϕ 0 +φ where fieldφ has no zero Fourier component
15) where
and S 0 [φ, Ψ] is the action without exponential term i.e. at µ = 0 5 . In (2.15) we use the notatioñ V
2αφ . According to (2.15) the three-point correlation function
has a pole at s = n (i.e. at α − Q = −nb) with the residue
and . . . denotes the path integral with the action without exponential term. The integration d 2 z j in (2.16) goes over two-dimensional plane. For future convenience we represent parameter n in (2.16) as n = mN − k, where m and k are arbitrary integers restricted by m ≥ 0 and 0 ≤ k < N, i.e. we define the parameter k as a deficit of the parameter n to be divided by N. We note that correlation function in the r.h.s. in (2.16) essentially factorizes into bosonic and parafermionic parts. The bosonic correlation function in (2.16) can be evaluated using Wick rules with the pairing
so that (2.16) can be rewritten as
) which is actually a polynomial (see below) is defined through the correlation function in parafermionic CFT as
One can easily show (see appendix A) that this correlation function is non-zero only if the parameters k and k j are related via one of the conditions (2.2). Below we will consider in details the case when the parameters k and k j are related as in (2.2a) with the case of the relation (2.2b) being done in complete analogy (we present some relevant formulae for this case in the end of appendix A). We also denote throughout this paper 20) so in any expressions below parameter n is always given by (2.20) (except section 4 and appendix D which have their own notations). Under above assumptions we left with the problem of computation of the Coulomb integral
which can be viewed as a generalization of the similar Coulomb integrals studied in [41, 45] in the case of bosonic theory (N = 1 in our case) and in [46] in the case of supersymmetric theory (N = 2). It is clear that in some domain of the parameters A, B and g this integral is convergent. If one succeeded and computed the integral (2.21) (which is usually given in terms of product of Γ-functions) then one can formally continue it to arbitrary values of the parameter s = (Q − α)/b (see below). This method was used in number of papers [4, 10, 11, 14, 47, 48] and in all cases it gives correct expression for the threepoint correlation function (it is usually confirmed by other methods like semiclassical approximation, bootstrap approach etc).
Parafermionic polynomials and Selberg integrals
The main subject of this section is to compute the integral (2.21). As a warm-up exercise we consider contour version of the integral (2.21)
where integers k 1 , k 2 , k 3 and k are restricted by the condition
and
We stress that the polynomial P
where ρ(k 1 , k 2 , k 3 ) can be found in (2.4). Our choice of normalization will become clear below (see appendix A and especially eq (A.22)).
. . , t n ) is symmetric polynomial in variables t 1 , . . . , t n (and not necessary symmetric in x j ) satisfying the set of properties which follow from the definition (2.19) (see appendix A)
, t 1 , . . . t n−N −1 ) = 0, (3.5d)
(3.5e) 6 In order to save space we will denote P (N | k1,k2,k3) m (x 1 , x 2 , x 3 |t 1 , . . . , t n ) simply as P(x 1 , x 2 , x 3 |t 1 , . . . , t n ) or even P(x i |t j ) when needed.
. . , t n ) is uniquely determined by the set of properties (3.5) up to a total factor.
The proof of proposition 3.1 is given in appendix B. The polynomial P
. . , t n ) can be explicitly written in terms of symmetrization of certain basic "monomial" p(x 1 , x 2 , x 3 |t 1 , . . . , t n ) as P
where S means symmetrization over all variables (t 1 , . . . , t n ). Normalization constant
in (3.6) were chosen in such a way that the polynomial explicitly given by (3.6) together with (3.4) gives (2.19).
The basic "monomial" p(x 1 , x 2 , x 3 |t 1 , . . . , t n ) in (3.6) can be defined as follows. We divide our points
where N − k groups contain m different elements and the remaining k groups contain m − 1 different elements. We associate with each group s q the "monomial" i<j∈sq (t i − t j ) 2 and take the product over all groups N q=1 i<j∈sq
It is clear that if the basic "monomial" is proportional to the product (3.8) then the clustering property (3.5d) follows automatically because if one sets any N + 1 variables t j to the same value then at least two of them will be inside the same group and hence the expression (3.8) vanish. The rest of the basic monomial is constructed as follows. All groups (s 1 , . . . , s N ) are divided into four sets with k − k 1 , k − k 2 and k − k 3 groups ((m − 1) elements in each group) and N − k groups (m elements in each group)
We define the basic monomial as
We note that the expression involving variable x j in (3.9) looks like i∈sp 1
i. e. it involves the product over exactly k j groups for any j = 1, 2, 3 and apparently ensures clustering property (3.5e). After symmetrization over (t 1 , . . . , t n ) we get the polynomial which is non-zero and it it is easy to see that the rest of properties in (3.5) are also valid. With the polynomial defined by (3.6) and (3.9) we define the polynomial P
. . , t n ) as in (3.3) . From the standard CFT point of view the definition (3.3) is equivalent to using the projective invariance of correlation function
allowing to fix x 1 = 0, x 2 = 1 and x 3 = ∞.
Integrals of the form (3.1) i.e.
where P (t 1 , . . . , t n ) is some symmetric polynomial were extensively studied in the literature. When P (t 1 , . . . , t n ) = 1 the integral (3.11) coincides with ordinary Selberg integral [42] . The case when P (t 1 , . . . , t n ) is elementary symmetric polynomial was considered by Aomoto [49] . Further generalization has been computed by Kadell [50] . In this case P (t 1 , . . . , t n ) coincides with Jack polynomial Jac
where λ is arbitrary partition of at most n parts (for further development see also [51, 52] ). In this paper we present another exact results for the integrals of the form (3.11) (see below).
We will follow mainly original approach of Selberg [42] also described in [53] . For g being non-negative integer number we can expand in (3.1) 12) where the sum goes over all eligible sets of integers ν 1 , . . . , ν n . It is clear that the values of the coefficients C ν 1 ,...,νn in (3.12) are independent on the order of the integers ν 1 , . . . , ν n . It happens that in complete analogy with Selberg case (i.e. in the case with polynomial being a constant) the integers arranged as ν 1 ≤ ν 2 · · · ≤ ν n satisfy proper set of inequalities which allow to find A and B dependent part of the integral (3.1) analytically.
..,νn in (3.12) occur when the integers ν pN +j satisfy the inequalities
We give a proof of proposition 3.2 in appendix C. Substituting expansion (3.12) in the definition (3.1) of the integral J
(A, B|g) and using the Euler beta integral formula we get
Using the first set of inequalities (3.13a) in the numerator in (3.14) the second set (3.13b) in the denominator and the relation Γ(1 + x) = x Γ(x) we can rewrite
where 16) and H {ν j } (A, B) is some polynomial in A, B and g (which depends on the integers {ν j } = (ν 1 , . . . , ν n )). By symmetry reasons it is also useful to represent in (3.14)
with some polynomial Q k 2 (B) (it does not depend on choice of integers {ν j }, but its explicit form is not important for us now). Using (3.15) and (3.17) we get
Now due to the symmetry of the integral (3.1) with respect to A ↔ B and k 1 ↔ k 2 we can also represent it as
with some another polynomialsH(A, B) and Q k 1 (A). The validity of both equations (3.18) and (3.19) requires
where R(A, B) is some polynomial in A and B of certain degree 7 . Let us show, that in fact R(A, B) does not depend on parameters A and B. First, we consider large A asymptotic of the integral (3.1). It can be done by changing variables
From other side using
Because both (3.20) and (3.21) have the same behavior at A → ∞ we conclude that the polynomial R(A, B) does not depend on A. Analogously we find that it does not depend on B as well. So R(A, B) may depend only on parameter g, i.e.
The factor C (N,k) m (g) in (3.22) depends on parameters k 1 , k 2 and k 3 only through their sum i.e. it depends only on parameter k. This fact can be easily seen if we take
consider the limit L → ∞ in the integral (3.1) 8 and from other side use Stirling formula in the r.h.s. in (3.22) . One obtains that C
24)
7 It may depend on parameter g in non-polynomial way, which is actually the case (see below). 8 While performing the limit of the integral (3.1) we used the following limit
2 .
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here P (N ) m (s 1 , . . . , s n ) is the polynomial given by symmetrization of the "monomial" p(s 1 , . . . , s n )
where normalization factor Λ m is given by (3.7) and
We see that (3.24) indeed depends only on parameter k and not on parameters k j . Polynomial (3.25) is symmetric homogeneous polynomial of total degree (m − 1)(n − k) (we remind that n = mN − k) satisfying clustering property P
We note that the polynomial (3.25) can be obtained from the polynomial P
. . , t n ) with variables t j taken as in (3.23) in the limit L → ∞. As was shown in [54, 55] the degree (m − 1)(n − k) is the minimal possible degree for the symmetric homogeneous polynomial in n = mN − k variables satisfying (3.26) and this unique polynomial is proportional to Jack polynomial [56] (3.27) where α N = −N − 1 and λ is the special partition
Since the factor C (N,k) m (g) does not depend on parameters k j we found convenient to evaluate it from the integral (3.1) in the case k 1 = 0 and k 2 = k 3 = k. By Carlson's theorem [57] 9 we find that (3.22) holds not necessary for integer values of the parameter g. In particular it can be continued to the region of sufficiently small negative g. In this region function C (N ) m (g) can be found if we change variables
in the integral (3.1) with k 1 = 0 and
The integral over dτ in (3.28) is divergent logarithmically at A = −1 − (N − 1)g. Applying the general formula
for any function f (x) continuous at x → 0 + we can consider the limit
Using the clustering property
which follows from the explicit form of the polynomial P
29) where
In order to compute X N (g) we set in (3.29) m = 1 and k = 0. In this case the polynomial entering the integral J (N |0,0,0) 1 (A, B|g) is actually some constant so that J (N |0,0,0) 1 (A, B|g) is ordinary Selberg integral which is already known. Considering the limit (3.29) in this case we get
Now substituting (3.22) in (3.29) we find that
Repeating (3.32) (m − 2) times we get
Finally using that under chosen normalization
and hence the integral (3.24) is just the ordinary Mehta integral in this case we find that
Combining altogether one arrives at (3.35) where n = mN − k. Finally we conclude that the integral (3.1) is given by (3.22) with C (N, k) m (g) given by (3.35) . Now we are ready to compute the integral G (2.21) . One can use the following observation. For any integral over the plane (more precisely over n two-dimensional planes) 36) where P (t 1 , . . . , t n ) is arbitrary polynomial the following relation is hold [41, 58, 59 ]
In fact (3.37) was proven for pure Selberg case (i.e. with P (t 1 , . . . , t n ) = 1) by standard manipulations with contour integrals [60] . Since the polynomial is a single-valued function it is not an obstruction to deform contours in a same way as was done for P (t 1 , . . . , t n ) = 1. Moreover, since the factor λ n (B|g) originates from the non-analyticity of the integrand in (3.36) it is going to be the same for any polynomial P (t 1 , . . . , t n ). Explicitly λ n (B|g) reads as
In order to compute the integral (3.36) one has to compute the contour integrals (3.37a) and (3.37b). The late can be reduced by change of variables t j → 1/t j to the integral of the form (3.37a) with some another polynomialP (t 1 , . . . , t n ) defined aŝ
where η is some integer number. In the case considered in this paper polynomials P (t 1 , . . . , t n ) and P (t 1 , . . . , t n ) belong to the same class. Namely, as follows from (3.5b)
Using (3.37), (3.38) and (3.39) one can compute the integral (2.21)
where integers k 1 , k 2 , k 3 and k satisfy the condition (2.2a). In (3.40) the factor ρ(k 1 , k 2 , k 3 ) is defined by (2.4). We note that the parameters A, B and g are expressed in terms of the parameters α j and b as in (2.18) while the parameters α 1 , α 2 and α 3 are supposed to be related by the screening condition (we recall that n = mN − k)
In (3.40) we used also the following notation
and γ
is given by (3.40). In the dual case when parameters k 1 , k 2 and k 3 are related as in (2.2b) corresponding integral can be calculated in a same way (we present some relevant formulae in the end of appendix A). The resulting integral satisfies the residue condition similar to (3.43) with functionC
given by (2.3b). We note that if N is an odd number then only one condition (2.2a) or (2.2b) can be satisfied for given k 1 , k 2 and k 3 and hence the three-point correlation function (2.1) (if it is non-zero) is given ether by (2.3a) or by (2.3b) as in (2.9). Contrary, for even N both conditions (2.2a) and (2.2b) can be valid at the same time. In this case it is natural to expect that the three-point function will be given by sum of (2.3a) and (2.3b). The phenomenon of this type appears already for N = 2 i.e. for supersymmetric LFT for the three-point function of two Ramond and one Neveu-Schwarz fields [15] . Our proposal for even N is given by (2.10) We note that the residue condition (3.43) and similar condition for the function (2.3b) are not enough to determine the three-point function C k 1 ,k 2 ,k 3 (α 1 , α 2 , α 3 ) completely. Moreover, as one can easily see the proposed exact expression (2.9)-(2.10) has much more poles than predicted by (2.15). Our conjecture is inspired by intuition adapted from the bosonic [4] and supersymmetric [14] Liouville field theories and has to be justified by independent methods. In the next section we perform non-trivial check of our conjecture based on dual representation of the parafermionic LFT by the three-exponential model.
Dual representation of parafermionic LFT
In this section we consider dual representation of parafermionic LFT based on three-field model suggested in [39] . Some notations which we are going to use in this section will overlap with notations used before.
We consider the theory with the action, which contains three exponents
where parameters α 1 , α 2 and α satisfy the condition:
The affine version of the theory (4.3) where the term S + −− is added to the action was considered in different regimes 10 in [39, 61, 62] . The theory (4.3) is non-unitarian CFT with the stress energy tensor [39, 63] 
and central charge c = 3
. It is convenient to write our parameters α, α j in the form
Then the central charge will have a form 6) which is exactly the same as (1.2). The primary fields will be exponential operators
with conformal dimensions
10 There are three regimes in the affine theory when all parameters α and α j are imaginary, when α is real and both α j are imaginary and finally the regime considered in this paper when all parameters are real. In the first regime when all parameters α and α j are imaginary the theory is unitary and its spectrum consists of quadruplet of fundamental particles and their bound states [39] . The theory is integrable with two-particle S-matrix being proportional to the tensor product of two-soliton S-matrices of the sine-Gordon model. The integral representations for the form-factors of local fields in this theory were studied in [61] . The particle content and scattering theory in the remaining non-unitary regimes of affine theory are rather complicated and deserves further studies.
The correlation functions of exponential fields can be calculated using Goulian-Lie method described above
Free-field correlation function in the r.h.s. in (4.8) can be expressed in terms of Coulomb integral only if all the parameters n i are non-negative integers otherwise eq (4.8) is rather formal. The calculation of the correlation functions in our theory is very similar to the same calculation for sine-Liouville model [64] (see also [65] ) and based on usage of certain integral identity (see for example eq (1.13) in [47] ). We prefer to hide details here and present only final answer 11 . Let us suppose the condition
with some integer number r ′ and define p as 10) then correlation function of the fields V ( a j )(x j ) can be expressed in terms of correlation functions of two Liouville field theories with coupling constants 2α 1 and 2α 2 with cosmological constants −µ 2 γ(−4α
2 ) (we label corresponding correlation functions with lower subscripts 1 and 2 respectively). Namely,
where V a i are the standard exponential operators in Liouville field theory with conformal dimensions a i (Q − a i ) and factors N ( a j ) are 
We see that our model, similar to sine-Liouville model admits the separation of variables and possesses the dual sigma model representation (see appendix D). The general three-point correlation function in our CFT is rather complicated object which we suppose to study in separate publication. However it is rather easy to calculate the two point functions which coincide with special reflection coefficients of the fields V ( a). We normalize our fields V ( a) by the condition
Then the reflection amplitude defined as
− a 1 , a 2 , a 3 coincides with the two point function
In the similar way can be defined amplitude R 2 ( a) and amplitude associated with double reflection
which coincides with the two-point function
The amplitude associated with full reflection
is equal to the two-point function
It is easy to derive from eqs.(4.11,4.12) that functions R 1 , R 2 and R 1,2 have the form:
Here the functions R
are the reflection amplitudes (two-point correlation functions in the Liouville CFT with coupling constants 2α i and cosmological constants
It is easy to see that reflection amplitudes satisfy the "associativity condition"
The reflection amplitude
− a 3 coincides with correlation function
It can be calculated with the result
The amplitude R ( a) = R 3 ( a) R 1,2 ( a). If we introduce the momentums p 1 , p 2 and q by the relation
then denominator in eq.(4.20) will have a form
and it easy to see that amplitude R 1,2 will be unitarian with respect to p j → −p j . At this point we will not discuss here any more the general CFT (4.3) and start to consider the special subspace of our model which is related with parafermionic Liouville model considered above. We have seen already that the central charge of our model (4.6) coincides with the central charge of parafermionic Liouville model (1.2). We show that certain three-point correlation functions (2.1) in parafermionic LFT can be expressed in terms of special correlation functions of our model. It is well known that the parafermionic algebra admits the free field representation in terms of two fields φ 1 and φ 2 with the stress energy tensor [66] 
Parafermionic currents Ψ(z) and Ψ + (z) can be represented in terms of the chiral parts of these fields as [66] Ψ(z) = N + 2 4N
The order fields σ k can can be represented in terms of these fields as 24) where N k is the normalization factor which will be specified below. To establish relation between two models it is important to express fields φ i , ϕ from (4.3) in terms of the fields ϕ i from (4.22) and vice versa. For that it is convenient to compare the stress energy tensor (4.4) with stress energy tensor of parafermionic Liouville model
It is easy to see that field φ 2 can be identified with field ϕ 3 . For other fields we derive
It is interesting to express the screening charges in parafermionic Liouville model which are
in terms of fields ϕ i . We derive using the relation b =
(4.27)
It is easy to check that fields J 1 and J 2 commute with all screening charges S − +− ... given by eq(4.1) and operators d 2 xµ ′ i J i J i can be used as additional screening charges for calculation of the correlation functions. We note that there is one additional screening field J 3
Now we can consider the simplest three point correlation function in parafermionic Liouville model. Namely, a 2 , a 3 ) where k 1 + k 2 + k 3 = N and take for simplicity N odd. In this case r ′ = −1 and hence p = 0 so our correlation function does not contain any integrals. It follows from eqs (4.26) and (4.24) that the field V (k) a has a form
The normalization factors N ( a) in eq (4.11) in this case are
2 )/N) and the there-point correlation function C k 1 ,k 2 ,k 3 (a 1 , a 2 , a 3 ) with k 1 + k 2 + k 3 = N can be written in the form
where C 2α i denotes the three-point correlation function in Liouville CFT with the coupling constant 2α i and
One can use the following easily established relations and also the explicit form of normalization factors N k
computed in [62] we obtain that (4.29) coincides exactly with the expression (2.3b) for the three-point correlation function proposed above in the case
For the calculation in the more general case when parameters k j are related by the condition k 1 + k 2 + k 3 = N + 2k we should introduce k additional screening charges generated by the field J 3 (4.28). The calculations become more involved but they give exactly the same answer as in (2.3b).
Now we can calculate the reflection amplitude for parafermionic Liouville field theory. The simple calculation gives a result that function defined by the relation
These functions satisfy the condition R k (a)R N −k (Q − a) = 1. For arbitrary b functions R 0 (a) = R N (a) and RN 
Concluding remarks and open problems
In this section we discuss briefly some subjects and questions which were not considered in the main body of the paper.
1. The important question in the analysis of any CFT is the description of the chiral algebra of theory. Besides the non-local symmetry generated by the field (D.11) our theory possesses the infinite dimensional local symmetry generated by holomorphic W −current W 4 and other currents with even spin which appear in the operator product expansion of this current with itself and with these new holomorphic currents 12 . These currents form the closed W algebra. For three exponential model considered in Section 4 the explicit form of these currents in terms of three fields can be found in [39, 62, 63] . The fields
where fields Φ k (q,q) are defined in appendix A are the primary fields of this W − algebra. The full space of fields in parafermionic LFT, local with respect the fields V k α can be derived by application of this W algebra to the primary fields
2. In this paper we calculated the three-point correlation functions for the fields V k α . Three point correlation functions of more general local fields V
can be calculated by generalization of our method for this case. The analog of the polynomials P (N |k 1 ,k 2 k 3 ) for this case can be derived by the proper fusions of the points in this polynomials dictated by the parafermionic algebra. Namely, any field Φ k (q,q) can be obtained in the operator product expansion of "order" field σ k with parafermionic currents Ψ and Ψ. As an example we give here the three-point correlation functions of two operators V (k) α i with operator V (k,q) α which determine the operator product expansion of two fields V
The structure constant C
in this expansion can be expressed through the three-point
For q > N − k the function A(α, k, q, b) can be calculated using the "duality" relation
3. The important role in studying of parafermionic LFT play the degenerate fields V can be represented by the finite dimensional integrals and satisfy the differential equations. As an example we give here the simplest four point functions in parafermionic LFT. Let i + j + k = l where 2l < N. Then
) and
here α = α 1 + α 2 + α 3 . Using the results of paper [67] where the correspondence between the integral J m (A, B, C|x) and differential equation of order m + 1 was established it is easy to derive the differential equations of order N − l + 1 for our correlation functions.
4. The degenerate fields play even more important role if we consider our theory in the region b 2 < 0. For |b| < 1 parameter α 2 1 in eq (4.5) becomes negative and we are in the other regime of the three exponential model. It is convenient to take −b 2 = p p+n then as it follows from the results of [39, 63] for integer values of p > 2, three field model after quantum group restriction describe rational unitarian CFT M(N, p) with central charge
which is
coset CFT. 13 The conformal dimensions of the basic fields φ k n,m in this model are characterized by three integers k ≤ N, m < p and n < p + N, with k = n − m (mod N) and are
The fields φ 
It means that correlation functions in this theory can be derived from the correlation functions of the degenerate fields in parafermionic LFT by substitution b → ib. In particular the structure constants in the M(n, p) theory can be expressed in terms of integrals calculated in Section 3.
It was shown in ref [69] that the CFT models M(N, p) describe the critical behavior of generalized RSOS statistical models. The spin variable s in these models takes the integer values with the restriction |s − s ′ | ≤ N for the neighboring sites of lattice. These models can be considered at the random (dynamical) lattice. It is natural to think that the critical behavior of these "random" models is described by CFT M(N, p) coupled with parafermionic LFT. Solving parafermionic LFT on a sphere we will be able to find KPZ critical exponents and calculate the correlation functions in the coupled theory. To derive more interesting quantities as the partition function on the fluctuating disk we should solve boundary parafermionic LFT. One of the steps in this direction is the calculation of bulk-boundary parafermionic Selberg integrals which generalize the integrals calculated in [70] for the Liouville boundary CFT. 
Appendix A. Parafermionic CFT (review)
In this section we collect all needed facts about parafermionic CFT [20] . In particular, we give an evidence of the statement that correlation function in parafermionic CFT containing at most three order fields and arbitrary number of parafermionic currents is a polynomial (see (2.19) ) and derive the set of properties (3.5) defining this polynomial uniquely up to a factor. We also explain our choice of normalization in (3.4) . In the end of the appendix we collect some formulae for the parafermionic polynomial (2.19) as well as for the integral (3.1) in the dual case when parameters k 1 , k 2 and k 3 are related by the condition (2.2b).
The Z N parafermionic algebra is generated by the holomorphic currents Ψ k (z), k = 1, . . . , N − 1 of fractional spins
The OPE of these currents can be written in a form
Third line in (A.2) defines stress-energy tensor T (z) which generates the conformal algebra of the theory with the central charge
There is a set of antiholomorphic currentsΨ k (z) with
forming operator algebra similar to (A.2). Together they form the whole symmetry algebra of Z N parafermionic theory and all other fields belong to some representations of this algebra. We note that the algebra (A.2) is generated by the first parafermionic current Ψ 1 (z) which we denote for simplicity as
Analogously we defineΨ(z). It can be shown [20] that any field in Z N theory can be obtained in the OPE's of the first parafermionic currents Ψ(z) andΨ(z) with one of the primary fields (it is convenient to include σ 0 (z,z) = σ N (z,z) = 1.)
Fields σ k (z,z) are called by analogy with Ising model (which coincides with Z 2 theory) order fields and have conformal dimensions
We note that (A.1), (A.2) and (A.8) have obvious symmetry with respect to k → N − k. Sometimes it is convenient to define Ψ
Parafermionic theories enjoy Kramers-Wannier duality, so it is also reasonable to define disorder fields
which have exactly the same conformal dimension as order fields (A.8). It is convenient also to classify fields in Z N theory with respect to both holomorphic and antiholomorphic Virasoro algebras One can consider the multipoint correlation function
14 We note that the field primary with respect to Virasoro algebra is not necessary primary with respect to parafermionic algebra (A.2).
15 Analogously the fields Φ where n = mN − k. It is clear that the sufficient condition that this function is non-zero follows from the similar condition for the four-point function
In order to find out whether correlation function (A.15) is non-zero we consider the operator product expansion [20] 
(A.16) Evidently (A.15) is non-zero if and only if in the OPE σ 1 σ 2 σ 3 there is a field Ψ kΨk . Analyzing (A.16) one can arrive that this is possible if one of the following conditions
is satisfied. We consider in details the condition (A.17a). In this case correlation function (A.14) can be written in a form
where x ij = x i − x j , t ij = t i − t j and
The normalization factor Ξ(k 1 , k 2 , k 3 ) in (A.18) will be defined below. Clearly P(x i |t j ) defined by (A.18) is a polynomial symmetric in t 1 , . . . , t n . Projective invariance of correlation function (A.18) requires that this polynomial satisfy the set of properties (3.5a)-(3.5c). The last two properties in (3.5) follow immediately from the operator product expansions (A.2) and (A.16). Namely, correlation function (A.14) should respect OPE's
From other side applying (A.19) to (A.18) one arrives to unwanted poles in (A.18). The condition that these poles are cancelled is equivalent to
Clearly eq (A.20) implies (3.5d) and (3.5e). One can see that there are no more obstructions and correlation function (A.18) with appropriate polynomial satisfy all eligibility requirements. Moreover, as it will be proven in appendix B the set of properties (3.5) determines the polynomial P(x i |t j ) in (A.18) uniquely up to factor which can be defined as follows. In order to obtain the four-point function (A.15) from the multipoint one (A.14) one has to fuse n = mN − k points t 1 , . . . , t n into (m − 1) clusters with N points and one cluster with N − k points taking into account the structure constants of parafermionic algebra (A.3), i.e.
In our conventions we defined normalization of the polynomial P
. . , t n ) in (3.6) according to (A.20) and (A.21) as
According to (A.21) and (A.22) the normalization constant Ξ(k 1 , k 2 , k 3 ) in (A.18) is defined through the four-point correlation function (A.15) as
(A.23) 16 Here sign ∼ means proportional up to some polynomial.
From operator product expansion (A.16) one immediately concludes that
An explicit expression for the three-point functions in Z N parafermionic theory was obtained in [20] 
where first two factors are 3j-symbols and
In (A.25) sign ≃ means that the l.h.s. is not necessary zero if the r.h.s. does. One has to use reflection properties (A.12) for the fields Φ 2j (2m, 2m) in (A.25) to ensure that the r.h.s. is non-zero (if it can not be done then this correlation function is indeed vanish). In our case we tuned parameters in (A.24) using this prescription and get 27) where ρ(k 1 , k 2 , k 3 ) is given by (2.4). With explanations above we think that the choice of normalization in (3.4) becomes clear 18 . In the end of this appendix we give an explicit expression for the parafermionic polynomial (2.19) in the dual case when parameters k 1 , k 2 and k 3 are related by
In this case polynomial defined by (2.19) is expressed in terms of polynomialP
. . , t n ) satisfies the set of properties similar to (3.5)
, t 1 , . . . t n−N −1 ) = 0, (A.31d)
One can shown that (A.31) determine the polynomialP
. . , t n ) unambiguously up to a total factor. It can be written similar to (3.6) as
where Λ m is given by (3.7) and the basic "monomial"p(x 1 , x 2 , x 3 |t 1 , . . . , t n ) is defined as follows. We divide our points t 1 , . . . , t n into N groups
where N − k groups contain m different elements and the remaining k groups contain m − 1 different elements. All groups (s 1 , . . . , s N ) are divided into four sets with k 1 − k, k 2 − k and k 3 − k groups (m elements in each group) and k groups ((m − 1) elements in each group)
Then the basic monomial is
We can define also the dual integral
where the integers k 1 , k 2 , k 3 and k are restricted by the condition (A.28). It can be calculated using the method described in section 3. The result is
where function G Appendix B. Proof of proposition 3.1
In this appendix we give a proof of the following statement used in section 3. Namely, the polynomial P(x i |t j ) defined by the set of properties (3.5) exists and unique up to a total factor. The existence was demonstrated in section 3 by explicit expression, while the uniqueness will be proven below (we follow mainly [54] ) 19 . Let us consider the space W of symmetric polynomials P (t 1 , . . . , t n ) satisfying the following condition
, t 1 , . . . , t n−N −1 ) = 0.
(B.1)
where sign ∼ means proportional up to some polynomial.
Proof 20 Let us take in P (u 1 , . . . , u N +1 , t 2 , . . . , t n−N )
We can expand at λ → 0 
Now we take u 1 = · · · = u N = x and u N +1 = t 1 which is equivalent to u = (Nx + t 1 )/(N + 1)
) and ξ N +1 = −N(x − t 1 )/(λ(N + 1)) and find that
which due to the symmetry reasons implies (B.2).
19 Along the same lines one can prove uniqueness of the dual polynomial defined by the set of properties (A.31). 20 We note that there is a simple explanation of proposition B.1 from different point of view. Namely, one can consider dual space W * which is the space of all n−point correlation functions P (t 1 , . . . , t n ) = ψ|e(t 1 ) . . . e(t n )|0 , of the operator e(t) = j e j t −j−1 , [e i , e j ] = 0 satisfying e(t) N +1 = 0, where ψ| runs over W * . Clearly the relation e(t) N +1 = 0 implies e ′ (t)e(t) N = 0. It follows from the relation e(t)
, t 1 , . . . , t n−N −1 ) = 0, while from e ′ (t)e(t) N = 0 we find that Let us define the space U Y labeled by Young tableau Y with n cells
as the space of polynomials satisfying 6) such that p ′ j = n. In (B.6) the notation P ( Y ) means 
Thus we have a filtration
where we denote U 0 = W , U 1 = U Y 1 with Y 1 being the partition with n cells preceding the master partition Y 0 in lexicographic order and so on. Let us define the quotient spacẽ As for any polynomial P ∈Ũ q P ( Y q ) = 0 we can restrict it on the diagram Y q = (p
2 , . . . ) and define according to (B.7) the polynomial χ q (y 1 , y 2 , . . . ) as
(B.12)
It is clear that there is one to one correspondence between polynomials P ∈Ũ q and polynomials χ(y 1 , y 2 , . . . ) defined by (B.12), i. e. the map (B.12) is injective. The polynomial χ(y 1 , y 2 , . . . ) should vanish at the diagonal y i = y j as
Indeed, for any polynomial P ∈Ũ q we can consider polynomial ̺(t 1 , . . . , t p
, . . . ,
, . . . ), (B.14)
i.e. we specify polynomial P on almost whole diagram Y q except i-th and j-th columns (here i < j and hence p
) defined by (B.14) is non-zero. Moreover, it should vanish if p (q) i + 1 variables t i coincide, because in this case we get polynomial P specified on a diagram which is definitely greater than Y q . Now as follows from proposition B.1
and hence
Now we restrict the space W and define the space
(B.17)
Where points x 1 , x 2 and x 3 are some special points in a sense that we allow the coefficients of the polynomial P depend on x a . In a same way we define the quotient spacesŨ
Proof Let us denote for simplicity f (t 1 , . . . , t N −l ) ≡ P (t 1 , . . . , t N −l , t N −l+1 , . . . ). Using the expansion valid for any symmetric function f (t 1 , . . . , t N −l )
and taking x = x a we immediately conclude that due to (B.17)
taking ξ j = (x − x a )/λ we arrive at (B.18).
It follows from proposition B.2 that the polynomial χ q (y 1 , y 2 , . . . ) specifies even more
which is the minimal possible degree of polynomial χ q (y 1 , y 2 , . . . ) in variable y j divided by p
is not necessary an integer number). It is clear that any polynomial P ∈Ũ
in each variable t 1 , . . . , t n where ⌈x⌉ means ceiling function i.e. ⌈x⌉ = min{m ∈ Z|m ≥ x}. Now we turn to the special case of polynomials defined by the set of properties (3.5) . In this case integers k 1 , k 2 and k 3 are restricted by the condition (2.2a) and n = mN − k. It follows from (3.5b) the polynomial P x 2 , x 3 |t 1 , . . . , t n ) is of degree 2(m − 1) in each variable t j . We will show below that 2(m−1) is the minimal possible degree for the polynomial from W (k 1 ,k 2 ,k 3 ) with the condition that integers k, k 1 , k 2 and k 3 are related by (2.2a) and n = mN − k and if such a polynomial exists it should be unique. Let us compute ν Now, using the condition
we find that κ m,a = 0 and hence
Moreover, one can easily see that
So, if there exists a polynomial P ∈ W (k 1 ,k 2 ,k 3 ) with k a = 2k and 0 ≤ k a ≤ k ≤ N of degree 2(m − 1) in each variable t 1 , . . . , t n it should be unique, because in this case dim(Ũ
An explicit form of this polynomial was given in section 3. Of course, the total normalization remains unfixed under above consideration. We chose it regarding our needs as in (3.6). 22 It is clear that for any diagram Y q < Y 1 with the total number of columns greater than m the degree ν (q) > 2(m − 1) (it follows immediately from the definition (B.21)). So, we must consider only diagrams with m columns. Let us take one of them then evidently p Using that
we find that the expression in brackets is greater than l + 2ǫ and hence ν where the degreeν max k comes for the asymptotic of the polynomial i<j |t i − t j | 2g whileν max k comes from the polynomial P (t 1 , . . . , t n ). The first degree is a simple onẽ
In order to findν max k we note that the asymptotic of the polynomial P (t 1 , . . . , t n−k , τ ξ n−k+1 , . . . , τ ξ n ) in the limit τ → ∞ depends essentially on an integer part of the fraction k/N. It is convenient to represent
i.e. n − k = pN + j (we remind that n = mN). It is clear that the leading asymptotic of the polynomial P (t 1 , . . . , t n−k , τ ξ n−k+1 , . . . , τ ξ n ) comes from the basic "monomials" such that j groups contain (m−p−1) variables τ ξ i and (N − j) groups contain (m − p) variables. Using simple algebra one can find
Using (C.6), (C.7), (C.8) and (C.9) one can find
and hence from the assumed ordering of the integers ν 1 . . . ν pN +j we get
We note that the number p(N − j)/(pN + j) is always smaller than 1 and hence it can be dropped in the inequality above. So, we get a final formula
which is the left inequality in (C.4). Now, using the fact that
we can expand the r.h.s. of (C.10) as in (C.3) with ν
We note that (C.10) implies that ν In the case of general parameters k j and k the proof of proposition 3.2 can be performed in a same way. We hope that the explicit form of the inequalities (3.13) will help interested reader to repeat above arguments in this general case too.
Appendix D. Sigma model representation and minisuperspace approximation for three exponential model
In this appendix we consider minisuperspace approximation for CFT (4.3) and its sigma model representation. For this purpose we consider this theory in the dual representation with screening fields J i defined by (4.27) and (4.28). At first we consider this model with only one screening field J 1 J 1 , which corresponds to the parafermionic Liouville CFT. It follows from the explicit form of the current J 1 that the action
where our dilaton field is Φ = i 2α
ϕ 2 can be written in terms of sigma model with complex metric. In minisuperspace approximation when N and parameters α, α i are large we can use the relation:
To simplify the notations we denote ϕ 1 = x 1 , ϕ 2 = x 2 , ϕ 3 = x 0 . Then our metric can be written in the form.
where parameter m = 4πµ. Our metric g ik is complex in the "Euclidean" space, however in "Minkowski" space: We see that our metric depends only on the variable x 2 , it follows from the fact that field J 1 J 1 interacts essentially only with field ϕ 2 . It means that function Θ depends non-trivially only on variable x 2 . It is natural take this function in the form Θ = exp{Φ/2 + iqx 0 + ip 1 x 1 }Ψ(x 2 ).
Then eq (D.4) can be reduced to the hypergeometric form. are finite S 2 (p 1 , p 2 , q) coincides with reflection amplitude R 2 ( a).
In the same way if we substitute in the action (D.1) the term µJ 1 J 1 by the term µJ 2 J 2 and in the eq (D.9) µ → µ and α 2 → α 1 we can calculate coefficient S 1 (p 1 , p 2 , q) for outcoming wave e −ip 1 x 1 and check that it coincides with minisuperspace limit of reflection amplitude R 1 ( a).
To derive the minisuperspace limit of the reflection amplitude R 1,2 ( a) we should take in the action both terms µJ 1 J 1 + µJ 2 J 2 . However, in this way we have some problem with the correct definition of the action. The reason is that the operator product expansion of currents J 1 and J 2 is rather singular
and we should renormalize our action by adding counterterms in such a way that the symmetry of our action becomes not broken. For this we note that the primary field with dimension It is easy to check that field G(z) commutes also with screening operators Q ′ i = I i (z)dz generated by the currents
It is not surprising because currents I i differ from currents J i by total derivatives which do not contribute to the screening operators. The main advantage of currents I i is that their operator product expansion is not singular. That permits us to write well defined action in the form
8π Φ (D.14)
with the same parameters µ, µ and dilaton field Φ. The metric for sigma model corresponding to this action will have a form To solve our equation we substitute our function as Ψ(x 1 , x 2 ) = 1 (2π) 2 dq 1 dq 2 Ψ(q 1 , q 2 ) exp (−iq 1 x 1 − iq 2 x 2 ) .
(D.20) 23 The application of this equation to the analysis of the non-trivial Ricci flows can be found in [39, [71] [72] [73] . we derive that S 1,2 coincides with minisuperspace limit of reflection amplitude R 1,2 defined by eq (4.20) .
