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Abstract The use of radiative kernels to diagnose climate
feedbacks is a recent development that may be applied to
existing climate change simulations. We apply the radia-
tive kernel technique to transient simulations from a multi-
thousand member perturbed physics ensemble of coupled
atmosphere-ocean general circulation models, comparing
distributions of model feedbacks with those taken from the
CMIP-3 multi GCM ensemble. Although the range of clear
sky longwave feedbacks in the perturbed physics ensemble
is similar to that seen in the multi-GCM ensemble, the
kernel technique underestimates the net clear-sky feed-
backs (or the radiative forcing) in some perturbed models
with significantly altered humidity distributions. In addi-
tion, the compensating relationship between global mean
atmospheric lapse rate feedback and water vapor feedback
is found to hold in the perturbed physics ensemble, but
large differences in relative humidity distributions in the
ensemble prevent the compensation from holding at a
regional scale. Both ensembles show a similar range of
response of global mean net cloud feedback, but the mean
of the perturbed physics ensemble is shifted towards more
positive values such that none of the perturbed models
exhibit a net negative cloud feedback. The perturbed
physics ensemble contains fewer models with strong
negative shortwave cloud feedbacks and has stronger
compensating positive longwave feedbacks. A principal
component analysis used to identify dominant modes of
feedback variation reveals that the perturbed physics
ensemble produces very different modes of climate
response to the multi-model ensemble, suggesting that one
may not be used as an analog for the other in estimates of
uncertainty in future response. Whereas in the multi-model
ensemble, the first order variation in cloud feedbacks
shows compensation between longwave and shortwave
components, in the perturbed physics ensemble the short-
wave feedbacks are uncompensated, possibly explaining
the larger range of climate sensitivities observed in the
perturbed simulations. Regression analysis suggests that
the parameters governing cloud formation, convection
strength and ice fall speed are the most significant in
altering climate feedbacks. Perturbations of oceanic and
sulfur cycle parameters have relatively little effect on the
atmospheric feedbacks diagnosed by the kernel technique.
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1 Introduction
The temperature response of the climate system to
anthropogenic greenhouse gas forcing scenarios is a critical
factor in assessing the impacts of those possible future
paths on society and the wider environment (Caldeira et al.
2003). This temperature response can be estimated by
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observing past changes in atmospheric forcing and the
resultant change in global or regional climates (Hall and
Qu 2006; Forster and Gregory 2006), or by examining the
response of General Circulation Models (GCMs) in simu-
lations of different scenarios at both global (Knutti et al.
2008; Yokohata et al. 2008) and regional scales (Murphy
et al. 2007; Webb et al. 2006). The interpretation of GCM
simulations is complicated when evaluating the differing
responses of GCMs from the world’s major climate
modeling centers—raising questions both of how this
spread should be represented probabilistically (Tebaldi and
Knutti 2007) and how the differences in GCM response
relate to feedbacks in the climate system.
1.1 Feedback analysis in multi-GCM ensembles
Feedbacks occur when changes in state (caused by an
initial forcing) further force the system. At equilibrium, the
anthropogenic forcing at the top of atmosphere (G) must be
balanced by changes in the outgoing longwave (F) and
absorbed shortwave (Q) fluxes such that:
G ¼ DðF  QÞ
DTs
DTs ¼ kDTs; ð1Þ
where k is the global feedback parameter and Ts is the
global mean surface temperature, making the assumption
of a linear relationship between radiative response and
surface temperature.
The identification and separation of feedbacks in climate
models has been identified as an essential step in under-
standing and constraining the future climate system
response (Bony et al. 2006). In recent years, various
techniques have been proposed in order to achieve this
goal. The explicit separation of feedbacks and forcing in a
zero-dimensional global climate model was explored in the
pioneering work of Hansen et al. (1985). Separation of
clear sky and cloudy sky feedbacks, however, was achieved
by Cess and Potter (1988) in a simple but effective and
often emulated experiment examining the response of the
all sky and clear sky radiative budget to a 2 K perturbation
in sea surface temperature. The difference between the all-
sky and clear sky response is then said to be the cloud
radiative forcing (CRF).
Wetherald and Manabe (1988) introduced the technique
later referred to as the partial radiative perturbation (PRP)
technique used more recently in Colman (2003), which
uses offline calculations to examine the radiative effect of
individual variables (such as water vapor, cloud distribu-
tion and atmospheric temperatures) by taking the variable
from the climate change simulation and substituting it into
a control simulation. It was noted by Zhang et al. (1994)
and Soden et al. (2004) that the CRF and PRP techniques
produce different estimates for cloud feedback because the
cloud feedbacks inferred by changes in CRF include some
of the effects of changes in water vapor and temperature
distribution in addition to changes in the cloud distribution.
In the PRP technique, an assumption of linearity allows





where kX is the radiative response to a parameter X (for
example, surface albedo, atmospheric temperature or
humidity):




Colman et al. (1997) point out that this assumption is
incorrect if different parameters are spatially correlated (as
is the case for humidity and cloud cover). This problem can
be accounted for by explicitly decorrelating the result using
a further independent simulation. An alternative solution
proposed by Soden et al. (2008) is to consider changes in
the mean state of X between a control simulation and a
climate change simulation and shift the distribution in the
control simulation by that difference—thus preserving any
correlations present between variables in the control.
Perturbing the variable X by a small amount dX and
observing the top of atmosphere flux change d(F - Q)
gives a radiative kernel which gives the differential
response, without the computational expense of the full
radiation code:
FðX þ dXÞ  FðXÞ  oF
oX
ðXÞdX ¼ KXLWdX; ð4Þ
QðX þ dXÞ  QðXÞ  oQ
oX
ðXÞdX ¼ KXSWdX; ð5Þ
where 4 and 5 describe the longwave and shortwave ker-
nels KLW and KSW, respectively. The kernel must have the
same dimensions as the variable X itself, hence if X rep-
resents atmospheric temperature on model levels, then the
kernel must be also be defined on model levels and must be
explicitly calculated by perturbing the temperature of each
model level in turn and observing the top of atmosphere
response. The product of the kernel and the perturbation
field DX gives the ‘‘field effect’’, which when integrated
vertically gives the radiative top of atmosphere response.
The methodology allows the decomposition of atmospheric
response to forcing in a similar fashion to the PRP tech-
nique, but does not require each variable to be individually
perturbed in each GCM analyzed—thus allowing the
authors to analyze the stock simulations produced for the
World Climate Research Programme’s Coupled Model
Inter-comparison Project Stage 3 (CMIP-3).
Soden et al. (2008) used radiative kernels to isolate
different tropospheric feedbacks in the CMIP-3 ensemble,
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and stratospheric levels are not included in their integra-
tion. However, fluxes in Soden et al. (2008) are calculated
at the top of the model atmosphere, thereby assuming that
the net dynamical heating of the stratosphere is unchanged
in the simulation, but decreasing the sensitivity of the
technique to the height of the tropopause. Some earlier
studies (Colman (2003; Held and Soden 2000) calculated
feedbacks over the entire atmospheric column, which
incorrectly diagnoses the lapse rate feedback (defined as
the difference between the full atmospheric temperature
feedback and the feedback assuming the surface air tem-
perature change is constant throughout the troposphere). In
this study, all feedbacks are calculated over the full
atmospheric column apart from the lapse rate feedback,
which is integrated over the troposphere only. The use of
the full-atmosphere kernel allows the total clear-sky feed-
back to be verified against the GCM derived total clear-sky
feedback. In the process we are including stratospheric
adjustment to CO2 forcing in the feedback which is judged
by Soden et al. (2008) to not be a feedback in the true sense
of the atmosphere responding to the surface temperature
change. However, the question is somewhat philosophical
as the difference between full-column and troposphere only
calculations was found to be significant only in the case of
the lapse rate feedback, and the need to verify the tech-
nique in a perturbed physics environment was one of the
aims of this study.
The question of whether a kernel derived in one GCM
might be successfully applied to another was addressed in
Soden et al. (2008). The authors used kernels derived in the
NCAR and Geophysical Fluid Dynamics Laboratory
(GFDL) models as well as a kernel derived from the Centre
for Australian Weather and Climate Research (CAWCR)
model, and applied the kernels to transient SRES A1B
simulations prepared for the IPCC AR4. They found that
the feedback calculations were relatively insensitive to the
choice of kernel used, typically agreeing within 5%. The
largest differences arose in the surface albedo calculations
where there was a 30% difference in magnitude between
the NCAR and CAWCR kernels for the all-sky calculation.
1.2 Feedback analysis in perturbed physics ensembles
One aspect of the uncertainty in the GCM representation of
physical processes lies in the choice of parametrization
used for physical processes occurring at sub-grid scales.
The values of parameters are often determined by tuning
within a physically plausible range in order to best simulate
past climate conditions. This is a necessary and practical
step in order to create a climate model which best
represents reality, but it leaves questions of how to incor-
porate uncertainty in GCM parameters in a future climate
change scenario which, by definition, cannot be verified.
Therefore, it is of some value to study versions of the GCM
where the parameters are ‘de-tuned’ to values that are still
physically plausible but perhaps not optimal. Such an
experiment produces a large number of simulations, and
thus relatively few ‘perturbed physics ensembles’ have
been created, but using those which do exist to study cli-
mate feedbacks allows the physical feedback processes to
be related back to the parameter assumptions which are
made during model design.
Several studies have attempted to categorize feedbacks
in this perturbed physics framework; Webb et al. (2006),
for example examined global and local cloud feedback
patterns using an ensemble based upon a Met Office
Hadley Centre Climate model, categorizing different
feedbacks by the relative changes in longwave and short-
wave cloud forcing and relating these to changes in cloud
distribution. Other work has used statistical techniques to
isolate different feedback mechanisms; Sanderson et al.
(2008b) used spatial correlations derived from the cli-
mateprediction.net perturbed physics ensemble, again
based upon the Met Office Hadley Centre model, to iden-
tify spatial patterns of clear sky and cloud forcing feedback
that were correlated with the perturbed parameter pertur-
bations made within the ensemble.
However, the techniques used in the studies above could
provide only limited information on the physical origins of
the feedback processes, mainly through inference and some
knowledge of the likely effects of the perturbed parameters
themselves. Both studies, and especially Webb et al.
(2006), showed how much local cloud feedbacks varied
within the perturbed physics ensembles compared to multi-
GCM ensembles such as CMIP-3. Neither study considered
the extent of feedbacks associated with water vapor, lapse
rate, surface temperature and albedo and how these might
relate to physical parametrization.
Therein lies the focus of our study, to use the radiative
kernel technique (Soden and Held 2006; Soden et al. 2008)
to identify key physical feedback processes present in the
climateprediction.net perturbed physics ensemble of cli-
mate models. The methodology is well suited to both the
climateprediction.net and the CMIP-3 ensemble, where the
data required for the PRP technique is simply unavailable.
2 Methodology
2.1 The Community Atmosphere Model kernel
The radiative kernel we utilize for this investigation was
created by Shell et al. (2008) using the Community
Atmosphere Model version 3 (CAM) from the National
Center for Atmospheric Research (NCAR). They produced
longwave kernels for surface temperature, atmospheric
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water vapor and temperature. Shortwave kernels were
produced for surface albedo and atmospheric water vapor.
Finally, a kernel for carbon dioxide concentration is nec-
essary to remove the greenhouse forcing from the sum of
feedbacks. Cloud feedbacks cannot be calculated directly
using this technique because the relationship between the
radiative effects of clouds and model cloud output diag-
nostics is strongly non-linear, making a (linear) cloud
kernel infeasible.
Kernels are each calculated by making small perturba-
tions and diagnosing the response at the top of the atmo-
sphere. For the case of the atmospheric temperature kernel,
each model level is raised in temperature by 1 K, and the
TOA response is observed. For the water vapor kernel, the
specific humidity change is equivalent to a 1 K rise in
temperature at constant relative humidity. Surface albedos
are modified by 0.01 to yield the kernel plotted. The carbon
dioxide kernel is the instantaneous longwave top of
atmosphere radiative response to a doubling of carbon
dioxide, so to estimate the CO2 forcing in the A1B scenario
used for each of the simulations in this study we assume the
forcing scales as the logarithm of the global mean atmo-
spheric carbon dioxide concentration. We scale the forcing
to be consistent with A1B CO2 concentrations in 2075.
Forcing changes from aerosols cannot, at present, be cal-
culated by the kernel methodology because there is no clear
linear relationship between aerosol concentrations and their
resultant direct and indirect radiative forcing. Thus, the
adjusted CRF values shown in this study (as in previous
studies using this methodology) also include forcing
changes due to changes in aerosol concentrations. Further
details of the issues involved with the creation of the ker-
nels are given in Shell et al. (2008).
Shell et al. (2008) found that when the monthly calcu-
lated kernels (which we use in this study) were applied to
doubled CO2 climate sensitivity experiments with the
CAM, the kernels could reproduce longwave zonal model-
calculated clear-sky flux from the double-CO2 simulations
within 10%. Global longwave clear-sky fluxes agreed to
within 25% and the shortwave kernel was accurate within
15% in the Shell et al. (2008) study. The errors for the
revised kernels used in this study are somewhat more
accurate, with errors of 2 and 8%, respectively for long-
wave and shortwave clear-sky kernels (K.Shell, personal
communication).
Soden et al. (2008) compared results using monthly
derived kernels in the GFDL model with feedbacks derived
using a de-correlated PRP approach—with temperature,
water vapor and surface albedo feedbacks accurate within
2% and cloud feedbacks accurate within 10% (these errors
cannot be directly compared to those found in the Shell
et al. (2008), which validate kernel derived feedbacks
against net GCM calculated clear-sky feedbacks). In this
study we use monthly kernels because the lack of avail-
ability of daily data from the climateprediction.net
ensemble.
2.1.1 Corrected DCRF
Kernels are derived both for clear-sky conditions and for
all-sky conditions. This approach allows for the calculation
of ‘corrected DCRF’ (Soden et al. 2008). Cloud radiative
forcing (CRF) is the effect of clouds in a given climate and
is calculated as the difference between the clear-sky flux
and the all-sky flux. Cloud feedbacks are often estimated
(e.g. Cess and Potter 1988) as the difference in CRF
between two climate states (DCRF). However, it has long
been established (Zhang et al. 1994) that this value does
not represent the full radiative effect of the cloud changes
in the GCM. The value of the DCRF may be altered by
changes in specific humidity and temperature—without
any change in cloud distribution. Similarly, changes in
surface albedo or temperature can affect the DCRF
between two climate states. Using the difference between
radiative kernels calculated for clear-sky fluxes and all-sky
fluxes, it is possible to calculate the component of DCRF
which are due to changes in CO2 concentrations, atmo-
spheric temperature, humidity and surface albedo. The
DCRF between two climate states can then be easily sep-
arated into a component due to non-cloud variables with a
residual due to changes in cloud distribution, henceforth
referred to as the ‘‘corrected DCRF’’.
2.2 The climateprediction.net transient ensemble
The climateprediction.net experiment (Stainforth et al.
2005) is a multi-thousand member perturbed physics
ensemble of experiments conducted using the otherwise
idle processing time on personal computers donated by
interested volunteers. The simulations described in Stain-
forth et al. (2005) were mixed-layer models used to
determine the climate sensitivity to a doubling of carbon
dioxide. The simulations we use here, however, are taken
from the next stage of the experiment which use a fully
coupled dynamical ocean and simulate transient climate
behavior. The GCM is a low ocean resolution version of
the 3rd Met Office Hadley Centre model (HadCM3L) using
a resolution of 2.5 in latitude and 3.75 in longitude (for
both atmosphere and ocean), with 19 atmospheric levels.
Further details of the climateprediction.net experimental
design are given in the Appendix ‘‘Model setup’’.
The parameters perturbed in the experiment relate to the
atmosphere, the sulfur cycle and the ocean model. Brief
explanations of the parameters perturbed in this experiment
are given in Table 4. Further information on the perturbed
parameters may be found in Murphy et al. (2004), or in the
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Met Office technical notes. One limitation of the public
nature of the experiment is that it is impossible to return all
model output for analysis.
The variables are returned as zonally averaged fields on
model levels. Thus, this study must test the ability of a
zonally averaged kernel used with the data to approximate
the fully gridded calculation described in Soden et al.
(2008) and Shell et al. (2008). Thus, we also repeat those
calculations of Soden et al. (2008) computed with the
NCAR kernel and the IPCC AR-4 simulations—and
compare those results to a zonally averaged approximation.
The zonally averaged kernels are computed from those
described in Shell et al. (2008) and are plotted in Fig. 1.
Results presented in Sect. 3 suggest that the zonally aver-
aged kernels are an acceptable substitute for the fully
gridded kernels.
Other issues with the use of the climateprediction.net
dataset lie in the absence of certain surface fields from the
dataset. The first of these is the surface temperature (only
2 m air temperature is retained). Although not an ideal
solution, we use the same surface temperature feedback
(from the default HadCM3 experiment, which has unper-
turbed physics parameters) for all the climateprediction.net
models. This is unlikely to have a significant effect on the
net global feedback—the surface temperature feedback in
the GCMs presented in Soden et al. (2008) was shown to
vary by only 0.1 Wm-2 K-1 amongst the CMIP-3 models,
thus accounting for less than 5% of the variance in overall
feedback. In addition, because the land surface and
boundary layer schemes are not perturbed in the cli-
mateprediction.net experiment, there is no reason, per se,
to expect it to vary significantly from the unperturbed
model.
The other missing fields in the climateprediction.net
zonally averaged fields are the surface shortwave fluxes,
making a calculation of surface albedo impossible. How-
ever, the total clear-sky shortwave top of atmosphere
transient change is known, so we resolve this issue in the
Fig. 1 Zonally averaged clear-sky and all-sky radiative kernels from
Shell et al. (2008) for carbon dioxide (top left, longwave only,
Wm-2), Surface Albedo (top right, shortwave, Wm-2), Surface
Temperature (middle left, longwave, Wm-2K-1), Water vapor
(middle right shortwave and bottom left longwave, Wm-2/100 hPa
per humidity increase corresponding to 1 K increase with RH
constant) and Atmospheric temperature (Bottom right, longwave,
Wm-2K-1/100 hPa)
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clear-sky case by assuming that the albedo feedback
accounts for the residual clear-sky feedback after the effect
of water vapor in the shortwave energy budget has been
taken into account. The disadvantage of this approach is
that it does not allow the kernel calculation to be verified in
the clear-sky shortwave case. The calculation of the all-sky
albedo feedback is, by necessity, more contrived. The
cloud shortwave corrected DCRF requires prior knowledge
of the all-sky albedo feedback, and thus the albedo feed-
back cannot be calculated as a residual as it was for the
clear-sky case. The solution chosen was to use a ‘‘two-
way’’ kernel calculation in order to obtain the surface
albedo change from the known clear-sky flux change due to
the change in surface albedo. This can be calculated by
taking the full clear-sky shortwave flux change, and sub-
tracting the component due to changes in water vapor using






where a is the surface albedo, DQ(a(CS)) is the change in
shortwave clear-sky top of atmosphere flux due to changes
in surface albedo and KSW
a(CS) is the shortwave clear-sky
surface albedo kernel. A small (a = 0.001 Wm-2) value is
necessary in the denominator for the stability of the cal-
culation in regions where the kernel KSW
a(CS) was negligible.
This estimate for the surface albedo change may then be
used with the all-sky kernel to estimate the all-sky surface
albedo feedback strength.
2.3 Feedback analysis
The methodology associated with the use of the kernels to
identify GCM feedbacks is almost identical to that of So-
den et al. (2008), but zonally averaged kernels are used in
place of the full kernels. For each GCM, the difference is
taken in each variable X between the 1990–2000 and the
2070–2080 mean in the A1B scenario (note the latter
window differs from Soden et al. (2008), who used 2100–
2110, as the climateprediction.net simulations only run up
to 2080). The climateprediction.net data must first be lin-
early interpolated onto the CAM kernel horizontal resolu-
tion (2.5 latitude) and model output levels. For each
variable, the resultant DX is multiplied by the kernel and
divided by the global average temperature change to yield
the field effect, which is of the same dimensions as the
variable X. If X is defined on pressure levels, then each
level is weighted by the pressure difference between the
top and bottom of the level, and then the feedbacks are
summed vertically to yield the zonally averaged feedback
profile for that variable. Feedbacks are calculated for each
month, using monthly averaged kernels together with
monthly averaged data for X. The results presented in this
paper are annual mean feedbacks which average the
monthly means for each variable.
The lapse rate feedback is calculated only in the tro-
posphere by taking the true atmospheric temperature
feedback in the troposphere and subtracting the feedback
corresponding to a uniform temperature increase in the
troposphere equal to that of the surface.
2.4 Principal component analysis
Information on how different types of feedback are corre-
lated, both in perturbed physics and in multi-GCM
ensembles, could potentially provide better constraints on
overall climate sensitivity. However correlations of global
mean feedback quantities are of limited use, as any
regional or multi-variable information is lost. In order to
extract more meaning from large ensembles such as cli-
mateprediction.net, it has proved useful in the past to use
principal component analysis (PCA) to determine major
modes of variation within the ensemble (Sanderson et al.
2008b; Sanderson et al. 2008a).
First, each of the all-sky feedbacks are area-weighted.
The arrays for each feedback type are then concatenated
(where the variables are albedo (shortwave), water vapor
and cloud (both longwave and shortwave feedbacks) and
lapse rate and surface temperature (longwave). Surface
temperature feedbacks are considered only in the CMIP-3
case, because the default HadCM3 value was assumed for
all climateprediction.net models. The ensemble mean is
subtracted from each ensemble member and the resulting
matrix is of dimensions (nv * nlat) by N, where nv is the
number of feedback variables (nv = 7 for CMIP-3 and 6
for climateprediction.net due to the exclusion of surface
temperature feedback), nlat is the number of latitudinal
coordinates (nlat = 72) and N is the number of members of
the ensemble used (N = 1,615 for climateprediction.net
and N = 18 for CMIP-3). This matrix is then subjected to
PCA, such that the leading modes represent the largest
ensemble variance.
The result of the principal component analysis is a set of
empirical orthogonal functions (EOFs), principal compo-
nents and eigenvalues. The EOFs are concatenated zonal
mean feedback patterns Ejx, where j is the EOF number and
x is the feedback dimension. The principal components Pij
are the coefficients of the EOF j in each ensemble member i.
The eigenvalues kj are the variance represented by the
EOF j. We truncate the EOF set so that 95% of the ensemble
variance is retained (requiring 12 modes), but the results of
the parameter regression discussed below are insensitive to
any increase in truncation length beyond 10 modes, because
the calculation weights each mode by its eigenvalue making
high order modes insignificant.
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This process can then be repeated with the CMIP-3
ensemble to establish whether leading spatial correlations
between different feedback types are consistent between
the perturbed physics and inter-GCM ensembles. In this
case, the only difference is that N is now the number of
suitable members of CMIP-3. N is 18, listed in Table 1
showing those models with sufficient output variables in
the A1-B scenario to compute the kernel feedback
values.
2.5 Parameter regression
One of the most useful aspects of a performing a feedback
analysis on a perturbed physics ensemble lies in the ability
to relate physical parametrizations to feedback processes in
the perturbed physics framework. The simplest way to
examine these relationships is to consider the cross-corre-
lations CXn between the set of perturbed parameter values
and different kernel-derived global mean feedbacks. Thus,
those parameters with a positive or negative correlation to




ðBXðiÞ  BXÞ  ðPnðiÞ  PnÞ
rðBXÞrðPnÞ ; ð7Þ
where i is the ensemble member out of a possible N, where
N = 1,615 in this case (a fully sampled parameter space
would yield nearly 8.8 9 1013 simulations for this
parameter set, but thankfully we only require a range of
behavior for this study, rather than an exhaustive parameter
sweep), BX is the global mean kernel-derived feedback
corresponding to the variable X, Pn(i) is the value of the nth
model parameter in simulation i, over-bars indicate an
average across all ensemble members, and r is the standard
deviation of the feedback or parameter value.
To further understand the correlated feedback pro-
cesses in the perturbed physics ensemble, it is also of
some use to consider the original parameter perturbations
and how they influence the feedbacks. One way to
achieve this is to use a linear regression to project from
the parameter space onto to a truncated set of EOFs, in a
technique first proposed in Sanderson et al. (2008b). This,
in practice involves creating a parameter matrix pil, where
i is the ensemble member and l is the parameter number
from a total of 24 independent parameters. The parameter
matrix is standardized such that the mean of each column
is zero (i.e., for each parameter, the mean parameter value
for the ensemble is zero.) and the standard deviation is
one. A simple regression equation can then be used to





pilblj þ noise: ð8Þ
We solve for blj using a standard ordinary least squares
approach. Once known, bij may be used to reconstruct a
feedback pattern Els (for each parameter l over the
feedback/spatial domain s) which is expected from a
positive unit change in each normalized parameter (the
actual parameter perturbation to which this corresponds is
dependent on the original climateprediction.net sampling






gives some indication of the zonal pattern of each type of
feedback associated with a perturbation of the model
parameter l. Of course, such an analysis will not capture
any non-linearity that might be associated with multiple
parameter perturbations. To extract such effects, a non-
linear analysis is required. For example, Sanderson et al.
(2008a) used a neural network to model the parameter
dependence of climate sensitivity in a non-linear frame-
work. However, the use of such techniques introduces
additional complexities and uncertainties in the training
and fitting process which were deemed an unnecessary
complication in this case, where a first order estimate of the
parameter effects on climate feedbacks is desired.
Table 1 Base climate fields
Short name Model name Atmos
resolution
ncar_ccsm3_0 NCAR CCSM 3.0 T85
ncar_pcm1 NCAR PCM1 T42
giss_model_e_h ModelE20/HYCOM 4x5xL20 4 9 5
giss_model_e_r ModelE20/Russell 4x5xL20 4 9 5
csiro_mk3_0 CSIRO mark 3.0 T63
cccma_cgcm3_1 CCCMA CGCM 3.1 T47 T47
cccma_cgcm3_1 CCCMA CGCM 3.1 T63 T63
cnrm_cm3 CNRM-CM3 T63
mpi_echam5 MPI Echam 5.0 T63
iap_fgoals1_0_g IAP/LASG FGOALS 1.0g 2.8 9 2.8
gfdl_cm2_0 GFDL CM2.0 2.5 9 2.0
gfdl_cm2_1 GFDL CM2.1 2.5 9 2.0
inmcm3_0 INM-CM3.0 5.0 9 4.0
ipsl_cm4 IPSL CM4.0 2.5 9 3.75
miroc3_2_hires Miroc 3.2 (hires) T106
miroc3_2_medres Miroc 3.2 (medres) T42
mri_cgcm2_3_2a MRI CGCM2.3.2a 2.5 9 2.0
ukmo_hadgem1 MO HadGEM1 1.25 9 1.875
CMIP-3 models used in the analysis, together with the original GCM
resolutions
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3 Results
3.1 Verification of zonally averaged approximation
Before the distributions of feedbacks in climatepredic-
tion.net may be compared to that in the CMIP-3 ensemble, it
is necessary to verify that the zonally averaged kernels can
reproduce similar values to the fully gridded kernels used in
Soden et al. (2008). Figure 2 demonstrates the distribution
of CMIP-3 kernel derived feedbacks using both approaches,
and both results are presented in Tables 2 and 3. We find that,
in general, the zonally averaged kernel is an acceptable
approximation to the full gridded calculations, with a mean
error of less than 0.1 Wm-2 K-1 (see Tables 3, 4).
3.2 The climateprediction.net feedback distribution
The distribution of the models in the climateprediction.net
ensemble can thus be compared with that of the CMIP-3
ensemble. We find a similar range of longwave non-cloud
feedbacks in the CMIP-3 ensemble and the climatepre-
diction.net ensemble. Figure 2 shows that the longwave
water vapor feedback varies in both ensembles by
0.6 Wm-2 K-1. Atmospheric temperature feedbacks vary
in the CMIP-3 ensemble by more than 1.0 Wm-2 K-1,
while the climateprediction.net distribution varies by
0.8 Wm-2 K-1. The apparent spread of feedback strength
in the climateprediction.net ensemble may, however be an
underestimate, as discussed in Sect. 3.3.
Fig. 2 A comparison of global mean feedback values for different
variables. Variables represent Longwave and Shortwave Water
Vapor, Atmospheric Temperature, Surface Temperature, Lapse Rate,
Albedo, Lapse Rate plus Water Vapor Longwave, Longwave and
Shortwave Adjusted DCRF and Total Adjusted DCRF. Red dots
represent model feedbacks for the CMIP-3 ensemble computed with
the full, gridded radiative kernel. Blue dots represent the zonally
averaged kernel approximation for the same GCMs. Box plots show
the distribution of the climate prediction.net transient simulations,
where the 1,10,50,90 and 99th percentiles are shown by the boxes and
whiskers. Sign convention is such that positive numbers indicate
positive feedbacks, which reduce outgoing radiation at the top of the
model atmosphere with increasing surface temperature
Table 2 Zonally averaged
kernel feedbacks
CMIP-3 feedback values in
Wm-2 K-1 using the zonal
mean kernel
Columns correspond to Albedo
(A), Water vapor Longwave
(WL), Water vapor Shortwave
(WS), Surface Temperature
(T*), Atmospheric Temperature
(TA), Lapse Rate (L),
Longwave Adjusted Cloud
Feedback (CL) and Shortwave
Adjusted Cloud Feedback (CS)
Model A WL WS T* TA L CL CS
ncar_ccsm3_0 0.29 1.51 0.24 -0.66 -2.62 -0.45 0.23 -0.28
ncar_pcm1 0.29 1.52 0.24 -0.65 -2.56 -0.43 0.44 -0.95
giss_model_e_h 0.07 1.86 0.27 -0.68 -3.11 -1.06 0.62 -0.10
giss_model_e_r 0.14 1.80 0.26 -0.67 -3.02 -0.97 0.57 -0.05
csiro_mk3_0 0.26 1.62 0.25 -0.65 -2.69 -0.61 -0.08 0.52
cccma_cgcm3_1 0.29 2.04 0.29 -0.67 -3.27 -1.04 0.48 0.53
cccma_cgcm3_1 0.39 1.83 0.27 -0.65 -2.98 -0.70 0.44 0.47
cnrm_cm3 0.27 1.81 0.26 -0.66 -2.96 -0.80 0.08 0.64
mpi_echam5 0.26 1.81 0.26 -0.65 -3.17 -0.91 0.35 0.30
iap_fgoals1_0_g 0.32 1.47 0.24 -0.65 -2.41 -0.21 0.45 -0.21
gfdl_cm2_0 0.30 1.80 0.27 -0.66 -2.93 -0.70 0.52 -0.54
gfdl_cm2_1 0.19 2.00 0.29 -0.67 -3.14 -1.02 0.86 -1.01
inmcm3_0 0.29 1.48 0.23 -0.64 -2.47 -0.32 0.51 -0.34
ipsl_cm4 0.25 1.64 0.25 -0.67 -2.86 -0.63 0.00 1.07
miroc3_2_hires 0.30 1.62 0.26 -0.67 -3.21 -0.67 0.25 0.76
miroc3_2_medres 0.26 1.59 0.26 -0.67 -3.26 -0.72 0.20 0.67
mri_cgcm2_3_2a 0.23 1.89 0.29 -0.65 -3.20 -0.64 0.59 0.02
ukmo_hadgem1 0.25 1.51 0.24 -0.65 -2.96 -0.45 0.16 0.65
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Table 3 Full kernel CMIP-3
feedbacks
As for Table 2, but using the
full gridded kernel
Bottom row (std_diff)shows the
standard deviation, in
Wm-2 K-1 of the difference
between the zonally averaged
kernel and the full kernel
Model A WL WS T* TA L CL CS
ncar_ccsm3_0 0.28 1.51 0.24 -0.68 -2.65 -0.47 0.24 -0.25
ncar_pcm1 0.28 1.52 0.24 -0.67 -2.59 -0.45 0.45 -0.96
giss_model_e_h 0.06 1.86 0.27 -0.72 -3.10 -1.08 0.62 -0.10
giss_model_e_r 0.13 1.80 0.25 -0.71 -3.01 -0.98 0.56 -0.03
csiro_mk3_0 0.23 1.63 0.25 -0.68 -2.72 -0.63 -0.08 0.53
cccma_cgcm3_1 0.27 2.04 0.30 -0.69 -3.31 -1.07 0.49 0.55
cccma_cgcm3_1 0.36 1.84 0.27 -0.67 -3.01 -0.72 0.43 0.52
cnrm_cm3 0.27 1.81 0.26 -0.68 -3.00 -0.83 0.06 0.67
mpi_echam5 0.24 1.82 0.26 -0.67 -3.19 -0.94 0.35 0.30
iap_fgoals1_0_g 0.29 1.47 0.25 -0.67 -2.44 -0.22 0.46 -0.22
gfdl_cm2_0 0.29 1.81 0.27 -0.69 -2.96 -0.73 0.53 -0.53
gfdl_cm2_1 0.18 2.00 0.29 -0.71 -3.17 -1.06 0.90 -1.02
inmcm3_0 0.28 1.48 0.23 -0.67 -2.49 -0.34 0.52 -0.34
ipsl_cm4 0.24 1.63 0.25 -0.69 -2.89 -0.65 0.01 1.11
miroc3_2_hires 0.29 1.62 0.26 -0.68 -2.94 -0.70 0.24 0.78
miroc3_2_medres 0.25 1.59 0.27 -0.68 -2.88 -0.74 0.20 0.69
mri_cgcm2_3_2a 0.21 1.90 0.29 -0.67 -2.91 -0.67 0.57 0.03
ukmo_hadgem1 0.23 1.51 0.25 -0.66 -2.86 -0.48 0.18 0.68
std_diff 0.011 0.008 0.005 0.010 0.014 0.010 0.015 0.013
Table 4 Definition of
perturbed parameters as used in
the subset of
climateprediction.net
experiments used in this
analysis
a Parameters are perturbed
together
b Parameters are actually
defined on 19 model levels, with
the mean over model levels
shown here
Values column indicates the
possible parameter values used
in the experiment for each




CW_SEA Threshold for precip. over seaa (kg m-3) [50, 5, 2] 9 10-5
CW_LAND Threshold for precip. over landa (kg m-3) [20, 2, 1] 9 10-4
ENTCOEF Entrainment coefficient [0.6, 1.0, 3.0, 9.0]
RHcrit Critical relative humidity [0.65, 0.73, 0.90]b
CT Accretion constant (s-1) [40, 10, 5] 9 10-5
EACF Empirically adjusted cloud fraction [0.5, 0.63, 0.69]b
VF1 Ice fall speed (m s-2) [0.5, 1, 2]
DTHETA Initial condition ensemble generator (K) [0, 1,…, 9] 9 10-2
ALPHAM Albedo at melting point of ice [0.5, 0.57, 0.65]
DTICE Temperature range of ice albedo variation [2, 5, 10]
I_CNV_ICE_LW Convective cloud ice crystal type (LW)a [1, 7]
I_CNV_ICE_SW Convective cloud ice crystal type (SW)a [3, 7]
I_ST_ICE_LW Stratiform cloud ice crystal type (LW)a [1, 7]
I_ST_ICE_SW Stratiform cloud ice crystal type (SW)a [2, 7]
ICE_SIZE Ice crystal size in radiation (m) [2.5, 3, 4] 9 10-5
ANTHSCA Scaling factor for anthropogenic sulphates [0.5, 0.8, 1.0, 1.2, 1.5]
CLOUDTAU Residence time of air parcel in cloud (s) [3.6, 10.8, 32.4] 9 103
L0 Sulphate mass scavenging parameter (s-1) [2.17, 6.5, 19.5] 9 10-5
NUM_STAR Condensation threshold for accumulation [1, 10, 100] 9 105
SO2_HIGH_LEVEL Model level for SO2 (high level) emissions [1, 3, 5]
VOLSCA Scaling factor for volcanic emissions [1, 2, 3]
HANEY Haney Coefficient (s-1) [163.8, 81.9]
HANEYSFACT Haney Salinity Factor [0.25, 1.0]
ISOPYC Isopycnal diffusivity (m2 s) [.2, 1, 2] 9 103
MLLAM Wind mixing energy scaling factor (m2 s) [.2, 1, 2] 9 103
VDIFFSURF Background vertical tracer mixing [5, 10, 20] 9 10-6
VERTVISC Background vertical momentum mixing [5, 10] 9 10-6
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The apparent bias in values for the albedo feedback
must be considered in light of the approximate method
used to estimate the climateprediction.net albedo change
(see Sect. 2.2). Longwave cloud feedbacks show a similar
range in both CMIP-3 and climateprediction.net, but the
climateprediction.net ensemble shows a shift in the distri-
bution towards more positive feedbacks such that none of
the models in the climateprediction.net show a net negative
longwave cloud feedback. The range of shortwave cloud
feedbacks in climateprediction.net is less than that in
CMIP-3, such that the CMIP-3 ensemble shows both more
positive and more negative values of global mean short-
wave cloud feedback. When the total cloud feedback is
considered, approximately 10% of the models show a
greater positive net cloud feedback than any model in the
CMIP-3 ensemble, but no models show a net negative
cloud feedback in response to surface warming (whereas
there are 3 models in the CMIP-3 ensemble with a net
negative global mean cloud feedback).
3.3 Feedback relationships
Soden et al. (2008) proposed various relationships between
feedback quantities, and we investigate these and others to
test how robust these relationships might be in the per-
turbed physics environment. We would like to verify that
the sum of the kernel derived feedbacks is a reasonable
estimate of the true GCM evaluated feedback response.
Unfortunately, it is only possible to achieve this in the clear
sky, longwave case. The all-sky results use the model
evaluated change in cloud forcing to estimate the cloud
feedback, making it impossible to verify the accuracy of
the all-sky kernels. Similarly, because of absent fields in
the climateprediction.net dataset, the clear sky albedo
feedback is calculated as a residual, making verification in
the shortwave impossible also.
The kernel derived sum of longwave clear-sky feedbacks
is shown plotted against model derived values in Fig. 3a
and shows that the feedbacks in the climateprediction.net
(a) (b)
(c) (d)
Fig. 3 Scatter plots showing
the relationship between various
global mean feedback quantities
in both climateprediction.net
and the CMIP-3 ensemble.
Black points represent members
of the CMIP-3 ensemble, while
colored points are members of
the climateprediction.net
ensemble. Coloring is indicative
of the value of the ‘Entrainment
Coefficient’ parameter in the
climateprediction.net parameter
sampling scheme. ‘GM’ refers
to global mean values, while
‘CRF’ refers to cloud radiative
forcing
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ensemble are underestimated by the kernel technique by
over 1.5 Wm-2 K-1 in some cases. For the purposes of
Fig. 3, we have chosen to include the value of one of the
parameters, the entrainment coefficient (ENTCOEF). In
this case, we find that the kernel estimate for the total
feedback is more accurate for models with the standard or
high value of ENTCOEF than for those models with a
reduced value. This bias indicates that the CAM derived
kernel is incorrectly estimating the top of atmosphere clear-
sky fluxes in some of the perturbed models. However,
without performing a PRP experiment within one of the
perturbed models, we cannot say whether the bias originates
in the CO2 forcing or the feedbacks. It seems likely, how-
ever, that the forcing in models with highly perturbed
humidity and temperature distributions may differ signifi-
cantly from the kernel-derived estimates. Collins et al.
(2006) found that even within the IPCC AR-4 models
(which are arguably tuned to reproduce the observed cli-
mate), the forcing due to a doubling of carbon dioxide varied
by almost a factor of 2, making it likely that the forcing in
the perturbed physics environment will vary even more.
Figure 3b shows the corrected change in cloud radiative
forcing per unit surface temperature rise plotted against the
inverse of 2080-2000 global mean temperature change
(which includes all net feedbacks in the system, as well as
the effects of ocean heat uptake). The corrected DCRF, as
explained in Sect. 2.3, excludes changes in DCRF which
are due to changes in temperature, humidity or carbon
dioxide concentrations. In the climateprediction.net mod-
els, there is an inverse relationship between corrected
DCRF and DTglobal but again, this relationship is dependent
on the value of ENTCOEF, indicating again that ENT-
COEF has a large effect on the clear-sky component of the
total feedback. However, for any given value of ENT-
COEF, it is apparent that the 2080 warming in the cli-
mateprediction.net ensemble is strongly correlated with the
net cloud feedback in the system, which is itself dependent
on other model parameters (see Sect. 3.5).
Figure 3c shows a compensating relationship between
longwave and shortwave cloud feedbacks in both CMIP-3
and climateprediction.net. This is to be expected from at
least high level cloud changes, where increases in high
cloudiness on warming would produce a negative short-
wave feedback coupled with a positive longwave feedback.
The longwave compensation amongst models is slightly
stronger in the climateprediction.net ensemble—almost 0.7
Wm-2 K-1 increase in positive longwave cloud feedback
for every 1 Wm-2 K-1 increase in negative shortwave
cloud feedback in contrast to CMIP-3 where there is, on
average, 0.5 Wm-2 K-1 positive longwave feedback
compensation.
Soden et al. (2008) showed that the CMIP-3 GCMs
display a compensating relationship between the lapse rate
feedback and the water vapor feedback. This was
explained, assuming constant relative humidity, such that a
model with a large negative lapse rate feedback develops
greater temperatures aloft, thus allowing the specific
humidity to be greater and thus increasing the water vapor
feedback (Zhang et al. 1994). This relationship is repro-
duced in Fig. 3d, and is also shown to hold for the cli-
mateprediction.net models.
3.4 Multi-feedback EOFs
A fundamental question in the use of perturbed physics
ensembles is whether they are able to emulate the range of
responses seen in a multi-model ensemble such as CMIP-3.
We can examine the first order modes of variation in
feedback response in an ensemble using Principal Com-
ponent Analysis (Sanderson et al. 2008a). Such an analysis
yields the dominant patterns of feedback response which
scale across the ensemble, so if similar patterns were
apparent in both the CMIP-3 and climateprediction.net
ensembles, one could conclude that similar physical pro-
cesses were being sampled by the ensemble. It should be
noted that there is some danger in over-interpreting the
physical significance of EOFs, as the imposed requirement
of orthogonality can introduce artifacts, especially when
different modes have similar eigenvalues (North et al.
1982)—hence we examine the significance of only the
leading, well separated modes.
EOFs show the dominant spatial modes of variation in
feedback response about the ensemble mean, so we first
compare the ensemble mean feedback profiles for both
ensembles (Fig. 4). Both show similar properties, with
compensating negative lapse rate and positive longwave
water vapor feedbacks as the dominant features. Both
ensemble means show positive longwave cloud feedbacks
in equatorial regions. Additionally, the climatepredic-
tion.net mean shows a positive net feedback in the northern
hemisphere extratropics, while the CMIP-3 mean shows a
negative feedback polewards of 60N. In the tropics, the
climateprediction.net mean profile shows net negative
shortwave cloud feedback throughout while the CMIP-3
mean is close to zero at the equator rising to positive values
of 1 Wm-2 K-1 at ±20 North and South.
Figure 4 also shows the first two EOFs in each ensem-
ble. We consider first CMIP-3, where the first EOF
accounting for almost 27% of the variance shows dominant
differences between the DCRF response of the models.
Some compensation is clearly visible, with shortwave and
longwave feedbacks tending to act in the opposite direc-
tion. Shortwave feedback response shows a distinct peak
along the Inter-Tropical Convergence Zone (ITCZ) which
is partly compensated by an opposing longwave response
suggesting a role of high clouds. The uncompensated
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shortwave response, and hence the difference in global
mean DCRF, is at higher latitudes and likely due to
changes in low cloud which would have little effect on the
longwave budget.
Further EOFs in the CMIP-3 ensemble display a more
complex interaction of feedback processes. The second
EOF, which accounts for 14.2% of the variance in the
CMIP-3 ensemble, shows the established anti-correlation
between water vapor feedback and lapse rate feedback that
was seen in Fig. 3. However, additional spatial features are
now also visible; the LW water vapor feedback shows a
smooth, symmetrical latitudinal profile, peaking at the
equator and becoming less significant towards the poles.
Meanwhile, the lapse rate feedback variation appears
constant in the tropics, with a peak in the northern hemi-
sphere mid-latitudes, showing the importance of landmas-
ses and perhaps moisture availability in the amplitude of
the lapse rate feedback. Thus, although there is global anti-
correlation between the lapse rate and water vapor feed-
back, the degree of compensation is dependent upon the
latitude (Zhang et al. 1994).
It is also apparent that there is some correlated cloud
response with the water vapor feedback (although the
direct effect of water vapor on DCRF has been removed—
with some assumptions, as described in Sect. 2.1). GCMs
showing a greater water vapor feedback than the mean
appear to show a complex, but net positive pattern of cloud
feedback as one might expect. In the tropics of GCMs with
a larger water vapor feedback than the mean, we see a
positive longwave and shortwave DCRF response. Soden
and Held (2006) show that most of the spread in lapse rate
feedback (and also in water vapor feedback) in the CMIP-3
ensemble arises from differences in the latitudinal distri-
bution of warming, hence it seems likely that models with a
strong positive cloud feedback are experiencing greater
tropical warming, and thus more negative lapse rate feed-
back and more positive water vapor feedback due to
increased tropospheric moistening. The similar eigenvalues
of the higher order modes mean that they cannot be con-
sidered unique, hence we do not attempt to attach a
physical significance to further EOF patterns.
In the climateprediction.net ensemble, it is immediately
apparent that different processes dominate the variation in
feedback response. Whereas the first mode in the CMIP-3
ensemble showed longwave-shortwave cloud feedback
compensation, the first mode in climateprediction.net
accounts for 33% of the variance and shows mainly vari-
ation in the shortwave component of the cloud feedback.
Interestingly, there is an anti-correlation between the sign
of the response in the Northern Extra-tropics and the rest of
the globe, suggesting that there may be parameter changes
which have the opposite effects on shortwave cloud feed-
backs over land and ocean.
The second EOF shows the expected global compensa-
tion between longwave and shortwave cloud feedbacks, but
this mode only accounts for 11% of the total variance. Both
the first mode and the second mode show a local variation
in lapse rate feedback not compensated by an opposing
change in water vapor feedback—which is markedly dif-
ferent behavior to that seen in the CMIP-3 ensemble.
Fig. 4 A comparison of the
ensemble mean zonally
averaged feedback profiles for
both the climateprediction.net
(bottom) and the CMIP-3 (top)
ensembles. Also shown are the
first two multi-variable EOFs
generated as described in Sect.
2.4. Values in the top left of
each plot represent the
percentage variance associated
with each mode. Vertical axes
for EOFs represent normalized
feedback values and are
therefore unitless, but relative
sizes of different feedbacks are
representative of their true
relationship
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Further modes (not shown) again become increasingly
complex, with similar eigenvalues and are thus difficult to
attribute firm physical meaning.
3.5 Parameter dependency
In order to understand the physical processes behind the
variation of feedback processes in the climateprediction.net
ensemble, it is of some use to consider the parameter
perturbations themselves. In Fig. 5, we examine the cor-
relations between perturbed parameters in the ensemble
and different global mean feedback components as
revealed by the kernel method.
It is apparent that a small number of parameters drive
most of the variation. The already-mentioned entrainment
coefficient again features strongly in Fig. 5, with an
increase in value causing positive perturbations in the lapse
rate and cloud feedbacks, coupled with a reduction in water
vapor feedback as expected from Fig. 3. ENTCOEF also
shows the largest correlation with the surface albedo feed-
back. Figure 3 also showed that the kernel estimates of total
clear-sky feedback were underestimated for low values of
ENTCOEF, but this is most likely due to an underestimate
of the greenhouse gas forcing in these simulations.
Other parameters of importance are revealed from
Fig. 5: the accretion constant CT) affects cloud, water
vapor and lapse rate feedbacks, the cloud water threshold
for precipitation (co-parameters CW_SEA over the ocean
and CW_LAND over land) shows compensating water
vapor and lapse rate feedbacks; the scaling parameter for
ice fall velocity (VF1) affects the cloud feedback, as does
the Empirically Adjusted Cloud Fraction (EACF)—which
is a direct scaling factor for the degree of cloudiness for a
given temperature and humidity. Finally, the critical rela-
tive humidity for the formation of clouds (RHcrit) also
shows a large correlation with the cloud feedback in the
climateprediction.net ensemble.
We can understand each of these correlations better by
considering how the EOFs of feedback response project
onto the parameter space (Fig. 6). The aim is to estimate
the change in zonally averaged feedback response (for each
of the kernel types considered) that results from a positive
perturbation of each parameter in turn (the amplitude of the
perturbation is set by the climateprediction.net experi-
mental design, where expert solicitation was used for each
parameter to determine ‘reasonable’ limits of physical
uncertainty). The methodology is discussed in Sect. 2.4.
An increase in the ice fall speed, VF1 causes a strong
nearly compensating positive shortwave and negative
longwave cloud feedback responses in the tropics, coupled
with compensated negative water vapor feedback and
positive lapse rate feedback (Fig. 6a). In the Northern
extratropics, the negative longwave cloud feedback change
is uncompensated by a shortwave change—leading to the
net negative cloud feedback perturbation (for a positive
perturbation of VF1) seen in Fig. 5. A larger ice fall speed
parameter results in a decrease in control simulation cloud
area (Wu (2002) and Grabowski (2000) both found that
large ice fall speeds in single column models cause a drier,
cooler, less cloudy troposphere). This decrease in cloud
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area results in compensating decreases in shortwave
reflectivity and longwave absorption of outgoing longwave
radiation (Kiehl and Ramanathan 1990) in the mean state.
Our results suggest that the longwave and shortwave cloud
feedbacks controlled by VF1 are proportional to the
longwave and shortwave cloud forcing present in the
control simulation; with less cloud in the mean state,
the climateprediction.net mean cloud feedback shown in
Fig. 4 is reduced to give the perturbation signal shown
in Fig. 6 (but the effect is noticeably concentrated around
the ITCZ).
An increase in the entrainment coefficient, ENTCOEF,
also causes compensating cloud feedbacks (positive short-
wave and negative longwave) in the tropics (Fig. 6b).
However, this time the tropical humidity feedback is
uncompensated by a lapse rate feedback. This suggests that
the increased humidity feedback is not due to increased
temperatures aloft and constant relative humidity (as was the
case for VF1), but that the ENTCOEF perturbation alters the
relative humidity distribution in the tropics. Sanderson et al.
(2008b) found that an effect of an decrease in ENTCOEF
was to moisten the upper troposphere/lower stratosphere
region while drying the lower troposphere in the tropics.
In order to further understand the effect this altered
humidity distribution might cause on clear sky feedbacks, it
is useful to study the kernel derived field effect on model
levels. The field effect is the product of the kernel with the
DT field in the model, divided by the global mean DT.
Hence when integrated over the vertical, it should represent
the portion of the total feedback due to changes in tem-
perature alone (which was shown in Fig. 6). Figure 7c
shows the perturbation in the kernel derived field effect
which is observed upon a positive perturbation of ENT-
COEF in the model. From this plot, we can infer that a
positive perturbation of ENTCOEF produces a model
which, when subjected to CO2 forcing, creates a more
negative atmospheric temperature feedback in the bound-
ary layer (i.e. the model’s boundary layer warms more than
average for a given increase in surface temperature).
However, there is also a compensating more positive
atmospheric temperature feedback in the tropical mid-tro-
posphere (i.e. there is less warming than average at altitude
for a given increase in surface temperature, resulting in a
weaker (negative) lapse rate feedback for a positive per-
turbation of ENTCOEF). Comparing back to Fig. 6, this
compensation (between upper and lower atmosphere
effects) is complete in the tropics but not in the extratropics
where the lower atmosphere negative feedback dominates.
The water vapor field effect corresponding to a positive
ENTCOEF perturbation weakly compensates the tempera-
ture field effect (Fig. 7a)—the two effects are not strongly
compensating because the tropical troposphere is moistened
significantly with a increase of ENTCOEF (see Sanderson
et al. 2008b, Fig. 5). However, Fig. 6b shows that the net
water vapor feedback in the tropics with a positive pertur-
bation of ENTCOEF is weakened. Figure 7a suggests that
this is due to decreased upper tropospheric moistening.
A surprising aspect of these results is the apparent near-
cancellation of the feedback changes resulting in a per-
turbation of ENTCOEF when integrated globally, given
the findings of previous studies (Stainforth et al. 2005;
Sanderson et al. 2008b; Sanderson et al. 2008a) which
suggested the dominant influence of the parameter in




Fig. 6 Multi-variable EOFs of feedback amplitude projected onto
single parameters using the methodology described in Sect. 2.4.
Feedback patterns may be interpreted as the change from the mean
climateprediction.net feedback in Wm-2 K-1 as a result of a positive
perturbation of each perturbed parameter in turn (where the amplitude
of the perturbation is determined by the climateprediction.net
experimental design)
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explanations for this behavior; firstly Sanderson et al.
(2008b) showed that in order to simulate very high sensi-
tivities in the HadAM3 model it was necessary to perturb
multiple parameters simultaneously. This behavior will not
be apparent from the linear analysis shown in Figs. 6 and 7.
Secondly, as discussed in Sect. 3.3, there is a consistent
underestimation of the true feedback strength in models
with a reduced value for ENTCOEF, which is most likely
attributable to an underestimation of the true greenhouse
gas forcing in these models.
The effects of an increase in the critical relative humidity
for cloud formation, RHcrit, (Smith 1990) are positive
increases in longwave and shortwave cloud feedback
(Fig. 6c). The lack of compensation, together with the dif-
fering zonal structure for the shortwave and longwave cloud
feedback, suggest that the parameter is having differing
effects on boundary layer clouds and high level clouds. This
is consistent with the findings of Pope et al. (2000), who
found that a reduction of RHcrit led to an increase in the
amount of water cloud and a decrease in the amount of ice
cloud. The shortwave feedback is positive, and symmetric
about the equator. One would expect a reduction in
boundary layer cloud with an increase in the minimum
relative humidity required for cloud formation. Again, we
might expect that the low-level cloud feedback would scale
with the low-level cloud amount. Figure 4 shows that the
climateprediction.net mean shortwave cloud feedback in
the tropics is negative, and thus we speculate that a reduc-
tion in the control low level cloud amount might reduce the
amplitude of the negative shortwave cloud feedback when
globally averaged, resulting in the positive perturbation on
the mean response shown in Fig. 6c.
Changes in boundary layer clouds would have little
effect on the longwave budget, so we infer that the positive
longwave cloud feedback in the ITCZ is due to an increase
in high level clouds. The increase in available moisture
aloft allows greater high cloud cover—despite the
increased relative humidity required for the clouds to form.
By examining the field effect on model levels in Fig. 7b
and d), we see that an increase in RHcrit produces a
stronger water vapor feedback than the default model,
especially in the tropics (this is more than compensated by
a more negative lapse rate feedback).
The remaining parameters in Fig. 6 have more complex
feedback signatures—both the empirically adjusted cloud
fraction EACF and the accretion constant CT show similar
(but opposite) zonal patterns of shortwave cloud feedback
(with some longwave compensation). The changes are a
direct scaling of boundary layer cloud amount, enhancing the
changes in cloud fraction which would otherwise occur (not
shown). The parameters show little to no shortwave cloud
effect at the equator, but large peaks at ± 15 and polewards
of ± 60. This suggests that the parameters are influencing
mainly shortwave cloud feedbacks in regions of zonally
averaged subsidence, which would suggest that marine
boundary layer cloud processes of the type discussed by
Bony and Dufresne (2005) are being modulated. Further-
more, between 30 and 60N, the change in shortwave feed-
back is of the opposite direction—suggesting that the
parameters are having the opposite effect over the Northern
Hemisphere landmass (and perhaps land in general).
These changes can be understood physically in terms of
the parameters: an increase in the empirically adjusted
cloud fraction is a direct scaling up of the cloud amount for
a given temperature and humidity, thus any increase in
boundary layer cloud will be amplified over the oceans, as
will any decrease over the landmass. Similarly a decrease
in the accretion constant reduces the rate at which cloud
water is accreted onto falling precipitation, thus having a
similar effect of maintaining a larger cloud fraction for
given conditions and amplifying any changes in boundary
layer cloud distribution on warming.
Finally, the water content thresholds for precipitation
over sea and land, CW_SEA and CW_LAND, show a
large influence over shortwave cloud, water vapor and
lapse rate feedbacks. Globally, an increase in the threshold
causes a positive humidity feedback, as larger humidities
persist without initiating precipitation. In the tropics, an
increase in the threshold causes an increase in shortwave
(a) (b)
(c) (d)
Fig. 7 Field effect perturbations corresponding to positive parameter
changes, resolved on model levels. Field effects are the product of the
radiative kernel with the atmospheric changes in the model, divided
by the global mean temperature increase. Contours show
Wm-2 K-1(100 mb)-1 such that integrating over the vertical levels
yields the zonal feedback plots shown in Fig. 6
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cloud feedback while at higher latitudes it causes a
decrease. The effect on lapse rate feedback is negative
between 40 and 60N, but minimal elsewhere.
4 Summary
In this paper, we have applied the radiative kernel tech-
nique developed by Soden and Held (2006) to a selection of
transient simulations from the perturbed physics ensemble,
climateprediction.net. Radiative kernels allow the top of
atmosphere response in a climate change simulation to be
decomposed into a sum of feedbacks resulting from chan-
ges in various independent atmospheric variables. The
climate feedback is the product of two factors, a kernel
which is diagnosed by perturbing the base climate variable
by a small amount and observing the top of atmosphere
radiative response, and the corresponding variable taken
from a climate change simulation. We use radiative kernels
developed using the NCAR Community Atmosphere
Model by Shell et al. (2008) to identify feedbacks due to
changes in water vapor, atmospheric temperature, surface
albedo and temperature. Estimates for the longwave and
shortwave cloud radiative forcing response include cor-
rections to exclude the effects of changing atmospheric
transmission as described in Soden et al. (2008).
Several obstacles prevented an identical treatment of the
data to that used in Soden et al. (2008); atmospheric
variables are zonally averaged in climateprediction.net,
forcing the use of zonal mean kernels to approximate the
response. To test the legitimacy of this approach, we
repeated the experiments conducted by Soden et al. (2008)
on the CMIP-3 ensemble, comparing the global mean
feedback responses yielded by both zonally averaged and
fully gridded kernels. The zonally averaged kernels are an
adequate approximation for the full kernels, with typical
errors of less than 0.1 Wm-2 K-1. A lack of surface
diagnostics in climateprediction.net also necessitated some
approximation of the surface feedbacks, with surface
albedo calculated as a residual and surface temperature
assumed to be equal to the unperturbed model.
A verification using longwave clear-sky feedback
response shows that the kernel estimate in both cli-
mateprediction.net and CMIP-3 is a reasonable approxi-
mation for the true, GCM derived radiative feedback
response to surface warming. However, in some cases where
the entrainment parametrization in the GCM convection
scheme has been perturbed, there are significant biases in the
zonally averaged relative humidity distribution between the
perturbed model and the model used to derive the kernel. The
kernel technique underestimates the longwave clear-sky
feedbacks in these models, because of errors in the kernel-
derived estimate of radiative forcing or the feedback itself.
Net cloud feedback was approximated by calculating the
change in cloud radiative forcing (DCRF), adjusted to
remove the effects of other atmospheric changes. This
adjustment is made possible through the use of both clear
sky and cloudy sky kernels to measure the component of
DCRF due to changing temperature, humidity or carbon
dioxide. Both climateprediction.net and CMIP-3 show a
similar range of net cloud feedback, but the mean of the
distribution in climateprediction.net is shifted towards
more positive values. Thus, although three models in the
CMIP-3 ensemble show negative net corrected DCRF
response to surface warming, there are no such models in
the climateprediction.net ensemble.
An examination of the leading order EOFs of zonal
mean feedback strength across both ensembles reveals this
particular perturbed physics ensemble and multi-model
ensembles such as CMIP-3 produce very different first
order variation in regional feedback strength (it should be
noted, however, that this first order variation is funda-
mentally dependent the arbitrary sampling of parameters
used to create the perturbed physics ensemble). Whereas in
CMIP-3, the variation is dominated by compensating glo-
bal scale longwave and shortwave cloud feedbacks, the first
mode in the climateprediction.net ensemble shows varia-
tion primarily in the shortwave cloud feedback with the
opposite sign over the northern hemisphere landmass. This
lack of longwave compensation in the first mode provides a
plausible explanation for the larger range of climate sen-
sitivities observed in the climateprediction.net ensemble
(Stainforth et al. 2005).
Further study of the effects of GCM parameters per-
turbed in the climateprediction.net experiment shows that
the parameters dominating the variation of atmospheric
feedbacks are predominantly those identified by Sanderson
et al. (2008b) in the original mixed layer ensemble. A
projection of feedback patterns onto the parameter space
suggests differences in the mechanisms of feedback per-
turbation that can be observed in the ensemble. Some
parameters, such as those scaling the ice fall speed and
convective entrainment in the GCM, cause large but
compensating changes in shortwave and longwave tropical
cloud feedback. We find that the humidity feedback may be
altered by perturbing either the entrainment coefficient or
the critical relative humidity for cloud formation. Fur-
thermore, we find that although globally, the compensating
relationship between water vapor feedback and lapse rate
feedback remains robust in a perturbed parameter regime,
it is not necessarily true locally.
We observe several parameters which appear to directly
modulate the shortwave cloud feedback due to low level
clouds, including the parameters controlling the accretion
of cloud water on precipitation and those directly scaling
the cloud fraction. Given that these clouds have been
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identified as a major source of uncertainty in current esti-
mates of global cloud feedback (Bony and Dufresne 2005),
further study on the effects and uncertainties associated
with these parameters is necessary.
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Appendix A: Model setup
Model simulations are run from 1850 until 2060, using
observed CO2 emissions from 1850 until 2000 (Ramaswamy
et al. 2001) and the Special Report on Emissions Scenarios’
A1B scenario (Nakicenovic et al. 2000) for greenhouse
gas emissions between the years 2000 and 2060. Past solar
variability assumes one of four possible scenarios: Solanki
and Krivova (2003), Hoyt and Schatten (1993), Lean et al.
(1995) or Lockwood (2002). For future solar forcing, three
scenarios are considered for each past reconstruction,
resulting in twelve 1820–2060 solar forcing scenarios. The
future solar scenarios repeat the corresponding past solar
forcing, with a trend which is zero, equal to the 1920–2000
trend or the negative of the 1920–2000 trend. The model
also includes a sulfur cycle and is sensitive to aerosols
emitted by volcanic eruptions. Past volcanic aerosol recon-
structions are provided by Ammann et al. (2003) or Sato
et al. (1993) (updated to 2002). There are ten possible future
volcanic aerosol scenarios, one scenario simply repeats the
recent past according to the updated Sato et al. (1993) data
set. Two more are based on observations of the preceding
80 years, based on the Sato et al. (1993) and Ammann et al.
(2003) data sets. The remaining 7 are subsets of observations
of 1400–1960, based on a data set constructed by Crowley
(2000).
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