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Introduction
0.1. Motivation.
0.1.1. Let X be a curve over Fq and let G be a reductive group. The classical theory
of automorphic forms is concerned with the space of functions on the quotient GA/GK,
where K (resp., A) is the field or rational functions on X (resp., the ring of ade`les of
K). In this paper, we will consider only the unramified situation, i.e. we will study
functions (and afterwards perverse sheaves) on the double quotient GO\GA/GK.
Let T be a Cartan subgroup of G. There is a well-known construction, called
the Eisenstein series operator that attaches to a compactly supported function on
TO\TA/TK a function on GO\GA/GK:
Consider the diagram
BO\BA/BK
q
−−−→ TO\TA/TK
p
y
GO\GA/GK,
where B is a Borel subgroup of G. Up to a normalization factor, the Eisenstein series of
a function S on TO\TA/TK is p!(q
∗(S)), where q∗ denotes pull-back and p! is integration
along the fiber.
Our goal is to study a geometric analog of this construction.
0.1.2. Let BunG denote the stack of G–bundles on X. One may regard the derived
category of constructible sheaves on BunG (denoted Sh(BunG), cf. Sect. 0.4) as a
geometric analog of the space of functions on GO\GA/GK. Then, by geometrizing the
Eisenstein series operator, we obtain an Eisenstein series functor Eis′ : Sh(BunT ) →
Sh(BunG) defined by a diagram similar to the above one, where the intermediate stack
is BunB–the stack of B–bundles on X.
However, this construction has an immediate drawback–it is not sufficienly functorial
(for example it does not commute with Verdier duality), the reason being that the
projection p : BunB → BunG has non-compact fibers. Therefore, it is natural to look
for a relative compactification of BunB along the fibers of the projection p.
Such a compactification, denoted BunB, was found by V. Drinfeld. We will use it to
define the corrected functor Eis : Sh(BunT )→ Sh(BunG). This paper is devoted to the
investigation of various properties of this functor.
As we will see, all the technical results will essentially reduce to questions about the
geometry of BunB and the behaviour of the intersection cohomology sheaf on it.
0.1.3. We should say right away that the pioneering work in this direction was done
by G. Laumon in [19], who considered the case of G = GL(n) using his own compact-
ification of the stack BunB . In the sequel we will explain how the two approaches are
related.
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0.2. Survey of the main results.
0.2.1. First, let us indicate how Drinfeld’s compactifications are constructed.
Let G = GL(2). In this case, the stack BunB classifies pairs (M,L, κ : L →֒ M),
where M is a rank 2 vector bundle on X, L is a line bundle on X, and κ is a non-
zero (=injective) bundle map. When M is fixed, the set of all possible (L, κ) forms an
algebraic variety. This variety is non-complete, but there is a natural way to compactify
it:
The corresponding complete variety also consists of pairs (L, κ : L → M), but this
time κ is required to be just an injective map of coherent sheaves, and not necessarily
a bundle map. In other words, the quotient M/L may have torsion. By definition,
the stack BunB for GL(2) classifies triples (M,L, κ), where κ is understood in the new
sense.
For a general G (we are assuming that the derived group of G is simply-connected)
the construction of BunB is very similar.
Let FG be a fixed G-bundle. Let us denote by V
λˇ
FG
the vector bundle on X associated
with FG and a highest weight G-module V
λˇ. A point of BunB that projects to our
FG ∈ BunG defines in every V
λˇ
FG
as above a line subbundle Lλˇ, such that the system
of these subbundles satisfies the so-called Plu¨cker relations, cf. Sect. 1.
By definition, BunB classifies the data of FG endowed with a system of maps κ
λˇ :
Lλˇ →֒ VλˇFG defined for every dominant integral weight λˇ, where κ
λˇ are injective as maps
of coherent sheaves, which satisfy the Plu¨cker relations.
Along the same lines one can try to define a compactification of the stack BunP ,
where P is a parabolic subgroup of G. However, in this case there will be two differ-
ent natural compactifications BunP and B˜unP , of which the second one will be more
important for our purposes.
Let us make a brief digression and discuss Laumon’s compactification of BunB for
G = GL(n). In this case, BunB is the stack classifying the data of a rank n vector
bundle M on X endowed with a complete flag 0 = M0 ⊂ M1 ⊂ ... ⊂ Mn = M of
subbundles. Laumon’s compactification Bun
L
B classifies the data of (M + a flag of
Mi’s), but each Mi is required to be just a subsheaf (rather than a subbundle) of the
subsequent Mi+1.
For GL(2), Laumon’s and Drinfeld’s compactifications coincide, but this is no longer
true for n ≥ 3. The advantage of Laumon’s compactification is that Bun
L
B is smooth,
whereas BunB is singular for G of semi-simple rank > 1. The drawback is that Bun
L
B
makes sense only for GL(n).
In fact, there is a natural (proper and representable) map of stacks Bun
L
B → BunB
and it was shown by A. Kuznetsov in [18] that Bun
L
B is a small resolution of singularities
of BunB .
0.2.2. Once the stack BunB is constructed, one can try to use it to define the ”com-
pactified” Eisenstein series functor Eis : Sh(BunT ) → Sh(BunG). Let p and q denote
the natural projections from BunB to BunG and BunT , respectively. The first idea
would be to consider the functor S ∈ Sh(BunT ) 7→ p!(q
∗(S)) ∈ BunG. However, this is
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too naive, since if we want our functor to commute with Verdier duality, we need to
take into account the sigularities of BunB. Therefore, one introduces a kernel on BunB
given by its intersection cohomology sheaf. I.e., we define the functor Eis by
S 7→ p!(q
∗(S)⊗ ICBunB ),
up to a cohomological shift and Tate’s twist. Similarly, one defines the functor EisGM :
Sh(BunM )→ Sh(BunG), where M is the Levi quotient of a parabolic P .
The first test whether our definition of the functor Eis is ”the right one” would be
the assertion that Eis (or more generally EisGM ) indeed commutes with Verdier duality.
Our Eis passes this test, according to Corollary 2.1.3.
Let us again add a comment of how the functor Eis is conneceted to Laumon’s work.
One can define functors EisL : Sh(BunT ) → Sh(BunG) using Laumon’s compactifica-
tion. (In the original work [19], Laumon did not consider EisL as a functor, but rather
applied it to specific sheaves on BunT .) However, from the smallness result of [18] it
follows that the functors EisL and Eis are canonically isomorphic.
The situation is more subtle when one considers non-principal Eisenstein series, i.e.
when B is replaced by a more general parablic. In this case, it is no longer true that
the two definitions agree. (In particular, for P 6= B, Laumon’s Eisenstein series fails to
commute with Hecke functors, cf. below.) At the end of Sect. 2 we suggest a conjecture
of how they may be related.
0.2.3. Once we defined the functors Eis = EisGT : Sh(BunT ) → Sh(BunG), Eis
G
M :
Sh(BunM ) → Sh(BunG) and a similar functor for M , Eis
M
T : Sh(BunT ) → Sh(BunM ),
it is by all means natural to expect that these functors compose nicely, i.e. that
EisGT ≃ Eis
G
M ◦Eis
M
T .
For example, if instead of Eis we used the naive (uncompactified) functor Eis′, the
analogous assertion would be a triviality, since BunB ≃ BunP ×
BunM
BunB(M), where
B(M) is the Borel subgroup of M .
The problem with our definition of EisGM is that there is no map between the relevant
compactifications, i.e. from BunB to B˜unP . Neverthess, the assertion that Eis
G
T ≃
EisGM ◦Eis
M
T does hold. This is a non-trivial theorem (Theorem 2.3.10), which is one of
the main results of this paper.
0.2.4. Finally, we have to describe the following two results, which are geometric
interpretations of certain properties of the classical (i.e. function-theoretic) Eisenstein
series operator.
Behaviour with respect to the Hecke functors.
Classically, on the space of functions on the double quotient GO\GA/GK we have
the action of ⊗
x∈X
Hx(G), where x runs over the set of places of K, and for each x ∈ X,
Hx(G) denotes the corresponding spherical Hecke algebra of the group G.
Similarly, ⊗
x∈X
Hx(T ) acts on the space of functions on TO\TA/TK. In addition, for
every x as above, there is a canonical homomorphism Hx(G) → Hx(T ) described as
follows:
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Recall that there is a canonical isomorphism (due to Satake) between Hx(G) and
the Grothendieck ring of the category of finite-dimensional representations of the Lang-
lands dual group Gˇ. We have the natural restriction functor Rep(Gˇ) → Rep(Tˇ ),
and our homomorphism Hx(G) → Hx(T ) corresponds to the induced homomorphism
K(Rep(Gˇ))→ K(Rep(Tˇ )) between Grothendieck rings.
The basic property of the Eisenstein series operators is that it intertwines the Hx(G)-
action on GO\GA/GK and the Hx(T )-action on TO\TA/TK via the above homomor-
phism.
Our Theorem 2.1.5 is a reflection of this phenomenon in the geometric setting. Now,
instead of the Hecke algebras, we have the action of the Hecke functors on Sh(BunG).
Namely, for x ∈ X and an object V ∈ Rep(Gˇ), one defines the Hecke functor
S 7→ xHG(V,S)
from Sh(BunG) to itself (cf. Sect. 3.2) and we have for S ∈ Sh(BunT ):
xHG(V,Eis(S)) ≃ Eis(xHT (Res
G
T (V ),S)).
A similar statement holds for the non-principal Eisenstein series functor EisGM , cf.
Theorem 2.3.7.
As a coroallary, we obtain that if EMˇ is an Mˇ -local system on X and AutEMˇ is a
perverse sheaf (or a complex of sheaves) on BunM , corresponding to it in the sense of
the geometric Langlands correspondence, then the complex EisGM (AutEMˇ ) on BunG is
a Hecke eigen-sheaf with respect to the induced Gˇ-local system.
In particular, Theorem 2.1.5 establishes the geometric Langlands correspondence for
those homomorphisms π1(X)→ Gˇ, whose image is contained in a maximal torus of Gˇ.
The functional equation.
It is well-known that the classical Eisenstein series satisfy the functional equation.
Namely, let χ be a character of the group TO\TA/TK and let w ∈W be an element of the
Weyl group. We can translate χ by menas of w and obtain a new (grossen)-character
χw.
The functional equation is the assertion that the Eisenstein series corresponding to
χ and χw are equal, up to a ratio of the corresponding L-functions.
Now let S be an arbitrary complex of sheaves on BunT and let w·S be its w-translate.
One may wonder whether there is any relation between Eis(S) and Eis(w · S).
We single out a subcategory in Sh(BunT ), corresponding to sheaves which we call
”regular”, for which we answer the above question. We claim (cf. Theorem 2.1.8) that
for a regular S
Eis(S) ≃ Eis(w · S).
(It is easy to see that one should not expect the functional equation to hold for
non-regular sheaves.)
A remarkable feature of this assertion is that the L-factors that enter the classical
functional equation have disappeared. An explanation of this fact is provided by The-
orem 2.2.12, which says that the definition of Eis via the intersection cohomology sheaf
on BunB already incorporates the L–function.
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We remark that an assertion similar to the above functional equation should hold
also for non-principal Eisenstein series. Unfortunately, this is beyond access for our
methods.
By combining Theorem 2.1.5 and Theorem 2.1.8 we obtain a proof of a special
case of the Langlands conjecture. Namely, we prove Theorem 2.2.8, which says that
if we start with an unramified irreducible representation of π1(X) into Gˇ, such that
π1(X)
geom maps to Tˇ ⊂ Gˇ, then there exists an unramified automorphic form on GA
which corresponds to this representation in the sense of Langlands.
This may be considered as an application of the machinery developped in this paper
to the classical theory of automorphic forms.
0.3. Contents.
0.3.1. Now let us briefly discuss how this paper is organized.
In Section 1 we discuss the definitions of Drinfeld’s compactifications.
In Section 2 we formulate all the main theorems concerning the Eisenstein series
functor. In the rest of the paper we deduce these theorems from various geometric
properties of the stacks BunB , B˜unP and their close relatives.
0.3.2. In Sections 3 and 4 our goal is to prove that our Eisenstein series functor
commutes with the Hecke functors (cf. above). In Section 3 we consider the principal
case, i.e. P = B and in Section 4 we make a generalization to the case of a general
parabolic subgroup.
Our discussion in these two sections is based on the Lusztig-Drinfeld-Ginzburg-
Mirkovic-Vilonen theory of spherical perverse sheaves on the affine Grassmannian GrG,
which we review in Sect. 3.2.
0.3.3. In Section 5 we formulate and prove Theorem 5.1.5, which is one of our main
technical tools. It says that the stack BunB (or, more generally, B˜unP ), is locally acyclic
with respect to the natural projection q : BunB → BunT (resp., q˜P : B˜unP → BunM ).
In other words, this means that from the point of view of singularities, all the fibers of
the above projections look the same.
Theorem 5.1.5 has two main applications. On the one hand, it implies Theorem 2.1.2,
which says that the functor Eis commutes with Verdier duality. On the other hand, it
is a key ingredient in the proof of Theorem 2.3.10 about the composition of Esenstein
(cf. above).
0.3.4. In Sections 6 and 7 our goal is to prove of Theorem 2.3.10 and the functional
equation.
Section 6 is largely preparatory; in it we introduce various stratifications of the stacks
BunB and B˜unP .
As we have mentioned before, the main problem in the proof of Theorem 2.3.10 is
that the natural map BunB → BunP does not extend to a map from BunB to B˜unP .
To cure this, we introduce the stack B˜unB,P , which will map to both BunB and B˜unP .
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In Section 7 we prove Theorem 7.1.6, which asserts that the map B˜unB,P → B˜unP is
stratified-small in the sense of Goresky-MacPherson. This will allow us to finally prove
Theorem 2.3.10.
The paper is concluded by Sect. 7.3, in which we complete the proof of the functional
equation (Theorem 2.1.8). As in the classical theory, after having established Theo-
rem 2.3.10, it is sufficient to treat the case of reductive groups of semi–simple rank 1,
in which case the functional equatiuon isomorphism amounts to a Fourier–transform
type argument, combined with the Serre duality.
0.4. Conventions. We will work over the base field Fq and studyWeil sheaves over Fq–
schemes and stacks. However, all the results of this paper carry over to the characteristic
0 world, in which case one must replace Qℓ–adic sheaves by holonomic D–modules.
0.4.1. The group G. Throughout the paper, G will be a connected reductive group over
Fq. Moreover, we will assume that its derived group G
′ = [G,G] is simply connected.
We will fix a Borel subgroup B ⊂ G and let T be the “abstract” Cartan, i.e.,
T = B/U , where U is the unipotent radical of B. We will denote by Λ the coweight
lattice of T and by Λˇ–its dual, i.e. the weight lattice; 〈·, ·〉 is the canonical pairing
between the two.
The semi–group of dominant coweights (resp., weights) will be denoted by Λ+G (resp.,
by Λˇ+G). The set of vertices of the Dynkin diagram of G will be denoted by I; for each
i ∈ I there corresponds a simple coroot αi and a simple root αˇi. The set of positive
coroots will be denoted by ∆ and their positive span inside Λ, by ΛposG . (Note that,
since G is not semi–simple, Λ+G is not necessarily contained in Λ
pos
G .) By ρˇ ∈ Λˇ we will
denote the half sum of positive roots of G and by w0 the longest element in the Weyl
group of G. For λ1, λ2 ∈ Λ we will write that λ1 ≥ λ2 if λ1 − λ2 ∈ Λ
pos
G , and similarly
for Λˇ+G.
It will be convenient to choose fundamental weights ωˇi ∈ Λˇ
+
G, i ∈ I: each ωˇi is
non-uniquely characterized by the property that 〈αj, ωˇi〉 = δi,j.
Let P be a standard parabolic of G, i.e. P ⊃ B; let U(P ) be its unipotent radical
and M := P/U(P )–the Levi factor (note that the derived group of M is also simply
connected). To M there corresponds a subdiagram IM in I. We will denote by Λ
+
M ⊃
Λˇ+G, Λ
pos
M ⊂ Λ
pos
G , ρˇM ∈ Λˇ, w
M
0 ∈W , ≥
M
etc. the corresponding objects for M .
To a dominant coweight λˇ ∈ Λˇ one attaches the Weyl G-module, denoted Vλˇ, with
a fixed highest weight vector vλˇ ∈ Vλˇ. For a pair of weights λˇ1, λˇ2, there is a canonical
map Vλˇ1+λˇ2 → Vλˇ1 ⊗ Vλˇ2 that sends vλˇ1+λˇ2 to vλˇ1 ⊗ vλˇ2 .
Similarly, for νˇ ∈ Λˇ+M , we will denote by U
νˇ the correspondingM–module. There is a
natural functor V 7→ VU(P ) from the category of G–modules to that of M–modules and
we have a canonical morphism Uλˇ → (Vλˇ)U(P ), which sends the corresponding highest
weight vectors to one another.
By FG we will denote principal G-bundles on various schemes. The notation F
0
G is
reserved for the trivial G-bundle. For a G-bundle FG (resp., a T -bundle FT ) and a G-
module V (resp., a character λˇ : T → Gm) let VFG (resp., L
λˇ
FT
) denote the corresponding
associated vector bundle (resp., line bundle).
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If FT is a T -bundle on a scheme Y, µ is a coweight of T and D ⊂ Y is a Cartier
divisor, we will denote by FT (µ · D) the new T -bundle, defined by the condition that
for a weight µˇ of T , the associated line bundle Lµˇ
FT (µ·D)
equals Lµˇ
FT
(〈µ, µˇ〉 ·D).
Finally, we let Gˇ denote the Langlands dual group of G. This is a reductive group
over Qℓ, endowed with a canonical Cartan subgroup Tˇ ⊂ Gˇ, whose lattice of characters
is identified with Λ. For λ ∈ Λ+G, we will denote by V
λ the corresponding Gˇ-module and
for µ ∈ Λ, V λ(µ) will designate the µ-th weight subspace of V λ. For an M–dominant
coweight ν, we will denote the corresponding Mˇ–module by Uν .
0.4.2. Stacks. The main objects of study in this paper are various stacks attached to
our curve X (assumed to be smooth and complete) and the group G.
For instance, the stack of G–bundles on X, denoted BunG, attaches to a scheme S
the groupoid of principal G–bundles on S ×X and for a map of schemes S1 → S2 the
corresponding functor is given by the ordinary pull-back.
In the main body of the paper, when giving a definition of a stack Y, we will usually
say that Y classifies something, by which we mean that it is clear what an S–family of
this something is for a scheme S and what the corresponding pull–back functor on the
category of such families is, for a map S1 → S2. In addition, in all the examples that
the reader will encounter in this paper, the fact that our Y is indeed an algebraic stack,
follows easily from the fact that BunG is.
Here is an example:
The stack Y classifying the data of (M, s), where M is a coherent sheaf on X and
s is its section (resp., an injective section) means that Hom(S,Y) is the groupoid of
pairs (MS , sS), where MS is a coherent sheaf on S ×X, flat over S, and sS is a map
OS×X → MS (resp., a map, which is injective over any geometric point of S).
A special care must be used when we define stacks or schemes using the formal
(resp., formal punctured) disc. We refer the reader to the Introduction of [13] for the
corresponding conventions.
0.4.3. Derived categories. If Y is a scheme, we will denote by Sh(Y) the corresponding
bounded derived category of constructible Qℓ–adic Weil sheaves on Y (cf. [9]). By abuse
of language, we will call its objects “sheaves”, but we will always mean complexes of
such. The constant sheaf on Y will be denoted by QℓY. We will denote by Qℓ(
1
2 ) the
1-dimensional sheaf over Spec(Fq) which corresponds to a chosen once and for all square
root of q.
For a scheme or a stack Y, Perv(Y) will denote the abelian category of perverse sheaves
on Y. ICY ∈ Perv(Y) will denote the intersection cohomology sheaf on Y, normalized so
that it is pure of weight 0. E.g., when Y is smooth, ICY = (Qℓ(
1
2)[1])
⊗ dim(Y)
Y
. Unless
specified otherwise, we work with the perverse t-structure, i.e. all the cohomological
degrees are counted in the perverse normalization.
When Y is a stack, the definition of the derived category is problematic. However,
this poses no difficulty in our case, since all our stacks are unions of open substacks of
finite type, each being a quotient of a scheme by an affine group. If Y = ∪
i
Yi is such
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a stack, then Sh(Y) := lim
←
Sh(Yi), where each Sh(Yi) can be defined as an equivariant
derived category in the sense of Bernstein–Lunts [4].
If f : Y1 → Y2 is a map of schemes (resp., of stacks) we will denote by f!, f∗, f
∗, f ! the
corresponding functors between Sh(Y1) and Sh(Y2) always understood in the derived
sense. Note, that if f is non-representable, the functors f! and f∗ do not in general
preserve our bounded derived category. Luckily, in the main body of the paper, we
will have to consider the above direct image functors only for representable morphisms
(an exception being the definition of regular sheaves and the discussion in Sect. 7.3, in
which case their usage will be but very mild).
Another warning on our abuse of language: let f, f ′ : Y1 → Y2 be two morphisms of
stacks. We will sometimes say that they coincide, by which we mean, of course, that
they are isomorphic. At any event, in this situation, the pull-back functors f∗ and f ′∗
from Sh(Y2)→ Sh(Y1) are isomorphic too.
If i : Z →֒ Y is a locally closed embedding and S ∈ Sh(Y), the notation S|Z will mean
the same as i∗(S). The Verdier duality functor will be denoted by D. For S as above,
hi(S) ∈ Perv(Y) is the i-th perverse cohomology of S.
Let FH → Y be an H–torsor, where H is an algebraic group and let Z be an H–
scheme. We will denote by Z
H
× Y the corresponding fibration over Y with the typical
fiber Z. (The word “fibration” in this paper will be understood only in this sense.)
Let S (resp., T) be an object of Sh(Z) (resp., Sh(Y)) and assume, moreover, that S is
H–equivariant. In this case we can form their twisted external product, denoted S⊠˜T,
which will be an object of Sh(Z
H
× Y).
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1. Definition of Drinfeld’s compactifications
1.1. Strongly quasi-affine varieties.
1.1.1. Let Y be a scheme over an algebraically closed field k. We shall say that Y is
strongly quasi-affine if the following conditions hold:
1) The algebra AY = Γ(Y,OY ) of global functions on Y is finitely generated as a
k-algebra.
2) Let Y = Spec(AY ). Then the natural map Y → Y is an open embedding.
If Y is strongly quasi-affine then we will call Y = Spec(A) the affine closure of Y .
In this section we will need the following result.
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Theorem 1.1.2. Let G be a reductive group over k and let P be a parabolic subgroup
of G. Let H be either the derived group [P,P ] of P or the unipotent radical U(P ) of
P . Let Y = G/H. Then
1. Y is a strongly quasi-affine variety.
2. For any scheme S over k an S-point of Y is described by a collection of maps of
OS-modules κ
V : OS⊗V
H → OS⊗V for every G-module V satisfying the following
conditions:
a) If V is the trivial representation of G then κV = id.
b) Assume that we are given a morphism a : V1 → V2 of G-modules. Then the
following square must be commutative:
(V1)H ⊗ OS
κV
1
−−−→ V1 ⊗ OSy y
(V2)H ⊗ OS
κV
2
−−−→ V2 ⊗ OS
c) For a pair of G-modules, V1 and V2, the square
(V1)H ⊗ (V2)H ⊗ OS
κV
1
⊗κV
2
−−−−−−→ V1 ⊗ V2 ⊗OSy idy
(V1 ⊗ V2)H ⊗ OS
κV
1⊗V2
−−−−−→ V1 ⊗ V2 ⊗OS
should commute too.
The second assertion of Theorem 1.1.2 is straightforward for any H for which G/H
is strongly quasi-affine. The first assertion is straighforward when H = [P,P ] and when
H = U(P ) this is a theorem of F. D. Grosshans (cf. [17]).
1.1.3. Let G, H and Y be as above. It will be convenient to describe S-points of
Y slightly differently. For a P/H-module U, let Ind(U) denote the G-module induced
from the corresponding P -module, i.e. for a G-module V, we have functorially:
HomP/H(U,V
H ) ≃ HomG(Ind(U),V).
From Theorem 1.1.2 we obtain using the Frobenius reciprocity:
Lemma 1.1.4. For a k-scheme S, an S-point of Y is the same as a collection of maps
of OS-modules κ
U : OS ⊗ U → OS ⊗ Ind(U) for every P/H-module U satisfying the
following conditions:
a) If U is the trivial representation of P/H then Ind(U) is canonically trivial as well
and κU must equal the identity map.
b) Assume that we are given a morphism a : U1 → U2 of G-modules. Then the
following square must be commutative:
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U1 ⊗OS
κU
1
−−−→ Ind(U1)⊗ OSy y
U2 ⊗OS
κU
2
−−−→ Ind(U2)⊗ OS
c) For a pair of P/H-modules, U1 and U2, the square
(U1 ⊗ U2)⊗ OS
κU
1⊗U2
−−−−−→ Ind(U1 ⊗ U2)⊗ OS
id
y y
(U1 ⊗ U2)⊗ OS
κU
1
⊗κU
2
−−−−−−→ Ind(U1)⊗ Ind(U2)⊗ OS
should commute too.
1.2. Drinfeld structures. Consider the stacks BunG, BunB and BunT . The maps of
groups B →֒ G and B ։ T give rise to a diagram of stacks:
BunB
q
−−−→ BunT
p
y
BunG .
All the three stacks are smooth. It is easy to see, that the projection q is smooth,
but in general non-representable and that the projection p is representable, but neither
smooth nor proper.
Our first goal is to define (following Drinfeld) a compactification of BunB along the
fibers of the projection p; in other words we will construct a stack BunB which contains
BunB as an open sub-stack and which is endowed with projections
p : BunB → BunG and q : BunB → BunT ,
such that the map p is representable is proper.
1.2.1. Note that the stack BunB, by definition, classifies the following data:
(FG;FT ;κ : FG → G/U
T
×FT ),
where FG is a G-bundle, FT is a T -bundle and κ is a G-equiavariant map.
Recall that G/U is a strongly quasi-affine variety and let G/U denote its affine
closure. The groups G and T act on G/U and therefore also on G/U .
We define the functor BunB on the category of k-schemes as follows: an S-point of
BunB is a triple (FG,FT , κ), where FG (resp., FT ) is an S-point of BunG (resp., of
BunT ) and κ is a G-equivariant map
FG → G/U
T
×FT ,
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such that for every geometric point s ∈ S there is a Zariski-open subset X0 ⊂ X × s
such that the map
κ|X0 : FG|X0 → G/U
T
×FT |X0
factors through G/U
T
×FT |X0 ⊂ G/U
T
×FT |X0 .
In the sequel, we will simply say that BunB classifies the data of (FG;FT ;κ : FG →
G/U
T
×FT ).
In order to show that BunB is an algebraic stack in the smooth topology with the de-
sired properties, we will slightly rewrite the above definition. Let us apply Lemma 1.1.4
in our case when H = U . Since P/H = B/U = T is commutative, it is enough to con-
sider only 1-dimensional P/H-modules U. If λˇ is a character of T , the corresponding
induced G-module vanishes unless λˇ ∈ Λˇ+G and in the latter case it equals V
λˇ.
From Lemma 1.1.4 we obtain that an S-point of BunB is a triple (FG,FT , κ
λˇ, ∀λˇ ∈
Λˇ+G), where FG and FT are as above, and κ
λˇ is a map of coherent sheaves
LλˇFT →֒ V
λˇ
FG
,
(cf. our conventions in Sect. 0.4) such that for evey geometric point s ∈ S the restriction
κλˇ|X×s is an injection. The last condition is equivalent to saying that κ
λˇ is an injection
such that the quotient VλˇFG/ Im(κ
λˇ) is S-flat.
The system of embeddings κλˇ must satisfy conditions (a)-(c) of Lemma 1.1.4. Let
us write them down explicitly in our case. We obtain the so-called Plu¨cker relations:
First, for λˇ = 0, κ0 must be the identity map O ≃ L0FT → V
0
FG
≃ O. Secondly, for
two dominant integral weights λˇ and µˇ, the map
LλˇFT ⊗ L
µˇ
FT
κλˇ⊗κµˇ
−→ VλˇFG ⊗ V
µˇ
FG
≃ (Vλˇ ⊗ Vµˇ)FG
must coincide with the composition
LλˇFT ⊗L
µˇ
FT
≃ Lλˇ+µˇ
FT
κλˇ+µˇ
−→ Vλˇ+µˇ
FG
→ (Vλˇ ⊗ Vµˇ)FG .
Proposition 1.2.2. The functor BunB is an algebraic stack in the smooth topology.
The natural map BunB → BunG given by (FG,FT , κ) 7→ FG is representable and proper.
Proof. Let FG be an S-point of BunG. We have to prove that the Cartesian product
S ×
BunG
BunB is representable by a scheme proper over S.
For a weight λˇ consider the Hilbert scheme Hilbλˇ whose S′ points are pairs:
(A map f : S′ → S; a subsheaf L of f∗(VλFG) on X × S
′ such that L is locally
free of rank 1 and the quotient f∗(VλFG)/L is S
′-flat.)
It is well-known that Hilbλˇ exists and is proper over S. Now, let (FG,FT , κ) be an
S′-point of S ×
BunG
BunB. To it we can attach an S
′-point of Hilbλˇ for every λˇ, by setting
L = Lλˇ
FT
.
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Moreover, since every collection of {κλˇ}’s satisfying the Plu¨cker relations is uniquely
determined by its values on the fundamental weights, i.e. by the κωˇi ’s, i ∈ I, we obtain
that the above morphisms of functors define a closed embedding
S ×
BunG
BunB →֒ ×
i∈I
Hilbωˇi .
Therefore, our Cartesian product is also representable by a scheme proper over S.
Obviously, we have an open embedding of BunB into BunB. The image corresponds
to those triples (FG,FT , κ), for which κ factors through G/U
T
×FT ⊂ G/U
T
×FT . In
terms of the embeddings κλˇ, an S-point belongs to BunB if and only if each
κλˇ : LλˇFT → V
λˇ
FG
is a bundle map, i.e. the quotient is not only S-flat, but is in fact X × S-flat. We will
denote this open embedding by jB , or simply by j.
We will denote the natural map BunB → BunG by p, since it extends the map
p : BunB → BunG. The map (FG,FT , κ) 7→ FT : BunB → BunT will be denoted by q
for the same reason.
Proposition 1.2.3. BunB is dense in BunB.
The proof will be given in Sect. 6.1. We remark that the simply-connectedness
assumption on G′ was necessary precisely in order to make Proposition 1.2.3 true.
1.2.4. We will call Fq–valued points of BunB “Drinfeld’s structures”. Let us see ex-
plicitly what they look like.
Note on the terminology: If M1 and M2 are vector bundles on a scheme Y, κ :
M1 → M2 is an embedding of coherent sheaves and Z ⊂ Y is a closed subscheme,
we will say that κ has no zeroes on Z or is maximal at Z if the following equiavlent
conditions hold:
1. The quotient M2/M1 has no torsion supported on Z.
2. There is no non-trivial N with M1 ⊂ N ⊂ M2, such that N/M1 is a torsion sheaf
supported on Z.
Proposition 1.2.5. Let (FG,FT , κ) be an Fq-point of BunB. Then
(1) There is a Zariski-open subset X0 ⊂ X, such (FG,FT , κ) defines a reduction of
FG|X0 to B.
(2) There exists a canonical principal B-bundle F′B on X, such that F
′
B |X0 is the B-
bundle of point (1).
Proof. Consider the embeddings κωˇi : Lωˇi
FT
→ Vωˇi
FG
, i ∈ I. We take X0 to be the
maximal open subset of X, such that none of the above κωˇi ’s has zeroes on x ∈ X0.
From the Plu¨cker relations, we obtain that on X0, the other κλˇ’s have no zeroes
either. Hence, FB := (FG|X0 ,FT |X0 , κ|X0) is the thought-for B-bundle on X
0.
Let X − X0 = {x1, ..., xn}. To each of the points xk, we can assign an element
νk ∈ Λ
pos
G . Namely, νk is such that 〈νk, ωˇi〉 is the order of zero of κ
ωˇi at xk.
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If we put F′T = FT (Σ
k
νk · xk), we obtain a system of maximal embeddings
κ′ωˇi : Lωˇi
F′T
→ Vωˇi
FG
,
satisfying the Plu¨cker relations.
Hence F′B := (FG,F
′
T , κ
′) is a B-bundle on X, which on X0 coincides with FB .
Let (FG,FT , κ), {x1, ..., xn} and {ν1, ..., νk} be as above. We will say that our Drin-
feld’s structure has singularities on X − X0 and we will call νk its defect at xk. The
B-bundle FB will be called the saturation of (FG,FT , κ).
1.3. Parabolic Drinfeld’s structures. Let us now generalize the above definitions
to the case, when B ⊂ G is replaced by a parabolic subgroup P . In this case, there will
be two different compactifications of the stack BunP along the fibers of the projection
BunP → BunG.
1.3.1. For a parabolic P , let U(P ), M and IM be as in Sect. 0.4. We will denote by
ΛG,P the quotient lattice
Λ/Span{αi, i ∈ IM}.
Let ΛˇG,P denote the dual lattice. In other words, ΛˇG,P is the lattice of characters of
the torus M/[M,M ] = P/[P,P ]. We have:
ΛˇG,P = {λˇ ∈ Λˇ | 〈αi, λˇ〉 = 0 if i ∈ IM}.
Let ΛposG,P denote the positive part of ΛG,P , i.e. the span of the projections of αi,
i ∈ I− IM .
1.3.2. The stack BunP classifies the data of
(FG,FM/[M,M ], κP : FG → G/[P,P ]
M/[M,M ]
× FM/[M,M ]),
where FG (resp., FM/[M,M ]) is a G-bundle (resp., an M/[M,M ]-bundle) and κ is a
G-equivariant map.
We let q†P (resp., pP ) denote the natural projection BunP → BunM/[M,M ] (resp.,
BunP → BunG). As in the case of the Borel subgroup, the projection q
†
P is smooth
(but non-representable) and the projection pP is representable, but neither smooth nor
proper.
The variety G/[P,P ] is strongly quasi-affine and let G/[P,P ] denote its affine closure.
We let BunP be the stack that classifies triples
(FG,FM/[M,M ], κP : FG → G/[P,P ]
M/[M,M ]
× FM/[M,M ]),
where FG and FM/[M,M ] are as above and κP is a G-equivariant map, which over the
generic point of X maps FG to
G/[P,P ]
M/[M,M ]
× FM/[M,M ] ⊂ G/[P,P ]
M/[M,M ]
× FM/[M,M ],
in the same sense as in the definition of BunB .
Here is a Plu¨cker-type description of BunP :
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An S-point of BunP consists of (FG,FM/[M,M ], κ
λˇ
P , ∀λˇ ∈ ΛˇG,P ∩Λ
+
G), where FG and
FM/[M,M ] are as above, and κ
λˇ
P are maps of coherent sheaves
LλˇFM/[M,M] →֒ V
λˇ
FG ,
which satisfy the same conditions as in the case of BunB .
Similarly to the previous case, we obtain that BunP is indeed an algebraic stack, rep-
resentable and proper over BunG. We will denote by pP the natural map BunP → BunG
and by q†P the map BunP → BunM/[M,M ] given by (FG,FM/[M,M ], κP ) 7→ FM/[M,M ].
By jP we will denote the open embedding BunP →֒ BunP .
1.3.3. We will call Fq-points of BunP “parabolic Drinfeld’s structures”. An ana-
log of Proposition 1.2.5 holds in the parabolic case as well. Namely, to an Fq-point
(FG,FM/[M,M ], κP ) of BunP one can attach a finite collection of points x1, ..., xn ∈ X
and elements ν1, ..., νn ∈ Λ
pos
G,P , such that:
OnX0 := X−{x1, ...xn}, (FG,FM/[M,M ], κP ) defines a P -bundle. This P -bundle can
be extended to a P -bundle F′P = (FG,F
′
M/[M,M ], κ
′
P ) on the entire X with F
′
M/[M,M ] =
FM/[M,M ](Σ
k
θk · xk). We will call this F
′
P the saturation of (FG,FM/[M,M ], κP ).
1.3.4. Observe now that the inclusion of groups B ⊂ P gives rise to a map of stacks
BunB → BunP . One may wonder whether this map extends to a map between BunB
and BunP . In this case the answer is positive:
Using the natural maps T → M/[M,M ] and G/U → G/[P,P ], to every S-point
(FG,FT , κ) of BunB we can assign in a functorial way an S-point (FG,FM/[M,M ], κP )
of BunP . We will denote this map of stacks by sP . In terms of the Plu¨cker picture, sP
”remembers” only the subsheaves LλˇFT →֒ V
λˇ
FG
for λˇ ∈ ΛˇG,P ∩ Λˇ
+
G.
We have p = pP ◦sp. This implies, in particular, that sP is representable and proper.
In addition to the map q†P : BunP → BunM/[M,M ], there is a natural map qP :
BunP → BunM ; one can show that this map does not extend to a map of stacks
BunP → BunM .
We will construct now another relative compactification B˜unP of BunP , such that qP
will extend to a map q˜P : B˜unP → BunM .
The stack B˜unP will project naturally to BunP ; however, the map sP : BunB →
BunP will not lift to a map BunB → B˜unP .
1.3.5. The stack BunP can be also viewed as a stack that classifies triples
(FG,FM , κ˜P : FG → G/U(P )
M
×FM ),
where FG and FM are G– andM–bundles respectively and where κ˜P is a G-equivariant
map. The variety G/U(P ) is strongly quasi-affine, according to Theorem 1.1.2, and let
G/U(P ) denote its affine closure.
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We set B˜unP to be the stack that classifies triples
(FG,FM , κ˜P : FG → G/U(P )
M
×FM ),
where κ˜P is a G-equivariant map, such that over the generic point of X, FG is mapped
to
G/U(P )
M
×FM ⊂ G/U(P )
M
×FM ,
as in the definition of BunB .
To prove that B˜unP is indeed an algebraic stack, representable and proper over BunG
we will once again have to resort to the Plu¨cker picture:
By Theorem 1.1.2, as S-point of B˜unP is a triple (FG,FM , κ˜
V
P ), where κ˜
V
P is a map
of coherent sheaves, defined for every G-module V:
(VU(P ))FM → VFG ,
such that
1) For every geometric point s ∈ S, the restriction κ˜VP |X×s is an injection.
2) Plu¨cker relations hold in the following sense:
a) For the trivial representation V, κ˜VP must be the identity map O → O.
b) For a G-module map V1 → V2 the square
((V1)U(P ))FM
κ˜V
1
P−−−→ V1FGy y
((V2)U(P ))FM
κ˜V
2
P−−−→ V2FG
should commute.
c) For a pair of G-modules, V1 and V2, the square
((V1)U(P ) ⊗ (V2)U(P ))FM
κ˜V
1
P ⊗κ˜
V2
P−−−−−−→ V1FG ⊗ V
2
FGy idy
((V1 ⊗ V2)U(P ))FM
κ˜V
1⊗V2
P−−−−−→ V1
FG
⊗ V2
FG
should commute too.
Proposition 1.3.6. The morphism of functors B˜unP → BunG is representable and
proper.
Proof. The proof will use the same idea as the proof of Proposition 1.2.2, of which the
latter is a particular case, since for P = B, BunP = B˜unP = BunB.
Let V be a rerpesentation of G; put n = dim(V), k = dim(VU(P )). Let Bunn =
BunGL(n) denote the stack of rank n vector bundles on X and let Bunk,n denote the
stack classifying pairs Fk →֒ Fn where Fn is a rank n vector bundle on X and Fk is a
rank k subsheaf of Fn.
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We have a natural map of stacks BunG → Bunn, which sends FG to the vector bundle
VFG . In addition, we have a map of functors B˜unP → Bunk,n ×
Bunn
BunG, that sends a
triple (FG,FM , κ˜P ) to (V
U(P )
FM
→֒ VFG ,FG).
It is easy to see that when V is large enough so that the image of V∗ ⊗ VU(P ) in
AG/U(P ) := Γ(G,OG)
U(P ) generates it as an algebra, the above map
B˜unP → Bunk,n ×
Bunn
BunG
is a closed embedding of functors.
This proves the proposition, since the map Bunk,n → Bunn is known to be repre-
sentable and proper (cf. [19]).
We will call Fq-valued points of B˜unP “enhanced parabolic Drinfeld’s structures”.
A point (FG,FM , κ˜P ) ∈ B˜unP (Fq) has singularities at the same finite collection of
points as the corresponding simple parabolic Drinfeld’s structure, i.e. rp(FG,FM , κ˜P ) ∈
BunP (Fq). However, the structure of the defect in the enhanced case is more compli-
cated and we will study it in detail in Sect. 6.2.
Proposition 1.3.7. The stack BunP is dense in both BunP and B˜unP .
The proof is postponed until Sect. 6.2.
1.3.8. We will denote by j˜P the open embedding BunP →֒ B˜unP and by p˜P (resp., q˜P )
the natural map B˜unP → BunG (resp., B˜unP → BunM ) given by (FG,FM , κ˜P ) 7→ FG
and (FG,FM , κ˜P ) 7→ FM , respectively.
Let us observe now that there is a natural map of stacks rP : B˜unP → BunP , which
extends the identity map on BunP :
In terms of (FG,FM , κ˜P ), it corresponds to the projection M →M/[M,M ] and the
map G/U(P ) → G/[P,P ]. In terms of the Plu¨cker picture, rP “remembrs” only the
embeddings κ˜VP for V = V
λˇ
FG
, λˇ ∈ ΛˇG,P ∩ Λ
+
G (in this case the representation U
λˇ of M
factors through M →M/[M,M ]).
Since p˜P = pP ◦rP , the map rP is representable and proper. We will show in Sect. 6.2
that its fibers can be identified with closed subvarieties of the affine Grassmannian of
the group M .
2. Main results on Eisenstein series
2.1. Principal Eisenstein series. First, we will discuss the principal Eisenstein series
functor that maps the category Sh(BunT ) to Sh(BunG).
2.1.1. Let q!∗ denote the functor Sh(BunT )→ Sh(BunB) given by
S → ICBunB ⊗q
∗(S)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ).
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Analogously, we define the functor q!∗ := j∗ ◦ q!∗ : Sh(BunT ) → Sh(BunB). Note,
that since the map q is smooth, the latter functor is an ordinary pull-back up to a
cohomological shift and Tate’s twist.
Theorem 2.1.2. (a) The functor q!∗ is exact and commutes with Verdier duality.
(b) If S is perverse, we have: q!∗(S) ≃ j!∗ ◦ q
!∗(S).
We define the functor EisGT (or simply Eis) Sh(BunT )→ Sh(BunG) by:
Eis(S) := p! ◦ q
!∗(S).
Corollary 2.1.3. The functor Eis commutes with Verdier duality and maps pure com-
plexes to pure ones.
2.1.4. Let HG be the Hecke stack, i.e. an S-point of HG is a quadruple: (x,FG,F
′
G, β),
where x ∈ Hom(S,X), FG and F
′
G are S-points of BunG (i.e. G-bundles on X×S) and
β is an isomorphism
β : FG|X×S−Γx → F
′
G|X×S−Γx ,
where Γx ⊂ X × S is the graph of the map x : S → X.
We have three projections: π : HG → X, h
→
G : HG → BunG and h
←
G : HG → BunG
π(x,FG,F
′
G, β) = x; h
→
G (x,FG,F
′
G, β) = F
′
G; h
←
G (x,FG,F
′
G, β) = FG.
i.e. we have a diagram:
BunG×X
h←G ×π←− HG
h→G−→ BunG .
For a dominant coweight λ of G we introduce a closed substack H
λ
G of HG as follows:
By definition, a quadruple (x,FG,F
′
G, β) belongs to H
λ
G if and only if for every G-
module V such all its weights are ≤ λˇ for some λˇ ∈ Λˇ+G,
VFG(−〈λ, λˇ〉 · Γx) ⊂ VF′G ⊂ VFG(−〈w0(λ), λˇ〉 · Γx).
(Of course, the second inclusion is a corollary of the first one for the dual representation
V∗.) As we will see later, both maps h←G ×π and h
→
G ×π when restricted to H
λ
G are proper
and, in addition, are locally-trivial fibrations in the smooth topology (cf. Sect. 0.4).
For instance, when G = T , the projection h←G × π defines an isomorphism H
µ
T →
BunT ×X and the composition BunT ×X ≃ H
µ
T
h→T−→ BunT sends
(FT , x) ∈ BunT ×X −→ F
′
T := FT (−µ · x) ∈ BunT .
Each H
λ
G is an algebraic stack locally of finite type and let ICHλG
denote the in-
tersection cohomology sheaf on it. We define the Hecke functor HλG : Sh(BunG) →
Sh(BunG×X) by
S → (h←G × π)!(h
→
G
∗(S)⊗ IC
H
λ
G
)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunG).
As the map h←G × π : H
λ
G → BunG is proper and h
→
G : H
λ
G → BunG is a fibration,
the functor HλG commutes with Verdier duality.
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Recall that for λ ∈ Λ+G, V
λ denotes the corresponding irreducible representation of
the Langlands dual group Gˇ and for a coweight µ, V λ(µ) is the corresponding weight
subspace of V λ.
Theorem 2.1.5. For every λ ∈ Λ+G and S ∈ Sh(BunT ) we have a functorial isomor-
phism:
HλG ◦ Eis(S) ≃ ⊕
µ∈Λ
(Eis⊠ id) ◦HµT (S)⊗ V
λ(µ),
where we used the notation Eis⊠ id for the corresponding functor Sh(BunT ×X) →
Sh(BunG×X), and for µ ∈ Λ, H
µ
T denotes the corresponding Hecke functor for the
group T .
2.1.6. The Hecke functors can be composed in the following way: If λ1 and λ2 are two
elements of Λ+G, we define the functor
Hλ1G ⋆ H
λ2
G : Sh(BunG)→ Sh(BunG×X)
by the rule:
Hλ1G ⋆ H
λ2
G (S) = (id⊠∆
∗
X)((H
λ1
G ⊠ id) ◦H
λ2
G (S)) ⊗ (Qℓ(
1
2
)[1])⊗−1
where ∆X : X → X ×X denotes the diagonal embedding.
It is well-known ([3]) that there exists a canonical isomorphism of functors:
Hλ1G ⋆ H
λ2
G (S) ≃ ⊕
λ∈Λ+G
HλG(S)⊗HomGˇ(V
λ, V λ1 ⊗ V λ2).
An additional property of the isomorphism of Theorem 2.1.5 is that for S ∈ Sh(BunT )
the two isomorphisms:
(Hλ1G ⋆ H
λ2
G ) ◦ Eis(S) ≃ ⊕µ1,µ2
(Eis⊠ id) ◦ (Hµ1T ⋆ H
µ2
T )(S) ⊗ V
λ1(µ1)⊗ V
λ2(µ2) ≃
≃ ⊕
λ
⊕
µ
(Eis⊠ id) ◦HµT (S) ⊗HomGˇ(V
λ, V λ1 ⊗ V λ2)⊗ V λ(µ)
and
Hλ1G ⋆ H
λ2
G ◦ Eis(S) ≃ ⊕
λ
HλG ◦ Eis(S) ⊗HomGˇ(V
λ, V λ1 ⊗ V λ2) ≃
≃ ⊕
λ
⊕
µ
(Eis⊠ id) ◦Hν
′
T (S)⊗HomGˇ(V
λ, V λ1 ⊗ V λ2)⊗ V λ(µ)
coincide.
2.1.7. For a coroot α ∈ ∆+ of G, consider the corresponding projection T → T/Gm.
This map of groups gives rise to a map of stacks
fα : BunT → BunT/Gm .
We will call a sheaf S on BunT regular if
fα! (S) = 0, ∀α ∈ ∆
+
(this definition makes sense even though the map fα is non-representable). We let
Sh(BunT )
reg ⊂ Sh(BunT ) denote the full triangulated subcategory of regular sheaves.
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Observe now that the action of the Weyl group on T gives rise to a W -action on the
stack BunT : FT → F
w
T . We define a twisted W -action on BunT as follows:
For an element λ ∈ Λ, consider the T -bundle Ωλ on X induced from the canonical
line bundle on X by means of the homomorphism Gm → T corresponding to λ.
We set
w · FT = F
w
T ⊗ Ω
w(ρ)−ρ.
Similarly, for w ∈W we will denote by S → w ·S the direct image functor Sh(BunT )→
Sh(BunT ) corresponding to the new action of w on BunT .
It is easy to see that for every w ∈W the functor S → w ·S preserves the subcategory
Sh(BunT )
reg ⊂ Sh(BunT ). Let N(Tˇ ) denote the normalizer of Tˇ in Gˇ.
Theorem 2.1.8. For each w ∈W with a choice of a lift to an element w˜ ∈ N(Tˇ ) ⊂ Gˇ,
there exists a functorial isomorphism
Eis(w ·S)
f.eq
−→ Eis(S), S ∈ Sh(BunT )
reg.
2.1.9. The isomorphisms of Theorem 2.1.8 and Theorem 2.1.5 are compatible with the
following way: the two isomorphisms
HλG ◦ Eis(w · S)⇉ ⊕
ν∈Λ
(Eis⊠ id) ◦HνT (S)⊗ V
λ(w(ν))
(see below) coincide, where the first isomorphism is simply
HλG ◦ Eis(w · S)
f.eq
−→ HλG ◦ Eis(S) ≃ ⊕
ν∈Λ
(Eis⊠ id) ◦HνT (S)⊗ V
λ(ν) ≃
⊕
ν∈Λ
(Eis⊠ id) ◦HνT (S) ⊗ V
λ(w(ν)),
(the last arrow comes from the map V λ(ν)→ V λ(w(ν)) given by the action of w˜ ∈ Gˇ),
and the second isomorphism is the composition:
HλG ◦ Eis(w · S) ≃ ⊕
ν∈Λ
(Eis⊠ id) ◦HνT (w · S)⊗ V
λ(ν) ≃
⊕
ν∈Λ
(Eis⊠ id) ◦ (w ·⊠ id) ◦H
w−1(ν)
T (S)⊗ V
λ(ν)
f.eq
−→ ⊕
ν∈Λ
(Eis⊠ id) ◦H
w−1(ν)
T (S)⊗ V
λ(ν)
≃ ⊕
ν′∈Λ
(Eis⊠ id) ◦Hν
′
T (S)⊗ V
λ(w(ν ′)),
where the second arrow used the isomorphism HνT (w ·S) ≃ (w ·⊠ id)◦H
w−1(ν)
T (S), which
holds for any S ∈ Sh(BunT ).
Remark. Our construction of the isomorphism of functors
Eis(w · S)
f.eq
−→ Eis(S) : Sh(BunT )
reg → Sh(BunG)
of Theorem 2.1.8 involves an additional choice of a representation of w as a product of
simple reflections. At the moment, we can prove that this isomorphism is independent
of such a representation only when G is simply-laced.
Conjecture 2.1.10. For S ∈ Sh(BunT )
reg∩Perv(BunT ), the object Eis(S) is a perverse
sheaf. Moreover, if S is irreducible, then so is Eis(S).
GEOMETRIC EISENSTEIN SERIES 21
Remark. When G has semi–simle rank 1, or when G = GL(n) and S is a local system,
this conjecture is in fact a theorem (cf. [14]).
2.2. Relation with the classical theory. Let now ETˇ be a Tˇ -local system on X.
For λ ∈ Λ we will denote by Eλ
Tˇ
the 1-dimensional local system on X induced from ETˇ
by means of the homomorphism Tˇ
λ
→ Gm.
2.2.1. The (geometric) abelian class field theory produces from ETˇ a 1-dimensional
local system, which we will denote by Aut′ETˇ on BunT , whose fiber at FT = F
0
T (Σi
µi ·xi)
is ⊗
i
(E−µi
Tˇ
)xi , where the subscript “xi” means “fiber at xi”.
Let
√
(Aut′ETˇ )Ω2ρX
be a 1-dimensional vector space such that (
√
(Aut′ETˇ )Ω2ρX
)⊗2 ≃
(Aut′ETˇ )Ω2ρX
. We define a perverse sheaf AutETˇ on BunT as a tensor product of Aut
′
ETˇ
with the 1–dimensional vector space
√
(Aut′ETˇ
)
Ω2ρX
⊗ (Qℓ(
1
2))
⊗(g−1) dim(T ), placed in the
cohomological degree (1− g) · dim(T ).
By construction, the perverse sheaf AutETˇ has the following property with respect
to the twisted W -action on BunT :
w ·AutETˇ ≃ AutEwTˇ
,
where Ew
Tˇ
is a Tˇ -local system induced from ETˇ by means of Tˇ
w
−→ Tˇ .
It is clear from the definitions that the perverse sheaf AutETˇ is a Hecke eigen-sheaf
on BunT with respect to ETˇ , i.e. for λ ∈ ΛT , we have:
HµT (AutETˇ ) ≃ AutETˇ ⊠E
µ
Tˇ
⊗Qℓ(
1
2
)[1].
Let EGˇ denote the Gˇ-local system on X induced from ETˇ by means of the canonical
embedding Tˇ →֒ Gˇ. Theorem 2.1.5 yields the following result:
Theorem 2.2.2. The object Eis(AutETˇ ) ∈ Sh(BunG) is a Hecke eigen-sheaf on BunG
with respect to EGˇ, i.e. for each λ ∈ Λ
+
G we have:
HλG ◦ Eis(AutETˇ ) ≃ Eis(AutETˇ )⊠ V
λ
EGˇ
⊗Qℓ(
1
2
)[1],
where V λEGˇ
is a local system on X associated to EGˇ and the Gˇ-module V
λ.
2.2.3. Assume now that the Tˇ -local system ETˇ is regular, i.e. that for every α ∈ ∆
+
the 1-dimesnional local system Eα
Tˇ
on X is non-trivial. This condition is equivalent to
the fact that the perverse sheaf AutETˇ belongs to Sh(BunT )
reg.
For w ∈ W let us choose a representative w˜ ∈ N(Tˇ ). Note that this gives an
isomorphism EGˇ ≃ Ind
Gˇ
Tˇ
(Ew
Tˇ
). By applying Theorem 2.1.8, we obtain the following
assertion:
22 A. BRAVERMAN AND D. GAITSGORY
Theorem 2.2.4. For w˜ ∈ N(Tˇ ) and EGˇ as above there is an isomorphism (functional
equation):
Eis(AutETˇ )
f.eq
≃ Eis(AutEw
Tˇ
).
Moreover, the diagram
HλG ◦ Eis(AutETˇ ) −−−→ Eis(AutETˇ )⊠ V
λ
EGˇ
⊗Qℓ(
1
2 )[1]
HλG(f.eq)
y f.eq⊠idy
HλG ◦ Eis(AutEwTˇ
) −−−→ Eis(AutEw
Tˇ
)⊠ V λEGˇ
⊗Qℓ(
1
2 )[1]
commutes.
The stack BunT splits into connected components Bun
µ
T , numbered by the elements
of Λ: by definition F0T (Σµi ·xi) ∈ Bun
−µ
T if Σµi = µ. Let Aut
µ
ETˇ
be the direct summand
of AutETˇ concentrated on Bun
µ
T .
Theorem 2.2.4 implies the following assertion, which is hard to see directly:
Corollary 2.2.5. Let ETˇ be a regular Tˇ -local system and let U ⊂ BunG be an open
substack of finite type. Then the sheaves Eis(AutµETˇ
)|U are zero except for finitely many
µ ∈ Λ.
Proof. The proof is a combination of Theorem 2.2.4 and of the following (obvious)
statement:
Lemma 2.2.6. Let U ⊂ BunG be an open sub-stack of finite type. Then the set of
µ ∈ Λ for which the intersection p−1(U) ∩ q−1(BunµT ) is non-empty has the form
µ ≥ µ′,
where µ′ is some fixed element of Λ.
2.2.7. Theorem 2.2.4 implies the following special case of the Langlands’ conjecture:
Let K be the field of rational functions on X and let GA, (resp., GO ⊂ GA, GK ⊂ GA)
be the corresponding adele group (resp., the group of integral points of GA, the group
of rational points of GA). Recall that the double quotient GO\GA/GK identifies with
the set of isomorphism classes of objects of the category BunG(Fq), i.e. with the set of
isomorphism classes of G-bundles over X.
Theorem 2.2.8. Let EGˇ be an irreducible Gˇ-local system on X, such that if we “forget”
the Weil structure on EGˇ, it admits a reduction to Tˇ ⊂ Gˇ. Then there exists a spherical
automorphic function on GA whose Langlands’ parameters correspond to EGˇ.
Proof. Let X ≃ X ×
Spec(Fq)
Spec(Fq) and let EGˇ denote EGˇ, viewed as a local system just
onX. Let Fr denote the Frobenius acting onX and on BunG := BunG ×
Spec(Fq)
Spec(Fq).
To construct the sought-for automorphic function it is sufficient to produce an object
AutEGˇ
∈ Sh(BunG) together with a Weil structure on it, which is a Hecke eigen-sheaf
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with respect to EGˇ in a Fr-compatible way. In other words, we need that there exists
an isomorphism:
Fr∗(AutEGˇ
)→ AutEGˇ
such that for each λ ∈ Λ+G the diagram
Fr∗ ◦HλG(AutEGˇ
) −−−→ Fr∗(AutEGˇ
)⊠ V λ
Fr∗(EGˇ)y y
HλG(AutEGˇ
) −−−→ AutEGˇ
⊠V λ
EGˇ
is commutative.
Let ETˇ be a reduction of the Gˇ-local system EGˇ over X to Tˇ ⊂ Gˇ (such a reduction
exists according to our assumtion on EGˇ). We have now the following assertion:
1
Proposition 2.2.9. (a) Let ETˇ be as above and assume (as in the formulation of
Theorem 2.2.8) that EGˇ is irreducible. Then the Tˇ -local system ETˇ is regular.
(b) There exists an element w ∈ W and its lift w˜ ∈ N(Tˇ ) such that Fr∗(ETˇ ) ≃ E
w
Tˇ
and such the identification
IndGˇ
Tˇ
(ETˇ ) ≃ EGˇ ≃ Fr
∗(EGˇ) ≃ Ind
Gˇ
Tˇ
(Fr∗(ETˇ )) ≃ Ind
Gˇ
Tˇ
(E
w
Tˇ )
is induced by w˜.
We define now the object AutEGˇ
as Eis(AutETˇ
). Using Theorem 2.2.4 and Propo-
sition 2.2.9 we construct an isomorphism Fr∗(Eis(AutETˇ
)) ≃ Eis(AutETˇ
) that corre-
sponds to the above w˜. Theorem 2.2.4 guarantees that AutEGˇ
possesses all the required
properties.
2.2.10. Let ETˇ be again an arbitrary (not necessarily regular) Tˇ -local system on
X. We will now investigate the connection between the function on GO\GA/GK ≃
BunG(Fq) corresponding to Eis(AutETˇ ) ∈ Sh(BunG) and the classical Eisenstein series
constructed starting with ETˇ .
For ETˇ as above and µ ∈ Λ consider the object Eis
′(AutµETˇ
) defined as
p! ◦ q
!∗(AutµETˇ
).
We let Funct(Eis(AutµETˇ
)) (resp., Funct(Eis′(AutµETˇ
))) denote the functions on the
set BunG(Fq) corresponding to Eis(AutETˇ ) and Eis
′(AutETˇ ), respectively.
The following result is a corollary of a description of stalks of the intersection coho-
mology sheaf on BunB (Theorem 6.1.6):
2
1We are obliged to G. Prasad who has explained to us the proof of this result. He has moreover
authorized us to reproduce his argument, which we shall do in the Appendix.
2The proof of Theorem 6.1.6 will be given in a forthcoming paper [7]. For the case X = P1 this
result is proved in [12]. Note, however, that all the results of this paper except for Theorem 2.2.11 and
Theorem 2.2.12 are independent of Theorem 6.1.6.
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Theorem 2.2.11. The function Funct(Eis(AutµETˇ
)) equals
Σ
{nα}∈∆+
N
Funct(Eis′(Aut
µ− Σ
α∈∆+
nα·α
ETˇ
)) · Π
α∈∆+
Tr(Fr,H ·(X(nα), (Eα
Tˇ
)(nα))⊗Qℓ(nα)),
where X(m) denotes the m-th symmetric power of X and for a local system E, E(m)
denotes the m-th symmetric power of E.
We will now reformulate Theorem 2.2.11 by encoding the information contained in
it into a generating series.
Consider the group–ring Qℓ[Λ], which is the same, of course, as the ring of functions
on the torus Tˇ ; for µ ∈ Λ we shall denote by tµ the corresponding element of Qℓ[Λ].
We will form a completed ring Q̂ℓ[Λ] by allowing infinite expressions of the form
Σ
µ
aµ · t
µ,
if µ runs over a sub-set of Λ of the form µ ≥ µ′, where µ′ is some fixed element of Λ.
The classical Eisenstein series can be thought of as a function on BunG(Fq) with
values in Q̂ℓ[Λ], equal to
Eiscl(AutETˇ )(t) := Σµ∈Λ
Funct(Eis′(AutµETˇ
)) · tµ.
Similarly, consider the “modified” Eisenstein series
Eismod(AutETˇ )(t) := Σµ∈Λ
Funct(Eis(AutµETˇ
)) · tµ,
viewed again as a function on BunG(Fq) with values in Q̂ℓ[Λ] (cf. Lemma 2.2.6).
Finally, for α ∈ ∆+ we introduce the (abelian) L-series L(ETˇ , α, t) to be the element
of Q̂ℓ[Λ] equal to Σ
n∈N
Tr(Fr,H ·(X(n), (Eα
Tˇ
)(n))⊗Qℓ(n)) · t
n·α.
We have:
Theorem 2.2.12.
Eismod(AutETˇ )(t) = Eiscl(AutETˇ )(t) ·
∏
α∈∆+
L(ETˇ , α, t).
When G = GL(n), the above result has been established by G. Laumon in [19].
Remark. It is well-known the the power series Eiscl(AutETˇ )(t) satisfies the functional
equation of the form
Eiscl(AutETˇ )(t) = Eiscl(AutEwTˇ
)(t) ·
∏
α∈∆+ L(E
w
Tˇ
, α, t)∏
α∈∆+ L(ETˇ , α, t)
,
where L(ETˇ , α, t) are precisely the L-functions that appear in the formulation of Theo-
rem 2.2.12. However, Theorem 2.2.4 implies that Eismod(AutETˇ )(t) = Eismod(AutEwTˇ
)(t)
(if ETˇ is regular). Therefore, the fact that the ratio between Eismod and Eiscl is the
mentioned above product of L-functions is very natual from this point of view.
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It is quite remarkable that the Eisenstein series Eismod(AutETˇ )(t), which is more
natural than Eiscl(AutETˇ )(t) from the geometric point of view (e.g. it comes from an
object of Sh(BunG), whose construction is self-dual in the Verdier sense) incorporates
the L-function.
2.3. Non-principal Eisenstein series. We will now consider the case when B is
replaced by a parabolic P .
2.3.1. As in the previous subsection we define functor q˜!∗P : Sh(BunM ) → Sh(B˜unP )
by
S → IC
B˜unP
⊗q˜∗P (S)⊗ (Qℓ[1](
1
2
))⊗−dim(BunM ).
Again, q!∗P will denote the functor
j˜∗P ◦ q˜
!∗
P : Sh(BunM )→ Sh(BunP ).
Since the map qP : BunP → BunM is smooth, q
!∗
P is essentially the ordinary pull-back.
The following theorem is parallel to Theorem 2.1.2:
Theorem 2.3.2. (a) The functor q˜!∗P is exact and commutes with Verdier duality.
(b) If S is a perverse sheaf on BunM , we have: q˜
!∗
P (S) ≃ j˜P !∗ ◦ q
!∗
P (S).
We define the functor EisGM : Sh(BunM )→ Sh(BunG) by
S → p˜P ! ◦ q˜
!∗
P (S).
As in Corollary 2.1.3, Theorem 2.3.2 insures that the functor EisGM commutes with
Verdier duality and maps pure complexes into pure ones.
2.3.3. Let S be a perverse sheaf on BunM . One may attempt to give an alternative
definition of the functor EisGM as follows, using the compactification BunP :
We can first pull back S onto BunP by means of S → q
!∗
P (S), then extend it by
means of jP !∗ to obtain a perverse sheaf on BunP and then take the direct image of the
resulting sheaf with respect to the map pP : BunP → BunG. It will not be in general
true that the two functors yield the same result. However, one can single out a class
of perverse sheaves on BunM for which this will be true (cf. Sect. 6.4):
For a reductive group G a perverse sheaf S ∈ Sh(BunG) is said to be “good” if for
any sequence λ1, ..., λn of elements of Λ
+
G, the sheaf
(HλnG ⊠ id
n−1) ◦ ... ◦ (Hλ2G ⊠ id) ◦H
λ1
G (S)
on BunG×X
n is perverse as well.
For instance, when G is abelian, every perverse sheaf on BunG is “good”. For a
general G, an automorphic sheaf that corresponds in the sense of Drinfeld–Langlands
to a Gˇ-local system on X is “good”.
We have the following assertion, proved in Sect. 6.4:
Theorem 2.3.4. Let S ∈ Perv(BunM ) be “good”. Then there is a canonical isomor-
phism rP ! ◦ q˜
!∗
P (S) ≃ jP !∗ ◦ q
!∗
P (S).
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Corollary 2.3.5. For a “good” perverse sheaf S on BunM the sheaf pP ! ◦ jP !∗ ◦ q
!∗
P (S)
on BunG is canonically isomorphic to Eis
G
M (S).
Remark. Let G = GL(n). In this case there exists an open embedding of the stack
BunGL(n) into the stack Cohn that classifies coherent sheaves on X of generic rank n.
Following Laumon (cf. [19]) one can consider a functor
Eisnn1,...,nk : Sh(Cohn1 × ...× Cohnk)→ Sh(Cohn),
for n = n1 + ...+ nk.
Now let S be a “good” perverse sheaf on BunGL(n1)×...×BunGL(nk) and let S
′ denote
its Goresky-MacPherson extension on the whole of Cohn1 × ... × Cohnk . In this case
we conjecture that the restriction of Eisnn1,...,nk(S
′) to BunGL(n) ⊂ Cohn is canonically
isomorphic to Eis
GL(n)
M (S), where M = GL(n1)× ...×GL(nk).
2.3.6. In the case of non-principal Eisenstein series we have the following generalization
of Theorem 2.1.5:
Theorem 2.3.7. For every λ ∈ Λ+G and S ∈ Sh(BunM ) there is a functorial isomor-
phism
HλG ◦ Eis
G
M (S) ≃ ⊕
ν∈Λ+M
(EisGM ⊠ id) ◦H
ν
M (S)⊗HomMˇ (U
ν , V λ).
As in the case P = B we can show in addition, that the isomorphism of functors in
the above theorem is compatible with the convolution of Hecke functors.
Let EMˇ be an Mˇ -local system on X and let AutEMˇ be an automorphic perverse sheaf
on BunM that satisfies a Hecke eigen-property with respect to EMˇ . Let EGˇ denote a
Gˇ-local system induced from EMˇ .
Corollary 2.3.8. The complex EisGM (AutEMˇ ) is a Hecke eigensheaf with respect to EGˇ.
2.3.9. Finally, we have the following compatibility between the functors of Eisenstein
series:
Theorem 2.3.10. For S ∈ Sh(BunT ) there is a functorial isomorphism
EisGT ≃ Eis
G
M ◦Eis
M
T .
Moreover, this isomorphism of functors is compatible with the Hecke property in the
sense that for every λ ∈ Λ+G the diagram
HλG ◦ Eis
G
T (S) −−−→ H
λ
G ◦ Eis
G
M ◦Eis
M
T (S)y y
⊕
µ
EisGT ◦H
µ
T (S) ⊗ V
λ(µ) −−−→ ⊕
ν
⊕
µ
EisGM ◦Eis
M
T ◦H
µ
T (S)⊗HomMˇ (U
ν , V λ)⊗ Uν(µ)
commutes.
Although the assertion of Theorem 2.3.10 seems very natural, the proof is quite
non-trivial and it should be thought of as the main technical result of this paper. In
particular, Theorem 2.1.8 will be a rather easy consequence of Theorem 2.3.10 via an
explicit calculation in the case when G has rank 1.
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3. Action of Hecke operators (the principal case)
3.1. The basic diagram. The construction described below will play an essential role
in this paper.
3.1.1. Let λ be a dominant coweight of G and let us denote by Z the fiber product
H
λ
G ×
BunG
BunB , where H
λ
G is mapped to BunG by means of the projection h
→
G .
Proposition-Construction 3.1.2. There exists a map of stacks φ : Z → BunB ×X
with (p× id) ◦ φ = (h←G × π) ◦
′p
BunB ×X
φ
←−−− Z
′h→G−−−→ BunB
p×id
y ′py py
BunG×X
h←G ×π←−−−− H
λ
G
h→G−−−→ BunG
Note that the left square of this diagram is NOT Cartesian.
Proof. An S-point z of Z consists by definition of the following data: x ∈ Hom(S,X); a
pair of G-bundles FG and F
′
G onX×S identified with one another outside onX×S−Γx;
a collection of line bundles Lλˇ
F′T
, each embedded as subsheaf into the corresponding Vλˇ
F′G
,
such that the Plu¨cker relations hold.
Recall that the fact that the pair (FG,F
′
G) belongs to H
λ
G means, according to
Sect. 2.1.4 that for each λˇ ∈ Λˇ+G we have:
VλˇF′G
⊂ VλˇFG(〈−w0(λ), λˇ〉 · Γx).
Therefore, the embedding κ′λˇ : Lλˇ
F′T
→֒ Vλˇ
F′G
gives rise to an embedding
κλˇ : LλˇF′T
(〈w0(λ), λˇ〉 · Γx) →֒ V
λˇ
FG
and we set by definition φ(z) to be the object of BunB that corresponds to
FG, FT := F
′
T (w0(λ) · Γx) and the system of embeddings κ
λˇ described above.
3.1.3. For every element ν ∈ ΛposG consider the closed embedding
iν : BunB ×X →֒ BunB ×X,
given by sending an object (FG,FT , κ
λˇ : LλˇFT →֒ V
λˇ
FG
, x) to
(FG, FT (−ν · Γx), L
λˇ
FT
(−〈ν, λˇ〉 · Γx) →֒ L
λˇ
FT
→֒ VλˇFG , x).
Theorem 3.1.4. φ!(ICZ) ≃ ⊕
ν∈ΛposG
iν !(ICBunB×X)⊗ V
λ(w0(λ) + ν).
Remark. An analogue of this theorem has been independently obtained by M. Finkel-
berg and I. Mirkovic. Our proof is slightly different from the argument of [11] and in
Sect. 4 it will be generalized to the case when B is replaced by a parabolic subgroup.
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3.1.5. Let us first show how Theorem 3.1.4 implies Theorem 2.1.5.
Proof. (of Theorem 2.1.5)
For ν ∈ Λ let us denote by mν the map
BunT ×X ≃ H
ν
T
h→T−→ BunT .
By definition, for S ∈ Sh(BunT ), the sheaf m
ν∗(S) is canonically the same as HνT (S).
Lemma 3.1.6. We have:
(a) The maps q ◦ ′h→G and m
w0(λ) ◦ (q× id) ◦ φ from Z to BunT coincide.
(b) For every ν, the maps (q × id)× iν and (m
ν × id) ◦ (q × id) from BunB ×X to
BunT ×X coincide.
For the proof of Theorem 2.1.5, observe that for an object S ∈ Sh(BunT ), the sheaf
h→G
∗ ◦ Eis(S) on Z identifies (by base change and the projection formula) with
′p!(
′h→G
∗ ◦ q∗(S)⊗ ′h→G
∗(ICBunB)⊗
′p∗(IC
H
λ
G
))⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ).
However, the map h→G : H
λ
G → BunG decomposes locally in the smooth topology
with respect to BunG into a direct product, which implies that
ICZ ≃
′p∗(IC
H
λ
G
)⊗ ′h→G
∗(ICBunB )⊗ (Qℓ(
1
2
)[1])⊗−dim(BunG).
Therefore,
h→G
∗ ◦ Eis(S) ≃ ′p!(
′h→G
∗ ◦ q∗(S)⊗ ICZ)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT )+dim(BunG)
and hence
HλG ◦ Eis(S) ≃ (p× id)! ◦ φ!(
′h→G
∗ ◦ q∗(S)⊗ ICZ)(Qℓ(
1
2
)[1])⊗−dim(BunT ).
Acording to point (a) of Lemma 3.1.6 and the projection formula, the last expression
can be rewritten as
(p× id)!(φ!(ICZ)⊗ (q× id)
∗ ◦mw0(λ)∗(S)) ⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT )
and finally, by applying Theorem 3.1.4 and the projection formula we obtain that the
sheaf HλG ◦ Eis(S) identifies with the direct sum over ν ∈ Λ
pos
G of the expressions
(p× id)! ◦ iν ! (i
∗
ν ◦ (q× id)
∗ ◦mw0(λ)∗(S)⊗ ICBunB×X)⊗
⊗ V λ(w0(λ) + ν)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ).
Now, by Lemma 3.1.6(b),
i∗ν ◦ (q× id)
∗ ◦mw0(λ)∗(S) ≃ (q× id)∗ ◦H
w0(λ)+ν
T (S).
Since the maps (p× id)◦ iν and p× id from BunB×X → BunG×X coincide, we obtain
that HλG ◦ Eis(S) can be identified with
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⊕
ν∈ΛposG
(p× id)! ((q× id)
∗ ◦H
w0(λ)+ν
T (S) ⊗ ICBunB×X)⊗ V
λ(w0(λ) + ν)⊗
⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ) ≃ ⊕
ν∈ΛposG
(Eis⊠ id) ◦H
w0(λ)+ν
T (S)⊗ V
λ(w0(λ) + ν),
as required.
The fact that the isomorphism HλG ◦ Eis(S) ≃ ⊕
ν∈Λ
(Eis⊠ id) ◦ HνT (S) ⊗ V
λ(ν) con-
structed above is compatible with the convolution of Hecke functors will be explained
in the next section in a more general context.
Thus, modulo Theorem 3.1.4, we have established Theorem 2.1.5 together with The-
orem 2.2.2.
3.2. Preliminaries on the affine Grassmannian. In this subsection we will review
several facts concerning the affine Grassmannian corresponding to the group G. These
facts will be needed for the proof of Theorem 3.1.4 as well as for the rest of the paper;
the proofs can be found in [20] or in [3].
3.2.1. Let x ∈ X be a point and let Dx (resp., D
∗
x) be the formal disc (resp., the
formal punctured disc) around x. Let G(Ox) (resp., G(Kx)) be the group–scheme
(resp., group–indscheme) that classifies maps from Dx (resp., from D
∗
x) to G.
The affine Grassmannian GrG is, by definition, the quotient G(Kx)/G(Kx). (Some-
times, in order to emphasize the dependence on x we will put a subscript GrGx.) In
other words, GrG is an indscheme that classifies the data of (FG, β), where FG is a
G-bundle on Dx and β is its trivialization: FG ≃ F
0
G on D
∗
x. (We leave it to the reader
to formulate what this means on the level of S-points, cf. [15]).
Being an indscheme, GrG is a union of its closed finite–dimensional subschemes.
Therefore, the notion of a perverse sheaf on GrG makes sense. (By definition, every
such perverse is supported on a finite–dimensional subscheme of GrG.)
For λ ∈ Λ+G let Gr
λ
G denote the closed sub-scheme of GrG that corresponds to pairs
(FG, β) as above for which VF0G
(−〈λ, λˇ〉 · x) ⊂ Vλˇ
FG
for every G-module V such all its
weights are ≤ λˇ. (Here x denotes, of course, the closed point of Dx.)
By construction, each Gr
λ
G is a finite-dimensional projective variety, stable under the
left G(Ox)-action. We have:
Gr
λ′
G ⊂ Gr
λ
G if and only if λ
′ ≤ λ.
In addition, it is known (cf. [20]) that Gr
λ
G contains a unique dense G(Ox)-orbit,
denoted GrλG. If tx is a uniformizer at x, then Gr
λ
G = G(Ox) · t
λ
x, where t
λ
x is the
corresponding point of T (Kx) ⊂ G(Kx).
Thus, we obtain a stratification of GrG by the sub-schemes Gr
λ
G.
3
3In this paper, the term “stratification” will be used in the following weak sense:
Let Y be a scheme (resp., indscheme, stack, indstack) and let Yi be a collection of locally closed
subschemes of Y . We say that they form a stratification if Y (Fq) is a disjoint union ∪Yi(Fq).
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For λ ∈ Λ+G let A
λ
G denote the intersection cohomology sheaf ICGrλG
. Let SphG denote
the full abelian subcategory of Perv(GrG) formed by direct sums of the perverse sheaves
AλG. By definition, every object of SphG is G(Ox)–equivariant.
Note that G(Ox)–equivariant perverse sheaves on GrG can be thought of as “perverse
sheaves” on the stack that classifies triples (F1G,F
2
G, β), where F
i
G are G-bundles on X
Dx and β is an isomorphism F
1
G|D∗x → F
2
G|D∗x . The latter stack carries a natural
involution given by the flip F1G ↔ F
2
G. This involution gives rise to a covariant functor,
denoted ∗, from the category of G(Ox)–equivariant perverse sheaves GrG to itself. We
have ∗AλG ≃ A
−w0(λ)
G , hence, ∗ preserves the subcategory SphG.
3.2.2. Now we will recall the definition of the convolution operation on the category
SphG. Consider the indscheme ConvG := GrG
G(Ox)
× G(Kx). By definition, it classifies
the data of (FG,F
′
G, β˜, β
′), where FG and F
′
G are a G–bundles on Dx, β˜ is an iso-
morphism FG|D∗x ≃ F
′
G|D∗x and β
′ is a trivialization F′G|D∗x ≃ F
0
G|D∗x . There are two
projections pr and pr′ from ConvG to GrG:
For g1 × g2 ∈ G(Kx)×GrG,
pr(g1 × g2) = g1 · g2 mod G(Ox) and pr
′(g1 × g2) = g2 mod G(Ox).
In the functorial language, pr′ and pr act as follows:
pr′(FG,F
′
G, β˜, β
′) = (F′G, β
′) and pr(FG,F
′
G, β˜, β
′) = (FG, β˜ ◦ β
′).
If S1 is a G(Ox)–equivariant perverse sheaf on GrG and S2 is an arbitrary perverse
sheaf on GrG, we can form their twisted external product S
1⊠˜S2 (cf. Sect. 0.4), which is
a perverse sheaf on ConvG. The convolution S
1⋆S2 ∈ Sh(GrG) is defined as pr!(S
1⊠˜S2).
We have the following result:
Proposition 3.2.3. In the above situation S1 ⋆ S2 is a perverse sheaf.
Remark. Proposition 3.2.3 has been first established in [20] under the assumption that
S2 is also G(Ox)–equivariant. The proof in the general case is given in [15].
Assume now that both S1 and S2 belong to SphG. The Proposition 3.2.3 and the
decomposition theorem (using the fact the each GrλG is simply-connected) imply that
S1 ⋆ S2 is also an object of SphG. In addition, it follows from the definitions that there
is a canonical isomorphism ∗(S1 ⋆ S2) ≃ (∗S2) ⋆ (∗S1).
3.2.4. We will now reformulate the definition of GrG using the global curve X. We
claim that GrG is the indscheme that classifies the data of (FG, β), where FG is a
G–bundle on the curve X and β is its trivialization on X − x.
Indeed, to (FG, β) as above, we can attach FG|Dx , which is a G–bundle on Dx and β
defines its trivialization over D∗x. Now, a theorem of Beauville and Laszlo ([1]) asserts
that the above map from the set of pairs (FG, β) “on X” to that “on Dx” is a bijection.
Consider the stack BunG. Let xG denote the canonical G(Ox)–torsor over BunG,
whose fiber over FG ∈ BunG is the set of isomorphisms FG|Dx ≃ F
0
G|Dx .
Recall the stack HG and let xHG denote its fiber over BunG×x ⊂ BunG×X; let
xH
λ
G ⊂ xHG be the corresponding finite-dimensional substack.
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The above mentioned result of [1] implies that both projections h←G and h
→
G realize
xHG as a fibration over BunG with the typical fiber GrG:
xHG ≃ GrG
G(Ox)
× xG.
We call these identifications idl and idr, respectively. By definition, under idl, xH
λ
G
goes over to the substack Gr
λ
G
G(Ox)
× xG ⊂ GrG
G(Ox)
× xG.
We define the locally closed substack xH
λ
G of xH
λ
G as Gr
λ
G
G(Ox)
× xG. In what follows,
for (FG,F
′
G, β) ∈ xH
λ
G, we will say that ”F
′
G is in position λ with respect to FG”.
Thus, to S ∈ SphG and an object T ∈ Sh(BunG) we can attach their twisted external
products (S⊠˜T)l and (S⊠˜T)r. In particular, the intersection cohomology sheaf IC
xH
λ
G
is nothing but (AλG⊠˜ ICBunG)
l.
We introduce the Hecke functors xH
←
G (·, ·) and xH
→
G (·, ·) from SphG× Sh(BunG) to
Sh(BunG) as follows:
xH
←
G (S,T) := h
←
G !(∗S⊠˜T)
r and xH
→
G (S,T) := h
→
G !(S⊠˜T)
l.
Since every Gr
λ
G is complete, the projections h
←
G and h
→
G are proper and the Hecke
functors commute with Verdier duality. Moreover, they are compatible with the tensor
structure on SphG in the sense that there exist functorial isomorphisms:
xH
←
G (S1, xH
←
G (S2,T)) ≃ xH
←
G (S1 ⋆S2,T) and xH
→
G (S1, xH
→
G (S2,T)) ≃ xH
→
G (S2 ⋆S1,T).
Finally, let us observe that there is a canonical isomorphism xH
←
G (S,T) ≃ xH
→
G (∗S,T)
and for a fixed S ∈ SphG, the functors
T → xH
←
G (S,T) and T → xH
→
G (D(S),T)
are mutually (both left and right) adjoint.
3.2.5. In addition to the stratification by the GrλG’s, the indscheme GrG is stratified
by the so–called semiinfinite orbits:
Consider the standard Borel structure on F0G given by the collection of the embed-
dings
Lλˇ
F0T
→֒ Vλˇ
F0G
and for ν ∈ Λ let S
ν
G denote the closed ind–subscheme of GrG corresponding to those
pairs (FG, β), for which the meromorphic map
Lλˇ
F0T
(−〈ν, λˇ〉 · x)→ Vλˇ
F0G
β
−→ VλˇFG
does not have a pole ∀ λˇ ∈ Λˇ+G.
Inside S
ν
G there is an open ind–subscheme S
ν
G corresponding to those pairs (FG, β),
for which the above map
Lλˇ
F0T
(−〈ν, λˇ〉 · x)→ VλˇFG
does not have a zero either. Hence, GrG (resp., S
ν′
G ) is stratified by the S
ν
G, ν ∈ ΛG
(resp., by the SνG, ν ≤ ν
′).
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Consider the group–indschemes U(Kx) ⊂ U(Kx)T (Ox) ⊂ G(Kx). For each ν ∈ ΛG,
SνG is stable with respect to the U(Kx)T (Ox)–action on GrG. (Moreover, it is easy to
see that SνG is isomorphic to the quotient of U(Kx) by a certain group-subscheme.)
The following assertion (due to Mirkovic and Vilonen, [21]) will play a central role
in this paper:
Proposition 3.2.6. Consider the intersection GrλG ∩S
ν
G.
(a) It is empty unless w0(λ) ≤ ν ≤ λ. For ν = λ, it is open inside Gr
λ
G (and hence is
smooth and irreducible). For ν = w0(λ), it is isomorphic to the point-scheme.
(b) dim(GrλG ∩S
ν
G) ≤ 〈λ+ ν, ρˇ〉.
3.2.7. It has been known since the works of Lusztig [20], Ginzburg [16] and Mirkovic-
Vilonen [21] that the functor ⋆ : SphG× SphG 7→ SphG prolongs to a structure of tensor
category on SphG, and as such it is equivalent to the category of finite-dimensional
representations of the Langlands–dual group Gˇ. We will need this statement in the
following formulation ([3]):
Theorem 3.2.8. (a) The convolution product S1,S2 → S1 ⋆S2 admits associativity and
commutativity constraints, i.e. SphG has a structure of a (symmetric) tensor category.
Moreover, the functor
gResGT : SphG → Λ–graded vector spaces
given by
gResGT (S) = ⊕
ν∈Λ
H〈ν,2ρˇ〉c (S
ν
G,S|SνG)⊗Qℓ(〈ν, ρˇ〉)
has a natural structure of a tensor functor.
(b) The algebriac group corresponding (by Tannaka’s theorem) to SphG and the com-
position
Forget ◦ gResGT : SphG → Λ–graded vector spaces→ vector spaces
is canonically isomorphic to the Langlands dual group Gˇ, in such a way that the equiv-
alence
FG : SphG → Rep(Gˇ)
has the following properties:
• gResGT goes over to the natural restriction functor Res
G
T : Rep(Gˇ)→ Rep(Tˇ ), i.e.
ResGT ◦FG ≃ gRes
G
T .
• FG(A
λ
G) = V
λ ∈ Rep(Gˇ).
• The countravariant self–functor S → D(∗S) on SphG goes over to the dualization
functor on Rep(Gˇ).
The following assertion can be obtained by combining Theorem 3.2.8 and Proposi-
tion 3.2.6:
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Corollary 3.2.9. For λ ∈ Λ+G and ν ∈ Λ consider the Qℓ-vector space
H ic(S
ν
G,A
λ
G|SνG)⊗Qℓ(〈ν, ρˇ〉). We have:
(a) It is zero for i > 〈ν, 2ρˇ〉.
(b) For i = 〈ν, 2ρˇ〉 it identifies with V λ(ν). Moreover,
V λ(ν) ≃ H〈λ+ν,2ρˇ〉c (Gr
λ
G ∩S
ν
G,Qℓ(〈λ+ ν, ρˇ〉)).
In particular, we infer that V λ(ν) has a basis given by the irreducible components
of the scheme GrλG ∩S
ν
G which have (the maximal possible) dimension 〈λ+ ν, ρˇ〉.
Remark. The paper [21] contains an even stronger assertion, namely that the cohomol-
ogy group H i(SνG,A
λ
G|SνG) vanishes unless i = 〈ν, 2ρˇ〉 and that the scheme Gr
λ
G ∩S
ν
G is
of pure dimension 〈ν, 2ρˇ〉. However, for our purposes the formulation of Corollary 3.2.9
will be sufficient.
3.3. Proof of Theorem 3.1.4.
3.3.1. For a point x ∈ X, let xZ be the pre-image
′p−1(xH
λ
G) ⊂ Z. (By abuse of
notation we will continue to denote by φ (resp., ′h→G , h
→
G , h
←
G , iν) the corresponding
maps when BunB ×X is replaced by BunB = BunB × x.)
We have the following diagram:
BunB
φ
←−−− xZ
′h→G−−−→ BunB
p
y ′py py
BunG
h←G←−−− xH
λ
G
h→G−−−→ BunG
To simplify the notation, we will prove the following version of Theorem 3.1.4:
Theorem 3.3.2. φ!(ICxZ) ≃ ⊕
ν∈ΛposG
iν !(ICBunB )⊗ V
λ(w0(λ) + ν).
The proof of Theorem 3.1.4 is no diffrent from the presented below proof of Theo-
rem 3.3.2.
For ν ∈ ΛposG , let x,νBunB (resp., x,≥νBunB) be the closed (resp., locally closed)
substack of BunB that corresponds to those triples (FG,FT , κ) for which each of the
maps
LλˇFT → V
λˇ
FG
has a zero of order not less than (resp., exactly) 〈ν, λˇ〉 at x, for all λˇ ∈ Λˇ+G.
By definition, x,≥0BunB = BunB and BunB(Fq) = ∪
ν∈ΛposG
x,νBunB(Fq). We will
denote by jν the embedding of x,νBunB into BunB . It is easy to see that the map iν
defines isomorphisms
BunB → x,≥νBunB and x,0BunB → x,νBunB .
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Let us consider in addition the open substack x,ν BunB ⊂ x,νBunB that corresponds
to triples (FG,FT , κ) as above for which each of the maps
LλˇFT → V
λˇ
FG
has a zero of order exactly 〈ν, λˇ〉 at x and has no zeroes at other points of X. We have:
x,0BunB = BunB and for ν 6= 0, iν defines an isomorphism BunB → x,ν BunB .
By applying the decomposition theorem [2] (and taking into account the fact that
φ!(ICxZ) is Verdier self-dual), we infer that Theorem 3.3.2 is equivalent to the following
assertion:
Proposition 3.3.3. The complex j∗ν ◦ φ!(ICxZ) satisfies the following:
(a) It lives in non-positive cohomological degrees (in the sense of the perverse t-
structure).
(b) h0(j∗ν ◦ φ!(ICxZ)) identifies with ICx,νBunB ⊗V
λ(w0(λ) + ν).
3.3.4. For an element ν ∈ ΛposG , let Z
?,ν (resp., Zν,?) denote the pre-image in xZ of the
stratum x,νBunB ⊂ BunB under the map
′h→G (resp., φ). For two elements ν, ν
′ ∈ ΛposG
let Zν,ν
′
denote the intersection Z?,ν
′
∩ Zν,?. (As we shall see shortly, Zν,ν
′
is empty
unless ν ≥ ν ′.)
If now λ′ is an element of Λ+G such that λ
′ ≤ λ, let Zν,ν
′,λ′ denote the intersection
Zν,ν
′
∩ ′p−1(xH
λ′
G ).
To prove Proposition 3.3.3 it is enough to prove the following
Proposition 3.3.5. For ν, ν ′ and λ′ as above, let Kν,ν
′,λ′ ∈ Sh(x,νBunB) be defined as
φ!(ICxZ |Zν,ν′,λ′ ). We have:
(a) Kν,ν
′,λ′ lives in cohomological degrees ≤ 0 and the equality is strict unless ν ′ = 0
and λ′ = λ.
(b) The ∗-restriction of Kν,0,λ to x,νBunB − x,ν BunB lives in cohomological degrees
< 0.
(c) The restriction of h0(Kν,0,λ) to x,ν BunB can be identified with
ICx,ν BunB ⊗V
λ(w0(λ) + ν).
Consider the open sub-stack x,0BunB ⊂ BunB . For (FG,FT , κ) ∈ x,0BunB , the
restriction of this data to the formal disc Dx defines a B-bundle over Dx, or which
is the same, a B(Ox)-torsor. Therefore, there exists a canonical B(Ox)-torsor over
x,0BunB , which we will denote by xB.
Using the fact that iν maps x,0BunB isomorphically onto x,νBunB , we obtain a
B(Ox)-torsor xB
ν over each x,νBunB.
4 We will denote by x
o
Bν the restriction of xB
ν
to the open sub-set x,ν BunB ⊂ x,νBunB.
The next assertion follows from the definitions:
4Note, however, that there is no globally defined B(Ox)-torsor over BunB that would restrict to xB
ν
over the corresponding stratum.
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Lemma 3.3.6. (a) The stack Z?,ν
′
with the projection ′h→G : Z
?,ν′ → x,ν′BunB is
a locally trivial fibration with the typical fiber Gr
−w0(λ)
G . More precisely there is an
isomorphism
Z?,ν
′
≃ Gr
−w0(λ)
G
B(Ox)
× xB
ν′ ,
where Gr
−w0(λ)
G is viewed as a B(Ox)–scheme via B(Ox) →֒ G(Ox).
(b) The sub-stack Zν,ν
′,λ′ →֒ Z?,ν
′
identifies (using the notation of point (a)) with
(Gr
−w0(λ′)
G ∩S
−w0(λ)−ν+ν′
G )
B(Ox)
× xB
ν′ ⊂ Gr
−w0(λ)
G
B(Ox)
× xB
ν′ ≃ Z?,ν
′
.
(c) The sub-stack Zν
′,ν,λ′ when viewed as a stack projecting to x,νBunB by means of
φ, identifies with
(Grλ
′
G ∩S
ν−ν′+w0(λ)
G )
B(Ox)
× xB
ν .
(d) For every ν, ν ′, λ′, the pre–image of the open substack x,ν BunB ⊂ x,νBunB in
Zν
′,ν,λ′ under the projection φ coincides with the pre-image of x,ν′ BunB ⊂ x,ν′BunB
under ′h→G .
3.3.7. We are finally ready to prove Proposition 3.3.5 (and hence Theorem 3.1.4):
Since the map h→G : xH
λ
G → BunG is a locally trivial fibration, the sheaf ICxZ |Z?,ν′
is a twisted external product
A
−w0(λ)
G ⊠˜ ICBunB |x,ν′BunB
(in the above identification we have used the isomorphism of Lemma 3.3.6(a)).
Hence, the restriction IC
xZ
|Zν,ν′,λ′ is a twisted external product
A
−w0(λ)
G |Gr−w0(λ
′)
G ∩S
−w0(λ)−ν+ν
′
G
⊠˜ ICBunB |x,ν′BunB
.
First of all, by the very definition of IC, the sheaf ICBunB |x,ν′BunB
lives in cohomo-
logical degrees ≤ 0 and the equality is strict unless ν ′ = 0.
The restriction A
−w0(λ)
G |Gr−w0(λ
′)
G
is a constant complex over Gr
−w0(λ′)
G which lives in
cohomological degrees < 0 unless λ′ = λ. Using Proposition 3.2.6, we obtain that the
sheaf
A
−w0(λ)
G |Gr−w0(λ
′)
G ∩S
−w0(λ)−ν+ν
′
G
lives in cohomological degrees
≤ − codim(Gr
−w0(λ′)
G ∩S
−w0(λ′)−ν+ν′
G ,Gr
−w0(λ′)
G ) ≤ −〈λ
′ − λ+ ν − ν ′, ρˇ〉,
with the inequality being strict unless λ′ = λ.
Hence, if either λ′ 6= λ or ν ′ 6= 0, the sheaf IC
xZ
|Zν,ν′,λ′ lives in cohomological degrees
< −〈λ′−λ+ ν− ν ′, ρˇ〉. However, Lemma 3.3.6(c) and Proposition 3.2.6 imply that the
dimension of the fibers of the projection
φ : Zν,ν
′,λ′ → x,νBunB
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is ≤ 〈λ′ − λ+ ν − ν ′, ρˇ〉 and this proves point (a) of Proposition 3.3.5.
Let
o
Zν,0,λ denote the preimage of the open subset BunB ⊂ x,0BunB in Z
ν,0,λ under
the map ′h→G . Considerations analogous to the ones above show that the restriction of
IC
xZ
|Zν,0,λ to Z
ν,0,λ−
o
Zν,0,λ is concentrated in cohomological degrees < 0. This implies
Proposition 3.3.5(b) in view of Lemma 3.3.6(d).
To prove Proposition 3.3.5(c), observe that the restriction of IC
xZ
| o
Zν,0,λ
is a constant
sheaf. More precisely, when we identify
o
Zν,0,λ (using points (c) and (d) of Lemma 3.3.6)
with (GrλG ∩S
w0(λ)+ν
G )
B(Ox)
× x
o
Bν , the sheaf IC
xZ
| o
Zν,0,λ
identifies with the twisted external
product (Qℓ[1](
1
2 ))
⊗〈ν,2ρˇ〉
GrλG ∩S
w0(λ)+ν
G
⊠˜ ICx,ν Bun.
As the group B(Ox) is connected, this implies that the 0-th=top perverse cohomology
of its direct image on x,ν Bun can be identified with
ICx,ν Bun⊗H
0
c (Gr
λ
G ∩S
w0(λ)+ν
G , (Qℓ[1](
1
2
))⊗〈ν,2ρˇ〉).
Now, the assertion of Proposition 3.3.5(c) follows from Corollary 3.2.9(b).
4. Action of Hecke operators (the non-principal case)
4.1. Variant of the basic diagram.
4.1.1. Let P be a parabolic sub-group of G. Consider the stack x,∞B˜unP that classifies
triples
(FG,FM , κ˜P : FG|X−x → G/U(P ) ×
M
FM |X−x).
In other words, a point of x,∞B˜unP is a pair (FG,FM ) ∈ BunG×BunM and a
compatible system of maps
κ˜VP : (V
U(P ))FM → VFG(∞ · x),
for every G-module V, which satisfy the Plu¨cker relations in the same sense as in the
definition of B˜unP (cf. Sect. 1.3.5).
By bounding degrees of poles of the maps κ˜VP we can represent x,∞B˜unP as a union
of its finite–dimensional closed substacks:
Let ν ∈ Λ be dominant with respect to M , i.e. ν ∈ Λ+M . We define a closed finite–
dimensional substack x,≥νB˜unP as follows: it corresponds to those triples (FG,FM , κ˜P )
for which κ˜VP maps
(VU(P ))FM → VFG(〈−w
M
0 (ν), λˇ〉 · x),
if V is a G-module whose weights are ≤ λˇ. Let iν denote the corresponding closed
embedding.
In particular, B˜unP ⊂ x,∞B˜unP coincides with x,≥0B˜unP . It is clear that if for
ν ′ ∈ Λ+M , w
M
0 (ν
′ − ν) ∈ ΛposG , then x,≥ν′B˜unP is contained in x,≥νB˜unP and that
x,∞B˜unP is the inductive limit of the x,≥νB˜unP ’s.
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We will abuse the notation and continue to denote by p˜P and q˜P the natural pro-
jections from x,∞B˜unP to BunG and to BunM , respectively. Finally, note that when
P = G, the stack x,∞B˜unP is identified with the Hecke stack xHG.
4.1.2. Let x,∞ZP,M denote the Cartesian product:
x,∞ZP,M = xHM ×
BunM
x,∞B˜unP ,
where xHM maps to BunM by means of h
→
M .
By definition, the stack x,∞ZP,M classifies quadruples (FG,FM ,F
′
M , κ˜P ), where
(FG,F
′
M , κ˜P ) is a point of x,∞B˜unP and FM is an M -bundle over X identified with
F′M over X − x. However, to a quadruple (FG,FM ,F
′
M , κ˜P ) as above one can attach
another point of x,∞B˜unP , namely (FG,FM , κ˜P ). Thus, as in Sect. 3.1.1 we obtain a
second projection ′h←M : x,∞ZP,M → BunM .
It is easy to see that we obtain in fact two Cartesian squares:
x,∞B˜unP
′h←M←−−− x,∞ZP,M
′h→M−−−→ x,∞B˜unP
q˜P
y ′q˜Py q˜Py
BunM
h←M←−−− xHM
h→M−−−→ BunM
Therefore, for S ∈ SphM and T ∈ Sh(x,∞B˜unP ) we can define their twisted external
products (S⊠˜T)l, (S⊠˜T)r ∈ Sh(x,∞B˜unP ). We introduce the Hecke functors xH
←
P,M(·, ·)
and xH
→
P,M(·, ·) from SphM × Sh(x,∞B˜unP ) to Sh(x,∞B˜unP ) by setting
xH
←
P,M(S,T) =
′h←M !(∗S⊠˜T)
r and xH
→
P,M(S,T) =
′h→M !(S⊠˜T)
l.
These functors have the properties exactly analogous to those of xH
←
G (·, ·) and
xH
→
G (·, ·), described in Sect. 3.2.4.
For ν ∈ Λ+M , we will denote by xH
ν
P,M the self-functor on Sh(x,∞B˜unP ) defined as
T → xH
←
P,M(A
ν
M ,T).
We have the following assertion:
Theorem 4.1.3. xH
ν
P,M(ICx,≥0B˜unP
) is canonically isomorphic to the intersection co-
homology sheaf of x,≥−wM0 (ν)
B˜unP .
A proof of this theorem will be given in the next subsection.
4.1.4. Now let us consider the stack
x,∞ZP,G = xHG ×
BunG
x,∞B˜unP ,
where xHG projects to BunG by means of h
→
G .
Similarly to what we had above, one can define a second projection ′h←G : x,∞ZP,G →
BunG and we obtain a diagram
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x,∞B˜unP
′h←G←−−− x,∞ZP,G
′h→G−−−→ x,∞B˜unP
p˜P
y ′p˜Py p˜Py
BunG
h←G←−−− xHG
h→G−−−→ BunG
in which both squares are Cartesian.
Proceeding as above, we obtain two functors xH
←
P,G(S,T) and xH
→
P,G(S,T) from
SphG× Sh(x,∞B˜unP ) 7→ Sh(x,∞B˜unP ). For λ ∈ Λ
+
G and T ∈ Sh(x,∞B˜unP ) we set
xH
λ
P,G(T) = xH
←
P,G(A
λ
G,T).
It is easy to see that for ? =→ or ← and ?′ =→ or ← the actions xH
?
P,G and xH
?′
P,M
commute in the sense that there is a functorial isomorphism
xH
?
P,G(SG, xH
?′
P,M(SM ,T)) ≃ xH
?
P,M(SM , xH
?′
P,G(SG,T)),
where SG ∈ SphG, SM ∈ SphM and T ∈ Sh(x,∞B˜unP ).
Theorem 4.1.5. For λ ∈ Λ+G there is a canonical isomorphism:
xH
λ
P,G(IC
x,≥0B˜unP
) ≃ ⊕
ν∈Λ+M
IC
x,≥νB˜unP
⊗HomMˇ (U
ν , V λ).
4.1.6. The combination of Theorem 4.1.5 and Theorem 4.1.3 yields the following:
Let gResGM : SphG → SphM denote the tensor functor corresponding to the restriction
functor ResGM : Rep(Gˇ)→ Rep(Mˇ ) under the equivalence of Theorem 3.2.8.
Corollary 4.1.7. The two functors SphG → Sh(x,∞B˜unP ):
S 7→ xH
←
P,G(S, ICx,≥0B˜unP
) and S 7→ xH
→
P,M(gRes
G
M (S), ICx,≥0B˜unP
)
are canonically isomorphic.
Moreover, from the proof of the above theorems, it will follow that the isomorphism
of functors of the above corollary is compatible with the tensor structure in the following
sense:
Let S1,S2 ∈ SphG the two isomorphisms
xH
←
P,G(S1, xH
←
P,G(S2, ICB˜unP
)) ≃ xH
←
P,G(S1 ⋆ S2, ICB˜unP
)→
xH
→
P,M(gRes
G
M (S1 ⋆ S2), ICB˜unP
)→ xH
→
P,M(gRes
G
M (S1) ⋆ gRes
G
M (S2), ICB˜unP
)→
xH
→
P,M(gRes
G
M (S2), xH
→
P,M(gRes
G
M (S1), ICB˜unP
))
and
xH
←
P,G(S1, xH
←
P,G(S2, ICB˜unP
))→ xH
←
P,G(S1, xH
→
P,M(gRes
G
M (S2), ICB˜unP
))→
xH
→
P,M(gRes
G
M (S2), xH
←
P,G(S1, ICB˜unP
))→
xH
→
P,M(gRes
G
M (S2), xH
→
P,M(gRes
G
M (S1), ICB˜unP
))
coincide. We leave the verification to the reader.
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4.1.8. Now let us explain how Theorem 4.1.5 implies Theorem 2.3.7.
To simplify the notation, we shall prove the following statement:
For S ∈ SphG and T ∈ Sh(BunM ) there is a functorial isomorphism
xH
←
G (S,Eis
G
M (T)) ≃ Eis
G
M (xH
←
M (gRes
G
M (S),T)).(1)
Moreover, this isomorphism is compatible with the tensor structures on SphG and on
SphM .
The proof of Theorem 2.3.7 in its original form (i.e. when x is not fixed) is absolutely
analogous.
For T ∈ Sh(BunM ) the LHS of (1) can be rewritten using the stack x,∞B˜unP instead
of B˜unP :
xH
←
G (S,Eis
G
M (T)) := xH
←
G (S, p˜P !(q˜
∗
P (T)⊗ IC
x,≥0B˜unP
))⊗ (Qℓ[1](
1
2
))⊗−dim(BunM ).
The maps q˜P ◦
′h←G and q˜P ◦
′h→G from x,∞ZP,G to BunM coincide. Therefore, using
the projection formula and the base change on the diagram definining x,∞ZP,G, the
above expression can be rewritten as
p˜P !(q˜
∗
P (T)⊗ xH
←
P,G(S, IC
x,≥0B˜unP
))⊗ (Qℓ[1](
1
2
))⊗−dim(BunM ).(2)
Now, let us apply Theorem 4.1.5 (in the form of Corollary 4.1.7) and rewrite (2) as
p˜P !(q˜
∗
P (T)⊗ xH
→
P,M(gRes
G
M (S), IC
x,≥0B˜unP
))⊗ (Qℓ[1](
1
2
))⊗−dim(BunM ).
Again, since p˜P ◦
′h←M = p˜P ◦
′h→M as maps x,∞ZP,M → BunG, the projection formula
implies that (4.1.8) is the same as
p˜P !(q˜
∗
P (xH
←
M (gRes
G
M (S),T)) ⊗ IC
x,≥0B˜unP
)⊗ (Qℓ[1](
1
2
))⊗−dim(BunM ),
which is what we had to prove.
The fact that this system of isomorphisms is compatible with the tensor structure
follows from corresponding property of the isomorphism of Corollary 4.1.7.
4.2. Proof of Theorem 4.1.3.
4.2.1. Let x,0B˜unP denote the open substack of x,≥0B˜unP = B˜unP that corresponds
to those triples (FG,FM , κ˜P ) for which the maps
κ˜VP : (V
U(P ))FM → VFG
have no zero at x.
Proposition 4.2.2. The composition
′h←M
−1(x,0B˜unP ) →֒ x,∞ZP,M
′h→M−→ x,∞B˜unP
is a locally closed embedding.
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Proof. It is easy to see that the assertion of the proposition amounts to the following:
Let (FG,FM , κ˜P ) be as S-point of B˜unP , such that for every G-module V, the sheaf
embedding
κ˜V : (VU(P ))FM → VFG
has no zero along the divisor x×S ⊂ X×S. Suppose that (FM ,F
′
M , βM ) is an S-point
of xHM such that the a priori meromorphic maps
κ˜′V : (VU(P ))F′M |(X−x)×S → VFG |(X−x)×S
extend to regular maps on X × S, which do not have zeroes along x× S.
In this case we have to show that F′M in fact equals FM , i.e. that βM induces regular
maps βUM : UF′M → UFM for every M -module U.
First, let us assume that U is isomorphic to VU(P ) for some G-module V. In this
case, the above map κ˜′V must factor as
(VU(P ))F′M
βUM−→ (VU(P ))FM
κ˜V
−→ VFG ,
because (VU(P ))FM is maximal at x × S in VFG , by assumption. In particular, this
means that βUM is regular.
The same argument shows that if U is 1-dimensional, corresponding to a character
λˇ ∈ ΛˇG,P ∩Λ
+
G, the map β
U
M is an isomorphism. Since the semigroup λˇ ∈ ΛˇG,P generates
ΛˇG,P , we obtain that β
U
M is an isomorphism for all 1-dimensional representations.
To finish the proof, it remains to observe that every M -module can be embedded
into a tensor product of a 1-dimensional module and a one of the form VU(P ).
For ν ∈ Λ+M , let x,νB˜unP denote the image under
′h←M
−1(x,0B˜unP )
′h→M−→ x,∞B˜unP of
′h←M
−1(x,0B˜unP ) ∩
′q˜−1P (xH
ν
M ). Let jν denote the locally closed embedding of x,νB˜unP
into x,∞B˜unP .
Proposition 4.2.3. The locally closed substacks x,ν′B˜unP , w
M
0 (ν
′ − ν) ∈ ΛposG form a
stratification of x,≥νB˜unP , with x,νB˜unP being the biggest stratum.
Proof. The fact that x,νB˜unP is contained in x,≥νB˜unP follows from the definitions.
Therefore, to prove the proposition we have to show that every Fq-point (FG,FM , κ˜P )
of x,∞B˜unP is contained is some x,≥νB˜unP .
The latter amounts to showing that there exists an M -bundle F′M and an isomor-
phism βM : F
′
M |X−x → FM |X−x, such that the composition
(VU(P ))F′M |X−x
βUM−→ (VU(P ))FM |X−x
κ˜V
−→ VFG |X−x
extends to a regular map on the entire X, which has no zeroes at x.
The construction of such F′M repeats the proof of Proposition 1.2.5 in its parabolic
variant.
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Since the complex xH
ν
P,M(ICB˜unP
) is self-dual, in order to prove Theorem 4.1.3 it
suffices to prove the following assertion:
Proposition 4.2.4. For any ν ′ ∈ Λ+M the complex
j∗ν′ ◦
′h←M !(A
−wM0 (ν)
M ⊠˜ ICB˜unP
)r
lives in cohomological degrees ≤ 0 and the inequality is strict unless ν ′ = −wM0 (ν).
Moreover, for ν ′ = −wM0 (ν) its 0-th cohomology can be identified with IC
x,−wM
0
(ν)
B˜unP
4.2.5. For ν ′, η, η′ ∈ Λ+M let us consider the following locally closed sub-stacks of
x,∞ZP,M :
Zν
′,?,?
P,M := (
′h←M )
−1(x,ν′B˜unP ), Z
?,η,?
P,M := (
′h→M )
−1(x,ηB˜unP ),
Z?,?,η
′
P,M := (
′q˜P )
−1(xH
η′
M ).
Let Zν
′,η,η′
P,M denote their intersection and similarly for Z
?,η,η′
P,M , etc.
We will denote by Kν
′,η,η′
M the complex
′h←M !((A
−wM0 (ν)
M ⊠˜ ICB˜unP
)r|
Zν
′,η,η′
P,M
)
on x,ν′B˜unP .
To prove the proposition it is enough to show that Kν
′,η,η′
M lives in negative cohomo-
logical degrees unless ν ′ = −wM0 (ν), η = 0, η
′ = ν and that
h0(K
−wM0 (ν),0,ν
M ) ≃ IC
x,−wM
0
(ν)
B˜unP
.
Recall the indscheme ConvM (cf. Sect. 3.2.2). As we have seen before, the map pr
′
makes it a fibration over GrM with the typical fiber GrM . For ν1, ν2 ∈ Λ
+
M let Conv
ν1,ν2
M
be the corresponding locally closed subscheme of ConvM , which is fibered over Gr
ν1
M
with the typical fiber being Grµ2M . If µ3 is a third element of Λ
+
M , we will denote by
Convµ1,µ2;µ3M the intersection Conv
ν1,ν1
M ∩ pr
−1(Grν3M ).
We will need the following fact, which follows easily from Proposition 3.2.3 (or al-
ternatively, from Proposition 3.2.6):
dim(Convµ1,µ2;µ3M ) = 〈µ1 + µ2 + µ3, ρˇM 〉(3)
Consider the composition
Zν
′,?,η′
P,M
′h←M−→ x,ν′B˜unP ≃ B˜unP ×
BunM
xH
ν′
M → B˜unP .
It follows from the definitions that Zν
′,?,η′
P,M is a locally trivial fibration over B˜unP with
the typical fiber Convν
′,η′
M . More precisley, we obtain the following identifications of
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stacks:
Zν
′,?,η′
P,M
∼
−−−→ Convν
′,η′
M
M(Ox)
× (BunP ×
BunM
xM)
′h←M
y id×pr′y
x,ν′B˜unP
∼
−−−→ Grν
′
M
M(Ox)
× (BunP ×
BunM
xM),
where xM denotes the canonical M(Ox)–torsor over BunM . Similarly, we have the
identifications
Z?,η,η
′
P,M
∼
−−−→ Conv
η,−wM0 (η
′)
M
M(Ox)
× (BunP ×
BunM
xM)
′h→M
y id×pr′y
x,ηB˜unP
∼
−−−→ GrηM
M(Ox)
× (BunP ×
BunM
xM).
Lemma 4.2.6. Under the above identifications, the stack Zν
′,η,η′
P,M admits the following
description:
(a) Inside Zν
′,?,η′
P,M , it is identified with Conv
ν′,η′;η
M
M(Ox)
× (BunP ×
BunM
xM).
(b) Inside Z?,η,η
′
P,M , it is identified with Conv
η,−wM0 (η
′);ν′
M
M(Ox)
× (BunP ×
BunM
xM).
Let us consider the ∗–restriction of (A
−wM0 (ν)
M ⊠˜ ICB˜unP
)r to Z?,η,η
′
P,M . By definition,
this complex lives in cohomological degrees ≤ 0 (and the inequality is strict unless
η′ = ν and η = 0). Moreover, it is constant along the fibers of the projection
Z?,η,η
′
P,M → x,ηB˜unP .
Therefore, from the description of Zν
′,η,η′
P,M given in Lemma 4.2.6(b), we infer that
when we restrict this complex further to Zν
′,η,η′
P,M it will live in cohomological degrees
≤ − codim(Conv
η,−wM0 (η
′);ν′
M ,Conv
η,−wM0 (η
′)
M ) = −〈η + η
′ − ν ′, ρˇM 〉,
where the last inequality follows from (3). Moreover, the inequality is strict unless
η = 0 and η′ = ν.
Let us observe now that according to Lemma 4.2.6(a), the fibers of the map
Zν
′,η,η′
P,M → x,ν′B˜unP
can be identified with the fibers of the projection
pr′ : Convν
′,η′;η
M → Gr
ν′
M .
By applying again (3) we conclude that those have dimension ≤ 〈η + η′ − ν ′, ρˇM 〉.
GEOMETRIC EISENSTEIN SERIES 43
This implies that when η 6= 0 or η′ 6= ν the complex Kν
′,η,η′
M lives in negative
cohomological degrees and it remains to analyze the case η = 0, η′ = ν.
However, in the latter case Z?,0,νP,M coincides with Z
−wM0 (ν),0,ν
P,M and its projection onto
x,νB˜unP is an isomorphism. This implies the last statement of the proposition, since
the ∗–restriction of (A
−wM0 (ν)
M ⊠˜ ICB˜unP
)r to Z?,0,νP,M obviously coincides with ICZ?,0,νP,M
.
4.3. Proof of Theorem 4.1.5.
4.3.1. For the proof of Theorem 4.1.5 we need to recall several additional facts about
affine Grassmannians.
Recall the lattice ΛG,P (cf. Sect. 1.3.1), which by definition can be identified with the
lattice of characters of the torus Z(Mˇ). Let us observe, that ΛG,P can be identified, in
addition, with the set of connected components of the affine Grassmannians GrM/[M,M ]
and GrM .
For θ ∈ ΛG,P consider the closed sub-scheme S
θ
P of GrG that corresponds to those
pairs (FG, β : F
0
G|D∗x → FG|D∗x), for which the meromorphic map
Lλˇ
F0T
→ Vλˇ
F0G
β
−→ VλˇFG
has a pole of order ≤ 〈θ, λˇ〉 for every λˇ ∈ ΛˇG,P .
Similarly, let SθP be an open subscheme of S
θ
P that corresponds to the pairs (FG, β)
as above for which the maps
Lλˇ
F0T
(−〈θ, λˇ〉 · x)→ VλˇFG , λˇ ∈ ΛˇG,P
have no zero either.
The subscheme SθP is stable under the action of the group [P,P ](Kx)M(Ox) on GrG.
Moreover, the action of an even smaller group, namely, of [P,P ](Kx) on S
θ
P is transitive.
The following assertion is well-known:
Proposition 4.3.2. For each θ ∈ ΛG,P there exists a unique map of indschemes
tθP : S
θ
P → GrM
with the following property:
For (FG, β : F
0
G|D∗x → FG|D∗x) ∈ S
θ
P , its image (FM , βM ) is the unique point of GrM ,
for which the composition
(VU(P ))FM
βM−→ (VU(P ))F0M
→ VF0G
β
−→ VFG
has neither zero nor pole ∀λˇ ∈ Λˇ+G.
By definition, tθP takes values in the connected component of GrM corresponding to
θ. Let ν be an element of Λ+M and let θ be its image under the projection Λ → ΛG,P .
In what follows, we will denote by SνP the pre-image t
θ
P
−1(GrνM ) ⊂ S
θ
P . We will denote
by tνP the corresponding map S
ν
P → Gr
ν
M .
The next result is a consequence of Proposition 3.2.6:
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Proposition 4.3.3. (a) Let ν (resp., λ) be a dominant integral coweight of M (resp.,
of G) The intersection SνP ∩ Gr
λ
G has dimension ≤ 〈ν + λ, ρˇ〉 and the fibers of the
projection
tνP : S
ν
P ∩Gr
λ
G → Gr
ν
M
are of dimension ≤ 〈ν + λ, ρˇ〉 − 〈ν, 2ρˇM 〉.
(b) For λ ∈ Λ+G and θ ∈ ΛG,P , the direct image
tθP !(A
λ
G|SθP
)⊗ (Qℓ[1](
1
2
))⊗〈θ,2(ρˇ−ρˇM )〉
lives in cohomological degrees ≤ 0. (In the above formula we have used the fact that
2(ρˇ− ρˇM ) ∈ ΛˇG,P .) Its 0-th cohomology belongs to SphM .
(c) The functor SphG → SphM given by
S → ⊕
θ
h0(tθP !(S|SθP
)⊗ (Qℓ[1](
1
2
))⊗〈θ,2(ρˇ−ρˇM )〉)
has a natural structure of a tensor functor.
Finally, we will use the following theorem, which follows from Theorem 3.2.8 (cf.
[3]):
Theorem 4.3.4. The tensor functor
S → ⊕
θ
h0(tθP !(S|SθP
)⊗ (Qℓ[1](
1
2
))⊗〈θ,2(ρˇ−ρˇM )〉)
of Proposition 4.3.3(c) is canonically isomorphic to the functor gResGM that makes the
following diagram of categories commutative:
SphG
gResGM−−−−→ SphM
FG
y FMy
Rep(Gˇ)
ResGM−−−→ Rep(Mˇ )
Corollary 4.3.5. The complex
tνP !(Qℓ|GrλG
)⊗ (Qℓ[1](
1
2
))⊗〈λ,2ρˇ〉+〈ν,2(ρˇ−ρˇM )〉
lives in the cohomological degrees ≤ 0 and its 0-th perverse cohomology is canonically
isomorphic to ICGrνM ⊗HomMˇ (U
ν , V λ).
4.3.6. Now we will proceed to the proof of Theorem 4.1.5. The argument will be a
direct generalization of the ones of Theorem 3.3.2 and Theorem 4.1.3.
As the complex xH
λ
P,G(ICB˜unP
) is self-dual, in order to prove that it is isomorphic
to the direct sum ⊕
ν∈Λ+M
IC
x,≥νB˜unP
⊗HomMˇ (U
ν , V λ), it is enough to show that the
complex
j∗ν ◦
′h←G !(A
−w0(λ)
G ⊠˜ ICB˜unP
)r(4)
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lives in non-positive cohomological degrees and that its 0-th cohomology can be iden-
tified with IC
x,νB˜unP
⊗HomMˇ (U
ν , V λ).
For ν, ν ′ ∈ Λ+M and λ
′ ∈ Λ+G, let Z
ν,?,λ′
P,G and Z
?,ν′,λ′
P,G denote the locally closed sub-
stacks of x,∞ZP,G equal to
′h←G
−1(x,νB˜unP ) ∩
′p−1(xH
λ′
G ) and
′h→G
−1(x,ν′B˜unP ) ∩
′p−1(xH
λ′
G ), respectively.
Let xP denote the canonical P (Ox)-torsor over x,0B˜unP (cf. Sect. 3.3.4) and let x
o
P
denote its restriction to the open substack BunP ⊂ x,0B˜unP .
We have the following identifications of stacks:
Zν,?,λ
′
P,G
′h←G−−−→ x,νB˜unP −−−→ x,0B˜unP
≃
y ≃y idy
(Grλ
′
G ×Gr
ν
M )
P (Ox)
× xP −−−→ Gr
ν
M
P (Ox)
× xP −−−→ x,0B˜unP
and
Z?,ν
′,λ′
P,G
′h→G−−−→ x,ν′B˜unP −−−→ x,0B˜unP
≃
y ≃y idy
(Gr
−w0(λ′)
G ×Gr
ν′
M )
P (Ox)
× xP −−−→ Gr
ν′
M
P (Ox)
× xP −−−→ x,0B˜unP .
Now we need to introduce one more piece of notation. Let µ1, µ2, µ3 be elements of
Λ+M and let ξ be an element of Λ
+
G. Let us denote by W
ξ,µ1,µ2;µ3 the following locally
closed subscheme of GrG×GrM :
W ξ,µ1,µ2;µ3 consists of those quadruples
(FG, β : FG|D∗x → F
0
G|D∗x ,FM , βM : FM |D∗x → F
0
M |D∗x)
for which
• (FG, β) ∈ S
µ1
P ∩Gr
ξ
G.
• (FM , βM ) ∈ Gr
µ2
M .
• ((FM , βM )× t
µ1
P (FG, β)) ∈ Gr
µ2
M ×Gr
µ1
M lies in the image of Conv
µ1,µ3;µ2
M under the
projection pr × pr′ : ConvM → GrM ×GrM .
Note that one can rephrase the third condition in the following way: the point
(FM , βM ) ∈ GrM is in position µ3 with respect to t
µ1
P (FG, β).
Finally, for ν, ν ′, η ∈ Λ+M and λ
′ ∈ Λ+G we define the locally closed sub-stacks Z
ν,ν′,η,λ′
P,G
and Z˜ν,ν
′,η,λ′
P,G of x,∞ZP,G as follows:
Using the identification of the first of the above commutative diagrams, Zν,ν
′,η,λ′
P,G is
equal to
W λ
′,η,ν;ν′
P (Ox)
× xP ⊂ (Gr
λ′
G ×Gr
ν
M )
P (Ox)
× xP.
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The stack Z˜ν,ν
′,η,λ′
P,G is defined via the second diagram as
W−w0(λ
′),−wM0 (η),ν
′;ν
P (Ox)
× xP ⊂ (Gr
−w0(λ′)
G ×Gr
ν′
M )
P (Ox)
× xP.
Lemma 4.3.7. The sub-stacks Zν,ν
′,η,λ′
P,G ⊂ ZP,G and Z˜
ν,ν′,η,λ′
P,G ⊂ ZP,G coincide.
We define the complex Kν,ν
′,η,λ′ on x,νB˜unP as the direct image under the map
′h←G : Z
ν,ν′,η,λ′
P,G → x,νB˜unP of the ∗-restriction of (A
−w0(λ)
G ⊠˜ ICB˜unP
)r to Zν,ν
′,η,λ′
P,G .
4.3.8. To establish the required isomorphism, it is enough to show that
a) The complex Kν,ν
′,η,λ′ lives in cohomological degrees ≤ 0 and the inequality is strict
unless ν ′ = 0, λ′ = λ and η = ν.
b) The ∗–restriction of h0(Kν,0,ν,λ) to x,νB˜unP − x,ν BunP vanishes.
c) h0(Kν,0,ν,λ) restricted to x,ν BunP is isomorphic to ICx,ν BunP ⊗HomMˇ (U
ν , V λ).
First of all, as in the proofs of Theorem 3.3.2 and Theorem 4.1.3, the ∗–restriction of
(A
−w0(λ)
G ⊠˜ ICB˜unP
)r to the substack Zν,ν
′,η,λ′
P,G = Z˜
ν,ν′,η,λ′
P,G lives in cohomological degrees
≤ − codim(W−w0(λ
′),−wM0 (η),ν
′;ν,Gr
−w0(λ′)
G ×Gr
ν′
M )
and it follows from (3) and Proposition 4.3.3(a) that
codim(W−w0(λ
′),−wM0 (η),ν
′;ν ,Grλ
′
G ×Gr
ν′
M ) = 〈λ
′, ρˇ〉+ 〈wM0 (η), ρˇ〉+ 〈ν
′−wM0 (η)− ν, ρˇM 〉.
Now, the fibers of the map ′h←G : Z
ν,ν′,η,λ′
P,G → ν,xB˜unP have the same dimension as the
fibers of the mapW λ
′,η,ν;ν′ → GrνM , and the latter equals 〈λ
′, ρˇ〉+〈η, ρˇ〉+〈ν ′−ν−η, ρˇM 〉.
As 〈η, ρˇ − ρˇM 〉 = 〈w
M
0 (η), ρˇ − ρˇM 〉, point (a) above follows. Point (b) follows in the
same way as point (b) of Proposition 3.3.5.
Let us consider now the case λ′ = λ, ν ′ = 0. (In this case η is automatically equal to
ν.) Let
o
Zν,0,ν,λ denote the pre–image of ν,xBunP in Z
ν,0,ν,λ
P,G under the map
′h←G . Then
o
Zν,0,ν,λ is also the pre-image of BunP under the map
′h→G .
We have the following commutative diagram of stacks:
o
Zν,0,ν,λ
∼
−−−→ (SνP ∩Gr
λ
G)
P (Ox)
× x
o
P
′h←G
y id×tνPy
ν,x BunP
∼
−−−→ GrνM
P (Ox)
× x
o
P.
Moreover, as BunP is smooth, the restriction of (A
−w0(λ)
G ⊠˜ ICB˜unP
)r to
o
ZP,G
ν,0,ν,λ is
the twisted external product
(Qℓ[1](
1
2
))
⊗〈λ,2ρˇ〉+2〈ν,ρˇ−ρˇM 〉
SνP∩Gr
λ
G
⊠˜ ICBunP .
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Therefore, since the group P (Ox) is connected, Corollary 4.3.5 implies that the re-
striction of h0(Kν,0,ν,λ) to x,ν BunP can be identified with ICx,ν BunP ⊗HomMˇ (U
ν , V λ).
Hence, we have established the isomorphism
xH
λ
P,G(ICB˜unP
) ≃ ⊕
ν∈Λ+M
IC
x,≥νB˜unP
⊗HomMˇ (U
ν , V λ).
The fact that this isomorphism is compatible with the tensor structure, is a corollary
of point (c) of Proposition 4.3.3 combined with Theorem 4.3.4.
5. The acyclicity theorem
5.1. The notion of local acyclicity. Let f : Y1 → Y2 be a map between smooth
algebraic varieties and let S be an object of Sh(Y1). In [8], there was introduced the
notion of universal local acyclicity (we will abbreviate it to ULA) of S with respect to
f , which we are now going to review.
5.1.1. Let g : Y ′ → Y ′′ be a map between algebraic varieties. If S1,S2 are two objects
of Sh(Y ′′), there exists a natural morphism in Sh(Y ′):
g∗(Hom(S1,S2))→ Hom(g
∗(S1), f
∗(S2)),(5)
where Hom is the internal Hom.
Assume now that both Y ′ and Y ′′ are smooth and take
S2 := DY ′′ ≃ (Qℓ(1)[2])
⊗ dim(Y ′′).
Then (5) yields us a functorial map
g∗(D(S))⊗ (Qℓ(1)[2])
⊗ dim(Y ′)−dim(Y ′′) → D(g∗(S)),
and by replacing S by D(S) we obtain a functorial map
cang : g
∗(S)⊗ (Qℓ(
1
2
)[1])⊗ dim(Y
′)−dim(Y ′′) → g!(S)⊗ (Qℓ(
1
2
)[1])⊗ dim(Y
′′)−dim(Y ′).
The above natural transformation cang is clearly an isomorphism when g is smooth.
Let us point out that in general, the map cang is not expressible via the standard six
functors. As an incarnation of this fact, it is rather hard to define it on the level of
D-modules.
5.1.2. Now let f : Y1 → Y2 be a map between smooth algebraic varieties. Take
Y ′ = Y1, Y
′′ = Y1 × Y2 and g = Γf . According to the above discussion, for any
S ∈ Sh(Y1) and T ∈ Sh(Y2), we obtain a canonical map
canΓf : S⊗ f
∗(T)⊗ (Qℓ(
1
2
)[1])⊗−dim(Y2) → S
!
⊗ f !(T)⊗ (Qℓ(
1
2
)[1])⊗ dim(Y2),
where
!
⊗ is the D-conjugate of ⊗, i.e. S1
!
⊗ S2 := D(D(S1)⊗ D(S2)).
Definition. An object S ∈ Sh(Y1) is said to be locally acyclic with respect to f if canΓf
is an isomorphism ∀T ∈ Sh(Y2). A sheaf S is universally locally acyclic (ULA) with
respect to f , if the above property holds after any smooth base change Y ′2 → Y2.
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For instance, any sheaf on Y1 is ULA with respect to the projection Y1 → pt. When
f is the identity map Y1 → Y1, one can show that S is ULA if and only of it is locally
constant.
Remark. The above definition of universal local acyclicity is a priori weaker than the
one given in [8]. (In other words, if a complex S is ULA in the sense of loc. cit., then it
is ULA in our sense as well.) We conjecture that the two notions are in fact equivalent.
However, for the purposes of this paper, it does not matter which definition to use:
the proof of the main result, Theorem 5.1.5, works for both of them.
Here are the most immediate properties of the ULA condition:
1. Let S be an ULA sheaf on Y1 with respect to f : Y1 → Y2. Let Y
′ be another
smooth variety and S′ be an arbitrary sheaf on it. Then the sheaf S⊠S′ on Y1×Y
′
is ULA with respect to the map Y1 × Y
′ → Y1
f
→ Y2. (In most applications we
will have Y2 = Y1, S := QℓY1 .)
2. The ULA condition is local in the smooth topology on the source. In other words,
if s : Y1 → Y
′
1 is a smooth (resp., smooth and surjective) map and S is a sheaf on
Y ′1 , then the sheaf s
∗(S) on Y1 is ULA with respect to f := f
′ ◦ s if (resp., if and
only if) the sheaf S on Y ′1 is ULA with respect to f
′.
3. If s : Y1 → Y
′
1 is a proper map (resp., closed embedding) and S is a sheaf on Y1,
then the sheaf s∗(S) on Y
′
1 is ULA with respect to f
′ (we are assuming that f
factorizes as f = f ′ ◦ s) if (resp., if and only if) the sheaf S is ULA with respect
to f .
This property allows to formulate the ULA condition in the situation when Y1 is
not necessarily smooth: it is enough to (locally) embed Y1 as a closed sub–scheme
into some Y ′1 (with f = f
′ ◦ s and Y ′1 being smooth) and to require that the sheaf
s∗(S) on Y
′
1 is ULA with respect to f
′.
4. A sheaf S is ULA if and only D(S) is.
5. Let S is a ULA sheaf on Y1 with respect to f : Y1 → Y2 and consider the functor
Sh(Y2)→ Sh(Y1) given by T → S⊗f
∗(T)⊗(Qℓ(
1
2 )[1])
⊗−dim(Y2). Then it commutes
with the Verdier duality in the sense that there is an isomorphism of functors:
D(S⊗ f∗(T)⊗ (Qℓ(
1
2
)[1])⊗−dim(Y2)) ≃ D(S)⊗ f∗(D(T))⊗ (Qℓ(
1
2
)[1])⊗−dim(Y2).
Moreover, when S is concentrated in non-positive (resp., non-negative) cohomo-
logical degrees, the above functor is right (resp., left) exact.
6. If t : Y2 → Y
′
2 is a smooth map and S is a sheaf on Y1 which is ULA with respect
to f : Y1 → Y2, then S is ULA with respect to t ◦ f .
An important technical tool is provided by the following theorem (cf. [8]):
Theorem 5.1.3. Let f : Y1 → Y2 be a map, where Y1 is a scheme of finite type and
Y2 is a smooth variety. Let S be an object of Sh(Y1). Then there exists a non-empty
open subvariety Y 01 ⊂ Y1, such that S is ULA when restricted to f
−1(Y 01 ) ⊂ Y2.
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5.1.4. The main result of this section is the following theorem:
Theorem 5.1.5. The sheaves IC
B˜unP
and j˜P !(ICBunP ) on B˜unP are ULA with respect
to the map q˜P : B˜unP → BunM .
The proof will be given in the next two subsections. However, we will present the
proof only of the first part of Theorem 5.1.5, namely that IC
B˜unP
is ULA with respect
to q˜P . The proof for j˜P !(ICBunP ) is absolutely analogous.
Let us show how Theorem 5.1.5 implies Theorem 2.3.2 and, in particular, Theo-
rem 2.1.2.
Proof. (of Theorem 2.3.2)
Point (a) of Theorem 2.3.2 follows immediately from Property 5 of Sect. 5.1.2. More-
over, by the same reason, for a perverse sheaf T on BunM , the sheaf q˜
!∗
P (T) is perverse.
Therefore, to prove point (b) of the Theorem, it is enough to show that whenever T
is irreducible, q˜!∗P (T) is irreducible as well. First of all, since the map q : BunP → BunM
is smooth (and has connected fibers), it is clear that q!∗P (T) ≃ q˜
!∗
P (T)|BunP is irreducible.
Since the situation is Verdier self-dual, it is enough to show, therefore, that the ∗-
restriction of q˜!∗P (T) to B˜unP − BunP lives in the cohomological degrees < 0.
Let K be the cone of the map j˜P !(ICBunP )→ ICB˜unP . By definition, K lives in the
cohomological degress < 0. 5 Moreover, Theorem 5.1.5 implies that the sheaf K is also
ULA with respect to q˜P .
However,
q˜!∗P (T)|B˜unP−BunP
≃ K ⊗ q˜∗P (T)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM )
and the required assertion follows from the Property 5 of Sect. 5.1.2.
5.2. Proof of Theorem 5.1.5 in the Borel case.
5.2.1. We will use the following observation:
Let H be a group (or a group-stack), let Y
f
−→ H be an arbitrary map and let S be
a sheaf on Y . Consider the composition
mf : H × Y
f×id
−→ H ×H
mult
−→ H.
We claim that the sheaf QℓH ⊠ S is always ULA with respect to mf . Indeed, the
automorphism (h, y) 7→ (h · f(y), y) transforms the data of (mf ,QℓH ⊠ S) into a direct
product situation (cf. Property 1 of Sect. 5.1.2).
The proof of Theorem 5.1.5 will be essentially a reduction of our situation (q :
BunB → BunT ) to the one mentioned above, where the role of H will be played by
BunT . Namely, we will construct a stack Z that fits into a commutative diagram:
5The last assertion uses, of course, Proposition 1.3.7, which will be independently proven later (cf.
Sect. 6.1 and Sect. 6.2).
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Z −−−→ BunBy qy
BunT ×BunB
mq
−−−→ BunT
where the upper horizontal arrow is surjective and smooth and the left vertical arrow
is just smooth. This will prove Theorem 5.1.5 in view of Property 2 of Sect. 5.1.2.
5.2.2. Let us choose elements λ1, ..., λr ∈ Λ
+
G in such a way that they form a basis for
Λ ⊗
Z
Q. Let m be an integer ≥ 2g − 1 and consider the product Xm·r − ∆, where ∆
denotes the divisor of diagonals.
Let H?G denote the following version of the Hecke stack: H
?
G classifies the data of
({x1,1, ..., x1,m, x2,1, ..., xr,1, ..., xr,m} ∈ X
m·r −∆, FG,F
′
G, β),
where β is an isomorphism
β : FG ≃ F
′
G|X−{x1,1,...,x1,m,x2,1,...,xr,1,...,xr,m}
such that for every i and j, FG is in position λi with respect to F
′
G at xi,j.
We let h←G and h
→
G denote the projections from H
?
G to BunG that send the above
point of H?G to FG and F
′
G, respectively. The projection from H
?
G → X
m·r −∆ will be
denoted by π.
Let us denote by Z the fiber product H?G ×
BunG
BunB , where HG is mapped to BunG
by means of h→G . As in Sect. 3.1.1, we have the second projection φ : Z → BunB ×
(Xm·r −∆) and we obtain a commutative diagram:
BunB × (X
m·r −∆)
φ
←−−− Z
′h→G−−−→ BunB
p×id
y y py
BunG×(X
m·r −∆)
h←G ×π←−−−− H′G
h→G−−−→ BunG .
In addition, we have the Abel-Jacobi map AJ : (Xm·r −∆)→ BunT that maps
(x1,1, ..., x1,m, x2,1, ..., xr,1, ..., xr,m)→ F
0
T (Σ
i,j
λi · xi,j)
and the map Z
′h→G−→ BunB
q
−→ BunT coincides with the composition
Z
φ
−→ BunB × (X
m·r −∆)
id×AJ
−→ BunB × BunT
mq
−→ BunT .
The sought-for stack Z is defined as an open sub-stack of Z:
A point ({xi,j},FG, β,F
′
G,F
′
T , {κ
′λˇ : Lλˇ
F′T
→֒ Vλˇ
F′G
}) belongs to Z if the following holds:
a) The map κ′λˇ : Lλˇ
F′T
→֒ Vλˇ
F′G
has no zero at any of the points xi,j, ∀λˇ ∈ Λˇ
+
G.
b) The map κλˇ := Lλˇ
F′T
(−Σ
i,j
〈λi, λˇ〉 ·xi,j) →֒ V
λˇ
FG
has no zero at any of the points xi,j
either, ∀λˇ ∈ Λˇ+G.
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It remains, therefore, to check that Z defined in the above way satisfies all the
requirements.
The projection ′h→G : Z → BunB is smooth by definition, hence, so is the map
Z → BunB. The fact that this map is surjective follows from Lemma 3.3.6(b).
Now, the restriction of φ onto Z is an isomorphism, as follows from Lemma 3.3.6(c),
and the map AJ : (Xm·r−∆)→ BunT is smooth due to the condition that m ≥ 2g−1.
This finishes the proof of Theorem 5.1.5 when P = B.
5.3. Proof of Theorem 5.1.5 in the general case. In principle, it is not diffi-
cult to generalize the proof given in the previous subsection to treat the case of an
arbitrary parabolic P . However, we will present here a different argument, based on
Theorem 5.1.3.
5.3.1. As a first step, we will exhaust the stack B˜unP by open substacks which would
be of finite type over BunM . This can be done as follows:
Consider the stack BunP and for an element θ ∈ Λ
pos
G,P consider the open substack
Bun
≤θ
P ⊂ BunP that corresponds to parabolic Drinfeld’s structures
(FG,L
λˇ
FM/[M,M]
→֒ VλˇFG , λˇ ∈ ΛˇG,P ∩ Λˇ
+
G)
whose ”total singularity” does not exceed θ. This means that for every λˇ ∈ ΛˇG,P ∩ Λˇ
+
G,
the coherent sheaf VλˇFG/L
λˇ
FM/[M,M]
has no torsion subsheaves of length > 〈θ, λˇ〉.
Let B˜un
≤θ
P ⊂ B˜unP denote the pre-image of Bun
≤θ
P ⊂ BunP under the map rP . For
instance, when θ = 0, B˜un
≤0
P coincides with BunP .
Lemma 5.3.2. For every θ, the stack B˜un
≤θ
P is of finite type over BunM .
It is clear that B˜unP = ∪
θ
B˜un
≤θ
P and as the assertion of Theorem 5.1.5 is local on
B˜unP , it would be sufficient to prove that ∀θ ∈ Λ
pos
G,P , ICB˜un
≤θ
P
is locally acyclic with
respect to q˜P . Therefore, in order not to overload the notation, we will now fix some
θ and until the end of this section, we will replace the notation ”B˜un
≤θ
P ” simply by
”B˜unP ”. The reader will readily check that this open substack is stable under all the
manipulations that we are about to perform.
5.3.3. Let
o
BunM denote the maximal open substack of BunM , over which ICB˜unP
is
ULA with respect to q˜P . Due to the finite type property above (Lemma 5.3.2) and
Theorem 5.1.3,
o
BunM is non-empty.
Let FM and F
′
M be two Fq-points of BunM . We will write that FM ≺ F
′
M if the
following condition holds:
There exists a G-dominant coweight λ ∈ Λ+M such that the pair (FM ,F
′
M ) is the image
under the map
HλM
h←M×h
→
M−→ BunM ×BunM
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of some Fq-point of H
λ
M .
Let ∼ be the equivalence relation on the set of isomorphism classes of Fq-points of
BunM , generated by ≺. Theorem 5.1.5 clearly follows from the next two assertions:
Proposition 5.3.4. If FM ≺ F
′
M then F
′
M ∈
o
BunM if and only if FM belongs to
o
BunM
too.
Proposition 5.3.5. All Fq-points of BunM are ∼-equivalent.
We will first prove Proposition 5.3.5.
Proof. The assertion of the proposition is in fact an easy corollary of the following fact
proven in [10]:
Lemma 5.3.6. Let M˜ be a semi-simple group and let F
M˜
and F′
M˜
be two M˜ -bundles on
X. Then for any x ∈ X(Fq), the restrictions FM˜ |X−x and F
′
M˜
|X−x become isomorphic.
Let FM and F
′
M be two Fq-points of BunM and let FM˜ and F
′
M˜
denote their reduc-
tions to M˜ :=M/Z0(M), where Z0(M) is the connected component of the identity of
Z(M).
The map Λ+G → Λ
+
M˜
is surjective, therefore one can find λ ∈ Λ+G and a point of H
λ
M
which projects to a point (FM ,F
′′
M ) ∈ BunM ×BunM , where F
′
M and F
′′
M have the
same reduction to M˜ .
We have: F′′M = F
′
M ⊗FZ0(M), where FZ0(M) is some Z
0(M)-bundle. Now the proof
follows from the fact that Λ+G ∩ ΛZ0(M) spans ΛZ0(M) ⊗
Z
Q.
5.3.7.
Proof. (of Proposition 5.3.4.)
Let us first prove the ”if” part of the proposition. We will fix λ ∈ Λ+G and let us
denote by Z the fiber product HλG ×
BunG
B˜unP , where H
λ
G is mapped to BunG by means
of the projection h→G .
Let also rel,∞B˜unP → X (resp., rel,≥νB˜unP , rel,νB˜unP ) denote the relative version
of the stack x,∞B˜unP (resp., x,≥νB˜unP , x,νB˜unP ) introduced in Sect. 4.1.1. In other
words, the fiber of rel,∞B˜unP over x ∈ X is x,∞B˜unP and similarly for rel,≥νB˜unP and
rel,νB˜unP .
As in Sect. 4.1.4, there exists a second projection ′h←G : Z → rel,∞B˜unP :
rel,∞B˜unP
′h←G←−−− Z
′h→G ×π−−−−→ B˜unP ×Xy y y
BunG×X
h←G ×π←−−−− HλG
h→G ×π−−−−→ BunG×X.
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Let Z ⊂ Z be the following locally closed substack:
Z := ′h←G
−1(rel,λB˜unP ) ∩
′h→G
−1(rel,0B˜unP )
(rel,0B˜unP is, according to our conventions, an open substack of B˜unP ×X.)
Thus, Z classifies the data of
z = (x,FG,FM , κ˜P ,F
′
G,F
′
M , κ˜
′
P , β, βM ),
where (x,FG,FM , κ˜P ) ∈ x,0B˜unP , (x,F
′
G,F
′
M , κ˜
′
P ) ∈ x,0B˜unP , (x,FG,F
′
G, β) ∈ H
λ
G,
(x,FM ,F
′
M , βM ) ∈ H
λ
M and the data of β, βM , κ˜P , κ˜
′
P are compatible in the sense that
over X − x, β ◦ κ˜P = κ˜
′
P ◦ βM .
We have the projections
Z → rel,0B˜unP ×
BunM ×X
HλM and Z → rel,0B˜unP ×
BunM ×X
H
−wM0 (λ)
M ,
that send a point z ∈ Z as above to
((x,FG,FM , κ˜P ),F
′
M , βM ) and ((x,F
′
G,F
′
M , κ˜
′
P ),FM , β
−1
M ),
respectively.
If follows from Sect. 4.3.6 that the first of the above projections is smooth, since the
map tλP : S
λ
P ∩Gr
λ
G → Gr
λ
M is smooth and that the second projection is an isomorphism,
since the map t
−wM0 (λ)
P : S
−wM0 (λ)
P ∩Gr
−w0(λ)
G → Gr
−wM0 (λ)
M is an isomorphism.
Let us denote by ϕ1 and ϕ2 the maps Z → BunM that send z ∈ Z as above to FM
and F′M , respectively. Let
o
Z be the preimage of
o
BunM under ϕ1.
Lemma 5.3.8. IC o
Z
is ULA with respect to ϕ2 :
o
Z → BunM .
Proof. According to Property 2 of Sect. 5.1.2, IC o
Z
is ULA with respect to the map
o
Z → rel,0B˜unP ×
BunM ×X
HλM → H
λ
M .
Now, ϕ2 is the composition
o
Z → HλM
h→M−→ BunM and the assertion follows from
Property 6 of Sect. 5.1.2.
Consider the map
o
Z →֒ Z
′h→G ×π−→ rel,0B˜unP → B˜unP .
It is smooth and its composition with q˜P : B˜unP → BunM equals ϕ2. Therefore, in
order to prove that IC
B˜unP
is ULA with respect to q˜P in a neighbourhood of F
′
M ∈
BunM (Fq), it is enough to show that the preimage q˜
−1
P (F
′
M ) ⊂ B˜unP (Fq) is contained
in the image of
o
Z in B˜unP under the above map.
Thus, let (F′G,F
′
M , {κ˜
′
P
V : (VU(P ))F′M →֒ VF′G}) be a Fq-point of q˜
−1
P (F
′
M ). As the
map HλM
h→M−→ BunM ×X is smooth and, in particular, open, the fact that FM ≺ F
′
M
for some FM ∈
o
BunM (Fq), implies that there exists a triple (F
′′
M , x, βM ) such that
a) (F′′M ,F
′
M , x, βM ) ∈ H
λ
M (Fq).
54 A. BRAVERMAN AND D. GAITSGORY
b) The embeddings κ˜′P
λˇ : (V(U(P ))F′M →֒ VF′G have no zero at x.
c) F′′M ∈
o
BunM (Fq).
But this exactly means that the point
(x,F′G,F
′
M , κ˜
′
P ,F
′′
M , β
−1
M ) ∈ rel,0B˜unP ×
BunM ×X
H
−wM0 (λ)
M ≃ Z
belongs to
o
Z.
The ”only if” part of Proposition 5.3.4 follows from similar considerations by inter-
changing right and left.
6. The structure of Drinfeld’s compactifications
6.1. Stratifications-I.
6.1.1. Consider the set Sym∞(Λ) whose elements are finite unordered collections of
elements of Λ with possible repetitions. For
λ = {λ1, ..., λ1︸ ︷︷ ︸
n1 times
, ..., λk, ..., λk︸ ︷︷ ︸
nk times
} ∈ Sym∞(Λ),
we define the corresponding partially symmetrized power of X with all the diagonals
removed as
Xλ := X(n1) × ...×X(nk) −∆.
To a point x ∈ Xλ, where x = x1,1, ..., x1,n1 , x2,1, ..., xk,nk we will attach a Λ–valued
divisor λ ·x equal to Σλi ·xi,j . We will denote by |λ| the element of Λ equal to Σni ·λi.
Let λ belong to Sym∞(ΛposG − 0). Consider the map
jλ : BunB ×X
λ → BunB ,
which sends a point (FG,FT , κ) × x to (FG,F
′
T , κ
′), where F′T := FT (−λ · x) and κ
′
corresponds to the composition:
LλˇF′T
→֒ LλˇFT
κλˇ
−→ VλˇFG .
Proposition 6.1.2. For λ ∈ Sym∞(ΛposG − 0), the map jλ a locally closed embedding.
Proof. The fact that jλ is representable is evident, since both the source and the target
are representable over BunG.
Hence, for an S-point of BunB, its preimage under jλ is a set, rather than a category,
and to prove that jλ is a locally closed embedding, one has to show that this set consists
of at most one element. The latter is, however, obvious from the definitions.
Let λBunB denote the locally closed substack of BunB equal to the image of jλ. For
a fixed point x ∈ Xλ, let x,λ BunB denote the image of BunB ×x under jλ.
Therefore, by combining the above proposition with Proposition 1.2.5 we obtain:
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Proposition 6.1.3. The locally closed substacks λ BunB form a stratification of BunB
as λ runs over Sym∞(ΛposG − 0).
6.1.4. Now let us give a proof of Proposition 1.2.3 which was announced in Sect. 1.2.1.
For that end we need to introduce one more piece of notation. For λ ∈ Sym∞(Λ+G), let
HλG denote the relative version of the Hecke stack:
By definition, HλG is endowed with a map π : H
λ
G → X
λ and its fiber over x =
x1,1, ..., x1,n1 , x2,1, ..., xk,nk is the stack of triples (FG,F
′
G, β), where FG and F
′
G are G–
bundles on X and β is an identification between them on X − {x} such that F′G is in
position λi with respect to FG at xi,j.
Let h←G and h
→
G be the projections H
λ
G → BunG that send (x,FG,F
′
G, β) to FG and
F′G, respectively. We will denote by xH
λ
G the fiber of H
λ
G over x ∈ X
λ.
In a similar way we define the stacks H
λ
G and xH
λ
G.
Proof. (of Proposition 1.2.3)
Let (FG,FT , κ) be an Fq-point of BunB . To prove the proposition, it is enough to
construct an irreducible stack Z with a map φ : Z → BunB such that
(a) Im(φ) ∩ BunB is non-empty.
(b) (FG,FT , κ) ∈ Im(φ).
Let x1, ...xn be the set of points where (FG,FT , κ) has singularities and let ν1, ..., νn ∈
ΛposG be the corresponding defects. Let us choose elements λ1, ..., λn ∈ Λ
+
G in such a way
that the weight spaces V λi(w0(λi)+νi) are nonzero. The collection {(x1, λ1)..., (xn, λn)}
corresponds to a unique λ ∈ Sym∞(Λ+G) and x ∈ X
λ.
We define Z ′ as a fiber product Z ′ := xH
λ
G ×
BunG
BunB , where xH
λ
G is mapped to
BunG by means of h
→
G .
The stack Z ′ splits into connected components (which are in a bijection with the
connected components of BunB, and hence of BunT ) and we take Z to be the connected
component of Z ′ corresponding to the coweight deg(FT )− w0(|λ|).
We define the map φ : Z ′ → BunB as in Sect. 3.1.1. Now, it follows from Lemma 3.3.6
that Z satisfies conditions (a) and (b) above.
6.1.5. For an element λ ∈ ΛposG let us consider the following (semi-simple) complex
over Spec(Fq):
Kostλ := ⊕
λ=Σmα·α,α∈∆+
(Qℓ(1)[2])
⊗Σmα ,
where the sum is taken over all the possible ways to represent λ as a sum of positive
coroots with non-negative coefficients. (This is a geometric counterpart of the q-analog
of Kostant’s partition function (cf. [20]).)
Theorem 6.1.6. For λ = {λ1, ..., λ1︸ ︷︷ ︸
n1 times
, ..., λk , ..., λk︸ ︷︷ ︸
nk times
} ∈ Sym∞(Λpos − 0), the complex
j∗
λ
(ICBunB ) is isomorphic to (ICBunB ⊠QℓXλ)
k
⊗
i=1
Kost⊗niλi .
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This result (along with its generalization, Theorem 6.2.9) will be proven in a subse-
quent publication. Now, let us show how Theorem 6.1.6 implies Theorem 2.2.11 (and
hence Theorem 2.2.12):
Proof. (of Theorem 2.2.11)
For every collection of non-negative integers {mα}, α ∈ ∆
+, consider the correspond-
ing map
i{mα} : BunB × Π
α∈∆+
X(mα) → BunB .
Theorem 6.1.6 implies that the function on BunB(Fq) corresponding to the sheaf
q!∗(AutµETˇ
) equals
Σ
{mα}
i{mα}!(Funct(q
!∗(Autµ−Σmα·αETˇ
))⊠ Π
α∈∆+
Funct((Eα
Tˇ
)(mα) ⊗Qℓ(mα))).
By summing up along the fibers of the projection p, we derive the formula of Theo-
rem 2.2.11.
6.2. Stratifications-II.
6.2.1. Let us generalize the above discussion to the case of a parabolic subgroup P .
Conisider the set Sym∞(ΛposG,P − 0) and for every element θ = {θ1, ..., θ1︸ ︷︷ ︸
n1 times
, ..., θk, ..., θk︸ ︷︷ ︸
nk times
}
in it, consider the corresponding variety Xθ = X(n1) × ...×X(nk) −∆
As in Sect. 6.1.1, we have the natural locally closed embeddings
jθ : BunP ×X
θ →֒ BunP ,
and for a fixed θ ∈ Sym∞(ΛposG,P − 0) (resp., x ∈ X
θ) we will denote by θ BunP (resp.,
x,θ BunP ) the corresponding stratum (resp., locally closed subset) of BunP .
Thus, for θ and x as above we obtain the locally closed substacks r−1P (θ BunP ) and
r−1P (x,θ BunP ) of B˜unP . However, it will not be true that ICB˜unP
is smooth when
restricted to the strata of the form r−1P (θ BunP ). Our next goal is to define a suitable
refinement of this stratification.
6.2.2. Consider the affine Grassmannian of the group M and let Gr+M ⊂ GrM be a
closed subscheme definied by the following condition:
FM ∈ Gr
+
M if for every G-module V, the map
βV
(U(P )
M : (V
(U(P ))FM |D∗x → (V
(U(P ))F0M
|D∗x
is regular on Dx.
It is clear from the definition, that Gr+M is stable under the M(Ox)-action on GrM .
Proposition 6.2.3. For an M co-weight ν ∈ Λ+M the following conditions are equiva-
lent:
(a) Gr
ν
M ⊂ Gr
+
M .
(b) wM0 (ν) ∈ Λ
pos
G .
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Proof. Assume that Gr
ν
M ⊂ Gr
+
M . In particular, the corresponding point FM := t
ν
x ∈
M(Kx)/M(Ox) = GrM belongs to Gr
+
M . By definition, we must have that for λˇ ∈ Λ
+
G
the map
UλˇFM |D∗x → U
λˇ
F0M
|D∗x
is regular on Dx, which implies that 〈ν,w
M
0 (λˇ)〉 ≥ 0. The latter inequality means
exactly that wM0 (ν) ∈ Λ
pos
G .
Conversely, let us assume that wM0 (ν) ∈ Λ
pos
G . Let U be an M -module of the form
VU(P ), where V is a G-module. Without restricting the generality, we way assume that
the weights of V are ≤ λˇ for some λˇ ∈ Λ+G. Then the weights of U are ≤
M
λˇ. Hence, by
definition, FM ∈ Gr
ν
M means that
βUM : UFM → UF0M (−〈w
M
0 (ν), λˇ〉).
However, 〈wM0 (ν), λˇ〉 ≥ 0, by assumption.
In what follows we will denote by Λ+M,G ⊂ Λ
+
M the above sub-semigroup, i.e. Λ
+
M,G =
Λ+M ∩ w
M
0 (Λ
pos
G ). For example, for M = T , Λ
+
T,G = Λ
pos
G . In general, the projection
Λ→ ΛG,P sends Λ
+
M,G to Λ
pos
G,P .
Let now θ be an element of ΛposG,P . We define the element ♭(θ) ∈ Λ
+
M,G as follows:
By definition, θ is the projection under Λ → ΛG,P of some Σ
i∈I−IM
bi · αi. We set
♭(θ) = wM0 ( Σ
i∈I−IM
bi ·αi). It belongs to w
M
0 (Λ
pos
G ) by construction, and to Λ
+
M , because
every αi, i /∈ IM is M -antidominant.
For θ as above let GrθM denote the corresponding connected component of GrM . Set
Gr+,θM := Gr
+
M ∩Gr
θ
M .
From the above proposition it follows that ♭(θ) is the maximal element in the set of
ν ∈ Λ+M such that Gr
ν
M ⊂ Gr
+
M ∩Gr
θ
M . Hence, we obtain:
(Gr+,θM )red = (Gr
♭(θ)
M )red, .(6)
where the subscript “red” means “the corresponding reduced scheme”.
6.2.4. Fix θ = {θ1, ..., θ1︸ ︷︷ ︸
n1 times
, ..., θk, ..., θk︸ ︷︷ ︸
nk times
} ∈ Sym∞(ΛposG,P − 0). Let us denote by H
+,θ
M a
version of the Hecke stack, which is fibered over Xθ with the fiber over a point x ∈ Xθ
given by x1,1, ..., x1,n1 , x2,1, ..., xk,nk being the product
x1,1H
+,θ1
M ×
BunM
... ×
BunM
xk,nk
H
+,θk
M .
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Proposition 6.2.5. There is a canonical isomorphism H+,θM ×
BunM
BunP ≃ r
−1
p (θ BunP )
that fits into the commutative diagram
BunP ×
BunM
H
+,θ
M
∼
−−−→ r−1P (θ BunP )
h←M
y rPy
BunP ×X
θ
jθ−−−→ θ BunP ,
where we have used the projection h←M : H
+,θ
M → BunM to define the fiber product.
Proof. Let (x,FP ,F
′
M , βM ) be a point of BunP ×
BunM
H
+,θ
M , where FP is a P–bundle on
X and βM is an isomorphism between FM := U(P )\FP and F
′
M defined outside of
{x} ⊂ X.
We attach to it a point of r−1P (θ BunP ) as follows:
The corresponding G-bundle is induced from FP , i.e. FG := FP
P
× G and the corre-
sponding M -bundle is F′M . Now, the data of κ˜
′
P
V : (VU(P ))F′M → VFG is obtained as a
composition
(VU(P ))F′M
βV
U(P )
M
→֒ (VU(P ))FM → VFG .
Conversely, let (FG,F
′
M , κ˜P ) be an (S)-point of r
−1
P (θ BunP ). Let (x,FP ) be the
corresponding point of BunP ×X
θ, in particular, let FM be the corresponding M -
bundle. By definition, FM and F
′
M are identified outside x.
By assumption, for each G-module V, we have the embedding:
κ˜′VP : (V
U(P ))F′M →֒ VFG .
and the maximal embedding
κ˜VP : (V
U(P ))FM →֒ VFG .
Hence, the (a priori) meromorphic map map (VU(P ))F′M → (V
U(P ))FM is regular.
6.2.6. If ν is an element of Sym∞(Λ+M,G − 0), we obtain a locally closed embedding
jν : BunP ×
BunM
HνM →֒ B˜unP .
Its image will be denoted by ν BunP , and for x ∈ X
ν we let x,ν BunP denote the
corresponding closed substack of ν BunP .
Thus, we see that the defect of a point (FG,F
′
M , κ˜P ) ∈ B˜unP (Fq) at a point of X
where it has a singularity is naturally an element of Λ+M,G. However, unlike the case of
BunB and BunP , fixing the locus of singularities of an enhanced parabolic Drinfeld’s
structure, together with the defects and the saturated P -bundle, does not determine
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the corresponding point of B˜unP uniquely: we have the remaining freedom of choosing
a point in the product of the corresponding Gr
+,θ
M ’s.
At this point we are ready to give a proof of Proposition 1.3.7.
Proof. (of Proposition 1.3.7)
As we have seen above, the fibers of the map rP : B˜unP → BunP are never empty.
Therefore, it is enough to prove that BunP is dense in B˜unP . Let (FG,FM , κ˜P ) be an
Fq-point of B˜unP .
As in the case of Proposition 1.2.3, it is enough to construct an irreducible stack
Z with a map φ : Z → B˜unP , whose image contains (FG,FM , κ˜P ) and such that
Im(φ) ∩ BunP 6= ∅.
To simplify the notation, we will assume that (FG,FM , κ˜P ) has a singularity only at
one point, call it x. Let the defect be ν ∈ Λ+M,G. We have: (FG,FM , κ˜P ) ⊂ x,νB˜unP ,
in the terminology of Sect. 4.2.1.
Let λ ∈ Λ+G be such that: (a) 〈w0(λ), αˇi〉 = 0 for i ∈ IM ; (b) HomMˇ (U
w0(λ)+ν , V λ) 6=
0. It is easy to see that such λ indeed exists (cf. Lemma 6.2.8). Note that condition
(a) means that w0(λ) lies in the group of cocharacters of Z
0(M).
Set Z ′ := xH
λ
G ×
BunG
BunP , where xH
λ
G is mapped to BunG by means of h
→
G . We
define the map ϕ : Z ′ → B˜unP as follows:
For a point (FG, β,F
′
G,F
′
M , κ˜
′
P ) ∈ Z
′, the resulting G-bundle is FG, the M -bundle is
F′M ⊗ F
0
Z0(M)(w0(λ) · x) and the new κ˜P are obtained from κ˜
′
P as in Sect. 3.1.1.
We define Z as the preimage in Z ′ of the appropriate connected component of BunP .
The fact that Z satisfies the required properties follows from Sect. 4.3.6.
6.2.7. Here we will describe the behaviour of IC
B˜unP
along the strata ν BunP intro-
duced above.
Recall (cf. Theorem 3.2.8) that to every representaion U of the group Mˇ we can
attach in a canonical way a M(Ox)-equivariant perverse sheaf F
−1
M (U) on the affine
Grassmannian GrM . For θ ∈ Λ
pos
G,P we introduce the following semi–simple complex on
GrM :
KostPθ := ⊕
i≥0
F−1M (Sym
i(uˇP )θ)⊗Qℓ(i)[2i],
where uˇP denotes the unipotent radical of the corresponding parabolic in Gˇ and where
for an Mˇ–representation U , Uθ denotes its piece on which Z(Mˇ) acts by the character
θ.
Lemma 6.2.8. For an M -dominant coweight ν, HomMˇ (U
ν ,Symi(uˇP )θ) 6= 0 if and
only if ν ∈ Λ+M,G. Moreover, the above space is non-zero only for finitely many integers
i.
Therefore, KostPθ is supported on Gr
♭(θ)
M ⊂ Gr
+,θ
M . Analogously, for θ ∈ Sym
∞(ΛposG,P−
0) we define the semi–simple complex KostP
θ
on H+,θM .
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Theorem 6.2.9. Under the identification
BunP ×
BunM
H
+,θ
M
the sheaf IC
B˜unP
|
θB˜unP
goes over to ICBunP ⊠Kost
P
θ
.
This theorem will be neither used nor proven in this paper (the proof will appear in
[7]). For our purposes the following weaker result will be sufficient:
Theorem 6.2.10. For fixed ν ∈ Sym∞(Λ+M,G − 0) and x ∈ X
ν, the ∗–restriction of
IC
B˜unP
to x,ν BunP is locally constant.
The proof will occupy the next subsection. The reader will notice that it is very
similar to the proof of Theorem 5.1.5.
6.3. Proof of Theorem 6.2.10.
6.3.1. Consider the fiber product Z = yH
λ
G ×
BunG
BunP , where y is a point in X −{x},
λ is some element of Λ+G and the fibered product is formed using the projection h
→
G :
yH
λ
G → BunG.
As before, there is a projection ′h←G : Z → y,∞B˜unP and we will denote by Z the
locally closed substack of Z defined as
Z := ′h←G
−1(y,λB˜unP ) ∩
′h→G
−1(y,0B˜unP ).
According to Sect. 4.2.1, there is an isomorphism y,λB˜unP ≃ y,0B˜unP ×
BunM
yH
λ
M .
Hence we obtain a commutative diagram:
y,0B˜unP
ϕ
←−−− Z
ϕ1
−−−→ y,0B˜unPy ψy y
BunM
h←M←−−− yH
λ
M
h→M−−−→ BunM ,
where both upper horizontal arrows are smooth. Moreover, the preimages of x,ν BunP
in Z under the maps ϕ and ϕ1 coincide.
Consider two Fq-points of the stack x,ν BunP . Using Proposition 6.2.5, they can be
represented by two triples (FP ,F
′
M , β) and (F
1
P ,F
1
M
′
, β1), where β is an isomorphism
FM |X−{x} → F
′
M |X−{x} (here FM is the M -bundle induced from FP ), such that at
every xi,j, F
′
M is in position νi with respect to FM ; and similarly for β
1.
We will write that (FP ,F
′
M , β) ≻ (F
1
P ,F
1
M
′
, β1) if there exist y ∈ X − {x}, λ ∈ Λ+G
and z ∈ Z as above such that (FP ,F
′
M , β) = ϕ(z), (F
1
P ,F
1
M
′
, β1) = ϕ1(z). Consider the
equivalence relation ∼ on the set of Fq-points of x,ν BunP generated by ≻.
We will deduce the assertion of Theorem 6.2.10 from the following proposition:
Proposition 6.3.2. All Fq-points of x,ν BunP are ∼–equivalent.
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Proof. Set M˜ := M/Z0(M) and for a an M–bundle, we will denote by a subscript M˜
the corresponding induced M˜–bundle.
Step 1. Let (FP ,F
′
M , β) and (F
1
P ,F
1
M
′
, β1) be two Fq–points of x,ν BunP . First we will
show that (F1P ,F
1
M
′
, β1) is ∼–equivalent to another Fq–point (F
2
P ,F
2
M
′
, β2), such that
F
M˜
≃ F2
M˜
and the induced isomorphism
F
M˜
′|X−{x} ≃ F
2
M˜
′
|X−{x}
is regular on the whole of X.
Pick y /∈ {x}. As M˜ is semi-simple, the M˜ -bundles F
M˜
and F1
M˜
are isomorphic over
X − y (cf. Lemma 5.3.6). Moreover, since X − y is affine, the group of automorphisms
of F
M˜
over X − y is dense in Π
i,j
G(Oxi,j )(Fq). Therefore, since at every xi,j the relative
position of F′M with respect to FM is the same as the relative position of F
1
M
′
with
respect to F1M , the above isomorphism FM˜ |X−y → F
1
M˜
|X−y can be chosen in such a
way that the isomorphism between F
M˜
′|X−{x,y} and F
1
M˜
′
|X−{x,y} is regular on X − y.
Consider the corresponding point (F
M˜
,F1
M˜
, β
M˜
) ∈ yH
ν
M˜
. Let λ ∈ Λ+G be such that
it projects onto ν under Λ → Λ
M˜
and consider the corresponding stack Z. The com-
position
Z
ψ×ϕ1
−→ yH
λ
M ×
BunM
y,0B˜unP ≃ yH
ν
M˜
×
Bun
M˜
y,0B˜unP
is surjective and let z ∈ Z be such that under the above composition it maps to the
point
(F
M˜
, (F1P ,F
1
M
′
, β1), β
M˜
: F
M˜
|X−y ≃ F
1
M˜
|X−y) ∈ yH
ν
M˜
×
Bun
M˜
y,0B˜unP .
We define (F2P ,F
2
M
′
, β2) as the image of z in under the projection ϕ. By construction,
it satisfies the required condition.
Step 2. Using the assertion of Step 1, we can assume that there exists an isomorphism
F
M˜
→ F1
M˜
which gives rise to an isomorphism F′
M˜
→ F1
M˜
′
.
For a ΛZ0(M)–divisor D and anM–bundle FM , let FM (D) denote the newM–bundle
FM ⊗ F
0
Z0(M)(D).
It is clear that we can choose ΛZ0(M) ∩ Λ
+
G-valued divisors D and D1 on X − {x},
so that there exists an isomorphism FM (D) ≃ F
1
M (D1). In this case, the identification
F′M (D)|X−{x} ≃ F
1
M
′
(D1)|X−{x} is automatically regular on the whole of X.
Therefore, by arguing as above, we can replace our two points (FP ,F
′
M , β) and
(F1P ,F
1
M
′
, β1) by ∼–equivalent points (we will abuse the notation and denote the latter
by the same characters) such that there exists an isomorphism FM → F
1
M , for which
the induced meromorphic map F′M |X−{x} → F
1
M
′
|X−{x} is a global isomorphism.
Moreover, by replacing D and D1 by D+D
′ and D1 +D
′, where D′ ∈ ΛZ0(M) ∩Λ
+
G
is sufficiently large, we can ensure that the cohomology
H1(X,UFM ) = 0,(7)
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for all irreducible M–modules U which appear in the Jordan–Holder series of the Lie
algebra u(P ), viewed as a P–module via the adjoint action.
However, (7) implies that any two P -bundles, whose reductions modulo U(P ) are iso-
morphic to FM , are necessarily isomorphic. This implies that our two points (FP ,F
′
M , β)
and (F1P ,F
1
M
′
, β1) are isomorphic and, in particular, ∼–equivalent.
6.3.3. Now let us prove Theorem 6.2.10:
Proof. Let (FP ,FM , β) and (F
1
P ,F
1
M
′
, β1) be two Fq-points of x,ν BunP . Let us denote
by ι : Spec(Fq)→ x,ν BunP (resp., ι1) the corresponding map. Consider the complexes
ι∗(IC
B˜unP
|x,ν BunP ), ι1
∗(IC
B˜unP
|x,ν BunP ), ι
!(IC
B˜unP
|x,ν BunP ), ι1
!(IC
B˜unP
|x,ν BunP )
over Spec(Fq). We will normalize (by making a cohomological shift and Tate’s twist)
in such a way that their highest (resp., lowest) cohomology is Qℓ in degree 0.
To prove the theorem, it is enough to show that for any (FP ,FM , β) and (F
1
P ,F
1
M
′
, β1)
as above,
ι∗(IC
B˜unP
|x,ν BunP ) ≃ ι1
∗(IC
B˜unP
|x,ν BunP )
ι!(IC
B˜unP
|
x,ν BunP ) ≃ ι1
!(IC
B˜unP
|
x,ν BunP ).
Using Proposition 6.3.2, we can assume that (FP ,F
′
M , β) ≻ (F
1
P ,F
1
M
′
, β1) and let
ιz : Spec(Fq) → Z be a point such that ϕ ◦ ιz = ι, ϕ
1 ◦ ιz = ι1. Let x,νZ denote the
(common) preimage of x,ν BunP in Z under ϕ or ϕ
1.
Since both maps ϕ and ϕ1 are smooth we have:
ι∗(IC
B˜unP
|
x,ν BunP ) ≃ ι
∗
z(ICZ |x,νZ) ≃ ι1
∗(IC
B˜unP
|
x,ν BunP ) and
ι!(IC
B˜unP
|x,ν BunP ) ≃ ι
!
z(ICZ |x,νZ) ≃ ι1
!(IC
B˜unP
|x,ν BunP ),
where ι∗z(?) and ι
!
z(?) are also normalized in the above way.
This proves our assertion.
Proposition 6.3.2 implies also the following strengthening of Theorem 6.2.10:
Corollary 6.3.4. Let K be an irreducible subquotient of an i-th perverse cohomology
sheaf hi(IC
B˜unP
|
ν BunP ). Then K is constant along the fibers of the projection ν BunP →
Xν .
Proof. It is enough to prove that for each x ∈ Xν , every irreducible subquotient of
hi(IC
B˜unP
|x,ν BunP ) is a constant sheaf on x,ν BunP . Therefore, it suffices to show that
Funct(hi(IC
B˜unP
|
x,ν BunP )) is a constant function on x,ν BunP (Fq′) for all Fq′ ⊃ Fq.
For that purpose, consider two points ι′, ι′1 : Spec(Fq′)→ x,ν BunP and for an exten-
sion Fq′′ ⊃ Fq′ , let ι
′′ and ι′′1 denote the corresponding Fq′′–points of x,ν BunP .
As in the above proof of Theorem 6.2.10, we infer from Proposition 6.3.2 that when
Fq′′ is sufficiently large, the sheaves
ι′′∗(hi(IC
B˜unP
|
x,ν BunP )) and ι
′′
1
∗(hi(IC
B˜unP
|
x,ν BunP ))
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over Spec(Fq′′) are isomorphic.
Since this is true for infinitely many q′′, we obtain that
Tr(Fr, ι′∗(hi(IC
B˜unP
|x,ν BunP ))) = Tr(Fr, ι
′
1
∗(hi(IC
B˜unP
|x,ν BunP ))),
which is what we had to prove.
6.4. “Good” perverse sheaves and Theorem 2.3.4.
6.4.1. In this subsection our goal is to prove Theorem 2.3.4, which was announced in
Sect. 2.3. We shall start with the following general observation:
Proposition 6.4.2. For S ∈ BunG and H
λ
G as in Sect. 2.1.4, the sheaf H
λ
G(S) on
BunG×X is ULA with respect to the projection BunG×X → X.
Proof. We have:
HλG(S) := (h
←
G × π)!(h
→
G
∗(S) ⊗ IC
H
λ
G
)⊗ (Qℓ(
1
2
)[1])− dim(BunG).
As the projection h←G × π : H
λ
→ BunG×X is proper, it follows from Property 3 of
Sect. 5.1.2 that it is enough to show that the sheaf h→G
∗(S)⊗ IC
H
λ
G
on H
λ
G is ULA with
repect to the projection π : H
λ
G → X.
However, since H
λ
G
h→G ×π→ BunG×X is a fibration (locally trivial in the smooth topol-
ogy), the needed assertion follows from Property 1 of Sect. 5.1.2.
In the same way as above, it is easy to prove that for any S ∈ Sh(BunG) and a
sequence λ1, ..., λn of elements of Λ
+
G, the sheaf
(HλnG ⊠ id
n−1) ◦ ... ◦ (Hλ2G ⊠ id) ◦H
λ1
G (S)
on BunG×X
n is ULA with respect to the projection BunG×X
n → BunG.
Now let λ be an element of Sym∞(Λ+G − 0) equal to {λ1, ..., λ1︸ ︷︷ ︸
n1 times
, ..., λk , ..., λk︸ ︷︷ ︸
nk times
}. Set
N = Σni and consider the functor
o
HλG : Sh(BunG)→ Sh(BunG×X
λ) given by
S → (h←G × π)! ◦ h
→
G
∗(S)[〈|λ|, 2ρˇ〉+N ],
defined using the stack HλG.
Proposition 6.4.3. Let S be a “good” perverse sheaf on BunG. Then
o
HλG(S) lies in
cohomological degrees ≤ 0 and is ULA with respect to the projection Sh(BunG×X
λ)→
Xλ.
Proof. Let λ be equal to {λ1, ..., λ1︸ ︷︷ ︸
n1 times
, ..., λk, ..., λk︸ ︷︷ ︸
nk times
}. Consider the non-symmetrized Hecke
stack ′HλG, defined as
′HλG :=
′Xλ ×
Xλ
HλG, where
′Xλ := Xn1 × ...×Xnk −∆.
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Let ′h→G ,
′h←G and
′π denote the projections from ′HλG to BunG and
′Xλ, respectively.
The map ′Xλ → Xλ is an e´tale covering. Therefore, it is enough to show that the
complex
′
o
HλG(S) := (
′h←G ×
′π)! ◦
′h→G
∗(S)[〈|λ|, 2ρˇ〉+N ] ∈ Sh(BunG×
′Xλ)
lives in non-positive cohomological degrees and is ULA with respect to the projection
BunG×
′Xλ → ′Xλ.
Observe that the sheaf QℓGrλ [〈λ, 2ρˇ〉] on the affine Grassmannian is an extention of
sheaves of the form Aλ
′
G [m], λ
′ ≤ λ, m ≥ 0. Hence, the complex ′
o
HλG(S) is an extention
of complexes of the form (H
λ′N
G ⊠ id
N−1) ◦ ... ◦ (H
λ′2
G ⊠ id) ◦H
λ′1
G (S)[m] for finitely many
values of λ′1, ..., λ
′
N and m ≥ 0.
This proves the required assertion in view of the definition of “good”’ perverse sheaves
and the above Proposition 6.4.2.
6.4.4. Now we can prove Theorem 2.3.4.
Proof. It is clear that if S is a “good” perverse sheaf on BunM , then so is D(S).
Therefore, to prove the theorem we have to show that the restriction of rP ! ◦ q˜
!∗
P (S)
to BunP −BunP lives in negative cohomological degrees if S is “good”. In other words,
we must show that for every ν ∈ Sym∞(Λ+M,G − 0), the sheaf
rP ! ◦ jν ! ◦ j
∗
ν ◦ q˜
!∗
P (S)
lives in negative cohomological degrees.
For ν as above, let θ be the corresponding element of Sym∞(ΛposG,P − 0). The map
rP ◦ jν : ν BunP ≃ BunP ×
BunM
HνM → θ BunP is the long vertical map in the diagram
BunP ×
BunM
HνM −−−→ H
ν
M
h→M−−−→ BunMy h←My
BunP ×X
ν qP×id−−−−→ BunM ×X
ν
id× sym
y
BunP ×X
θ,
where the map Xν → Xθ is a finite (symmetrization) map. Moreover, the long hori-
zontal map in this diagram is nothing but q˜P ◦ jν .
Let K be an irreducible subquotient of hi(IC
B˜unP
|
ν BunP ) for some i ∈ N (of course,
i < 0). Corollary 6.3.4 implies that every such K is a pull–back of K ′[N ′ + 〈|ν|, 2ρˇM 〉],
where K ′ is a perverse sheaf on Xν and N ′ is the dimension of the corresponding
connected component of BunP .
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By applying the projection formula, we obtain that rP !◦jν !◦j
∗
ν ◦q˜
!∗
P (S) is an extention
of sheaves of the form
(id× sym)! ◦ (qP × id)
∗((QℓBunM ⊠K
′)⊗
o
HνM (S))[−N +N
′ − dim(BunM ) + i],
where N is as in Proposition 6.4.3 above and i > 0.
Therefore, it suffices to show that (QℓBunM ⊠K
′)⊗
o
HνM (S)[−N ] lives in non-positive
cohomological degrees. However, this follows immediately from Proposition 6.4.3 and
Property 5 of Sect. 5.1.2.
7. The Functional equation
7.1. Theorem 7.1.6. In this subsection we will formulate and prove Theorem 7.1.6
which is one of the main results of this paper.
7.1.1. Let us consider the following stack
B˜unB,P := B˜unP ×
BunM
BunB(M),
where B(M) is the Borel subgroup of the group M :
B˜unB,P
q˜′P−−−→ BunB(M)
p′M
y pMy
B˜unP
q˜P−−−→ BunM
and let C(IC
B˜unP
, ICBunB(M)) denote the object
p′M
∗(ICBunB(M))⊗ q˜
′
P
∗(IC
B˜unP
)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM ) ∈ Sh(B˜unB,P ).
Theorem 7.1.2. There sheaf C(IC
B˜unP
, ICBunB(M)) is canonically isomorphic to the
intersection cohomology sheaf of B˜unB,P .
Proof. Consider the following general set-up:
Let f : Y1 → Y2 be a map of algebraic stacks with Y2 smooth. Let j : Y
0
1 →֒ Y1 be
an open substack such that the map f ◦ j : Y 01 → Y2 is smooth as well. Assume, in
addition, that the sheaves ICY1 and j!(ICY 01 ) are ULA with respect to the map f .
Now let Y3 be another algebraic stack mapping to Y2. Let Y
′ be the Cartesian
product:
Y ′
f ′
−−−→ Y3
g′
y gy
Y1
f
−−−→ Y2.
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Lemma 7.1.3. In the above situation
ICY ′ ≃ f
′∗(ICY3)⊗ g
′∗(ICY1)⊗ (Qℓ(
1
2
)[1])⊗−dim(Y2).
The proof of this lemma follows immediately from the definition of the ULA property
(cf. proof of Theorem 2.3.2 in Sect. 5.1.4).
We apply this lemma in the situation when Y2 := BunM , Y1 := B˜unP , Y3 := BunB(M)
and the assertion of our theorem follows from Theorem 5.1.5.
7.1.4. Observe that BunP ×
BunM
BunB(M) is contained in B˜unB,P as an open substack.
There is a natural identification BunP ×
BunM
BunB(M) ≃ BunB and the next proposition
says that the map in one direction extends to the whole of B˜unB,P :
Proposition 7.1.5. There exists a natural map kP : B˜unB,P → BunB, which is repre-
sentable and proper.
Proof. A point of the stack B˜unB,P is by definition a triple of bundles (FG,FM ,FT )
plus a collection of embeddings
κ˜VP : (V
U(P ))FM →֒ VFG for all G-modules V,
κνˇM : L
νˇ
FT
→ UνˇFM , ∀ν ∈ Λ
+
M ,
which satisfy the Plu¨cker relations.
We set: kP (FG,FM ,FT , κ˜P , κM ) = (FG,FT , κ), where for λˇ ∈ Λˇ
+
G, the map κ
λˇ is the
composition:
LλˇFT
κλˇM−→ UλˇFM → ((V
λˇ)U(P ))FM
κ˜λˇP−→ VλˇFG .
Theorem 7.1.6. kP !(C(ICB˜unP
, ICBunB(M))) ≃ ICBunB .
The rest of this subsection will be devoted to the proof of this theorem.
7.1.7. It is obvious that over BunB ⊂ BunB , the sheaves kP !(C(ICB˜unP
, ICBunB(M)))
and ICBunB coincide. Since the map kP is proper, it follows from Theorem 7.1.2 that
in order to prove Theorem 7.1.6, it suffices to check that the ∗-restriction of the sheaf
kP !(C(ICB˜unP
, ICBunB(M))) to BunB − BunB lives in negative cohomological degrees.
Consider the set Sym∞((ΛposM × Λ
+
M,G) − 0), whose elements we will symbolically
denote by µ, ν, each being of the form
{(µ1 × ν1), ..., (µ1 × ν1)︸ ︷︷ ︸
n1 times
, ..., (µk × νk), ..., (µk × νk)︸ ︷︷ ︸
nk times
},
where in every pair (µ1×νi) one of the elements is non-zero. We set |µ, ν| := Σ
i=1,...,k
ni ·
(νi − µi) ∈ Λ.
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Let Xµ,ν be the corresponding partially symmetrized power of X and let Hµ,νM
π
→
Xµ,ν be the appropriate version of the Hecke stack. The constructions of Sect. 6.1 and
Sect. 6.2 yield naturally defined maps:
BunB(M)×X
µ,ν → BunB(M) and BunP ×
BunM
H
µ,ν
M → B˜unP ,
each being a composition of a smooth map followed by a locally closed embedding.
(The smooth part appears due to the fact that some of the µi’s and νi’s may vanish
or coincide.) We will denote their images by µ,ν BunB(M) and µ,ν BunP , respectively.
Finally, we will denote by µ,ν BunB,P the intersection
p′M
−1(µ,ν BunP ) ∩ q˜
′
P
−1(µ,ν BunB(M)) ⊂ B˜unB,P .
By definition, µ,ν BunB,P is the image of a locally closed embedding
BunP ×
BunM
H
µ,ν
M ×
BunM
BunB(M) →֒ B˜unB,P ,
where the fiber product is formed using the map (h←M × h
→
M ) : H
µ,ν
M → BunM ×BunM .
Now, for λ ∈ ΛposG , let Bun
λ
B be the locally closed substack of BunB defined as a
union of all λBunB with |λ| = λ. For µ, ν as above, we set µ,ν,λBunB,P to be the
intersection µ,ν BunB,P ∩ k
−1
P (Bun
λ
B).
To prove Theorem 7.1.6, it suffices to check the following:
Proposition 7.1.8. For µ, ν and λ as above the following holds:
(a) The ∗-restriction of C(IC
B˜unP
, ICBunB(M)) to µ,ν,λBunB,P lives in the cohomological
degrees strictly smaller than −〈λ+ |µ, ν|, ρˇM 〉.
(b) The fibers of the map kP : µ,ν,λB˜unB,P → λBunB are of dimension ≤ 〈λ+|µ, ν|, ρˇM 〉.
7.1.9. Proof of Proposition 7.1.8. For µ, ν as above set N = Σni and consider the
corresponding symmetrization map XN − ∆ ≃ ′Xµ,ν → Xµ,ν . We will introduce an
order in our µ, ν and write it as (µ1, ν1), ..., (µj , νj), ..., (µN , νN ). Let
′H
µ,ν
M be the
corresponding desymmetrized Hecke stack, i.e. its fiber over (x1, ..., xN ) ∈
′Xµ,ν is
the fiber product of xjH
νj
M , j = 1, ..., N over BunM , with respect to the projections
h←M : xjH
νj
M → BunM .
For a collection of elements λ1, ..., λN of Λ
+
G let Z
{µj},{νj},{λj} denote the following
locally closed substack of BunP ×
BunM
′H
µ,ν
M ×
BunM
BunB(M):
A point ((x1, ..., xN ),FP ,F
′
M , βM ,F
′
T , κ
′
M ) belongs to Z
{µj},{νj},{λj} if for every j and
for every λˇ ∈ Λˇ+G, the composition
LλˇF′T
κ′M
λˇ
−→ UλˇF′M
βM−→ UλˇFM
has a zero of order 〈λj − µj, λˇ〉 at xj .
It is clear that the preimage of Bun
λ
B under
BunP ×
BunM
′H
µ,ν
M ×
BunM
BunB(M) → µ,νB˜unB,P
kP→ BunB
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is exactly the union of those Z{µj},{νj},{λj}’s for which Σλj = λ.
Theorem 6.2.10 implies that the ∗–restriction of C(IC
B˜unP
, ICBunB(M)) to µ,ν BunB,P
is smooth along the fibers of the projection µ,ν BunB,P → X
µ,ν . Therefore, to prove
point (a) of the proposition, it suffices to show that for any (x1, ..., xN ) ∈ X
N −∆, the
codimension of (BunP ×
BunM
Π xjH
νj
M ×
BunM
BunB(M)) ∩ Z
{µj},{νj},{λj} inside the stack
BunP ×
BunM
Π xjH
νj
M ×
BunM
BunB(M) is ≥ 〈λ+ |µ, ν|, ρˇM 〉.
However, as in Sect. 3.3.7 we obtain that the latter codimension equals
Σ
j
codim(S
µj−λj
M ∩Gr
−wM0 (νj)
M ,Gr
−wM0 (νj)
M )
(cf. Sect. 3.2.5) which is greater or equal than Σ
j
〈νj + λj − µj, ρˇM 〉 = 〈λ+ |µ, ν|, ρˇM 〉.
Now let us prove point (b) of the proposition. To obtain the desired estimate on
the dimension, it suffices to analyze the fibers of the map from Z{µj},{νj},{λj} to BunB.
Note, that if Z{µj},{νj},{λj} is non-empty, then none of the λj’s can be zero. Let us
denote by λ the element of Sym∞(ΛposG − 0) corresponding to the collection λ1, ..., λN .
We have a natural map of stacks:
φ : Z{µj},{νj},{λj} → (XN −∆)× BunP ×
BunM
BunB(M) ≃ (X
N −∆)× BunB ,
that sends
((x1, ..., xN ),FP ,F
′
M , βM ,F
′
T , κ
′
M ) 7→ ((x1, ..., xN ),FP ,F
′′
T , κ
′′
M ),
where F′′T = F
′
T (Σ (λj − µj) · xj) and κ
′′
M is the unique map that makes the square
Lλˇ
F′T
κ′M
λˇ
−−−→ Uλˇ
F′My βMy
Lλˇ
F′′T
κ′′M
λˇ
−−−→ Uλˇ
FM
commute for each λˇ ∈ Λˇ+G.
Now, the map Z{µj},{νj},{λj} → BunB is a composition of the above map φ followed
by
(XN −∆)× BunB → BunB → X
λ × BunB
jλ−→ BunB .
Since the map (XN − ∆) → Xλ is e´tale and jλ is a locally closed embedding, it
suffices to analyze the fibers of φ. However, as in Sect. 3.3.7, we obtain that they
are isomorphic to Π
j
(Gr
νj
M ∩S
λj−µj
M ) and from Proposition 3.2.6 we obtain that their
dimension is ≤ Σ
j
〈νj + λj − µj , ρˇM 〉 = 〈λ+ |µ, ν|, ρˇM 〉, which is what we had to prove.
7.2. Composing Eisenstein series.
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7.2.1. At this point we are ready to prove the first part of Theorem 2.3.10, i.e. the
existence of the isomorphism of functors: EisGT ≃ Eis
G
M ◦Eis
M
T :
Proof. By definition, for S ∈ Sh(BunT ),
EisGM ◦Eis
M
T (S) ≃ p˜P !(q˜
∗
P (pM ! ◦ q
!∗
M (S))⊗ ICB˜unP
)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM ),
which, according to the projection formula, can be rewritten as
(p˜P ◦ p
′
M )!((qM ◦ q˜
′
P )
∗(S)⊗ C(IC
B˜unP
, ICBunB(M)))⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ).(8)
However, the maps p˜P ◦ p
′
M and p ◦ rP from B˜unB,P to BunG coincide and so do the
maps qM ◦ q˜
′
P and q ◦ rP from B˜unB,P to BunT . Hence, (8) can be identified, using
once again the projection formula, with
p!(q
∗(S)⊗ rP !(C(ICB˜unP
, ICBunB(M))))⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ),
which, by Theorem 7.1.6 is the same as
p!(q
∗(S)⊗ ICBunB )⊗ (Qℓ(
1
2
)[1])⊗−dim(BunT ) ≃ EisGT (S).
7.2.2. Now, we need to show that the constructed above isomorphism of functors
EisGT ≃ Eis
G
M ◦Eis
M
T is compatible with the action of Hecke functors. We will consider
the local Hecke functors, i.e. xHG, xHM and xHT , where x is some fixed point of X.
Consider the fiber product
x,∞B˜unB,P := x,∞B˜unP ×
BunM
x,∞BunB(M),
and for T1 ∈ Sh(x,∞B˜unP ), T2 ∈ Sh(x,∞BunB(M)) we set
C(T1,T2) := p
′
M
∗(T1)⊗ q˜
′
P
∗(T2)⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM ) ∈ Sh(x,∞B˜unB,P ).
Proposition 7.2.3. For S ∈ SphM there is a functorial isomorphism
kP ! ◦ C(xH
→
P,M(S,T1),T2) ≃ kP ! ◦ C(T1, xH
←
B(M),M (S,T2)).
Proof. Consider the fiber product
x,∞ZB,P := x,∞B˜unP ×
BunM
xHM ×
BunM
x,∞BunB(M).
It classifies the data of (FG,FM , κ˜P ,F
′
M , βM ,F
′
T , κ
′
M ), with (FG,FM , κ˜P ) ∈ x,∞B˜unP ,
(FM ,F
′
M , βM ) ∈ xHM and (F
′
M ,F
′
T , κ
′
M ) ∈ x,∞BunB(M). As in Sect. 4.1.2, there are
two projections h← and h→ from this stack to x,∞B˜unB,P that “forget” F
′
M and FM ,
respectively.
By applying the projection formula, we obtain that for S ∈ SphM , T1 ∈ Sh(x,∞B˜unP )
and T2 ∈ Sh(x,∞BunB(M)), kP ! ◦ C(xH
→
P,M(S,T1),T2) can be written as:
(kP ◦ h
→)!((p
′
M ◦ h
←)∗(T1)⊗ (q˜
′
P ◦ h
→)∗(T2)⊗ S
′),(9)
70 A. BRAVERMAN AND D. GAITSGORY
where S′ is the pull-back of (S⊠˜QℓBunM )
l ⊗ (Qℓ(
1
2)[1])
⊗−dim(BunM ) ∈ Sh(xHM ) under
the map x,∞ZB,P → xHM .
However, the maps kP ◦h
→ and kP ◦ h
← from x,∞ZB,P to x,∞BunB coincide. Hence,
(9) can be rewritten using the projection formula as
kP !(p
′
M
∗(T1)⊗ h
←
! ((q˜
′
P ◦ h
→)∗(T2)⊗ S
′)).
Moreover, it is easy to see that for any sheaf T′ on x,∞B˜unB,P
T′ ⊗ h←! ((q˜
′
P ◦ h
→)∗(T2)⊗ S
′) ≃ T′ ⊗ q˜′P
∗(xH
←
B(M),M (S,T2))⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM ),
and therefore, (9) can be identified with
kP !(p
′
M
∗(T1)⊗ q˜
′
P
∗(xH
←
B(M),M (S,T2)))⊗ (Qℓ(
1
2
)[1])⊗−dim(BunM ),
which is what we had to prove.
Observe now that we have the folowing natural isomorphisms of functors:
kP ◦ C(xH
?
P,G(S,T1),T2) ≃ xH
?
B,G(S, kP ! ◦ C(T1,T2)), S ∈ SphG and
kP ◦ C(T1, xH
?
B(M),T (S
′,T2)) ≃ xH
?
B,T (S
′, kP ! ◦ C(T1,T2)), S
′ ∈ SphT ,
where ?= either ← or →. It is easy to see that the above isomorphisms of functors are
compatible in the following way:
Lemma 7.2.4. For S ∈ SphG and T1 and T2 as above, the composition
xH
←
B,G(S, kP ! ◦ C(T1,T2))→ kP ! ◦ C(xH
←
P,G(S,T1),T2)
Theorem 4.1.5
−→
kP ! ◦ C(xH
→
P,M(gRes
G
M (S),T1),T2)
Proposition 7.2.3
−→ kP ! ◦ C(T1, xH
←
B(M),M (gRes
G
M (S),T2))
Theorem 4.1.5
−→ kP ! ◦ C(T1, xH
→
B(M),T (gRes
G
T (S),T2))→ xH
→
B,T (gRes
G
T (S), kP ! ◦ C(T1,T2))
equals
xH
←
B,G(S, kP ! ◦ C(T1,T2))
Theorem 4.1.5
−→ xH
→
B,T (gRes
G
T (S), kP ! ◦ C(T1,T2)).
This readily implies what we need. Let T be an object of Sh(BunT ). Then, as in the
proof of Theorem 2.3.7 given in Sect. 4.1.8, by taking T1 = ICB˜unP
, T2 = ICBunB(M) ,
each of the two isomorphisms of functors of Lemma 7.2.4 produces an isomorphism
xH
←
G (S,Eis
G
T (T)) ≃ Eis
G
T (xH
←
T (gRes
G
T (S),T)):
For the latter, this will be the isomorphism of Theorem 2.1.5 and for the former, this
will be the composition:
xH
←
G (S,Eis
G
T (T)) ≃ xH
←
G (S,Eis
G
M ◦Eis
M
T (T)) ≃ Eis
G
M (xH
←
M (gRes
G
M (S),Eis
M
T (T))) ≃
EisGM ◦Eis
M
T (xH
←
T (gRes
G
T (S),T)) ≃ Eis
G
T (xH
←
T (gRes
G
T (S),T)).
Thus, the assertion of Lemma 7.2.4 implies the second part of Theorem 2.3.10.
7.3. Computation in rank 1.
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7.3.1. From this moment on we will be concerned with the proof of Theorem 2.1.8.
Observe that Theorem 2.3.10 reduces the assertion of Theorem 2.1.8 to the case when
G is of semi-simple rank 1:
Indeed, by induction we may suppose that our element w is a simple reflection si
corresponding to i ∈ I, and according to Theorem 2.3.10 it is enough to construct an
isomorphism EisMiT (si ·S) ≃ Eis
Mi
T (S), whereMi is the corresponding sub-minimal Levi,
i.e. IMi = {i}.
Henceforth, G will be a reductive group of semi–simple rank 1. The (only) positive
root, fundamental weight and the non-trivial Weyl group elements will be denoted by αˇ,
ωˇ and σ, respectively. Note that the Weyl module Vωˇ is 2-dimensional and irreducible.
Recall that the isomorphism Eis(σ · S)
f.eq
−→ Eis(S) (for S ∈ Sh(BunT )
reg) should
depend on a specific choice of a lift of σ to N(Tˇ ). The isomorphism that we will
construct corresponds to the image of
(
0 1
−1 0
)
∈ SL(2) under the canonical map
SL(2) → Gˇ. If we multiply this element on the left by τ ∈ Tˇ , the corresponding
isomorphism must be multiplied by µ(τ) for S, which is concentrated on BunµT .
7.3.2. Consider the fiber product BunG,T := BunG ×
BunG/[G,G]
BunT . We will denote by
pG and pT the projections from BunG,T to BunG and BunT , respectively. The starting
point of our discussion is the following observation:
Proposition 7.3.3. For G as above, the stack BunB classifies triples (FG,FT , κ),
where (FG,FT ) ∈ BunG,T and κ is an injective (=non-zero) map L
ωˇ
FT
→ VωˇFG . In
particular, BunB is smooth.
Proof. Since ωˇ is the only fundamental weight, BunB is a evidently a closed substack in
the stack classifying triples (FG,FT , κ) as above. To show that this closed embedding is
an isomorphism, one has to show that any map κ satisfies the Plu¨cker relations, which
is evident.
To show that BunB is smooth we argue as follows: consider the algebraic stack Coh1
which classifies coherent sheaves on X of generic rank 1. It is known (cf. [19]) that
Coh1 is smooth.
We have a natural map BunB → Coh1, which sends a triple (FG,FT , κ) as above
to the quotient Vωˇ/ Im(κ). It is easy to see that this map is smooth, hence BunB is
smooth too.
Now, let Bun
r
B be the stack that classifies triples (FG,FT , κ), where (FG,FT ) ∈
BunG,T as before, but κ is allowed to be an arbitrary map L
ωˇ
FT
→ VωˇFG . We will denote
the natural projections from Bun
r
B to BunG and BunT by p
r and qr, respectively.
By construction, BunB is an open substack in Bun
r
B , which corresponds to non-zero
κ’s. The complement, i.e. the locus κ = 0 projects isomorphically onto BunG,T .
For S ∈ Sh(BunT ), we define its renormalized Eisenstein series as
Eisr(S) := pr! ◦ q
r∗(S)⊗ (Qℓ(
1
2
)[1])⊗?,
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where ? equals g − 1 + 〈µ, ρˇ〉 over the µ-th connected component of BunT .
Note that the map pr is non-representable, since BunT is a stack and not a scheme.
Therefore, Eisr takes values not in Sh(BunG), but rather in the corresponding “un-
bounded on the left” derived category.
Proposition 7.3.4. For S ∈ Sh(BunT )
reg, there is a canonical isomorphism Eis(S) ≃
Eisr(S).
Proof. By construction, we have a natural map Eis(S) → Eisr(S), which corresponds
to the open embedding BunB →֒ Bun
r
B. Its cone is by definition pG! ◦ p
∗
T (S). How-
ever,the latter complex is the same as the pull-back under BunG → BunG/[G,G] of
f!(S)⊗ (Qℓ(
1
2)[1])
⊗? (cf. Sect. 2.1.7). This implies our assertion.
Therefore, in order to construct an isomorphism Eis(σ · S)
f.eq
−→ Eis(S) for an object
S ∈ Sh(BunT )
reg, it suffuces to construct a functorial isomorphism
Eisr(σ · S)→ Eisr(S), ∀S ∈ Sh(BunT ).(10)
This will be done in the following general set-up:
7.3.5. Let Y be a stack and let E0 and E1 be two locally free coherent sheaves on Y and
let f : E0 → E1 be a map between them; we will regard E0 → E1 as a length–2 complex
on Y; let χ(E) be its Euler characteristic, i.e. χ(E) = rk(E0)− rk(E1). We will denote
by E∗ the dual complex, in other words, E∗ corresponds to the adjoint map E∗1
f∗
→ E∗0.
Let KE denote the following object of Sh(Y): we can regard E0 and E1 as group–
schemes over Y, and let h0(E) ⊂ E0 denote the group–scheme–theoretic kernel of f .
Then KE is the !-direct image of Qℓh0(E) on Y tensored by (Qℓ(
1
2 )[1])
⊗χ(E).
Lemma 7.3.6. Under the above circumstances, there is a canonical isomorphism
KE
eqE−→ KE∗.
Proof. Indeed, 6 let us consider the fiber product E0 ×
Y
E∗1. We have the evaluatuion
map E0 ×
Y
E∗1 → A
1 and let us denote by Ψ the pull-back of the Artin-Schreier sheaf on
A1 under this map, tensored by (Qℓ(
1
2)[1])
rk(E0) ⊠ (Qℓ(
1
2 )[1])
rk(E∗1).
To construct the isomorphism eqE, it is enough to show that both KE and KE∗ can
be canonically identified with the !–direct image of Ψ under the projection E0×
Y
E∗1 → Y.
However, the !-direct image of Ψ under the projection E0 ×
Y
E∗1 → E0 is evidently
isomorphic to (Qℓ(
1
2 )[1])
⊗χ(E)
h0(E)
and hence is further push-forward onto Y can be identified
with KE. The assertion for KE∗ follows by symmetry.
The following properties of the isomorphism eqE follow from the construction:
6The construction described below is due to V. Drinfeld.
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Lemma 7.3.7. (a) The composition eqE∗ ◦ eqE : KE → KE is the identity map.
(b) Let f ′ : E′0 → E
′
1 be another 2–complex consisting of locally free sheaves and let
(E0
f
→ E1) → (E
′
0
f ′
→ E′1) be a quasi-isomorphism. Then there are canonical iso-
morphisms h0(E) ≃ h0(E′) and h0(E∗) ≃ h0(E′∗) and eqE coincides with eqE′ up to
(−1)rk(E1)−rk(E
′
1).
7.3.8. We will apply the above discussion to Y = BunG,T . First, let us consider the
2-dimensional vector bundle M over X ×BunG,T , whose fiber over (FG,FT ) ∈ BunG,T
is Hom(LωˇFT ,V
ωˇ
FG
). Set E to be the derived direct image of M with respect to the
projection X × BunG,T → BunG,T .
It is clear that locally on BunG,T , we can E represent by a 2–complex E0 → E1 of
vector bundles with a fixed parity of rk(E1): Indeed, let y ∈ X be an arbitrary point
and let n be a large postive integer. Let Sy,n be an open substack of BunG,T which
corresponds to those (FG,FT ) for which Ext
1(Lωˇ
FT
,Vωˇ
FG
(n · y)) = 0.
Then over a point (FG,FT ) ∈ Sy,n we set
E0 = Hom(L
ωˇ
FT
,VωˇFG(n · y)) and E1 = Hom(L
ωˇ
FT
,VωˇFG(n · y)/V
ωˇ
FG
).
Thus, we obtained a correctly defined object KE ∈ Sh(BunG,T ). It is easy to see
that h0(E) ≃ Bun
r
B and hence KE is the kernel of the renormalized Eisenstein series
functor Eisr, i.e.
Eisr(S) ≃ pG!(p
∗
T (S)⊗KE).
Consider now the action of the involution σ· on BunG,T . We obtain from Lemma 7.3.6
and Lemma 7.3.7(b) that in order to construct the isomorphism of (10), it suffices to
show that σ · KE ≃ KE∗ . For that, by Serre’s duality, it suffices to show that over
X × BunG,T
σ ·M ≃ M∗ ⊗ (ΩX ⊠ OBunG,T ),
where M∗ is the dual of M.
By definition, the fiber of σ ·M over (FG,FT ) ∈ BunG,T is
Hom(Lωˇ−αˇ
FT
⊗Ω−1X ,V
ωˇ
FG
) ≃ Hom(L−ωˇ
FT
,L−2ωˇ+αˇ
FT
⊗ VFG ⊗ ΩX).
However, since dim(Vωˇ) = 2, VωˇFG ≃ (V
ωˇ
FG
)∗ ⊗ det(VωˇFG) ≃ (V
ωˇ
FG
)∗ ⊗ L2ωˇ−αˇ
FT
.
Therefore, the above fiber of σ ·M can be identified with Hom((Lωˇ
FT
)∗, (Vωˇ
FG
)∗⊗ΩX),
which is what we had to show.
7.3.9. The above construction yields an isomorphism of functors Eis(σ ·S)
f.eq′
−→ Eis(S).
Our task now is to modify it in such a way that it becomes compatible with the
isomorphism of Theorem 2.1.5 in the sense of Sect. 2.1.9 for the specified above choice
of a lifting of σ to N(Tˇ ).
Remark. There is another way to obtain the functional equation isomorphism, using
the geometric analog of the Whittaker model (cf. [14]). By comparing the two, one
can show that the isomorphism f.eq′ that we constructed corresponds to the element(
0 1
−1 0
)
· ǫ ∈ SL(2), where ǫ = ±1, depending on the genus of X.
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Let us first consider the case of G = GL(2), in which case the Langlands dual group
is GL(2) as well. For two integers d1, d2, we will denote by (d1, d2) the corresponding
coweight of GL(2).
Proposition 7.3.10. For S ∈ Sh(BunµT ) with µ = (d1, d2), there is a functorial iso-
morphism H
(1,0)
G (Eis
r(S)) ≃ Eisr(H
(1,0)
T (S))⊕ Eis
r(H
(0,1)
T (S)), such that:
(a) For S ∈ Sh(BunT )
reg, it coincides with the isomorphism of Theorem 2.1.5.
(b) The square
xH
(1,0)
G (Eis
r(σ · S)) −−−→ Eisr(σ · (xH
(1,0)
T (S))) ⊕ Eis
r(σ · (xH
(0,1)
T (S)))
f.eq′
y −f.eq′·ǫ(d1,d2)⊕f.eq′·ǫ(d1,d2)y
xH
(1,0)
G (Eis
r(S)) −−−→ Eisr(xH
(1,0)
T (S)) ⊕ Eis
r(xH
(0,1)
T (S))
commutes, where ǫ(d1, d2) = ±1. Moreover, ǫ(d1 + d, d2 + d) = ǫ(d1, d2).
Proof. Consider the fiber product Z := xH
(1,0)
G ×
BunG
Bun
r
B , where xH
(1,0)
G → BunG is the
map h→G . By definition, this stack classifies quintuples (M,M
′,L′, κ′, β), where M,M′
are rank 2-bundles, β : M′ →֒ M is an embedding of coherent sheaves such that M/M′
is a skyscraper sheaf at x, L′ is a line bundle and κ′ : L′ → M′ is an arbitrary map.
We have a natural map φ : Z → Bun
r
B , which sends a quintuple (M,M
′,L′, κ′, β) as
above to (M,L, κ), where L = L′ and κ is the composition
L = L′ → M′ → M.
Let x,≥(1,−1)Bun
r
B ⊂ Bun
r
B we the closed substack of Bun
r
B , which corresponds to
triples (M,L, κ) such that κ : L → M(−x). To prove point (a) of the proposition, it is
enough to show that
φ!(QℓZ) ≃ QℓBunrB ⊕Qℓx,≥(1,−1)Bun
r
B
(−1)[−2].
Remark. If we knew that QℓBunrB
is ICBunrB
up to cohomological shift and Tate’s twist,
the last asserion would be obvious from the decomposition theorem (cf. below). Since
the latter fact is not in general true, we have to proceed differently.
Take y 6= x and let Sy,n ⊂ BunG,T be as above. Let f : E0 → E1 be as above as well,
and let δE1 be the constant sheaf on the 0-section of E1. Consider ZE0 := xH
(1,0)
G ×
BunG
E0;
as above, we have a natural map φE0 : ZE0 → E0. Let x,≥(1,−1)E0 ⊂ E0 be the closed
substack that classifies triples (L,M,L → M(n · y)), for which Im(L) ⊂ M(n · y − x).
It is clear that over the open subset E0− x,≥(1,−1)E0, the map φE0 is an isomorphism
and over x,≥(1,−1)E0 this is a fibration with the typical fiber P
1. Since E0 is smooth,
from the decomposition theorem we obtain that
φE0 !(QℓZE0
) ≃ QℓE0 ⊕Qℓx,≥(1,−1)E0(−1)[−2].
By construction, QℓBunrB
≃ QℓE0 ⊗ f
∗(δE1). Moreover, since x 6= y, E1 does not
”distinguish” between M and M′ and we obatin:
φ!(QℓZ) ≃ φE0 !(QℓZE0
)⊗ f∗(δE1).
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Therefore,
φ!(QℓZ) ≃ QℓE0 ⊗ f
∗(δE1)⊕Qℓx,≥(1,−1)E0(−1)[−2] ⊗ f
∗(δE1) ≃
QℓBunrB
⊕Qℓ
x,≥(1,−1)Bun
r
B
(−1)[−2],
which is what we had to prove.
The finishes the proof of point (a) of the proposition. Point (b) is a tedious but
straightforward verification, which we omit.
Now, for our group G let µ 7→ d(µ) be the map Λ → ΛG/Z(G) ≃ Z. Let us choose
a function ǫ′ : Z → ±1, so that ǫ′(d + 1) · ǫ′(d) = ǫ(d, 0), where ǫ is as in the above
proposition. We set the functional equation isomorphism Eis(σ · S)
f.eq
−→ Eis(S) to be
f.eq′ · ǫ′(d(µ)) for S ∈ Sh(BunµT ). Let us show that it satifies the required compatibility
condition with respect to the isomorphism of Theorem 2.1.5.
First, let us observe that if G1 → G2 is an embedding of groups whose cokernel is a
torus, then the statement that we have to check for G1 follows from that for G2. It is
easy to see that any G with [G,G] ≃ SL(2) can be embedded into a product of GL(2)
and a torus. This allows to replace our initial G by GL(2).
For GL(2) every irreducible module V over the Langlands dual group can be embed-
ded into a tensor power of the tautologiocal representation V (1,0) times a 1-dimensional
representation. Now, since the isomorphism of Theorem 2.1.5 is compatible with ten-
sor products of Gˇ-representaions and is evident for 1-dimensional representations, it
suffices to treat the case of the Hecke functor H
(1,0)
GL(2). In the latter case the assertion
follows from Lemma 7.3.10.
Appendix
In this Appendix we will prove Proposition 2.2.9. The proof presented below is a
variant of an argument that was explained to us by G. Prasad.
Let Gˇ be a connected reductive algebraic group over an algebraically closed field of
characteristic 0 and let Tˇ be a Cartan subgroup of Gˇ. Denote by N(Tˇ ) the normalizer
of Tˇ in Gˇ. Suppose that we are given a closed subgroup Γ ⊂ Tˇ and and element F ∈ Gˇ
such that F normalizes Γ. Let Γ˜ be the minimal closed subgroup of Gˇ which contains
Γ and F .
Theorem A.1. Assume that Γ˜ is irreducible, i.e. there is no proper parabolic subgroup
Pˇ in Gˇ such that Γ˜ ⊂ Pˇ . Then
(a) For every root αˇ : Tˇ → Gm, the restriction of αˇ to Γ is not identically equal to 1.
(b) F normalizes Tˇ .
Proposition A.2. Let Z denote the centralizer of Γ and let Z0 denote the connected
component of the identity in Z. Then Z0 is commutative.
Let us show first that the above proposition imples the Theorem A.1.
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Proof. Assume that (a) does not hold, i.e. that there exists a root αˇ of Gˇ such that
αˇ|Γ = 1. Let pαˇ : SL(2) → Gˇ denote the corresponding map. Then it is easy to see
that Γ commutes with the image of pαˇ. Hence Z
0 contains Im(pαˇ) and therefore it is
not commutative.
To prove (b) let us note that Tˇ ⊂ Z0. Hence, if Z0 is commutative, it follows that
Z0 = Tˇ . On the other hand, F clearly normalizes Z0. Hence F ∈ N(Tˇ ).
Now let us prove Proposition A.2. The proof will use the following well-known
lemma:
Lemma A.3. Let H be an algebraic group (over an algebraically closed field of char-
acteristic zero) and let σ be an automorphism of H. Then there exists a σ–stable Borel
subgroup in H.
Proof. (of Proposition A.2.)
Assume that Z0 is not commutative. Let z denote its Lie algebra. We claim that
there exists a nilpotent element n ∈ z, n 6= 0, such that adF (n) = c · n for a scalar c.
Indeed, adF defines an automorphism of Z
0 (it is obvious that Z and hence also
Z0 is normalized by F ). Therefore, the above lemma shows that there exists a Borel
subgroup BZ0 ⊂ Z
0, which is normalized by F . Let bZ0 be its Lie algebra and let
nZ0 ⊂ bZ0 be the nilpotent radical of this Lie algebra. Then nZ0 is also normalized by
F . We choose n ∈ nZ0 to be an eigenvector of adF .
Thus, let n ∈ z be as above. It is well-known that to every nilpotent element n in gˇ
one can canonically associate a parabolic subgroup Pˇn in Gˇ. The subgroup Pˇn can be
uniquely characterized in the following way:
Let pˇn ⊂ gˇ be the Lie algebra of Pˇn. Fix a homomorphism p : sl(2) → gˇ in such a
way that p
(
0 1
0 0
)
= n. Let gˇ =
⊕
i∈Z
gˇi be the weight decomposition of gˇ with respect
to the adjoint action of p(sl(2)). Then pˇn =
⊕
i≥0
gˇi.
On the one hand, the fact that n 6= 0 implies that Pˇn 6= Gˇ. On the other hand, since
n is an eigenvector of Γ˜ and the assignment n 7→ Pˇn is canonical, the group Pˇn is also
normalized by Γ˜. But as Pˇn is a parabolic subgroup in Gˇ, it follows that Γ˜ ⊂ Pˇn, which
is a contradiction.
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