Abstract-The problem of fast identification of continuous-time systems is formulated in the metric complexity theory setting. It is shown that the two key steps to achieving fast identification, i.e., optimal input design and optimal model selection, can be carried out independently when the true system belongs to a general a priori set. These two optimization problems can be reduced to standard Gel'fand and Kolmogorov n-width problems in metric complexity theory. It is shown that although arbitrarily accurate identification can be achieved on a small time interval by reducing the noise-signal ratio and designing the input carefully, identification speed is limited by the metric complexity of the a priori uncertainty set when the noise/signal ratio is fixed.
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I. INTRODUCTION
T HE ESSENTIAL property of an adaptive system is that it self-adjusts its parameters and structures to adapt to a changing environment, using the information collected while it is evolving. How well the system can adapt to the changing environment is limited by how quickly it can identify these changes. Therefore, fast identification is important to all adaptive systems.
Motivated by such adaptive control problems, we introduced the notion of identification speed in [11] and [31] for fast identification in discrete-time systems. In this paper we will study fast identification problems for continuoustime systems. Questions such as how well one can identify a continuous-time system on a finite time interval and what factors limit identification speed will be answered, independent of identification algorithms. The fast identification problems considered here can be rigorously formulated by using metric complexity theory. Time complexity and model complexity of an identification scheme will be related to standard notions in metric complexity theory, such as Gel'fand -width and Kolmogorov -width.
An identification scheme can be generically divided into two stages: information acquisition and information processing. In the first stage, an input-output experiment is carried out and input-output data is collected. The information contained in the data results in a reduction of uncertainty about the system. In the second stage, a representation of the available informa- tion is sought. For robust controller design, the information is most commonly represented by a nominal system with a surrounding ball in a suitable normed space, e.g., or To achieve fast identification, one should acquire information quickly in the first stage and process information promptly in the second stage.
To acquire information quickly in an identification experiment, an input should be designed to maximize the information contained in each output observation. To process information promptly, the simplest nominal model should be used to represent the true system to a given tolerance. It is shown in Section IV that the two procedures, input design and model selection, can be carried out independently. An input can be designed to maximize the information contained in output observations without considering which model structure will be used to represent the true system. Conversely, the simplest model structure can be selected on the basis of a priori information about the system, without considering which input will be used in the identification experiment.
The problem of optimal model selection from within the set of all affine models can be reduced to the standard Kolmogorov -width problem in metric complexity theory. The optimal affine models for typical classes of systems in both discretetime and continuous-time have been derived in [29] , [14] , and [10] .
The optimal input design problem in the discrete-time case has been studied in [31] in a framework of metric complexity. It is shown that the best achievable worst case uncertainty with consecutive observations, termed "time -width," is always bounded below by the Gel'fand -width of the a priori uncertainty set. This minimum uncertainty coincides with the Gel'fand -width in many important cases. Optimal inputs and suboptimal input ensembles have also been derived [11] , [22] , [24] , [7] .
Optimal input design for continuous-time system identification is different from its discrete-time counterpart. On a continuous-time interval, it is possible to collect an unlimited amount of sampled data, provided the sampling can be made arbitrarily fast. However, it remains unclear whether arbitrarily accurate identification can be achieved on the basis of this large amount of data. In Section VI, it is shown that in the noise-free case, one can identify a stable continuous-time linear timeinvariant (LTI) system exactly on an arbitrarily short time interval, provided the entire segment of the output on the interval is available and the input is chosen properly. Here, the only a priori information is that the system is boundedinput/bounded-output (BIBO) stable. No structural information 0018-9286/99$10.00 © 1999 IEEE or quantitative information about the system is required. A logarithmic integral condition on the inputs involved is obtained via quasi-analyticity theory.
However, in such a case, accurate identification becomes impossible when the measurements are even slightly corrupted by noise. Similarly, a posteriori uncertainty can be large if the available measurements of the output are only samples on an interval, rather than the entire interval. An example is given in this paper for which the a posteriori worst case uncertainty is the same as the a priori uncertainty, no matter how fast the sampling is. Nevertheless, it is shown in Section VII that, if the system is known to be in a compact set (in either the norm or norm), then it can be identified to arbitrary accuracy provided there are enough sampling points in an interval in which the noise/signal ratio is small enough.
With the above results in mind, one can ask a fundamental question concerning the speed of identification: Is the length of the observation interval still a limiting factor in identification? The answer to these questions is affirmative. It is shown in Section VIII that for a fixed noise level, even if the sampling rate is infinitely high, there is an irreducible uncertainty whenever the a priori uncertainty set contains a smooth subset (e.g., a set of low pass functions) of positive Gel'fand -width. The shorter the observation interval, the larger the irreducible uncertainty.
Since identification speed is limited, accurate identification becomes impossible for systems in which the law governing the evolution of the uncertain elements is not time-invariant or slowly time-varying. This signifies that, in a certain sense, slowly time-varying systems are the most general ones for which an input-output theory is useful. Another implication is that adaptive controllers must be designed for sets of systems, i.e., must be robust, as we pointed out in [11] and [31] .
The rest of the paper is divided into two parts. The first part, Sections IV and V, formulates the problem and summarizes the main results. In Section IV, the problem of fast identification for continuous-time systems is formulated in the worst case identification setting. In Section V, we first reduce this problem to two separate optimization problems: optimal input design and optimal model selection. Then the results on optimal input design are summarized in Section V-B. In Section V-C, the optimal affine model selection problem is shown to be equivalent to the Kolmogorov -width problem. The second part, Sections VI-VIII, delineates results on optimal identification speed and the limit on it in terms of the metric complexity of the a priori uncertainty sets. A classic example [29] is used to demonstrate the results throughout the paper.
II. PREVIOUS RESULTS
To study the model complexity issues in system control and identification, Zames introduced the concepts of -net and -dimension in the Kolmogorov sense [29] . The notion of identification -widths as measures of identification speed was introduced in [11] and [31] for discrete-time systems. Their relation with Gel'fand -width and their estimates for a class of data sets were given. Metric complexity of some data sets are also studied in [14] and [27] in the context of control. The books by Vitushkin [25] and Pinkus [20] are good references on metric complexity theory.
The time complexity of worst case identification of discretetime systems was also studied by Poolla and Tikku [22] , Kacewicz and Milanese [7] , and Dahleh et al. [3] . They showed that in the case where the observations are subject to unknown but bounded noise, the number of samples needed to identify a system of impulse response of length is of the order Tse et al. [24] studied the limitation of worst case identification in the asymptotic case. Reference [19] is a good reference for more recent results on this subject.
Worst case identification has been studied quite intensively in the past few years. Milanese is one of the first researchers in recognizing the importance of this subject. He and his colleagues introduced the problem of set-membership identification [18] , [17] , [16] . Within the framework of -frequency domain identification introduced in [6] , many efficient algorithms have been developed [5] , [15] , [2] . In a more general setting, to relate identification to robust control in a direct manner, many interesting results have been reported, including [26] , [9] , [1] , [4] , and [21] .
Model selection and input design problems in the stochastic setting have been studied by many people. References can be found in the classic books by Rissanen [23] and Ljung [13] .
Portions of the present paper originally appeared in [12] and [10] . The admissible input signals are those in the unit ball of denoted by The system with impulse response acts on an input in the following convolution form: (1) where is the measurement noise. This relation may be written in a compact form as Given the a priori information that the true kernel (or impulse response) lies in a set and the noise lies in a set identification is concerned with estimating the kernel from observations on input and output and will be assumed to satisfy the following conditions:
Assumption 1: and are convex symmetric (i.e., and ) subsets of and respectively. In general, is a set containing infinite-dimensional systems.
Example 2.1: Let be the set considered in [29] , i.e., for and (2) for and (3) where is the Fourier transform of It can be shown that satisfies Assumption 1. A typical noise set satisfying Assumption 1 is the -ball of Given an input in the objective of identification is to estimate the system from the noise-corrupted observations of the output at sample points , , in the time interval where is the sampling frequency and is the number of sampling points in the interval, the smallest integer strictly greater than In the identification problems considered in this paper, it will be shown that input excitation prior to the starting time of output observation can potentially speed up identification. The relation between prior excitation and identification speed turns out to be a very challenging issue and will be investigated in this paper. As a result, we will assume that the input on can be selected by the designer, and hence known. In practice, if the input on for some time is bounded, but cannot be manipulated and unknown, then an estimate of can be constructed on by setting on and equal to an arbitrary bounded function on
The output can be seen as being generated by with an additional noise
Since the estimation error is zero on and the system is BIBO stable, the additional noise term on the output observation is bounded and tends to zero as tends to infinity. In fact this additional noise term is due to the unknown initial condition of the system at time when input starts being observed or designed.
On the basis of these observations, , , the location of the true kernel, is narrowed down from the a priori data set to a smaller a posteriori set, for some for (5) depends on input , and the output observations.
For robust controller design, it is desirable to represent the true system by a nominal system (i.e., an estimate) and describe the uncertainty by the distance between the nominal and the true system. Since all the systems in are consistent with the a priori information and the observations, the worst case error between an estimate and the true system in the norm is (6) The true system can be represented by the estimate and a ball centered at with radius We call this a nominal-ball type representation.
To obtain the most accurate nominal-ball-type representation of the system with the available information, it has been suggested (e.g., in [24] ) that the nominal system should be chosen to minimize the above worst case error
For such an optimally chosen estimated kernel, the minimum error is (7) Although an algorithm based on this choice would give the most accurate nominal-ball type representation of the available information, it is in general impossible to implement, as the set of possible nominals, is infinite dimensional. An infinite number of parameters might have to be identified to determine the nominal system or to represent it.
To achieve fast identification, we minimize the identification error in (6) by choosing an estimate in a finite parameter model set, such as a finite-dimensional subspace of an ARMA model, or a state space model. Then, an algorithm only needs to identify and store a finite number of parameters. Definition 2.1: A subset of is called an -parameter model set if it is in the range of a mapping from to the set of real functions on If an -parameter set is chosen to be the model set, the minimum identification error becomes (8) This minimum error depends on the output observation which in turn depends on the true system and the true disturbance as which, however, are not known beforehand. To study the effects of the input and the model set on the identification, we consider the worst case identification error (9) as a function of the input and the model set.
For a fixed input, the worst case identification error also depends on the location of the observation interval If the probing capability of the input is not persistent, one may obtain more information on one interval than another of the same length. In the case where the identified model is to be continuously updated on the basis of data from the recent past, as in adaptive control, we consider the worst case of the identification error over all shifts of the observation interval relative to the input (10) which is a shift-invariant quantity. We call it the shift-invariant worst case identification error. Obviously, and are the two key quantities we will study in this paper. They are the identification errors given by the input and model set pair when the observations are constrained on an interval of length They represent the speed of an identification procedure. Clearly, to achieve fast identification, the model set and input have to be designed properly to minimize these errors.
V. MINIMUM IDENTIFICATION ERRORS AND METRIC COMPLEXITY

A. Separation of Input Design and Model Selection
To separate input design from model selection, we split the worst case identification error into two parts. The first part depends only on the input. For this we introduce the notion of inherent error (which is independent of the model set) (11) for for some (12) The second part will be called the representation error, which is defined as (13) It depends on the model set only. The next proposition gives upper and lower bounds on in terms of inherent and representation errors, with the lower bound being greater than one third of the upper bound.
Proposition 3.1: Under Assumption 1
Remark: The worst case identification error can be decomposed approximately into two terms, i.e., inherent error and representation error. The inherent error is generated in the information collecting stage of identification, due to lack of data and inaccurate measurements; it is irreducible no matter what identification algorithm is used in the second stage. The representation error is due to inaccurate representation of the a priori uncertainty set; it represents the loss of information in the information processing stage.
If a model set and an input are chosen to minimize the representation error and the inherent error, respectively, then the worst case identification error is within a factor of three of the optimal one. This implies that model selection and input design can be done independently without much loss of optimality. Moreover, the model selection is not affected by the experiment conditions, e.g., noise, observation interval, etc. Also, input design is independent of the model set. Nevertheless, the optimal model set and the optimal input, or the minimum representation and inherent errors obtained from these two independent procedures, are related as they are determined by the a priori set; see [10] for details.
Proof of Proposition 3.1: Since and by setting and we get
Since both and are symmetric around the origin, is also symmetric around the origin. Therefore, the optimal choice for is zero. This implies that (15) Since (16) combining (15) and (16), we get the lower bound in (14) .
To show the upper bound, assume Since by definition of such that (17) It follows that Since the above inequalities hold for all we have
It is a standard result [24] that if and are convex and symmetric around the origin, then (20) This gives us the desired upper bound.
It is easy to verify that (21) Similarly, the shift-invariant worst case identification error can be expressed in terms of shift-invariant inherent error (22) and the representation error. Proof: Take the supremum of the quantities in (14) over all
B. Minimum Inherent Errors
The best achievable inherent error over all admissible inputs in depends on the observation interval length the sampling rate the a priori uncertainty set, and the noise set
In the second part of the paper (Sections VI-VIII) we will investigate these dependencies in detail. Here, we give a brief description of the problems and conclusions.
For simplicity of analysis, we will assume that the noise set is an -ball in i.e., the assumption on noise is:
(In fact, the conclusions will hold as long as is contained in such an -ball.) To explicitly express the dependency of the inherent error and shift invariant inherent error on sampling rate and noise level we denote the inherent error by and the shift invariant inherent error by in the rest of the paper. In this case, the minimum inherent error is defined as (24) Similarly, the best achievable shift-invariant inherent error is defined as (25) In the limiting case where the output signal is available on the entire observation interval, the minimum inherent errors are denoted by and respectively. Obviously, and both functions are monotone decreasing in and increasing in
In [11] it is shown that in the discrete-time case, even with noise free measurements, it is impossible to identify a system in some a priori uncertainty sets absolutely accurately on a finite time interval. This conclusion naturally leads to the similar questions for continuous-time systems. (In fact, many colleagues did challenge the authors with these questions.) (26) This theorem indicates that a system can be identified absolutely accurately on an arbitrarily short time interval if the complete segment of the output is available and the system is known to be BIBO stable. A class of inputs characterized by a logarithmic integral condition can be used to achieve zero inherent errors. Here is an example of such an optimal input.
Example 3.1: Let be the binary expansion of Set (27) Let Then is an optimal input. The above results will not be of great interest if the minimum inherent errors and are not continuous at and simply because in practice a complete segment of the noise-free output is never available. This leads to the second set of questions which will be investigated in Section VII. The a priori uncertainty set given in Example 2.1 is compact in In fact it can be shown that even if is merely compact in the norm but still bounded in the norm, then the convergence still holds in Also, the order of the limits in (29) can be exchanged without affecting the results.
This theorem implies that one can identify a system arbitrarily accurately on any finite time interval by increasing the sampling rate and signal/noise ratio. With these results in mind, one may ask the following. (31) where is a smooth subset of and 1. Obviously, is also bounded below by the max in (31) . The fact that the lower bound on the minimum inherent errors is a monotone increasing function of the observation interval length in terms of the Gel'fand -widths implies that for a fixed sampling rate and signal-to-noise ratio, identification speed is limited by the metric complexity of the a priori uncertainty set. This lower bound is asymptotically accurate in the following sense. For all 
where is the a priori inherent error.
To illustrate this result, the lower bound on the optimal inherent errors is calculated for the a priori uncertainty set in Example 2.1. 
C. Optimal Affine Representation and Kolmogorov -Width
Generally speaking, model set optimization over allparameter models is a difficult problem. However, if we restrict models to affine models, i.e., finite dimensional subspaces of the problem is reduced to a standard optimization problem in metric complexity theory.
By the definition of representation error (13) where the infimum is taken over all -dimensional subspaces of If for some subspace of dimension at most then is said to be an optimal subspace for The optimal subspace gives the optimal -dimensional affine model for the uncertainty set
The Kolmogorov -width characterizes the representation complexity of an identification problem. The inverse function of was called the metric dimension function by Zames [29] and viewed as an appropriate measure of metric complexity of uncertainty sets in feedback systems. It is the dimension of the smallest subspace whose elements are capable of approximating arbitrary points of the a priori data set to a specified tolerance Estimates of Kolmogorov -width and -dimension have been computed for various sets of discrete and continuous-time systems [29] , [20] , [10] , [27] . for all This implies that 0 To show the existence of such inputs, we first derive a condition on input signals which enables us to identify a system exactly if the entire output on is known exactly. Then we will derive another condition on the inputs, using quasi-analyticity theory [8] , which enables us to recover the entire output from its values on any interval of positive length. Finally, we construct a class of bounded test inputs based on these results which allow exact identification on any interval. 
A. A Logarithmic Integral Condition
The next lemma gives a necessary and sufficient condition for a class to be quasi-analytic in terms of a logarithmic integral. The proof can be found in [8] . Using the logarithmic integral condition in (47), we can characterize a class of inputs which can identify any stable system exactly on an arbitrarily small interval. 
Since the spectrum of has positive measure, Lemma 4.1 implies that (55) Therefore,
B. A Class of Quasi-Analytic Inputs
It will be shown in this section that inputs satisfying the conditions specified in Theorem 4.1 can be generated by smoothing rich signals with a Gaussian filter. For this we need the following lemma. 
where is a constant. Therefore, for all there exists a constant such that Proposition 4.1: If the spectrum of has positive measure, and where then satisfies the condition of Theorem 4.1.
Proof: Since and does not vanish anywhere, the support of the spectrum of is the same as that of which is of positive measure. By Lemma 4.3, is infinitely differentiable and for some constant Now instead of going through the tedious procedure of checking that satisfies the logarithmic integral condition (50), we will show that functions in are in fact analytic in a region containing the real line, i.e., using a device from [8] . This will imply that is quasi-analytic. For an analytic function , implies that Therefore, by definition, is quasi-analytic. Since the logarithmic integral condition is also a necessary condition for a set to be quasi-analytic, quasianalyticity of will imply the satisfaction of the condition. Choose such that the autocorrelation function of (63) It is shown in [28, p. 151 ] that almost all satisfies this condition. Therefore (64) whose support has positive measure. By the above proposition and Theorem 4.1, if then . From this example, we get Theorem 3.1. It should be noted that even in the noise-free case, the fast identification problem discussed in this section is different from the realization problem in signal processing. In a realization problem one tries to construct a system model from certain sample data of the system, e.g., the frequency response of the system at set of frequencies. In a fast identification problem, one has to design a "rich" input so that the output signal contains enough information on a short time interval for system reconstruction. In this section, we characterized a class of such inputs by using a logarithmic integral condition.
VII. ARBITRARILY ACCURATE IDENTIFICATION ON A FINITE INTERVAL
In the proof of Theorem 4.1, we exploited the fact that in the noise-free case, if the input is infinitely differentiable then the measured output is also infinitely differentiable; if the output equals zero on an interval, then the th derivative of the output is zero at the center of the interval, for all This will not be true when the output is even slightly corrupted by noise. Therefore, the questions raised in Problem 2 of Section V-B arise: is Problem 1 well posed, i.e., given any interval, is it possible to identify a system arbitrarily accurately if the sampling rate and signal/noise ratio are sufficiently high?
Generally speaking, may not be zero even when Example 3.2, derived from Proposition 6.1 in the next section, shows this clearly. However, as shown in the following, the limit converges to zero 
A. A Lower Bound on the Optimal Inherent Error
When the sampling rate is finite, the optimal inherent error is bounded below by the Gel'fand -width in a way similar to that in the discrete-time case.
Proposition 6.1: If there exists such that for all then
where Remark: The hypothesis of the proposition is automatically satisfied when This proposition shows that for a fixed sampling rate the optimal inherent error is bounded below by a quantity related to the metric complexity of When has a positive Gel'fand -width, there is an irreducible uncertainty even when the noise is zero.
Proof: For define functions by setting for It will be shown later that under the hypotheses of the proposition, there exists a subspace containing the a priori uncertainty set and with the property that, for each the integral defines a linear functional bounded in the norm on Now, let be the space consisting of those which lie in the intersection of the null spaces of the functionals determined by the is a subspace of codimension in As is by definition an infimum over all spaces of codimension (84) Since (84) holds for all the infimum of the left side of (84) over satisfies
Now, using the fact that every bounded linear functional on can be extended to a bounded linear functional on with preservation of norm (by the Hahn-Banach theorem) it is not hard to show that [20] . The proposition follows.
It remains to show the existence of such a subspace Let for some
As is a convex set which contains the origin, is a subspace. Because the dual of defines a linear functional on bounded in the norm. Since for all by hypothesis
Therefore, the functional on defined by is also bounded in the norm, and has the properties claimed.
Next, we will show that when measurements are corrupted by additive noise, there is an irreducible uncertainty even when the sampling rate is infinitely high. Moreover, the irreducible uncertainty is large when the observation interval is short. This uncertainty is again expressed in terms of the Gel'fandwidth. For this, we need to study the smooth subsets of a notion introduced in Definition 3.2. The proof is completed by noticing that the above inequalities hold for all smooth subsets of This proposition shows that for a fixed noise level the optimal inherent error is bounded below by the Gel'fandwidths of the smooth subsets of Since the Gel'fand -width is large when is small and is proportional to the length of the observation interval, the optimal inherent error can be quite large if the observation interval is short, no matter how fast the sampling. This coincides with the well known fact that it is impossible to estimate the low frequency components of a signal on a short time interval. On the other hand, by Proposition 6.1
where Applying (100) with and we get
Combining (101) and (103), we get the desired lower bound for
IX. CONCLUSIONS
Performance of an adaptive control system depends on the speed of identification. A fast identification problem for continuous-time systems is formulated in an algorithmindependent manner in this paper. Input design and model selection are two key steps to achieving fast identification. It is shown that in the worst case identification framework, optimal input design and optimal model selection can be carried out independently. Each can be related to a standard optimization problem in metric complexity theory.
The problem of optimal input design is investigated in detail in this paper. Three main results are obtained: 1) in the noisefree case, uncertainty of a LTI BIBO stable system can be reduced to zero on an arbitrarily short output observation interval by using a quasi-analytic input; 2) if the system is known to be in a compact subset of arbitrarily accurate identification can be achieved on an interval with such quasianalytic inputs by increasing sampling rate and signal/noise ratio; and 3) for a fixed sampling rate and signal/noise ratio, an asymptotically accurate lower bound on the minimum achievable identification error is given in terms of Gel'fand -width, which indicates that the optimal identification speed is limited by the metric complexity of the a priori uncertainty set. A classic example has been worked out to illustrate the significance of the results.
The results in this paper establish a link between identification and metric complexity theory and hence pave the way for an information-based robust adaptive control theory, where information is quantified by reduction of metric complexity of the unknown system. At the same time, they provide a benchmark to which a class of worst case robust identification algorithms can be compared. Although these results cannot be directly extended to multi-input/multi-output (MIMO) systems, the framework set up in this paper is general enough to cover the study of fast identification of LTI MIMO systems. 
