This study examines why monetary policy at the national level can have vastly different effects on appreciation rates of single family houses across metropolitan statistical areas (MSAs). The study employs Case/Shiller monthly house price index data for 19 MSAs from 1992:06 to 2014:12 and FHFA quarterly house price index data for 94 MSAs from 1992:3 to 2014:4. We model the importance of MSA-specific demand and supply characteristics through a set of interaction terms between these factors and monetary policy. The empirical analysis is cast in terms of a state-space approach with a stochastic trend component to absorb the impact of omitted variables. Robustness checks use panel data estimators with interaction terms. A lower federal funds rate is associated with home price run-ups in MSAs that are characterized by higher demand and tighter supply conditions. Keywords: House price inflation; demand and supply factors; federal funds rate; monetary policy; state-space models. We model the importance of MSA-specific demand and supply characteristics through a set of interaction terms between these factors and monetary policy. The empirical analysis is cast in terms of a state-space approach with a stochastic trend component to absorb the impact of omitted variables. Robustness checks use panel data estimators with interaction terms. A lower federal funds rate is associated with home price run-ups in MSAs that are characterized by higher demand and tighter supply conditions.
Introduction
The run-up in house prices prior to 2006 was far from evenly distributed across the U.S. Some states and MSAs experienced unprecedented boom times; others were much less affected. 1 Why did we see so very different house price inflation rates across MSAs when all MSAs are subject to the same federal funds rate in a highly integrated financial market? 2 The key point of this study is to show empirically that the vast differences in home price inflation rates experienced at the MSA level, especially prior to 2006, can be tied to differences in local demand and supply conditions that systematically and predictably cause monetary policy to have rather different consequences at the local level. 3 We first discuss the demand and supply channels through which monetary policy might affect residential house prices. This helps to clarify how local demand and supply conditions can influence the impact of national interest rate policies at the MSA level. We then provide a novel estimation approach that consists of two independent components, a state-space modeling framework and interaction terms between a time-varying national policy variable, the federal funds rate, and largely time-invariant MSA-level characteristics, such as the percentage of undevelopable land.
The interaction terms explicitly incorporate into the estimates characteristics of the MSAs that would ordinarily be captured implicitly by MSA-level fixed effects in a typical panel data set-up.
The interaction terms allow for a weighted impact of the national policy on individual MSAs without requiring MSA-level variables to be available as continuous time series. This is significant from a 1 Wheaton and Nechayev (2008) report that real home prices increased by 74% in Boston, 10% in Los Angeles, 11% in Chicago and decreased by 21% in Dallas and by 38% in Houston from 1980Q1 to 1998Q4. In contrast, from 1999Q1 to 2005Q4 the increases were 83% in Boston, 123% in Los Angeles, 42% in Chicago, but only 12% and 19% in Dallas and Houston, respectively. See also Glaeser, Gyourko, and Saks (2005) who argue that the dispersion in housing prices has increased substantially since 1970, and mainly in the upper tail of the house price distribution.
2 For instance, Landier, Sraer, and Thesmar (2013) document increasing correlation of house price growth across U.S. states due to geographic integration of banking markets. However, the level of price changes differ significantly among local housing markets. Similarily, Kallberg, Crocker, and Pasquariello (2013) as well as Cotter, Gabriel, and Roll (2015) find that comovements among 14 MSAs significantly increased from 1992 to 2008. They attribute this increase to underlying systematic real and financial factors, which are responsible for greater fundamental integration of those markets. 3 The mid-2000s U.S. episode of rapidly rising house prices was closely related to aggressive mortgage lending practices and relaxed mortgage requirements (Pavlov and Wachter, 2010 ; Dell'Ariccia, Igan, and Laeven, 2009). The traditional banking model became less profitable and the banking system transformed from "originate and hold" to "originate and distribute." At the same time, the supply of asset backed securities (ABS) and the demand for alternatives to insured deposits led to strong growth of the shadow banking system. In addition, capital requirements were effectively removed for investment banks in 2004 for their securitization business (Calomiris, 2010) . Fiscal policy interventions, in particular the Bush tax cuts, may also have had some effect on home prices. However, this study focuses on the impact of monetary policy and its interaction with house market related demand and supply drivers. Compared to the standard panel approach, we employ for estimation a state-space framework of the structural time series or unobserved component type, both in its univariate and multivariate setting. Relative to a panel estimator with deterministic time trends and other non-stochastic components, our approach allows for a far more flexible, data driven way to capture the impact of unobserved or unknown variables that may give rise to stochastic jumps or trends, which may significantly impact the estimates and policy conclusions if left in the residual term. Our results suggest that house price inflation rates react most vigorously to changes in the federal funds rate for MSAs with high population growth and a large percentage of undevelopable land. We show that our results are robust to different estimation approaches.
The remainder of the paper is organized as follows. In the next section, we provide a brief overview of the literature on the relationship between monetary policy and house prices, and the demand and supply conditions in local housing markets through which monetary policy influences house prices. Section 3 describes our identification strategy. Section 4 discusses our data. This is followed in section 5 by the estimation results and some robustness checks. Section 6 concludes.
Monetary Policy and House Prices: A Review
In one of the first studies on the economics of interest rates and housing Poterba (1984) argues that the relationship between rents and prices is determined by the costs of borrowing money. As a consequence, house prices can strongly react to changes in interest rates. Leamer (2007) emphasizes that attempts to control the business cycle need to focus on residential investment and that housing is an important channel through which monetary policy affects the economy directly or indirectly. 4 The user cost of capital is a direct channel through which monetary policy affects the housing market. As an important component of housing demand it consists of several factors and is defined as
where P h is the relative price for a new single-family home, i is the nominal mortgage rate, which is assumed to be deductable by the marginal tax rate t. The cost of capital decreases with the expected appreciation in house prices P e h and rises with house depreciation δ.
To show how the housing market responds to monetary policy, we refer to the structural model of the housing sector (see, e.g., DiPasquale and Wheaton (1994) and McCarthy and Peach (2002) ).
Note that this simple model only illustrates the proposed mechanism, but does not describe our empirical specification. The demand function expresses the relationship between the equilibrium house price P d * h and the current stock of housing S, permanent household income Inc, population
Pop, and the user cost of capital UC,
with the corresponding response parameters α 1 , α 4 < 0 and α 2 , α 3 > 0 . If additions to the housing stock (C ) are equal to its depreciation (δS), the housing stock is constant in the steady state, i.e. S = C − δS = 0. In such scenario, more economic activity and the accompanying increase in attractive job offers (and/or amenities) increases households' income, which, in turn, makes housing more affordable to them. Simultaneously, the regional economy might attract more people, which further increases the demand for housing. Both effects lead to an outward shift of the demand curve.
If the demand reacts strongly to changes in income (α 2 is large), house prices increase. This effect is reinforced by a decreasing user cost of capital due to a lower mortgage rate. Simultaneously, population growth drives up rents and a lower interest rate decreases the yield, which again leads to higher prices. Similarly, if stock is highly inelastic as a result of zoning restrictions or natural limitations, i.e. due to undevelopable land, house price inflation is more pronounced, when expansive monetary policy triggers higher demand.
The supply function mirrors the construction industry, where the house price represents the replacement costs of real estate,
with β 1 representing the minimum value per unit space that is required to get construction underway.
The higher the investment rate, C/S = S + δ, the stronger will be the increase in the housing stock, which causes house prices to decrease. By contrast, construction bottlenecks, land scarcity, or zoning restrictions limit the housing supply. Furthermore, construction costs (CC ) include costs for the production factors material, labor, and land. With increasing legal and natural building restrictions, new construction becomes less profitable. Amenities and regions of extraordinary high quality of life drive up land prices as well. Furthermore, higher short-term interest rates and the scarcity of construction financing will lower the level of construction, and thus, the housing stock.
Hence, if supply is inelastic and financing costs are high, the impact on house prices is reinforced,
i.e. either house prices increase to remain at a profitable level or supply does not increase. In equilibrium it must hold that P d * h = P s * h = P * h and the effect of interest rates on house prices is conditional upon regional demand and supply characteristics.
If a strong connection exists between interest rates and house prices, loose monetary policy may be tied to housing bubbles. This view is supported by Taylor (2007) We premise our analysis on the idea that expansionary monetary policy raises the demand for houses through at least two channels. First, a lower interest rate reduces the cost of financing a home.
Second, the increased availability of credit, which was a major component of the monetary easing after 2001, makes it easier to obtain financing at any interest rate. Rather than trying to determine which of those channels has been more important for the U.S., our focus is on the heterogeneity in the response to monetary expansion, and in particular on the economic reasons for the observed heterogeneity. Given that there has been very significant financial market integration (see Landier,
Sraer, and Thesmar, 2013), significant differences in house price inflation appear worthy of an explanation. Vansteenkiste (2007) and Saks (2008) have already shown the importance of land supply elasticities and some other factors. We expand on their work.
We contribute to the literature in several directions. First, we identify a number of local demand and supply factors that have not been used, for example by Saks (2008) , in the context of explaining the differences in house price appreciations across MSAs in response to a country wide change in monetary policy. This includes in particular factors that do not differ much or at all over time, but that vary widely across MSAs. Second, we expand our data set to after the economic crisis to capture not only the increase in house price inflation, but also its subsequent decrease. This should make our analysis more general as it covers several monetary expansions and contractions. Third,
we suggest an estimation methodology that allows us (a) to explicitly incorporate local demand and supply factors via interaction terms, and (b) to capture issues of non-stationarity, pre-existing trends and omitted variables via the specification of a flexible underlying stochastic trend in the context of a state-space estimation approach. Finally, we check our results with two different types of data sets on housing prices to confirm the plausibility of our results.
Identification Strategy
We propose to identify the reasons why MSAs responded so differently in terms of house price inflation to changes in monetary policy. We utilize both a univariate and a multivariate state-space model, in which we allow the federal funds rate to differ in its impact at the MSA level through a number of interaction terms with local demand and supply conditions that change little or not at all over time. We also provide a number of robustness checks using alternative, more traditional methodologies.
The choice of a state-space model has some advantages. First, it allows us to capture pre-existing trends that do not follow simple deterministic trend patterns of the linear or quadratic type with relative ease. Compared to cointegration methods, no formal pre-testing is needed and issues of unknown structural breaks do not typically weigh heavily on the results. The stochastic trend specification, which is a typical component of state-space models, is not only flexible enough to capture complicated underlying trends, it can also absorb the impact of variables that are unobserved and that result in unexpected jumps of the dependent variable. This is important because in trying to uncover the factors that drive local house price inflation rates one faces two problems that are not atypical for work with regional data: first, the economic theory is far from being fully developed, which makes it difficult to theoretically identify all relevant variables; second, variables that are known to play a role according to theoretical reasoning may not be available for every time period.
In either case, the impact of unobserved variables may show up in the residual terms of standard regression approaches and cause endogeneity issues. In the state-space modeling framework that we employ, the impact of these unobserved variables is largely captured by stochastic components, such as stochastic trends, that are explicitly estimated.
State-Space Modeling
We utilize two alternative state-space models, a univariate one and a multivariate one. We illustrate our basic estimation approach with the simplest possible multivariate set-up, a model with just one right-hand side variable x. The multivariate model is composed of two matrix equations, one for the observation equation, and one for the state equation. For time period t, the set of observation equations can be written as
where the dependent variable vector consists of observations on N different MSAs (i = 1, . . . , N ) for each time period t. The right-hand side decomposes the dependent variable into (i) an unobserved stochastic trend (µ t ) that is common to all N MSAs, 5 (ii) an exogenous policy variable that enters with lag k (x t−k ) and that is associated with N MSA-specific reaction coefficients, and (iii) an MSA-specific white-noise error term (w it ) with zero mean and constant variance.
The corresponding state equation identifies the evolution of the state variable µ t over time. We choose a simple random walk to represent µ t ,
where v t is a white-noise error term with zero mean and common variance across the N MSAs. The presence of µ t in Equation (1) removes any random-walk like trend from y or x. 6 Given that the dependent variable is an inflation rate, which is a variable without a persistent trend, a random walk specification for the stochastic trend µ t is likely to be sufficiently flexible. If we wanted to explain a variable with a highly persistent trend, such as house prices as opposed to house price inflation, a simple random walk would not be an appropriate specification, but a model with an explicit growth component would be required. These types of models typically add a slope or drift term to Equation (2) , which itself can evolve as a random walk. 7 We assume a separate variance R i with i = 1, . . . , N for each of the N MSAs in Equation (1), with all covariances set to zero, 8
where R i is the observation variance of MSA i. A much stricter assumption would be a variance that is identical across all N MSAs. The corresponding set of restrictions is easily tested with a likelihood ratio test. Because for all models in this study, this restriction is rejected, we will not further consider this case. The stochastic trend specified by Equation (2) is assumed to have a constant variance across time (Q), which is different from and uncorrelated with those of Equation (1),
The model consisting of Equations (1) through (4) implies that any non-random variation across
MSAs in the dependent variable that is tied to variable x is absorbed by the coefficient vector a in Equation (1) . Since the impact of common national trends and events are taken up by the stochastic trend µ t , any differences in the coefficient vector a across the N MSAs should be due to differences in conditions at the MSA level. Local conditions affecting the dependent variable across the N equations, but not moderated by the policy variable x t−k , enter through the error term w.
Local conditions may consist of a variety of demand and supply factors, some influencing the impact of x, others being independent of x ; some varying over time, while others showing little or no time variation. The focus of this paper is on those factors that influence the impact of x on y but that show little or no time variation. In a typical panel data framework these factors, which may differ widely across cross-section units, are accounted for by unit fixed effects, which are typically not made explicit. In Equation (1), we have a similar issue: we know that differences in the elements of the coefficient vector a across MSAs result from differences in local conditions, but Equation (1) does not explicitly reveal these factors. To make the local demand and supply factors visible, we amend Equation (1) with a set of interaction terms to identify the driving forces at the local level.
Consider for that purpose the following modification of Equation (1),
where we introduce interaction terms between variable x, measured at time t − k, and the elements of a matrix z consisting of N × p elements. In Equation (5), z consists of p different variables
We assume that each of the p variables varies across the N MSAs but not over time. 9 In contrast to Equation (1), the coefficient vector in front of variable x in Equation (5) consists of a single parameter (β) , which does not vary by MSA. The local variation in Equation (5) The multivariate model consisting of either Equations (1) to (4) or Equations (2) to (5) move from a multivariate model to a univariate model. Such a model could be specified as
. .
where variables x and z and the stochastic terms z and w have the same meaning as in Equation (5). 10 Variable x varies over time, but not by MSA; variables z j do not vary over time, but by MSA. What makes Equation (6) different from Equations (1) and (5) is the fact that the model is reduced from N equations to just one. In particular, the first T observations belong to MSA 1, the next T observations to MSA 2, and so forth. As in a common panel data format, the dependent variable consists of N stacked cross-sections, each with T observations, for a total of T × N observations. In the multivariate format, by contrast, the total number of observations equals T. The key difference between Equation (6) and a standard panel data set-up is the presence of a flexible, stochastic trend. 11 Equation (6) assumes a common variance for the stochastic trend µ t across all N cross-section units, which is the same assumption as that for the multivariate models. The stacking into one T × N vector increases the number of observations on which to estimate the variance parameter Q of Equation (2) by an order of magnitude. But it also adds the complication that the first time series value of µ t of cross-section unit j refers back to the last time series observation of cross-section unit j − 1 by the assumption that µ t follows a random walk. We address this complication by adding a deterministic time trend to Equation (6) . This time trend is a standard T × N vector with estimated parameter γ. It can be thought of as deterministically resetting the stochastic time trend at the beginning of each new cross-section. We note that, compared to the multivariate model consisting of Equations (2) to (5), the univariate model centered on Equation (6) contains only one estimated variance for the T × N error term w.
This is equivalent to the restriction
Robustness Checks
Given that the approach encapsulated by Equations (1), (5) and (6) is uncommon, we offer two sensitivity checks, which should corroborate the importance of the variables contained in z. As a first plausibility check, we estimate the model made up by Equations (1) to (4) and analyze to what extent the elements of vector a vary by known characteristics of the N MSAs. This is accomplished by running simple least squares regressions of the type
where the elements of a i in Equation (1) are explained by the p variables contained in z that vary by MSA i but not over time. Due to the fact that the variation in the values of a i are systematically related to the variables in z, the estimated coefficients δ j should be empirically consistent with the estimates of b i in Equations (5) and (6) . To the extent that the number of MSAs (N ) and, therefore, the number of observations in Equation (7) is small, we can only expect a rough approximation of the results obtained from Equations (5) and (6).
A more elaborate robustness check makes use of a panel data approach equivalent to that of Equation (6) . Consistent with a traditional panel data estimator, the stochastic trend µ t is replaced by unit fixed-effects (λ N ) and a second-order time trend,
All MSAs are assumed to have the same response parameter a for variable x and b j with i = 1, ..., p for the p interaction terms between x and z. Note that variable x varies over time, but not by MSA, whereas variables z j do not vary over time, but by MSA.
The key point for the interpretation of Equations (6) and (8) is that vector b, along with the matrix of interaction terms, allows x to have a differential impact by MSA. Vector b weighs the impact of x by the MSA-specific characteristics z j . As long as the z j vary across MSAs, the impact of x will vary. Which of the elements of b is statistically significant is an empirical question. For the estimates of Equation (8) to be fully consistent with those of Equation (6), we would expect to see the same elements of z j to be statistically significant in both Equations (6) and (8) . To check for robustness of the estimates of Equation (8), we make alternative assumptions regarding the error term. The assumptions are those appropriate for panel data with large T and small N. 12 
Data
We employ monthly seasonally adjusted house price data 13 For the purpose of checking the sensitivity of our results we also employ seasonally adjusted transaction sales price indices from the Federal Housing Finance Agency (FHFA) for the largest 100 MSA. 15 These indices are available on a quarterly basis. The attraction of the FHFA data lies in the fact that far more MSAs are covered than by the CS data. We select 94 MSAs for which we are able to obtain critical data to construct our interaction terms. The time period covered by our FHFA sample matches that for the CS data, the third quarter of 1992 to the fourth quarter of 2014.
Extending the sample period to 2014 rather than cutting it off after the housing price crash around 2007 has several advantages. First, we cover different phases of the business and real estate cycle, and thus, can account for asymmetries in the transmission channels of local demand and supply variables. Second, a larger sample allows us to include different MSA characteristics in the same specification without causing a simultaneity bias or an omitted variable bias, when they are considered separately. 16 Finally, we increase the number of interest rate regimes, ranging from high interest rates at the beginning to very low interest rate levels at the end of our sample period.
We use the effective, seasonally unadjusted monthly federal funds rate as our monetary policy variable rather than local interest rates or mortgage market related variables because these measures are unlikely to be exogenous. As we make use of monthly or quarterly data, lagged relationships necessarily play a role if one wants to identify policy impacts. It takes a while for the federal funds rate to have an impact on house price inflation. Monetary policy is generally thought to have a lag of at least 6 months on CPI inflation. House price inflation may respond even more sluggishly than CPI inflation because transactions in houses tend to be infrequent relative to those in goods and services. In sum, we need to incorporate lags into the analysis because the federal funds rate at time t will influence house price inflation only at time t + k. We proceed by picking alternative lag lengths for the federal funds rate and by estimating a separate model for each chosen lag length. 17 15 http://www.fhfa.gov/DataTools/Downloads/Documents/HPI/HPI_PO_metro.txt. 16 An example for these effects is given by Hilber and Robert-Nicoud (2013) and Gyourko, Mayer, and Sinai (2013), who show that housing supply becomes more inelastic in locations where demand is high. Similarly, population growth is not entirely exogenous, but can be considered as a function of both housing supply and local demand. 17 Lag length implies in this context the maximum lag length, without any intermediate lags as in a vector autoregressive model.
We check the sensitivity of the chosen lag length (k in Equation (1)) by using lags at 8, 10, 12, 14, and 16 monthly lags and 2, 4, and 6 quarterly lags. 18 The dependent variable is defined as house price inflation. We construct it by taking the log difference of the monthly (CS data) or quarterly (FHFA data) house price index. The key explanatory variable is the federal funds rate in logarithmic form. 19 It is interacted with variables that capture local demand and supply characteristics, such as population growth or the percentage of undevelopable land. These local conditions do not vary over time but only across MSAs. 20 Their role in our study and their definitions are discussed next.
Local Demand Factors
Even without a monetary expansion, strong population growth will raise housing demand. Mulder Table A1 ). We construct for our analysis two population growth rates, Separating the time period before the economic downturn in 2008 from the time period afterwards 18 We report estimates only for lags 8, 12, and 16 monthly lags. 19 A common assumption is that a change in the interest rate has a one-time impact on house prices. This is what we would expect from the user cost of capital equation or a discounted cash flow model. However, from the empirical examination of regional house price series, we recognize a long lasting period of continuously increasing (or decreasing) prices, which reflects a change in the slope rather than an immediate shift in the price level. In contrast, the time series of the federal funds rate shows short-term level shifts between a few interest rate regimes. Hence, we specify the dependent variable in log differences, i.e. as growth rates, and the federal funds rate in logarithmic form. In this context, note further that the state-space approach is flexible enough to account for potential non-stationarity in either of the variables. We also considered using first differences (with or without logs) of the federal funds rate. We ran standard vector autoregressions on house price inflation (quarterly 10-city CS data) and the federal funds rate (level and first differences) for alternative lag lengths. The results showed very decisively that house price inflation is Granger caused only by the (log) level of the federal funds rate, not by its first differences (in logs). 20 The MSA-specific values of these variables for the CS and FHFA data are listed in Tables A1 and A2 of the  Appendix. 21 See, for example, Saiz (2003 Saiz ( , 2007 who demonstrates that prices and rents in housing markets that are characterized by immigrant population shocks undergo price appreciations, which then have an impact on labor mobility of current residents (Ottoviano and Peri, 2007) . allows us to capture the considerable changes in regional and local population growth patterns before and after 2008. 22 Per capita income growth is another local factor that may increase local housing demand irrespective of any country-wide monetary expansion (Saks, 2008) 
Local Supply Factors
Glaeser, Gyourko, and Saks (2005) emphasize that housing supply constraints arise because of changes in regulatory regimes rather than the lack of developable land. Regulatory barriers to development are related to zoning, which explicitly limits the availability of land, and other land-related regulatory procedures and building restrictions, such as the political process of approval. Current residents often try to restrict zoning via organized community groups because new construction increases the supply of housing and will likely decrease both home values and rents (Glaeser, Gyourko, and Saks, 2005) . This is particularly prevalent in high income areas, where households are willing to pay for high-amenity and low-density neighborhoods. 
Estimation Results
The estimation results for the multivariate model consisting of Equations (1) to (4) are presented in Table 1 . The logartihm of the federal funds rate serves as our only exogenous variable (x ). There are no MSA-specific characteristics on the right-hand side of the equation system. However, the coefficients of the federal funds rate are allowed to vary by MSA (a i ). The multivariate model is estimated for a number of different lag lengths of the federal funds rate. 23 All models are estimated with just one lag of the federal funds rate, which is alternatively placed at 8, 12 and 16 months to account for the well-known fact that a change in monetary policy takes half a year or longer to be visible in output or price statistics. Based on the log-likelihood values, the statistical fit of the multivariate models tends to improve as the lag length increases from 8 to 16 months. However, the MSA-specific coefficients (a i ) tend to be larger in absolute terms and statistically more significant at a lag length of 8 months than at longer lag lengths. 24 We note the large absolute parameter estimates of MSAs with well known price run-ups before the 2007/08 house price crash, such as Las Vegas, Phoenix or Miami.
The economic interpretation of the coefficients presented in Table 1 is as follows. The estimated coefficient for Phoenix at a lag length of 8 months of -0.4 implies that a drop in the log of the federal funds rate by one unit, which is equivalent to 2.7 percentage points for the level of the federal funds rate, raises the monthly house price inflation rate by four tenth of 1 percent. That translates into a change of 4.8 percentage points at an annual rate, say from a house price inflation rate of 3 percent to one of 7.8 percent. 25 Following Equation (7) we pool the estimated coefficients of Table 1 across the 19 MSAs and regress them by least squares on the MSA-specific values of the variables in vector z, which play a critical role in Equations (5), (6) , and (8). Vector z consists of eight variables that vary by MSA, 23 Note that several studies highlight the importance of accounting for specific price dynamics in housing markets by including lagged dependent variables (see, e.g., Case and Shiller (1989) and Glaeser et al. (2014) ). In our model, however, the persistence in house price changes, i.e. in our left-hand side variable, is captured by the stochastic trend component. Hence, we refrain from modeling house price dynamics by lagged dependent variables separately. In our sensitivity tests based on panel regression we use feasible generalized least squares estimators to correct for autocorrelation. Similarly, one can argue that the federal funds rate is highly persistent even for the long time period considered, which might translate into correlated errors. The potential autocorrelation in this exogenous variable is also captured in the stochastic trend component of our state-space specification. 24 The loglikelihood values reflect the fact that the models' hyper-parameters tend to fit better at longer lags. 25 For a drop in the log of the federal funds rate larger than 1, say 1.58, which is the standard deviation of the log of the federal funds rate over the sample period from 1992:06 to 2014:12, the predicted change in the house price inflation rate would be 7.6 percentage points. This assumption underlies the summary Table 6 of this study.
but not across time: the percentage of undevelopable land (ud ), the house supply elasticity (se), the Wharton Residential Land Use Regulatory Index (wr ), quality of life (ql ), and the growth rates of population (pop9508, inc9508) and per capita income (inc9508, inc0813) over the time periods from 1995 to 2008 and from 2008 to 2013. We distinguish between pre-and past-2008 phases to control for the impact of up-and downward movements in the business cycle and for the fact that MSAs with highly pro-cyclical industries tend to be more sensitive to interest rates. As a consequence, in regions with high income and population growth, changes in interest rates can be offset by changes in expected future rent growth, so that the effective impact of monetary policy might be underestimated. Table 2 suggests that differences in demand and supply factors across MSAs may indeed play a role in explaining why MSAs respond differently with their house price inflation rates to changes in monetary policy.
The calculations underlying Table 3 involve the multivariate model consisting of Equations (2) to (5) . In contrast to Table 1 and Equation (1), the coefficients of the federal funds rate are constrained to be identical across MSAs. Instead, interaction terms between the federal funds rate and MSA-specific demand and supply characteristics are added as separate variables. In line with the results of Table 2 , all models in Table 3 contain a number of both demand and supply characteristics. Note that the demand and supply variables only appear as part of the interaction terms, but do not enter as individual explanatory variables because they do not vary over time. Table 1 , the models containing a lag length of 16 months fit the best based on the log likelihood values. Comparing columns reveals a rather similar pattern across lag lenghts. The models shown in Columns (1) and (3) differ only in their choice of se or ud as supply variables. Based on the exploratory results of Table 2 , one would expect the models based on se to fit somewhat better than those based on ud. However, that is not the case. The models containing ud in Columns (3) and (4) clearly dominate those containing se in Columns (1) and (2) . Another point of interest is the relative significance of variables wr and ql. As ql is added to the model containing ud and wr in Column (4), the variable wr turns insignificant, which is suggestive of collinearity issues.
Similar to
Overall, the model with a lag length of 16 months in Column (4) fits the best based on the log likelihood criterion. 26 This model, together with the other two models in Column (4), suggest that the demand factor population growth, the supply factor undevelopable land, and the factor quality of life influences how the federal funds rate impacts the house price inflation rate for a particular MSA. This largely corroborates the exploratory analysis summarized in Table 2 .
To derive from the estimates of Table 3 the response of the house price inflation rate of an individual MSA to a change in the federal funds, we take the partial derivative with respect to the log of the federal funds rate and evaluate the resulting terms at the MSA-specific values of the demand and supply factors, which are specified in Appendix Table A1 to 4.82% per annum) for a unit decrease in the log of the federal funds rate, where the latter is equivalent to a decrease in the level of the federal funds rate by 2.7 percentage points, e.g., from 5% to 2.3%. Table 4 is based on estimates of Equations (2), (4), and (6), plus the assumption that R i = R in Equation (3), for all i. With regard to variable selection, the model specifications are similar to those for the multivariate model, except that we add in Column (4) a model with both population and income growth terms. (3) is preferred by the data. Taking the partial derivative with respect to the log of the federal funds rate for this model, evaluating the MSA-specific factors at the values of Phoenix (Appendix Table A1 ) and multiplying by 1 results in a value of −4.73. This implies an increase in the annualized house price inflation rate in the Phoenix MSA of 4.73 percentage points (e.g., from 3% to 7.73% per annum) for a unit decrease in the log of the federal funds rate. This is more than twice the increase predicted by the estimates resulting from We turn next to a sensitivity check that uses a panel estimation framework rather than a state-space approach. Estimation proceeds according to Equation (8) Table 5 . Only the estimates for a lag length of 16 months are shown, as these dominate the results for lag lenghts of 8 and 12. The coefficient estimates of Table 5 follow the pattern of Table 4 . Compared to Table 4 , however, there are far fewer statistically significant parameter estimates. The model in Column (3) is the one most consistent with the data based on statistical grounds. The entries in Column (1) of Table 6 are based on a simple average of the coefficient estimates of Table 1 , which is then multiplied by 12 and 1.58. The results shown in Columns (2) to (4) (1), the estimates shown in Columns (2) to (4) are evaluated at the MSA-specific demand and supply conditions given in Appendix Table A1 . Column (5) averages the values of the state-space models in Columns (1) The rank order of MSAs affected the most by changes in the federal funds rate is consistent with our premise that local demand and supply factors are key drivers of an MSA's response to changes in monetary policy. This is apparent if one considers, for example, the first ten MSAs listed in Table 6 and the characteristics associated with these MSAs (Appendix Table A1 Seattle and Tampa are subject to both high population growth and limited developable land. (5), (6) and (8) .
If one accounts for differences in the policy response of MSAs by estimating generic MSA-specific parameters, such as MSA-specific autocorrelation coefficients, variances, or intercept terms (as in fixed effects models), one can reduce the importance of the interaction terms. But in doing that, one is moving away from an economic explanation of why MSAs react so differently to monetary policy to an explanation that is based purely on statistical grounds. That would be contrary to the purpose of this study, which show a way to reveal the economic reasons for the differences. Tables 7 to 9 Table 7 . The panel data estimates are shown in Table 8 . Table 9 provides a summary of the results similar in spirit to that of Table 6 . Table 7 reveals a very strong response to the supply side variable ud. Also consistently strong is the response to the variable capturing land use restrictions (wr ). This is a variable that is far less convincing as a predictor of differences in the response across MSAs in the smaller Case/Shiller sample. By contrast, the strong showing of population growth before the house price crash of 2007/8 is very similar to that found for the Case/Shiller data. Table 8 is consistent with Table   7 and with the Case/Shiller results in that the degree of undevelopable land (ud ) and population growth (pop9508) are important predictors. But unlike the results of Table 7 , quality of life (ql ) is statistically far more important than the index of land use restrictions (wr ). In addition, there is evidence that income growth over the time period from 1995 to 2008 is important to understanding the differences in the response of MSAs to changes in monetary policy. Table 9 contains a summary of the results from both Tables 7 and 8 (3) and (4) of Table 6 .
But that is not surprising given that the FHFA data contain many MSAs with relatively low house price inflation rates before 2007 and correspondingly low to moderate values for the MSA-specific demand and supply factors (Appendix Table A2 ). The standard deviation of the response across
MSAs to a change in monetary policy is unusually low (0.52) for the panel estimator, not only compared to the univariate state-space model in Table 9 , but also compared to the values shown for the panel estimator in Table 6 . By contrast, the variation estimated for the univariate state-space model (2.28) is fully consistent with that reported in Table 6 . A comparison of the rank order of MSAs in Table 9 to the MSA-specific factors (Appendix Table A2 
Conclusion
We identify the role that local demand and supply conditions play for the impact that changes in the federal funds rate have had on house price inflation rates at the level of the Metropolitan Statistical Area (MSA) during the period from 1992 to 2014. The paper is motivated by the fact that the period of house price inflation prior to the economic downturn in 2008/9 was characterized by significant differences in inflation rates across MSAs. At the same time, advances in information technology and changes in regulations made financial markets far more integrated than at any time before. This suggests that local conditions played a key role in the observed differences in inflation rates. The importance of local conditions was identified earlier by Glaeser, Gyourko, and Saiz (2008) and Saiz (2010) .
In this paper, we suggest a novel way to directly link house price inflation at the local level to national monetary policy. For that purpose we employ a set of interaction terms between the monetary policy stance, which we identify with the federal funds rate, and the MSA-specific demand/supply conditions. These interaction terms allow for a weighted impact of national changes in monetary policy on MSA-specific home price inflation rates. Thus, we offer a flexible, data driven way to capture the impact of unobserved and unknown variables which may significantly impact the estimates and policy conclusions.
We incorporate the interaction terms into a state-space framework. This choice allows us not only to identify the impact of local demand/supply indicators and monetary policy on house price inflation with a minimal number of parameters, but also to employ a flexible way to account for pre-existing trend conditions and, equally important, unobserved variables. We employ both multivariate and univariate models. As a robustness check we also estimate standard panel data models.
Our focus is on the monthly Case/Shiller price index series for 19 MSAs over the time period from 1992:06 to 2014:12. These data allow us to estimate all models. As a robustness check we also estimate univariate state-space and panel data models on quarterly FHFA data from 1992:3 to 2014:4. Given constraints on data availability for MSA characteristics, we limit the FHFA data to 94 MSAs. We find the results to be largely consistent across methodology and data sets.
The estimates suggest that local population growth is a key demand side factor and the percentage of undevelopable land a primary supply side factor that determine how national monetary policy impacts house price inflation rates at the MSA level. We find that MSAs with a high share of undevelopable land or strong population growth are far more prone to experience house price inflation from a reduction in the federal funds rate than MSAs without those characteristics. A higher quality of life, by contrast, appears to moderate the impact of a change in the federal funds rate on house price inflation. For the larger set of MSAs contained in the FHFA data set, there is evidence that large values for land use restrictions (wr ) and high income growth during the period before the house price crash in 2007/8 are also important to explain a strong response of MSAs to changes in monetary policy. corr(psar1)). *** identifies significance at the 1% level, ** at the 5% level, and * at the 10% level. correction; panel-corrected standard errors are reported. *** identifies significance at the 1% level, ** at the 5% level, and * at the 10% level. 
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