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Abstract
In this paper we study the existence and structure of a least-energy solution for a class of singularly
perturbed quasilinear Dirichlet problems. Using the moving plane method we show that this least-
energy solution develops to a spike-layer solution on convex domains.
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1. Introduction
In this paper we study the following singularly perturbed problem:
−∆pu= f (u) in Ω, u= 0 on ∂Ω, (1.1)
and
f (u)= uq − up−1 for u 0, (1.2)
where ∆pu = div(|Du|p−2Du), p > 2, Du = (D1u, . . . ,DNu), Diu = ∂u/∂xi , Ω is a
bounded smooth domain in RN (N  2).  > 0 is a parameter and q satisfies p− 1 < q <
Np/(N −p)− 1 for p < N ; p− 1 < q <∞ for p N .
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years. Problem (1.1)–(1.2) with p = 2 is known as the stationary equation of the Keller–
Segal system in chemotaxis (see [1] and references therein). It can also be seen as the
limiting stationary equation of the so-called Gierer–Meinhardt system in biological pattern
formation, see [2] for more details.
We define an “energy” J :W 1,p0 (Ω)→ R associated with (1.1)–(1.2) by
J(u)= 
p
∫
Ω
|Du|p dx −
∫
Ω
F(u) dx,
where F(u)= ∫ u0 f (s) ds. The well-known mountain-pass lemma due to Ambrosetti and
Rabinowitz (see [3]) implies that
c = J(u)= inf
l∈Γ maxs∈[0,1]
J
(
l(s)
)
is a positive critical value of J , where Γ is the set of all continuous paths joining the
origin and a fixed nonzero element e ∈W 1,p0 (Ω) such that e  0 and J(e)= 0. It turns
out that c is the least positive critical value (see Lemma 2.3 below). Hence a critical point
u of J with critical value c is called a least-energy solution (or mountain-pass solution)
of (1.1)–(1.2).
The corresponding problems for the case p = 2 and more general f (u) have been
studied in [1,2,4,5] (for the Neumann problem), Lin, Ni, and Takagi showed that for 
sufficiently small, any least-energy solution u of (1.1) has only one local maximum point
x and x ∈ ∂Ω. Moreover, H(x)→ maxx∈∂Ω H(x) as → 0, where H(x) is the mean
curvature of x at ∂Ω . In [6–9] (for the Dirichlet problem), Ni and Wei obtained that for
 sufficiently small, any least-energy solution u of (1.1) has at most one local maxi-
mum and it is achieved at exactly one point x ∈ Ω. More precisely, u(· + x)→ 0 in
C1loc(Ω − x \ {0}), where Ω − x = {x − x | x ∈Ω} and x is near the “most-centered”
part of Ω , i.e.,
d(x, ∂Ω)→max
x∈Ω d(x, ∂Ω) as → 0.
In the present paper, we consider a natural generalization of the above mentioned results to
the general p case. Because of the highly nonlinear term ∆p, the problem becomes more
complicated. But we overcome some technical difficulties here for the degenerate operator
by virtue of the moving plane method. We prove that for  sufficiently small, there exists
a least-energy solution u of (1.1)–(1.2). Moreover, when Ω is convex domain, we shall
prove that u has only one local maximum over Ω¯ , and it is achieved at exactly one point
x ∈Ω which is bounded away from ∂Ω . Furthermore, we shall show that u tends to 0 as
→ 0 except at its peak x , thereby exhibiting a single spike-layer. But the exact location
of peak is unknown. We suspect that it must be near the “most-centered” part of Ω as in
[8,9]. We leave this to the interested reader. However, in general bounded smooth domains,
little is known. It seems to require additional work to find this. It is the goal of this paper
to prove the following results.
Theorem 1. Assume that Ω is a convex domain and p > 2. Then as  → 0, there exists
a least-energy solution u of (1.1)–(1.2) such that u has only one local (hence global)
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and u(x)→w(0), where w is the unique positive (radial ) solution of problem
∆pw+ f (w)= 0 in RN, w→ 0 as |x|→∞, (1.3)
with w(0) > β , where β satisfies ∫ β0 f (s) ds = 0. More precisely, u(1/p · +x)→ w(·)
uniformly in C1loc(Ω), where Ω = {y; 1/py + x ∈Ω}.
Remark 1.1. Assume that Ω = B is a ball in RN and p > 1. Then as → 0, there exists
a least-energy solution u of (1.1)–(1.2) such that u is radially symmetric and radially
decreasing in B , i.e.,
u = u(r)
(
r = |x|), ∂u(x)
∂r
< 0 if x ∈ B \ {0}
(see Theorem 1 in [10]). So the unique peak point x locates exactly the origin. Further-
more, u is unique for  sufficiently small. Indeed, problem (1.3) has a unique solution,
and it is nondegenerate (see Theorem 3 and its corollary in [11] and Appendix C in [4] for
detail).
Remark 1.2. Theorem 1 still holds true if the nonlinearity f is more general form. For
example, f (u)= g(u)−up−1, the function g :R→ R satisfies the following assumptions:
(g1) g ∈ C1+α(R) with 0 < α < 1, g(t) ≡ 0 for t  0, and g(t) = ◦(tβ ) as t → 0 with
β > p− 1;
(g2) g(t) = ©(tq) as t → +∞, where p − 1 < q < Np/(N − p) − 1 if p < N and
p− 1 < q <∞ if p N ;
(g3) g(t)/tp−1 is strictly increasing for t > 0;
(g4) If G(t)= ∫ t0 g(s) ds, then there exists a constant θ ∈ (0,1/p) such thatG(t) θtg(t)
for t  0.
We shall prove that for  sufficiently small, (1.1)–(1.2) has a least-energy solution which
possesses a single spike-layer with the unique peak on convex domains. To obtain these
results we observe that if u solves Eqs. (1.1)–(1.2) in Ω and x is a point in Ω where u
maximizes, then the functionw(y)= u(1/py+x) maximizes at the origin and satisfies
Eq. (1.3) as → 0. Now, when problem (1.3) possesses a unique ground states solution w
in RN , maximizing at zero and vanishing exponentially at infinity, the scaled solution w
converges uniformly to w in C1loc-sense as  → 0. Then the actual look of u would be
a very sharp spike, centered at the point x , while approximating zero at an exponential
rate in −1/p away from it. In fact, Serrin and Tang proved the existence and uniqueness
of ground states solutions, that is, nonnegative, nontrivial solutions in RN such that u→ 0
as |x| →∞ of problem (1.3) by the comparison argument and separation technique (see
Theorem 3 and its corollary in [11]). Moreover, the solutions are decreasing exponentially
due to f satisfying lims→0+ f (s)/sp−1 =−1 < 0 and radially symmetric (see Theorem 2
in [10]).
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ary concentrations, it is a similar idea to that of [12], we study the following problem first:
− div((ρ + |Du|p−2)Du)= f (u) in Ω, u= 0 on ∂Ω. (1.4)
Associated with (1.4) is the functional J,ρ :W 1,p0 (Ω)→R defined by
J,ρ(u)= 2
∫
Ω
ρ|Du|2 dx + 
p
∫
Ω
|Du|p dx −
∫
Ω
F(u) dx, (1.5)
where ρ ∈ [0,1/2). As Theorem 3.3 in [7], we get a critical point c,ρ of J,ρ . In Section 2,
it is shown that for  is sufficiently small, u,ρ is a nonconstant positive solution and there
exists a sequence {ρn} of ρ such that for 0 <  < 0, u,ρn → u in C1(Ω¯) for some
function u as ρn → 0. So u is a least-energy solution of (1.1)–(1.2).
The organization of this paper is as follows. In Section 2, we construct the existence of
a least-energy solution. The proof of Theorem 1 is given in Section 3. In Appendix A, we
describe the moving plane method for p-Laplacian equations in detail.
2. Existence of a least-energy solution
Theorem 2.1. Assume that f satisfies (1.2), there exists a positive solution u , which is a
least-energy solution of (1.1), with ‖u‖∞ > 1 provided  is sufficiently small. Moreover,
u satisfies
C∗0N/p  J(u) C0N/p for 2 <p <N, (2.1)
C∗01+p/(q+1−p+q1)  J(u) C0N/p for any q1 > 0, (2.2)
where C0,C∗0 > 0 are two constants independent of .
Theorem 2.2. Assume that f satisfies (1.2), u is the least-energy solution obtained in
Theorem 2.1. Then∫
Ω
(
|Du |p + up
)
dx =
∫
Ω
u
q+1 dx  CN/p, (2.3)
C is a constant. Moreover, for 2 < p < N , there is a constant C1 > 0 independent of 
such that
sup
Ω
u(x) C1. (2.4)
We first consider the functional J,ρ defined as (1.5). Since we only consider the non-
negative solution u,ρ , we assume that f satisfies f (s)≡ 0 for s < 0.
Proof of Theorem 2.1. To obtain critical points of J,ρ , we shall make use of the mountain
pass theorem [3, Theorem 2.1]. Clearly, J,ρ :W 1,p0 → R is of class C1 and J,ρ(0)= 0.
As the proof of Theorem 3.3 in [7], we can easily check that J,ρ satisfies the following
three conditions:
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mains bounded and J ′,ρ(un)→ 0 in ‖ · ‖1,p as n→∞, then {un} possesses a conver-
gent subsequence;
(ii) There are η > 0, α > 0 independent of ρ such that J,ρ > 0 if 0 < ‖u‖1,p < η and
J,ρ  α > 0 if ‖u‖1,p = η;
(iii) For sufficiently small  > 0, there is a nonnegative function ϕ ∈W 1,p0 and positive
constants t0,C0 independent of ρ such that J,ρ(t0ϕ) = 0 and J,ρ(tϕ)  C0N/p if
0 t  t0.
Let e = t0ϕ, there exits a critical point u,ρ of J,ρ with critical value defined as
(2.5)–(2.6).
c,ρ = J,ρ(u,ρ)= inf
l∈Γ maxs∈[0,1]
J,ρ
(
l(s)
)
, (2.5)
in which
Γ = {l ∈C([0,1];W 1,p0 ) | l(0)= 0, l(1)= e}. (2.6)
For 0 <  < 0 (0 is independent of ρ) and any ρ ∈ [0,1/2), u,ρ is a nontrivial positive
solution of (1.4). Put
M[ϕ] = sup
t0
J,ρ(tϕ).
It is easy to see that if ϕ is positive on a subset of Ω with positive Lebesgue measure, then
M[ϕ] is finite. The following lemma can be obtained by the idea similar to that in the proof
of Lemma 3.1 in [5].
Lemma 2.3. Let c,ρ be a critical value of J,ρ determined by (2.5). Then c,ρ does not de-
pend on the choice of e ∈W 1,p0 (Ω) such that e 0, e ≡ 0, and J,ρ(e)= 0. More precisely,
c,ρ is the least positive value of J,ρ and given by
c,ρ = inf
{
M[ϕ] | ϕ ∈W 1,p0 (Ω), ϕ ≡ 0 and ϕ  0 in Ω
}
.
Next we prove that there exists a sequence {ρn} of ρ, ρn → 0 as n→∞, such that
u,ρn → u in C1(Ω¯) for some function u and J,ρn → J as n→∞. To do so, we
multiply both sides of Eq. (1.4) by u,ρ and integrate overΩ , then by virtue of the condition
on boundary we have
ρ
∫
Ω
|Du,ρ|2 dx + 
∫
Ω
|Du,ρ |p dx +
∫
Ω
up,ρ dx =
∫
Ω
uq+1,ρ dx.
On the other hand, let h(z)= zq and there exists θ ∈ (0,1/p) such that H(z) θzh(z) if
z 0. So we have
J,ρ(u,ρ)= 1
p
∫ (
|Du,ρ |p + up,ρ
)
dx −
∫
H(u,ρ) dx + ρ2 
∫
|Du,ρ|2 dxΩ Ω Ω
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(
ρ
∫
Ω
|Du,ρ|2 dx + 
∫
Ω
|Du,ρ |p dx +
∫
Ω
up,ρ dx
)
−
∫
Ω
H(u,ρ) dx

(
1
p
− θ
)∫
Ω
uq+1,ρ dx.
Therefore, we obtain
ρ
∫
Ω
|Du,ρ|2 dx + 
∫
Ω
|Du,ρ |p dx +
∫
Ω
up,ρ dx
=
∫
Ω
uq+1,ρ dx 
(
1
p
− θ
)−1
C0
N/p,
then
‖u,ρ‖W 1,p0 (Ω)  C,
where C depends on  but is independent of ρ. A Hopf type boundary lemma (see [15])
shows that u,ρ is positive in Ω . It is also known that ‖u,ρ‖C1,α(Ω)  C for 0 < α < 1.
We refer to [13,15–17] for the regularity, comparison principle, and Hopf boundary lemma
for p-Laplacian operators. The similar arguments to [12] imply that, for 0 <  < 0, there
exists a sequence {ρn}, ρn → 0 as n→∞, such that
J,ρn → J and u,ρn → u in C1(Ω¯) as n→∞.
Clearly, we know that u is a least-energy solution of Eqs. (1.1)–(1.2) and J satisfies (2.1)
and (2.2). Theorem 2.1 is proved. ✷
Proof of Theorem 2.2. Step 1. Since u is a least-energy solution to (1.1)–(1.2). If we
multiply both sides of (1.1) by u and integrate over Ω , then
J(u)= 1
p
∫
Ω
(
|Du |p + up
)
dx −
∫
Ω
H(u) dx 
(
1
p
− θ
)∫
Ω
uq+1 dx.
Therefore we obtain∫
Ω
(
|Du |p + up
)
dx =
∫
Ω
uq+1 dx  CN/p
by virtue of the result of (2.1)–(2.2) and we note C = C0(1/p− θ)−1.
Step 2. In the following we prove (2.4). For simplicity, we write u instead of u , and
C0 instead of C0(1/p− θ)−1. If we multiply both sides of (1.1) by up(s−1)+1 (s  1) and
integrate over Ω , then[
p(s − 1)+ 1]s−p ∫ |Dus |p dx + ∫ ups dx = ∫ up(s−1)+1h(u) dx. (2.7)
Ω Ω Ω
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h(u) 1
p
up−1 +Auq for u 0. (2.8)
Therefore,∫
Ω
up(s−1)+1h(u) dx  1
p
∫
Ω
ups dx +A
∫
Ω
up(s−1)+1+q dx. (2.9)
Since there exists s′ > 1 satisfying s−p[p(s − 1) + 1]  1 − 1/p for s  s′, we obtain
from (2.7) and (2.9) that
[
p(s − 1)+ 1]s−p
(∫
Ω
|Dus |p dx +
∫
Ω
ups dx
)
A
∫
Ω
up(s−1)+1+q dx. (2.10)
By the Sobolev embedding theorem, we can get(∫
Ω
|w|ν dx
)p/ν
 γ p−k
(∫
Ω
(
|Dw|p +wp)dx
)
(2.11)
with w ∈W 1,p0 (Ω) for  ∈ (0, 0), where ν =Np/(N − p) if N > p and ν  p if N  p
and k =N(ν −p)/(pν). The embedding constant γ depends only on ν,  and Ω .
To see this, let Ω = {y | 1/py ∈Ω} and put v(y)=w(1/py) for y ∈Ω . Then∫
Ω
(
|Dw|p +wp)dx = N/p ∫
Ω
(|Dv|p + vp)dy
 N/pγ p
( ∫
Ω
|v|ν dy
)p/ν
= (1−p/ν)N/pγ p
(∫
Ω
|w|ν dx
)p/ν
.
Observe, however, that the embedding constant γ depends on ν and the cone determining
the cone property for Ω , but is irrelevant to the volume |Ω| (see, e.g., [18]). Therefore,
γ is uniform for  ∈ (0, 0).
In the case of p N , we can fix ν such that ν > q + 1.
Noting that [p(s− 1)+ 1]s−p  s−(p−1) for s  1, we have from (2.10) and (2.11) that(∫
Ω
usν dx
)p/ν
Aγp−k s
p
p(s − 1)+ 1
∫
Ω
up(s−1)+1+q dx
 γ p−kAsp−1
∫
Ω
up(s−1)+1+q dx for s  1. (2.12)
We define two sequences {sj } and {Mj } by
p(s0 − 1)+ 1+ q = ν,
p(sj+1 − 1)+ 1+ q = νsj for j = 0,1,2, . . . , (2.13)
674 Z. Zhang, K. Li / J. Math. Anal. Appl. 283 (2003) 667–680M0 =
(
γ pC0
)ν/p
,
Mj+1 =
(
Aγps
p−1
j Mj
)ν/p for j = 0,1,2, . . . . (2.14)
We note that sj is explicitly given by
sj = (ν − p)−1
{(
ν
p
)j+1
(ν − q − 1)+ q − (p− 1)
}
. (2.15)
From p < q + 1 < ν it follows that sj > 1 for j  0 and sj →∞ as j →∞.
By the similar arguments to the proof of Corollary 2.1 (Step 2) in [1], we can prove the
following two inequalities hold true using reduction method:∫
Ω
up(sj−1)+1+q dx MjN/p for j  0, (2.16)
Mj  emsj−1 (2.17)
for some constant m> 0.
Then we can obtain the desired estimate (2.4) by virtue of (2.16) and (2.17). In fact,
‖u‖Lνsj−1 (Ω) =
(∫
Ω
uνsj−1 dx
)1/νsj−1
=
(∫
Ω
up(sj−1)+1+q dx
)1/νsj−1
 (emsj−1N/p)1/νsj−1 = em/ν(N−p)/p2sj−1,
and hence letting j →∞, we obtain ‖u‖L∞(Ω)  em/ν . This is (2.4). Here we use the
result, i.e., the inequality ‖u‖L∞(Ω)  k holds true if ‖u‖Lp(Ω)  k for p ∈ [1,∞) and a
constant k. Thus we have proved all assertions in Theorem 2.2. ✷
Remark 2.1. In the case N = 1, we may choose ν =∞ and (2.11) takes the following
form (see [18]):
‖w‖pL∞(Ω)  γ p−N/p
(∫
Ω
(
|Dw|p +wp)dx
)
.
Then it is easily seen that (2.4) follows from this inequality and (2.3).
Remark 2.2. Note that the results in this section hold for any bounded connected smooth
domain Ω .
3. Structure of the least-energy solution on convex domain
Using the moving plane method, we study the shape of the least-energy solution u of
(1.1)–(1.2) obtained in Theorem 2.1 on convex domains and prove that u develops to a
spike-layer solution as → 0. In order to prove Theorem 1, we show several important
lemmas first.
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Theorem 2.1. Then there exists some σ > 0 independent of  such that
lσ = max
Ωσ
u < 1,
where Ωσ = {x ∈Ω | d(x, ∂Ω)< σ } and Ω is a convex domain.
Proof. By the moving plane method near ∂Ω as in Appendix A, we can find some σ > 0
(only dependents on Ω) independent of  and ρ such that for any y ∈ Ωσ , there is a
fixed-size cone Ky ⊂Ωσ with the vertex at y and u,ρ(y)= minx∈Ky u,ρ(x). Since for
0 <  < 0 (with 0 as in the proof of Theorem 2.1) and a sequence {ρn}, u,ρn converges
to a least-energy solution u in C1(Ω¯) as n→∞, we know that u has the same properties
as that of u,ρ . Thus, for any y ∈Ωσ , there is a fixed-size cone Ky ⊂Ωσ with the vertex at
y and u(y)= minx∈Ky u(x). We claim that for  sufficiently small, then maxΩσ u < 1.
Suppose that there exists some point y ′ ∈ Ωσ satisfying u(y ′)  1. Then there is a
fixed-size cone Ky ′ ⊂ Ωσ with the vertex at y ′ and for any x ∈ Ky ′ satisfying u(x) 
u(y
′) 1. By Theorem 2.2, we have∫
Ω
up dx  CN/p,
where C is a constant. So we obtain
|Ky ′ |
∫
Ky′
up dx 
∫
Ωσ
up dx 
∫
Ω
up dx CN/p.
Clearly, it is a contradiction as → 0. The proof is completed. ✷
Making use of an idea similar to that in the proof of Proposition 3.2 in [6], we can easily
prove the estimate of J(u).
Lemma 3.2. We have
0 < J(u) < N/p
[
I (w)+ ◦(1)], (3.1)
where I (w)= (1/p) ∫RN |Dw|p− ∫RN F(w), F(t)= ∫ t0 f (s) ds, and w is the unique pos-
itive (radial ) solution of (1.3) in W 1,p(RN )∩C1(RN ).
Lemma 3.3. Let φ ∈ C1(B¯a) be a radial function satisfying φ′(0) = 0 and (|φ′(r)|p−2
φ′(r))′ < 0 for 0  r  a. Then there exists δ > 0 such that if ψ ∈ C1(B¯a) satisfies
(i) Dψ(0) = 0 and (ii) ‖D(|Dψ|p−2Dψ − |Dφ|p−2Dφ)‖L∞(B¯a) < δ, then Dψ = 0 for
x = 0.
Proof. The proof of this lemma can be obtained by using the same idea to that in the
proof of Lemma 4.2 in [5]. We only need to replace ψxj and φxj with |Dψ|p−2ψxj and
|Dφ|p−2φxj , respectively, and use the well-known Schwarz inequality. ✷
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of u . Then
−1/p
∣∣x1 − x2 ∣∣→∞.
Proof. Define U(y) = u(1/py + x1 ). It follows from (2.3) that
∫
Ω
[|DU |p + Up ]
 C, where Ω = {y = −1/p(x − x1 ): x ∈Ω}. Moreover, the regularity of p-Laplacian
operators implies that U →w in C1loc(RN) as → 0, where w is the unique positive radial
solution of (1.3).
Applying Lemma 3.3, we can show that U has only one local maximum in BR for any
R > 0. In fact, we choose two number a, b (0 < a < b) such that (i) w′′(r) < 0 for r ∈
[0, a] (note that w′′(0) < 0); (ii) w(b) < 1. Since U →w in C1loc(RN) as → 0, we have‖U−w‖C1(B¯R)  R . Since w′ < 0 for r > 0, one sees C∗ = min{|w′(r)| | r ∈ [a, b]}> 0.
If |y| ∈ [a, b], we then have that
|DU | |Dw| − |DU −Dw| C∗ − R > 0,
provided that R < C∗. Applying Lemma 3.3 in the ball B¯a , we conclude that y = 0 is the
only local maximum point of U in Bb . Now if yk are local maximum points of U in BR ,
then U(yk)  1. Choosing R so large that R < 1 −w(b), we have that if |yk|  b then
U(yk)w(yk)+ R w(b)+ R < 1. Hence yk ∈ Bb . Consequently we obtain yk = 0.
On the other hand, we also know that for any R > 0,∥∥D(|DU |p−2DU − |Dw|p−2Dw)∥∥L∞(B¯R) → 0 as → 0.
On the contrary, we suppose −1/p|x1 − x2 |<∞. Then for some R > 0 sufficiently large,
U would have two local maximum points 0 and −1/p(x1 − x2 ) in BR . This is a contra-
diction. ✷
Proof of Theorem 1. Let x be a local maximum point of u . Then u(x)  1. In fact,
we know that there is a ball Bξ = Bξ (x)Ω with ξ > 0 (which may depend on ) such
that ∂u/∂ν  0 on ∂Bξ (x), ν is the unit outer normal to ∂Bξ (x). (Here we use the facts
that x is the maximum point and we can choose ξ sufficiently small.) Then multiplying
u on both sides of Eq. (1.1) and integrating on Bξ , we have that
∫
Bξ
f (u)u dx > 0. This
implies that there exists 0< ξ0  ξ such that f (u) 0 on Bξ0 . Thus, u(x) 1.
So we have x ∈ Ωσ (which is defined as Ωσ = {x ∈ Ω | d(x, ∂Ω)  σ }) for some
σ > 0 by virtue of Proposition 3.1.
Let U(y) = u(1/py + x). We have that
∫
Ω
[|DU |p + Up ]  C. Hence, U → w
uniformly on compact sets (at least for a subsequence) when w is the unique positive
(radial) solution of (1.3). Note that w(r) has only one maximum point in RN at 0.
Suppose that x1 and x2 are two local maximum points of u , then by arguments of
Lemma 3.3, we have −1/p|x1 − x2 | →∞. On the other hand, from Lemma 3.2 we have
(/p)
∫
Ω
|Du |p −
∫
Ω
F(u) N/p[I (w)+◦(1)].
We first claim that u has only a finite number of local maximum points. In fact, let
R > 0 such that w(r) has 0 as its maximum point in BR(0). Then, for any R > 0, x is the
only maximum point of u in the ball B1/pR(x) if  > 0 is sufficiently small.
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n()
∣∣B1/pR(0)∣∣
∫
Ω
up dx  CN/p.
Hence n() C.
Let x1 , . . . , xl be the local maximum points of u . At each local maximum point of u ,
we can find a ball such that w(R) < 1/4. Let M =⋃li=1B(xi1/pR). Then u  1/4
in Ω \M .
We have

p
∫
Ω
|Du |p dx −
∫
Ω
F(u) dx
= 
p
∫
M
|Du |p dx −
∫
M
F(u) dx + 
p
∫
Ω\M
|Du |p dx −
∫
Ω\M
F(u) dx
 
p
∫
M
|Du |p dx −
∫
M
F(u) dx
=
l∑
i=1
(

p
∫
B
1/pR(x
i
)
|Du |p dx −
∫
B
1/pR(x
i
)
F (u) dx
)

(
I (w)− δ)N/pl.
Hence l  1+ δ and l = 1. So the proof of Theorem 1 is completed. ✷
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Appendix A
In this section, using the standard moving plane method for nondegenerate Laplacian
equations developed by Gidas et al. in [19], we show the following theorems associated
with p-Laplacian equations. For the similar arguments, we refer to [12].
Theorem A.1. Let p > 2 and Ω be a convex domain with smooth boundary ∂Ω . Let
u,ρ ∈C1(Ω¯) be a positive solution of the problem
− div((ρ + |Du|p−2)Du)= f (u) in Ω, u= 0 on ∂Ω, (A.1)
where 0 <  < 0 (with 0 as in the proof of Theorem 2.1), ρ ∈ (0,1/2). Then there ex-
ists σ > 0, independent of ρ and , such that for any y ∈ Ωσ (which is defined as in
Proposition 3.1), there is a fixed-size cone Ky ⊂ Ω with the vertex at y and u,ρ(y) =
minx∈Ky u,ρ(x).
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Lemma A in the appendix of [7]. We first show that the moving plane method can be used
near ∂Ω . Here we introduce some notation as in [19].
For x ∈ RN and a unit vector γ ∈ RN , let Tλ denote the hyperplane {x · γ = λ} which
contains x and is normal to γ . For λ= λ˜ large, Tλ is disjoint from Ω¯ . Let the plane move
continuously toward Ω , preserving the same normal, i.e., decrease λ, until Tλ begins to
intersect Ω¯ . From that moment, at every stage the plane Tλ will cut off from Ω an open
cap Σ(λ). Let Σ ′(λ) denote the reflection of Σ(λ) in the plane Tλ. For convenience, let γ
be the unit vector (1,0, . . . ,0) and assume maxx∈Ω¯ x1 = λ0.
Theorem A.2. Let p > 2 and Ω be a convex domain with smooth boundary ∂Ω . Let
u,ρ ∈ C1(Ω¯) be a positive solution of (A.1). Then there exists δ > 0, independent of ρ
and , such that for λ0 − δ  λ < λ0,
∂u,ρ
∂x1
< 0 on Σ(λ). (A.2)
The lemma below implies that the moving plane procedure can be started.
Lemma A.3. Let  > 0, ρ ∈ (0,1/2) be fixed and x0 ∈ ∂Ω with ν1(x0) > 0. For some η > 0
assume u,ρ is a C1 function in Ω¯α , where Ωη =Ω ∩ {|x − x0|< η}, u,ρ > 0 in Ω , and
u,ρ = 0 on ∂Ω ∩ {|x − x0|< η}. Then there exists δ > 0 (depending upon  and ρ) such
that in Ω ∩ {|x − x0|< δ}, (u,ρ)x1 < 0.
Proof. Since u,ρ > 0 in Ω , necessarily, (u,ρ)ν  0 on ∂Ω ∩ {|x − x0| < η} = S, and
hence (u,ρ)1 ≡ (u,ρ)x1  0 on S, by decreasing α if necessary, we may assume ν1 > 0.
If the lemma were false there would be a sequence of points xj → x0 with (u,ρ)1 ×
(xj ) 0. With j becoming large, the interval in the x1 direction going from xj to ∂Ω hits
S at one point where (u,ρ)1  0. Consequently, we have (u,ρ)1(x0) = 0. On the other
hand, let g(s)= f (s)+Msp−1 for sufficiently large M > 0. By the assumptions of f , we
know that g is strictly increasing on (0,+∞). Therefore,
− div((ρ + |Du,ρ|p−2)Du,ρ)+Mup−1,ρ  0 in Ω.
By a modified version of the strong maximum principle in [16], we have (u,ρ)ν < 0 on
∂Ω and so (u,ρ)1(x0) < 0, a contradiction. ✷
The next lemma implies that the moving plane procedure can be continued.
Lemma A.4. If for some λ satisfying λ∗ < λ< λ0, (u,ρ)1  0 and u,ρ(x) u,ρ(xλ) but
u,ρ(x) ≡ u,ρ(xλ) in Σ(λ), then u,ρ(x) < u,ρ(xλ) in Σ(λ) and (u,ρ)1 < 0 on Ω ∩ Tλ.
Proof. Let v,ρ(x) = u,ρ(xλ) and w,ρ(x) = v,ρ(x) − u,ρ(x). Then w,ρ(x)  0
in Σ(λ). We also have that w,ρ satisfies the equation
−
∑
ij
∂
∂xi
[(
ρδij + aij,ρ(x)
)∂w,ρ
∂xj
]
+M(p− 1)ξp−2,ρ (x)w,ρ  0 in Σ(λ),
(A.3)
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∫ 1
0 (∂a
i/∂qj )[tDv + (1 − t)Du]dt ,
ai(q)= |q|p−2qi (i = 1, . . . ,N) for q = (q1, q2, . . . , qN) ∈ RN and δij =
∫ 1
0 (∂b
i/∂qj )×
[tDv + (1− t)Du]dt , bi(q)= qi .
Since ρ > 0, we have that the operator in (A.3) is a uniformly elliptic operator (see
Theorem 3.7 in [14]). Since w,ρ = 0 on Tλ ∩Ω , it follows from the maximum principle
that w,ρ > 0 in Σ(λ) and (w,ρ)1 > 0 on Tλ. But on Tλ, (w,ρ)1 = −2(u,ρ)1, and the
lemma is proved. ✷
Now, by Lemmas A.3 and A.4, we give the proof of Theorem A.2 using the similar idea
to that of [19]. In fact, if
λ∗∗ = inf{λ: λ < λ0; (u,ρ)1 < 0, u,ρ(x) < u,ρ(xλ) for x ∈Σ(λ)},
it follows from the same arguments as in [19] that at least one of the following occurs:
(i) Σ ′(λ∗∗) becomes internally tangent to ∂Ω at some point P not on Tλ∗∗;
(ii) Tλ∗∗ is orthogonal to ∂Ω at some point Q ∈ Tλ∗∗ ∩ ∂Ω .
Note that λ∗∗ is independent of  and ρ. The proof of Theorem A.2 now follows from
the compactness of Ω¯ .
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