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Abstract
This paper is devoted to the study of stable nonconstant radial solutions of −u = f (u) in RN , where f ∈ C1(R). We prove
that any stable nonconstant bounded radial solution satisfies N > 10 and |u(r) − u∞|Mr−N/2+
√
N−1+2 for every r  1, for
certain M > 0, where u∞ = limr→∞ u(r). Moreover, we establish that every stable nonconstant (not necessarily bounded) radial
solution satisfies |u(r)| Mr−N/2+
√
N−1+2 if N = 10, and |u(r)| M log(r) if N = 10; for r  r0, for some M,r0 > 0. The
result is optimal for every N  1, but there is a subtle difference between the cases N  2 and N = 1. In the first case there are
stable radial solutions satisfying limr→∞ u(r)/r−N/2+
√
N−1+2 = 1 if N = 10, and limr→∞ u(r)/ log(r) = 1 if N = 10. In the
case N = 1 we give a characterization of the stable nonconstant even solutions, which implies limr→∞ |u(r)|/r3/2 = +∞ for
such functions. This exponent is optimal since, for every s > 3/2, it is possible to find stable even solutions satisfying u(r) = rs
for every r  1. In fact, the techniques we use in both cases are completely different.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article on étudie des solutions radiales stables non constantes de l’équation −u = f (u) in RN , où f ∈ C1(R). On
démontre que toute solution radiale bornée satisfait pour N > 10, |u(r)− u∞|Mr−N/2+
√
N−1+2
, ∀r  1, pour certain M > 0,
où u∞ = limr→∞ u(r). De plus, nous établissons pour chaque solution radiale stable non constante (pas nécessairement bornée)
l’estimation |u(r)|Mr−N/2+
√
N−1+2
, si N = 10, et |u(r)|M log(r), si N = 10 ; ∀r  r0, pour certains M,r0 > 0. Le résultat
est optimal pour tout N  1, mais il y a une différence subtile entre les cas N  2 et N = 1. Dans le premier cas, il existe des
solutions radiales stables vérifiant limr→∞ u(r)/r−N/2+
√
N−1+2 = 1, si N = 10, et limr→∞ u(r)/ log(r) = 1, si N = 10. Si
N = 1 nous caractérisons les solutions radiales stables paires non constantes, ce qui implique limr→∞ |u(r)|/r3/2 = +∞ pour ces
fonctions. Cet exposant est optimal car, pour tout s > 3/2, il est possible de trouver des solutions stables paires telles que u(r) = rs
∀r  1. Les techniques utilisées dans chaque cas sont complètement différentes.
© 2007 Elsevier Masson SAS. All rights reserved.
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This paper deals with the stability of nonconstant radial solutions of,
−u = f (u) in RN (1.1)
where f ∈ C1(R). We consider classical solutions u ∈ C2(RN).
A solution u of (1.1) is called stable if: ∫
RN
(|∇v|2 − f ′(u)v2)dx  0,
for every v ∈ C∞(RN) with compact support in RN . Note that the above expression is nothing but the second variation
of the energy functional associated to (1.1) in a bounded domain Ω : EΩ(u) =
∫
Ω
(|∇u|2/2−F(u))dx, where F ′ = f .
Thus, if u ∈ C1(RN) is a local minimizer of EΩ for every bounded smooth domain Ω ⊂ RN (i.e., a minimizer
under every small enough C1(Ω) perturbation vanishing on ∂Ω), then u is a stable solution of (1.1). Other general
situations include stable solutions: for instance, absolute minimizers between a subsolution and a supersolution (see
[4, Rem. 1.11] for more details).
We are interested in radial solutions of (1.1). By abuse of notations, we write u(r) instead of u(x), where r = |x|
and x ∈RN .
Berestycki, Lions and Peletier [2] studied existence of positive bounded radial solution of (1.1) using shooting
arguments, where f has subcritical growth. They also discussed the stability of such solutions, in the context of the
corresponding associated nonlinear heat equation.
Cabré and Capella [3] proved that every nonconstant bounded radial solution of (1.1) is unstable if N  10 and
f ∈ C1(R). (An additional nondegeneracy condition is required if 9  N  10: for every s0 ∈ R there exist real
numbers q  0 and a > 0 (which may depend on s0) such that lims→s0 |f ′(s)| |s − s0|−q = a ∈ (0,∞). This condition
is satisfied, for instance, if f is a nonzero analytic function.)
Among other things, in this paper we prove that the nondegeneracy condition at infinity is not necessary for
this result. Moreover, we establish that every nonconstant radial stable solution (not necessarily bounded) satisfies
|u(r)|Mr−N/2+
√
N−1+2
, if N = 10, and |u(r)|M log(r), if N = 10; ∀r  r0, for some M,r0 > 0. The result is
optimal for every N  1, but there is a subtle difference between the cases N  2 and N = 1. In the first case there
are stable radial solutions satisfying limr→∞ u(r)/r−N/2+
√
N−1+2 = 1, if N = 10, and limr→∞ u(r)/ log(r) = 1,
if N = 10. In the case N = 1 we give a characterization of the even nonconstant stable solutions, which implies
limr→∞ |u(r)|/r3/2 = +∞ for such functions. This exponent is optimal since, for every s > 3/2, it is possible to find
even stable solutions satisfying u(r) = rs ∀r  1. In fact, the techniques we use in both cases are completely different.
Note that the exponent −N/2 + √N − 1 + 2 changes sign when N = 10. This critical dimension appears in the
1992 paper by Gui, Ni and Wang [6], which deals with positive solutions of ut = u+ up for p > 1. They prove that
for, 3 N  10, every stationary radial solution is unstable, while for N > 10 there exists a stable stationary radial
solution if p  pc, where pc depends on the dimension N . Recently, Shi and Wang [7] have extended this type of
results to more general nonlinearities.
In the case of bounded domains, Cabré and Capella [4] have established sharp pointwise, Lq , and Wk,q estimates
for semi-stable radial solutions of −u = g(u) in the unit ball of RN . Again, the exponent −N/2 + √N − 1 + 2
plays a crucial role in the pointwise estimates.
To prove the main results in the case N  2 we will use Lemma 2.3, which, roughly speaking, says that there are
some restrictions on the growth of the derivative of a nonconstant radial stable solution of (1.1). In the proof of this
lemma, we will make use of [3, Lem. 2.2], which was inspired by the proof of Simons theorem on the nonexistence
of singular minimal cones in RN for N  7 (see [5, Th. 10.10] and [4, Rem. 2.2] fore more details).
2. The case N  2
Theorem 2.1. Let N  2, f ∈ C1(R) and u be a nonconstant radial stable solution of (1.1) (not necessarily bounded).
Then, there exist M,r0 > 0 such that∣∣u(r)∣∣ {Mr−N/2+√N−1+2 ∀r  r0 if N = 10, (2.1)M log(r) ∀r  r0 if N = 10.
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(i) N > 10.
(ii) There exists M > 0 such that ∣∣u(r)− u∞∣∣Mr−N/2+√N−1+2 ∀r  1, (2.2)
where u∞ = limr→∞ u(r).
Lemma 2.3. Let N  2 and u be a nonconstant radial stable solution of (1.1). Then, there exists K > 0 such that
∞∫
r
ds
sN−1ur(s)2
Kr−2
√
N−1 ∀r  1. (2.3)
Proof. We begin by recalling that ur , the usual radial derivative of u, does not vanish in (0,∞). It is implicit said in
inequality (2.3) and was announced in [3, Lem. 2.3]. (The authors have obtained this result for bounded solutions, but
their reasoning can be adapted easily to any nonconstant classical solution.)
Let us use [3, Lem. 2.2] (see also the proof of [3, Th. 2.1]) to assure that
(N − 1)
∫
RN
ur(|x|)2η(x)2
|x|2 dx 
∫
RN
ur
(|x|)2∣∣∇η(x)∣∣2 dx,
for every η ∈ (H 1 ∩ L∞)(RN) with compact support in RN . (Again this result is announced for bounded solutions,
but their arguments remain valid for any classical solution.) Applying this inequality to a radial function η(|x|) we
obtain:
(N − 1)
∞∫
0
ur(t)
2η(t)2tN−3 dt 
∞∫
0
ur(t)
2η′(t)2tN−1 dt. (2.4)
We now fix R > r  1 and consider the function:
η(t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 if 0 t  1,
t−
√
N−1 if 1 < t  r,
r−
√
N−1∫ R
r
ds
sN−1ur (s)2
R∫
t
ds
sN−1ur(s)2
if r < t R,
0 if R < t < ∞.
It follows that
(N − 1)
∞∫
0
ur(t)
2η(t)2tN−3 dt  (N − 1)
1∫
0
ur(t)
2tN−3 dt + (N − 1)
r∫
1
ur(t)
2t−2
√
N−1+N−3 dt.
On the other hand, we have:
∞∫
0
ur(t)
2η′(t)2tN−1 dt = (N − 1)
r∫
1
ur(t)
2t−2
√
N−1+N−3 dt + r
−2√N−1∫ R
r
ds
sN−1ur (s)2
.
Combining this with (2.4) we conclude:
(N − 1)
1∫
ur(t)
2tN−3 dt  r
−2√N−1∫ R
r
ds
N−1 2
.0 s ur (s)
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K = 1/
(
(N − 1)
1∫
0
ur(t)
2tN−3 dt
)
. 
Proposition 2.4. Let N  2 and u be a nonconstant radial stable solution of (1.1). Then, there exists M ′ > 0 such
that ∣∣u(2r)− u(r)∣∣M ′r−N/2+√N−1+2 ∀r  1. (2.5)
Proof. Fix r  1 and consider the functions:
α(s) = s(1−N)/3∣∣ur(s)∣∣−2/3, s ∈ (r,2r),
β(s) = ∣∣ur(s)∣∣2/3, s ∈ (r,2r).
By Lemma 2.3 we have:
‖α‖L3(r,2r) K1/3r−2/3
√
N−1,
for a constant K > 0 not depending on r  1. On the other hand, since ur does not vanish in (0,∞), it follows:
‖β‖L3/2(r,2r) =
∣∣u(2r)− u(r)∣∣2/3.
Applying Hölder inequality to functions α and β we deduce:
r(4−N)/3
2∫
1
t (1−n)/3 dt = ‖s(1−N)/3‖L1(r,2r)  ‖α‖L3(r,2r)‖β‖L3/2(r,2r)
K1/3r−2
√
N−1/3∣∣u(2r)− u(r)∣∣2/3,
which gives (2.5). 
Proof of Theorem 2.1. The proof will be divided into three cases:
• Case N > 10. Suppose that limr→∞ |u(r)| ∈ (0,∞]. Hence, since N > 10, we have limr→∞ r−N/2+
√
N−1+2 = 0,
and (2.1) follows immediately.
Otherwise, limr→∞ u(r) = 0. Thus, by the monotony of u and Proposition 2.4, there exists M ′ > 0 such that for
every r  1:
∣∣u(r)∣∣= ∞∑
k=1
∣∣u(2kr)− u(2k−1r)∣∣M ′ ∞∑
k=1
(2k−1r)−N/2+
√
N−1+2
=
(
M ′
∞∑
k=1
2(k−1)(−N/2+
√
N−1+2)
)
r−N/2+
√
N−1+2.
Finally, since N > 10, the above series is convergent and (2.1) is proved with r0 = 1.
• Case 2  N < 10. Let r  1. Then, there exist m ∈ N and 1  r1 < 2 such that r = 2m−1r1. Thus, from the
monotony of u and Proposition 2.4, it follows that
∣∣u(r)∣∣ ∣∣u(r)− u(r1)∣∣− ∣∣u(r1)∣∣= m−1∑
k=1
∣∣u(2kr1)− u(2k−1r1)| − ∣∣u(r1)∣∣
M ′
m−1∑
k=1
(2k−1r1)−N/2+
√
N−1+2 − ∣∣u(r1)∣∣
= M ′
(
r−N/2+
√
N−1+2 − r−N/2+
√
N−1+2
1
−N/2+√N−1+2
)
− ∣∣u(r1)∣∣,2 − 1
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√
N − 1 + 2 > 0, the
above inequality is of the type ∣∣u(r)∣∣M1r−N/2+√N−1+2 −M2 ∀r  1,
for certain M1,M2 > 0. It follows easily (2.1).
• Case N = 10. This is a similar case to the previous one. In fact, if we follow the same notation and taking into
account that −N/2 + √N − 1 + 2 = 0, it may be concluded that
∣∣u(r)∣∣M ′(m− 1)− ∣∣u(r1)∣∣= M ′(log r − log r1)log 2 −
∣∣u(r1)∣∣,
and (2.1) follows immediately. 
Proof of Theorem 2.2. Similar to the proof of Proposition 2.4, fix r  1 and consider the functions
α(s) = s(1−N)/3∣∣ur(s)∣∣−2/3, s ∈ (r,∞).
β(s) = ∣∣ur(s)∣∣2/3, s ∈ (r,∞).
Applying Hölder inequality to functions α and β , and taking into account Lemma 2.3 and the monotony of u, we
deduce that N > 4 and the existence of a constant K > 0 such that
3
N − 4 r
(4−N)/3 = ‖s(1−N)/3‖L1(r,∞)  ‖α‖L3(r,∞)‖β‖L3/2(r,∞)
K1/3r−2
√
N−1/3∣∣u(r)− u∞∣∣2/3,
which gives (2.2). Finally, from this inequality (2.2), we conclude that the exponent −N/2 + √N − 1 + 2 must be
negative, which is equivalent to N > 10. 
3. Optimality of the results for N  2 and final remarks
We will see that the results obtained in the previous section are optimal. To this end, for every N  2, let us define
a family {uα,α ∈R} ⊂ C∞(RN) of radial functions as
uα(r) =
√
1 + r2 α ∀r  0, if α = 0;
u0(r) = log
√
1 + r2 ∀r  0.
(3.1)
It is easily seen that uα is a solution of (1.1) with f = fα ∈ C1(R) defined by:
fα(s) =
{
α(α − 2)s1−4/α − α(α +N − 2)s1−2/α if s > 0
0 if s  0 if α < 0;
fα(s) =
{
α(α − 2)s1−4/α − α(α +N − 2)s1−2/α if s  1
−(α − 2)(N + 2)(s − 1)− αN if s < 1 if α > 0;
f0(s) = −(N − 2)e−2s − 2e−4s if s ∈R.
Of course, the values of fα(s) for s  0, if α < 0, and s < 1, if α > 0, are superfluous; what is important is to
extend in a differentiable way the functions fα in all of R.
The following example shows that the exponent −N/2 + √N − 1 + 2 which appears in Theorems 2.2 and 2.1 is
optimal. In fact any power growth bigger than this exponent is allowed for stable solutions (considering logarithm as
a 0-power).
Example 3.1. For N  2 consider the family {uα,α ∈R} defined in (3.1). Then,
uα is stable ⇔ α −N/2 +
√
N − 1 + 2.
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What is left is to show the sufficient condition. For this purpose, consider the above-mentioned functions fα , and
define hα(r) = f ′α(uα(r)) for α ∈R and r  0. An easy computation shows that
hα(r) = −(α − 2)(α +N − 2) r
2 − (α − 2)(N + 2)
(1 + r2)2 , r  0, α ∈R.
It is a simple matter to check that, for fixed r  0, the above expression is decreasing in α −N/2 +√N − 1 + 2.
Hence, it suffices to prove that u−N/2+√N−1+2 is stable. To this end, we see at once that
h−N/2+√N−1+2(r) =
(N − 2)2
4r2
− (
√
N − 1 − 1)3
(1 + r2)2 −
(N − 2)2
4r2(1 + r2)2 
(N − 2)2
4r2
,
for every r > 0. Hence u−N/2+√N−1+2 is stable, by Hardy inequality:
∫
RN
((N −2)2/(4r2))ξ2  ∫
RN
|∇ξ |2, for every
ξ ∈ C∞(RN) with compact support. 
In the case α = −1/4 and N  11, the above example was used in [3, Ex. 1] to show the existence of stable
nonconstant bounded radial solutions for N  11.
Remark 1. As an easy consequence of Theorem 2.1, we have that, for every N  2 and p > 0, if u is a stable
nonconstant radial solution of (1.1) and u ∈ Lp(RN) then
N > 10 and p >
2N
N − 2√N − 1 − 4 .
The last condition is equivalent to p > 2 and N > 2p(3p−4+2
√
p2−p−1 )
(p−2)2 .
Example 3.1 shows that this result is optimal.
Remark 2. Let N  2, p > 0 and u be a nonconstant radial stable solution of (1.1). Similar to the proof of
Proposition 2.4, consider, for every r  1, the functions:
α(s) = sp(1−N)/(p+2)∣∣ur(s)∣∣−2p/(p+2), s ∈ (r,2r);
β(s) = s2(N−1)/(p+2)∣∣ur(s)∣∣2p/(p+2), s ∈ (r,2r).
Using Lemma 2.3 and applying Hölder inequality to functions α ∈ L(p+2)/p(r,2r) and β ∈ L(p+2)/2(r,2r), we can
assert that there exists M ′′ > 0 such that∫
r|x|2r
∣∣∇u(x)∣∣p dx M ′′rN+p(−N/2+√N−1+1) ∀r  1.
In particular, it is deduced that, for every N  2 and p > 0, if u is a stable nonconstant radial solution of (1.1) and
|∇u| ∈ Lp(RN) then
N > 4 + 2√2 = 6.828 . . . and p > 2N
N − 2√N − 1 − 2 .
The last condition is equivalent to p > 2 and N > 2p(2p−2+
√
2p2−4 )
(p−2)2 .
Again, Example 3.1 shows that this result is optimal.
4. The case N = 1
Let N = 1 and consider a solution u (not necessarily even) of (1.1).
If u′ does not vanish in R, then u is stable (see [1, Cor. 4.3] for similar results in RN ). To see this, consider
v ∈ C∞(R) with compact support in R. Integrating by parts we obtain:
0
∫
u′2
(
v
u′
)′2
dx =
∫ (
v′2 + u
′′′
u′
v2
)
dx =
∫ (
v′2 − f ′(u)v2)dx.
R R R
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equivalent to the stability of the even solution u˜(x) := u(x + x0), x ∈R, of the same problem (1.1).
For this reason we can suppose, without loss of generality, that u is even. The following theorem provides a
characterizations of such solutions.
Theorem 4.1. Let N = 1 and u be a nonconstant even solution of (1.1). Then, u is stable if and only if u′(x) = 0
∀x = 0, and
∞∫
1
dt
u′(t)2
 1
u′′(0)
( 1∫
0
u′′(t)− u′′(0)
u′(t)2
dt + 1
u′(1)
)
.
Let us mention two important consequences of this theorem:
Theorem 4.2. Let N = 1 and u be a nonconstant even stable solution of (1.1). Then,
lim
r→∞
|u(r)|
r3/2
= +∞.
Theorem 4.3. Let u : [1,∞) →R be a function. Then, the following assertions are equivalent:
(i) There is an extension of u to R such that u is a nonconstant even stable solution of a problem of the type (1.1).
(ii) u ∈ C3[1,∞), u′(x) = 0 ∀x ∈ [1,∞) and
∞∫
1
dt
u′(t)2
< ∞.
From the last result it is immediately deduced that, for s > 3/2, there is a nonconstant even stable solution u of a
problem of the type (1.1) satisfying u(r) = rs ∀r  1. Hence Theorem 4.2 is optimal.
Proof of Theorem 4.1. First of all, note that since u is not constant, it is deduced by the uniqueness of the Initial
Value Problem −u′′ = f (u); u(0) = u0; u′(0) = 0, that u′′(0) = −f (u0) = 0. Hence the formulation of the theorem
has sense.
It is well known that stability of u implies nonexistence of nontrivial solutions of the problem:
−w′′(x) = f ′(u(x))w(x), x ∈ (−a, a)
w(−a) = w(a) = 0
}
, (4.1)
for every a > 0.
Let us first prove that u′(x) = 0 ∀x = 0 is a necessary condition for the stability of u. Suppose, contrary to our
claim, that there exists R > 0 such that u′(R) = 0. Then, we would have that u′ is a solution of the problem (4.1) with
a = R, a contradiction.
Hence, under the assumption u′(x) = 0 ∀x = 0, we will prove that the inequality of Theorem 4.1 is equivalent to
the stability of u. For this purpose, since f ′(u(x)) = −u′′′(x)/u′(x) ∀x = 0, and taking into account that the instability
of u is equivalent to the existence of a nonzero even solution of (4.1) for some a > 0, we are reduced to the study of
nontrivial solutions of the problem:
−w′′(x) = −u
′′′(x)
u′(x)
w(x), x ∈ (0, a)
w′(0) = w(a) = 0
⎫⎬
⎭ . (4.2)
It is easy to check that the function,
wa(x) = u′(x)
a∫ dt
u′(t)2
, x ∈ (0, a],
x
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Initial Value Problem, and taking into account that limx→0 wa(x) = 1/u′′(0) we deduce that the instability of u is
equivalent to the existence of a > 0 such that
lim
x→0w
′
a(x) = 0.
On the other hand, for 0 < x  a, we have:
w′a(x) = u′′(x)
a∫
x
dt
u′(t)2
− 1
u′(x)
= u′′(x)
a∫
1
dt
u′(t)2
+
1∫
x
u′′(x)
u′(t)2
dt − 1
u′(x)
= u′′(x)
a∫
1
dt
u′(t)2
+
1∫
x
u′′(x)− u′′(t)
u′(t)2
dt − 1
u′(1)
.
In order to take limit when x tends to 0 in the last expression, it will be necessary to do the following estimation
for 0 x < t  1: ∣∣∣∣u′′(x)− u′′(t)u′(t)2
∣∣∣∣=
∣∣∣∣ (x − t)u′′′(ξ)u′(t)2
∣∣∣∣=
∣∣∣∣ (x − t)f ′(u(ξ))u′(ξ)u′(t)2
∣∣∣∣
= t − x
t
ξ
t
∣∣f ′(u(ξ))∣∣ |u′(ξ)/ξ ||u′(t)/t |2 
∣∣f ′(u(ξ))∣∣ |u′(ξ)/ξ ||u′(t)/t |2 ,
for certain 0  x < ξ < t  1. Finally, since lims→0 |u′(s)/s| = |u′′(0)| > 0 and |u′(s)/s| > 0 for every s > 0, we
deduce that there exist c1, c2 > 0 such that c1  |u′(s)/s| c2 for 0 < s  1 and consequently (u′′(x)−u′′(t))/u′(t)2
is uniformly bounded for 0 x < t  1.
Therefore
lim
x→0w
′
a(x) = u′′(0)
a∫
1
dt
u′(t)2
+
1∫
0
u′′(0)− u′′(t)
u′(t)2
dt − 1
u′(1)
.
From the above it follows that the instability of u is equivalent to the existence of a > 0 such that
a∫
1
dt
u′(t)2
= 1
u′′(0)
( 1∫
0
u′′(t)− u′′(0)
u′(t)2
dt + 1
u′(1)
)
.
Since the expression
∫ a
1
dt
u′(t)2 is strictly increasing in a > 0 and tends to −∞ as a → 0 (since u′(0) = 0), we
conclude that the solvability of the above equation in a > 0 is equivalent to:
∞∫
1
dt
u′(t)2
>
1
u′′(0)
( 1∫
0
u′′(t)− u′′(0)
u′(t)2
dt + 1
u′(1)
)
,
which proves the theorem. 
Proof of Theorem 4.2. Let N = 1 and u be a nonconstant even stable solution of (1.1). Then, by Theorem 4.1,
u′(x) = 0 ∀x > 0 and ∫∞1 dtu′(t)2 < ∞. These are the only properties of u we will use in the proof.
Take 0 < r0 < r and consider the functions
α(s) = ∣∣u′(s)∣∣−2/3, s ∈ (r0, r);
β(s) = ∣∣u′(s)∣∣2/3, s ∈ (r0, r).
Applying Hölder inequality to functions α and β , we deduce:
r − r0 = ‖1‖L1(r0,r)  ‖α‖L3(r0,r)‖β‖L3/2(r0,r) =
( r∫ dt
u′(t)2
)1/3∣∣u(r)− u(r0)∣∣2/3.
r0
S. Villegas / J. Math. Pures Appl. 88 (2007) 241–250 249It follows that
|u(r)− u(r0)|
|r − r0|3/2 
1
(
∫ r
r0
dt
u′(t)2 )
1/2
.
Therefore, if we fix r0 > 0 and take limit in r , we obtain:
lim inf
r→∞
|u(r)|
r3/2
 1
(
∫∞
r0
dt
u′(t)2 )
1/2
.
Since r0 > 0 is arbitrary, then the right member of this inequality is arbitrary large and the theorem follows. 
Proof of Theorem 4.3. It is clear from Theorem 4.1 that (i) ⇒ (ii). Let us deduce (i) from (ii). For this purpose, we
can suppose without loss of generality that u′ > 0 in [1,∞).
Take ε > 0 such that
∫∞
1
dt
u′(t)2 <
1
ε2
and consider a positive function Ψ ∈ C2[1/2,1] satisfying:
Ψ
(
1
2
)
= ε
2
, Ψ ′
(
1
2
)
= ε, Ψ ′′
(
1
2
)
= 0, Ψ (1) = u′(1), Ψ ′(1) = u′′(1), Ψ ′′(1) = u′′′(1)
and
∫ 1
1/2
dt
Ψ (t)2
< 1
ε2
. It is easily seen that such a function exists: take, for instance, Ψ verifying the above conditions
together with minΨ > 1/3 min{ε,u′(1)} and Ψ > n in [1/2 + 1/n,1 − 1/n] for large n ∈N.
Define Ψ (t) = ε t for t ∈ [0,1/2). Hence Ψ ∈ C2[0,1] and we can extend u to R in the following way:
u(x) = u(1)+ ∫ x1 Ψ (t)dt if 0 x < 1 and u(x) = u(−x) if x < 0. Then u is a C3(R) even function and satisfies
1
u′′(0)
( 1∫
0
u′′(t)− u′′(0)
u′(t)2
dt + 1
u′(1)
)
= 1
ε
( 1∫
1/2
Ψ ′(t)− ε
Ψ (t)2
dt + 1
u′(1)
)
= 1
ε
(
1
Ψ (1/2)
− 1
Ψ (1)
+ 1
u′(1)
)
−
1∫
1/2
dt
Ψ (t)2
= 2
ε2
−
1∫
1/2
dt
Ψ (t)2
>
1
ε2
>
∞∫
1
dt
u′(t)2
,
which gives the stability of u by applying Theorem 4.1. The proof is completed by showing that u is a solution of
a problem of the type (1.1). To this end, consider f (s) = −ε, if s  u(0); f (s) = −u′′(u−1(s)), if s > u(0). As we
have seen in the proof of Theorem 4.2, conditions u′(x) = 0 ∀x > 0 and ∫∞1 dtu′(t)2 < ∞ imply limr→∞ |u(r)|r3/2 = +∞
and consequently limr→∞ u(r) = +∞. Hence f is a well-defined C1 function in (u(0),+∞). Since f is constant in
(−∞, u(1/2)] and u(0) < u(1/2), we conclude f ∈ C1(R), which is the desired conclusion. 
Remark 3. Let N = 1, p > 0 and u be a nonconstant even stable solution of (1.1). Similar to Remark 2, consider, for
every r  1, the functions:
α(s) = ∣∣u′(s)∣∣−2p/(p+2), s ∈ (r,2r);
β(s) = ∣∣u′(s)∣∣2p/(p+2), s ∈ (r,2r).
Taking into account that limr→∞
∫ 2r
r
dt
u′(t)2 = 0 and applying Hölder inequality to functions α ∈ L(p+2)/p(r,2r)
and β ∈ L(p+2)/2(r,2r), we have:
lim
r→∞
∫ 2r
r
|u′(x)|p dx
r(p+2)/2
= +∞.
In particular, u′ /∈ Lp(R).
The optimality of this result can be shown by considering solutions u satisfying u(r) = rs ∀r  1 (s > 3/2).
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