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SIMPLICITY OF UHF AND CUNTZ ALGEBRAS ON Lp SPACES
N. CHRISTOPHER PHILLIPS
Abstract. We prove that, for 1 ≤ p < ∞ and d ∈ {2, 3, 4, . . .}, the Lp ana-
log Op
d
of the Cuntz algebra Od is a purely infinite simple amenable Banach
algebra.
The proof requires what we call the spatial Lp UHF algebras, which are
analogs of UHF algebras acting on Lp spaces. As for the usual UHF C*-
algebras, they have associated supernatural numbers. For fixed p ∈ [1,∞), we
prove that any spatial Lp UHF algebra is simple and amenable, and that two
such algebras are isomorphic if and only if they have the same supernatural
number (equivalently, the same scaled orderedK0-group). For distinct p1, p2 ∈
[1,∞), we prove that no spatial Lp1 UHF algebra is isomorphic to any spatial
Lp2 UHF algebra.
Analogs Opd of the Cuntz algebras Od, but acting on L
p spaces, were introduced
in [16]. (See Definition 1.7 below.) For d ∈ {2, 3, 4, . . .} and p ∈ [1,∞) \ {2},
Theorem 8.7 of [16] is a uniqueness theorem for Opd, but simplicity of O
p
d is not
proved in [16]. The purpose of this paper is to prove that Opd is purely infinite in a
suitable sense, simple, and amenable as a Banach algebra. As an intermediate step,
we define and study analogs of UHF algebras on Lp spaces. We prove simplicity
and existence of a unique normalized trace for a fairly large class of such algebras,
and amenability and a uniqueness theorem for the standard examples (which we
call spatial Lp UHF algebras). We also prove that two of our standard examples
are isomorphic if and only if they use the same value of p and they have the same
scaled ordered K0-group. We mostly avoid the intricacies of K-theory by using
the supernatural number as our invariant. In a separate paper [17], we consider a
somewhat more restrictive class than here. Within this class, for each p ∈ [1,∞)
and each possible K0-group of a UHF algebra, we exhibit uncountably many iso-
morphism classes of Lp UHF algebras with the given K0-group. We also show that,
within this class, amenability implies isomorphism with a spatial Lp UHF algebra.
In the C*-algebra case (p = 2), simplicity for Od is equivalent to uniqueness.
For p 6= 2, we know of no method of getting either of simplicity or uniqueness from
the other. To get simplicity from uniqueness, one needs to know that a purported
proper quotient ofOpd can again be represented on an L
p space. The closest we know
to this is the result of [13], but for p 6= 2 this result does not suffice. (For p = 1,
in fact it says nothing at all.) To get uniqueness from simplicity, we need to know
that any continuous homomorphism from a simple Banach algebra of operators on
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an Lp space to another one is isometric; for a weaker form of uniqueness, we at
least need to know that such a homomorphism has closed range. Examples in [17]
show that this is false for general Lp UHF algebras.
The proof of uniqueness in [16] is unrelated to the usual methods used in C*-
algebras. Indeed, it does not work for C*-algebras. The proof of simplicity and pure
infiniteness given here follows the method of the original proof [7] in the C*-algebra
case. Much more care is needed, and the proofs depend heavily on the theory of
spatial representations developed in [16], but the basic outline is the same.
We do not consider Lp analogs of general AF algebras in this paper, only
Lp analogs of UHF algebras, since they are notationally simpler, automatically
simple, avoid extra complications, and suffice for the purposes here. In particular,
the theory developed here and in [17] seems inadequate to handle commutative
Lp analogs of AF algebras. However, Lp analogs of AF algebras seem to be inter-
esting in their own right, and will be further studied in [22].
Section 1 contains preliminary material. We recall some (not all) of the impor-
tant facts from [16] which we use, and we describe the Lp analog of the minimal
(spatial) tensor product of C*-algebras. In Section 2, we give some material on con-
ditional expectations on Banach algebras and isometric actions of compact groups
on Banach algebras. This material is needed for technical purposes in the rest of the
paper. Section 3 introduces Lp analogs of UHF algebras, including the “canonical”
class consisting of the spatial Lp UHF algebras. It contains a uniqueness theorem
for the spatial Lp UHF algebras and theorems on simplicity and uniqueness of the
trace for a larger class. We also prove that spatial Lp UHF algebras are amenable in
the Banach algebra sense. In Section 4, we prove that two spatial Lp UHF algebras
are isomorphic if and only if they have the same supernatural number and use the
same choice of p. This material is not used later. We leave several problem open.
In Section 5, we prove simplicity, pure infiniteness, and amenability of Opd.
Scalars will always be C (except in part of Section 4, where we need to quote
results stated for real scalars). Presumably everything here works for real scalars,
except that the K-theory will be different. (The proof, in [16], of the equivalence of
some of the conditions for a representation of a finite dimensional matrix algebra
to be spatial, depends on complex scalars, although the result might still be valid
in the real case. The affected implications are probably not needed here.)
We will use the following notation throughout.
Notation 0.1. For d ∈ Z>0, we let tr : Md → C be the normalized trace, that is,
tr
(
(bj,k)
d
j,k=1
)
=
1
d
d∑
j=1
bj,j.
If we want to make the matrix size explicit, we write trd : Md → C. Also, for any
unital algebra A, we let inv(A) denote the group of invertible elements of A. If
E and F are Banach spaces, we write L(E,F ) for the space of bounded linear
operators from E to F, and L(E) for L(E,E). For a ∈ L(E,F ), we denote its range
by ran(a).
A unital representation of a unital complex algebra on a Banach space has the
obvious meaning. (See Definition 2.8 of [16].) We take all algebras and representa-
tions to be unital.
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1. Preliminaries
In this section, we recall the definitions of the Banach algebrasMpd (algebraically
just the algebra Md of d × d complex matrices) and O
p
d (a suitable completion of
the Leavitt algebra Ld). We also give definitions of spatial representations of these
algebras. We then discuss the Lp spatial tensor product of closed subalgebras
A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)).
We start with Mpd .
Notation 1.1. For any set S, we give lp(S) the usual meaning (using counting
measure on S), and we take (as usual) lp = lp(Z>0). For d ∈ Z>0 and p ∈ [1,∞],
we let lpd = l
p
(
{1, 2, . . . , d}
)
. We further let Mpd = L
(
lpd
)
with the usual operator
norm, and we algebraically identify Mpd with the algebra Md of d × d complex
matrices in the standard way.
We warn of a notational conflict. Many articles on Banach spaces use Lp(X,µ)
rather than Lp(X,µ), and use ldp for what we call l
p
d. Our convention is chosen to
avoid conflict with the standard notation for the Leavitt algebra Ld of Definition 1.5
below.
Definition 1.2. Let d ∈ {2, 3, 4, . . .}, let p ∈ [1,∞)\ {2}, let (X,B, µ) be a σ-finite
measure space, and let ρ : Md → L(L
p(X,µ)) be a representation. We say that ρ
is spatial if ρ is contractive for the norm of Notation 1.1, that is, ‖ρ(a)‖ ≤ ‖a‖ for
all a ∈Md.
This is not the original definition of a spatial representation. Instead, it is the
equivalent condition in Theorem 7.2(4) of [16]. We refer to Section 7 of [16] for
motivation for this definition, and note that Theorem 7.2 of [16] gives a number
of equivalent conditions for a representation of Md to be spatial. One of them is
important enough to be stated here for reference.
Theorem 1.3. Let the notation be as in Definition 1.2. Then ρ is spatial if and
only if ρ is isometric.
Proof. This is the equivalence of conditions (3) and (4) of Theorem 7.2 of [16]. 
For p = 2, contractive representations need not be spatial in the sense of Defini-
tion 7.1 of [16]. We use the following substitute. It was pointed to us by Narutaka
Ozawa, and the reference was supplied by David Blecher.
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Lemma 1.4 (Proposition A.5.8 of [6]). Let A and B be C*-algebras, and let
ϕ : A→ B be an algebra homomorphism. Then ϕ is contractive if and only if ϕ is
a *-homomorphism.
We now turn to Opd. It is the operator norm closure of what we call in [16] a
spatial representation on an Lp space of the Leavitt algebra Ld.
Definition 1.5. Let d ∈ {2, 3, 4, . . .}. We define the Leavitt algebra Ld to be the
universal unital complex associative algebra on generators s1, s2, . . . , sd, t1, t2, . . . , td
satisfying the relations:
(1) tjsj = 1 for j ∈ {1, 2, . . . , d}.
(2) tjsk = 0 for j, k ∈ {1, 2, . . . , d} with j 6= k.
(3)
∑d
j=1 sjtj = 1.
Definition 1.6. Let d ∈ {2, 3, 4, . . .}, let p ∈ [1,∞)\ {2}, let (X,B, µ) be a σ-finite
measure space, and let ρ : Ld → L(L
p(X,µ)) be a representation. We say that ρ is
spatial if the following two conditions are satisfied:
(1) Identifying
B = span
(
{sjtk : j, k = 1, 2, . . . , d}
)
with Md in the usual way (see the case m = 1 of Lemma 5.7 for details),
and then giving B the norm from Notation 1.1, the restriction ρ|B : B →
L(Lp(X,µ)) is contractive.
(2) For j = 1, 2, . . . , d, we have ‖ρ(sj)‖ ≤ 1 and ‖ρ(tj)‖ ≤ 1.
Again, this is not the original definition of a spatial representation. Instead, it
is the combination of Theorem 7.7(5) and Theorem 7.2(4) of [16]. Theorems 7.2
and 7.7 of [16] together give many other equivalent conditions for a representation
to be spatial.
Spatial representations always exist (Lemma 7.5 of [16]), and the norm on Ld
defined by x 7→ ‖ρ(x)‖ is independent of the choice of the spatial representation ρ
(Theorem 8.7 of [16]). Therefore the following definition makes sense.
Definition 1.7 (Definition 8.8 of [16]). Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞)\{2}.
We define Opd to be the completion of Ld in the norm a 7→ ‖ρ(a)‖ for any spatial
representation ρ of Ld on a space of the form L
p(X,µ) for a σ-finite measure space
(X,B, µ). We write sj and tj for the elements in O
p
d obtained as the images of the
elements with the same names in Ld, as in Definition 1.5.
We take O2d to be the usual Cuntz algebra Od, with standard generating isome-
tries s1, s2, . . . , sd, and with tj = s
∗
j for j = 1, 2, . . . , d.
For reference, we restate here Theorem 2.16 of [16]. (This theorem is really a
compilation of results from other sources.)
Theorem 1.8. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces. Let p ∈
[1,∞). Write Lp(X,µ) ⊗p L
p(Y, ν) for the Banach space completed tensor prod-
uct Lp(X,µ)⊗˜∆pL
p(Y, ν) defined in 7.1 of [9]. Then there is a unique isometric
isomorphism
Lp(X,µ)⊗p L
p(Y, ν) ∼= Lp(X × Y, µ× ν)
which identifies, for every ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν), the element ξ ⊗ η with
the function (x, y) 7→ ξ(x)η(y) on X × Y. Moreover:
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(1) Under the identification above, the linear span of all ξ⊗η, for ξ ∈ Lp(X,µ)
and η ∈ Lp(Y, ν), is dense in Lp(X × Y, µ× ν).
(2) ‖ξ ⊗ η‖p = ‖ξ‖p‖η‖p for all ξ ∈ L
p(X,µ) and η ∈ Lp(Y, ν).
(3) The tensor product ⊗p is commutative and associative.
(4) Let
(X1,B1, µ1), (X2,B2, µ2), (Y1, C1, ν1), and (Y2, C2, ν2)
be σ-finite measure spaces. Let
a ∈ L
(
Lp(X1, µ1), L
p(X2, µ2)
)
and b ∈ L
(
Lp(Y1, ν1), L
p(Y2, ν2)
)
.
Then there exists a unique
c ∈ L
(
Lp(X1 × Y1, µ1 × ν1), L
p(X2 × Y2, µ2 × ν2)
)
such that, making the identification above, c(ξ ⊗ η) = aξ ⊗ bη for all ξ ∈
Lp(X1, µ1) and η ∈ L
p(Y1, ν1). We call this operator a⊗ b.
(5) The operator a⊗ b of (4) satisfies ‖a⊗ b‖ = ‖a‖ · ‖b‖.
(6) The tensor product of operators defined in (4) is associative, bilinear, and
satisfies (when the domains are appropriate) (a1⊗b1)(a2⊗b2) = a1a2⊗b1b2.
Definition 1.9. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, and let
p ∈ [1,∞). Let A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)) be closed subalgebras. We
define A ⊗p B ⊂ L
(
Lp(X × Y, µ × ν)
)
to be the closed linear span of all a ⊗ b
with a ∈ L(Lp(X,µ)) and b ∈ L(Lp(Y, ν)). We call A⊗p B the L
p operator tensor
product of A and B. We call an element a⊗ b an elementary tensor of operators.
We warn that this use of ⊗p is quite different from the tensor product in Theo-
rem 1.8 which gives Lp(X,µ)⊗p L
p(Y, ν) ∼= Lp(X × Y, µ× ν). No confusion should
arise.
When p = 2 and A and B are closed under a 7→ a∗ (that is, they are C*-algebras),
then A⊗p B is the minimal C* tensor product of A and B. See Section 6.3 of [14],
where it is called the spatial tensor product. It does not depend on how A and B
are represented. For general p, and even for nonselfadjoint algebras when p = 2, our
tensor product does depend on how the algebras are represented. Examples will
be given elsewhere. We thus do not try to define a tensor norm and a completed
tensor product independently of the representations of A and B, except in very
special cases.
We now give some properties of A⊗pB. We will not use injectivity in (4), but it
is the sort of thing that one ought to know. We also mostly do not explicitly refer
to the others.
Proposition 1.10. Let p ∈ [1,∞). The Lp operator tensor product of algebras
(Definition 1.9) has the following properties:
(1) A⊗p B is a Banach algebra.
(2) Associativity: If (X,B, µ), (Y, C, ν), and (Z,D, λ) are σ-finite measure spaces,
and A ⊂ L(Lp(X,µ)), B ⊂ L(Lp(Y, ν)), and C ⊂ L(Lp(Z, λ)) are closed
subalgebras, then (A ⊗p B) ⊗p C = A ⊗p (B ⊗p C) as subalgebras of
L
(
Lp(X × Y × Z, µ× ν × λ)
)
.
(3) If A and B are unital, then A ⊗p B is unital, with identity 1 ⊗ 1, and
a 7→ a⊗ 1 and b 7→ 1⊗ b are unital isometric homomorphisms from A and
B to A⊗p B.
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(4) Let A⊗algB be the usual algebraic tensor product. Then there is a canonical
algebra homomorphism ϕ : A⊗alg B → A⊗pB sending a⊗ b ∈ A⊗alg B to
a⊗ b ∈ A⊗p B as defined above, and this homomorphism is injective.
Proof. Part (1) follows from the fact that the linear span of the elementary tensors
of operators is closed under multiplication. (This uses Theorem 1.8(6).) Part (2)
is easily proved by repeated applications of Theorem 1.8(1), together with the fact
that (ξ⊗η)⊗ζ = ξ⊗(η⊗ζ). Part (3) follows from parts (5) and (6) of Theorem 1.8.
We prove (4). Existence of ϕ is clear, as is the fact that ϕ is an algebra homo-
morphism.
It remains to prove injectivity.
Let c ∈ A⊗alg B satisfy ϕ(c) = 0. We prove that c = 0. Choose
m ∈ Z>0, r1, r2, . . . , rm ∈ A, and s1, s2, . . . , sm ∈ B,
such that c =
∑m
j=1 rj⊗sj. Let a1, a2, . . . , an ∈ A form a basis for span(r1, r2, . . . , rm).
For j = 1, 2, . . . ,m and k = 1, 2, . . . , n choose λj,k ∈ C such that rj =
∑n
k=1 λj,kak.
Then set bk =
∑m
j=1 λj,ksj . This gives c =
∑n
k=1 ak ⊗ bk.
Let q ∈ (1,∞] satisfy 1p +
1
q = 1. Let E be the vector space of all bounded
bilinear maps Lp(X,µ) × Lq(X,µ) → C, and let F be the vector space of all
bounded bilinear maps Lp(Y, ν) × Lq(Y, ν) → C. Define R : L(Lp(X,µ)) → E and
S : L(Lp(Y, ν))→ F by
R(a)(ξ1, ξ2) =
∫
X
ξ2 · a(ξ1) dµ and S(b)(η1, η2) =
∫
Y
η2 · b(η1) dν
for a ∈ L(Lp(X,µ)), ξ1 ∈ L
p(X,µ), ξ2 ∈ L
q(X,µ), b ∈ L(Lp(Y, ν)), η1 ∈ L
p(Y, ν),
and η2 ∈ L
q(Y, ν). Since Lq(X,µ) is the dual of Lp(X,µ), the Hahn-Banach Theo-
rem implies that R is injective. Similarly S is injective. Further, for η1 ∈ L
p(Y, ν)
and η2 ∈ L
q(Y, ν), define Tη1,η2 : L(L
p(X × Y, µ× ν))→ E by
Tη1,η2(a)(ξ1, ξ2) =
∫
X×Y
ξ2(x)η2(y)a(ξ1 ⊗ η1)(x, y) dµ(x)dν(y)
for a ∈ L(Lp(X × Y, µ × ν)), ξ1 ∈ L
p(X,µ), and ξ2 ∈ L
q(X,µ). Using Fubini’s
Theorem at the second step, for ξ1 ∈ L
p(X,µ) and ξ2 ∈ L
q(X,µ), we have
0 = Tη1,η2(ϕ(c))(ξ1 , ξ2) =
n∑
k=1
(∫
Y
η2 · bk(η1) dν
)(∫
X
ξ2 · ak(ξ1) dµ
)
= R
(
n∑
k=1
S(bk)(η1, η2)ak
)
(ξ1, ξ2).
Since R is injective and ξ1 and ξ2 are arbitrary, we get
∑n
k=1 S(bk)(η1, η2)ak = 0.
Since a1, a2, . . . , an are linearly independent, it follows that S(bk)(η1, η2) = 0 for
k = 1, 2, . . . , n. Since S is injective and η1 and η2 are arbitrary, we get bk = 0 for
k = 1, 2, . . . , n. Therefore c = 0. This completes the proof. 
The p-tensor product of closed subalgebras of the bounded operators on Lp-
spaces is not functorial for contractive homomorphisms. Examples will be given
elsewhere. (It probably is true that, if Aj ⊂ L(L
p(Xj , µj)) and Bj ⊂ L(L
p(Yj , νj)),
for j = 1, 2, are closed subalgebras, and if ϕj : Aj → Bj , for j = 1, 2, is a homo-
morphism which is completely bounded in a suitable sense, then there is a com-
pletely bounded homomorphism ϕ : A1 ⊗p A2 → B1 ⊗p B2 such that ϕ(a1 ⊗ a2) =
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ϕ1(a1) ⊗ ϕ2(a2) for all a1 ∈ A1 and a2 ∈ A2.) We can, however, say something
about the tensor product of spatial representations, and get some other informa-
tion. We give explicit details so that it is clear that we are not making unjustified
assumptions.
Lemma 1.11. Let p ∈ [1,∞), let n ∈ Z>0, and for k = 1, 2, . . . , n let (Xk,Bk, µk)
be a σ-finite measure space and let Ak ⊂ L(L
p(Xk, µk)) be a closed subalgebra.
Let σ be a permutation of {1, 2, . . . , n}. Then the permutation of tensor factors
a1 ⊗ a2 ⊗ · · · ⊗ an 7→ aσ(1) ⊗ aσ(2) ⊗ · · · ⊗ aσ(n)
extends to an isometric isomorphism
A1 ⊗A2 ⊗ · · · ⊗An ∼= Aσ(1) ⊗Aσ(2) ⊗ · · · ⊗Aσ(n).
Proof. Set Y =
∏n
k=1Xk and Z =
∏n
k=1Xσ(k), equipped with the obvious product
measures ν and λ. Let h : Y → Z be
h(x1, x2, . . . , xn) = (xσ(1), xσ(2), . . . , xσ(n))
for (x1, x2, . . . , xn) ∈ Y. Then h is a measure preserving bijection, so composition
with h defines an isometric isomorphism u ∈ L
(
Lp(Z, λ), Lp(Y, ν)
)
. The required
isomorphism is a 7→ uau−1. 
Lemma 1.12. Let p ∈ [1,∞) \ {2}, let m,n ∈ Z>0, let (X,B, µ) and (Y, C, ν) be
σ-finite measure spaces, and let ρ : Mm → L(L
p(X,µ)) and σ : Mn → L(L
p(Y, ν))
be spatial representations. Identify Cm ⊗ Cn with Cmn via an isomorphism which
sends tensor products of standard basis vectors to standard basis vectors, and use
this isomorphism to identifyMm⊗Mn = L(C
m⊗Cn) withMmn = L(C
mn). Define
a representation
ρ⊗ σ : Mmn → L
(
Lp(X × Y, µ× ν)
)
by (ρ⊗ σ)(a⊗ b) = ρ(a)⊗ σ(b) for a ∈Mm and b ∈Mn. Then ρ⊗ σ is spatial.
Proof. This is immediate from the original definition of a spatial representation
(Definition 7.1 of [16]) and Lemma 6.20 of [16]. 
Corollary 1.13. Let p ∈ [1,∞) and let m,n ∈ Z>0. Then the identification
of Mm ⊗ Mn with Mmn used in Lemma 1.12 induces an isometric isomorphism
Mpm⊗pM
p
n
∼=Mpmn. Moreover, if (X,B, µ) and (Y, C, ν) are σ-finite measure spaces,
and ρ : Mpm → L(L
p(X,µ)) and σ : Mpn → L(L
p(Y, ν)) are isometric unital repre-
sentations, then the representation ρ⊗ σ of Lemma 1.12 is isometric.
Proof. For p 6= 2, this is immediate from Lemma 1.12 and the fact (Theorem 1.3)
that a representation ofMd is spatial if and only if it is isometric onM
p
d . For p = 2,
use Lemma 1.4. 
Lemma 1.14. Let p ∈ [1,∞), let m,n ∈ Z>0, let (X,B, µ) and (Y, C, ν) be σ-
finite measure spaces, and let ρ : Mm → L(L
p(X,µ)) and σ : Mn → L(L
p(Y, ν))
be representations (not necessarily spatial). Identify Mpm ⊗p M
p
n with M
p
mn as in
Corollary 1.13, and define a representation
ρ⊗p σ : M
p
mn → L
(
Lp(X × Y, µ× ν)
)
by (ρ⊗pσ)(a⊗b) = ρ(a)⊗σ(b) for a ∈Mm and b ∈Mn. Then ‖ρ⊗pσ‖ ≥ ‖ρ‖ ·‖σ‖.
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The homomorphism ρ⊗pσ is defined on all ofM
p
m⊗pM
p
n, and bounded, because
Mpm ⊗pM
p
n is finite dimensional. Allowing for the possibility that the tensor prod-
uct of the homomorphisms is unbounded and defined only on the algebraic tensor
product, an analogous statement is true for more general domains.
We suspect that the inequality can’t be replaced by equality, but we don’t have
an example.
Proof of Lemma 1.14. Let ε > 0. Choose a ∈Mpm and b ∈M
p
n such that
‖a‖ = ‖b‖ = 1, ‖ρ(a)‖ > ‖ρ‖ − ε, and ‖σ(b)‖ > ‖σ‖ − ε.
Then ‖a⊗ b‖ = 1 by Theorem 1.8(5), and
‖(ρ⊗p σ)(a⊗ b)‖ > (‖ρ‖ − ε)(‖σ‖ − ε),
again by Theorem 1.8(5). Since ε > 0 is arbitrary, the result follows. 
2. Conditional expectations and group actions
Our simplicity proofs depend heavily on the Banach algebra version of a condi-
tional expectation. In the proof of simplicity of Opd, the gauge action will also play
a key role. In this section, we develop the properties of conditional expectations
and group actions which we use.
We only consider conditional expectations of norm one. Doubtless the others
are interesting and important for some purposes, but the applications in this paper
require the norm one condition.
Definition 2.1. Let B be a unital Banach algebra, and let A ⊂ B be a closed
subalgebra such that 1 ∈ A. A Banach conditional expectation from B to A is a
map E : B → A satisfying the following properties:
(1) E is linear.
(2) ‖E‖ = 1.
(3) E(a) = a for all a ∈ A.
(4) For all a, c ∈ A and b ∈ B, we have E(abc) = aE(b)c.
Examples are most easily obtained by averaging over group actions.
Definition 2.2. Let B be a Banach algebra. An automorphism of B is a continuous
linear bijection ϕ : B → B such that ϕ(ab) = ϕ(a)ϕ(b) for all a, b ∈ B. (Continuity
of ϕ−1 is automatic, by the Open Mapping Theorem.) We call ϕ an isometric
automorphism if in addition ‖ϕ(a)‖ = ‖a‖ for all a ∈ B. We let Aut(B) denote the
set of automorphisms of B.
Definition 2.3. Let B be a Banach algebra, and let G be a topological group. An
action of G on B is a homomorphism g 7→ αg from G to Aut(B) such that for every
a ∈ B, the map g 7→ αg(a) is continuous from G to B. We say that the action is
isometric if each αg is.
Proposition 2.4. Let B be a unital Banach algebra, let G be a compact group
with normalized Haar measure ν, and let α : G → Aut(B) be an isometric action.
Let BG be the fixed point algebra,
BG =
{
a ∈ B : αg(a) = a for all g ∈ G
}
.
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Take Banach space valued integration as in Section B.1 in Appendix B of [23]. Then
the formula
E(a) =
∫
G
αg(a) dν(g)
defines a Banach conditional expectation from B to BG.
Since we are integrating continuous functions with respect to Haar measure, the
presentation of vector valued integration in Section 1.5 of [23] suffices.
Proof of Proposition 2.4. All the properties required of a Banach conditional ex-
pectation in Definition 2.1 are easily checked. 
Remark 2.5. In Proposition 2.4, suppose we drop the assumption that the action
is isometric. Since G is compact, we have supg∈G ‖αg(a)‖ < ∞ for all a ∈ A.
The Uniform Boundedness Principle therefore implies that supg∈G ‖αg‖ <∞. The
same proof then shows that E satisfies the conditions of Definition 2.1, except that
condition (2) must be replaced by ‖E‖ ≤ supg∈G ‖αg‖ <∞.
Example 2.6. Let A be a commutative unital Banach algebra, letX be its maximal
ideal space, and let µ be a probability measure on X. Define E : A→ C · 1 ⊂ A by
E(a) =
(∫
X
ω(a) dµ(ω)
)
· 1 for a ∈ A. Then E is a Banach conditional expectation.
For the norm estimate, one uses ‖ω‖ ≤ 1 for all ω ∈ X.
In particular, if ω : A→ C is a multiplicative linear functional, then a 7→ ω(a) · 1
is a Banach conditional expectation.
Our next example is the conditional expectation from matrices over A to A itself
coming from the usual trace on a matrix algebra. We need some preparatory work,
enabling us to show that the condition ‖E‖ ≤ 1 is satisfied for many choices of the
norm on matrices over A, and giving an important additional property.
Unless otherwise specified, the norm on Md itself will be as given for M
p
d in
Notation 1.1; other norms will be given in terms of the norm on the image of Md
under a representation.
Definition 2.7(3) below is a normalization condition. It is included for use in [17],
and will not be needed in this paper.
Definition 2.7. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞), and let
d ∈ Z>0. Let ρ : Md → L(L
p(X,µ)) be a unital representation.
(1) We say that ρ has enough isometries if there is a finite subgroup G ⊂
inv(Md) whose natural action on C
d is irreducible and such that ‖ρ(g)‖ = 1
for all g ∈ G.
(2) We say that ρ locally has enough isometries if there is an at most countable
partition X =
∐
i∈I Xi into measurable subsets Xi such that µ(Xi) > 0 for
i ∈ I, such that the subspace Lp(Xi, µ) ⊂ L
p(X,µ) is ρ-invariant for every
i ∈ I, and such that for every i ∈ I the representation x 7→ ρ(x)|Lp(Xi,µ)
has enough isometries.
(3) If ρ locally has enough isometries, we say that ρ dominates the spatial
representation if we can choose the partition X =
∐
i∈I Xi in (2) so that
there is i0 ∈ I for which the representation x 7→ ρ(x)|Lp(Xi0 ,µ) is spatial.
For p = 2, in Definition 2.7(3) we use spatial representations as in Defini-
tion 7.1 of [16]. Up to unitary equivalence, however, we may as well just ask
for *-representations.
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Lemma 2.8. Let d ∈ Z>0, and let G ⊂ inv(Md) be a finite subgroup. Then the
following are equivalent:
(1) The natural action of G on Cd is irreducible.
(2) If a ∈Md commutes with every element of G, then a ∈ C · 1.
(3) For all a ∈Md, the element
∑
g∈G gag
−1 is a scalar multiple of 1.
(4) For all a ∈Md, we have
1
card(G)
∑
g∈G
gag−1 = tr(a) · 1.
Proof. The equivalence of (1) and (2) is well known.
Assume (2), and let a ∈Md. Set b =
∑
g∈G gag
−1. Then b commutes with every
element of G, so is a scalar. This is (3).
Now assume (3), and let a ∈Md. Set
b =
1
card(G)
∑
g∈G
gag−1.
We have tr(gag−1) = tr(a) for all g ∈ G. By hypothesis, there is λ ∈ C such that
b = λ · 1. Now
λ = tr(b) =
1
card(G)
∑
g∈G
tr(gag−1) =
1
card(G)
∑
g∈G
tr(a) = tr(a).
This is (4).
Finally, assume (4). We prove (2). Suppose a ∈ Md commutes with every
element of G. Then
a =
1
card(G)
∑
g∈G
gag−1 = tr(a) · 1,
so is a scalar multiple of 1. 
Corollary 2.9. Let d1, d2 ∈ Z>0 and let G1 ⊂ inv(Md1) and G2 ⊂ inv(Md2) be
finite subgroups. Set
G =
{
g1 ⊗ g2 : g1 ∈ G1 and g2 ∈ G2
}
⊂ inv(Md1 ⊗Md2) = inv(Md1d2).
Then G is a finite subgroup of inv(Md1d2), and if the natural actions of G1 on C
d1
and G2 on C
d2 are irreducible, then the natural action of G on Cd2d2 is irreducible.
Proof. The first part is obvious. For irreducibility, we use Lemma 2.8(3), and it is
enough to check the condition on elements of the form a⊗ b. We have
∑
g∈G
g(a⊗ b)g−1 =
 ∑
g1∈G1
g1ag
−1
1
⊗
 ∑
g2∈G2
g2bg
−1
2
 ,
which is the tensor product of scalars and so a scalar. 
For those readers only concerned with simplicity of Opd, the first of the following
examples is the only one that is needed. Before stating it, we introduce the finite
subgroup of inv(Md) which we most commonly use.
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Definition 2.10. Let d ∈ Z>0. Let (ej,k)
d
j,k=1 be the standard system of matrix
units in Md, and let Sd be the symmetric group. The subgroup of inv(Md) given
by
G =

d∑
j=1
εjej,σ(j) : σ ∈ Sd and ε1, ε2, . . . , εd ∈ {−1, 1}
 .
is called the group of signed permutation matrices .
Lemma 2.11. Let d ∈ Z>0 and let p ∈ [1,∞]. Then the signed permutation
matrices act on lpd via isometries, and this action is irreducible. Moreover, the
signed permutation matrices span Md.
Proof. It is immediate that the signed permutation matrices act on lpd via isometries.
Irreducibility follows easily from the last sentence. For the last sentence, let G be
the group of signed permutation matrices. Let the notation be as in Definition 2.10.
It suffices to show that ej,k ∈ span(G) for all j, k ∈ {1, 2, . . . , d}. Choose σ ∈ Sd
such that σ(j) = k. Then
g =
d∑
l=1
el,σ(l) and h = ej,k −
∑
l 6=j
el,σ(l)
satisfy g, h ∈ G and ej,k =
1
2 (g + h). So ej,k ∈ span(G). 
Example 2.12. Let p ∈ [1,∞) and let d ∈ Z>0. Then the identity representation
of Md on l
p
d has enough isometries. This is immediate from Lemma 2.11.
Example 2.13. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞), and let
d ∈ Z>0. Let ρ, σ : Md → L(L
p(X,µ)) be unital representations, and suppose that
there is u ∈ inv(Md) such that σ(a) = ρ(uau
−1) for all a ∈ Md. If ρ has enough
isometries, then so does σ.
To see this, let G ⊂ inv(A) be a finite subgroup witnessing the fact that ρ has
enough isometries. Then use u−1Gu to show that σ has enough isometries.
Example 2.14. Let p ∈ [1,∞) and let d ∈ Z>0. Let I be a countable index
set, and for i ∈ I let (Xi,Bi, µi) be a σ-finite measure space and let ρi : Md →
L(Lp(Xi, µi)) be a representation which locally has enough isometries. Assume
that supi∈I ‖ρi(a)‖ < ∞ for all a ∈ Md. Set X =
∐
i∈I Xi, with the obvious
measure µ. Then the p-direct sum (see Remark 2.15 of [16] and the discussion
afterwards) ρ =
⊕
i∈I ρi : Md → L(L
p(X,µ)) locally has enough isometries.
Example 2.15. Let p ∈ [1,∞) and let d ∈ Z>0. Let K ⊂ inv(Md) be a nonempty
compact set. Then there exist a probability space (X,B, µ) and a unital represen-
tation ρ : Mpd → L(L
p(X,µ)) which locally has enough isometries and such that for
all a ∈ Mpd we have ‖ρ(a)‖ = supu∈K ‖uau
−1‖. If 1 ∈ K, we can arrange that ρ
dominates the spatial representation.
Choose u1, u2, . . . ∈ K such that {u1, u2, . . .} is dense in K. If 1 ∈ K, we require
that u1 = 1. Take X = {1, 2, . . . , d} × Z>0 with the atomic measure µ determined
by µ({(j, n)}) = 2−nd−1 for j = 1, 2, . . . , d and n ∈ Z>0. For n ∈ Z>0, take Xn =
{1, 2, . . . , d}×{n} and let µn be the restriction of µ to Xn. Identify L
p(Xn, µn) with
L(lpd) in the obvious way (incorporating the factor 2
−nd−1 by which the measures
differ). Let σn : Md → L(L
p(Xn, µn)) be the identity representation gotten from
this identification. Define a representation ρn : Md → L(L
p(Xn, µn)) by ρn(a) =
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σn(unau
−1
n ) for a ∈ Ld. Then let ρ : Md → L(L
p(X,µ)) be the p-direct sum of the
representations ρn as in Example 2.14. The condition supn∈Z>0 ‖ρn(a)‖ < ∞ is
satisfied because K is compact. Using density of {u1, u2, . . .} at the second step,
we get
‖ρ(a)‖ = sup
n∈Z>0
‖unau
−1
n ‖ = sup
u∈K
‖uau−1‖.
The representation ρ locally has enough isometries by Example 2.14.
Lemma 2.16. Let p ∈ [1,∞) and let m,n ∈ Z>0. Identify M
p
mn with M
p
m ⊗pM
p
n
as in Corollary 1.13. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, and let
ρ : Mpm → L(L
p(X,µ)) and σ : Mpn → L(L
p(Y, ν)) be unital representations. Let
ρ⊗p σ : M
p
mn → L
(
Lp(X × Y, µ× ν)
)
be as in Lemma 1.14.
(1) If ρ and σ have enough isometries, then so does ρ⊗p σ.
(2) If ρ and σ locally have enough isometries, then so does ρ⊗p σ.
(3) If ρ and σ dominate the spatial representation, then so does ρ⊗p σ.
Proof. We prove (1). Let G ⊂ inv(Mpm) and H ⊂ inv(M
p
n) be finite subgroups
witnessing the fact that ρ and σ have enough isometries. Define
K =
{
g ⊗ h : g ∈ G and h ∈ H
}
⊂ inv(Mpm ⊗pM
p
n) = inv(M
p
mn).
Then K is a finite subgroup. Since K is a group, Theorem 1.8(5) implies that
(ρ ⊗p σ)(k) is an isometry for all k ∈ K. To finish the proof, we need only check
that the natural action of K on Cmn is irreducible. This follows from Corollary 2.9.
For (2), if X =
∐
i∈I Xi and Y =
∐
j∈J Yj are decompositions for ρ and σ as in
Definition 2.7(2), then, using (1), the decomposition X × Y =
∐
i∈I
∐
j∈J Xi × Yj
shows that ρ⊗p σ locally has enough isometries.
We prove (3). Continue with the notation in the proof of (2), and let µ and
ν be the measures on X and Y. By hypothesis, there are i0 ∈ I and j0 ∈ J such
that the representations x 7→ ρ(x)|Lp(Xi0 ,µ) and y 7→ σ(y)|Lp(Yj0 ,ν) are spatial. Let
Z be the component Xi0 × Yj0 of the decomposition in the proof of (2). Then
z 7→ (ρ⊗p σ)(z)|Lp(Z,µ×ν) is spatial by Lemma 1.12. 
Definition 2.17. Let B be a unital Banach algebra, let A ⊂ B be a unital subal-
gebra, and let E : B → A be a Banach conditional expectation (Definition 2.1). We
say that E is ideal preserving if for every closed ideal I ⊂ B, we have E(I) ⊂ I ∩A.
Banach conditional expectations are usually not ideal preserving. For instance,
those in Example 2.6 are almost never ideal preserving.
Lemma 2.18. Let d ∈ Z>0 and let p ∈ [1,∞). Let (X,B, µ) and (Y, C, ν) be σ-
finite measure spaces. Let ρ : Md → L(L
p(X,µ)) be a representation which locally
has enough isometries in the sense of Definition 2.7(2), and set D = ρ(Md). Let A
be any closed unital subalgebra of L(Lp(Y, ν)). Let D⊗p A be as in Definition 1.9.
Identify A with {1⊗ a : a ∈ A}. Then there exists a unique continuous linear map
E : D ⊗p A → A such that E(ρ(y)a) = tr(y)a for all a ∈ A and y ∈ Md, and E is
an ideal preserving Banach conditional expectation.
Proof. Uniqueness follows from the fact that the elementary tensors span a dense
subset of D ⊗p A. (See Definition 1.9.)
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Now let G ⊂ inv(Md) be any finite subgroup whose natural action on C
d is
irreducible. For example, see Definition 2.10. Define E : D ⊗p A→ D ⊗p A by
(2.1) E(x) =
1
card(G)
∑
g∈G
(ρ(g)⊗ 1)x(ρ(g)⊗ 1)−1
for x ∈ D⊗pA. Then E(ρ(y)a) = tr(y)a for all a ∈ A and y ∈Md by Lemma 2.8(4).
Therefore the range of E is contained in A. Now Remark 2.5 shows that E has all
the properties of a Banach conditional expectation, except that we do not yet know
that ‖E‖ = 1. This proves existence except for the norm estimate. Moreover, E
does not depend on the choice of the finite group G.
It remains to estimate ‖E‖. Let X =
∐
i∈I Xi be a partition of X as in Defini-
tion 2.7(2), and let Gi ⊂ inv(Md) be a finite subgroup whose natural action on C
d
is irreducible and such that ρ(g)|Lp(Xi,µ) is isometric for all g ∈ Gi. Then for every
i ∈ I, the space Lp(Xi × Y, µ × ν) is invariant under the action of D ⊗p A. Since
Lp(X×Y, µ×ν) is the Lp sum of these subspaces, it suffices to show that for every
i ∈ I and ξ ∈ Lp(Xi, µ), we have ‖E(x)ξ‖ ≤ ‖x‖ · ‖ξ‖ for all x ∈ D⊗pA. Using the
fact that E in (2.1) is independent of the choice of G at the first step and the fact
that ρ(g)|Lp(Xi,µ)is isometric at the third step, we have
‖E(x)ξ‖ =
∥∥∥∥∥∥ 1card(Gi)
∑
g∈Gi
(ρ(g)⊗ 1)x(ρ(g)⊗ 1)−1ξ
∥∥∥∥∥∥
≤
1
card(Gi)
∑
g∈Gi
‖(ρ(g)⊗ 1)x(ρ(g) ⊗ 1)−1ξ‖
≤
1
card(Gi)
∑
g∈Gi
‖x‖ · ‖ξ‖ = ‖x‖ · ‖ξ‖,
as desired. 
The following result gives the reason we want our Banach conditional expecta-
tions to be ideal preserving.
Lemma 2.19. Let A be a unital Banach algebra. Let A0 ⊂ A1 ⊂ · · · ⊂ A be closed
unital subalgebras such that
⋃∞
n=0An = A and such that there are ideal preserving
Banach conditional expectations En : A → An. Let I ⊂ A be a closed ideal. Then
I =
⋃∞
n=0(I ∩ An).
Proof. We first claim that for all a ∈ A we have limn→∞En(a) = a. So let a ∈ A
and let ε > 0. Choose N ∈ Z≥0 and x ∈ AN such that ‖a − x‖ <
ε
2 . Let n ≥ N.
Then En(x) = x, so
‖En(a)− a‖ ≤ ‖En(a− x)‖+ ‖x− a‖ ≤ ‖En‖ · ‖a− x‖ + ‖x− a‖ <
ε
2 +
ε
2 = ε.
The claim follows.
Now let a ∈ I. Then for all n ∈ Z≥0 we haveEn(a) ∈ I∩An, and limn→∞ En(a) =
a, so a ∈
⋃∞
n=0(I ∩An). 
The following proposition gives the properties of the eigenspaces of an action of
a compact abelian group on a Banach algebra. All these properties are well known
for an action on a C*-algebra, and one really only needs to check that nothing goes
wrong for Banach algebras.
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Proposition 2.20. Let G be a compact abelian group, with normalized Haar
measure ν and Pontryagin dual Ĝ. Let B be a Banach algebra, and let β : G →
Aut(B) be an action of G on B. For τ ∈ Ĝ define
Bτ =
{
b ∈ B : βg(b) = τ(g)b for all g ∈ G
}
.
Take Banach space valued integration to be as in Proposition 2.4 or the remark
afterwards, and define Pτ : B → B by
Pτ (b) =
∫
G
τ(g)βg(b) dν(g)
for b ∈ B. Then:
(1) The number M = supg∈G ‖βg‖ is finite.
(2) With M as in (1), we have ‖Pτ‖ ≤M for all τ ∈ Ĝ.
(3) ran(Pτ ) = Bτ for all τ ∈ Ĝ.
(4) Pτ ◦ Pτ = Pτ for all τ ∈ Ĝ.
(5) Pσ ◦ Pτ = 0 for all σ, τ ∈ Ĝ with σ 6= τ.
(6) Bτ is a closed subspace of B for all τ ∈ Ĝ.
(7) BσBτ ⊂ Bστ for all σ, τ ∈ Ĝ.
(8) For all σ, τ ∈ Ĝ, c ∈ Bσ, and b ∈ B, we have Pτ (bc) = Pτσ−1(b)c and
Pτ (cb) = cPτσ−1(b).
(9) If b ∈ B satisfies Pτ (b) = 0 for all τ ∈ Ĝ, then b = 0.
Proof. Part (1) is immediate from the Uniform Boundedness Principle. Part (2) is
immediate from (1).
Next, we observe that for τ ∈ Ĝ, g ∈ G, and b ∈ B, we have
(2.2) βg(Pτ (b)) =
∫
G
τ(h)βgh(b) dν(h) =
∫
G
τ(g−1h)βh(b) dν(h) = τ(g)Pτ (b).
So ran(Pτ ) ⊂ Bτ . For τ ∈ Ĝ and b ∈ Bτ , one immediately checks that Pτ (a) = a.
Therefore ran(Pτ ) = Bτ , which is (3), and Pτ ◦Pτ = Pτ , which is (4). Moreover, if
σ ∈ Ĝ, then (2.2) implies that
Pσ(Pτ (b)) =
∫
G
σ(h)βh(Pτ (b)) dν(h) =
(∫
G
σ(h)τ(h) dν(h)
)
Pτ (b),
which is zero if σ 6= τ. This is (5).
Part (6) is immediate from continuity of the automorphisms βg, and Part (7) is
immediate from the fact that each βg is a homomorphism.
For part (8), we compute:
Pτ (bc) =
∫
G
τ(g)βg(bc) dν(g)
=
∫
G
τ(g)βg(b)σ(g)c dν(g) =
(∫
G
τ(g)σ−1(g)βg(b) dν(g)
)
c = Pτσ−1(b)c.
The part involving Pτ (cb) is done similarly.
Finally, we prove Part (9). Suppose Pτ (b) = 0 for all τ ∈ Ĝ. Let B
′ be the
Banach space dual of B. Let ω ∈ B′ be arbitrary. Then for all τ ∈ Ĝ we have
0 = ω(Pτ (b)) =
∫
G
τ(g)ω(βg(b)) dν(g).
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So g 7→ fω(g) = ω(βg(b)) is a continuous function on G whose Fourier transform f̂ω
vanishes on Ĝ. Therefore fω = 0. Since this is true for all ω ∈ B
′, the Hahn-Banach
Theorem implies that βg(b) = 0 for all g ∈ G. In particular, b = 0, as desired. 
3. Lp UHF algebras
We define an Lp version of the well known family of UHF C*-algebras. We need
these algebras and some of their properties to prove simplicity of the Lp Cuntz
algebras, just as certain UHF C*-algebras were used in the proof [7] that the C*-
algebra Od is simple. We actually only need simplicity of the spatial L
p UHF
algebras (Definition 3.9 below). However, with some preparation, the same argu-
ment gives simplicity for a much larger class.
The key step in the proof of simplicity is the part of the proof of Lemma 3.11
which shows that ER,S is ideal preserving when S \R is not finite.
When p = 2, a spatial Lp UHF algebra is just a UHF C*-algebra, as originally
introduced in [12].
In this section, we prove the following results about Lp UHF algebras:
• For every supernatural number N (Definition 3.3) and every p ∈ [1,∞),
there is a spatial Lp UHF algebra of type N, and it can be represented
isometrically on Lp(X,µ) for some σ-finite measure space (X,B, µ). (See
Theorem 3.10.)
• Every unital contractive homomorphism from a spatial Lp UHF algebra
to L(Lp(X,µ)), for any σ-finite measure space (X,B, µ), is isometric. (See
Theorem 3.10(5).)
• For a fixed supernatural number N and fixed p ∈ [1,∞), any two spatial
Lp UHF algebras of type N are isometrically isomorphic. (See Theorem 3.7,
taking D = C.)
• For every p ∈ [1,∞), any Lp UHF algebra of tensor product type which
locally has enough isometries (Definition 3.9) is simple (Theorem 3.13) and
has a unique normalized trace (Corollary 3.12). (This class includes the
spatial Lp UHF algebras.)
• Every spatial Lp UHF algebra is an amenable Banach algebra in the sense
of Definition 2.1.9 of [21]. (See Theorem 3.15.)
In [17], we will show that general Lp UHF algebras need not be amenable.
The result we need later is simplicity. However, the other results are easy to get,
so it seems appropriate to include them.
We will need direct systems of Banach algebras with contractive homomorphisms
indexed by Z≥0.
Definition 3.1. A contractive direct system of Banach algebras is a pair(
(An)n∈Z≥0 , (ϕn,m)m≤n
)
consisting of a family (An)n∈Z≥0 of Banach algebras and a family (ϕn,m)m≤n of
contractive homomorphisms ϕn,m : Am → An for m,n ∈ Z≥0 with m ≤ n, such
that ϕn,n = idAn for all n ∈ Z≥0 and ϕn,m ◦ ϕm,l = ϕn,l whenever l ≤ m ≤ n.
The direct limit lim
−→
An of this direct system is the Banach algebra direct (“in-
ductive”) limit, as constructed in much greater generality in Section 3.3 of [5].
Remark 3.2. Let the notation be as in Definition 3.1, and let A = lim
−→
An. Then
A has the usual universal property. It is not stated in [5], but is easily proved;
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the equivariant C*-algebra proof in Proposition 2.5.1 of [15] is very similar. Here,
since our maps are contractive, it takes the following form. Suppose we are given
a Banach algebra B and contractive homomorphisms ψn : An → B for n ∈ Z≥0
such that ψn ◦ ϕn,m = ψm for m,n ∈ Z≥0 with m ≤ n. Then there exists a unique
contractive homomorphism ψ : A→ B such that ψ ◦ ϕn = ψn for all n ∈ Z≥0.
We only need the situation in which all the maps ϕn,m are isometric, in which
case it is obvious that we in fact get a norm on the algebraic direct limit, and that
the Banach algebra direct limit is just the completion in this norm.
If A is a Banach algebra and A0 ⊂ A1 ⊂ A2 ⊂ · · · is a sequence of closed
subalgebras such that A =
⋃∞
n=0 An, and for m,n ∈ Z≥0 with m ≤ n we take
ϕn,m : Am → An to be the inclusion, it is clear that A = lim−→
An.
Part of the following definition is contained in Definition 1.3 of [12].
Definition 3.3. Let P be the set of prime numbers. A supernatural number is a
function N : P → Z>0 ∪ {∞} such that
∑
t∈P N(t) =∞.
Let d = (d(1), d(2), . . .) be a sequence of integers such that d(n) ≥ 2 for all
n ∈ Z>0. We define a new sequence rd by
rd(n) = d(1)d(2) · · · d(n)
for n ∈ Z≥0. (Thus, rd(0) = 1.) We define a function Nd : P → Z≥0 ∪ {∞} by
Nd(t) = sup
({
k ∈ Z≥0 : there is n ∈ Z≥0 such that t
k divides rd(n)
})
.
The function Nd is called the supernatural number associated with d.
If m ∈ {2, 3, 4, . . .}, and if N(t) = ∞ for those primes t which divide m and
N(t) = 0 for all other primes t, we write m∞ for N.
Definition 3.4. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞), and
let A ⊂ L(Lp(X,µ)) be a unital subalgebra. Let N be a supernatural number.
We say that A is an Lp UHF algebra of type N if there exist a sequence d as
in Definition 3.3 with Nd = N, unital subalgebras D0 ⊂ D1 ⊂ · · · ⊂ A, and,
with rd as in Definition 3.3, algebraic isomorphisms σn : Mrd(n) → Dn, such that
A =
⋃∞
n=0Dn. We say that A dominates the spatial norm if, using the norm from
Mprd(n), the algebraic isomorphisms σn above can be chosen such that:
(1) ‖σn(a)‖ ≥ ‖a‖ for all a ∈Mrd(n).
(2) Identifying Mrd(n+1) with Mrd(n) ⊗Md(n+1), we have σn+1(a⊗ 1) = σn(a)
for all a ∈Mrd(n).
Essentially, an Lp UHF algebra is a direct limit of matrix algebras with unital
maps which is isometrically isomorphic to an algebra of operators on some space of
the form Lp(X,µ).
We think of domination of the spatial norm as a normalization. In Example 3.8
below, in which we describe Lp UHF algebras of tensor product type, the obvious
source of the representations of the tensor factors Md(n) on L
p-spaces is Exam-
ple 2.15, in which for a ∈Mn we got ‖ρ(a)‖ = supu∈K ‖uau
−1‖ for a fixed compact
set K ⊂ inv(Md). For domination of the spatial norm, it suffices to require 1 ∈ K.
Definition 3.5. Let p ∈ [1,∞) and let N be a supernatural number. A spatial
direct system of type N is any direct system
(
(An)n∈Z≥0 , (ϕn,m)m≤n
)
of Banach
algebras such that the maps ϕn,m are all isometric and unital, and for which there
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exist a sequence d as in Definition 3.3 with Nd = N and isometric isomorphisms
An ∼=M
p
rd(n)
. We can always assume that A0 = C.
The term “spatial” is used because, for p 6= 2, the condition on the maps
Mprd(n−1) → M
p
rd(n)
implicit in the definition is exactly that they are spatial. See
Theorem 1.3. For p = 2, Lemma 1.4 implies that a spatial direct system is a direct
system of C*-algebras and *-homomorphisms.
The direct limit of a spatial direct system of type N is in fact an Lp UHF
algebra of type N, but at the moment it is not obvious that such a direct limit can
be represented as an algebra of operators on an Lp space.
We can use the usual intertwining argument for C*-algebras (see, for example,
the proof of Theorem 4.3 of [11]) to prove that the direct limits of any two spatial
direct systems of the same type are isometrically isomorphic. We need a lemma.
Lemma 3.6. Let r, s ∈ Z>0, and suppose r divides s. Let p ∈ [1,∞). Then:
(1) There is a unital isometric homomorphism ρ : Mpr →M
p
s .
(2) Let ϕ, ψ : Mpr →M
p
s be unital isometric homomorphisms. Then there exists
an isometry u ∈Mps such that ψ(a) = uϕ(a)u
−1 for all a ∈Mpr .
Proof. The result is well known for p = 2, so assume p 6= 2. To construct ρ in (1),
let
X = {1, 2, . . . , r} and Y = {1, 2, . . . , s/r}.
Then lpr = l
p(X) and lps is isometrically isomorphic to l
p(X × Y ). We take ρ to be
homomorphism
ρ : L(lp(X))→ L
(
lp(X × Y )
)
given by ρ(a) = a⊗ 1. This homomorphism is isometric by Theorem 1.8(5).
To prove (2), it suffices to take ϕ = ρ. The existence of u then follows from (1)
implies (8) of Theorem 7.2 of [16]. 
In the following theorem, we prove uniqueness not only for the spatial Lp UHF
algebra of type N (as we will later call the algebra A in the theorem) but also for
its tensor product with a unital subalgebra D ⊂ L(Lp(Y, ν)). The extra generality
will be used elsewhere. One can eliminate most of the first part of the proof, and
get the result needed for this paper, by taking D = C.
Theorem 3.7. Let p ∈ [1,∞) and let N be a supernatural number. Let(
(An)n∈Z≥0 , (ϕn,m)m≤n
)
and
(
(Bn)n∈Z≥0 , (ψn,m)m≤n
)
be spatial direct systems of type N, as in Definition 3.5, with A0 = B0 = C and
with direct limits A = lim
−→
An and B = lim−→
Bn. Let (Y, C, ν) be a σ-finite measure
space, and let D ⊂ L(Lp(Y, ν)) be a unital subalgebra. Then:
(1) There are direct systems with isometric maps(
(An⊗pD)n∈Z≥0 , (ϕn,m⊗p idD)m≤n
)
and
(
(Bn⊗pD)n∈Z≥0 , (ψn,m⊗p idD)m≤n
)
.
(2) The maps σn : An → An⊗pD and τn : Bn → Bn⊗pD, given by x 7→ x⊗1D
for x ∈ An and x ∈ Bn, combine to give isometric injections σ : A →
lim
−→
An ⊗p D and τ : B → lim−→
Bn ⊗p D.
(3) The maps λn : D → An ⊗p D and ηn : D → Bn ⊗p D, given by y 7→ 1 ⊗ y
for y ∈ D, combine to give isometric injections λ : D → lim
−→
An ⊗p D and
η : D → lim
−→
Bn ⊗p D.
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(4) There is an isometric isomorphism γ : lim
−→
An ⊗p D → lim−→
Bn ⊗p D such
that γ ◦ λ = η and γ(σ(A)) = τ(B).
Proof. By Definition 3.5, there are sequences
c = (c(1), c(2), . . .) and d = (d(1), d(2), . . .)
in {2, 3, . . .} such that Nc = Nd = N, and such that An is isometrically isomorphic
to Mprc(n) and Bn is isometrically isomorphic to M
p
rd(n)
for all n ∈ Z≥0.
For k ∈ Z>0, we define a norm onM
p
k ⊗algD by representing it on l
p
k⊗pL
p(Y, ν)
following Notation 1.1 and Definition 1.9. We writeMpk⊗pD forM
p
k⊗algD equipped
with this norm.
Let k ∈ Z>0. Set Nk = {1, 2, . . . , k}, and let ω be counting measure on Nk.
Let (X,B, µ) be a σ-finite measure space. We claim that a unital representation
ρ : Mpk → L(L
p(X,µ)) is isometric if and only if there exists a σ-finite measure
space (X0,B0, µ0) and a bijective isometry
u : Lp(Nk ×X0, ω × µ0)→ L
p(X,µ)
such that, identifying Lp(X0×Nk, µ0×ω) with L
p(X0, µ0)⊗p l
p
k, for all a ∈M
p
k we
have ρ(a) = u
(
1Lp(X0,µ0) ⊗ a
)
u−1. To prove the claim for p 6= 2, use Theorem 1.3
(part of Theorem 7.2 of [16]) to see that ρ is spatial, and then use condition (8)
in Theorem 7.2 of [16]. For p = 2, use Lemma 1.4 and the fact that any unital *-
representation ofMk on a Hilbert space is a multiple of the identity representation.
We now claim that for any σ-finite measure space (X,B, µ) and any isometric
representation ρ : Mpk → L(L
p(X,µ)), the map
ρ⊗p idD : M
p
k ⊗p D → ρ(M
p
k )⊗p D ⊂ L
(
Lp(X × Y, µ× ν)
)
is isometric. Let (X0,B0, µ0) and u be as in the previous claim. Then
(ρ⊗p idD)(x) =
(
u⊗ 1Lp(Y,ν)
)(
1Lp(X0,µ0) ⊗ x
)(
u−1 ⊗ 1Lp(Y,ν)
)
for x ∈ Mpk ⊗p D. It follows from Theorem 1.8(5) that x 7→ 1Lp(X0,µ0) ⊗ x is
isometric. It also follows that ‖u⊗ 1Lp(Y,ν)‖ = ‖u
−1⊗ 1Lp(Y,ν)‖ = 1, so u⊗ 1Lp(Y,ν)
is a bijective isometry. The claim follows.
This claim implies that An ⊗p D ∼= M
p
rc(n)
⊗p D and Bn ⊗p D ∼= M
p
rd(n)
⊗p D
isometrically for all n ∈ Z>0. We may thus assume An =M
p
rc(n)
and Bn =M
p
rd(n)
.
The last claim also immediately implies that if k1, k2 ∈ Z>0 with k1|k2, and if
ε : Mpk1 →M
p
k2
is unital and isometric, then
(3.1) ε⊗p idD : M
p
k1
⊗p D →M
p
k2
⊗p D
is unital and isometric. Part (1) of the theorem now follows.
The maps σn, τn, λn, and ηn in (2) and (3) are now all isometric by Theorem
1.8(5). It is immediate that these maps are compatible with the direct systems,
and parts (2) and (3) follow.
We now prove part (4). We describe the intertwining argument (from the proof
of Theorem 2.14 of [10]) for the benefit of the reader not familiar with it.
We inductively construct integers
0 = m0 < m1 < · · · and 0 = n0 < n1 < · · ·
and isometric unital homomorphisms
αk : Amk → Bnk and βk : Bnk → Amk+1
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such that
βk ◦ αk = ϕmk+1,mk and αk+1 ◦ βk = ψnk+1,nk
for k ∈ Z≥0, as shown in the following diagram:
Am0
ϕm1,m0//
α0

Am1
ϕm2,m1//
α1

Am2
ϕm3,m2 //
α2

· · · // A
Bn0 ψn1,n0
//
β0
<<
②
②
②
②
②
②
②
②
Bn1 ψn2,n1
//
β1
<<
②
②
②
②
②
②
②
②
Bn2 ψn3,n2
//
β2
==
④
④
④
④
④
④
④
④
④
· · · // B,
and such that
αk ⊗p idD : Amk ⊗p D → Bnk ⊗p D and βk ⊗p idD : Bnk ⊗p D → Amk+1 ⊗p D
are also isometric. We do not need to verify separately that αk⊗p idD and βk⊗p idD
are isometric, since we saw above that for ε isometric, the map (3.1) is always
isometric.
Set m0 = n0 = 0 and set α0 = idC. Set m1 = 1 and let β0 : Bn0 → Am1 be
β0(λ) = λ · 1 for λ ∈ C.
Since the exponent of each prime t in the prime factorization of m1 is no larger
than Nd(t), there is n1 > 0 such that rc(m1) divides rd(n1). Now Lemma 3.6
provides an isometric unital homomorphism α1 : Am1 → Bn1 . We have α1 ◦ β0 =
ψn1,n0 because both are λ 7→ λ · 1 for λ ∈ C.
Use the same reasoning as above to find m2 > m1 such that rd(n1) divides
rc(m2) and an isometric unital homomorphism β
(0)
1 : Bn1 → Am2 . By Lemma 3.6,
there is an isometry u1 ∈ Am2 such that
u1
((
β
(0)
1 ◦ α1
)
(a)
)
u−11 = ϕm2,m1(a)
for all a ∈ Am1 . Define β1 : Bn1 → Am2 by β1(b) = u1β
(0)
1 (b)u
−1
1 for all b ∈ Bn1 .
Then β1 ◦ α1 = ϕm2,m1 .
The choice of n2 and construction of α2 are similar to the choice of m1 and
construction of β1.We will choose any isometric unital homomorphism α
(0)
2 : Am2 →
Bn2 and take α2(a) = v2α
(0)
2 (a)v
−1
2 for a suitable isometry v2 ∈ Bn2 .
Proceed by induction.
The αk now combine to yield an isometric homomorphism from the algebraic
direct limit of the Am to the algebraic direct limit of the Bn. This homomorphism
extends by continuity to an isometric homomorphism α : A→ B. Similarly, we get
an isometric homomorphism β : B → A. Moreover, one checks that (β ◦ α)(a) = a
for every a in the algebraic direct limit of the Am, whence β ◦ α = idA. Similarly
α ◦ β = idB. In the same way, we use the maps αk ⊗p idD and βk ⊗p idD to
construct an isometric homomorphism γ : lim
−→
An ⊗p D → lim−→
Bn ⊗p D and an
isometric homomorphism δ : lim
−→
Bn⊗pD → lim−→
An ⊗pD which is an inverse for γ.
It is obvious that γ ◦ σ = τ ◦ α and that δ ◦ τ = σ ◦ β. It is also obvious that
γ ◦ λ = η. 
The following example describes what we will call an Lp UHF algebra of (infinite)
tensor product type. We include additional notation which will be useful later.
Example 3.8. Let p ∈ [1,∞). Set N = Z>0. For each n ∈ N, let (Xn,Bn, µn) be
a probability space, let d(n) ∈ {2, 3, . . .}, and let ρn : Md(n) → L(L
p(Xn, µn)) be a
representation (unital, by our conventions).
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For every subset S ⊂ N, define XS =
∏
n∈S Xn, let BS be the product σ-algebra
on XS, and let µS be the product measure on XS . Thus X∅ is a one point space
with counting measure. We let 1S denote the identity operator on L
p(XS , µS). For
S ⊂ N and n ∈ Z≥0 we take
S≤n = S ∩ {1, 2, . . . , n} and S>n = S ∩ {n+ 1, n+ 2, . . .}.
In particular,
N≤n = {1, 2, . . . , n} and N>n = {n+ 1, n+ 2, . . .}.
Then Theorem 1.8 provides an obvious identification
(3.2) Lp(XS , µS) = L
p(XS≤n , µS≤n)⊗p L
p(XS>n , µS>n).
Suppose now that S is finite. Set l(S) = card(S), and write
S = {mS,1, mS,2, . . . ,mS,l(S)}
with mS,1 < mS,2 < · · · < mS,l(S). Theorem 1.8 provides an obvious identification
Lp(XS , µS) = L
p(XmS,1 , µmS,1)⊗pL
p(XmS,2 , µmS,2)⊗p · · ·⊗pL
p(XmS,l(S) , µmS,l(S)).
Set
d(S) =
l(S)∏
j=1
d(mS,j) and MS =
l(S)⊗
j=1
Md(mS,j).
We take d(∅) = 1 and M∅ = C. Then MS ∼= Md(S). Further let ρS : MS →
L(Lp(XS , µS)) be the unique representation such that for
a1 ∈Md(mS,1), a2 ∈Md(mS,2), · · · , al(S) ∈Md(mS,l(S)),
we have, following Theorem 1.8(4),
ρS(a1 ⊗ a2 ⊗ · · · ⊗ al(S)) = ρd(mS,1)(a1)⊗ ρd(mS,2)(a2)⊗ · · · ⊗ ρd(mS,l(S))(al(S)).
For finite sets S ⊂ T ⊂ N, there is an obvious homomorphism ϕT,S : MS →MT ,
obtained by filling in a tensor factor of 1 for every element of T \ S. Formally, for
a1 ∈Md(mS,1), a2 ∈Md(mS,2), · · · , al(S) ∈Md(mS,l(S)),
we have
ϕT,S(a1 ⊗ a2 ⊗ · · · ⊗ al(S)) = b1 ⊗ b2 ⊗ · · · ⊗ bl(T )
with bk = aj when mT,k = mS,j and bk = 1 whenever mT,k 6∈ S. We then define
ρT,S = ρT ◦ ϕT,S : MS → L(L
p(XT , µT )). When S is finite but T is not, choose
some n ≥ sup(S). Following (3.2) and Theorem 1.8(4), for a ∈MS set
ρT,S(a) = ρT≤n,S(a)⊗ 1T>n ∈ L(L
p(XT , µT )).
This clearly defines a representation of MS on L
p(XT , µT ), which is independent
of the choice of n ≥ sup(S).
We equipMS with the norm ‖a‖ = ‖ρS(a)‖ for all a ∈MS . Then the maps ϕT,S ,
for S ⊂ T ⊂ N finite, and ρT,S , for S ⊂ T ⊂ N with S finite, are all isometric, by
Proposition 1.10(3) (using Lemma 1.11 to reorder tensor factors as needed). For
S ⊂ N finite, we now define AS ⊂ L(L
p(X,µ)) by AS = ρN,S(MS), and for S ⊂ N
infinite, we set
AS =
∞⋃
n=0
AS≤n .
In a similar way, for arbitrary S, T ⊂ N with S ⊂ T, we define AT,S ⊂ L(L
p(XT , µT )).
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The algebra A = AN is an L
p UHF algebra, of type Nd in the notation of
Definition 3.3 and the sense of Definition 3.4. When the ingredients used in its
construction need to be specified, we set ρ = (ρ1, ρ2, . . .) and write A(d, ρ).
Definition 3.9. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞), and let
A ⊂ L(Lp(X,µ)) be a unital subalgebra.
(1) We say that A is an Lp UHF algebra of tensor product type if there ex-
ist d and ρ = (ρ1, ρ2, . . .) as in Example 3.8 such that A is isometrically
isomorphic to A(d, ρ).
(2) We say that A is a spatial Lp UHF algebra if in addition it is possible to
choose each representation ρn to be spatial in the sense of Definition 1.2.
(3) We say that A locally has enough isometries if it is possible to choose d and
ρ as in (1) such that, in addition, ρn locally has enough isometries, in the
sense of Definition 2.7(2), for all n ∈ Z>0.
(4) If A locally has enough isometries, we further say that A dominates the
spatial representation if it is possible to choose d and ρ as in (3) such that,
in addition, for all n ∈ Z>0 the representation ρn dominates the spatial
representation in the sense of Definition 2.7(3).
Theorem 3.10. Let p ∈ [1,∞) and let N be a supernatural number. Then:
(1) There exists a spatial direct system of type N, as in Definition 3.5.
(2) The direct limit of any spatial direct system of type N is a spatial Lp UHF
algebra of type N.
(3) Every spatial Lp UHF algebra of type N is the direct limit of a spatial
direct system of type N.
(4) Every spatial Lp UHF algebra of type N locally has enough isometries.
(5) Let A be a spatial Lp UHF algebra of type N, let (X,B, µ) be a σ-finite
measure space, and let ρ : A → L(Lp(X,µ)) be a unital contractive homo-
morphism. Then ρ is isometric.
Proof. We first prove (3). Use the notation of Example 3.8, so that we are assuming
that ρn is spatial for all n ∈ N, and that N = Nd. It is enough to prove that ϕT,S
and ρT,S are isometric whenever S ⊂ T ⊂ N with S finite, and that ρS , regarded as
a map Mpd(S) → L(L
p(XS , µS)), is isometric whenever S ⊂ N is finite. We already
saw in Example 3.8 that ϕT,S and ρT,S are isometric. That ρS is isometric follows
from Corollary 1.13. We have proved (3).
Now choose a sequence d as in Definition 3.3 such that Nd = N. In Example 3.8,
take Xn = {1, 2, . . . , d(n)}. Let µn be normalized counting measure on Xn, that
is, µn is the probability measure which gives the same mass to every point. Mul-
tiplication by d(n)−1/p defines an isometric isomorphism from Lp(Xn, µn) to the
space lpd(n) of Notation 1.1, and hence gives an isometric isomorphism from M
p
d(n)
to L(Lp(Xn, µn)). For n ∈ N, we take ρn to be this isomorphism. Then A(d, ρ) is
a spatial Lp UHF algebra of type N. Applying part (3), we find that A(d, ρ) is the
direct limit of a spatial direct system of type N. This is (1).
By Theorem 3.7 (with D = C), the direct limit of any spatial direct system of
type N is isometrically isomorphic to A(d, ρ). So part (2) follows. Similarly, for (4),
we need only consider A(d, ρ), which locally has enough isometries by Example 2.12.
For part (5), it now suffices to show that whenever (Y, C, ν) is a σ-finite measure
space and σ : A(d, ρ) → L(Lp(Y, ν)) is a unital contractive homomorphism, then
σ is isometric. For every n ∈ N, the subalgebra An is isometrically isomorphic to
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Mpd(N≤n). If p 6= 2, then σ|An is isometric by Theorem 1.3. If p = 2, use Lemma 1.4
and simplicity of Mpd(N≤n) to see that σ|An is isometric. Since
⋃∞
n=1An is dense in
A(d, ρ), it follows that σ is isometric. 
We now prove that an Lp UHF algebra of tensor product type which locally has
enough isometries is simple. For a spatial L2 UHF algebra, when the algebras are
all C*-algebras, this is automatic: the direct limit of simple C*-algebras is simple.
The proof depends on the fact that an injective homomorphism of C*-algebras
is isometric, which is not true for Banach algebras. We suppose that the direct
limit of simple Banach algebras need not be simple, although we do not know any
counterexamples. (See Question 3.14.) Spatial Lp UHF algebras are in fact simple,
but the proof requires more work.
Lemma 3.11. Let p ∈ [1,∞), and let A be an Lp UHF algebra of tensor product
type which locally has enough isometries, as in Definition 3.9. Let the notation be
as in Example 3.8, with the choices made so that ρn locally has enough isometries
for all n ∈ N. Then for every R,S ⊂ N with R ⊂ S, there is a unique continuous
linear map ER,S : AS → AR such that for every finite set Q ⊂ S \R, every b ∈MQ,
and every a ∈ AR, we have
(3.3) ER,S(ρN,Q(b)a) = tr(b)a.
Moreover:
(1) ER,S is an ideal preserving Banach conditional expectation for all R,S ⊂ N
with R ⊂ S.
(2) Whenever R ⊂ T ⊂ S ⊂ N, we have ER,T ◦ ET,S = ER,S .
(3) Whenever R ⊂ S ⊂ N and n ∈ Z≥0, we have ER,S |AS≤n = ER≤n,S≤n .
Proof. Uniqueness follows from the fact that the elements ρN,Q(b)a which appear
in (3.3) span a dense subset of AS .
Next, suppose R ⊂ T ⊂ S ⊂ N and ER,T , ET,S , and ER,S are all known to exist.
We prove (2). Let P ⊂ S \ T and Q ⊂ T \ R be finite, and let a ∈ AR, b ∈ MP ,
and c ∈MQ. Using (3.3) repeatedly, we have
(ER,T ◦ ET,S)
(
ρN,P∪Q(b⊗ c)a
)
= (ER,T ◦ ET,S)
(
ρN,P (b)ρN,Q(c)a
)
= ER,T
(
tr(b)ρN,Q(c)a
)
= tr(b)tr(c)a
= tr(b⊗ c)a = ER,S
(
ρN,P∪Q(b ⊗ c)a
)
.
Since the elements ρN,P∪Q(b⊗ c)a span a dense subset of AS , part (2) follows.
We now prove existence. When S \ R is finite, all but (2) is immediate from
Lemma 2.18 and the definitions, and (2) follows as above. In the general case,
for n ∈ Z≥0 define En = ER≤n,S≤n : AS≤n → AR≤n . For m,n ∈ Z≥0 with m ≤ n,
applying (3), with R≤n, S≤n, and m in place of R, S, and n, we get En|AS≤m = Em.
Therefore there is a linear map
E∞ :
∞⋃
n=0
AS≤n →
∞⋃
n=0
AR≤n
satisfying (3.3) for every finite set Q ⊂ S \ R, every b ∈ MQ, and every a ∈⋃∞
n=0AS≤n . Since ‖En‖ ≤ 1 for all n ∈ Z≥0, the map E∞ extends to a linear map
ER,S : AS → AR by continuity, such that ‖ER,S‖ ≤ 1 and ER,S satisfies (3.3) for
for every finite set Q ⊂ S \R, every b ∈ MQ, and every a ∈ AS . The properties of
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a Banach conditional expectation follow by continuity. The relation (2) follows as
above and (3) is clear, but it remains to prove that ER,S is ideal preserving.
We first claim that if a ∈ AS , then limn→∞ER∪S>n, S(a) = ER,S(a). To see this,
choose N ∈ N and b ∈ AS≤N such that ‖b− a‖ <
ε
2 . For n ≥ N, we have, using (3)
twice, ER∪S>n, S(b) = ER≤N ,S≤N (b) = ER,S(b). Therefore, using ‖ER∪S>n, S‖ ≤ 1
and ‖ER,S‖ ≤ 1, we have
‖ER∪S>n, S(a)− ER,S(a)‖ ≤ 2‖a− b‖ < ε.
The claim follows.
Now let I ⊂ AS be a closed ideal. For all n ∈ N, we have S \ (R ∪ S>n) ⊂ N≤n,
which is finite. So a ∈ I implies ER∪S>n, S(a) ∈ I. Since I is closed, the claim
implies that ER,S(a) ∈ I, as desired. This completes the proof. 
Corollary 3.12. Let p ∈ [1,∞), and let A be an Lp UHF algebra of tensor product
type which locally has enough isometries, as in Definition 3.9. Then there exists a
unique continuous linear functional τ : A→ C such that τ(1) = 1 and τ(ba) = τ(ab)
for all a, b ∈ A. Moreover, ‖τ‖ = 1.
We don’t know whether uniqueness still holds without the continuity assumption.
(Without the adjoint and positivity of τ, we don’t know any automatic continuity
results.)
Proof of Corollary 3.12. Use the notation of Example 3.8. For existence and ‖τ‖ =
1, apply Lemma 3.11 with R = ∅ and S = N. Take τ to be defined by E∅,N(a) =
τ(a) · 1 for a ∈ A. For uniqueness, use the notation of Lemma 3.11. By uniqueness
of the trace on a full matrix algebra, for all n ∈ Z≥0 and a ∈ MN≤n = Mrd(n)
we must have τ(ρN,N≤n(a)) = tr(a). The uniqueness statement in Lemma 3.11 now
implies that τ(a) · 1 = E∅,N(a) for all a ∈ A. 
Theorem 3.13. Let p ∈ [1,∞), and let A be an Lp UHF algebra of tensor product
type which locally has enough isometries, as in Definition 3.9. Then A is alge-
braically simple.
Proof. Let the notation be as in Example 3.8 and Lemma 3.11. For n ∈ Z≥0,
set An = AN≤n , and let En = EN≤n,N : A → An. Let I ⊂ A be a closed ideal.
Since En is ideal preserving (by Lemma 3.11), it follows from Lemma 2.19 that
I =
⋃∞
n=0(I ∩ An). If I ∩ An = 0 for all n ∈ Z≥0, we thus get I = 0. Otherwise,
there is n ∈ Z≥0 such that I ∩An 6= 0. Since An ∼=Mrd(n) is simple, it follows that
1 ∈ I ∩ An ⊂ I. So I = A. 
Question 3.14. Let p ∈ [1,∞). Is there an Lp UHF algebra which is not simple?
Is there an Lp UHF algebra of tensor product type which is not simple?
It seems plausible that there is at least some nonsimple Lp UHF algebra, but the
opposite outcome would also not be surprising. New methods seem to be required
to approach this question.
Finally, we consider amenability. The definition of an amenable Banach algebra
is given in Definition 2.1.9 of [21]; see Theorem 2.2.4 of [21] for two standard
equivalent conditions.
Theorem 3.15. Let p ∈ [1,∞). Then any spatial Lp UHF algebraA is an amenable
Banach algebra.
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Proof. By Example 2.3.16 of [21], the algebra Mpd is 1-amenable (in the sense of
Definition 2.3.15 of [21]) for all d ∈ Z>0. Theorem 3.10(3) implies that A is a direct
limit of a direct system of such algebras, with isometric maps. Proposition 2.3.17
of [21] therefore implies that A is 1-amenable, hence amenable. 
In [17], for each p ∈ [1,∞) and each supernatural number N, we exhibit a class
Cp,N of L
p UHF algebras of tensor product type with supernatural numberN, which
contains the spatial Lp UHF algebraA of type N, which contains uncountably many
algebras which are pairwise nonisomorphic as Banach algebras, and such that an
algebra B ∈ Cp,N is amenable if and only if B ∼= A.
4. Classification of spatial Lp UHF algebras
In this section, we give the isomorphism classification of spatial Lp UHF algebras.
Briefly, let p1, p2 ∈ [1,∞), let A1 be a spatial L
p1 UHF algebra, and let A2 be a
spatial Lp2 UHF algebra. Then A1 ∼= A2 if and only if K0(A1) ∼= K0(A2) as scaled
ordered groups (equivalently, A1 and A2 have the same supernatural number) and
p1 = p2. This is a generalization of the usual classification of UHF C*-algebras.
None of the material here is needed in Section 5.
The following theorem will be proved in [18]. It is not difficult at this stage; it
is just the fact that K-theory commutes with direct limits of Banach algebras. We
postpone the proof to avoid taking up space here with a discussion of K-theory.
Theorem 4.1. Let p ∈ [1,∞). Let N be a supernatural number (Definition 3.3)
and let D be an Lp UHF algebra of type N (Definition 3.4). For n ∈ Z≥0 define
k(n) = p
min(N(1), n)
1 p
min(N(2), n)
2 · · · p
min(N(n), n)
n .
Then K1(D) = 0 and K0(D) ∼=
⋃∞
n=1 k(n)
−1Z ⊂ Q, via an order isomorphism
which sends the class [1D] of the idempotent 1D ∈ D to 1 ∈ Q.
As a corollary, we get the K-theoretic classification of spatial Lp UHF algebras.
Theorem 4.2. Let p ∈ [1,∞). Let N1 and N2 be supernatural numbers (Defini-
tion 3.3). Let D1 be a spatial L
p UHF algebra of type N1 and let D2 be a spatial
Lp UHF algebra of type N2. Then the following are equivalent:
(1) There is an isometric algebra isomorphism from D1 to D2.
(2) There is a continuous algebra isomorphism from D1 to D2.
(3) D1 and D2 are isomorphic as rings.
(4) There is an isomorphism η : K0(D1)→ K0(D2) such that η([1D1 ]) = [1D2 ].
(5) N1 = N2.
Proof. It is obvious that (1) implies (2) and that (2) implies (3). That (3) implies (4)
follows from the fact thatK0 of a Banach algebra only depends on the ring structure.
Using Theorem 4.1, it is standard (and easy to check) that (4) implies (5). The
implication from (5) to (1) is Theorem 3.7 (with D = C there). 
Theorem 4.3. Let p ∈ [1,∞). Let N1 and N2 be supernatural numbers (Defini-
tion 3.3). Let D1 be an L
p UHF algebra of type N1 and let D2 be an L
p UHF
algebra of type N2. If N1 6= N2, then D1 6∼= D2.
We do not assume that D1 or D2 is spatial.
Proof of Theorem 4.3. This is an easy consequence of Theorem 4.1. 
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We now turn to the comparison of Lp UHF algebras for different values of p.
For distinct p1, p2 ∈ [1,∞), no spatial L
p1 UHF algebra can be isomorphic to any
spatial Lp2 UHF algebra. For some choices of p1 and p2, no spatial L
p1 UHF algebra
can be isomorphic to any Lp2 UHF algebra, spatial or not.
Our results are not as satisfactory as those for Opd in [16], where it is shown
(Corollary 9.3 of [16]) that for different values of p there are no nonzero continu-
ous homomorphisms between such algebras. There, a representation on a Banach
space E gave an isomorphic embedding of lp(Z>0) in E (Lemma 9.1 of [16]). Here,
we get something weaker: lp(Z>0) is crudely finitely representable in E in the sense
of Definition 4.4 below. This property is still strong enough to show that if Aj is a
spatial Lpj UHF algebra for j = 1, 2, with p1 6= p2, then in at least one direction
there is no nonzero continuous homomorphism between A1 and A2.
Definition 4.4 (Definitions 11.1.1 and 11.1.5 of [1]). Let E and F be infinite
dimensional Banach spaces, and letM > 1. Then E is crudely finitely representable
in F with constant M if for every finite dimensional subspace E0 ⊂ E there exist a
finite dimensional subspace F0 ⊂ F and an invertible linear map a : E0 → F0 such
that ‖a‖ · ‖a−1‖ < M. For real Banach spaces we use real linear maps a, and for
complex Banach spaces we use complex linear maps a. We say that E is finitely
representable in F if E is crudely finitely representable in F with constant M for
every M > 1.
We state several results that are essentially in Chapter 11 of [1]. We are grateful
to Bill Johnson for pointing out this reference. We warn that the standing assump-
tion in [1] is that all Banach spaces are real unless otherwise specified. In particular,
the theorems we cite, as stated, apply only to real Banach spaces.
Lemma 4.5. Let p ∈ [1,∞). Let F be a Banach space and suppose that there are
M1,M2 ∈ (0,∞) such that for every d ∈ Z>0 there is a linear map a : l
p
d → F such
that for all ξ ∈ lpd we have
M−11 ‖ξ‖ ≤ ‖aξ‖ ≤M2‖ξ‖.
Then for every ε > 0, the space lp(Z>0) is crudely finitely representable in F with
constant M1M2 + ε.
Proof. The hypotheses imply that the condition of Definition 4.4 is satisfied with
E = lp(Z>0) and with M = M1M2 +
ε
2 , except that E0 is restricted to being the
span of finitely many standard basis vectors in lp(Z>0). Lemma 11.1.6(ii) of [1] is
also valid in the complex case (with the same proof), and now implies that lp(Z>0)
is crudely finitely representable in F with constant M1M2 + ε. 
Theorem 4.6. Let p, r ∈ [1,∞) with p 6= r. Suppose that there are M and a
σ-finite measure space (X,B, µ) such that Lr(X,µ) is separable and lp(Z>0) is
crudely finitely representable in Lr(X,µ) with constant M. Then 1 ≤ r < p ≤ 2 or
2 = p < r.
Proof. To distinguish real and complex Lp spaces, we will write Lp
R
(X,µ) and lp
R
(S)
for the real versions of these spaces. Also, in this proof, all linear maps will be
assumed to be merely real linear.
Since lp
R
(Z>0) is real isometrically isomorphic to a subspace of l
p(Z>0), it fol-
lows that, regarding both spaces as real Banach spaces, lp
R
(Z>0) is crudely finitely
representable in Lr(X,µ) in the real sense, with constant M.
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From now through the end of the proof, all Banach spaces will be taken as real,
and (crudely) finitely representable will be in the real sense. Let µ∐µ be the obvious
measure on the disjoint union X ∐ X of two copies of X. The space Lr(X,µ) is
isomorphic (not necessarily isometrically) to Lr
R
(X ∐X, µ∐ µ). Therefore lp
R
(Z>0)
is crudely finitely representable in Lr
R
(X ∐X, µ∐ µ) (with a different constant).
Since Lr
R
(X∐X, µ∐µ) is separable, it follows from Proposition 1 in Chapter III.A
of [24] that Lr
R
(X∐X, µ∐µ) is isometrically isomorphic to a subspace of the Lr sum
Lr
R
([0, 1]) ⊕r l
r
R
(Z>0). Proposition 11.1.7 of [1] tells us that L
r
R
([0, 1]) is finitely
representable in lr
R
(Z>0), and it is now immediate to check that L
r
R
([0, 1])⊕r l
r
R
(Z>0)
is finitely representable in lr
R
(Z>0)⊕r l
r
R
(Z>0) ∼= l
r
R
(Z>0). It follows (by essentially
the same proof as that of Proposition 11.1.4 of [1]) that lp
R
(Z>0) is crudely finitely
representable in lr
R
(Z>0) (with some constant). By Proposition 11.1.13 of [1], there
is a Banach space E isomorphic (not necessarily isometrically) to lp
R
(Z>0) which
is finitely representable in lr
R
(Z>0), and Theorem 11.1.8 of [1] then implies that
E is isometrically isomorphic to a subspace of Lr
R
([0, 1]). That is, lp
R
(Z>0) can be
isomorphically embedded in Lr
R
([0, 1]). The conditions on p and r in the statement
now follow from Theorem 6.4.19 of [1]. 
Theorem 4.7. Let p ∈ [1,∞). Let A be a spatial Lp UHF algebra, let E be
a Banach space, and let ψ : A → L(E) be a nonzero continuous (not necessarily
unital) homomorphism. Then for every ε > 0, the space lp(Z>0) is crudely finitely
representable in E with constant ‖ψ‖2 + ε.
Proof. We verify the condition of Lemma 4.5 with M1 =M2 = ‖ψ‖.
We first claim that if d ∈ Z>0 and ψ : M
p
d → E is a nonzero homomorphism,
then there exists v ∈ L(lpd, E) such that for all ξ ∈ l
p
d we have
‖ψ‖−1 · ‖ξ‖ ≤ ‖vξ‖ ≤ ‖ψ‖ · ‖ξ‖.
We follow the method of proof of Lemma 9.1 of [16]. Let q ∈ (1,∞] satisfy 1p +
1
q = 1. Let (ej,k)j,k=1,2,...,d be the standard system of matrix units for Md. For
λ = (λ1, λ2, . . . , λd) ∈ C
d, we define s(λ), t(λ) ∈Mpd by
s(λ) =
d∑
j=1
λjej,1 and t(λ) =
d∑
j=1
λje1,j.
For η, µ ∈ Cd, let ωη : C
d → C be the linear functional ωη(ξ) =
∑d
j=1 ηjξj for
ξ ∈ Cd, and let bµ,η ∈ Md be the rank one operator given by bµ,ηξ = ωη(ξ)µ
for ξ ∈ Cd. (See Example 2.5 of [16].) Taking η = (1, 0, . . . , 0) and µ = λ gives
bµ,η = s(λ), and taking η = λ and µ = (1, 0, . . . , 0) gives bµ,η = t(λ). According to
Example 2.5 of [16], we therefore have
‖s(λ)‖ = ‖λ‖p‖(1, 0, . . . , 0)‖q = ‖λ‖p and ‖t(λ)‖ = ‖(1, 0, . . . , 0)‖p‖λ‖q = ‖λ‖q.
(These can also be checked directly.) Also, if λ, µ ∈ Cd, then t(µ)s(λ) = ωµ(λ)e1,1.
The element ψ(e1,1) ∈ L(E) is an idempotent, and is nonzero since ψ 6= 0 and
Mpd is simple. Fix η0 ∈ E with ‖η0‖ = 1 and ψ(e1,1)η0 = η0. Define v : C
d → E by
v(λ) = ψ(s(λ))η0 for λ ∈ C
d.
Let λ ∈ Cd. Then
‖v(λ)‖ ≤ ‖ψ‖ · ‖s(λ)‖ · ‖η0‖ = ‖ψ‖ · ‖λ‖p.
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Also, it is well known that there exists γ ∈ Cd \ {0} such that ωγ(λ) = 1 and
‖γ‖q = ‖λ‖
−1
p . (The method of proof can be found, for example, at the beginning
of Section 6.5 of [20].) Therefore
1 = ‖η0‖ =
∥∥ψ(t(γ)s(λ))η0∥∥ = ‖ψ(t(γ))v(λ)‖
≤ ‖ψ‖ · ‖t(γ)‖ · ‖v(λ)‖ = ‖ψ‖ · ‖γ‖q · ‖v(λ)‖ = ‖ψ‖ · ‖λ‖
−1
p · ‖v(λ)‖.
So ‖ψ‖−1 · ‖λ‖p ≤ ‖v(λ)‖. This completes the proof of the claim.
We now return to our spatial Lp UHF algebra A. It follows from Theorem 3.10(3)
and Definition 3.5 that A contains isometric copies ofMpd for arbitrarily large d ∈ Z,
and hence for all d ∈ Z>0. Applying the claim to the restriction of ψ to these
subalgebras, for all d ∈ Z>0 we get vd ∈ L(l
p
d, E) such that for all ξ ∈ l
p
d we have
‖ψ‖−1 · ‖ξ‖ ≤ ‖vdξ‖ ≤ ‖ψ‖ · ‖ξ‖.
The statement of the theorem now follows from Lemma 4.5. 
We suppose that there is no converse to Theorem 4.7, but we do not know a
counterexample.
Theorem 4.8. Let p1, p2 ∈ [1,∞) be distinct. Let A1 be a spatial L
p1 UHF algebra
and let A2 be a spatial L
p2 UHF algebra. Then A1 6∼= A2.
We emphasize: There isn’t even a not necessarily isometric isomorphism.
Proof of Theorem 4.8. By exchanging A1 and A2 if necessary, we can assume that
p1 6= 2 and that, if p2 6= 2, then p1 < p2. Now Theorem 4.6 implies that there is
no σ-finite measure space (X,B, µ) such that Lp2(X,µ) is separable and lp1(Z>0)
is crudely finitely representable in Lp2(X,µ) for any constant M. It follows from
Definition 3.9 and the construction in Example 3.8 that there is a σ-finite measure
space (X,B, µ) such that Lp2(X,µ) is separable and A2 is isometrically isomor-
phic to a closed subalgebra of L(Lp2(X,µ)). Therefore Theorem 4.7 implies that
there is no nonzero continuous homomorphism from A1 to A2, hence certainly no
isomorphism. 
For some values of p1 and p2, Theorem 4.6 and Theorem 4.7 give a lot more.
For example, if A1 is a spatial L
p1 UHF algebra and 1 ≤ p1 < p2 ≤ 2, then
there is no nonzero continuous homomorphism from A1 to the bounded operators
on any separable space of the form Lp2(X,µ), and hence no nonzero continuous
homomorphism from A1 to any L
p2 UHF algebra, spatial or not.
In the cases in which homomorphisms are not ruled out, we do not know whether
they exist. We also do not know what happens if the domain A1 is not spatial.
Problem 4.9. Do there exist p1 and p2 with 1 ≤ p2 < p1 ≤ 2 and spatial L
pj UHF
algebras Aj for j = 1, 2 such that there is a nonzero continuous homomorphism
from A1 to A2? What if we drop the requirement that A2 be spatial?
Question 4.10. Do there exist distinct p1, p2 ∈ [1,∞), an L
p1 UHF algebra A, a
σ-finite measure space (X,B, µ), and a nonzero continuous homomorphism from A
to L(Lp2(X,µ))?
A solution might need fairly subtle information about the Banach space structure
of Lp spaces.
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5. Simplicity of Opd
The purpose of this section is to prove that if d ∈ {2, 3, 4, . . .} and p ∈ [1,∞),
then Opd is purely infinite, simple, and amenable.
Recall that a simple unital C*-algebra A 6∼= C is purely infinite (that is, every
nonzero hereditary subalgebra contains an infinite projection) if and only if for
every nonzero b ∈ A there are x, y ∈ B such that xby = 1. We do not have a theory
of hereditary subalgebras of Banach algebras, so we take the second condition as
our definition.
Definition 5.1. We say that a unital Banach algebra B 6∼= C is purely infinite if
for every nonzero b ∈ B there are x, y ∈ B such that xby = 1.
Proposition 5.2. Every purely infinite unital Banach algebra is simple.
Proof. The proof is immediate. 
Remark 5.3. In Definitions 1.2 of [4], a ring is defined to be purely infinite if
every nonzero right ideal contains an infinite idempotent. (When applied to Banach
algebras, the ideals are not required to be closed.) By Theorem 1.6 of [4], and using
the fact that C is the only unital Banach algebra which is a division ring, a simple
Banach algebra is purely infinite in our sense if and only if it is purely infinite as a
unital ring in the sense of [4].
We recall the following from Section 1 of [16] (essentially following Section 1
of [7]).
Notation 5.4. Let d ∈ {2, 3, 4, . . .} and let n ∈ Z≥0.We defineW
d
n = {1, 2, . . . , d}
n.
Thus, W dn is the set of all sequences α =
(
α(1), α(2), . . . , α(n)
)
in which α(l) ∈
{1, 2, . . . , d} for l = 1, 2, . . . , n. We set
W d∞ =
∞∐
n=0
W dn .
We call the elements of W d∞ words . If α ∈ W
d
∞, the length of α, written l(α), is
the unique number n ∈ Z≥0 such that α ∈ W
d
n . Note that there is a unique word
of length zero, namely the empty word, which we write as ∅. For α ∈ W dm and
β ∈W dn , we denote by αβ the concatenation, a word in W
d
m+n.
Notation 5.5. Let d ∈ {2, 3, 4, . . .}, let n ∈ Z≥0, and let α =
(
α(1), α(2), . . . , α(n)
)
∈
W dn . If n ≥ 1, we define sα, tα ∈ Ld by
sα = sα(1)sα(2) · · · sα(n−1)sα(n) and tα = tα(n)tα(n−1) · · · tα(2)tα(1).
We take s∅ = t∅ = 1.
For emphasis: in the definition of tα, we take the generators tα(l) in reverse
order .
Lemma 5.6 (Part of Lemma 1.10 of [16]). Let the notation be as in Notation 5.4
and Notation 5.5.
(1) Let α, β ∈W d∞. Then sαβ = sαsβ and tαβ = tβtα.
(2) Let α, β ∈ W d∞ satisfy l(α) = l(β). Then tβsα = 1 if α = β, and tβsα = 0
otherwise.
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Lemma 5.7 (Lemma 1.11 of [16]). Let d ∈ {2, 3, 4, . . .}, let Ld be as in Def-
inition 1.5, and let m ∈ Z≥0. Then the collection (sαtβ)α,β∈Wdm is a system of
matrix units for a unital subalgebra of Ld isomorphic to Mdm . That is, identifying
Mdm with the linear maps on a vector space with basis W
d
m, with matrix units
eα,β for α, β ∈ W
d
m, there is a unique homomorphism ϕm : Mdm → Ld such that
ϕm(eα,β) = sαtβ .
Lemma 5.8. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Let Opd be as in Defi-
nition 1.7. For m ∈ Z≥0, identify M
p
dm with L(l
p(W dm)). Let (eα,β)α,β∈Wdm be the
standard system of matrix units in this algebra. Then there is a unique isometric
homomorphism ϕm : M
p
dm → O
p
d such that ϕm(eα,β) = sαtβ . Moreover, the ϕm
together define an isometric homomorphism ϕ from a spatial Lp UHF algebra A of
type d∞ (see Definitions 3.3 and 3.9) to Opd, whose range is the closed linear span
of {
sαtβ : α, β ∈ W
d
∞ and l(α) = l(β)
}
.
Proof. For m ∈ Z>0, let ϕm be as in Lemma 5.7. By definition, there is a σ-
finite measure space (X,B, µ) and a spatial representation ρ : Ld → L(L
p(X,µ))
such that we can identify Opd isometrically with ρ(Ld). In particular (see Definition
7.4(2) of [16]), ρ(sj) and ρ(tj) are spatial partial isometries for j = 1, 2, . . . , d. Then
ϕm becomes a representation ofM
p
dm on L(L
p(X,µ)). For α, β ∈ W dm, the standard
matrix unit eα,β has image ϕm(eα,β) = ρ(sαtβ), so Lemma 6.17 of [16] implies
that ϕm(eα,β) is a spatial partial isometry. This is what it means for ϕm to be
spatial (Definition 7.1 of [16]). It follows from the implication from (1) to (3) in
Theorem 7.2 of [16] that ϕm is isometric.
Since
ϕ1(M
p
d ) ⊂ ϕ2(M
p
d2) ⊂ · · · ,
it follows that A =
⋃∞
m=1 ϕm(M
p
dm) is the direct limit of a spatial direct system of
type d∞. So A is a spatial Lp UHF algebra of type d∞ by Theorem 3.10(2). 
Proposition 5.9. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Let Opd be as in
Definition 1.7. Then there exists a unique isometric action σ of the group S1 = {λ ∈
C : |λ| = 1} on Opd such that, for λ ∈ S
1 and j = 1, 2, . . . , d, we have σλ(sj) = λsj
and σλ(tj) = λ
−1tj .
Proof. By Corollary 8.4 of [16], there exist a σ-finite measure space (X,B, µ) and a
spatial representation ρ : Ld → L(L
p(X,µ)) which is free in the sense of Definition
8.1(1) of [16]. By Theorem 8.7 of [16], we can identify Opd isometrically with ρ(Ld).
Write X =
∐
k∈ZEk as in Definition 8.1(1) of [16], with
ρ(sj)(L
p(Ek, µ)) ⊂ L
p(Ek+1, µ) and ρ(tj)(L
p(Ek, µ)) ⊂ L
p(Ek−1, µ)
for all k ∈ Z and for j = 1, 2, . . . , d.
For λ ∈ S1 define gλ ∈ L
∞(X,µ) by gλ(x) = λ
k for k ∈ Z and x ∈ Ek. For
f ∈ L∞(X,µ), let m(f) ∈ L(Lp(X,µ)) be the multiplication operator, defined by(
m(f)ξ
)
(x) = f(x)ξ(x)
for ξ ∈ Lp(X,µ) and x ∈ X. One checks directly that for λ ∈ S1 and for j =
1, 2, . . . , d we have
m(gλ)ρ(sj)m(gλ)
−1 = λρ(sj) and m(gλ)ρ(tj)m(gλ)
−1 = λ−1ρ(tj).
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It follows that there exists a unique automorphism σλ ∈ Aut
(
Opd
)
such that σλ(sj) =
λsj and σλ(tj) = λ
−1tj for j = 1, 2, . . . , d. Since m(gλ) and its inverse are both
isometric, so is σλ. Clearly λ 7→ σλ is a group homomorphism.
It remains only to prove that λ 7→ σλ(a) is continuous for a ∈ O
p
d. This is clearly
true for a ∈ ρ(Ld), and an
ε
3 argument extends this result to all a ∈ O
p
d. 
Lemma 5.10. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Let Opd be as in
Definition 1.7. Let σ : S1 → Aut
(
Opd
)
be the action of Proposition 5.9. Identify Ŝ1
with Z in the usual way. For n ∈ Z, let Bn be the eigenspace
Bn =
{
b ∈ Opd : σλ(b) = λ
nb for all λ ∈ S1
}
of Proposition 2.20, and let Pn be as there. Then:
(1) For α, β ∈W d∞,
Pn(sαtβ) =
{
0 l(α)− l(β) 6= n
sαtβ l(α)− l(β) = n.
(2) Bn is the closed linear span of all sαtβ with α, β ∈ W
d
∞ such that l(α) −
l(β) = n.
(3) B0 is the image of the homomorphism ϕ : A→ O
p
d of Lemma 5.8.
Proof. Part (1) follows from
(5.1) σλ(sαtβ) = λ
l(α)−l(β)sαtβ .
For (2), let Dn be the closed linear span of all sαtβ with α, β ∈W
d
∞ and l(α)−
l(β) = n. Part (1) implies that if a ∈ Ld, then Pn(a) ∈ Dn. By continuity, Pn(a) ∈
Dn for all a ∈ O
p
d. Proposition 2.20(3) now implies that Bn ⊂ Dn. The reverse
inclusion is immediate from (5.1).
Lemma 5.8 shows that Part (3) is a special case of (2). 
We will need the endomorphisms of Opd in the following proposition. In the
context of Cuntz-Krieger C*-algebras (where the analogous maps need not be mul-
tiplicative), they are defined before Lemma 2.4 of [8].
Proposition 5.11. Let d ∈ {2, 3, 4, . . .}, let p ∈ [1,∞) \ {2}, and let r ∈ Z>0.
Define ψr : O
p
d → O
p
d by
ψr(a) =
∑
γ∈Wdr
sγatγ
for a ∈ Opd. Then:
(1) ψr is a unital endomorphism of O
p
d.
(2) ψr is isometric.
(3) For a ∈ Opd and α, β ∈ W
d
r , the elements ψr(a) and sαtβ commute.
(4) With Bn as in Lemma 5.10, we have ψr(Bn) ⊂ Bn for all n ∈ Z.
Proof. In (1), the only things needing proof are ψr(1) = 1 and ψr(ab) = ψr(a)ψr(b)
for a, b ∈ Opd. The relation ψr(1) = 1 follows from Lemma 5.7. For the second, we
use Lemma 5.6(2) at the second step to get
ψr(a)ψr(b) =
∑
γ1,γ2∈Wdr
sγ1atγ1sγ2btγ2 =
∑
γ1∈Wdr
sγ1abtγ1 = ψr(ab).
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We now prove (2). For p = 2, the result follows from standard C*-algebra
methods. So assume p 6= 2. Since ψr is the r-fold composite ψ
r
1 , it suffices to
consider the case r = 1. We may assume that there is a σ-finite measure space
(X,B, µ) such that Opd is the closure of the range of a spatial representation of Ld
on Lp(X,µ). Using the conditions in Theorem 7.7(7) and Definition 7.4(1) of [16],
we see that ‖sj‖ ≤ 1 and ‖tj‖ ≤ 1 for j = 1, 2, . . . , d, and that there are disjoint
measurable subsets X1, X2, . . . , Xd ⊂ X and such that ran(sj) ⊂ L
p(Xj , µ) for
j = 1, 2, . . . , d. Since
∑d
j=1 sjtj = 1, we must have X =
⋃d
j=1Xj (up to a set of
measure zero, which we can ignore) and ran(sj) = L
p(Xj , µ) for j = 1, 2, . . . , d.
Moreover, since the restriction to Md = span
({
sjtk : j, k = 1, 2, . . . , d
})
(as in
the case m = 1 of Lemma 5.7) is a spatial representation of Md, it follows from
Theorem 7.2(5) of [16] that sjtj is multiplication by the characteristic function χXj
for j = 1, 2, . . . , d.
Now let a ∈ Opd and let ξ ∈ L
p(X,µ). Write ξ =
∑d
j=1 ξj with ξj ∈ L
p(Xj , µ)
for j = 1, 2, . . . , d. Then sjatjξ = sjatjsjtjξ = sjatjξj for j = 1, 2, . . . , d. Also,
whenever ηj ∈ L
p(Xj , µ) for j = 1, 2, . . . , d, we have
∥∥∑d
j=1 ηj
∥∥p
p
=
∑d
j=1 ‖ηj‖
p
p. So
‖ψ1(a)ξ‖
p
p =
∥∥∥∥∥
d∑
j=1
sjatjξj
∥∥∥∥∥
p
p
=
d∑
j=1
‖sjatjξj‖
p
p
≤
d∑
j=1
‖sj‖
p · ‖a‖p · ‖tj‖
p · ‖ξj‖
p
p ≤ ‖a‖
p
d∑
j=1
‖ξj‖
p
p = ‖a‖
p · ‖ξ‖pp.
Thus ‖ψ1(a)‖ ≤ ‖a‖.
We have shown that ψ1 is contractive. It follows from Proposition 8.9 of [16]
that ψ1 is isometric.
Part (3) is a calculation. Using Lemma 5.6(2) at the second and third steps, for
a ∈ Opd and α, β ∈W
d
r we have
sαtβψr(a) =
∑
γ∈Wdr
sαtβsγatγ = sαatβ =
∑
γ∈Wdr
sγatγsαtβ = ψr(a)sαtβ .
Part (4) follows from the fact that sγ ∈ Br and tγ ∈ B−r for γ ∈ W
d
r , using
several applications of Proposition 2.20(7). 
Lemma 5.12. Let the notation be as in Lemma 5.10. Let a ∈ B0 be nonzero.
Then there are n ∈ Z, x ∈ B−n, and y ∈ Bn such that xay = 1.
Proof. Set A = B0, and for m ∈ Z≥0 let Am be the linear span of all sαtβ with
α, β ∈ W dm. It follows from Lemma 5.8 and Lemma 5.10(3) that
⋃∞
m=0Am is dense
in A, and from Lemma 5.8 and Theorem 3.13 that A is a simple Banach algebra.
By simplicity, there exist m ∈ Z>0 and
b1, b2, . . . , bm, c1, c2, . . . , cm ∈ A
such that
m∑
k=1
bkack = 1.
Set
M =
(
1 +
m∑
k=1
‖bk‖
)(
1 +
m∑
k=1
‖ck‖
)
.
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The density statement above provides r ∈ Z≥0 and
a0, b
(0)
1 , b
(0)
2 , . . . , b
(0)
n , c
(0)
1 , c
(0)
2 , . . . , c
(0)
n ∈ Ar
such that
‖a0 − a‖ <
1
2M
,
(
m∑
k=1
∥∥b(0)k ∥∥
)(
m∑
k=1
∥∥c(0)k ∥∥
)
< M,
and ∥∥∥∥∥
m∑
k=1
b
(0)
k a0c
(0)
k − 1
∥∥∥∥∥ < 12 .
Set
z =
(
m∑
k=1
b
(0)
k a0c
(0)
k
)−1
∈ Ar.
Then ‖z‖ < 2. We have zb
(0)
k ∈ Ar for k = 1, 2, . . . ,m, and
m∑
k=1
zb
(0)
k a0c
(0)
k = 1.
Choose n ∈ Z≥0 such that d
n ≥ m. Choose distinct words
α1, α2, . . . , αm ∈W
d
n .
Let ψr : O
p
d → O
p
d be as in Proposition 5.11. Set fj,k = ψr(sαj tβk) for j, k =
1, 2, . . . ,m. Also define s = ψr(sα1) and t = ψr(tα1). Then s ∈ Bn and t ∈ B−n by
Proposition 5.11(4). Now define
x0 = tz
m∑
k=1
b
(0)
k f1,k and y =
(
m∑
k=1
fk,1c
(0)
k
)
s.
Using z, b
(0)
k , f1,k ∈ B0 and Proposition 2.20(7), we get x0 ∈ B−n. Similarly y ∈ Bn.
We claim that x0a0y = 1. To prove this, we compute, using Proposition 5.11(3)
and a0, b
(0)
j , c
(0)
k ∈ Ar at the second step and using Lemma 5.6(2) and Lemma 5.7
at the third step:
x0a0y =
m∑
j,k=1
ψr(tα1)zb
(0)
j ψr(sα1tβj )ψr(sαktβ1)c
(0)
k ψr(sα1)
= z
m∑
j,k=1
b
(0)
j a0c
(0)
k ψr
(
tα1sα1tβjsαktβ1sα1
)
= z
m∑
k=1
b
(0)
k a0c
(0)
k = 1.
Applying Proposition 5.11(2), we get
‖x0‖ ≤ ‖z‖
m∑
k=1
∥∥b(0)k ∥∥ ≤ 2 m∑
k=1
∥∥b(0)k ∥∥ and ‖y‖ ≤ m∑
k=1
∥∥c(0)k ∥∥.
So ‖x0‖ · ‖y‖ < 2M. Consequently
‖x0ay − 1‖ = ‖x0ay − x0a0y‖ ≤ ‖x0‖ · ‖a− a0‖ · ‖y‖ < 1.
Also x0ay ∈ B0 by Proposition 2.20(7), because x0 ∈ B−n, a ∈ B0, and y ∈ Bn.
Therefore x0ay has an inverse w ∈ B0. Define x = wx0, which is in B−n by
Proposition 2.20(7) and gives xay = 1. 
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We need the following result from [7]. The important fact about the sequence σ
is that no tail of it is periodic.
Lemma 5.13. Let d ∈ {2, 3, 4, . . . ,∞}. Let σ be the sequence
σ = (1, 2, 1, 1, 2, 2, 1, 1, 1, 2, 2, 2, 1, . . .),
and for r ∈ Z>0 let σr be the word in W
d
r consisting of the first r terms of σ. Then
for all m ∈ Z>0 and
α1, α2, . . . , αm, β1, β2, . . . , βm ∈ W
d
∞
such that l(αk) 6= l(βk) for k = 1, 2, . . . ,m, there exists r ∈ Z>0 such that
(sσr tσr )sαk tβk(sσr tσr ) = 0
for k = 1, 2, . . . ,m.
Proof. Equip Ld with the *-algebra structure of Lemma 1.6(1) of [16]. Then the
statement is a special case of Lemma 1.8 of [7]. 
Theorem 5.14. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Then the Banach
algebra Opd of Definition 1.7 is purely infinite and simple.
Proof. By Proposition 5.2, it is enough to show that Opd is purely infinite. Thus,
for a ∈ Opd \ {0}, we must find x, y ∈ O
p
d such that xay = 1. Identify Ld with its
image in Opd.
Let the notation be as in Lemma 5.10. We will first find x and y under the
assumption that P0(a) = 1. Choose b0 ∈ Ld such that ‖a − 1 − b0‖ <
1
4 . Then it
is easy to check that P (b0) ∈ Ld and, since ‖P0‖ = 1, we have ‖P (b0)‖ <
1
4 . Set
b = b0 − P0(b0). Then
b ∈ Ld, P0(b) = 0, and ‖a− 1− b‖ <
1
2 .
We claim that that b is a finite linear combination of elements sαtβ for words α
and β with l(α) 6= l(β). To see this, use Lemma 1.12 of [16] to write b as a linear
combination
b =
∑
(α,β)∈F
λα,βsαtβ
for a finite set F ⊂ W d∞ ×W
d
∞ and with λα,β ∈ C for (α, β) ∈ F. Since P0(b) = 0,
Lemma 5.10(1) allows us to simply omit all the terms corresponding to pairs (α, β)
with l(α) = l(β). The claim follows.
Lemma 5.13 therefore provides a word γ ∈ W d∞ (namely σr for some r ∈ Z>0)
such that (sγtγ)b(sγtγ) = 0. Since tγsγ = 1 (by Lemma 5.6(2)), we get
tγbsγ = tγsγtγbsγtγsγ = 0.
Therefore
‖tγasγ − 1‖ = ‖tγ(a− 1)sγ‖ = ‖tγ(a− 1− b)sγ‖ ≤ ‖a− 1− b‖ <
1
2 .
It follows that tγasγ is invertible. Take x = tγ and y = sγ(tγasγ)
−1. This proves
the case P0(a) = 1.
Now instead of assuming P0(a) = 1, we merely assume P0(a) 6= 0. Lemma 5.12
provides n ∈ Z≥0, x0 ∈ B−n, and y0 ∈ Bn such that x0P0(a)y0 = 1. Two appli-
cations of Proposition 2.20(8) show that P0(x0ay0) = x0Pn(ay0) = x0P0(a)y0. By
the case already done, there exist x1, y1 ∈ O
p
d such that x1x0ay0y1 = 1. So take
x = x1x0 and y = y0y1.
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Finally, we treat the general case. Proposition 2.20(9) implies that there is
n ∈ Z>0 such that Pn(a) 6= 0. If n = 0, the previous case applies. If n > 0, then
Proposition 2.20(8) implies that P0(at
n
1 ) = Pn(a)t
n
1 . Also,
P0(at
n
1 )s
n
1 = Pn(a)t
n
1 s
n
1 = Pn(a) 6= 0,
so the previous case provides x0, y0 ∈ O
p
d such that x0at
n
1y0 = 1. Take x = x0 and
y = tn1y0. If n < 0, a similar argument provides x0, y0 ∈ O
p
d such that x0s
−n
1 ay0 = 1,
and we can take x = x0s
−n
1 and y = y0. 
We state a consequence related to K-theory. It will become more relevant once
we have computed the K-theory of Opd, which will be done in [18]. Recall (see the
beginning of Section 1 of [4]) that idempotents e and f in a ring A are (algebraically)
Murray-von Neumann equivalent if there exist x ∈ eAf and y ∈ fAe such that
xy = e and yx = f. (It is equivalent to merely require that there be v, w ∈ A such
that vw = e and wv = f. Indeed, given v and w, set x = evf and y = fwe. Then
xy = (evf)(fwe) = (vwvwv)(wvwvw) = e5 = e,
and similarly yx = f.)
Corollary 5.15. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞)\ {2}. Then K0 (O
p
d) is the
set of algebraic Murray-von Neumann equivalence classes of nonzero idempotents
in Opd with the group operation given by [e] + [f ] = [s1es1 + s2fs2].
Proof. In view of Remark 5.3 and Theorem 5.14, the result can be deduced from
Lemma 1.4, Proposition 2.1, and Corollary 2.2 of [4], together with the identification
of isomorphism classes of projective modules with (algebraic Murray-von Neumann)
equivalence classes of idempotents, as described at the beginning of Section 2 of [4].

The following corollary is motivated by the fact (Theorem 7.2 of [3]) that a
simple unital C*-algebra has real rank zero if and only if it is an exchange ring, in
the sense described at the beginning of Section 1 of [3].
Corollary 5.16. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Then Opd is an
exchange ring.
Proof. Apply Theorem 1.1 of [2], Theorem 5.14, and Remark 5.3. 
The only thing left to do is to prove that Opd is amenable. The following theorem
is essentially due to Rosenberg [19]. (We are grateful to Narutaka Ozawa for calling
our attention to this reference.)
Theorem 5.17. Let B be a unital Banach algebra, let A ⊂ B be a closed subal-
gebra of B, and let s, t ∈ B. Suppose:
(1) ts = 1.
(2) sAt ⊂ A.
(3) ‖s‖ ≤ 1 and ‖t‖ ≤ 1.
(4) A, s, and t generate B as a Banach algebra.
(5) A is amenable as a Banach algebra.
Then B is amenable as a Banach algebra.
Proof. When B and A are C*-algebras and t = s∗, this is Theorem 3 of [19]. The
proof given in [19] also works under the hypotheses of our theorem. 
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Corollary 5.18. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Then the Banach
algebra Opd of Definition 1.7 is amenable as a Banach algebra.
Proof. We verify the hypotheses of Theorem 5.17. Let A ⊂ Opd be the image of the
homomorphism ϕ of Lemma 5.8. Take s = s1 and t = t1.
Condition (1) of Theorem 5.17 is contained in Definition 1.5(1). Condition (2)
follows from the definition ofA in Lemma 5.8. Condition (3) is part of Definition 1.6.
Condition (5) is Theorem 3.15.
For Condition (4), we need only show that the the subalgebra D of Opd generated
by A, s, and t contains s1, s2, . . . , sd, t1, t2, . . . , td. For j, k = 1, 2, . . . , d, we have
sjtk ∈ A. For j = 1, 2, . . . , d we therefore get
sj = sjt1s1 = (sjt1)s ∈ D and tj = t1s1tj = t(s1tj) ∈ D.
This completes the proof. 
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