. However, the Laplace approximation has an error of order O(p −1 ), that depends only on the number of items p, hence it is not directly controllable. Moreover, Joe (2008) has investigated its performance for a variety of discrete response mixed models, and he has found that it becomes less adequate as the degree of discreteness increases. When either the EM algorithm or a direct maximization of the observed data log-likelihood is used for model estimation, an extended version of the Laplace method, called Fully exponential Laplace Approximation (FLA), can be applied. It has been introduced and developed by Tierney et al. (1989) in the Bayesian context for approximating posterior distributions. Recently, it has been extended by Rizopoulos et al. (2009) to a variety of models for longitudinal continuous measurements and time-to-event data estimated via the EM algorithm. The main idea proposed by these authors is to apply the FLA to the expected score function of the model parameters with respect to the posterior distribution of the latent variables. With the FLA, a better approximation of the multidimensional integrals is achieved, being the approximation error of order O(p −2 ). Moreover, the computational complexity of this approach is similar to the classical Laplace method since it depends only on the numerical optimization required to compute the mode of the integrand. In this paper, we extend the FLA for the general class of latent variable models for ordinal data within the GLLVM context. In Section 2, the models for ordinal data are introduced, whereas in Section 3 the estimation problem is discussed, with particular attention to the fully exponential Laplace approximation. In Section 4, a simulation study is performed in order to compare the finite sample and asymptotic properties of the AGH and FLA under different conditions. Finally, Section 5 gives the conclusions.
Model specification
Let y be a vector of p ordinal observed variables each of them with c i categories, and z be a vector of q latent variables. The c i (i = 1, . . . , p) ordered categories of the variables y i have associated the probabilities π i,1 (z), π i,2 (z), . . . , π i,c i (z), which are functions of the vector of the latent variables z. Following the general scheme of the GLLVM framework, the probability associated to y is given by
where h(z) is assumed to be a multivariate standard normal distribution. g(y|z) is the conditional probability of the observed variables given z. It is assumed to follow a multinomial distribution
where
Expression (2) is obtained by assuming the conditional independence of the observed variables given the latent variables. In expression (3),
is the probability of a response in category s or lower on the variable i, and it is function of z. For simplicity, from now on we consider γ i,s = γ i,s (z). y * i,s is equal to 1 if the response y i is in the category s or lower, and 0 otherwise. As in the classical generalized linear model, the systematic component is defined as
where η i,s is the linear predictor, and τ i,s and α ij can be interpreted as thresholds and factor loadings of the model. For the thresholds, the inequality 
Model estimation
Model estimation is achieved by using the maximum likelihood through the EM algorithm, since the latent variables are unknown. At this regard, we apply a full information maximum likelihood method by which all the parameters of the model are estimated simultaneously. For a random sample of size n, from equation (1), the observed data log-likelihood is defined as
The EM algorithm consists of an Expectation step (E-step), in which the expected score function E(S(a i )) of the model parameters
The expectation is with respect to the posterior distribution h(z l | y l ) of z given the observations for each individual. In the Maximization step (M-step), updated parameter estimates are obtained by equating to 0 the expected score functions. Louis (1982) proved that maximizing the observed data score vector ∂L/∂a i is equivalent to maximize the expected score function E(S(a i )) with respect to h(z l | y l ), so that
The expressions of the derivatives reported in the last equality of (7) with respect to thresholds and loadings can be found in Moustaki (2000 Moustaki ( , 2003 . From eq. (6), it can be noticed that the computation of the expected score functions involves a multidimensional integral that cannot be solved analytically, hence numerical approximations are required. In particular, in the following, we propose the use of an extended version of the classical Laplace approximation, that is the fully exponential Laplace method.
Fully exponential Laplace approximation method
The FLA method has been proposed for the first time by Tierney et al. (1989) in order to approximate posterior distributions in the Bayesian context. It represents an extension of the classical Laplace approximation that, as known, is based on the second order Taylor expansion of the logarithm of the integrand, with the latent variables evaluated at the mode (see, among the others, Tierney & Kadane (1986) ). The Laplace method has the advantage of dealing with integrals of any dimensionality without introducing computational problems but, for the general class of latent variable models discussed in this paper, it produces an approximation error of order O(p −1 ), that can be reduced only increasing the number of observed variables. The FLA leads to an improvement of the approximation error maintaining the same computational complexity as the classical Laplace method. The extension of FLA to joint models for continuous longitudinal measurements and time-to-event data has been proposed by Rizopoulos et al. (2009) . It requires the computation of the following quantities
that differ from (6) since A(·) are the components of the score functions S(a i ) that depend on the latent variables. The main idea of FLA is to approximate both the numerator and the denominator in eq. (9) with the classical Laplace method. Tierney & Kadane (1986) proved that the error terms of order O(p −1 ) in the numerator and the denominator cancel out, leading to a smaller error term of order O(p −2 ). To extend the FLA to the proportional odds model discussed in this paper, we have to take into account for the derivatives (7) with respect to the thresholds and the loadings, that are characterized by different A(z l ) components. In more detail, from the derivatives of the logarithm of g(y i,l | z l ) with respect to the thresholds we get
From the derivatives of the logarithm of g(y i,l | z l ) with respect to the loadings α i = (α i1 , ..., α iq ), we get
The FLA approximation can be applied only to strictly positive functions A(·). In our case, this condition is not necessarily guaranteed since the A(·) are components of the score functions, not constrained to be positive. To overcome this problem, the method of the moment generating function can be used. According to this approach, since the quantity exp{t ′ A(z l )} is always positive, the FLA approximation can be applied to the moment generating function M (t) = E[exp{t ′ A(z l ))}, with latent variables z l evaluated at the modê
In doing so, we get the approximate moment generating functionM (t). Hence, from the corresponding cumulant-generating function logM (t), we obtain the approximate expected valuesÊ(A(z l )). These latter are the quantities of interest, and they are given bŷ
Tierney et al. (1989) proved (Theorem 2, pag. 712) that eq. (10) is equivalent to the following expression
and
The expressions of the first derivatives of Σ l with respect to t are reported in the Appendix.
EM algorithm
The steps of the EM algorithm are defined as follows:
Choose initial values for the parameters a
2. Compute the modeẑ l , l = 1, . . . , n, by using a Newton Raphson iteration scheme. In more detail, for the (m)-th iteration
where Σ l is the Hessian matrix defined in expression (12) and S(z l ) is defined as follows
3. E-step. Compute the FLA expected valuesÊ(
. . , p, and the approximate expected score functionÊ(S(a i )), where i = 1, . . . , p. 4. M-step.
Obtain improved estimates for the model parameters
For all of them, a Newton Raphson iterative scheme is used in order to solve the corresponding nonlinear maximum likelihood equations. 5. Repeat steps 2-3-4 until convergence is attained.
Simulation study
The properties of the FLA method for the proportional odds model can be evaluated by performing a simulation study in which several conditions are taken into account. The results will be compared with those obtained using the AGH quadrature. In recent years, the latter has been widely applied in latent variable models, since it allows to obtain estimates that are as accurate as those derived by the GH technique, but using a small number of quadrature points. It essentially consists of scaling and translating the classical Gaussian quadrature locations to place them under the peak of the integrand, and two different procedures have been adopted in the literature. According to the first one, the mode of the integrand and the inverse of the information matrix of the integrand evaluated at the mode are computed (Liu & Pierce, 1994; Pinhero & Bates, 1995; Schilling & Bock, 2005) . The advantage of this approach lies in the fact that the quadrature points are not involved in these computations. However, this method is computationally demanding since it requires numerical optimization routines and the computation of second derivatives. Moreover, when parameter estimates are obtained by using iterative algorithms, like in our case, the first and second order moments have to be computed at each step, hence the algorithm becomes very slow. An alternative procedure consists of computing the posterior means and covariance matrices at each step of the algorithm (Rabe-Hesketh et al., 2005) . Although this method requires the use of quadrature points themselves, the posterior moments should better describe the integrand in those cases in which its tails are heavier than the normal density. In the following, we show how both these techniques work in latent variable models for ordinal data, and we compare their performances with FLA. The softwares used for the analyses are Fortran 95 and R. The codes are available from the authors upon request. Finite sample properties of the estimators
To investigate empirically the finite sample performance of the FLA and AGH, based on both the posterior mean (AGH me ) and mode (AGH mo ), we generated data from a population that consists of five variables and satisfies a two factor model. The number of categories is the same for each observed variable, and equal to 4. 100 random samples were considered with n = 200 subjects. We chose 5 quadrature points per each latent variable for both the adaptive approximations. We also considered 7 quadrature points, but there was a little difference with 5 nodes, suggesting that the latter provides sufficient accuracy for this example. The population parameters were chosen in such a way that the thresholds range from -3 to 3. The factor loadings are the following: α 1 = (1.03, 1.44, 2.11, 1.8, 1.53) and α 2 = (0, 2.42, 1.52, 0.75, 1.34) with not null values generated from a log-normal distribution, and one loading fixed to 0 to get a unique solution. Table 1 reports the mean, bias, and Mean Square Error (MSE) of the parameter estimates obtained by applying all the techniques. The results show that the percentage of valid samples is quite high for all the procedures, ranging from 76% to 87%. The FLA presents much better MSE values than those achieved by AGH me and AGH mo , mainly due to a smaller variability of the estimates. Comparing the adaptive techniques, AGH me estimates are less biased than those determined by AGH mo , and present an opposite sign of the bias for α 1 . On the other hand, the latter behaves better in terms of MSE values. The different performance of the two adaptive techniques can be due to the fact that the individual posterior densities to be approximated are not always symmetric. In latent variable models for ordinal data, Chang (1996) proved that the posterior densities asymptotically follow a multivariate normal distribution. However, for a small number of observed variables, the integrand could be skewed, and the numerical procedures could provide quite different results. To analyze the shape of the individual posterior densities in the generated population, we computed measures of multivariate skewness β 1,q and kurtosis β 2,q proposed by Mardia (1970) . In the case of two latent variables, they are given by ), whereas z 1l and z 2l are the latent factors standardized with respect to the posterior densities. Mardia (1970) also derived the asymptotic distributions of both β 1,q and β 2,q , and the corresponding statistical tests to evaluate the null hypotheses H 0 : β 1,q = 0 and H 0 : β 2,q = q(q + 2), being q(q + 2) the kurtosis in q-variate normal densities. By computing these measures for the individual posterior densities generated in this simulation study, we observed that about 35% of these functions have a significant skewness, and a kurtosis always not significantly different from 8. In particular, β 1,2 is on average equal to 0.044 and it ranges from 0.000 to the significant value 0.168. The presence of individual posterior densities having different shapes could justify the different behavior of AGHs and FLA. In Figure 1 , we show two different functions obtained from our generated data. In order to better analyze the finite sample properties of FLA and AGHs, we also generated data from two hypothetical extreme scenarios: one in which all the posterior densities are symmetric, and another one in which a high percentage (more than 60%) of the densities are skewed. As before, we consider five observed variables, each with 4 categories, satisfying a two factor model. The results for both the populations are shown in Table 2 . In the first scenario, the thresholds for each item are equal to -2 for the first category, 0 for the second, and 2 for the third one, whereas the loadings are all fixed to 0.5 except one set equal to zero. In this population, all the individual posterior densities are symmetric, with β 1,2 on average equal to 0.005, and β 2,2 always not significantly different from 8. As in the previous simulation study, we generated 100 random samples with 200 subjects. For all the samples the algorithm achieves the convergence for FLA and AGH me , and in the 96% of the cases for AGH mo . The FLA improves a lot with respect to the previous case, with a reduction of almost one digit in the MSE values, mainly due to smaller bias values for α 2 . On the other hand, both the AGH techniques provide better results in terms of bias and MSE, even if they still perform worse than FLA. We can also notice that the results provided by the two adaptive procedures are almost the same, with an equal sign of the bias for all the estimates, and slight discrepancies due to the different computational techniques involved. Indeed, as discussed by Rabe-Hesketh et al. (2005) , the two procedures should provide similar results when the posterior densities are symmetric. In the second scenario, the thresholds for each item are equal to -1 for the first category, 0 for the second, and 1 for the third one, whereas the loadings are fixed equal to α 1 = (2.5, 2.5, 2.5, 2.5, 2.5) and α 2 = (0, 1, 1, 1, 1). In this case, the 65% of the posterior densities are skewed. β 1,2 ranges from 0.000 to 0.239, being the latter significantly different from zero, and it is on average equal to 0.127. On the other hand, there is not significant kurtosis for all the subjects. The main consequence of this high percentage of skew densities is that, for both FLA and AGH mo , a very small number of samples (27% for the former, 35% for the latter) converge properly. Hence, even if the results are similar to the ones obtained in the first simulation, they are not reliable. On the other hand, AGH me seems to be not affected by the different shapes of the posterior densities. It results more stable in terms of mean, bias, and MSE of the estimates as well as in terms of percentage of valid samples, that also in this case is 83%. From these results, we can argue that FLA will be superior than AGH when the majority of the posterior densities is symmetric. In these cases the former provides better MSE values for the estimates than the latter, mainly due to a reduced variability in the estimates. Moreover, the bias introduced in the estimates using FLA is quite comparable with the one 
Asymptotic properties of estimators
The asymptotic properties of the Laplace maximum likelihood estimatorsθ have been derived and discussed by Rizopoulos et al. (2009) . Under suitable regularity conditions, these authors showed thatθ
, where θ 0 denotes the true parameter value.θ will be consistent as long as both n and p grow to ∞. FLA is superior than standard Laplace method, the latter producing estimators with an approximation error of order O p max n −1/2 , p −1 . On the other hand, following Liu & Pierce (1994) and Tierney et al. (1989) , it can be shown that FLA shares the same approximation error of the AGH with 5 quadrature points.
To assess the asymptotic accuracy of the FLA estimators, we generated 100 random samples with 1000 subjects from the population described in the previous section. We also applied both the adaptive techniques, and the results are shown in Table 3 . The percentage of valid samples is high for all the techniques, ranging from 92% to 99%. FLA has a good performance as before with small MSE and bias values. On the other hand, both AGHs have an analogous behavior: the MSE values are drastically reduced with respect to the finite sample situation, and the bias is small for all the parameters.
The three techniques present a very similar asymptotic behavior. Moreover, it is worth noting that FLA performs better than the classical Laplace approximation. Indeed, the asymptotic bias of the latter is higher than the one corresponding to AGH (Joe, 2008) , whereas the bias in the AGH and FLA estimates is quite comparable, with a slight better performance of the former for the second factor loadings (Table 3) .
Discussion
This paper is concerned with the adequacy of several approximations of the likelihood function in latent variable models for ordinal data. In particular, we proposed an extended version of the Laplace method for approximating integrals, known as fully exponential Laplace approximation. Classical Laplace methods are known to work poorly in presence of discrete response variables (Joe, 2008) , but we have shown how the FLA is generally appropriate in models for ordinal data in both finite and large samples. The comparison with the adaptive Gauss Hermite quadrature techniques has highlighted that in finite samples the FLA provides better results in terms of MSE values when the majority of the posterior densities is symmetric. Indeed, for a small number of observed variables, the symmetry of the individual posterior densities is not always guaranteed, and the percentage of skew distributions tends to vary according to the parameter values. When the majority of the densities are skewed, FLA and AGH mo do not achieve converge in most cases. On the other hand, AGH me is more stable, and it is not affected by the shape of the functions to be approximated. The main strength of the FLA approach is that it effectively copes with high dimensional latent structures without increasing substantially the computational burden. This is one of the main drawbacks in the application of AGH techniques in latent variable models. Five quadrature points can provide accurate estimates, but the computational effort increases exponentially as the number of latent factors increases. Furthermore, in large samples, the FLA achieves the same approximation of the AGH with five quadrature points, and all the techniques behave similarly. The main limitation of the FLA approach is that it is not possible to control the magnitude of the approximation error of the integral, as done in AGH by modifying the number of quadrature points. However, as discussed by Rizopoulos et al. (2009) , a virtue of the fully exponential Laplace approximation is that it is very general, and it can be used in almost all the general linear latent variable models. Overall, for latent variable models with ordinal data, the FLA is very adequate to approximate the likelihood function, and it should be considered as a valid alternative to adaptive Gaussian quadrature techniques. Further lines of research will be oriented to compare the performance of FLA with the multidimesional splines. The latter represents a useful alternative to approximate the posterior densities (Thissen & Woods, 2006) and to investigate the main assumptions on the prior distribution of the latent variables that is still an open issue in the GLLVM framework (Knott & Tzamourani, 2007) . 
