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We consider the evolution of the quantum states of a Hamiltonian that is parametrically perturbed
via a term proportional to the adiabatic parameter λ(t). Starting with the Pechukas-Yukawa map-
ping of the energy eigenvalues evolution on a generalised Calogero-Sutherland model of 1D classical
gas, we consider the adiabatic approximation with two different expansions of the quantum state in
powers of dλ/dt and compare them with a direct numerical simulation. We show that one of these
expansions (Magnus series) is especially convenient for the description of non-adiabatic evolution
of the system. Applying the expansion to the exact cover 3-satisfiability problem, we obtain the
occupation dynamics which provides insight on the population of states and sources of decoherence
in a quantum system.
I. INTRODUCTION
Quantum computers offer significant advantages
over their classical counterparts. The solution is
encoded in the final quantum state of the system,
which can be reached only through a series of highly
entangled intermediate states. This is a formidable
task given the intrinsic vulnerability to decoherence.
In light of the considerable challenges posed in con-
trolling and manipulating a large register of qubits,
an alternative protocol, adiabatic quantum comput-
ing (AQC), has been proposed1,2. In such a protocol,
the system is initially prepared in an easily achiev-
able ground state; provided the adiabatic evolution
is sufficiently well-controlled, the end-state will be
the ground state solution of the desired problem.
One can approach this problem through an anal-
ysis of the energy spectrum of the system, given by
the following Hamiltonian:
H(λ(t)) = H0 + λ(t)ZHb, (1)
where H0 is an unperturbed Hamiltonian with an
easily achievable nondegenerate ground state, λ(t)
is an adiabatically evolving parameter and the per-
turbation ZHb is a large bias term with Z  13–5.
Pechukas6 and Yukawa7 developed a formalism,
mapping the level dynamics of Eq.(1) to a one-
dimensional (1D) classical gas with inverse cubic
repulsion. Remarkably, under this exact mapping,
the entire Hamiltonian dynamics are determined by
the initial conditions of the gas particles, and thus
the solution of the problem is encoded in classi-
cal initial conditions. The evolution of the energy
spectrum then provides useful information on the
evolution of the energy gap and the distribution of
avoided crossings. Using this description, we con-
nect the level dynamics of a system to the quantum
states8 through the evolution of C(t), for a wave-
function expanded in the instantaneous eigenstates
ψ =
∑
n Cn(t)|n〉. The equilibrium statistical me-
chanics of the Pechukas-Yukawa ‘gas’ were instru-
mental in obtaining the results of random matrix
theory13. The advantage under this decription for a
quantum coherent system is that the instantaneous
eigenstates include all higher level entanglements.
One can extend this description from eigenvalue
dynamics to determine the form of the density ma-
trices. This provides insight in the dynamics of oc-
cupation numbers and the coherences in the system
which will prove useful in determining the probabil-
ity for the system to remain in its initial state. Using
this description, one can, for example, determine the
effects of avoided level crossings on the system’s evo-
lution and the extent to which the noise affects the
population of states. In an earlier paper8, we de-
veloped a consistent nonequilibrium formalism for
this ‘gas’ (the BBGKY chain), with the expectation
to apply it to the statistical analysis of classes of
problems tractable (or not) by an AQC. The present
work builds on [8], to further extend the model from
the statistical mechanics of energy levels to the de-
scription of quantum states themselves. It is worth
stressing that these works build a general scheme ap-
plicable to the investigation of AQC, however, they
are not restricted to AQC.
To proceed we use a Magnus series expansion to
approximate C(t), a convenient way to obtain an
assymptotic expansion. This approach is contrasted
against both the adiabatic approximation and the
time dependent perturbation theory (TDPT). We
determine the coefficients of the eigenstates to com-
pare how well these approximations accommodate
adiabatic parameters9,10. Using the Magnus series,
C(t) can be approximated by a cumulant expansion
to re-sum the TDPT, in powers of λ˙ = dλ/dt, with
respect to the adiabaticity. Each term of the expan-
sion corresponds to a sum of an infinite number of
terms in a direct expansion of the density matrix.
Given the Magnus series converges, the cumulant
2expansion provides a source of improved efficiency
in the result. This is important to study the adi-
abatic invariants of the system. Knowledge of this
could yield important features of the behaviour of
an AQC.
Our analysis shows that the convergence of the
Magnus series approximating the evolution of C(t)
is governed by the initial conditions. This could pro-
vide better insight into what measurable character-
istics of a system can be used as a criterion for its
quantum performance. This carries the potential to
specify Hamiltonians of different complexity classes,
governed by the initial conditions in the Pechukas-
Yukawa formalism. Moreover it may be possible to
extend the argument to stoquastic (stochastic quan-
tum) systems where noise is added; this may prove
crucial experimentally.
The structure of the paper is as follows: In Sec.
II we provide an overview of the Pechukas formal-
ism and the evolution of the eigenstate coefficients
before presenting details on the main result of our
paper, in Sec. III, on the Magnus series approxi-
mation that we develop to study the evolution of
the perturbed quantum system. The Magnus series
is compared numerically against two other approxi-
mations; the adiabatic approximation and the time
dependent perturbation theory (TDPT), investigat-
ing its limitations. These results are numerically
tested by use of an example, determining the occu-
pation dynamics numerically for the exact cover 3
NP-complete problem in Sec. IV. We discuss and
conclude our work in Sec. V. Furthermore we in-
clude two appendices that provide additional tech-
nical details.
II. THE PECHUKAS MODEL AND THE
EVOLUTION OF EIGENSTATE
COEFFICIENTS
The Pechukas-Yukawa approach maps from quan-
tum systems described by Eq.(1) to a classical set
of Hamilton’s equations. The level dynamics of the
quantum system is modelled as classical fictitious
gas particles moving in 1D with parametric evolu-
tion in time through λ; the number of fictitious par-
ticles N , corresponding to the number of levels in
the classical Hamiltonian concerning “position” xn,
“velocity” vn and particle-particle repulsion, anal-
ogous to “relative angular momentum” lmn. The
dynamics is fully integrable, well suited though not
restricted to adiabatic systems8,11,13.
The fictitious particles interact via a pairwise re-
pulsive potential, with associated Hamiltonian given
by the following:
H =
1
2
N∑
n=1
v2n +
1
2
N∑
n 6=m
|lmn|2
(xm − xn)2 . (2)
We assume the energy spectrum is non-degenerate
such that as λ varies, any accidental degeneracies
are broken6. The level dynamics of this system is
governed by the following closed set of ordinary dif-
ferential equations6,12:
dxm
dλ
= vm,
dvm
dλ
= 2
∑
m 6=n
|lmn|2
(xm − xn)3
,
dlmn
dλ
=
∑
k 6=m,n
lmklkn
(
1
(xm − xk)2
− 1
(xk − xn)2
)
,
(3)
where xm (λ) = Em(λ) = 〈m|H|m〉, denoting the
instantaneous eigenvalues of the system, vm (λ) =
〈m|ZHb|m〉 and lmn is defined by lmn (λ) =
(Em (λ)− En(λ)) 〈m|ZHb|n〉 satisifying the rela-
tion, lmn = −l∗nm. Each eigenvalue moves with a
different “velocity” in accordance with Eq. (3) as
λ varies. Typically the diagonal elements of the
potential are very different as the states have very
different spatial distributions, therefore sample dif-
ferent regions of the potential6. As a consequence
of the coupling strengths between particle pairs be-
coming dynamic variables, the phase space of the
system is greater than 2N , where N denotes the
number of levels. In the special case when lmn is con-
stant, the system becomes the Calogero-Sutherland
model13,14. The Pechukas-Yukawa model is fully in-
tegrable and thus promises to lead to constants of
motion in the system15.
This set of differential equations describes the
aforementioned mapping of the level dynamics to
that of a 1D classical gas11,13. The mapping of Eq.
(1) to Eq. (3) is an identical operation valid for an
arbitrary time dependent λ6,8,13. Note that time
does not explicitly enter Eq.(3), the levels evolve
parametrically in time through λ which determines
the instantaneous energy levels: this is a set of equa-
tions for the Hamiltonian, and not for (time- and
initial state-dependent) quantum states of a system
described by such a Hamiltonian.
Using the Pechukas-Yukawa model, a link has
been established between the level dynamics and
the evolution of the eigenstate expansion coefficients,
Cn(t)
8, which can be extended to the evolution of
the quantum states. This provides a description of
the eigenstate coefficients in terms of all higher level
entanglements which may prove advantageous, how-
ever this investigation is beyond the scope of this
paper. The eigenstate expansion coefficients have
been shown to satisfy the following set of coupled
differential equations8:
3iC˙m(t)− Cm(t)xm = iλ˙(t)
∑
n 6=m
Cn(t)
lmn
(xm − xn)2
.
(4)
We denote:
X = diag (x1 . . . xn) ,
P = pmn where pmn =
lmn
(xm−xn)2 and pmm = 0,
C(t) = (C1(t) . . . Cn(t))
T
,
so that Eq.(4) can be written in the form
∂
∂t
C(t) = A(t)C(t), (5)
where A(t) = (−iX + λ˙(t)P ), at different time in-
stances, does not commute with itself. In the present
work, we investigate approximate methods to solve
for C(t), from which the occupation numbers are
obtained, expanding on the model devloped in [8]
from the statistical mechanics of level dynamics to
the description of quantum states.
III. MAGNUS SERIES APPROXIMATION
A. Magnus series
The Magnus series provides a solution to Eq.(5),
taking into account the non-commutativity of
A(t)17–19,31. We begin by writing C(t) in the form:
C(t) = eΩ(t)C0,
Ω(t) =
∞∑
k=1
Ωk(t),
(6)
where C0 = C(0) is the initial conditions for C(t).
Here Ωk corresponds to the k
th order term of the
Baker-Campbell-Hausdorff (BCH) formula18,19 and
is given as integrals of successive commutators. This
can be used to construct an infinite hierarchy of λ˙
terms from a cumulant expansion, which both im-
proves the efficiency of the series and allows for the
study of the adiabatic properties of the system re-
lated to C(t). The first two terms of the series for
Ωk(t) read:
Ω1(t) =
∫ t
0
A(s)ds,
Ω2(t) =
1
2
∫ t
0
∫ s
0
[A(s), A(s′)]ds′ds.
(7)
Since the full Magnus series is not tractable, one
resorts to a truncation, approximating the solution.
In extension investigating the asymptotic conver-
gence of this series would be of interest in future
research. In our subsequent analysis, we truncate
the Magnus series to the 2nd order and test it nu-
merically.
B. Convergence of the Magnus series
In the Pechukas model, all information for the
Hamiltonian dynamics is encoded in its initial condi-
tions; we translate the conditions for convergence of
the full Magnus series in terms of initial conditions.
The Magnus series converges if17–19,31:
∫ t
0
||A(s)||ds < pi. (8)
Using the triangle inequality and the expression for
A(t), it suffices to show that:
∫ t
0
||X||ds+
∫ t
0
λ˙(s)||P ||ds < pi. (9)
To rewrite the first integral in Eq.(9) in terms of
initial conditions xn(0), vn(0), lmn(0), we express the
Pechukas equations Eq. (3) in Lax formalism14,20,21.
From this we describe the ||X|| integral by the fol-
lowing (for details, refer to Appendix A):
∫ t
0
√
||X(0)||2 + λ(s)Tr(X(0)Q(0)) + λ2(s)||Q(0)||2ds
≤ t||X(0)||+
√
Tr(X(0)Q(0))
∫ t
0
√
λ(s)ds+ ||Q(0)||
∫ t
0
|λ(s)|ds,
(10)
where Q is defined in Appendix A. Thereby the con- vergence of the first integral is reduced solely to the
4dependence of initial conditions and the time evo-
lution of λ. This method however, is restricted to
finite times such that initial conditions can be set to
satisfy Eq. (9). As t→∞, it is not possible to meet
this convergence critera regardless of the restrictions
on the initial conditions.
Similarly, for ||P ||, using that the square root of a
sum is less than the sum of the square roots and in-
terchanging the sum and integral using Tonelli’s the-
orem, we can rewrite the second integral in Eq.(9):
∫ t
0
λ˙(s)||P ||ds ≤
∑
m 6=n
∫ t
0
λ˙(s)pmnds. (11)
Taylor expanding around the initial time for short
time intervals, pmn is expressed in terms of initial
conditions, pmn = pmn(0) + δλ(s)p˙mn(0) (using our
definition of pmn from before) where δλ(s) = (λ(s)−
λ(0)). Then Eq. (11) becomes:
∫ t
0
λ˙(s)(pmn(0) + δλp˙mn(0))ds
=
p˙mn(0)
2
(λ2(t)− λ2(0))+
δλ(t)(pmn(0)− λ(0)p˙mn(0)),
(12)
where p˙mn can be computed entirely from
xm(0), vm(0) and lmn(0). We conclude that using
(9), (10) and (12), the convergence of Magnus series
is guaranteed and is expressed entirely through its
parametric evolution, λ and initial conditions.
A potential source of divergence of the Magnus
series involves level crossings; in the case of Landau-
Zener transitions, the system is simplified to 2 levels
with linear evolution in λ hence λ˙ is constant. In
Appendix B, we show that level crossings can be
disregarded as they have zero measure.
From these expressions, one can determine (from
the initial conditions encoding the evolution of the
system) when the convergence criterion outlined in
Eq.(9) are met.
C. Numerically comparing the Magnus series
against the adiabatic approximation and TDPT
We compare numerically the Magnus series (up to
its second order) against the adiabatic approxima-
tion, treating λ˙ as negligible. Under the adiabatic
approximation, C(t) = e−i
∫ t
0
X(s)dsC0. Both these
approximations are contrasted against the TDPT
expanding C(t) in powers of the interaction. The
TDPT is useful for time-independent exactly sol-
evable systems with an interaction to its environ-
ment described by a small perturbation22. Un-
der this description, C(t) ≈ ∑∞i=0 Ci(t), where
Ci(t) =
∫ t
0
A(s)Ci−1(s)ds, represent higher order
corrections. These are obtained iteratively for 10
iterations. This solution breaks down for the TDPT
when perturbations are large. To avoid this initially,
levels are chosen with a minimum spacing of 0.01 and
0.05. This ensures that initial ||P || is not large as
a consequence of level (avoided) crossings. Levels
tend to diverge away from each other as the system
evolves, hence ||P || decreases with time. However, it
is unavoidable that for large N level (avoided) cross-
ings would not occur. This approach is sensitive to
the time steps of evolution, requiring that they be
small. The TDPT depends on the quantum states
C(t); unlike both the Magnus series and the ada-
iabtic approximation, where comparisons are made
between matrix propagators in determining relative
error.
To compare these methods numerically, we take
a piecewise constant approximation. Treating A as
constant over sufficiently small time steps, such that
the TDPT is applicable, we break the interval of evo-
lution in steps of 0.01. This approximation numer-
ically converges to the true solution. This explicit
solution is given by:
C(t) =
∏
i=0
e(ti−ti−1)AiC0, (13)
where 0 ≤ t0 < t1 < · · · ≤ t and Ai is constant on
interval [ti−1, ti].
We investigate different classes of Hamiltoni-
ans, each parameterised by their initial conditions
H(λ(t);x0, v0, l0) with x0, v0 and l0 describing the
initial time level dynamics, governed by functions
of λ(t): 1) linear λ(t) = 10−3t, 2) cubic λ(t) =
10−3(t3 + t2 + t) and 3) exponential decay; λ(t) =
10−3e−t. In accordance to Eq.(10) and Eq.(12), the
upper bound on the convergence criterion of the
Magnus series grows as O(t2) for linear functions of
λ, O(t6) for the cubic function and O(t) for the ex-
ponential decay. This suggests the convergences are
expected to hold longest for an exponential decay.
Under the same initial conditions, these different λ
yield the same level dynamics. Fig. 1 depicts the
level dynamics for a linear function of λ.
We use the Euler method with random initial con-
ditions uniformly distributed over a ball of radius pi6
to evolve the general Pechukas equations Eq. (3),
such that the conditions outlined in Eq.(9) are met
for 0-1 in steps of 0.01 for 1000 simulations to aver-
age over the random initial conditions for x, v, l. We
evolve the dynamics up to t=100, without amend-
ing initial conditions in order to observe the limi-
tations of the Magnus series. We compare the log-
arithm of the relative errors between the piecewise
constant approach given by Eq.(13). The average
relative error (R.E.), at each time step per simu-
lation is given by R.E. = 11000
∑1000
i=1
||C˜[i]−CPC [i]||
||CPC [i]|| ,
where C˜[i] describes the approximation of C(t) and
5FIG. 1: The time evolution of an 8 level system, for
t ∈ [0, 100]. Levels have an initial minimum spacing
of 0.05. The dynamics is encoded in the initial
conditions, governed by λ being the linear function
of time. Different λ correspond to different
nonlinear stretchings in the dynamics against time.
Given the inital conditions are the same, the
dynamics are the same. We observe multiple
avoided crossings between the different levels
during their dynamics. We note that the levels are
seen to be moving away from each other as time
evolves.
CPC [i] the piecewise constant solution at time step
i. Taking the norm provides a real valued relative
error to plot against time. We take N = 2, 4, 8, 12
excited states for an initial minimum level spacing
of 0.01 and N = 2, 4, 5 excited states for 0.05 to
check the effectiveness of the methods as the dimen-
sionality increases. Note that for a radius of pi6 for
the distribution of initial conditions, it is not pos-
sible for a minimum level spacing of 0.05 beyond
N = 5. Comparative results are given in Figs. 2,
3 and 4 for minimum initial level spacing 0.01 and
Figs. 5, 6 and 7 for 0.05. These detail the growth
of the logarithmic relative errors with time between
the approximations, for each function of λ.
We observe for short time intervals the best ap-
proximation for C(t) is the Magnus series, however
as time grows large there is a break down in meeting
the convergence critera Eq.(8) for the set initial con-
ditions. Exponential decay is an exception case; the
growth of the system is slow enough that the R.E
saturates before reaching errors of 10−2. This pro-
vides accurate solutions throughout the evolution.
The R.E.s from the adiabatic approximation and
the TDPT decrease below the Magnus series R.E.
as time grows large, a consequence of the levels be-
coming further apart resulting in ||P || becoming less
significant. We note that this weakens the approach.
The Magnus series in contrast is well suited to the
‘spaghetti regime’ where levels are close, a result of
the Magnus series being less vulnerable to the effects
of level crossings (as shown in Appendix B). This is
observed in the general trend in Figs. 2, 4, 5 and 7,
that for larger N where level interactions are more
frequent, the Magnus series relative errors overtake
the errors for both the adiabatic and TDPT approx-
imations at later times.
IV. EXACT COVER ALGORITHM: A
VARIATION ON 3-SATISFIABILITY
To further consider our investigation on the dif-
ferent approximation in Sec. III, we now turn to
applying our approach to a concrete example, the
exact cover 3-satisfiability problem, comparing the
applicabilities of the different approximations to this
problem. We determine the eigenstate coefficients
from which one obtains the occupation dynamics
crucial to the understanding of sources of decoher-
ences in a quantum system. Decoherences arise from
a number of various elements intrinsically and from
the environment ranging from level (avoided) cross-
ings to random dissipative influences from the envi-
ronment, however the investigation of these various
sources are beyond the scope of this paper.
The exact cover algorithm, belongs to the class
of NP-complete problems23,24, first proposed by
Knuth24. It has since been extended to the AQC
setting1, cast as a variation on 3-satisfiability1,2,23.
The problem is described by a Boolean expression,
the intersection of all clauses for a string of N bi-
nary variables in a set S, constrained by M clauses,
each acting on three variables; yα, yβ and yγ with
α, β, γ ∈ N. The clause is satisfied if and only if one
of the three variables takes the value 1 whilst the
other two take 0; yα + yβ + yγ = 1, described by the
clause function such that each violated clause is asso-
ciated with a fixed energy penalty23:
∑
Clauses(yα+
yβ + yγ − 1)2 used to obtain a solution to the prob-
lem. The Hamiltonian describing this problem can
be translated to an M -qubit problem, given by the
following:
H = λ
M∑
i=1
1− σxi
2
+ (1− λ)
M∑
i<j
Cij(1− σzi )(1− σzj ),
(14)
where Cij ∈ N counts the pairwise occurrence of any
two distinct variables in the clauses and σx and σz
are given by the Pauli spin matrices, translating the
description through qubits.
We consider three distinct clauses with C12 =
C23 = 2 and C13 = 1 with an exponential decay
function for λ = 10−3e−t. The energy spectrum
is determined by diagonalising Eq.(14), giving the
eigenvalues. Combined with Eq.(3) we determine
the evolution of the level dynamics. We note here
6FIG. 2: The logarithmic relative error (R.E.) between the piecewise constant approach and the Magnus
series (dashed blue line), the adiabatic approximation (solid black line) and the TDPT approximation (red
crosses) against time for the linear case: λ(t) = 10−3t. These errors have been investigated for different
dimensions; N = 2, 4, 8 and 12, with a minimum level spacing of 0.01. The Magnus series best
approximates C(t), when t ≤ 60. The accuracy improves with dimension, for N = 12, the Magnus series
best approximates C(t) for t ≤ 100. This demonstrates that the point of intersection between these R.E.s
shift to the right as dimension grows. During the evolution, the R.E.s are bounded by 100 for all
approximations through time. The R.E. for the Magnus series increases with time as the system
approaches a limit such that the convergence criterion in Eq. (8) does not hold. The errors for the
adiabatic approximation overlaps with the TDPT.
that the initial conditions do not meet Eq.(8). How-
ever, as one observes in Figs. 2, 4, 5 and 7, the
Magnus series is robust in that despite the initial
conditions having satisfied the criterion outlined in
Eq. (8) for in the interval [0, 1], the approximation
had accurately provided solutions far beyond this
duration. Using the flexibility observed in Figs. 2,
4, we compare the different approximations explored
in Sec. III to obtain the evolution of the eigenstate
coefficients, up to t = 100 in steps of 0.01 with
Gaussian distributed initial conditions, normalised
for C(0). We determine the logarithm of the rela-
tive errors compared against the piecewise constant
approach for each approximation through time in
Fig. 5.
We observe the Magnus series best approximates
the evolution of the eigenstate coefficients through-
out the duration, with the error bounded below 10−2
up to t ≤ 35. Using the relation ρ = C(t)⊗ C∗T (t),
where C∗T (t) denotes the complex conjugate trans-
pose of C(t), we determine the evolution of the den-
sity matrix for this system hence we obtain the dy-
namics of the occupation numbers, given in Fig. 6.
One obtains the evolution of the occupation num-
bers from diagonalising the density matrices, these
describe the probability of remaining in the initial
states where the off-diagonal terms describe the dy-
namics of the coherences, giving the probability of
state transitions. Using this description, one can ex-
7FIG. 3: Same as in Fig. 2, averaged over the same
initial conditions, for cubic λ(t) = 10−3(t3 + t2 + t).
The errors have been obtained for N = 2, 4 and 5,
it was not possible to obtain results for larger N as
the approximations broke down. The Magnus series
best approximates C(t) when t ≤ 10, and plateaus
at 100, demonstrating a break down in meeting
Eq.(8) for the Magnus series. This is expected as
the cubic function grows faster than all other
classes of λ considered in this paper. The relative
error for TDPT peaks initially and also plateaus at
100, whereas the R.E. for the adiabatic
approximation decreases with time.
plore various sources of decoherence from stochastic
processes as well as Landau-Zener transitions from
interactions between the levels and their impact on
the population of states.
These investigations on the evolution of eigen-
state coefficients could be realised experimentally.
For example, consider the experiments by D-Wave
One concerning 108 qubits28,29. One could translate
their quantum annealed Hamiltonian based on the
Ising model to the Pechukas-Yukawa setting using
Eq. (3); choosing some function of λ(t) to satisfy
the start and end points of an interval such that it
simulates time over t ∈ [0, tf ]28,29. Under this de-
scription, one could then approximate the eigenstate
coefficients which can then be used to determine the
occupation numbers and coherences as the system
evolves in time. Similarly, one could apply this anal-
ysis to the D-WaveTwo experiments, regarding 512
qubits which held experimentally for t ∈ [0, tf ] where
tf = 20µs.
V. DISCUSSION AND CONCLUSIONS.
In this paper we have investigated the relation be-
tween the level dynamics and the evolution of the
quantum states under a Pechukas formalism. Three
different approaches were taken to approximate the
eigenstate coefficients: a Magnus series expansion,
an adiabatic approximation and time dependent per-
turbation theory. Numerically, it was found that for
short time intervals, where the convergence criterion
is satisfied, the Magnus series was most accurate. In
these intervals, the R.Es for the Magnus series was
lower by multiple orders than both the adiabatic and
TDPT approximations. We further investigated the
limits of the Magnus series, reducing the convergence
criterion such that the entire evolution of the system
is governed by the initial conditions and choice in λ.
We found that the Magnus series is robust, in that as
time evolves the error increases yet remains the bet-
ter approximation much beyond the interval where
the convergence criterion is satisfied.
It was observed that the R.E. for the Magnus se-
ries had overtaken the R.E. for both the Adiabatic
approximation and the TDPT at later times as the
number of excited states increased. This demon-
strates that the Magnus series is better suited to
the ”spaghetti” regime, less prone to divergences in
the error for level (avoided) crossings which becomes
more prevalent for larger N . In contrast, particu-
larly the TDPT is sensitive to these level interactions
resulting in the perturbations becoming large. Both
the adiabatic and the TDPT approximations errors
overlaped for the linear and exponential λ evolu-
tions. Only during cubic evolutions for λ did the adi-
abatic approximation hold better than both Magnus
and TDPT approximations. Our work on the Mag-
nus series against the adiabatic approximation, un-
8FIG. 4: Same as in Fig. 2, again averaged over the same initial conditions, for exponential decay
λ(t) = 10−3e−t. For t ≤ 10 and N = 2, the Magnus series best approximates C(t). This period increases
with dimension, going beyond t = 100 for N = 12, where the point of intersection between the R.E.s shift
to the right as dimension grows. For the exponential decay, the R.E.s for all approximations remain
bounded below 10−1, as time grows large the Magnus series plataues yet provides accurate results
throughout the evolution, demonstrating thus far the Magnus series convergence criterion is met. Again,
the errors for the adiabatic approximation overlaps with the TDPT, where their errors plateau below 10−1
der theoretically similar parameters compares simi-
larly with that by Pan et al in [30]. Under differ-
ent settings, our work comparing the Magnus series
against the TDPT also compares well with Blanes
et al in [31].
Under this description, one gains the potential to
explore the different classes of Hamiltonians in the
Pechukas-Yukawa formalism in order to determine
how they may be solved based on the initial condi-
tions and the complexity classes they fall under. Un-
der the Magnus series description of C(t), one can
derive from the bounds given in Eq.(10) and Eq.(11),
the set of initial conditions to satisfy the convergence
criterion outlined in Eq. (9) over a desired duration.
This could yield relevence in specifying Hamiltoni-
ans of different complexity classes.
The Magnus series provides an infinite hierarchy
in powers of λ˙ parameters. The structure is that
of a cumulant expansion and it would be of interest
to consider asymptotic convergences in the Magnus
series, improving the efficiency of the result. Using
such an expansion it will be interesting to consider
C(t) in the adiabatic limit, as λ˙ goes to 0. One may
explore the significance of these terms with respect
to the developments of adiabatic invariants. This
has the potential to significantly impact features of
the adiabatic algorithm design. Furthermore, this
description enables the exploration of the relation-
ship between the level dynamics and that of the dy-
namics of the quantum states described by the evolu-
tion of the density matrix, developing on the model
established in [8]. This would provide analytical in-
sight into the sources of decoherence on the evolution
of a quantum system. These range from the effects of
noise due to interactions with the environment; lead-
ing to dissipative influences on state populations, to
9FIG. 5: R.E. between the piecewise constant
approach and the Magnus series (dashed blue line),
the adiabatic approximation (solid black line) and
the TDPT approximation (red crosses) against
time for the linear case: λ(t) = 10−3t. In contrast
to Fig. 2, the initial minimum level spacing here is
0.05. These errors have been investigated for
dimensions; N = 2, 4 and 5. One observes at
N = 2, the Magnus series best approximates C(t)
for t ≤ 40, this period increases with dimension, at
N = 5, reaching t ≤ 50. This demonstrates that
the point of intersection between these R.E.s shift
to the right as dimension grows. During the
evolution, the R.E.s are bounded by 100 for all
approximations. Only for N = 2 does the Magnus
series approach 100. There is a growth in R.E with
time as the system appraches a limit such that the
convergence criterion in Eq. (8) does not hold. The
errors for the adiabatic approximation overlaps
with the TDPT, both appear to decrease as time
grows large.
FIG. 6: Same as in Fig. 5, averaged over the same
initial conditions, for cubic λ(t) = 10−3(t3 + t2 + t).
The Magnus series best approximates C(t) for
t ≤ 10. This interval is shorter than for all other
classes of λ, as the cubic function grows faster than
all other classes of λ considered in this paper. The
R.E. for the Magnus series plateaus at 100 for all
dimensions, demonstrating a break down in
meeting Eq.(8). One observes the errors for the
adiabatic approximation overlaps with the TDPT.
One observes the duration in the overlap increases
with dimension however, as time increases the
adiabatic approximation is most accurate,
decreasing with time, whereas the TDPT plateaus
at 10−1.
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FIG. 7: Same as in Fig. 5, again averaged the same
initial conditions, for exponential decay
λ(t) = 10−3e−t. For t ≤ 20, the Magnus series best
approximates C(t). This period increases with
dimension, reaching t ≤ 30 at N = 5, where, again
the point of intersection between the R.E.s shift to
the right as dimension grows. For the exponential
decay, the R.E.s for all approximations remains
below 10−2, as time grows large the Magnus series
plataues yet provides accurate results throughout
the evolution, demonstrating thus far the Magnus
series convergence criterion is met. Again, the
errors for the adiabatic approximation overlaps
with the TDPT, both seen to decrease as time
grows large at the same rate such that beyond
t = 30, these provide better approximations for
C(t).
intrinsic sources; a consequence of level (avoided)
crossings, currently modelled by Landau-Zener tran-
sitions. Under the description of the density matrix,
one obtains a more detailed picture of the dynamics
of the populaion of states independent of the simpli-
fications imposed by the Landau-Zener model; these
shall be explored further in future investigations.
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Appendix A: Magnus Criterion-First Integral
Rewriting the ||X|| integral in Eq.(9) in terms
of initial conditions xn(0), vn(0), lmn(0), we consider
the Lax formalism in order to express the Pechukas
equations Eq.(3) by14,20,21:
X˙ = W + [P,X]
W˙ = [P,W ]
L˙ = [P,L],
(15)
where P is as expressed in Eq.(5), matrices W and
L are skew-Hermitian, given by:
W = wmn where wmn =
lmn
(xm−xn) and wmm = 0
L = lmn and lmm = 0.
As before, X = diag (x1 . . . xn) denotes the diagonal
matrix of the eigenvalues of the system. X can be
transformed, through a unitary transformation to a
nondiagonal matrix Y , X = UY U−1, where U is a
matrix of eigenvectors. The matrix Q is defined by:
Q = W + diag (v1 . . . vn) .
In Lax formalism, Y is then expressed in terms of
the initial conditions14:
Y (t) = λ(t)Q(0) +X(0). (16)
Time dependence exists solely through
the evolution of λ. Using the unitary
transformation of X and Eq.(16), then
||X(t)|| = ||Y (t)|| = √Tr(Y ∗(t)Y (t)) =√||X(0)||2 + λ(t)Tr(X(0)Q(0)) + λ2(t)||Q(0)||2.
Substituting this for the ||X|| integral in Eq.(9), we
obtain:
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FIG. 8: (a) The logarithm of the relative error against time for the adiabatic approximation (thick crosses),
the TDPT (solid line) and the Magnus series approximation (dashed line). One observes the errors
throughout the evolution, in all cases are bounded by 10−2. The adiabatic approximation overlaps with the
TDPT, however up to t ≤ 35, the Magnus series best approximates C(t) providing accurately the dynamics
of the eigenstate coefficients. (b) The evolution of the occupation numbers of the 3-Satisfiablity qubit
system to study the exact cover 3 problem of 8 bits. We observe the presence of an avoided crossing
between states 7 and 8, resulting in a reflection in their occupation dynamics, suggesting a transfer in the
population of states. In contrast, all other states have remained essentially constant despite a level crossing
between states 7, 1 and 2. It would be of interest to determine the dynamics under the influence of noise
modelling interactions with the environment.
∫ t
0
√
||X(0)||2 + λ(s)Tr(X(0)Q(0)) + λ2(s)||Q(0)||2ds
≤ t||X(0)||+
√
Tr(X(0)Q(0))
∫ t
0
√
λ(s)ds+ ||Q(0)||
∫ t
0
|λ(s)|ds.
(17)
We reduced the convergence of the X integral solely
to the dependence of initial conditions and the time
evolution of λ, taking advantage of the Pechukas dy-
namics being encoded by the initial conditions and
that they are expressible in Lax formalism.
Appendix B: Magnus Criterion-Second Integral
Level crossings may result in Landau-Zener tran-
sitions of the population of states. These occur at
a λ∗, potentially involving multiple levels which is
considered separately. Note that in the N = 2 case
described by the Landau-Zener model, the system
collapses to the Calegro-Sutherland model with con-
stant lmn terms. We show in this section that level
crossings due to the symmetries of the Hamiltonian,
have zero measure.
For a level crossing xm = xn at λ
∗ , then Eq.(3)
implies lmn = 0 and l˙mn = 0. The converse is not
necessarily true, that is if lmn = 0 does not imply
xm = xn. Expanding about this point with δλ
∗ =
(λ− λ∗), we obtain the following expression for the
upper bound on Eq. (11):
N∑
m 6=n
|lmn(λ∗) + δλl˙mn(λ∗) + 12δλ2 l¨mn|
(xm(λ∗)− xn(λ∗))2 + 2δλ(xm(λ∗)− xn(λ∗))(vm(λ∗)− vn(λ∗)) + δλ2(vm(λ∗)− vn(λ∗))2 +O(λ
3),
(18)
where l¨mn is given by
∑N
k 6=m,n
−2lmklkn(vm−vn)
(xm−xk)3 . Cancelling zero valued terms and substituting l¨mn
12
into Eq. (18),
|lmn|
(xm − xn)2 =
N∑
k 6=m,n
|lmklkn +O(λ3)|
(xm − xk)3(vm − vn) +O(λ3)
∣∣∣∣∣∣
λ∗
.
(19)
This series diverges in two scenarios, case 1: de-
generate level crossings: xk = xm = xn for some
k, which again by Eq.(3) gives lmn, lmk, lnk vanishes
and case 2: that vm = vn describing a system where
levels coalesce. For case 1, as both numerator and
denominator are zero, warrants the application of
l’Hopital’s rule on Eq.(19). At it’s third iteration,
we obtain:
|lmn|
(xm − xn)2 =
∑
k 6=m,n
0 +O(λ3)
6(vm − vn)(vm − vk)3 +O(λ3) .
(20)
The expression converges to zero at the critical point
λ∗, implying that degenerate level crossing do not
cause Eq.(19) to diverge.
Exploring case 2, we use the interpretation of the
Pechukas equations as describing a 1D gas. As λ ap-
proaches λ∗; λ− = λ∗ −  and without loss of gener-
ality x−m > x
−
n , it is clear that vm = lim→0
xm−x−m

hence (vm − vn) ≈ (x
−
m−x−n )
 greater than 0 by as-
sumption. By symmetry, this argument holds for
x−n > x
−
m. In the case vm = vn, at λ
∗ we consider
the difference between acceleration terms given by
the following:
(v˙m − v˙n)
2
=
N∑
k 6=m,n
( |lmk|2
(xm − xk)3 )−
|lnk|2
(xn − xk)3
)
+
|lmn|2 + |lnm|2
(xm − xn)3 .
(21)
The latter term corresponding to the level crossing,
tends to 0 as λ→ λ∗ as determined by the applica-
tion of l’Hopitals rule three times, however the terms
in the sum are non-zero, describing acceleration be-
tween the levels at λ∗, modelling repulsion such that
levels do not coalesce. This shows that level cross-
ings occur only for an instant λ∗ rather than inter-
vals, as such they do not contribute to Eq.(11) as
they have zero measure.
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