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divergence (relative entropy, cross entropy) 2






$(0, \infty)$ $\mathcal{F}$ $f\in \mathcal{F}$
$f(0)= \lim_{t\downarrow 0}f(t)$
$f\in \mathcal{F}$ $f$ adjoint [1] ([11] $*$ -adjoint ).
1 $f\in \mathcal{F}$ $f$ adjoint $f^{*}$
$f^{*}(t)=tf( \frac{1}{t})$
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(4) $f^{*}(0)= \lim_{tarrow\infty}\frac{f(t)}{t}$
2 [8]
( ) $t_{1},$ $t_{2}>0,0<\alpha,$ $\beta<1,$ $\alpha+\beta=1$
$f^{*}( \alpha t_{1}+\beta t_{2}) = (\alpha t_{1}+\beta t_{2})f(\frac{1}{\alpha t_{1}+\beta t_{2}})$
$= ( \alpha t_{1}+\beta t_{2})f(\frac{\alpha+\beta}{\alpha t_{1}+\beta t_{2}})$
$= ( \alpha t_{1}+\beta t_{2})f(\frac{\alpha t_{1}}{(\alpha t_{1}+\beta t_{2})t_{1}}+\frac{\beta t_{2}}{(\alpha t_{1}+\beta t_{2})t_{2}})$
$\leq (\alpha t_{1}+\beta t_{2})\{\frac{\alpha t_{1}}{\alpha t_{1}+\beta t_{2}}f(\frac{1}{t_{1}})+\frac{\beta t_{2}}{\alpha t_{1}+\beta t_{2}}f(\frac{1}{t_{2}})\}$
$= \alpha t_{1}f(\frac{1}{t_{1}})+\beta t_{2}f(\frac{1}{t_{2}})$
$= \alpha f^{*}(t_{1})+\beta f^{*}(t_{2})$
$f$
3




4 $f(1)=0$ $f\in \mathcal{F}$ $I_{f}:R_{+}^{n}\cross R_{+}^{n}arrow R$
$I_{f}(p, q)= \sum_{i=1}^{n}q_{i}f(\frac{p_{i}}{q_{i}})$
$I_{f}$ $f$-divergence $R_{+}^{n}=\{p=(p_{1}, \ldots, p_{n})$ : $p_{i}\geq 0$ for all $i\}.$
Of $( \frac{0}{0})=0,0f(\frac{a}{0})=\lim_{\epsilonarrow 0}\epsilon f(\frac{a}{\epsilon})(a>0)$
If
$f(t)=t\log t$ $I_{f}$ Kullback-Leibler divergence, $f(t)=|t-1|$ $I_{f}$
(variational distance), $f(t)=(1-\sqrt{t})^{2}$ If Hellinger ( 2 )
[1, 11, 12].
f-divergence $I_{f}$ ( [1, 11] ).
5
(1) If $p,$ $q$
20
(2) $I_{f}(p, q)=I_{f^{*}}(q,p)$
(3) $f(1)=0$ $f\in \mathcal{F}$ $t=1$ $t=1$ $f$
$I_{f}(p, q)=0\Leftrightarrow p=q$
4
Hiriart-Urruty Martinez-Legaz[9] adjoint f-divergence
6
$f^{*}=f$ (1)
(1) 3 $f(t)=(1-\sqrt{t})^{2}$ $f(t)=|t-1|,$
$f(t)=\sqrt{t^{2}+1}$
7 $f$ (1) $f(1)=0$ $f\geq 0$ .
$(p, q)\in R_{+}^{n}\cross R_{+}^{n}$ $I_{f}(p, q)\geq 0.$
Hiriart-Urruty $f$ $C_{f}$
$f$ (1) [9]. $C_{f}$
$C_{f}=\{(x, y)\in R^{2}$ : $s>0,$ $t>0$ $xs+yt \leq tf(\frac{s}{t})\}$
5
. Hiriart-Urruty (1)
(1). (1). adjoint. (1) $f(1)=1$ positive linear operators
[10,7,6] (1)
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