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Abstract
We define a natural metric on the space of all bounded frame functions on a given Hilbert space and also on the space of all
bounded frame functions with a given weight. We present the complete description of the surjective isometries of the so-obtained
metric spaces. In fact, it turns out that those isometries are intrinsically induced by unitary or antiunitary operators on the underlying
Hilbert space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the results
Frame functions play a very important role in relation with the famous Gleason’s theorem which is one of the most
fundamental results in the mathematical foundations of quantum mechanics. The bounded frame functions on a given
Hilbert space H correspond to the completely additive signed measures on the lattice of all projections on H . For nice
surveys of the topic we refer to the books [3] by Dvurecˇenskij (see Section 3.2) and [6] by Hamhalter (see Chapter 3).
Let H be a Hilbert space. Denote by S(H) the unit sphere (the set of all unit vectors) in H . A function
f :S(H) →R is called a frame function on H if there is a constant w ∈ R, called the weight of f , such that for
any orthonormal basis {xi}i∈I in H we have∑
i∈I
f (xi) = w.
A frame function f on H is called bounded if sup{|f (x)|: x ∈ S(H)} < ∞ holds while it is called regular if there is
a self-adjoint trace-class operator A on H such that f (x) = 〈Ax,x〉 (x ∈ S(H)). Clearly, this operator A is uniquely
determined.
It is known that if 2  dimH < ∞, then there exist unbounded frame functions on H . Obviously, every regular
frame function is bounded. What concerns the reversed problem, if 3  dimH < ∞, then every bounded frame
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a surprising result of Dorofeev and Sherstnev. For details, see the above mentioned parts of the books [3] and [6] (also
see the original source [2]).
In what follows, for a Hilbert space H with dimH  3, denote Fr(H) the set of all bounded frame functions on H
and for any w ∈R, let Frw(H) stand for the set of all members of Fr(H) with weight w.
One can define a natural metric on Fr(H) and also on Frw(H) in the following way. If f,g ∈ Fr(H), then let
d1(f, g) = sup
∑
i∈I
∣∣f (xi)− g(xi)∣∣
where the supremum is taken over the set of all orthonormal bases {xi}i∈I in H . To understand this quantity, consider
the uniquely determined self-adjoint trace-class operators A and B on H corresponding to f and g, respectively. This
means that f (x) = 〈Ax,x〉 and g(x) = 〈Bx,x〉 (x ∈ S(H)). It is not difficult to see that we have
d1(f, g) = ‖A −B‖1,
where ‖.‖1 stands for the trace norm. This implies that d1 is really a metric on Fr(H) (and also on Frw(H)).
Metrics originated from physical problems on quantum structures, especially on spaces of states are intensively
studied in the literature. The corresponding isometries represent certain kinds of symmetries of the underlying systems.
This gives the motivation to explore the structure of those transformations.
In the paper [9] (or see Section 2.4 in our book [8]) we determined the general form of the isometries of the spaces
of all density operators (i.e., positive self-adjoint trace-class operators) or all states (i.e., density operators with unit
trace) with respect to the Bures metric and also with respect to the metric induced by the trace norm. Our corresponding
results can be translated to the language of frame functions. In fact, one can say that in [9] we determined the structure
of all isometries of the space of all nonnegative frame functions, respectively the space of all nonnegative frame
functions with weight 1 both equipped with the metric d1.
The aim of this paper is to investigate the same problem for the space of all bounded frame functions, respectively,
for the space of all bounded frame functions with a given weight. The approach to this question is rather different
from the one we followed in [9].
First we fix the notation. Let C1(H) denote the Banach space of all trace-class operators on the Hilbert space H
equipped with the trace norm ‖A‖1 = tr|A| (A ∈ C1(H)). Here, tr stands for the usual trace functional and |A| denotes
the absolute value of the operator A. The self-adjoint elements of C1(H) form the set Cs1(H). For a given number
w ∈R, the set of all elements A ∈ Cs1(H) with trA = w is denoted by Cs1,w(H).
In the following propositions H denotes an infinite dimensional Hilbert space. Remarks on the finite dimensional
case are given at the end of the paper.
Below we present two results (Theorems 1 and 3) concerning isometries of operator spaces. They will immediately
imply the corresponding results Theorems 2 and 4 for frame functions because of the regularity property.
Theorem 1. Let φ :Cs1(H) → Cs1(H) be a surjective map satisfying∥∥φ(A)− φ(B)∥∥1 = ‖A− B‖1 (A,B ∈ Cs1(H)).
Then there is a number c ∈ {−1,1}, a unitary or antinuitary operator U on H and an operator T ∈ Cs1(H) such that
φ is of the form
φ(A) = cUAU∗ + T (A ∈ Cs1(H)).
From this result the structure of all surjective isometries of the space of frame functions can be easily deduced as
follows.
Theorem 2. Let ϕ : Fr(H) → Fr(H) be a surjective isometry, i.e., a surjective map satisfying
d1
(
ϕ(f ),ϕ(g)
)= d1(f, g) (f,g ∈ Fr(H)).
Then there is a number c ∈ {−1,1}, a unitary or antinuitary operator U on H and a frame function f0 ∈ Fr(H) such
that ϕ is of the form
ϕ(f ) = c · f ◦U + f0
(
f ∈ Fr(H)).
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Theorem 3. Let w ∈R be an arbitrary number. Let φ :Cs1,w(H) → Cs1,w(H) be a surjective map satisfying∥∥φ(A) − φ(B)∥∥1 = ‖A− B‖1 (A,B ∈ Cs1,w(H)).
Then there is a unitary or antinuitary operator U on H such that φ is either of the form
φ(A) = UAU∗ + T (A ∈ Cs1,w(H))
with some T ∈ Cs1(H), trT = 0, or φ is of the form
φ(A) = −UAU∗ + S (A ∈ Cs1,w(H))
with some S ∈ Cs1(H), trS = 2w.
The corresponding result for the isometries of the space of frame functions with a given weight reads as follows.
Theorem 4. Let w ∈R be an arbitrary number. Let ϕ : Frw(H) → Frw(H) be a surjective isometry, i.e., a surjective
map satisfying
d1
(
ϕ(f ),ϕ(g)
)= d1(f, g) (f,g ∈ Frw(H)).
Then there is a unitary or antinuitary operator U on H such that ϕ is either of the form
ϕ(f ) = f ◦U + f0
(
f ∈ Frw(H)
)
with some f ∈ Fr(H) having weight 0, or ϕ is of the form
ϕ(A) = −f ◦U + f2w
(
f ∈ Frw(H)
)
with some f2w ∈ Fr(H) having weight 2w.
We remark that keeping in mind the one-to-one correspondence between bounded frame functions and completely
additive signed measures on the lattice of projections on H , one could define a natural metric also on the space of those
measures (in analogy to the metric coming from the total variation of complex measures) and then deduce analogous
results for the surjective isometries of the so-obtained metric space.
Observe that all forms for the isometries appearing above are not only necessary but also sufficient. We mean that
the maps of those forms all have the corresponding distance preserving properties. This is very simple to check.
2. Proofs
This section is devoted to the proofs of our results. As Theorems 2 and 4 follow immediately from Theorems 1
and 3, respectively, we present only the proofs of the former two results.
In what follows, for any x, y ∈ H we shall use the notation x ⊗ y for the operator defined by
(x ⊗ y)z = 〈z, y〉x (z ∈ H).
Clearly, the rank-one projections on H are exactly the operators which can be written in the form x ⊗ x with some
unit vector x ∈ H .
We begin with the proof of the more complicated result Theorem 3. The proof of Theorem 1 will go in a similar
but simpler way.
Proof of Theorem 3. Pick two arbitrary operators T ,S ∈ Cs1,w(H) and consider the transformation
A → φ(A + T )− S
on Cs1,0(H). Obviously, this is a surjective isometry of Cs1,0(H). Hence, we can assume without serious loss of
generality that w = 0.
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surjective isometry of a real normed space is affine. As every affine function of a real linear space is the pointwise
sum of a linear transformation and a fixed vector, we obtain that φ can be written as the pointwise sum of a linear
surjective isometry of Cs1,0(H) and a fixed element of Cs1,0(H). Hence there is no serious loss of generality in further
assuming that φ is linear (in fact, the map A → φ(A)− φ(0) is a linear surjective isometry of Cs1,0(H)).
Therefore, our task is to determine the form of all linear surjective isometries of a certain subspace of the Banach
space of all trace-class operators. In the next step we shall prove that every such isometry has a certain algebraic
preserver property. The idea of the proof comes from the paper [4] of Erdos (also see [1]) where he described the
structure of all linear surjective isometries of the Schatten–von Neumann p-classes of compact operators. So, the
basic idea is to use the condition for equality in the so-called Clarkson–McCarthy inequality. For the trace norm it
says that for any A,B ∈ C1(H) we have
‖A+B‖1 + ‖A− B‖1 = 2
(‖A‖1 + ‖B‖1) (1)
if and only if A∗B = AB∗ = 0 (see [4, proof of Lemma 2]). If A,B are self-adjoint operators, this condition is
equivalent to AB = 0. For any bounded linear operator A on the Hilbert space H we say that it acts on the closed
linear subspace M of H if M is an invariant subspace of A and A is zero on the orthogonal complement of M . The
relation AB = 0 for self-adjoint operators clearly means that A and B act on mutually orthogonal closed subspaces.
Since φ is a linear surjective isometry of Cs1,0(H), it clearly has the property that A,B ∈ Cs1,0(H) satisfy (1) if and
only if φ(A),φ(B) satisfy (1). This means that φ has the following preserver property:
AB = 0 ⇐⇒ φ(A)φ(B) = 0 (A,B ∈ Cs1,0(H)).
For any A ∈ Cs1,0(H) denote
A⊥ = {B ∈ Cs1,0(H): AB = 0}.
It is easy to see that the maximal elements of the collection of all sets A⊥ (0 = A ∈ Cs1,0(H)) partially ordered by the
usual set-theoretical inclusion correspond exactly to the elements A in Cs1,0(H) of minimal rank, i.e., to the elements
A which are of rank-two. By the properties of φ, we obtain that it preserves the rank-two elements of Cs1,0(H) in
both directions. As φ is a linear isometry, it preserves also the norms of the elements of Cs1,0(H). We deduce that
φ preserves those operators in both directions which can be written in the form P − Q with mutually orthogonal
rank-one projections P,Q on H .
It is obvious that the rank-two operators A,B ∈ Cs1,0(H) act on the same two-dimensional subspace if and only
if A⊥ = B⊥. Therefore, one can easily see that φ gives rise to a bijective map of the set of all two-dimensional
subspaces of H which preserves the orthogonality in both directions. The structure of all such maps has recently been
determined. Namely, Gyo˝ry [5] and, independently, Šemrl [10] proved that any such map is induced by a unitary
or antiunitary operator U on the underlying Hilbert space H . (In fact, Gyo˝ry and Šemrl considered orthogonality
preserving maps on the set of all subspaces of a Hilbert space of an arbitrary but fixed dimension. Their results can
be considered as natural generalizations of the famous theorem of Uhlhorn [11].) This means that, in the equivalent
language of projections, our map on the rank-two projections is of the form P → UPU∗. Therefore, considering the
transformation A → U∗φ(A)U , we may and do assume that the above orthogonality preserving map of the set of all
two-dimensional subspaces of H is just the identity. This gives us that φ can further be assumed to preserve the range
of the rank-two elements of Cs1,0(H).
Now pick three mutually orthogonal rank-one projections P,Q,R on H . By the properties of φ we have rank-one
projections A,B,C,D,E,F on H with AB = CD = EF = 0 such that
φ(P −Q) = A− B, φ(R − Q) = C −D, φ(P −R) = E − F.
It follows from the linearity of φ that
(A −B)− (C −D) = E − F. (2)
The ranges of A,B,C,D,E,F span a three-dimensional subspace of H (in fact, this is the same as the subspace
spanned by the ranges of P,Q,R). Choose unit vectors e1, e2, e3 in the ranges of P,Q,R, respectively. We know that
the ranges of A and B generate the subspace spanned by the ranges of P and Q. Similar assertion applies in relation
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φ(R − Q),φ(P − R) with respect to the basis e1, e2, e3. We have the following forms
φ(P −Q) =
[∗ ∗ 0
∗ ∗ 0
0 0 0
]
, φ(R −Q) =
[0 0 0
0 ∗ ∗
0 ∗ ∗
]
, φ(P −R) =
[∗ 0 ∗
0 0 0
∗ 0 ∗
]
.
As φ(P − Q) = φ(P − R)+ φ(R −Q), we obtain that φ(P − Q) is in fact of the form
φ(P −Q) =
[∗ 0 0
0 ∗ 0
0 0 0
]
.
This means that for any pair P,Q of mutually orthogonal rank-one projections we have either φ(P − Q) = P − Q
or φ(P − Q) = −(P − Q). As the set of all operators in Cs1,0(H) which are of the form P − Q is connected, by the
continuity of φ we easily obtain that φ is either the identity on the set of all such operators or it is the negative of the
identity. Using the linearity and the continuity of φ it easily follows that either
φ(A) = A (A ∈ Cs1,0(H))
or
φ(A) = −A (A ∈ Cs1,0(H)).
In the proof above we have applied three possible transformations on the original isometry φ (corresponding to
the three reductive assumptions) and then obtained that the resulted map is either the identity or the negative of the
identity. Transforming back, one can easily deduce that original map is necessarily of one of the forms asserted in our
theorem. 
The proof of Theorem 1 can be based on ideas very similar to what we have followed above. But, due to the fact
that in Cs1(H) there is no restriction on the trace of the elements, the situation is simpler. We only sketch the proof.
Proof of Theorem 1. First, using Mazur–Ulam theorem, we see that φ is the pointwise sum of a linear surjective
isometry and a fixed element T ∈ Cs1(H). Without loss of generality, we can assume that φ is linear. Next, applying
the equality condition in the Clarkson–McCarthy inequality, we see that φ preserves zero products in both directions.
Then, concerning the sets
A⊥ = {B ∈ Cs1(H): AB = 0}
we see that the nonzero elements A ∈ Cs1(H) with minimal A⊥ are exactly the rank-one operators in Cs1(H). Since φ
preserves the trace norm, it follows that for every rank-one projection P on H , φ(P ) is either a rank-one projection
or the negative of a rank-one projection. As the set of all rank-one projections is connected and φ is continuous, it
follows that we have two possibilities: either for every rank-one projection P , φ(P ) is a rank-one projection, or for
every rank-one projection P , φ(P ) is the negative of a rank-one projection. Without loss of generality we can assume
the former case. This means that φ preserves the rank-one projections and the orthogonality between them in both
directions. By Uhlhorn’s theorem [11] it follows that there is an either unitary or antiunitary operator U on H such
that φ(P ) = UPU∗ holds for every rank-one projection P on H . By the linearity and the continuity of φ we obtain
that φ(A) = UAU∗ holds for every A ∈ Cs1(H). The proof can now be completed in a trivial way. 
According to our promise, in concluding the paper we make some remarks on the case when the underlying
Hilbert space H is finite dimensional. As for our “main” result Theorem 3, it certainly remains true in the case
when dimH > 4. Indeed, the structural result concerning orthogonality preserving bijective maps on the set of all
n-dimensional subspaces of a Hilbert space mentioned above remains valid if dimH > 2n; see [5]. What concerns the
case when dimH  4, we conjecture that the conclusion in our theorem is still true but we do not have a proof.
The proof of Theorem 1 is easily seen to work without any change for every Hilbert space with dimH  3. This
restriction on the dimension is made only because of the use of Uhlhorn’s theorem. However, this can be avoided in
the following way. Instead of Uhlhorn’s theorem, we can use Wigner’s famous theorem on the structure of quantum
mechanical symmetry transformations. Namely, if we know that φ is a linear surjective isometry which preserves
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from the following observation. If P,Q are rank-one projections, then the eigenvalues of P − Q are ±√1 − trPQ
(see [8, p. 127]). It implies that ‖P − Q‖1 = 2√1 − trPQ. As φ preserves the distance in the trace norm, we obtain
that it preserves the quantity trPQ, i.e., the transition probability between P and Q. Hence, by Wigner’s theorem
(also called unitary-antiunitary theorem) we obtain that there is a unitary or antiunitary operator U on H such that
φ(P ) = UPU∗ holds for every projection P on H , and the rest of the proof works just as before.
As for the corresponding results Theorems 2 and 4 on frame functions, as the already mentioned one-to-one cor-
respondence between bounded frame functions and self-adjoint trace-class operator exists only if dimH  3, the
question would be whether those results remain valid if dimH  3. By the previous two paragraphs, concerning The-
orem 2 the answer is certainly yes, while what concerns Theorem 4 we can assure positive answer only in the case
when dimH > 4, although we conjecture that it remains valid also when dimH = 3,4.
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