Abstract. In this paper we study perturbed Ornstein-Uhlenbeck operators
One key assumption is a new L p -dissipativity condition |z| 2 Re w, Aw + (p − 2)Re w, z Re z, Aw γA|z| 2 |w| 2 ∀ z, w ∈ C N for some γA > 0. The proof utilizes the following ingredients. First we show the closedness of L∞ in L p and derive L p -resolvent estimates for L∞. Then we prove that the Schwartz space is a core of Ap and apply an L p -solvability result of the resolvent equation for Ap. A second characterization shows that the maximal domain even coincides with D p max (L0) = {v ∈ W 2,p | S·, ∇v ∈ L p }, 1 < p < ∞.
Introduction
In this paper we study differential operators of the form 
we observe that the operator L ∞ = L 0 − B is a constant coefficient perturbation of L 0 . Our interest is in skew-symmetric matrices S = −S T , in which case the drift term is rotational containing angular derivatives
Such problems arise when investigating exponential decay of rotating waves in reaction diffusion systems, see [14] and [2] . The operator L ∞ appears as a far-field linearization at the solution of the nonlinear problem L 0 v = f (v). The results of this paper are crucial for dealing with the nonlinear case, see [14] . The aim of this paper is to identify the maximal domain D(A p ) of the generator A p belonging to the perturbed Ornstein-Uhlenbeck semigroup in L p (R d , C N ) for 1 < p < ∞.
To be more precise, we prove in Theorem 5.1 that the maximal domain
for 1 < p < ∞. This result may be considered as an extension of [10, Proposition 3.2] . Note that due to the smooth but unbounded coefficients in the drift term the semigroup is not analytic in L p (R d , C N ) and the generator is not sectorial in L p (R d , C N ). Therefore, the standard parabolic regularity results are not satisfied. We first show that the Schwartz space is a core of the infinitesimal generator
We then turn toward the perturbed Ornstein-Uhlenbeck operator L ∞ and prove the closedness of
Further, we derive L p -resolvent estimates that imply uniqueness for solutions of the resolvent equation for L ∞ in L p (R d , C N ) for 1 < p < ∞. Combining these three results with the (unique) solvability result of the resolvent equation for the generator A p from [15, Corollary 5.5] , [14, Corollary 6.7] , we identify the maximal domain D(A p ) = D p loc (L 0 ). The resolvent estimates for L ∞ require a new L p -dissipativity condition for L ∞ . For a more detailed outline we refer to Section 2. Identification problems concerning second order elliptic operators and in particular OrnsteinUhlenbeck operators are treated in [10] , [11] and [16] for L p -spaces, in [13] for L p -spaces with invariant measure and in [5] for function spaces of bounded continuous and Hölder continuous functions. All these results are derived for the scalar real-valued case but for operators with more general principal part. L p -dissipativity results of second order differential operators can be found in [4] and [3] . We emphasize that the results from Section 3-6 are extensions of the results from the PhD thesis [14] for arbitrary matrices B ∈ C N,N . Acknowledgment. The author is greatly indebted to Giorgio Metafune, Alessandra Lunardi and Wolf-Jürgen Beyn for extensive discussions which helped in clarifying proofs.
Assumptions and outline of results
Consider the differential operator
for some matrices A, B ∈ C N,N and S ∈ R d,d . The following conditions will be needed in this paper and relations among them will be discussed below. Assumption (A1) is a system condition and ensures that some results for scalar equations can be extended to system cases. This condition was used in [14] , [15] to derive an explicit formula for the heat kernel of L ∞ . It is motivated by the fact that a transformation of a scalar complex-valued equation into a 2-dimensional real-valued system always implies two (real) matrices A and B that are simultaneously diagonalizable (over C). The positivity condition (A2) guarantees that the diffusion part A△ is an elliptic operator. It requires that all eigenvalues λ of A are contained in the open right half-plane C + := {λ ∈ C | Re λ > 0}, where σ(A) denotes the spectrum of A. Condition (A2) guarantees that A −1 exists and states that −A is a stable matrix. The strong accretivity condition (A3) is more restrictive than (A2). In (A3) u, v := u T v denotes the standard inner product on K N . Note that the condition (A2) is satisfied if and only if
. The L p -dissipativity condition (A4) seems to be new in the literature and is used to prove L p -resolvent estimates for L ∞ . Condition (A4) is more restrictive than (A3) and imposes additional requirements on the spectrum of A. A geometrical meaning of (A4) in terms of the antieigenvalues of the diffusion matrix A can be found in [14, Theorem 5.18] . We summarize the following relation of assumptions (A2)-(A4):
The rotational condition (A5) implies that the drift term contains only angular derivatives, which is crucial for use our results from [15] . For a matrix C ∈ K N,N we denote by σ(C) the spectrum of C, by ρ(C) := max λ∈σ(C) |λ| the spectral radius of C and by s(C) := max λ∈σ(C) Re λ the spectral abscissa (or spectral bound) of C. Using this notation, we define the constants (2.1)
These constants appear in [14] , [15] . Moreover, let β B ∈ R be such that
If β B 0, (2.2) can be considered as a dissipativity condition for −B. We introduce Lebesgue and Sobolev spaces via
with norms
Moreover, we define the Schwartz space via, [6, VI.5.1 Definition],
which we sometimes abbreviate by S. Endowed with the family of seminorms
the Schwartz space S becomes a Fréchet space containing
as a dense subspace. Before we give a detailed outline we briefly review and collect some results from [14] and [15] used in this paper. Assuming (A1), (A2) and (A5) for K = C it is shown in [14, Theorem 4.2-4.4], [15, Theorem 3.1] that the function H :
is a heat kernel of the perturbed Ornstein-Uhlenbeck operator
This means, that H satisfies the following heat kernel properties
Under the same assumptions it is proved in [15, Theorem 5.3] that the family of mappings
The semigroup (T (t)) t 0 is called the Ornstein-Uhlenbeck semigroup if B = 0. The strong continuity of the semigroup justifies to introduce the infinitesimal generator A p :
, where the domain (or maximal domain) of A p is given by
An application of abstract semigroup theory yields the following Corollary 2.2 concerning the unique solvability of the resolvent equation for
This is an essential component for the proof of our main result in Theorem 5.1 and is proved in [15, Corollary 5.5] , [14, Corollary 6.7] .
Corollary 2.2 (Solvability and uniqueness in
. Let the assumptions (A1), (A2) and (A5) be satisfied for K = C and let 1 p < ∞. Moreover, let λ ∈ C with Re λ > −b 0 , where
, which is given by the integral expression
Moreover, the following resolvent estimate holds
In Section 3 we analyze subspaces of the maximal domain D(A p ). Assuming (A1), (A2) and (A5) for K = C we prove in Theorem 3.2 that the Schwartz space S(R d , C N ) is a core of the infinitesimal generator (A p , D(A p )) for every 1 p < ∞. In particular, the abstract operator A p coincides with the formal operator 
Under the assumption (A3) for
This justifies to introduce and analyze the resolvent of L ∞ . Assuming stonger assumption (A4) and (A5) for 1 < p < ∞ and K = C, we prove in Theorem
and λ ∈ C with Re λ > β B , where β B is from (2.2). The main idea of the proof comes from [11, Theorem 2.2 and Remark 2.3] for the scalar real-valued case. But we refer also to [2, Theorem 3.1] for the special case d = 2 with positive definite matrix A ∈ R N,N . In contrast to [11] and [2] , our proof requires the additional L p -dissipativity condition (A4).
In Section 5 we solve the identification problem for the perturbed Ornstein-Uhlenbeck operator L ∞ . Assuming (A1), (A4) and (A5) for 1 < p < ∞ and K = C, we prove in Theorem 5.1 that the maximal domain D(A p ) equals D p loc (L 0 ). In particular, we show that the abstract operator A p and the formal operator L ∞ coincide on D(A p ). The proof of Theorem 5.1 is structured as follows: 
We conclude this section with some extensions and further results concerning the characterization of the maximal domain. In Section 6 we present a second characterization of the maximal domain D(A p ) of A p . Assuming (A1), (A4) and (A5) for 1 < p < ∞ and K = C, we prove in Theorem 6.1 that the maximal domain D(A p ) even coincides with 
The aim of this section is to show that the Schwartz space S :
The next theorem states that the Schwartz space
Moreover, it turns out that the formal operator L ∞ and the abstract operator A p coincide on the Schwartz space
. This is an extension of the real-valued scalar result in [10, Proposition 2.2 and 3.2] to complex valued systems and also an extension of [14, Theorem 5.10] which assumes B = 0. 
Proof. The proof is subdivided into the following three steps:
The assertion of Theorem 3.2 then follows directly from an application of [6, II.1.7 Proposition].
and
0 and using the fact that φ is rapidly decreasing, we conclude from (2.3) with α =α, β =β + 2e i and α =α + e j , β =β + e i , that every term on the right hand side vanishes as |x| goes to infinity. Hence, L ∞ φ ∈ S. It remains to verify that the limit exists in
We first give a motivation how the limit looks like: Using the heat kernel properties (H2) and (H3) a formal computation shows
This suggests that the limit tends (pointwise) to
, provided that all steps in the calculation are justified. We next prove that the limit even exists in 
To justify the application of dominated convergence we must show that
where the function g is constructed during the proof. Before we start to verify the properties (a)-(c) we simplify the term f t , [10, Proposition 2.2 and 3.2]: Since φ ∈ S(R d , C N ), Taylor's formula up to order 2 yields
where
. Thus, using (2.6), the transformation theorem (with transformation Φ(ξ) = e tS x − ξ) and
we obtain
T 1 : Using [15, Lemma 4.5 (1)] we obtain for every t > 0
T 2 : A decomposition of T 2 leads to
for every t > 0, where we used [15, Lemma 4.5(1) and (2)] for the first and second term, respectively.
Similarly, a decomposition of T 3 leads to
for every t > 0, where we used [15, Lemma 4.5(3), (1) and (2)] for the first, second and third term, respectively. This yields a simplified representation for f t (x) for every t > 0 given by
(a): Using lim t↓0 e tX −I t = X for X = −B, S and lim t↓0 e −Bt = I N we obtain
i.e. f t (x) → f (x) pointwise for a.e. x ∈ R d as t ↓ 0, provided that the last limit tends to zeros. This can be seen as follows: Using (3.1), the inequality
and the following integral estimate (for k = 0 and k = 3)
with constants a 1 , a 2 from (2.1) and condition number κ(
for every t > 0. Therefore, using lim t↓0 e tS x−x t = Sx once more, the right hand side vanishes for a.e. x ∈ R d as t ↓ 0. Note, that estimate (3.3) follows from a discrete version of Hölder's inequality. The integral estimate (3.4) can be proved in the same way as in [15, Lemma 4.3(1) ]. (b): Given some ε > 0 we choose t 0 = t 0 (ε) > 0 such that for every 0 < t t 0 e tX − I t |X| + ε, e −Bt , e −b0t
1 + ε and t(|S| + ε) 1 2 (3.5) for both, X = S and X = −B. Then (3.2) yields
for every 0 < t t 0 . Now the first four terms do not depend on t any more. In particular, since
. Therefore, it remains to estimate the last term in such a way, that the bound doesn't depend on t any more and belongs to L p (R d , C N ) as a function of x. For this purpose, we must handle the last term very carefully.
where z := e tS x − ψ, C β = |β|=3 1 β! . We now must distinguish between four cases: Let R 1 be arbitrary. 
and therefore, for arbitrary R 0 > 0 it holds
Thus, using (3.4) with k = 0 and k = 3, we obtain, z := e tS x − ψ
for every 0 < t t 0 and |x| R, where C φ := max |β|=3 C α,β . Here, we must choose |α|
Case 2: (|x| R, |ψ| |x| 4 ). In this case we must use that 
whenever m d + k + 1. Therefore, we obtain for 0 < t t 0 , z := e tS x − ψ
for every 0 < t t 0 and |x| R, where C φ := max |β|=3 sup y∈R d D β φ(y) . Here, we must choose
Case 3: (|x| R, |ψ| |x| 4 ). In this case we use that Schwartz functions, as e.g. φ and their derivatives, are bounded on compact sets, e.g. on B R (0). Using (3.4) with k = 3, we obtain with z := e tS x − ψ
for every 0 < t t 0 and |x| R, where
Case 4: (|x| R, |ψ| |x| 4 ). This case is similar to case 3. Using (3.5) and (3.4) with k = 0 and k = 3, we obtain for z := e tS x − ψ 
we deduce from (3.6)
for every 0 < t t 0 . (c): Using the decomposition 
which satisfies K(·, t) ∈ S for every t > 0, see [6, VI.5.3 Example]. Then we have
and hence
2. First we show that 
Next we show that
From (3.9) and (3.10) we obtain for every t > 0
Since φ ∈ S it follows that [F φ] (·) ∈ S and thus [F φ]
(e tS ·) ∈ S for every t 0. Analogously, since K(·, t) ∈ S for every t > 0 it follows that [F K(t)] (·) ∈ S and hence [F K(t)] (e tS ·) ∈ S for every t > 0. Using (3.11) we deduce that [F [T 0 (t)φ] (·)] (·) ∈ S for every t > 0 (since S is closed under pointwise multiplication), i.e. F (T (t)S) ⊆ S for every t > 0 and hence T (t)S ⊆ F −1 (S) = S for every t > 0, see [17, II.7.7 The inversion theorem]. The case t = 0 follows directly from the definition of T in (2.6), that gives T (0)S = S. 
Resolvent estimates for formal Ornstein
In this section we prove resolvent estimates for the operator
Defining the formal Ornstein-Uhlenbeck operator 
Since Sx is bounded in Ω by the boundedness of Ω, [7, Theorem 9.11] yields that for every Ω ′ ⊂⊂ Ω there exists some constant
Therefore, (v n | Ω ′ ) n∈N is a Cauchy sequence in W 2,p (Ω ′ , C N ) and consequently, there exists some
. Now, by the arbitrariness of Ω and Ω ′ we deduce that v ∈ W 2,p 
Remark 4.3. For the parameter regime 2 p < ∞ Lemma 4.2 follows directly from the integration by parts formula and therefore, the estimate is satisfied with equality. In this case, the real parts in front of the integrals can also be dropped and the assumption (A3) is not used. If 1 < p < 2, then Lemma 4.2 is satisfied only with inequality, which is a direct consequence of Fatou's lemma. The positivity of the quadratic term, based on (A3), is necessary for the application of Fatou's lemma.
Proof. We only provide the proof for Ω ⊂ R d bounded. In case Ω = R d integration by parts yields no boundary terms due to decay at infinity and thus it can be treated in an analogous way but without boundary integrals. Let Ω ⊂ R d be bounded with C 2 -boundary ∂Ω. Case 1: (2 p < ∞). Multiplying −A△v from left by ηv T |v| p−2 , integrating over Ω and using integration by parts formula we obtain
Now applying real parts we deduce the desired estimates with equality. In the computations above we used the following auxiliaries: The relation z + z = 2Re z yields
for every v ∈ C N , p 2 and j = 1, . . . , d. This formula remains valid for every p 0 and v = 0. Using the formula (4.1) we obtain for every v = 0 and p 2
Case 2: (1 < p < 2). This case is much more involved and one has to be very careful, since the expression |v| p is not differentiable at v = 0 for 1 < p < 2. We prove the assertion in three steps.
First we consider
for some ε > 0, integrating over Ω and using integration by parts formula we obtain
The boundary integral vanishes because from v ∈ C c (Ω, C N ) follows v(x) = 0 for every x ∈ ∂Ω. Moreover, we used the relations
cf. (4.1) for p = 2, and
Note that both formulas are valid for 1 < p < 2, v ∈ C and j = 1, . . . , d if ε > 0 and for 1 < p < 2, v = 0 and j = 1, . . . , d if ε = 0. 2. We now apply Lebesgue's dominated convergence theorem, see [1, A1.21]: Putting the last two terms of the equation from step 1 to the left hand side, taking the limit ε → 0 and applying dominated convergence twice we obtain
To justify the applications of Lebesgue's theorem, we discuss the assumptions in both cases: First, we define
for k = 1, 2 and 1 < p < 2 we obtain that f ε is dominated by g as follows
Since v is compactly supported, we deduce once more that g belongs to L 1 (Ω, R). In particular, f ε → f pointwise a.e. as ε → 0. Thus, by dominated convergence,
. In this case we use a density argument and Fatou's lemma, that yields the inequality. Note that we have to take real parts on both sides in order to apply Fatou's lemma. Since
Furthermore, there exists a subset N ′ ⊂ N such that v n → v and ∇v n → ∇v pointwise a.e. as n → ∞, n ∈ N ′ . In the following we consider this subsequence
Inserting v n into the equation from step 2, taking real parts and the limit inferior n → ∞ (n ∈ N ′ ) on both sides and applying Fatou's lemma on the left hand side we obtain
In the first equality we used the fact that v n → v and ∇v n → ∇v pointwise a.e. as n → ∞, n ∈ N ′ . The last equality can be accepted as follows:
Thus,
together with η ∈ C 
By Hölder's inequality we have already seen that lim inf n→∞ f n < ∞ is satisfied. Moreover, f n 0 pointwise a.e., since A satisfies assumption (A3) and η is nonnegative. Finally,
that proves the lemma. Note, that it is in general not possible to apply Lebesgue's theorem in
, since one cannot determine a n-independent bound for |f n | g a.e. for every n ∈ N ′ . In fact, we only know positivity of f n due to (A3), that justifies the application of Fatou's lemma and generates an inequality for 1 < p < 2.
We now prove sharp resolvent estimates for the formal operator In our situation, the proof requires the additional L p -dissipativity condition (A4). The condition seems to be optimal in order to derive resolvent estimates for
for 1 < p < ∞ and contains an additional restriction on the spectrum of the diffusion matrix A.
. Let the assumptions (A4) and (A5) be satisfied for 1 < p < ∞ and K = C. Moreover, let λ ∈ C with Re λ > β B , where β B ∈ R is from (2.2), and let
In addition, for 1 < p 2 the following gradient estimate holds
Since (A4) implies (A3) an application of Lemma 4.2 (with
3. Putting the 2nd and 4th term from the right hand to the left hand side yields
For the 1st term on the right hand side we use Re z |z| and Hölder's inequality (with q such that
For the 2nd term we use Re z |z|, Hölder's inequality (with p = q = 2) and Cauchy's inequality (with ε > 0)
Here we used that for every x ∈ R d and j = 1, . . . , d
Let the assumptions (A4) and (A5) be satisfied for [15] , where the differential operator L ∞ has been analyzed in exponentially weighted L p -spaces. Following [15] , we consider positive, radial weight functions θ ∈ C(R d , R) of exponential growth rate η 0, i. e., see [19] ,
We then introduce the exponentially weighted Lebesgue and Sobolev spaces via
for every 1 p < ∞, k ∈ N 0 and multiindex β ∈ N 
This justifies to introduce the infinitesimal generator (A p,θ , D(A p,θ )). Similar to the unweighted case an application of general results from abstract semigroup theory allows us to transfer the result from Corollary 2.2 to the L p θ -case. This is proved in [15, Corollary 5.5] . Under the same assumptions we can show that the Schwartz space S(R d , C N ) is a core of (A p,θ , D(A p,θ )) which yields an extension of Theorem 3.2 to the L p θ -case. In the proof, there one considers
for the application of Lebesgue's dominated convergence theorem in In this case, the integration by parts formula requires more smoothness of the weight function, i. e. θ ∈ C 1 (R d , R), and causes additional terms that must be estimated. We expect this to work under our assumptions on the weight function θ and to obtain an extension of Theorem 4.4 to the L 
).
We use the first characterization from Theorem 5.1 and require in addition L p -regularity results for mild solutions of the Cauchy problem associated with A p , given by v t (t) = A p v − g, t ∈ (0, T ], 
Finally, the L p -estimate (6.6) for the drift term S·, ∇v ⋆ follows from (6.3), (6.5) and the inequality A△v L p (R d ,C N ) C 3 v W 2,p (R d ,C N ) , see [14, Section 5.6 
