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1. EXECUTIVE SUMMARY 
The Semantic Annotation component is a software application that provides support for 
automated text classification, a process grounded in a cohesion-centered representation of 
discourse that facilitates topic extraction. The component enables the semantic meta-annotation 
of text resources, including automated classification, thus facilitating information retrieval within 
the RAGE ecosystem. It is available in the ReaderBench framework (http://readerbench.com/) 
which integrates advanced Natural Language Processing (NLP) techniques. The component 
makes use of Cohesion Network Analysis (CNA) in order to ensure an in-depth representation of 
discourse, useful for mining keywords and performing automated text categorization. Our 
component automatically classifies documents into the categories provided by the ACM 
Computing Classification System (http://dl.acm.org/ccs_flat.cfm), but also into the categories from 
a high level serious games categorization provisionally developed by RAGE. The role is tightly 
coupled with the component’s use-case scenarios presented in D6.1, for which the following 
functionalities, all centered on the semantically annotation of text resources, were developed: 
§ Mining the most relevant concepts or keywords; 
§ Automatically classifying texts on pre-imposed categories, namely flat taxonomies; 
§ Analyzing the semantic relatedness between the author’s keywords, the abstract and the 
entire document. 
This deliverable is mainly targeted at a technical audience as it provides details about the NLP 
techniques used in the “Ecosystem software platform” for the following key elements: 
§ Semi-Automatic Classification; 
§ Integration between the RAGE ecosystem and the Natural Language Analysis and 
Semantic Annotation component, together with the envisioned integration strategy and 
sample API responses available at that time; 
§ The envisioned integration scenario. 
In addition to the technical audience, the deliverable addresses the general audience as well, 
because it presents integration opportunities of the provided semantic web services from the 
ReaderBench framework. Moreover, the Semantic Annotation component greatly facilitates 
information retrieval processes to identify semantically related documents by providing extensive 
semantic meta-annotations. In addition, the employed CNA structure highlights keywords and 
corresponding semantic links, represents documents within multiples semantic models (both 
vector space and topic distribution models) and can be used to evaluate the semantic relatedness 
between author’s keywords, the abstract and the whole document. Furthermore, the cohesion-
centered representation of discourse can be further extended to address inter-textuality links 
between documents and resources loaded in the RAGE Eco-system. 
As a follow-up, the text resources that will be available in the RAGE Eco-system will be 
semantically annotated using the provided web services. Our model is extensible and provides 
both a content-oriented feature extraction process based on state-of-the-art language 
technologies, as well as a comprehensive representation of discourse centered on cohesion. Our 
approach is multi-lingual, English and French languages are already covered by the provided web 
service, whereas the entire framework can be extended in order to support additional languages.  
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2. THE SEMANTIC ANNOTATION COMPONENT 
“Never categorize yourself, society does that to you, don't do it to yourself” Jason Priestley 
“I'm working on artificial intelligence. Actually, natural language understanding, which is to get 
computers to understand the meaning of documents” Ray Kurzweil 
2.1 Key Features 
The Semantic Annotation component provides information regarding: 
§ Keywords from the document as the top most relevant concepts emerging from the paper; 
§ A concept map denoting the semantic links between the previously extracted concepts is 
generated in the ReaderBench website interface; 
§ Classification results according to the ACM taxonomy; 
§ Classification results according to the high level serious games categorization 
provisionally developed by RAGE; 
§ The overlap between author’s keywords’ with the actual document content; 
§ The semantic similarity between the abstract of the paper and its entire content; 
§ The semantic similarity between the author’s keywords and the abstract of the paper; 
§ The semantic similarity between the author’s keywords and the raw content of the entire 
paper. 
Top concepts covered in a paper are extracted using Cohesion Network Analysis (Dascalu, 
Trausan-Matu, McNamara, & Dessus, 2015) which is presented in detail in the following section. 
The generated concept map is a graph in which the nodes are the automatically extracted 
keywords, their size is proportional to their relevance, and the edges reflect the semantic links 
between concepts exceeding an imposed threshold.  
Of particular interest is the automated classification service that presents potential categories 
from both the ACM flat taxonomy and the RAGE-specific serious games taxonomy which are 
described later on. 
Additionally, we were interested in evaluating the semantic relatedness of the abstract and of the 
authors’ keywords in contrast to the whole paper. In order to achieve this, semantic overlap scores 
are computed between the authors’ keywords, the abstract and the raw content from the entire 
paper. 
2.2 Cohesion Network Analysis 
Cohesion is a central linguistic feature of discourse (McNamara, Louwerse, McCarthy, & 
Graesser, 2010) and is often regarded as an indicator of its structure. More specifically, cohesion 
can derive from various discourse connectors including cue words or phrases (e.g., ‘but’ or 
‘because’), referencing expressions identified through co-reference resolution, as well as lexical 
and semantic similarity between concepts (Jurafsky & Martin, 2009; McNamara, Graesser, 
McCarthy, & Cai, 2014). Semantic relatedness can be determined as semantic distances in 
lexicalized ontologies (Budanitsky & Hirst, 2006) or by using semantic models, such as Latent 
Semantic Analysis (LSA) (Landauer & Dumais, 1997) or Latent Dirichlet Allocation (LDA) (Blei, 
Ng, & Jordan, 2003). 
Within our implemented model, cohesion is determined as an average semantic similarity 
measure of proximities between textual segments that can be words, phrases, contributions or 
the entire document. This semantic similarity considers, on the one hand, lexical proximity, 
identified as semantic distances (Budanitsky & Hirst, 2006) within WordNet (Miller, 1995). On the 
other hand, semantic similarity is measured through LSA and LDA semantic models trained on 
the Touchstone Applied Science Associates (TASA) corpus (http://lsa.colorado.edu/spaces.html, 
containing approximately 13M words) for the English version of our system, used in the current 
experiments. 
Additional French LSA and LDA spaces were trained with the “Le Monde corpus” (French 
newspaper, approx. 24M words) http://lsa.colorado.edu/spaces.html), whereas additional spaces 
covering multiple languages including Dutch, Spanish, Italian and Romania are underway. 
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2.2.1 Building the Cohesion Graph 
In alignment with our previous experiments (Dascalu, 2014), LSA and LDA, coupled with Wu-
Palmer ontology-based semantic similarity that ensures synonymy identification, act as 
complementary components, thus better reflecting semantic relationships than single 
components. Underlying semantic relationships are more likely to be identified if multiple 
complementary approaches are combined after normalization, reducing the errors that can be 
induced by using a single semantic model. 
Cohesive Network Analysis (CNA) (Dascalu, Trausan-Matu, McNamara, & Dessus, 2015) 
integrates cohesion reflected through the previously defined semantic models and Social Network 
Analysis (Wasserman & Faust, 1994) in order to provide an in-depth perspective of discourse. 
Cohesive links are defined as connections between textual elements that have high values for 
cohesion (i.e., a value that exceeds the mean value of all semantic similarities between 
constituent textual elements). In the end, a cohesion graph (Dascalu, Trausan-Matu, & Dessus, 
2013; Trausan-Matu, Dascalu, & Dessus, 2012), which is a generalization of the utterance graph 
previously proposed by Trausan-Matu, Stahl, and Sarmiento (2007), is used to model all 
underlying cohesive links, providing a semantic, content-centered representation of discourse. 
The cohesion graph is a multi-layered mixed graph consisting of three types of nodes (see Figure 
1) (Dascalu, 2014). Starting from a central node, the entire document is split into block nodes 
(i.e., paragraphs or contributions), which are divided into corresponding sentence nodes. 
Hierarchical links are enforced to reflect the inclusion of sentences into contributions, and of 
utterances within the entire document. Mandatory links are established between adjacent 
contributions and sentences, and are used to model information flow, rendering possible the 
identification of cohesion gaps within the discourse. Additional optional relevant links are added 
to the cohesion graph to highlight the semantic relatedness between distant elements. In our 
experiments, in order to reflect a high degree of similarity between the selected textual fragments, 
we opted to include only the cohesive links that have values exceeding the mean of all cohesion 
values by one standard deviation. 
 
Figure 1. Cohesion graph generic representation. 
2.2.2 Topic Mining 
Within the CNA approach, we perform a content-centered analysis of text fragments based on 
NLP and a cohesion-based discourse analysis. With regards to the process of evaluating each 
word’s relevance in relation to its corresponding textual fragment (e.g., sentence, paragraph, or 
entire document), there are two classes of factors that play an important role in the process of 
automatically extracting the keywords from the input text (Dascalu, Trausan-Matu, Dessus, & 
McNamara, 2015) (see Table 1). The most straightforward factor consists of computing the 
statistical presence of each word based on its occurrences in the analyzed text. The second class 
is focused on determining the semantic relatedness between a word and its corresponding textual 
fragment by computing the semantic similarity measure between the word and the entire text 
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fragment using both LSA and LDA models. Based on the previous classes of factors, the 
keywords of the document are determined as the words with the highest cumulative relevance. 
Table 1. Factors used to measure a word’s relevance 
Class	 Descriptors	
Statistical presence	 Normalized term frequency used to reflect the recurrence of each word 
within the document 	
Semantic relatedness	 Semantic similarity to the analysis element (sentence, paragraph, entire 
document)	
2.2.3 Automated Text Categorization 
At present, two flat taxonomies, the ACM flat taxonomy and a high level Serious Games 
categorization provisionally created by RAGE, described in the following subsections are used to 
perform automated text categorization. Each of the categories contained within these taxonomies 
are considered within the ReaderBench framework as a collection of keywords. A semantic 
cohesion score using CNA is computed between each category, more specifically all its containing 
keywords, and the input document, thus reflecting the document’s adequacy for the target 
category. Results are presented in a descending order of the obtained semantic similarity score. 
A ACM Classification 
The 2012 ACM Classification System (http://dl.acm.org/ccs/ccs_flat.cfm) contains the following 
categories: 
§ General and reference; 
§ Hardware; 
§ Computer systems organization; 
§ Networks; 
§ Software and its engineering; 
§ Theory of computation; 
§ Mathematics of computing; 
§ Information systems; 
§ Security and privacy; 
§ Human-centered computing; 
§ Computing methodologies; 
§ Applied computing; 
§ Social and professional topics. 
B Serious Games Categorization 
A provisional categorization has been developed by analyzing research papers from conferences 
related to serious games, and the initial structure refers to the following categories: 
§ Game Design; 
§ Game Development and Technologies; 
§ Game Analytics; 
§ Simulations; 
§ Learning Games; 
§ Gamification; 
§ Game testing and evaluation; 
§ Users' features. 
These categories reflect an ongoing process that still requires inputs from RAGE subject matter 
experts. The initial lists of keywords corresponding to each category are detailed in Appendix 2. 
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C Combining multiple taxonomies 
An additional enrichment solution has been proposed by the authors of the deliverable (Swoboda, 
Hemmje, Dascalu, & Trausan-Matu, 2016) (see Appendix 5) that considers an extensible and 
generalizable model for combining taxonomies in the practical context of the RAGE project. Due 
to the fact that the manual combination of taxonomies by domain experts is a highly time 
consuming task, our model measures the semantic relatedness between concept labels in CBOW 
or skip-gram word2vec vector spaces (Mikolov, Chen, Corrado, & Dean, 2013). The paper also 
includes a preliminary quantitative evaluation of the resulting taxonomies after applying a greedy 
algorithm with incremental thresholds used for matching and combining topic labels. 
2.3 Brief Technical Details 
The entire ReaderBench framework is written in Java 1.8 programming language and there are 
no external connections to third-party systems. All used libraries are open-source, free of charge 
for research purposes and are integrated in the Java project. ReaderBench is distributed under 
the Apache 2.0 license and is provided as an open-source software developed within the RAGE 
project. The textual corpora used for training the existing semantic models is protected by 
copyright, but the resulted models can be used for academic purposes and within the RAGE 
project. 
The inputs for the semantic annotation service are: 
§ A scientific paper (PDF file uploaded to the server or the URL to the resource); 
§ The abstract of the paper (text); 
§ The keywords of the paper (text, separated by commas); 
§ The language of the paper (two options: English, French); 
§ Option whether to use Part of Speech tagging or not; 
§ The LSA vector space model trained on either TASA or “Le Monde” corpora (depends on 
processing language); 
§ The LDA topic model on either TASA or “Le Monde” corpora (depends on the processing 
language); 
§ An option to consider the computation of dialogism-related processes (Dascalu, Trausan-
Matu, McNamara, & Dessus, 2015) (default is false); 
§ The semantic similarity threshold for the concept map (numerical value within the [0; 1] 
interval; the default value is 0.3); 
Outputs: 
§ The list of the keywords with associated relevance emerging form the paper’s content; 
§ The concept map of the most relevant concepts with a semantic similarity between them 
above the provided threshold; 
§ The list of ACM and RAGE serious games classification categories with the computed 
semantic similarity scores, ordered in a decreasing order; 
§ The relevance between the abstract – author’s keywords – entire document; 
Repositories: 
ReaderBench Framework (entire project): 
https://git.readerbench.com/ReaderBench/ReaderBench 
Demo web service REST endpoints: 
POST requests can be automatically processed in two manners: 
§ http://readerbench.com:8080/fileUpload (upload pdf to server) and 
http://readerbench.com:8080/semanticProcess (perform semantic annotation) 
§ http://readerbench.com:8080/semanticProcessUri (direct processing from the provided 
URI) 
Additional information regarding the specification of Semantic Annotation API and of the provided 
web services is available in Appendix 1. 
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3. EXAMPLES OF SEMANTIC ANNOTATIONS 
Two documents are considered as examples in order to demonstrate the capabilities of the 
Semantic Annotation component. 
3.1 Example 1: A semantic models and ontologies paper 
Given a scientific paper (coincidentally) focused on providing a new method to automatically 
combine taxonomies whose preview is available in Figure 2 and whose full text is available in 
Appendix 5, the following results emerge: 
§ The top concepts relate to the conceptualization and usage of words and terms in 
semantic vector spaces; Their broad definition is also indicative that the used TASA 
semantic models are also broad, without having specific insights into the used 
technologies 
§ There is a rather good semantic similarity between author’s keywords (extremely specific) 
in contrast to the abstract and the entire document, whereas the high similarity between 
abstract and the whole document denotes the relevance and adequacy of the abstract; 
§ The ACM Classification System categorization marked the paper as best fitting the 
following categories: 
§ Information systems; 
§ Computing methodologies; 
§ Software and its engineering; 
§ Theory of computation. 
§ The RAGE serious games classification is marked by lower scores in the following 
categories: 
§ Game Development and Technologies; 
§ Game Analytics; 
§ Game Design. 
At a global level, the semantic categorization based on the ACM taxonomy seems adequate, and 
the lower scores in terms of the provisional RAGE serious games categories argue that the paper 
is not fell suited for the serious games domain. Moreover, it is normal that frequent, general 
concepts emerge as keywords from the paper, followed by specific terms. 
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Figure 2. Example of results provided as output for the Semantic Annotation component. 
(Appendix 5. DocEng 2016 paper) 
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3.2 Example 2: A serious games paper 
Given a scientific paper studying a serious game focused on improving learner’s cognitive 
capabilities whose preview is available in Figure 3 and whose full text is available in Appendix 6, 
the following results emerge: 
§ The top concepts relate to serious games and learner’s abilities; Although general, the 
generated concepts grasp the specificity of the paper. 
§ There are high semantic similarities between author’s keywords (broader and better 
conceptualized in the LSA and LDA semantic models), the abstract and the entire 
document, highlighting their resemblance and adequacy; 
§ The ACM Classification System categorization marked the paper as best fitting the 
following categories (significantly lower scores in contrast to previous example): 
§ Computing methodologies 
§ Theory of computation; 
§ Applied computing; 
§ Social and professional topics; 
§ Information systems 
§ The RAGE serious games classification is marked by significantly higher scores in the 
following categories: 
§ Game Design; 
§ Learning Games; 
§ Simulations; 
§ Game Development and Technologies. 
In contrast to the previous example, the serious games categories have become dominant (higher 
semantic similarity scores) and the extracted keywords argue that the paper is well placed within 
the domain. 
Moreover, corroborated with the previous example, the following observations must be made: 
§ The measured semantic relatedness scores between the author’s keywords, the abstract 
and the entire document can be considered quality indicators of the paper at hand as 
they can highlight potential deceptiveness of the abstract and/or of the keywords, as well 
as signal potential inconsistencies. 
§ Specific semantic models need to be trained in order to create custom conceptualizations. 
Dedicated text document collections need to be appended to the general purpose corpora 
already in use and specialized semantic models need to be trained uses the processes 
already in place; 
§ The ACM taxonomy provides a good overview and an initial categorization, but specific 
and custom-tailored taxonomies need to be used to grasp the specificities of each 
scientific paper or text input in general. 
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Figure 3. Example of results provided as output for the Semantic Annotation component. 
(Appendix 6. RoEduNet 2015 paper) 
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4. CONCLUSION 
In this deliverable we have introduced the Semantic Annotation component, which is a state-of-
the-art tool relying on advanced Natural Language Processing techniques to semantically 
annotate text resources in terms of: 
§ Mining the most relevant concepts; 
§ Automatically classifying texts on pre-imposed categories; 
§ Analyzing the adequacy and the semantic relatedness between the author’s keywords, 
the abstract and the entire document. 
As a follow-up, the text resources that will be available in the RAGE Eco-system will be 
semantically annotated using the provided web services, thus facilitating information retrieval 
within the Eco-system. 
Our model is extensible and provides both a content-oriented feature extraction process, as well 
as a comprehensive representation of discourse centered on cohesion. Our approach is multi-
lingual, English and French languages are already covered by the provided web service, whereas 
the entire framework can be extended in order to support additional languages. 
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APPENDICES 
Appendix 1 – Semantic Annotation web service specifications 
Appendix 1 covers specification and technical details on the provided web services used to 
analyze and annotate papers given in either PDF format or as an URI. 
 
Appendix 2 – Provisional RAGE Serious Games categories 
A provisional version of the RAGE serious games taxonomy used for automated classification, 
including categories and corresponding keywords, subject to further iterations based on the 
feedback received from RAGE subject matter experts. 
 
Appendix 3 – Integrated semantic models 
A detailed description of the integrated semantic models within Cohesion Network Analysis, 
namely semantic distances in lexicalized ontologies, Latent Semantic Analysis and Latent 
Dirichlet Allocation. 
 
Appendix 4 – RoCHI 2016 Conference Proceedings paper 
The full bibliographic reference of the conference paper published under RAGE is: 
Gutu, G., Dascalu, M., Trausan-Matu, S., & Dessus, P. (2016). ReaderBench goes Online: A 
Comprehension-Centered Framework for Educational Purposes. In Romanian Conference on 
Human-Computer Interaction (RoCHI 2016). Iasi, Romania: MATRIX ROM. 
 
Appendix 5 – DocEng 2016 Conference Proceedings paper 
The full bibliographic reference of the conference paper published under RAGE is: 
Swoboda, T., Hemmje, M., Dascalu, M., & Trausan-Matu, S. (2016). Combining Taxonomies 
using Word2vec. In DocEng 2016 (pp. 131–134). Vienna, Austria: ACM. 
 
Appendix 6 – RoEduNet 2015 Conference Proceedings paper 
The full bibliographic reference of the conference paper published under RAGE is: 
Toma, I., Dascalu, M., & Trausan-Matu, S. (2015). Seeker: A Serious Game for Improving 
Cognitive Abilities. In 14th IEEE Int. Conf. RoEduNet (pp. 73–79). Craiova, Romania: IEEE. 
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Request Format 
There are currently available two methods to use the Semantic Annotation services: you can 
upload a file to the server and ask the server to process it, or you can simply ask the server to 
process an external URI containing a scientific paper. Semantic Annotation component works 
only with PDF documents.  
A Request by file upload 
The request should be made within two steps: 
1. a POST request to the following endpoint of the server: fileUpload with the file being 
encapsulated as raw content to the request 
2. a POST request to the following endpoint of the server: semanticProcess with the 
following parameters 
Example: if the server runs at http://readerbench.com:8080, the POST requests will be sent at 
http://readerbench.com:8080/fileUpload and http://readerbench.com:8080/semanticProcess, 
respectively. 
The first request (to fileUpload) will return the name of the file uploaded on the server if upload 
was successful. 
The second request (to semanticProcess endpoint) will contain the following parameters: 
Field Mandatory Type Description Comments 
file Yes String The name of a previously 
uploaded file 
Provided by fileUpload 
request 
abstract No String Abstract (description) of the 
document 
 
keywords No String List of keywords of the 
document 
Separated by commas 
lang Yes String Language of the document  
lsa Yes String LSA corpus to be used Relative path to 
corpus on server 
lda Yes String LDA corpus to be used Relative path to 
corpus on server 
postagging Yes bool Enables or disables part-of-
speech tagging 
 
threshold Yes double Threshold for semantic 
similarity 
 
dialogism Yes bool Enables or disables 
dialogism computation 
 
  
D6.3 – Semantic Content Annotation Support                    
WP6-D6.3                                               RAGE                                    Page 3 of 7 
B Request by URI 
The request should be a POST request to the following endpoint of the server: semanticProcess. 
Example: if the server runs at http://readerbench.com:8080, the POST request will be sent at 
http://readerbench.com:8080/semanticProcessUri 
The request will contain the following parameters: 
Field Mandatory Type Description Comments 
uri Yes String URL of the PDF file to be 
processed 
Full URL to PDF file 
on server 
abstract No String Abstract (description) of the 
document 
 
keywords No String List of keywords of the 
document 
Separated by commas 
lang Yes String Language of the document  
lsa Yes String LSA corpus to be used Relative path to 
corpus on server 
lda Yes String LDA corpus to be used Relative path to 
corpus on server 
postagging Yes bool Enables or disables part-of-
speech tagging 
 
threshold Yes double Threshold for topic 
relevance 
 
dialogism Yes bool Enables or disables 
dialogism computation 
 
API call example 
A Request by file upload  
Parameter Value 
file 1472946608284_Appendix 5. RoEduNet 2015.pdf  
abstract Seeker is a serious game developed using the Unity game engine that 
focuses on a learning outcome: improving users cognitive abilities. The user 
is confronted with a series of puzzles, has complete liberty in terms of 
traveling between game scenes and must adequately manage the available 
resources in order to solve the game. Cognitive abilities are challenged for 
resource management and decision making, while pleasure and fun are 
provided while solving different puzzles. Preliminary results of our validation 
show that users enjoyed playing the game, but the lack of scene ordering 
and the limited number of provided hints are facts that should be improved in 
the future version. 
keywords serious game, game-based learning, cognitive ability, resource 
management, casual game 
lang English 
lsa resources/config/EN/LSA/TASA  
lda resources/config/EN/LDA/TASA 
postagging false 
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Parameter Value 
threshold 0.3 
dialogism false 
B Request by URI 
Parameter Value 
uri http://readerbench.com/papers/feeling_and_reasoning_a_computational_model_ 
for_emotional_agents.pdf 
abstract Interactive virtual environments (IVEs) are now seen as an engaging new way by 
which children learn experimental sciences and other disciplines. These 
environments are populated by synthetic characters that guide and stimulate the 
children activities. In order to build such environments, one needs to address the 
problem of how achieve believable lievable and empathic characters that act 
autonomously. Inspired by the work of traditional character animators, this paper 
proposes an architectural model to build autonomous characters where the 
agentâ€™s reasoning and behaviour is influenced by its emotional state and 
personality. We performed a small case evaluation in order to determine if the 
characters evoked empathic reactions in the users with positive results. 
keywords interactive virtual environment, emotional characters, empathic reactions 
lang English 
lsa resources/config/EN/LSA/TASA  
lda resources/config/EN/LDA/TASA 
postagging false 
threshold 0.3 
dialogism false 
API response JSON format 
A response looks similar to the following partial JSON: 
{ 
 "success":true, 
 "errorMsg":"", 
 "data":{ 
  "concepts":{ 
   "nodes":[ 
    { 
    "id":0, 
    "name":"emotion", 
    "value":7.837, 
    "group":1 
    }, 
    { 
    "id":1, 
    "name":"fear", 
    "value":3.937, 
    "group":1 
    } 
    // ... 
   ], 
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   "links":[ 
    { 
    "label":"", 
    "source":7, 
    "target":25, 
    "score": 6.872 
    }, 
    { 
    "label": "", 
    "source":7, 
    "target":41, 
    "score":6.524 
    }, 
    // ... 
   ] 
  }, 
  "abstractDocumentSimilarity":0.524, 
  "keywordsAbstractCoverage":0.683, 
  "keywordsDocumentCoverage":0.477, 
  "keywords":[ 
   { 
   "name":"emotional", 
   "noOccurences":40, 
   "relevance":0.314 
   }, 
   {  
   "name":"character", 
   "noOccurences":75, 
   "relevance":0.303 
   }, 
   // ... 
  ], 
  "categories":[ 
   { 
   "name":"Computing methodologies", 
   "relevance":0.485, 
   "type":1 
   }, 
   { 
   "name":"Software and its engineering", 
   "relevance":0.447, 
   "type":1 
   }, 
   "name":"Game Design", 
   "relevance":0.431, 
   "type":2 
   }, 
   // ... 
  ] 
 } 
} 
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The following table describes each field of the response. 
Field Type Description Comments 
success bool Shows whether the 
request was 
successful or not 
 
errorMsg String Contains the error 
message in case of 
error (if success is 
false) 
 
data JSON Contains the 
returned data 
 
data.concepts JSON Contains concepts 
(topics) and links 
between them of the 
processed document 
 
data.concepts.nodes JSON Contains concepts 
(topics) of the 
processed document 
 
data.concepts.nodes.id int Topic ID, 
automatically 
generated  
 
data.concepts.nodes.name String Topic name  
data.concepts.nodes.value double Topic relevance  
data.concepts.nodes.group int Topic group For the 
moment 
there is only 
one group 
data.concepts.links JSON Contains links 
between concepts of 
the processed 
document 
 
data.concepts.links.label String Contains a label for 
the link 
Optional 
data.concepts.links.source int ID of the first topic  
data.concepts.links.target int ID of the second 
topic 
 
data.concepts.links.score double Link relevance  
data.abstractDocumentSimilarity double Semantic similarity 
between abstract 
(description) of the 
document and the 
whole document 
 
data.keywordsAbstractCoverage double Semantic similarity 
between keywords 
and abstract of the 
document 
 
data.keywordsDocumentCoverage double Semantic similarity 
between keywords 
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Field Type Description Comments 
and the whole 
document 
data.keywords JSON Keywords of the 
document 
 
data.keywords.name String Keyword  
data.keywords.noOccurences int Number of 
occurrences in 
document 
 
data.keywords.relevance double Keyword relevance  
data.categories JSON Categories and their 
relevance 
 
data.categories.name String Category name  
data.categories.relevance double Category relevance  
data.categories.type Int The type of category 
(1 for ACM, 2 for 
Serious Games) 
 
 
  
 
 
Realising an Applied Gaming Eco-system 
 
 
 
 
 
Research and Innovation Action 
 
 
Grant agreement no.: 644187 
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The provisional RAGE Serious Games categories and corresponding keywords used for 
automated text classification 
 
Category Keywords 
Game Design requirements analysis, specification, formal specification, game design, game 
narrative, game mechanics, collaboration, problem solving, interaction design, user-
centred design, game design methods, usability, sustainability, complexity, 
playability, instructional design, game flow, group dynamics, meaningful play, 
meaningful learning, immersive worlds, cognitive exercises, card game, cognitive 
apprenticeship, science game, science education, playful play, group processes, 
digital game, non-digital game, physical game simulation, player participation, 
interactive storytelling, in-game awareness, combined scenario model, goal-driven 
game, knower structure, quest creation process, contextualization, questing 
structure, non-cognitive skills, game-based virtual world, creative problem solving, 
human-focused game design, intelligent pedagogical agents 
Game 
Development 
and 
Technologies 
software development, technology, graphics, mechanics, visual rendering, API, web 
service, server-side processing, language tool, natural language processing, 
machine learning, knowledge representation, knowledge-based systems, thin client, 
fat client, Unity engine, Java Script, touch interfaces, mobile interactive applications, 
roleplay, social work, adaptation, automatization, bitmap, texture, audio cueing, 
sociospatial perspective,  educational programming environments, dynamic games, 
procedural content generation, authoring tool, game model, 3D remote rendering, 
distributed 3D virtual environment, P2P network, P2P remote rendering, image-
based remote rendering, pervasive gaming, multiplayer, rapid prototyping, testing, 
quiz app, quiz platform, educational quiz, Kinect, depth sensor, motion sensor, game 
components, game templates, robotic components, speech recognition, speech 
synthesis, location and user geo-localisation, visual editor 
Game Analytics analytics tool, skill assessment method, evaluation engine, authoring tool, statistics, 
knowledge extraction, machine learning, interaction trace, learning analytics, 
evaluation, quality, cost, frame analysis, digital traces analysis, transfer of learning, 
usability, usefulness, acceptability, achievements, thematic analysis, feedback 
analysis 
Simulations alternate reality games, ARGs, serious ARGs, scenario didactics, epistemic games, 
simulation, visual realism, authenticity, educational simulations, role-play, learning by 
doing, conventional simulation games, skill development, urban simulation, 
experiential learning 
Learning Games teaching and learning tools, collaborative learning, mobile game learning, active 
learning, business training, narrative game-based learning, 3D simulated practice 
environment, training, childhood practice, Edu-LARP, students as learning 
designers, professional development, special education, mastery learning, informal 
learning, hands on learning, RM2P model of play, cognitive remediation, vocational 
technical education, learning objectives, learning style, learning process, learner and 
teacher development, game-based learning ecosystem, educational outcome 
Gamification gamification, technology enhanced learning, engagement, motivation, reward 
systems, class engagement, rankings, leaderboard, team behaviour, competition, 
affection, sociability, incentive, continuation desire, conation 
Game Testing 
and Evaluation 
usability, sustainability, complexity, playability, involvement, testing, specification-
based testing, walkthroughs, statistical analysis 
Users' Features affection, sentiments, personality, knowledge, sociability, incentive, continuation 
desire, conation, spatial thinking, spatial abilities, cognitive style, learning style, 
motivation, intrinsic motivation, extrinsic motivation, involvement, student perception, 
cognitive apprenticeship, user's consciousness, skills, soft skills 
 
  
 
 
Realising an Applied Gaming Eco-system 
 
 
 
 
 
Research and Innovation Action 
 
 
Grant agreement no.: 644187 
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The underlying Natural Language Processing techniques behind the integrated semantic models 
are described in detail in the following section. The actual descriptions stem from Dascalu (2014). 
A Lexicalized Ontologies and Semantic Distances 
As knowledge can be formally represented as a conceptualization consisting of objects, concepts 
or other entities presumably related to an area of interest and of relationships linking them 
together (Genesereth & Nilsson, 1987), an ontology can be seen as an “explicit specification of a 
conceptualization” (Gruber, 1993). Therefore, an ontology consists of a set of concepts specific 
to a domain and of the relations between pairs of concepts. 
One of the most commonly used resources for sense relations in terms of lexicalized ontologies 
is the WordNet lexical database (Miller, 1995, 2010) that consists of three separate databases, 
one for nouns, a different one for verbs, and a third one for adjectives and adverbs. WordNet 
groups words into sets of cognitively related words (synsets), thus describing a network of 
meaningfully inter-linked words and concepts. Therefore, synonymy is the main relation between 
words that are now grouped into unordered sets that also include a brief description or gloss, 
useful for word sense disambiguation (WSD) (Navigli, 2009). 
In addition, WordNet is built using the principle of “cognitive plausibility” as the organization of 
words mimics cognitively related concepts (Emond, 2006; Miller, 1998). This principle of 
plausibility is based on three hypotheses: separability – “lexical knowledge is independent from 
other language related knowledge”; patterning – “relations and patterns between lexical entities 
are central to natural language processing” and comprehensiveness – “any computation model 
of human language processing should have a store of lexical knowledge as extensive as people 
do” (Emond, 2006; Miller, 1998). 
Synsets are interconnected using semantic relations that vary based on the underlying part-of-
speech (see Figure 1 and Table 1). In addition, the internal organization of nouns and verbs uses 
a hierarchy built on ”IS A” relationships and the links between synsets can be regarded as 
specialization relations between conceptual categories, aligning the perspectives of WordNet: 
lexical database versus lexicalized ontology. As an overview of the English version of WordNet, 
each database consists of a set of lemmas annotated with a set of corresponding senses, 
covering in the 3.0 version approximately 117k nouns, 11k verbs, 22k adjectives and 5k adverbs; 
the average noun has 1.23 senses, while verbs have 2.16 senses on average. 
Table 1. Word part-of-speech and relations between synsets in WordNet (Fellbaum, 2005). 
Word part-of-speech Available relations between synsets 
Noun Hypernymy – “is a” generalization 
Hyponymy – “is a” specialization 
Coordination/sibling – concepts share a hypernym 
Holonymy – “is a part of” generalization 
Meronymy – “is a part of” specialization 
Verb Entailment relationships 
Troponymy – one activity expresses a particular manner of the other 
Backward entailment, presupposition and cause 
Adjective Descriptive adjective 
Direct antonymy and indirect antonymy 
Relational adjective 
Related noun 
Adverb Base adjective 
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Figure 1. WordNet noun tree reflecting semantic/hierarchical relations (Fellbaum, 2005, p. 666). 
WordNet is particularly useful for determining the relatedness between concepts through 
semantic distances (Budanitsky & Hirst, 2001, 2006) (see Table 2). Although multiple semantic 
distances exist and more can be added to the list presented in Table 2, there is no clear measure 
that best fits all analysis scenarios as “lexical semantic relatedness is sometimes constructed in 
context and cannot always be determined purely from an a priori lexical resource such as 
WordNet” (Budanitsky & Hirst, 2006; Murphy, 2003). 
Nevertheless, we must also present the limitations of WordNet and of semantic distances, with 
impact on the development of semantic services: 1/ the focus only on common words, without 
covering any special domain vocabularies; 2/ reduced extensibility as the serialized model makes 
difficult the addition of new domain-specific concepts or relationships; 3/ most relations are 
between words with the same corresponding part-of-speech, significantly reducing the horizon for 
comparing the semantic relatedness between concepts; 4/ semantic problems or limitations, 
specific to a given context, that require additional cleaning – the OntoClean approach (Oltramari, 
Gangemi, Guarino, & Masolo, 2002) and 5/ the encoded word senses are too fine-grained even 
for humans to distinguish different valences of particular concept senses, reducing the 
performance of word sense disambiguation systems (WSD) (Galley & McKeown, 2003). For the 
later granularity issue, multiple clustering methods that automatically group together similar 
senses of the same word have been proposed (Navigli, 2006; Snow, Prakash, Jurafsky, & Ng, 
2007). In addition, when considering WOLF (the French version of WordNet) (Sagot, 2008) in 
which glosses are only partially translated, integrating in the end a mixture of both French and 
English definitions, only a limited number of semantic distances are applicable (e.g., path length, 
Leacock-Chodorow’s normalized path length or Wu-Palmer as the most representative, all 
described in Table 2). 
Table 2. Semantic distances applied on WordNet available in the ReaderBench framework. 
Name and 
reference 
Formula Description 
Path length ! "#, "%  The length of the shortest path 
between two concepts/synsets. 
Leacock-
Chodorow 
(Leacock & 
Chodorow, 1998) 
&'()* "#, "% = −!-. ! "#, "%20  The path length is normalized by the overall depth D of the ontology. 
Wu-Palmer 
(Wu & Palmer, 
1994) 
&'(12 "#, "%= 2×4 !&- "#, "%! "#, !&- "#, "% + ! "%, !&- "#, "% + 2×4 !&- "#, "%  
Conceptual similarity is a scaled 
metric perceived in comparison to a 
global depth. (lso(c1,c2) – most 
specific common sub-summer). 
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B Semantic Similarity through Latent Semantic Analysis 
Latent Semantic Analysis (Deerwester et al., 1989; Dumais, 2004; Landauer & Dumais, 1997) is 
a Natural Language Processing technique starting from a vector-space representation of 
semantics highlighting the co-occurrence relations between terms and containing documents, 
after that projecting the terms in sets of concepts (semantic spaces) related to the initial texts. 
LSA builds the vector-space model, later on used also for evaluating similarity between terms and 
documents, now indirectly linked through concepts (Landauer, Foltz, & Laham, 1998; Manning & 
Schütze, 1999). Moreover, LSA can be considered a mathematical method for representing 
words’ and passages’ meaning by analyzing in an unsupervised manner a representative corpus 
of natural language texts. More formally, LSA uses a sparse term-document matrix that describes 
the occurrence of terms in corresponding documents. LSA performs a “bag-of-words” approach 
as it disregards word order by counting only term occurrences, later to be normalized. The indirect 
link induced between groups of terms and documents is obtained through a singular-value 
decomposition (SVD) (Golub & Kahan, 1965; Landauer, Laham, & Foltz, 1998) of the matrix, 
followed by a reduction of its dimensionality by applying a projection over k predefined 
dimensions, similar to the least-squares method (see Figure 2). 
 
Figure 2. Latent Semantic Analysis Decomposition (after Berry, Dumais, & O’Brien, 1995, p. 5). 
From a computational perspective, LSA is used for evaluating the proximity between concepts or 
textual elements by cosine similarity or, equivalent, scalar product. In addition to the initial model, 
multiple optimizations can be envisioned in order to increase the reliability of the semantic vector-
space. Firstly, two crucial aspects, although empirical, need to be addressed: the initial document 
dimension and the number of dimension k after projection. In terms of documents size, 
semantically and topically coherent passages of approximately 50 to 100 words are the optimal 
units to be taken into consideration while building the initial matrix (Landauer & Dumais, 2008). 
While considering the number of dimensions k, 300 can be considered an optimal empiric value 
agreed by multiple sources (Berry, Drmac, & Jessup, 1999; Landauer, McNamara, Dennis, & 
Kintsch, 2007; Lemaire, 2009). 
Secondly, term weighting (Dumais, 1991) can be applied on the elements of the initial term-
document matrix. Log-entropy normalization (Manning & Schütze, 1999) provides a practical 
approach due to its duality: 1/ local importance, reflected in the normalization of the number of 
appearances of a word in a given document and 2/ global significance by weighting the 
appearances of a given word in all corpus documents, therefore enhancing the importance of rare 
words and reducing the significance of common ones.  
Thirdly, lemmatization can be applied on all remaining words after stop word elimination and all 
inflected forms are thus reduced to their lemma (Bestgen, 2012; Dascalu, Trausan-Matu, & 
Dessus, 2010), that means enforcing the NLP pipe on the training corpus. 
Similar to semantic distances, we must also consider the limitations of LSA, correlated to the 
experiments performed by Gamallo and Bordag (2011): 1/ the requirement of a large corpus of 
documents for training, both domain specific and general; 2/ the computational constraints due to 
the SVD decomposition phase; 3/ the model is blind to word order and to polysemy, as all word 
senses are merged into a single concept; 4/ the empirical selection of k and the segmentation of 
the initial documents into cohesive units of a given size, although co-occurrence patterns emerge 
in large training corpora; and 5/ once trained, the model remains unchanged. 
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C Topic Relatedness through Latent Dirichlet Allocation 
The goal of Latent Dirichlet Allocation (LDA) topic models is to provide an inference mechanism 
of underlying topic structures through a generative probabilistic process (Blei, Ng, & Jordan, 
2003). Starting from the presumption that documents integrate multiple topics, each document 
can now be considered a random mixture of corpus-wide topics. Similar to LSA, LDA also uses 
the implicit assumption of the bag of words approach that the order of words doesn’t matter when 
extracting key concepts and similarities of concepts through co-occurrences within a large corpus. 
Every topic contains a probability for every word, but after the inference phase a remarkable 
demarcation can be observed between salient or dominant concepts of a topic and all other 
vocabulary words. In other words, the goal of LDA is to reflect the thematic structure of a 
document or of a collection through hidden variables and to infer this hidden structure by using a 
posterior inference model (Blei, Ng, & Jordan, 2003) (see Figure 3). Later on, as documents can 
be considered a mixture of topics, LDA focuses on situating new documents in the estimated pre-
trained model. A topic is a Dirichlet distribution (Kotz, Balakrishnan, & Johnson, 2000) over the 
vocabulary simplex (the space of all possible distributions of words from the training corpora) in 
which thematically related terms have similar probabilities of occurrences. Moreover, as the 
Dirichlet parameter can be used to control sparsity, penalizing a document for using multiple 
topics, LDA topics reflect in the end sets of concepts that co-occur frequently (Blei & Lafferty, 
2009). 
 
Figure 3. Latent Dirichlet Allocation – graphical model representation 
(after Blei, Ng, & Jordan, 2003, p. 997). 67,8 – nth observed word in d document; 97,8 – per word topic assignment; :7 – per document topic 
proportions; ;< – per corpus topics distributions; M – corpus of documents; = – Dirichlet parameter 
Therefore, documents become topics distributions drawn from Dirichlet distributions and 
similarities between textual fragments can be expressed by comparing the posterior topic 
distributions. Due to the fact that KL divergence (Kullback & Leibler, 1951) is not a proper distance 
measure, as it is not symmetric, Jensen-Shannon dissimilarity (Cha, 2007; Manning & Schütze, 
1999) can be used as a smoothed, symmetrized alternative. In the end, semantic similarity 
between textual fragments can be computed in terms of relatedness between distributions of 
topics – >?-@(B?C.(DEFG), more specifically the inverse of the Jensen-Shannon distance: 
Despite the fact that LDA uses only few latent variables, exact inference is generally intractable 
(Heinrich, 2008). Therefore, the solution consists of using approximate inference algorithms, from 
which Gibbs sampling (Griffiths, 2002) seems most appropriate and is most frequently used. 
Gibbs sampling can be considered a special case of Markov-chain Monte Carlo (MCMC) 
simulation (MacKay, 2003) and integrates relatively simple algorithms for approximating inference 
in high-dimensional models (Heinrich, 2008) – k, the number of topics, is usually 100, as 
suggested by Blei, Ng, and Jordan (2003). 
Although LDA proved to be reliable in extracting topics and has the lowest perplexity levels (a 
measure algebraically equivalent to the inverse of the geometric mean per-word likelihood) when 
compared to other probabilistic semantic models (Blei, Ng, & Jordan, 2003), we must also 
consider its drawbacks: 1/ although topics reflect terms that more tightly co-occur, there are no 
actual class significances automatically deduced and topics are not equi-probable (Arora & 
Ravindran, 2008); 2/ by using an approximate inference model, there are inevitably estimation 
errors, more notable when addressing smaller documents or texts with a wider spread of 
concepts, as the mixture of topics becomes more uncertain; 3/ similarly to LSA, LDA is blind to 
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word order, but polysemy is reflected in the membership of the same word, with high probabilities, 
in multiple topics; and 4/ LDA, in comparison to LSA, loses the cognitive significance and the 
posterior distributions are nevertheless harder to interpret than the semantic vector space 
representations of concepts. 
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ABSTRACT 
In this paper we introduce the online version of our 
ReaderBench framework, which includes multi-lingual 
comprehension-centered web services designed to 
address a wide range of individual and collaborative 
learning scenarios, as follows. First, students can be 
engaged in reading a course material, then eliciting their 
understanding of it; the reading strategies component 
provides an in-depth perspective of comprehension 
processes. Second, students can write an essay or a 
summary; the automated essay grading component 
provides them access to more than 200 textual complexity 
indices covering lexical, syntax, semantics and discourse 
structure measurements. Third, students can start 
discussing in a chat or a forum; the Computer Supported 
Collaborative Learning (CSCL) component provides in-
depth conversation analysis in terms of evaluating each 
member’s involvement in the CSCL environments. 
Eventually, the sentiment analysis, as well as the 
semantic models and topic mining components enable a 
clearer perspective in terms of learner’s points of view 
and of underlying interests. 
Author Keywords 
Sentiment analysis; Semantic models; Topic mining; 
Automated essay grading; Reading strategies; Computer 
Supported Collaborative Learning; ReaderBench 
framework. 
ACM Classification Keywords 
I.2.7 [Natural Language Processing]: Discourse, 
Language parsing and understanding, Text analysis. 
General Terms 
Algorithms, Design, Languages. 
INTRODUCTION 
Knowledge understanding from texts, either read or 
written, are crucial in education-centered contexts. 
Technology has gained a broader usage and more tools 
designed to support tutors and learners alike in the 
learning process are being made available nowadays. 
Thus, a huge amount of content is being generated by 
teachers who share their learning materials, or by students 
who provide feedback, do tests, homework or are 
involved in online conversation. 
Natural Language Processing (NLP) techniques [1] have 
gained considerable ground lately as they provide 
accurate and efficient analyses of both written and oral 
language. Advanced NLP services are being developed, 
including the analysis of unstructured learning materials 
of students’ textual traces, automated essay grading, 
sentiment analysis, concept map elaboration or 
identification of reading strategies. Our framework, 
ReaderBench [2, 3, 4, 5], comprises of advanced NLP 
techniques used to expose a wide variety of language 
services. We can consider our framework as being unique 
as it provides a unitary core engine centered on cohesion 
and on dialogism [6, 7], the latter being reflected in the 
implemented polyphonic model [8]. Multiple connected 
services addressing different facets of comprehension 
assessment and prediction are thus deployed. Tutors are 
capable to perform an apriori assessment of learning 
materials, but also to evaluate a posteriori learner’s 
written traces consisting of essays, self-explanations or 
utterances in CSCL conversations. All these services are 
described in detail in subsequent sections. 
A client-site web application for our framework was 
being developed within the H2020 RAGE (Realising and 
Applied Gaming Eco-System) project, covering most 
back-end ReaderBench functionalities, and is currently 
available online at http://readerbench.com. Figure 1 
depicts the main interface of the website. 
This paper presents an overview of the online version of 
our framework regarding the services currently made 
available. Enhanced functionalities are still under 
development, while some web services were specifically 
implemented to meet RAGE partner requirements. A full 
web version that enables a holistic analysis of texts in 
general and of CSCL conversation, similar to the desktop 
application, will be made available in the foreseeable 
future. 
In terms of structure, the second section introduces the 
overall ReaderBench architecture, while the third section 
presents in detail all language services that are currently 
published online. The fourth section presents specific use 
cases, as well as conclusions and future work. 
ARCHITECTURE 
The ReaderBench framework integrates a wide variety of 
advanced NLP techniques centered on comprehension 
assessment and prediction and is built around Cohesion 
Network Analysis [9]. ReaderBench has introduced a 
multi-lingual and automated model applicable to various 
types of texts, such as essays, self-explanations or 
conversations in Computer Supported Collaborative 
Learning (CSCL) environments and represents a 
framework that aims to reach targeted education 
purposes. Therefore, a variety of linguistic features 
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important for understanding texts and predicting learners’ 
comprehension are made available. These include 
sentiment analysis, textual cohesion and textual 
complexity. In terms of inputs, besides plain text, some 
services use PDF files from which the extracted raw text 
is sent for processing. Other types of inputs, such as Word 
documents or RTF files will be considered in the nearest 
future. 
As an overview, the ReaderBench framework makes use 
of the Standard Core NLP [10] for implementing natural 
language processing pipelines consisting of the following 
processes [1]: tokenization, sentence splitting, part of 
speech tagging, lemmatization, named entities 
recognition, dependency parsing, and co-reference 
resolution. Whereas for English the full pipeline is 
supported, for other languages (e.g., French, Spanish, 
Italian, Romanian and Dutch) only the core steps are 
being performed. In addition, ReaderBench includes 
multiple libraries such as Apache Mahout 
(http://mahout.apache.org/), Gephi (http://gephi. org/), 
and Mallet (http://mallet.cs.umass.edu/). 
 
Figure 1. ReaderBench main web interface.
Cohesion is evaluated from multiple perspectives within 
the framework [11] in terms of semantic distances in 
lexicalized ontologies (e.g., WordNet, WOLF for French) 
[12], Latent Semantic Analysis (LSA) [13], and Latent 
Dirichlet Allocation (LDA) [14] semantic models. The 
models were trained on specific text corpora. Some of the 
corpora used for English language include Touchstone 
Applied Science Associates, Inc. corpus (TASA) 
(http://lsa.colorado.edu/spaces.html), the LAK dataset 
[15], or the Contemporary American English collection 
(COCA) [16]. Some of the texts used for French language 
include the Texts Enfants collection [17] and “Le Monde” 
corpus (http://lsa.colorado.edu/spaces.html). Figure 2 
depicts the five most important components being 
included within the framework. The underlying services 
will be further described in the next sections. 
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Figure 2. ReaderBench architecture.
LANGUAGE SERVICES 
Five major components are currently presented within the 
web interface of the ReaderBench framework. Each 
component presented below is currently available as 
REST web services, and can be integrated in custom 
applications. JSON format is used for both sending data 
and accepting responses for the majority of our web 
services. 
Automated Identification of Reading Strategies 
Identification of reading strategies is a recognized 
predictor in determining the reading comprehension of 
students [18]. This component is also available on the 
ReaderBench website and it can be used to automatically 
identify metacognition, causality, bridging, paraphrasing 
and elaboration strategies used by a learner within their 
self-explanation [19]. 
 
Figure 3. Sample input data for ReaderBench self-explanation service and automatically identified reading strategies.
Further analyses consider the usage of textual complexity 
indices in order to improve the accuracy in terms of 
comprehension prediction [20]. Figure 3 depicts a 
different sample input for French language. Based on a 
given target text, learners self-explain what they 
understood and specific employed reading strategies are 
automatically identified. 
Textual Complexity Assessment 
Automated essay grading represents a technique used to 
reduce tutor’s workload by offering specific analyses and 
statistics regarding students’ writing style. The model for 
textual complexity assessment, centered on cohesion and 
integrated in the ReaderBench framework, represents the 
foundation for a multi-dimensional analysis on writing 
styles. The generated indices support tutors in identifying 
improvements that can be done on each student’s essay 
and enable an objective evaluation of students by offering 
them automatically generated feedback, which has a 
positive impact on writing style quality [21]. 
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Some of the complexity indices reflected through our web 
service include statistic surface indicator (e.g., average 
paragraph, sentence or word lengths, number of commas, 
word and character entropy), syntax factors (statistics on 
different parts of speech, average number of first, second 
or third person pronouns per paragraph, depth of parsing 
tree), semantic cohesion (intra- and inter- paragraph and 
sentence cohesion scores computed using Wu-Palmer 
semantic distance over WordNet [22], LSA and LDA). 
 
Figure 4. Textual complexity results computed for the 
sample input data. 
Choosing an appropriate text for students, neither too 
simple nor too difficult to understand, represents an 
important task in the learning process. The indices 
provided by our tool are an important component when it 
comes to adapt learning materials for specific students. 
Valuable feedback can be retrieved by analyzing and 
combining the previous textual complexity indices all-
together, thus supporting comprehension both a priori 
during text selection, as well as a posteriori during 
automated feedback generation. Figure 4 shows the 
textual complexity index scores obtained for the previous 
input data. 
Automated Assessment of Participation and 
Collaboration in CSCL Conversations 
Computer-Supported Collaborative Learning (CSCL) 
gains a broader usage due to technology adoption, while 
dialogism represents the most adequate framework for 
representing CSCL conversations [23, 24]. Concurrently, 
the need for automated conversation analysis tools to 
support tutors in the cumbersome process of analyzing 
students’ interactions and activity has increased. 
Collaboration, which can be viewed as the inter-
animation of ideas or opinions pertaining to different 
participants, represents a central element of dialogue [8]. 
Several analyses performed based on our CSCL 
collaboration evaluation models [9] are available on the 
website. These include participant interaction scores with 
an interaction graph built on top of Cohesion Network 
Analysis and visually displayed using the D3.js library. 
Specific indices are being computed for each participant, 
such as: number of contributions, cumulated contribution 
scores, degree of inter-animation, cumulative social 
knowledge building scores, in- and out- degree, 
closeness, betweenness, and eccentricity centrality 
measures from the interaction graph, relevance for top 10 
conversation topics [9]. 
Each participation and collaboration index is used for 
obtaining an in-depth perspective of each member’s 
involvement, followed by specific visual graphs. The first 
graph from Figure 5 depicts each participant’s evolution 
as cumulative contribution scores across the timeframe of 
the conversation. The following two graphs depict the 
collaboration between participants in terms of the social 
knowledge building and the voice inter-animation model. 
Spikes with these 2 graphs denote intense collaborations 
spanning throughout the conversation. 
In terms of underlying computational processes, the 
importance of each contribution is first computed by 
relying on the relevance of the covered topics from the 
entire conversation and present within the utterance. 
Second, collaboration was computed as the impact on 
other members’ contributions in terms of cohesion (a 
longitudinal analysis of the conversation) and dialogism 
(a transversal analysis based on co-occurrence voice 
patterns). Therefore, within these models, collaboration 
was assessed using a bottom-up approach which 
emphasize that cohesion is a signature of collaboration. 
Sentiment Analysis 
Sentiment analysis and opinion mining are often referred 
in linguistic and psychological research in recent years. 
The sentiments extracted from author’s text (for example, 
participants’ contributions in a conversation or the 
absence of their interaction) provide information 
regarding author’s feelings. Interaction established 
between members in a conversation influences further 
contributions and interactions. 
The analysis of the participants’ sentiments can take into 
consideration specific optimizations, such as ignoring 
contributions that do not cover specific topics or 
excluding contributions with no further references or 
irrelevant regarding main topics. 
Specific goals can be defined given a text in terms of 
sentiment analysis. For example, specific sentiments from 
an input text can be extracted and split into the 6 major 
categories expressed by Picard [25]: excited, sad, scared, 
angry, tender and happy. A demo showing this approach 
is available on the ReaderBench website. In the backend, 
the framework computes these major sentiments 
combining scores for valences gathered from specific 
lists. English, French and Dutch languages are currently 
supported.
Adrian Iftene, Jean Vanderdonckt (Eds.) 
99 
 
Figure 5. CSCL graphs generated for a sample conversation file.
Figure 6 shows an example of sentiment analysis results 
produced by the framework for the previous sample 
input. Negative results express absolute values for 
negative emotions, therefore emphasizing the positive 
nature of the entire text. 
 
Figure 6. Sentiment analysis results computed for the 
sample input data. 
The common resource for all considered languages 
represents the Linguistic Inquiry and Word Count 
(LIWC) dictionary [26] which contains words related to 
psychological phenomena, personal concerns, thoughts, 
feelings, personality, and motivations. At present, all 
dictionaries are used to explore their linguistic coverage 
and only those that are present in at least 20% of entry 
samples are considered for follow-up statistical analyses. 
The following word dictionary lists were integrated for 
English language in an approach similar to the one 
proposed by Crossley et al. [27]: 
x Affective Norms for English Words (ANEW) [28], 
which provides values on three dimensions (valence, 
arousal and dominance) for more than 1,000 English 
verbs, nouns, and adjectives; 
x Geneva Affect Label Coder (GALC) [29], which 
contains affective valences such as admiration, 
amusement, anger, anxiety and many others; 
x EmoLex [30], comprising sentiments like anger, 
anticipation, disgust, fear and others; 
x SenticNet [31], including five affective norms: 
pleasantness, attention, sensitivity, aptitude and 
polarity; 
x Harvard IV-4 from the General Inquirer (GI) [32], 
which contains valences such as power, weak, active, 
passive, legal and more others; 
x Lasswell dictionary [33], which includes sentiments 
like power gain, power loss, affective gain, affective 
loss and some others. 
In addition, the Affective Norms for French words (FAN) 
[34] and the Dutch Affective Word Norms [35], the 
equivalent French and Dutch versions of ANEW, are also 
integrated in ReaderBench. 
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Semantic Models and Topic Mining 
For this core component, the ReaderBench framework 
uses semantic similarity metrics based on ontologies (e.g., 
Wu-Palmer distance applied on WordNet), as well as 
cosine similarity between LSA word vectors and the 
inverse of the Jensen-Shannon dissimilarly between LDA 
topic distributions [11]. 
Cohesion Network Analysis introduced a generalized 
model based on the cohesion graph to represent discourse 
structure and underlying cohesive links. Based on CNA, a 
topic mining module was implemented, which extracts 
the most relevant concepts from a text. Integrated within 
the web interface, this module draws a concept map of 
these keywords: the nodes represent the central topics and 
the links between them depict the semantic similarity 
between two concepts; the size of each node is 
proportional to its relevance. Figure 7 presents the 
obtained concept map for a given input text, which is 
used for all subsequent print-screens for English 
language. 
 
Figure 7. Sample input data for the ReaderBench web 
interface and the corresponding generated concept map. 
EDUCATIONAL SCENARIOS 
Up until recently, the desktop version of our 
ReaderBench framework was hardly usable in hands-on 
educational contexts due to the requirements of extensive 
processing power and high amounts of memory usage. 
Due to these limitations, it was mostly used in follow-up 
offline analyses. The online version opens up new usages 
of ReaderBench in education, as our framework can now 
be effectively used in a wide range of educational 
situations and needs. First, students can be engaged in 
reading a course material, then eliciting their 
understanding of it. ReaderBench can identify their 
reading strategies, providing an in-depth perspective of 
comprehension processes used to obtain a coherent 
mental representation of discourse. 
Second, students can write an essay or a summary 
integrating the content of diverse topics from the course 
material. The automated essay grading component 
provides them access to more than 200 textual complexity 
indices integrated within a multi-layered model that 
covers lexical, syntax, semantics and discourse structure 
measurements. 
Third, students can start discussing the course topics in a 
CSCL environment (chat, forum or blog). The Computer 
Supported Collaborative Learning (CSCL) component is 
centered on conversation analysis in terms of automated 
indices of participation and of collaboration, essential for 
evaluating each member’s active involvement in the 
discussion. Eventually, the sentiment analysis component 
detects positive and negative emotions expressed in texts 
that, corroborated with the semantic models and topic 
mining component, enable a clearer perspective in terms 
of points of view and of underlying interests. 
Besides this overall scenario, specific educational 
experiments were undergone in order to validate our 
models. Some of them are available online on our 
ReaderBench website, while others were built only for 
specific analyses and were not published online as web 
services. For example, of particular interest, is a serious 
game, currently under development, that enables users to 
enter textual competitions (e.g., creativity mini-games to 
identify inferred concepts, essay writing contests, self-
explanations covering specific reading strategies) with 
other learners and to win based on higher predicted 
comprehension scores. Advanced techniques may be used 
to group students into clusters and the teaching material 
could be differentiated for each group. Another particular 
example of an extension currently under development is a 
tool focused on a contextual CV analysis. Given a PDF 
file representing a personal CV, the tool extracts specific 
indices and applies specific statistic model in order to 
predict whether the CV is adequate or not. 
As future functionality enhancements, besides the 
Principal Component Analysis used to identify 
representative dimensions for each corpus in terms of 
sentiment analysis, specific improvements are also 
considered: integration of rules for valence shifting and 
the consideration of only positive and negative reviews, 
disregarding neutral or irrelevant content. 
As a concluding remark, we must emphasize the 
extensibility of our ReaderBench framework and its 
broad potential usage in terms of integration within 
education scenarios performed in various languages. This 
paper is specifically meant to provide a global overview 
of the developed web interface, whereas specific details 
and validations are presented in detail in referred papers. 
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ABSTRACT 
Taxonomies have gained a broad usage in a variety of fields due 
to their extensibility, as well as their use for classification and 
knowledge organization. Of particular interest is the digital 
document management domain in which their hierarchical 
structure can be effectively employed in order to organize 
documents into content-specific categories. Common or standard 
taxonomies (e.g., the ACM Computing Classification System) 
contain concepts that are too general for conceptualizing specific 
knowledge domains. In this paper we introduce a novel automated 
approach that combines sub-trees from general taxonomies with 
specialized seed taxonomies by using specific Natural Language 
Processing techniques. We provide an extensible and 
generalizable model for combining taxonomies in the practical 
context of two very large European research projects. Because the 
manual combination of taxonomies by domain experts is a highly 
time consuming task, our model measures the semantic 
relatedness between concept labels in CBOW or skip-gram 
Word2vec vector spaces. A preliminary quantitative evaluation of 
the resulting taxonomies is performed after applying a greedy 
algorithm with incremental thresholds used for matching and 
combining topic labels. 
Keywords 
Word2Vec, taxonomy integration, ontology alignment, automated 
semantic integration 
1. INTRODUCTION AND MOTIVATION 
According to Berners-Lee et al. [1], ontologies are the foundation 
of the semantic web by conceptualizing different domains and by 
formally defining the relations among terms. In addition, “the 
most typical kind of ontology for the Web has a taxonomy and a 
set of inference rules.” - Berners-Lee et al. [1]. Lexical 
taxonomies discriminate concepts (categories or classes), which 
can have multiple sub-classes (through the hypernym/hyponym 
relationships), further defining and refining these concepts. This 
generates a directed acyclic graph (DAG) as underlying 
representation of our taxonomy. The nodes of the DAG may be 
abstract and are machine-readable representations of the concept. 
The readability of concepts is increased by their linkage to labels 
that can be expressed in natural language. After building a 
coherent, taxonomical representation for a knowledge domain, the 
aim shifts towards retrieving relevant documents from an 
information system. Two major approaches emerge: querying and 
browsing [4]. Both benefit from the usage of taxonomies. 
Querying can be enhanced by Named Entity Recognition (NER), 
the process of finding text tokens that can be identified as named 
representations or labels of certain concepts within the taxonomy 
[7], p 761 ff. Providing content-based categories where each 
category is based on a concept from the taxonomy enables 
browsing. This provides a hierarchy of categories and sub-
categories to browse for content.  
Now the research question arises: How can we effectively build 
new taxonomies to facilitate automated document classification 
and retrieval by combining existing taxonomies with specific seed 
concepts? To start with, a rather prominent taxonomy, commonly 
used for organizing scientific papers in the knowledge domain of 
computer science, is the 2012 ACM Computing Classification 
System (CCS) [6]. Taxonomies organizing large text corpora like 
the entire set of ACM publications are faced with the problem of 
creating meaningful relations between the underlying concept 
hierarchies and of supporting automated text categorization (TC) 
[12]. In the remainder of this paper, the terms concept and 
category are used synonymously. 
Our aim consists of reusing knowledge from widely adopted 
standard taxonomies, combining them and facilitating automated 
document categorization while managing novel or specific 
knowledge domains or document collections. Our research is 
conducted in the context of two very large European H2020 
research projects – RAGE [15] and EDISON [8] –, but our 
method and the obtained results are directly applicable to any 
knowledge domain. Both projects are using digital libraries 
providing access to knowledge resources, generated by and 
relevant for these projects. Taxonomies are used to organize and 
automatically categorize the documents specific to the scope of 
each project. We were faced with a major drawback of existing 
and established taxonomies that were either too broad or too 
extensive, while providing little insights in terms of effectively 
classifying documents. Large and general taxonomies would have 
been inappropriate to use within the projects’ digital libraries 
because the majority of collections would have been either over-
populated or empty, thus defeating the purpose of equitable 
content-based categories as presented in Figure 1. 
This paper outlines our approach to reuse parts of well-accepted 
standard taxonomies in order to create domain specific 
taxonomies. As a specific example, we have opted to focus on the 
RAGE taxonomy because a small and specific seed taxonomy has 
already been specifically created for the RAGE project. 
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Figure 1. Illustration of an unsuitable taxonomy 
In terms of structure, section two presents an evaluation of 
existing approaches, followed by the presentation of our model 
and of our generalizable combination algorithm. In contrast to 
other existing approaches, our method relies on measuring the 
semantic relatedness between vector representations of taxonomy 
labels in continuous bag of words (CBOW) or skip-gram 
Word2vec models [10]. Afterwards, preliminary results are 
presented, followed by discussion and conclusions. 
2. STATE OF THE ART 
2.1 Approaches to combine taxonomies 
When generating taxonomies from scratch, there are two 
fundamental strategies: a) manual taxonomy construction and 
b) automated machine learning and the use of specific natural 
language processing tools. The manual approach is a cumbersome 
labor-driven process performed by domain experts or taxonomy 
engineers. On the upside, the generated taxonomy is subjectively 
representative for the people who generated it. The United States 
National Information Standards Organization (NISO) suggests 
two fundamental strategies when manually generating taxonomies 
[11]. Top-down: A committee of experts selects the broadest terms 
of a knowledge domain and connects narrower terms with these 
until a desired level of specificity is reached. Bottom-up: A 
committee of experts starts with a set of terms related to the 
knowledge domain and aggregates them from narrow terms to 
more general terms. In a nutshell, although the resulted taxonomy 
represents a coherent shared view of the domain, the manual 
generation of taxonomies is a highly time-consuming undertaking. 
One requires groups of experts to collaborate and agree on a 
common representation of knowledge. 
The alternative approach of automated taxonomy construction 
requires sample texts and a set of keywords for machine learning 
algorithms to learn from. For example, Gollub et al. [5] propose 
the dynamic taxonomy generation based on search terms used 
during querying. Their approach dynamically updates the utilized 
taxonomy based on search terms and the amount of documents 
associated with a given concept. 
The main challenge arises: provide suitable texts and adequate 
keywords. Depending on the knowledge domain and algorithm, 
the lack of available documents and keywords can lead to results 
with a limited beneficial impact [9]. However, none of the 
available automated techniques is applicable for our needs 
because neither the document set in question, nor a set of search 
terms are previously available. The remaining challenge lies in 
combining the small seed taxonomies with sub-trees of the 
commonly accepted big taxonomy, without having a set of 
documents or search terms as reference. 
From a broader perspective, the combination of two taxonomies 
and, in general, ontologies, is an extremely difficult process called 
ontology matching or alignment [13]. This process involves the 
modification of the content and structure of both ontologies. Our 
approach considers a simpler case, in which only one ontology is 
modified and the changes represent only additions of concepts. 
Moreover, we work only with the taxonomic backbone of 
ontologies. However, based on the proposed method and our 
findings presented in detail in the following sections, we consider 
that our approach may be extended for ontology mapping. 
2.2 Word2vec 
Multiple semantic models used to evaluate the relatedness 
between concepts and/or documents have been proposed in time, 
ranging from traditional vector spaces (e.g., Latent Semantic 
Analysis, LSA) [10], probabilistic models (most notable, Latent 
Dirichlet Allocation, LDA) [2], or the newly introduced 
Word2vec model based on neural networks [10]. Although all 
semantic models enable the assessment of similarity between 
concepts, we opted to rely on Word2vec, as its reported accuracy 
on the sentence completion task in the Microsoft challenge was 
highest of all models (58.9% accuracy for determining the 
correct/appropriate word to be introduced within a sentence) [10]. 
This emphasizes the fact that Word2vec is one of the most 
suitable automated models for building coherent representations 
and for creating context-driven word associations, central 
elements within our task of combining taxonomies in a coherent 
overall representation suitable for the domain. 
Word2vec uses neural networks to generate high dimensional 
vector representations for each word or document. Neural 
networks usually require labeled input-output pairs to learn, but 
these associations cannot be provided by a flat text. In order to 
address this limitation, two alternatives have been introduced [10]. 
First, CBOW (continuous bag of words) predicts a word given its 
context. Therefore, the words before and after every instance of a 
word are used as input in a training sample expecting this word as 
output. The second alternative, skip-gram works the other way 
around: it takes single words as input samples, while the 
surrounding words are the expected output. Cosine similarity can 
then be used to assess the degree of similarity between words. 
Interesting linguistic properties in the arithmetic manipulation of 
the resulting vectors have been previously shown [10]. 
Relationships between word vectors are encoded by their offset in 
the generated high dimensional space. This way, for example, 
gender is a certain offset that can be applied to the vector 
representation of “boy” in order to get a vector very close to the 
vector representation of “girl”. We used these geometric 
regularities induced by high cosine similarities to compute the 
relevance of concepts in other taxonomies. 
3. METHOD 
3.1 Corpus 
The 2012 ACM Computing Classification System’s (CCS) [6] 
wide acceptance is largely a result of its critical review and 
subsequent revision process. In the RAGE project, an initial small 
seed-taxonomy has already been developed. This taxonomy is 
highly specific in its field, but not widely accepted outside the 
RAGE project. The subsequently described model explains our 
approach to combine parts of widely accepted taxonomies with 
our own highly specific seed taxonomy. 
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3.2 Model 
Our model is based on the representation of taxonomies ! = {!,!, !} as directed acyclic graphs (DAGs). These DAGs 
consist of nodes - concepts (C) and directed hypernym/hyponym 
relationships ! ⊂ !×! between the concepts. L is the set of labels 
for the given concepts.  
As a starting point, we consider two given taxonomies: a general 
one !" = {!",!", !"}, and a specific or seed taxonomy: !" = {!",!", !"}. The resulting new taxonomy is denoted as !" = {!",!", !"}. Because everything in the seed taxonomy is 
deemed relevant, the resulting new taxonomy is initialized as !" = !", !" = !" and !" = !S. Two possible cases for the 
general concepts ! ∈ !" and e (the connecting edge between both 
DAGs) have been identified: 
• Case 1: ! is an inner node of !"!that is semantically 
relevant, yet still unutilized in !". In this case ! and all its 
descendants !" ⊂ !!!along with their Labels !" ⊂ !" 
and inner edges !" ⊂ !" are integrated into !" resulting 
in !!" = {!" ∪ !",!" ∪ !" ∪ {!}, !" ∪ !"}. 
• Case 2: ! is a leaf of !" that is semantically relevant, yet 
still unutilized in !". In this case, ! along with its labels !" ⊂ !" are integrated into !" resulting in  !" = {!" ∪ {!},!" ∪ {!}, !" ∪ !"}.  
In both cases, the edge e integrates the suitable subgraph with !" 
at its most appropriate place. This approach is illustrated in Figure 
2 in which CG7, an inner node, is linked with the root of !"! 
while CG2, a leaf, is linked with CS4. 
 
Figure 2. Taxonomy combination 
In order to perform the taxonomy integration, the system must 
determine for every given concept ! ∈ !! if each concept and all 
its sub-concepts are relevant for the knowledge domain of !". In 
case the concept is relevant, the system must also determine 
which is the best concept from !" to link it to. This evaluation can 
be alternatively performed manually, but this would have been a 
cumbersome task as the ACM 2012 CCS has 2299 concepts. 
3.3 DFS-based Algorithm 
Our approach is essentially a modified depth first search (DFS) 
through !" [3]. Whenever a concept ! ∈ !" is determined to be 
relevant for !", it and all its descending concepts are linked to the 
most relevant concept !! ∈ !". The relevance values of the 
descendant nodes of ! are not computed because they have 
already been added to !". We used Word2vec to compute 
whether a concept ! ∈ !" is relevant for !" and what are the 
concepts !! ∈ !" to which it is linked. Therefore, vector 
representations for every concept in all taxonomies were 
generated. Stop words (i.e., natural language words with limited 
meaning, such as “the”, “and”, “a”, etc.) and punctuation 
characters of the labels were removed. Afterwards, Word2vec 
vector representations of every word in the labels for one category 
were aggregated in order to compute the concept representation in 
the high dimensional space as the geometric mean of all word 
vectors. A concept ! ∈ !" was deemed relevant for !" if its 
cosine similarity to any !! ∈ !" is between configurable upper 
and lower thresholds. This essentially generates relevance radii 
around !. A concept !! ∈ !" with a cosine similarity value 
outside these margins would not render ! relevant because ! is 
either too similar or too different from these concepts. 
After generating a list of concepts !! ∈ !" within the threshold, 
our algorithm uses a Greedy approach [3] to attach ! to the 
concept !! that has the highest cosine similarity. We additionally 
implemented a limitation of how many descendant concepts ! 
could have to be relevant. This limited the size of the reusable 
parts of !". Without such a restriction in place, the system could 
for example attach the root of !" to !" and finish after one step. 
The resulting taxonomy would be too general for the knowledge 
domain of !" and essentially defeat the purpose of our approach. 
The next section describes the implementation of this method. 
3.4 Word2vec based implementation 
The RAGE seed taxonomy models the knowledge domain of 
applied gaming, it is denoted !" in accordance to the algorithm 
and contains 46 concepts, out of which the top level categories 
reflect: assessment, decision-making and socio-emotional 
behavior, embodiment and physical interaction, emotion 
detection, evaluation, game balancing and personalized learning, 
interaction data and exchange and storage, interactive 
storytelling, natural language and social gamification.  
Before running our algorithm for combining the RAGE seed 
taxonomy with the ACM taxonomy, we generated vector 
representations of vocabularies that were then loaded in our 
software. Word2vec was used with both CBOW and the 
continuous skip-gram approaches to generate 200 dimensional 
word vectors. The following training sets were used: A dump of 
Google news articles, retrieved January 18, 2016 from 
http://mattmahoney.net/dc/text8.zip and the first billion characters 
of Wikipedia dump, retrieved January 23, 2016 from 
http://mattmahoney.net/dc/enwik9.zip. Our approach compares 
the similarities between category labels; therefore, it does not 
require sample documents that were already assigned to specific 
categories. Depending on the training set, our system was able to 
generate vector representations for a different number of 
categories. When using word vectors learned from Google news, 
our system was able to generate vector representations for 2230 
concepts from 2299 concepts of !". After using the first billion 
characters of Wikipedia as training set, the system was able to 
generate vector representations for 2266 from the 2299 concepts. 
The difference is due to the fact that the remaining ACM concepts 
have labels that have no vector representations, as the underlying 
words from the labels were not part of the training set vocabulary. 
Overall, word vectors based on the skip-gram approach yielded 
higher cosine similarity values. The same is true for the Wikipedia 
training set over the Google news training set. There were some 
particular cases. For example, the ACM taxonomy contains 50 
concepts with labels containing the term “analysis” that all had a 
high cosine similarity with the RAGE concept “Assessment 
dashboard and analysis”. 
4. PRELIMINARY RESULTS 
We ran multiple experiments with different configurations. As 
previously described, we used four different vector 
representations for the vocabulary of the English language. With 
each of these, the lower cosine similarity threshold was increased 
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in 0.05 intervals. The upper threshold was set to the maximum 
possible value: 1. As the seed taxonomy had 46 concepts, a 
threshold of 20 maximum descendants seemed a reasonable size 
for the sub-trees to be transferred to the new taxonomy. 
Multiple properties for the new taxonomy !" were measured 
consisting of: the number of concepts, of leafs and of connections 
in the taxonomy. For the latter, the amount of connections 
indicates for how many concepts !! ∈ !" of the ACM taxonomy, 
concepts within the thresholds could be identified within the seed 
taxonomy !! ∈ !". All experiments show, that the amount of 
connections decreases with an increasing lower threshold while 
maintaining a high amount of concepts and leafs until a certain 
point. This is due to the usage of entire sub-taxonomies when a 
common inner concept is deemed relevant. For threshold values 
higher than this point, which differs based on algorithm and 
training set, concepts and leafs begin to decrease. Obviously, the 
more connections are found, the more concepts from the general 
taxonomy have a chance to be relevant within the newly generated 
taxonomy. Depending on the used training set and algorithm, the 
most adequate taxonomies were generated by imposing a 
minimum threshold of .6 to .7. These taxonomies contained 
concepts like acceptance testing, interactive simulation, graphics 
input devices and network games, while remaining small without 
essentially transferring most of the concepts from the ACM 
taxonomy to the RAGE seed taxonomy. However, some distant 
concepts for serious/applied gaming were considered 
(e.g., distributed memory) due to the multiple meanings and 
senses that concepts like “memory” can have (working memory 
linked to learner comprehension versus computer memory). 
5. DISCUSSION AND CONCLUSIONS 
Our approach extends a seed taxonomy by selecting the most 
semantically related concepts of a general taxonomy and adding 
them into the seed taxonomy. Because only the seed taxonomy is 
modified by the addition of new concepts, our task is simpler than 
that of ontology alignment [13]. However, the underlying concept 
of projecting concepts as vectors into high dimensional spaces in 
order to derive their similarities can alternatively be used for a 
variety of applications like the automated alignment of ontologies 
and semantic integration. We must also present some limitations 
induced by the fact that all information about concepts is derived 
from their labels. By relying only on these few words in order to 
map a concept into the high dimensional space, we were faced 
with problems in terms of synonyms and homonyms. Hypernyms 
and hyponyms are automatically addressed by considering the 
hierarchical structure of the taxonomy during its generation. In 
addition, we must highlight another intrinsic limitation as many 
ACM concepts contain the terms analysis, assessment or 
evaluation in their labels. Most of them were matched to the 
RAGE concept assessment or assessment dashboard and analysis. 
Overall, the similarities between vocabulary labels induced a 
higher degree of relatedness and many of the concept associations 
made sense while relating to human expertise. However, there 
were some associations that need to be manually cleaned. 
Our approach is, to the best of our knowledge, unique as it only 
relies on the concept labels without requiring query terms, sample 
documents or domain expert information. A disadvantage of our 
approach lies in the fact that the available information is limited to 
the labels of the available concepts. This means that potentially 
inadequate concepts, with similar labels, can be selected. 
Therefore, these automatically generated taxonomies are best used 
to speed up the manual taxonomy generation, by providing 
potential candidates to domain experts. 
In future works, the document corpora for the RAGE and 
EDISON projects will be curated and automated text 
categorization will be applied on all documents. Expert interviews 
will be conducted to evaluate and manually refine the generated 
taxonomies and provide in-depth validations and an effectiveness 
assessment. In terms of comparisons, alternative semantic word-
vector models will be employed within the proposed approach. 
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Appendix 6. RoEduNet 2015 Conference Proceedings paper 
Seeker $ SHULRXV *DPH IRU  
IPSURYLQJ CRJQLWLYH $ELOLWLHV 
 
IULQD 7RPD 0LKDL 'DVFDOX SWHIDQ 7UDXVDQ0DWX 
CRPSXWHU SFLHQFH 'HSDUWPHQW 
UQLYHUVLW\ PROLWHKQLFD RI %XFKDUHVW 
%XFKDUHVW RRPDQLD 
LULQDWRPD#FWLSXEUR PLKDLGDVFDOX#FVSXEUR VWHIDQWUDXVDQ#FVSXEUR 
 
 
Abstract ² Seeker is a serious game developed using the Unity 
game engine that focuses on a learning outcome: improving 
users¶ cognitive abilities. The user is confronted with a series of 
puzzles, has complete liberty in terms of traveling between game 
scenes and must adequately manage the available resources in 
order to solve the game. Cognitive abilities are challenged for 
resource management and decision making, while pleasure and 
fun are provided while solving different puzzles. Preliminary 
results of our validation show that users enjoyed playing the 
game, but the lack of scene ordering and the limited number of 
provided hints are facts that should be improved in the future 
version. 
Keywords ² Serious games, game-based learning, cognitive 
ability, resource management, casual games. 
I IN7R2'UC7I2N 
SHULRXV JDPHV KDYH EHFRPH D PDMRU EXVLQHVV RQH RI WKHLU 
DSSOLFDWLRQ GRPDLQV EHLQJ HGXFDWLRQ $V VWDWHG E\ WKH FR
IRXQGHU RI SHULRXV *DPHV IQLWLDWLYH %HQ SDZ\HU WKLV PDUNHW 
LV RQO\  PLOOLRQ RXW RI  ELOOLRQ SHU \HDU GLJLWDO JDPLQJ 
PDUNHW >@ +RZHYHU D JURZWK RYHU WKH ODVW \HDUV KDV EHHQ 
REVHUYHG GXH WR WKH ZLGH DSSOLFDELOLW\ RI VXFK JDPHV DQG WKH 
VWHDGLO\ LQFUHDVLQJ LQWHUHVW LQ UHVHDUFK SURMHFWV HJ GHGLFDWHG 
FDOOV ZLWKLQ WKH (XURSHDQ CRPLVVLRQ +RUL]RQ  IXQGLQJ 
SURJUDP SHULRXV JDPHV KDYH KDG PDQ\ GHILQLWLRQV RYHU WKH 
\HDUV EXW VXPPLQJ XS D VHULRXV JDPH LV DQ LQWHUDFWLYH 
DSSOLFDWLRQ D VLPXODWLRQ RI UHDO OLIH HYHQWV GHVLJQHG IRU 
WUDLQLQJ DQG HGXFDWLQJ WKH XVHUV 7RGD\ VHULRXV JDPHV UHIHU 
PDLQO\ WR FRPSXWHU JDPHV 7KHVH JDPHV DUH QRW LQWHQGHG WR EH 
SOD\HG IRU DPXVHPHQW DQG WKH\ VRPHWLPHV VDFULILFH IXQ LQ 
RUGHU WR WHDFK WKH XVHU 7KH REYLRXV DGYDQWDJH RI VHULRXV 
JDPHV FRQVLVWV RI HQDEOLQJ XVHUV WR H[SHULHQFH VLWXDWLRQV WKDW 
DUH XQDYDLODEOH WR WKHP LQ UHDO OLIH EHFDXVH RI KLJK FRVWV RU 
VDIHW\ LVVXHV 
7KH PDLQ GLIIHUHQFH EHWZHHQ VHULRXV YHUVXV HQWHUWDLQPHQW 
JDPHV LV WKDW VHULRXV JDPHV FRPELQH WZR GLPHQVLRQV 
³VHULRXV´ DQG ³JDPH´ ZKLOH HQWHUWDLQPHQW JDPHV KDYH RQO\ 
WKH ³JDPH´ GLPHQVLRQ )URP WKLV SHUVSHFWLYH DQ HQWHUWDLQPHQW 
JDPH FDQ EH WUDQVIRUPHG LQ D VHULRXV JDPH 7KLV FDQ EH GRQH 
E\ DSSO\LQJ D WHFKQLTXH FDOOHG ÄSXUSRVHVKLIWLQJ´ LQ ZKLFK WKH 
HQWHUWDLQPHQW SXUSRVH LV FKDQJHG VHH )LJ  > @ 7KLV 
WHFKQLTXH LV YHU\ FRPPRQ LQ HGXFDWLRQ ZKHUH WHDFKHUV XVH 
HQWHUWDLQPHQW YLGHR JDPHV DV WHDFKLQJ PDWHULDOV IQ WKLV FDVH 
WHDFKHUV KDYH WR FUHDWH WKHLU RZQ ÄVHULRXV´ VFHQDULR LQ RUGHU WR 
LQIOXHQFH WKH ZD\ VWXGHQWV WKLQN DQG DFW 7KH GLIIHUHQFH 
EHWZHHQ D VHULRXV JDPH DQG D JDPH WUDQVIRUPHG E\ ³SXUSRVH
VKLIWLQJ´ LV WKH GHVLJQ SURFHVV )RU WKH ILUVW RQH GHVLJQHUV KDYH 
IXOO FRQWURO RYHU WKH FRQWHQW RI WKH JDPH ZKLOH IRU WKH VHFRQG 
RQH WKH JDPH VFHQDULR SUHYLRXVO\ GHVLJQHG KDV WR EH DGDSWHG 
WR D VHULRXV JRDO  
$QRWKHU ZD\ RI WUDQVIRUPLQJ DQ HQWHUWDLQPHQW JDPH LQWR D 
VHULRXV JDPH LV WR PDNH VRIWZDUH PRGLILFDWLRQV WR WKH ILUVW RQH 
 WKLV SURFHVV LQYROYHV FUHDWLQJ ³PRGV´ RU PRGLILFDWLRQV >@ 
0RGV DUH GHILQHG DV D W\SH RI FRPSXWHU JDPHV PRVW RI WKHP 
EHLQJ ILUVWSHUVRQ VKRRWHUV UROHSOD\LQJ JDPHV RU UHDO OLIH 
VWUDWHJ\ JDPHV 7KHVH FDQ EH HQWLUHO\ QHZ JDPHV RU FDQ 
DGGFKDQJH FRQWHQW IURP D JDPH 7ZR FDWHJRULHV FDQ EH 
GLVWLQJXLVKHG partial conversions PRGV WKDW DGG QHZ FRQWHQW 
WR DQ H[LVWLQJ JDPH LQIUDVWUXFWXUH DQG total conversions PRGV 
WKDW FUHDWH D WRWDOO\ QHZ JDPH )RU H[DPSOH CKLYDOU\ 7RWDO 
:DU D VWUDWHJ\ JDPH SODFHG LQ PHGLHYDO (XURSH EHWZHHQ 
URXJKO\  DQG  $' LV D FRPSOHWH DQG KLVWRULFDO 
PRGLILFDWLRQ RI RRPH 7RWDO :DU 
 
)LJ  RHODWLRQV EHWZHHQ VHULRXV JDPHV VHULRXV JDPLQJ DQG WKH 
FRUUHVSRQGLQJ LQWHUVHFWLRQV ZLWK HQWHUWDLQPHQW JDPHV 
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%HVLGHV PRGLI\LQJ H[LVWLQJ JDPHV WKH VHULRXV JDPHV 
LQGXVWU\ DOVR GHYHORS FRPSOHWHO\ QHZ JDPHV +HUH ZH FDQ 
LGHQWLI\ WZR FDWHJRULHV JDPHV FUHDWHG E\ FRPSDQLHV ZKLFK 
LQYHVW VHYHUDO \HDUV LQ WKH GHYHORSPHQW SURFHVV DQG JDPHV 
GHYHORSHG E\ XQLYHUVLWLHV 7KH GLIIHUHQFH EHWZHHQ WKHVH WZR LV 
WKH LQYHVWHG WLPH JUDSKLFDO TXDOLW\ DQG GHVLJQ 
Seeker LV D JDPH IURP WKH VHFRQG FDWHJRU\ LW LV DQ 
HGXFDWLRQDO JDPH >@ WKDW IRFXVHV RQ LQFUHDVLQJ XVHUV¶ 
FRJQLWLYH DELOLWLHV VXFK DV GHFLVLRQ PDNLQJ UHVRXUFH 
PDQDJHPHQW PHPRU\ DQG SUREOHP VROYLQJ WKURXJK D VHULHV RI 
PLQLJDPHV DQG UHDO OLIH VLWXDWLRQV 0RUHRYHU LQ RUGHU WR NHHS 
WKH XVHU DQFKRUHG LQ WKH JDPH ZH GHYHORS LQ Seeker D VWRU\ 
WKDW LV VXSSRVHG WR EH DWWUDFWLYH E\ WUDQVIRUPLQJ WKH XVHU LQWR D 
KHUR ZKLOH IROORZLQJ WKH VWRU\OLQH SUHVHQWHG LQ WKH JDPHSOD\ 
VHFWLRQ 
IQ WKLV SDSHU ZH EHJLQ E\ GHVFULELQJ VHULRXV JDPHV 
GRPDLQV DQG JDPH EDVHG OHDUQLQJ DSSURDFKHV :H WKHQ 
LQWURGXFH WKH HQYLVLRQHG JDPHSOD\ WKH GHYHORSPHQW SURFHVV 
DQG WKH YDOLGDWLRQ VWXG\ FRQGXFWHG WR PHDVXUH WKH DGHTXDF\ RI 
RXU DSSURDFK :H FRQFOXGH E\ GHVFULELQJ SRVVLEOH IXWXUH 
LPSURYHPHQWV 
II S(RI2US *$0(S '20$INS 
7KH GRPDLQV LQ ZKLFK VHULRXV JDPHV FDQ EH XVHG DUH 
GLYHUVH *DPHV DUH FDWHJRUL]HG DFFRUGLQJ WR GLIIHUHQW W\SHV RI 
PDUNHWV PLOLWDU\ JDPHV JRYHUQPHQW JDPHV HGXFDWLRQDO 
JDPHV FRUSRUDWH JDPHV KHDOWKFDUH JDPHV SROLWLFDO JDPHV 
UHOLJLRQ JDPHV DQG DUW JDPHV 'HVSLWH WKLV FDWHJRUL]DWLRQ 
PDQ\ JDPHV FDQ EHORQJ WR PRUH WKDQ RQH FDWHJRU\ $FFRUGLQJ 
WR 0DQRKDUDQ DQG +RO]HU >@ PDQ\ XVHUV RI VHULRXV JDPHV 
EHORQJ WR WKH US JRYHUQPHQW DQG WKH KHDOWKFDUH PDUNHW 
A. Military games 
0LOLWDU\ JDPHV KDYH HYROYHG IURP JDPHV ZLWK VLPSOH UXOHV 
ZKLFK KHOSHG VROGLHUV LPSURYH WKHLU VNLOOV LQ SODQQLQJ EDWWOHV 
WR FRPSOH[ EDWWOH DQG IOLJKW VLPXODWRUV 7KLV LV SUREDEO\ WKH 
PRVW VXFFHVVIXO GRPDLQ IRU VHULRXV JDPHV EHFDXVH RI WKH 
UHGXFHG FRVWV IRU D JDPH LQ EDODQFH ZLWK D WUDGLWLRQDO 
VLPXODWRU  
7KH ILUVW VHULRXV JDPH XVHG IRU PLOLWDU\ WUDLQLQJ ZDV $UP\ 
%DWWOH]RQH GHVLJQHG E\ $WDUL LQ  DQG XVHG E\ WKH US 
$UP\ IRU WUDLQLQJ JXQQHUV RQ WKH %UDGOH\ )LJKWLQJ 9HKLFOH 
2QH RI WKH PRVW ZHOO NQRZQ JDPHV LV $PHULFD¶V $UP\ LQ 
ZKLFK WKH ZHDSRQV DQG YHKLFOHV ZHUH PRGHOV RI WKH UHDO WKLQJ 
7KH US PLOLWDU\ LQYHVWHG  PLOOLRQ GROODUV LQ WKLV JDPH ZKLFK 
KHOSHG WKHP UHFUXLW VROGLHUV DW  RI WKH FRVW RI RWKHU 
UHFUXLWLQJ SURJUDPV DFFRUGLQJ WR SXVL HW DO >@ %HVLGHV 
UHFUXLWLQJ YROXQWHHUV WKH JDPH KHOSHG SUHWUDLQLQJ SHRSOH 
$OVR DIWHU DGGLQJ D QHZ H[WHQVLRQ LW ZDV XVHG LQ SUHSDULQJ IRU 
PLVVLRQV 
SHULRXV JDPHV LQ PLOLWDU\ WUDLQLQJ HQKDQFH VROGLHUV¶ 
DELOLWLHV VXFK DV EHWWHU H\HKDQG FRRUGLQDWLRQ PXOWLWDVNLQJ 
DELOLW\ WR ZRUN LQ D WHDP XVLQJ PLQLPDO FRPPXQLFDWLRQ DQG 
ZLOOLQJQHVV WR WDNH DJJUHVVLYH DFWLRQV >@ 
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B. Educational games 
(GXFDWLRQDO JDPHV DUH GHVLJQHG WR WHDFK SHRSOH DERXW 
FHUWDLQ FRQFHSWV WR KHOS WKHP OHDUQ D QHZ VNLOO WR XQGHUVWDQG D 
KLVWRULFDO HYHQW RU D FXOWXUH HWF 7KHVH JDPHV EHFDPH ZLGHO\ 
XVHG LQ WKH V WRJHWKHU ZLWK WKH HYROXWLRQ RI WHFKQRORJ\ 
7KH TXDOLW\ RI WKH JDPHV ZDV SRRU WKH\ ZHUH UHIHUUHG WR DV 
³HGXFDWLRQDO VRIWZDUH OLJKWO\ VSULQNOHG ZLWK JDPH OLNH 
LQWHUIDFHV DQG FXWH GLDORJ´ DV UHSRUWHG E\ =\GD >@ VR WKH 
LQWHUHVW IRU WKHP VRRQ GHFUHDVHG 7KLV PDGH JDPH GHYHORSHUV 
PRYH IURP WKH LGHD RI SUHVHQWLQJ SDUDGLJPV LQ WKHLU JDPHV WR D 
VLWXDWLRQDO DSSURDFK SWLOO JDPHV LQ HGXFDWLRQ DUH QRW DV 
ZLGHO\ XVHG DV LQ RWKHU GRPDLQV PDLQO\ EHFDXVH SURGXFHUV 
QHHG WR SURYLGH UHVHDUFK HYLGHQFH RI WKH DFFODLPHG EHQHILWV 
C. Healthcare games 
+HDOWKFDUH LV D SDUWLFXODU GRPDLQ LQ ZKLFK VHULRXV JDPHV 
EHVW DSSO\ 7KH FRQFHSW RI ³KHDOWK´ KDV EHHQ XVHG LQ PRVW 
JDPHV GHVFULELQJ WKH VWDWH RI D FKDUDFWHU KLV ³KHDOWK´ LV ORZHU 
LI KH JHWV LQMXUHG DQG LW LQFUHDVHV ZKHQ SHUIRUPLQJ VRPH 
DFWLRQV  
+HDOWKFDUH LV D ZLGH GRPDLQ WKHUHIRUH DUHDV ZKHUH VHULRXV 
JDPHV FDQ EH DSSOLHG DUH DOVR ZLGH >@ 
• (GXFDWLRQ LQ VHOIGLUHFWHG FDUH ± JDPHV WHDFK QXWULWLRQ 
VNLOOV DQG KHDOWK\ HDWLQJ KDELWV 7KH\ FDQ DOVR KHOS 
SDWLHQWV DGMXVW WKHLU OLIHVW\OH WR GHDO ZLWK WKHLU GLVHDVHV 
• 'LVWUDFWLRQ WKHUDS\ ± WR KHOS FKURQLFDOO\ LOO FKLOGUHQ 
GHDO ZLWK SDLQ GLVWUDFW WKHP IURP XQFRPIRUWDEOH 
WUHDWPHQWV 
• 'LDJQRVLV DQG WUHDWPHQW RI PHQWDO FRQGLWLRQV 
• PK\VLFDO ILWQHVV ± SURPRWLQJ SK\VLFDO DFWLYLWLHV 
• 7UDLQLQJ DQG VLPXODWLRQ ± JLYHV GRFWRUV D ZD\ WR 
SUDFWLFH VXUJHULHV 
• CRJQLWLYH IXQFWLRQV ± PHPRU\ WUDLQLQJ 
III *$0( %$S(' /($RNIN* 
*DPH EDVHG OHDUQLQJ *%/ LV D W\SH RI JDPHSOD\ ZKLFK 
KDV FHUWDLQ OHDUQLQJ RXWFRPHV IW LV GHVLJQHG WR EDODQFH WKH 
OHDUQLQJ REMHFWLYH ZLWK WKH JDPHSOD\ 7KHUH DUH PDQ\ WKHRULHV 
WKDW VWDWH WKH EHQHILWV RI JDPHV )RU H[DPSOH YDQ (FN >@ 
GLVFXVVHV PLDJHW¶V FRQFHSWV RI assimilation DQG 
accommodation :KHQ DVVLPLODWLQJ RQH ILWV QHZ LQIRUPDWLRQ 
LQWR H[LVWLQJ FDWHJRULHV ZKLOH DFFRPPRGDWLRQ LPSOLHV 
PRGLI\LQJ WKH RZQ H[LVWLQJ PRGHO WR DFFRPPRGDWH QHZ 
LQIRUPDWLRQ WKDW GRHVQ¶W ILW LQ DQ H[LVWLQJ FDWHJRU\ 7KHVH WZR 
FRQFHSWV DUH KLJKO\ UHODWHG WR cognitive disequilibrium >@ 
ZKLFK JUHDWO\ LPSDFWV WKH OHDUQHU¶V H[SHULHQFH *RRG JDPHV 
FUHDWH F\FOHV RI FRJQLWLYH GLVHTXLOLEULXP DQG DFFRPPRGDWLRQ 
EXW WKH\ DOVR OHW WKH SOD\HU EH VXFFHVVIXO 
7KHUH DUH WKUHH DSSURDFKHV IRU LQWHJUDWLQJ JDPHV LQWR WKH 
OHDUQLQJ SURFHVV >@ )LUVW professional game development 
XVXDOO\ WDNHV ORQJHU XS WR WZR \HDUV EXW LW LQWHJUDWHV OHDUQLQJ 
DQG GHVLJQ 7KLV DSSURDFK RIIHUV WKH SOD\HU D ZLGH YDULHW\ RI 
UHVRXUFHV EHFDXVH WKH TXDOLW\ DQG IXQFWLRQDOLW\ PXVW EH 
FRPSDUDEOH WR WKH RWKHU JDPHV DYDLODEOH RQ WKH PDUNHW 
SHFRQG students build games from scratch LQ WKLV ZD\ WKH 
VWXGHQWV OHDUQ SURJUDPPLQJ ODQJXDJHV DQG JDLQ SUREOHP
VROYLQJ VNLOOV E\ GHYHORSLQJ WKH DOJRULWKP 7KLV DSSURDFK KDV 
74
EHHQ OLPLWHG RQO\ WR WKH GRPDLQ RI FRPSXWHU VFLHQFH 7KLUG WKH 
purpose change of entertainment JDPHV FRQVLVWV RI WDNLQJ 
H[LVWLQJ JDPHV WKDW DUH QRW GHYHORSHG IRU JDLQLQJ NQRZOHGJH 
DQG XVH WKHP DV OHDUQLQJ JDPHV 7KH DGYDQWDJHV RI WKLV PHWKRG 
LV WKDW LW LV WKH PRVW FRVWHIIHFWLYH DSSURDFK FDQ EH XVHG LQ DQ\ 
GRPDLQ DQG LW OHDYHV WKH GHVLJQ RI WKH OHDUQLQJ SURFHVV XS WR 
WHDFKHUV 2Q WKH RWKHU KDQG EHFDXVH WKH\ DUH QRW GHYHORSHG WR 
WHDFK HDFK JDPH KDV WR EH DQDO\]HG LQ RUGHU WR HOLPLQDWH WKH 
LQDSSURSULDWH FRQWHQW DQG WKH ZHDNQHVVHV 
A. Game attributes 
SHYHUDO JDPH IHDWXUHV SUHVHQWHG LQ WKH SXPPLW RI 
(GXFDWLRQDO *DPHV >@ FDQ EH LPSOHPHQWHG LQ RUGHU WR 
LPSURYH WKH RXWFRPH RI HGXFDWLRQ DQG WUDLQLQJ 
• COHDU OHDUQLQJ JRDOV ± LQ D VHULRXV JDPH WKH XVHU 
VKRXOG NQRZ ZK\ VKH LV OHDUQLQJ VHYHUDO FRQFHSWV DQG 
ZKHUH KH FDQ DSSO\ WKDW NQRZOHGJH 
• ³%URDG H[SHULHQFHV DQG SUDFWLFH RSSRUWXQLWLHV WKDW 
FRQWLQXH WR FKDOOHQJH WKH OHDUQHU DQG UHLQIRUFH 
H[SHUWLVH´ >@  ± WKH ZRUOG LQ D JDPH VKRXOG QRW EH 
UHSUHVHQWHG DV DQ HQXPHUDWLRQ RI DEVWUDFW FRQFHSWV EXW 
DV D YLUWXDO SODFH ZKHUH XVHUV FDQ H[SHULHQFH D VHW RI 
IHHOLQJV RU DFWLRQV ZKLFK DUH XQDYDLODEOH WR WKHP LQ 
UHDO OLIH 7KLV PD\ PHDQ IRU H[DPSOH ORRNLQJ LQWR WKH 
'N$ VWUXFWXUH RU SHUIRUPLQJ VXUJLFDO SURFHGXUHV 7KH 
JDPH FDQ EH SOD\HG RYHU DQG RYHU DJDLQ XQWLO WKH XVHU 
JDLQV WKH UHTXLUHG VNLOOV 
• ³CRQWLQXRXV PRQLWRULQJ RI SURJUHVV DQG XVH RI WKLV 
LQIRUPDWLRQ WR GLDJQRVH SHUIRUPDQFH DQG DGMXVW 
LQVWUXFWLRQ WR OHDUQHU OHYHO RI PDVWHU\´ >@ ± JDPHV 
VKRXOG PRQLWRU WKH SURJUHVV RI WKH XVHU DQG JLYH KLP 
IHHGEDFN E\ UDWLQJ KLV DFWLRQV $ VXJJHVWLRQ KHUH LV WR 
DGG OHYHOV WR WKH JDPH VR WKDW WKH XVHU NHHSV WUDFN RI 
KLV SURJUHVV  
• ³(QFRXUDJHPHQW RI LQTXLU\ DQG TXHVWLRQV DQG 
UHVSRQVH ZLWK DQVZHUV WKDW DUH DSSURSULDWH WR WKH 
OHDUQHU DQG FRQWH[W´ >@ ± JDPHV VKRXOG PRWLYDWH 
SOD\HUV WR WU\ WR OHDUQ PRUH VHHNLQJ LQIRUPDWLRQ RU 
JDPH VWUDWHJLHV IURP ZHE VLWHV IULHQGV RU RWKHU 
JDPHUV  
• CRQWH[WXDO %ULGJLQJ >@ ± PDQ\ JDPHV RQO\ WHDFK WKH 
XVHU FRQFHSWV RU WKHRULHV EXW WKH\ DUH PLVVLQJ WKH ZD\ 
WKH SOD\HU ZLOO XVH WKH NQRZOHGJH )RU H[DPSOH ZKHQ 
OHDUQLQJ D IRUHLJQ ODQJXDJH RQH PXVW WDNH LQWR DFFRXQW 
WKH VLWXDWLRQV ZKHUH WKH ODQJXDJH VNLOOV ZLOO EH XVHG $ 
FRRN PXVW ILUVW NQRZ WKH QDPH RI WKH LQJUHGLHQWV DQG 
RI WKH WHUPV XVHG LQ UHFLSHV UDWKHU WKDQ FRQYHUVDWLRQDO 
WHUPV  
• 'XUDWLRQ RI WDVNV ± D JDPH VKRXOG FDSWXUH WKH DWWHQWLRQ 
RI WKH XVHU DQG VWLOO DOORZ KLP WR ILQLVK WKH WDVN LQ D 
UHDVRQDEOH DPRXQW RI WLPH  
• 0RWLYDWLRQ ± PRWLYDWLRQ PDNHV SOD\HUV FRQWLQXH 
SOD\LQJ WKH JDPH DOWKRXJK WKH\ KDYH IDLOHG LQ ILQLVKLQJ 
RQH WDVN 7KLV LV SUREDEO\ WKH PRVW LPSRUWDQW DWWULEXWH 
RQH JDPH VKRXOG KDYH WR NHHS SOD\HUV FRQQHFWHG LQ WKH 
JDPH 
• SFDIIROGLQJ ± JDPHV VKRXOG SURYLGH D WXWRULDO DQG D 
IHZ KLQWV GXULQJ WKH JDPH WR KHOS EHJLQQHUV DFKLHYH 
VNLOOV 
• PHUVRQDOL]DWLRQ ± JDPHV VKRXOG EH SHUVRQDOL]HG XVLQJ 
WKH NQRZOHGJH EDFNJURXQG RI WKH WDUJHW SXEOLF 
B. Learning effects 
'HSHQGLQJ RQ WKH JDPH FRQWHQW DQG WKHPH JDPH WHDFK 
XVHUV KRZ WR LPSURYH WKHLU H[LVWLQJ VNLOOV OHDUQ QHZ RQHV 
H[SDQG WKHLU FRJQLWLYH DELOLWLHV RU OHDUQ KRZ WR EHKDYH LQ QHZ 
VLWXDWLRQV $ OLVW RI VNLOOV WKDW FDQ EH WDXJKW WKURXJK JDPHV 
FRQVLVWV RI >@  
• SWUDWHJLF WKLQNLQJ ± XVHUV FDQ OHDUQ KRZ WR H[SORLW WKHLU 
RSSRQHQW ZHDNQHVVHV KRZ WR PDNH KLV VWUDWHJ\ 
FRQVLGHULQJ WKH JHRJUDSKLF SRVLWLRQ DQG ODQGVFDSH HWF 
• RHVRXUFH PDQDJHPHQW ± PRVW JDPHV RI FLYLOL]DWLRQ 
DQG FLW\ EXLOGLQJ DOORZ WKH XVHU WR LQWHUDFW ZLWK SHRSOH 
PRQH\ IRRG DQG QDWXUDO UHVRXUFHV DQG OHDUQ KRZ WR 
PDQDJH DOO RI WKRVH 
• 'HFLVLRQ PDNLQJ ± WKH VFHQDULRV FKDQJH TXLWH UDSLGO\ 
DQG WKH XVHU PXVW PDNH GHFLVLRQV 
• CRPSURPLVH UHODWLRQ PDQDJHPHQW DQG OHDGHUVKLS ± 
DUH SUHVHQW PRVWO\ LQ PXOWLSOD\HU JDPHV 
• CRPPHUFH DQG QHJRWLDWLRQ ± DUH DOVR SUHVHQW LQ 
PXOWLSOD\HU JDPHV 
• PUDFWLFDO VNLOOV ± FDQ EH H[HUFLVHV LQ DQ HQYLURQPHQW 
ZKHUH XVHUV OHDUQ ZLWKRXW WKH IHDU RI GDPDJLQJ 
H[SHQVLYH HTXLSPHQW RU ULVNLQJ OLYHV IQ WKLV FDWHJRU\ 
DUH VLPXODWRUV IRU GLIIHUHQW PDFKLQHV FDUV DLUFUDIWV 
DQG VSDFH VLPXODWRUV DFWLRQV RQ WKH KXPDQ ERG\ 
VXUJHU\ FKHPLFDO UHDFWLRQV HWF 
• 7UDLQLQJ IRU FULVLV ± OLNH QDWXUDO GLVDVWHUV WHUURULVW 
DWWDFNV HWF 
• 0LOLWDU\ WUDLQLQJ 
• 7HDP EXLOGLQJ ± VRPH JDPHV IRFXV RQ LQIRUPDWLRQ 
VKDULQJ IRUPLQJ UHODWLRQV EHWZHHQ SHRSOH VROYLQJ 
SUREOHPV XQGHU SUHVVXUH LPSURYLQJ FRPPXQLFDWLRQ 
I9 *$0(P/$< 
IQ Seeker WKH XVHU FRQWUROV 7HG WKH SURWDJRQLVW IURP D 
ILUVW SHUVRQ SHUVSHFWLYH DV KH LV WU\LQJ WR UHVFXH KLV IULHQG 
RRVDOLH ZKR P\VWHULRXVO\ GLVDSSHDUHG GXULQJ D ODERUDWRU\ WHVW 
7KH PDLQ FKDUDFWHU LV 7HG D VFLHQWLVW ZRUNLQJ RQ D VHFUHW 
JRYHUQPHQWDO SURMHFW VHDUFKLQJ IRU WLPH WUDYHO VROXWLRQV 2QH 
ODWH QLJKW ZKLOH GRLQJ VRPH H[SHULPHQWV 7HG DQG KLV 
FROOHDJXH RRVDOLH GLVFRYHU D ZD\ WR FUHDWH VPDOO SRUWDOV DQG 
WUDQVIHU REMHFWV EDFN LQ WLPH CRQVLGHULQJ WKLV EUHDNWKURXJK 
WKH\ JR RXW WR FHOHEUDWH 
:LWKRXW WHOOLQJ 7HG RRVDOLH JRHV EDFN WR WKH ODERUDWRU\ WKH 
VDPH QLJKW FRQWLQXHV WKH H[SHULPHQWV DQG VXFFHHGV LQ EXLOGLQJ 
D ELJJHU SRUWDO 7KH QH[W PRUQLQJ ZKHQ 7HG JRHV WR ZRUN KH 
ILQGV WKH ODERUDWRU\ UDYDJHG DQG RRVDOLH PLVVLQJ 7KH RQO\ 
FOXH OHIW IRU 7HG LV D QRWH IURP RRVDOLH VD\LQJ ³I GLG LW´ DQG D 
EOXH EXWWHUIO\ WKDW VLWV RQ WKH EURNHQ WHVW WXEHV 7HG GHFLGHV WR 
VROYH WKH P\VWHU\ DQG ILQG RRVDOLH VR KH VWDUWV ORRNLQJ IRU 
PRUH FOXHV 
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IQ WKH WXWRULDO PRGH 7HG GLVFRYHUV VRPH GDUN FLUFOHV RQ WKH 
IORRU YHU\ VLPLODU WR WKRVH PDGH E\ WKHLU SRUWDOV ZKLFK KH DQG 
RRVDOLH XVHG WR WUDQVSRUW VPDOO REMHFWV +LV JRDO LV WR IROORZ 
RRVDOLH¶V VWHSV DQG FUHDWH ELJJHU SRUWDOV ZKLFK FRXOG WUDQVSRUW 
KXPDQ EHLQJV 7KH SXUSRVH RI WKLV OHYHO LV WR ILQG D ZD\ WR 
FUHDWH SRUWDOV 
2QFH WKH SRUWDO LV EXLOW 7HG PXVW SUHSDUH IRU KLV MRXUQH\ 
%HFDXVH KH GRHVQ¶W NQRZ ZKHUH WKH SRUWDO ZLOO WDNH KLP KH 
PXVW EH SUHSDUHG IRU DQ\ XQH[SHFWHG VLWXDWLRQ 7KDW LV ZK\ KH 
WDNHV VRPH IRRG ZDWHU PHGLFLQHV DQG WRROV WR KHOS KLP RQ WKH 
ZD\ 7HG FDQ FKRVH ZKLFK WRROV WR WDNH ZLWK KLP WKH DPRXQW 
RI ZDWHU DQG IRRG DQG ZKDW W\SH RI PHGLFLQH KH PLJKW QHHG 
EXW KH PXVW KXUU\ EHFDXVH WKH HQHUJ\ RI WKH SRUWDO LV 
GLPLQLVKLQJ DQG WKH SRUWDO PLJKW YDQLVK 7KH WXWRULDO PRGH 
HQGV ZLWK 7HG SDVVLQJ WKURXJK WKH SRUWDO 
A. Inventory  
'XULQJ WKH JDPH 7HG FDULHV D EDFNSDFN LQ ZKLFK KH FDQ 
VWRUH D OLPLWHG QXPEHU RI LWHPV OLNH ZHDSRQV DQG WRROV WKDW 
KHOS KLP SDVV WKH FKDOOHQJHV RI HDFK OHYHO IRRG ZDWHU DQG 
PHGLFLQHV )RRG DQG ZDWHU KHOS 7HG VXUYLYH NHHS KLV HQHUJ\ 
OHYHO XS DQG PHGLFLQHV NHHSV KLP KHDOWK\ $W ILUVW 7HG¶V 
EDFNSDFN FRQWDLQV RQO\ WKH LWHPV WKDW KH WRRN IURP KLV 
ODERUDWRU\ $ORQJ WKH ZD\ KH FDQ XSJUDGH WKH EDFNSDFN WR 
VXVWDLQ PRUH LWHPV WKDW KH FDQ FUDIW ILQG RU UHFHLYH $W HYHU\ 
PRPHQW 7HG PXVW KDYH LQ KLV EDFNSDFN IRRG ZDWHU DQG 
PHGLFLQHV RU HOVH KH PLJKW JHW VLFN DQG HYHQ GLH 
B. Helpful items 
2QH RI WKH ILUVW LWHPV WKDW 7HG ILQGV LV D SDLU RI JORYHV 
ZKLFK KHOS KLP PRYH REMHFWV ZLWKRXW KDUPLQJ KLV KDQGV DQG 
ZLWKRXW ORVLQJ WRR PXFK HQHUJ\ 7KH JORYHV DUH QRW HVVHQWLDO WR 
WKH JDPH WKH XVHU FDQ SDVV WKH OHYHOV ZLWKRXW WKHP EXW ZLWK 
WKH ULVN WKDW 7HG ZLOO VSHQG PRUH WLPH PRYLQJ WKH LWHPV DQG KH 
ZLOO QHHG H[WUD PHGLFLQH DIWHUZDUGV $QRWKHU KHOSIXO LWHP LV 
WKH SRUWDOEXLOGHU RU DV 7HG FDOOV LW PHWH 7HG EXLOGV PHWH IURP 
VFUDWFK XVLQJ WKH LWHPV WKDW KH FROOHFWV GXULQJ WKH ILUVW OHYHOV RI 
WKH JDPH %HLQJ UXGLPHQWDU\ PHWH FDQ RQO\ FUHDWH VPDOO 
SRUWDOV WKURXJK ZKLFK 7HG FDQ¶W SDVV EXW FDQ JUDE RU GHSRVLW 
REMHFWV CORWKHV DUH DQRWKHU KHOSIXO LWHP WKH\ SURWHFW 7HG IURP 
WKH ZHDWKHU (YHQ WKRXJK KH FDQ RQO\ ZHDU RQH VHW RI FORWKHV DW 
D WLPH 7HG FDQ FUDIW FORWKHV WR NHHS KLP ZDUP WR SURWHFW KLP 
IURP LQVHFWV RU WR VWDQG KLJK WHPSHUDWXUHV 
C. Portal “ingredients” 
7HG EXLOGV KLV ILUVW SRUWDO IURP SXULILHG LQJUHGLHQWV WKDW KH 
FDUHIXOO\ ILOWHUHG LQ KLV ODERUDWRU\ %XW RQ IRUHLJQ ODQG ZKHQ 
KLV UHVRXUFHV DUH UXQQLQJ RXW KH PXVW LPSURYLVH DQG ILQG WKH 
LQJUHGLHQWV LQ RQH IRUP RU DQRWKHU LQ WKH JDPH VFHQH 7KH 
LQJUHGLHQWV WKDW 7HG PL[HG ZHUH R[\JHQ FU\VWDO SRZGHU JROG 
SRZGHU YROFDQLF URFN PDSOH V\UXS DQG HQHUJ\ $ORQJ WKH 
JDPH 7HG UHDOL]HV WKDW KH RQO\ QHHGV WKUHH W\SHV RI HOHPHQWV 
WR FUHDWH D SRUWDO PLQHUDOV HQHUJ\ DQG VRPHWKLQJ OLTXLG 
0LQHUDOV FDQ EH IRXQG LQ UHVRXUFHV OLNH FU\VWDO SRZGHU RU 
YROFDQLF URFN DQG FDQ EH FRPELQHG WR REWDLQ FRORUIXO SRUWDOV 
D. Puzzles 
7KH SXUSRVH RI WKH JDPH LV WR EXLOG SRUWDOV WR WUDYHO IURP 
RQH SODFH WR DQRWKHU EXW IRU WKDW 7HG QHHGV PDWHULDOV )LQGLQJ 
PDWHULDOV LV QRW DQ HDV\ MRE IRU WKLV KH QHHGV WR IXOILOO VRPH 
WDVNV 
• Overlap frequencies ± EDVHG RQ WKH LQJUHGLHQWV WKH 
SRUWDO FUHDWHG FDQ EH VWDEOH RU OHVV VWDEOH )RU WKH OHVV 
VWDEOH RQHV 7HG QHHGV WR RYHUODS WKH SRUWDO¶V 
IUHTXHQF\ ZLWK WKH RQH RI WKH ILUVW SRUWDO DQG PDNH 
WKHQ UHVRQDWH 
• Moving boxes ± VRPH OHYHOV UHTXLUH XVLQJ WKH JORYHV 
DQG PRYH VHYHUDO ER[HV LQ RUGHU WR ILQG REMHFWV RU WR 
XQORFN GRRUV 
• Opening small portals ± 2QFH 7HG¶V EDFNSDFN LV IXOO 
WKH XVHU FDQ FKRRVH WR VROYH D SX]]OH LQ RUGHU WR RSHQ D 
VPDOO SRUWDO ZKHUH 7HG FDQ GHSRVLW LWHPV II WKH 
SRUWDO¶V SXULW\ LV ORZ WKHUH LV D ELJJHU FKDQFH IRU 
7HG¶V LWHPV WR EH VWROHQ RU UHSODFHG E\ WKH SRUWDO 
PDVWHUV 7KH XVHU LV VKRZQ WKUHH SRUWDOV DQG WKH 
LQJUHGLHQWV IURP ZKLFK HDFK SRUWDO LV FUHDWHG %DVHG 
RQ KLV PHPRU\ WKH XVHU PXVW FKRRVH RQH SRUWDO DQG 
SODFH WKH LWHPV WKHUH +H ZLOO EH LQIRUPHG LI WKH SRUWDO 
PDVWHUV VWROH 7HG¶V LWHPV 
• Find food and water ± LQ RUGHU WR VXUYLYH 7HG PXVW 
ILQG HDWDEOH UHVRXUFH )RU IRRG KH FDQ SLFN EHUULHV RU 
IUXLW FROOHFW HJJV RU KXQW :DWHU LV HDVLHU WR ILQG EXW 
KH QHHGV WR ILOWHU LW 
• Craft tools ± YDULRXV WRROV FDQ EH FUDIWHG NQLIHV ERZ 
DQG DUURZV QHHGOHV IRU VHZLQJ ZDWHU ILOWHUV HWF 
• Help villagers ± VRPH RI WKH YLOODJHUV IRXQG RQ WKH 
ZD\ PD\ DVN 7HG WR FUDIW PDWHULDOV VWDUW D ILUH KHOS 
WKHP PRYH WKLQJV IDVWHU HWF LQ UHWXUQ IRU WKH LWHPV 
7HG QHHGV 
• Create medicines SRWLRQV ± 7HG OHDUQV IURP YLOODJHUV 
KRZ WR SUHSDUH SRWLRQV DQG PHGLFLQHV DQG UHSURGXFHV 
WKH VWHSV ODWHU LQ KLV TXHVW 
9 '(9(/2P0(N7 
Seeker ZDV GHYHORSHG XVLQJ UQLW\ D FURVVSODWIRUP JDPH 
HQJLQH WKDW HQDEOHV HDVLHU DQG IDVWHU LPSOHPHQWDWLRQ RI YLGHR 
JDPHV IRU PC PRELOH GHYLFHV FRQVROHV DQG ZHEVLWHV >@ 7KH 
PDLQ DGYDQWDJH RI UQLW\ FRQVLVWV RI D VLPSOLILHG GHYHORSPHQW 
ZRUNIORZ HQFRPSDVVLQJ GUDJDQGGURS REMHFWV JDPH SUHYLHZ 
ZLQGRZ RQ WKH IO\ FKDQJH RI REMHFWV¶ SURSHUWLHV HWF 2EMHFWV 
KDYH DWWDFKHG EHKDYLRUV GHILQHG LQ DQ\ RI WKUHH ODQJXDJHV WKDW 
FDQ EH XVHG FRQFXUUHQWO\ LQWR WKH VDPH SURMHFW C -DYDSFULSW 
RU %RR 
Seeker¶V JRDO LV WR WHDFK XVHUV KRZ WR LPSURYH WKHLU 
H[LVWLQJ FRJQLWLYH VNLOOV 7KH XVHU FRQWUROV 7HG WKH PDLQ 
FKDUDFWHU IURP D ILUVW SHUVRQ SHUVSHFWLYH 7KLV ZD\ WKH XVHU 
JHWV FRQQHFWHG WR WKH JDPH DQG ERQGV HPRWLRQDOO\ ZLWK WKH 
FKDUDFWHUV 2QH RI WKH PRVW LPSRUWDQW DVSHFWV RI D VHULRXV 
JDPH >@ LV WKDW WKH XVHU NQRZV ZKDW VKH LV VXSSRVHG WR OHDUQ 
DQG ZKHUH VKH FDQ DSSO\ WKH QHZ NQRZOHGJH >@ IQ Seeker 
WKHVH FRUH PHFKDQLFV DUH DFKLHYHG E\ VLWXDWLRQV WKDW PLUURU WKH 
                                                          
  KWWSVXQLW\GFRP 
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UHDO ZRUOG LQ ZKLFK WKH XVHU QHHGV WR ILQG DGHTXDWH UHVRXUFHV LQ 
RUGHU WR VXUYLYH DQG SURJUHVV WKURXJKRXW WKH JDPH  
)RU H[DPSOH WKH WXWRULDO OHYHO VHH )LJ  WHDFKHV WKH XVHU 
KRZ WR EXLOG KLV ILUVW SRUWDO KRZ WR FROOHFW DQG GLVFDUG LWHPV 
7KH XVHU FDQ SOD\ WKH VFHQHV LQ DQ\ RUGHU EXW WKHUH PD\ EH 
PRPHQWV ZKHQ D VFHQH GHSHQGV RQ WKH FRPSOHWLRQ RI DQRWKHU 
RQH RU RQH VFHQH FDQ KHOS WKH XVHU SDVV RWKHUV HDVLO\ %\ 
FROOHFWLQJ HYLGHQFH 7HG ILQGV RXW WKH HOHPHQWV RRVDOLH XVHG LQ 
PDNLQJ WKH SRUWDO DQG WKDW LW UHTXLUHG D ODUJH DPRXQW RI HQHUJ\ 
 
 
)LJ  7XWRULDO VFHQHV VXFFHVVLRQ GLDJUDP 
RHVRXUFH FROOHFWLRQ FDQ EH GRQH EHIRUH SRUWDO FUHDWLRQ VWHS 
EXW LI WKH XVHU FRQVXPHG DOO UHVRXUFHV ZLWKRXW FUHDWLQJ D SRUWDO 
KH PXVW JR EDFN WR 7HG¶V KRXVH WR ILQG PRUH UHVRXUFHV II WKH 
LQYHQWRU\ LV DOUHDG\ IXOO WKDW PHDQV WKH XVHU PXVW OHW JR VRPH 
LWHPV 
%HKLQG WKH VFHQHV WKH LQWHUDFWLRQ LV GRQH E\ LQWHUVHFWLQJ D 
ERXQGLQJ ER[ ZLWK D UD\ FDVW IURP WKH SOD\HU FRQWUROOHU (DFK 
LQWHUDFWLYH REMHFW KDV D ERXQGLQJ ER[ DQG D FRUUHVSRQGLQJ W\SH 
DWWDFKHG 'HSHQGLQJ RQ WKH W\SH WKHUH DUH WZR ZD\V RI 
LQWHUDFWLQJ DGGLQJ LW WR LQYHQWRU\ DQG PRYLQJ WR D GLIIHUHQW 
VFHQH VHH )LJ  
 
 
 
)LJ  SFUHHQVKRWV IURP Seeker GHSLFWLQJ ERXQGLQJ ER[HV IRU LQWHUDFWLRQV 
RHVRXUFH PDQDJHPHQW DQG GHFLVLRQPDNLQJ DUH WKH ILUVW 
VNLOOV WR SUDFWLFH 7HG¶V LQYHQWRU\ LV OLPLWHG KDYLQJ RQO\ 
DOORZHG D PD[LPXP RI NJ 7KHUHIRUH WKH XVHU PXVW GHFLGH 
ZKLFK LWHPV WR FDUU\ IRRG ZDWHU PHGLFLQHV ERRNV HWF )RRG 
KDV GLIIHUHQW SURSHUWLHV LQGXFLQJ VLPLODU EHKDYLRUV WR UHDO OLIH 
HJ HDWLQJ IUXLWV LPSURYHV KXQJHU DQG WKLUVW VZHHWV ERRVW WKH 
HQHUJ\ EXW DUH QRW KHDOWK\ 7KH VHFRQG VNLOOV WR SUDFWLFH DUH 
DWWHQWLRQ DQG SUREOHP VROYLQJ XVHG ZLWKLQ WKH PLQLJDPHV WKDW 
QHHG WR EH VROYHG LQ RUGHU WR FROOHFW SRUWDO UHVRXUFHV 
9I 9$/I'$7I2N S7U'< 
Seeker LV DQ HGXFDWLRQDO JDPH FDWHJRUL]HG XQGHU FDVXDO 
JDPHV >@ 7KLV PHDQV WKDW LW LV HDV\ WR SOD\ XVHUV GR QRW 
UHTXLUH JDPLQJ VNLOOV DQG FDQ VWDUW SOD\LQJ LPPHGLDWHO\ 
7KHUHIRUH WKH WDUJHW IRU WKH JDPH LV FDVXDO XVHUV 7KH\ GR QRW 
LQYHVW WLPH LQ GHYHORSLQJ D FKDUDFWHU RU UHDFKLQJ LWV PD[LPXP 
OHYHO EXW VHHN WR ILQLVK WKH JDPH DQG FRPSOHWH WKH VWRU\ 
%\ FRQVLGHULQJ WKH VSHFLILF W\SH RI JDPH  JDPHUV RI 
DJHV UDQJLQJ IURP  WR  \HDUV ZHUH DVNHG WR SOD\ WKH JDPH 
DQG WR SDUWLFLSDWH LQ D VXUYH\ WR VHH ZKHWKHU WKH JDPH DFKLHYHV 
LWV OHDUQLQJ JRDOV VHH 7DEOH I 7KH SRVWWHVW TXHVWLRQQDLUH ZDV 
VWUXFWXUHG LQWR IRXU VHFWLRQV SOD\HU SURILOH JHQHUDO JDPH 
LPSUHVVLRQV FRQVXPDEOH LWHPV DQG XVDELOLW\ 7KH ODVW WKUHH 
SDUWV RI WKH VXUYH\ WDUJHWHG JDPH IHDWXUHV IW ZDV LPSRUWDQW WR 
NQRZ LI WKH XVHUV HQMR\HG WKH JDPH DQG LI WKH\ FRQVLGHUHG 
REYLRXV WKH JDPH WDUJHW DV ZHOO DV WKH VWHSV UHTXLUHG IRU 
FRPSOHWLQJ WKH ILUVW OHYHO (DFK SDUWLFLSDQW LQWHUDFWHG ZLWK WKH 
JDPH LQGLYLGXDOO\ GXULQJ D VLQJOH VHVVLRQ WKDW ZDV QRW WLPH 
UHVWULFWHG 7KHUHIRUH SDUWLFLSDQWV SURJUHVVHG DW WKHLU RZQ SDFH 
VRPH RI WKHP UHWXUQHG WR D VSHFLILF JDPH VFHQH VHYHUDO WLPHV 
ZKLOH RWKHU PRYHG OLQHDUO\ ZLWKLQ VXEVHTXHQW VFHQHV 
7$%/( I  SUR9(< 4U(S7I2NN$IR( 
4 'LG \RX HQMR\ SOD\LQJ SHHNHU" 
4 7KH DLP RI WKH JDPH LV FOHDU  FRQIXVLQJ 
4 +DYH \RX KDG WKH IHHOLQJ WKDW \RX GR QRW NQRZ ZKDW WR GR QH[W" 
4 7KH GLIILFXOW\ RI WKH SX]]OHV ZDV ORZ  PHGLXP  KLJK 
4 :DV LW FOHDU WKDW \RX KDG WR EXLOG D SRUWDO WR JR WR WKH QH[W 
OHYHO" 
4 :DV WKH FDSDFLW\ RI WKH LQYHQWRU\ WRR ORZ" 
4 :DV LW FOHDU ZKDW NLQG RI REMHFWV 7HG QHHGV IRU KLV MRXUQH\" 
4 :DV LW FOHDU WKDW 7HG QHHGV IRRG DQG ZDWHU WR NHHS KLV HQHUJ\" 
4 :DV LW FOHDU WKDW 7HG ORVHV HQHUJ\ RQ HDFK DFWLRQ KH GRHV" 
4 :DV LW HDV\ WR ILQG WKH ILUVW LQJUHGLHQWV IRU WKH SRUWDO" 
4 :DV LW HDV\ WR ILQG WKH FRPELQDWLRQ RI LQJUHGLHQWV IRU WKH 
SRUWDO" 
4 :KDW ZDV WKH GLIILFXOW\ RI WKH SX]]OH ZKHQ FUHDWLQJ WKH ILUVW 
SRUWDO" /RZ  PHGLXP  KLJK 
 
2YHUDOO UHVXOWV DUH SURPLVLQJ VHH 7DEOH II DV DOO WKH XVHUV 
DJUHHG WKDW WKH\ KDG HQMR\HG SOD\LQJ RXU JDPH DQG WKDW WKH 
LQYHQWRU\¶V FDSDFLW\ ZDV VXIILFLHQW 0RUHRYHU XVHUV HDVLO\ 
REVHUYHG WKDW 7HG QHHGV ZDWHU DQG IRRG WR VXUYLYH DQG WKDW KH 
FRQVXPHV HQHUJ\ ZKLOH SHUIRUPLQJ WDVNV MXVW OLNH LQ UHDO OLIH 
$OVR D SRVLWLYH IHHGEDFN ZDV UHFHLYHG IRU WKH UHVRXUFH 
FROOHFWLRQ PHFKDQLVP 7KH DGGLQJ RSHUDWLRQ WR LQYHQWRU\ ZDV 
FOHDU EXW PRUH WKDQ  RI WKH XVHUV GLG QRW NQRZ D SULRUL 
ZKDW NLQG RI UHVRXUFHV VKRXOG EH DGGHG $OO RI WKHP JRW ZDWHU 
DQG IRRG EHFDXVH RI WKH WKLUVW DQG KXQJHU EDUV EXW ZHUH 
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RYHUZKHOPHG E\ WKH IRRG YDULHW\ 2QO\  RI WKH XVHUV WRRN 
KLJKO\ FDORULF IRRG HJ VZHHWV RU VRGD LQ RUGHU WR NHHS WKHLU 
HQHUJ\ OHYHO XS ZKLOH RWKHU  WRRN PHDW DQG FKHHVH 
7$%/( II  S7U'< )(('%$C. R(SU/7S 
 $OO XVHUV HQMR\HG SOD\LQJ SHHNHU 
 IQYHQWRU\ FDSDFLW\ ZDV VXIILFLHQW 
 PRVLWLYH IHHGEDFN ZDV UHFHLYHG IRU WKH UHVRXUFH FROOHFWLRQ PHFKDQLVP 
 /DFN RI VFHQH RUGHULQJ ZDV FRQVLGHUHG FRQIXVLQJ 
 /DERUDWRU\ VFHQH ZDV FRQVLGHUHG WRR FRPSOH[ 
 7KH GLIILFXOW\ RI WKH SX]]OH ZDV FRQVLGHUHG WRR ORZ 
 UVHUV GLG QRW NQRZ ZKDW NLQG RI UHVRXUFHV WR FROOHFW 
 PRUWDO LQJUHGLHQWV ZHUH WRR HDV\ WR ILQG 
 7KH FRPELQDWLRQ RI SRUWDO LQJUHGLHQWV ZDV WRR KDUG WR ILQG 
 
IQ WKH HQG WKH JRDO RI WKH OHYHO FRQVLVWLQJ RI EXLOGLQJ D 
WLPH SRUWDO ZDV FOHDU WR  RI WKH XVHUV ZKLOH WKH UHVW RI  
FRQVLGHUHG LW FRQIXVLQJ DQG QHHGHG H[WUD LQIRUPDWLRQ 2Q RQH 
KDQG SRUWDO LQJUHGLHQWV ZHUH WRR HDV\ WR ILQG IRU DOO XVHUV DV 
WKH\ VWDWHG WKDW WKH GLIILFXOW\ OHYHO RI WKH SX]]OH ZDV RYHUDOO 
TXLWH ORZ 2Q WKH RWKHU KDQG WKH FRPELQDWLRQ RI LQJUHGLHQWV 
IRU WKH SRUWDO ZDV KDUG WR ILQG DV PDQ\ XVHUV FRPSODLQHG DERXW 
WKH ODFN RI KLQWV (YHQ WKRXJK DOO XVHUV GLVFRYHUHG DOO WKH JDPH 
VFHQHV  RI WKHP FRQVLGHUHG LW FRQIXVLQJ WR KDYH H[SORUHG 
WKH VFHQHV LQ DQ XQRUGHUHG PDQQHU DQG KDG SUREOHPV ILJXULQJ 
RXW WKH QH[W VWHS RI WKH JDPH 
2YHUDOO WKH XVHUV¶ UDQNLQJV KDYH VKRZQ D KLJK UHOLDELOLW\ 
DPRQJ WKH UDWHUV CURQEDFK¶V $OSKD >@ RI  DV ZHOO DV WKH 
IQWUDFODVV CRUUHODWLRQ CRHIILFLHQW >@ RI  SURYH WKDW WKH 
YDOLGDWLRQ UHVXOWV DUH UHOLDEOH 0RUHRYHU WKH XVHU IHHGEDFN ZDV 
JURXSHG EDVHG RQ WKH JDPH VFHQHV 
 
Laboratory 
UVHUV FRQVLGHUHG WKH ODERUDWRU\ VFHQH WRR FRPSOH[ DV WKHUH 
DUH PXOWLSOH RSWLRQV IRU FKDQJLQJ VFHQHV IURP WKLV SRLQW VHH 
)LJ  %DVLFDOO\ DQ\ VFHQH FDQ EH DFFHVVHG IURP WKH 
ODERUDWRU\ 7KLV LV ZK\ PDQ\ RI WKH XVHUV ZHQW GLUHFWO\ WR WKH 
SRUWDO FUHDWLRQ DUHD ZLWKRXW ILUVWO\ YLVLWLQJ WKH H[SORVLRQ DUHD 
$ VXJJHVWLRQ KHUH ZDV WR HQDEOH WKH SRUWDO FUHDWLRQ LQWHUDFWLRQ 
RQO\ DIWHU YLVLWLQJ WKH H[SORVLRQ DUHD DQG FROOHFWLQJ WKH 
UHVRXUFHV 
 
)LJ  SFHQH FRUUHODWLRQ GLDJUDP 
 
Ted’s house 
$V VHHQ LQ WKH XSSHU GLDJUDP WKLV VFHQH LV DOVR DFFHVVLEOH 
IURP WKH ODERUDWRU\ $OPRVW  RI WKH XVHUV YLVLWHG WKLV VFHQH 
WZLFH )LUVW WKH\ ZHQW KHUH DQG GLG QRW DGG DQ\WKLQJ LQWR 
LQYHQWRU\ EXW DIWHUZDUGV UHDOL]HG WKH\ QHHGHG UHVRXUFHV IRU 
SRUWDO FUHDWLRQ $ VLPLODU VROXWLRQ WR WKH SUHYLRXV ODERUDWRU\ 
VFHQH LVVXH FDQ EH DSSOLHG KHUH GLVDEOH LQWHUDFWLRQ XQWLO WKH 
XVHU YLVLWV WKH SRUWDO FUHDWLRQ VFHQH SHFRQGO\ XVHUV KDG 
GLIILFXOWLHV FKRRVLQJ ZKLFK LWHPV IURP WKH IULGJH WR DGG WR WKH 
LQYHQWRU\ 7KHUH LV QR FOXH ZKDW NLQG RI UHVRXUFHV 7HG QHHGV LQ 
KLV MRXUQH\ POD\HUV DVNHG IRU VRPH KLQWV RU D SX]]OH WR KHOS 
WKHP GHFLGH ZKDW WR WDNH 
 
Explosion area 
$PRQJ WKH SURYLGHG SX]]OHV WKH PD]H GHSLFWHG LQ )LJ  
ZDV FRQVLGHUHG WRR VLPSOH UVHUV VWDWHG WKDW LI WKH\ KROG WKH 
³UP´ DUURZ NH\ DQG VOLJKWO\ SUHVV ³/()7´ RU ³RI*+7¶ NH\V 
WKH SOD\HU FRQWUROOHU ILQGV LWV ZD\ WKURXJK WKH PD]H 
)XUWKHUPRUH XVHUV FRQVLGHUHG WKDW QRW DOO SRUWDO LQJUHGLHQWV 
VKRXOG EH IRXQG LQ WKH VDPH SODFH 7KHUH FRXOG EH  GLIIHUHQW 
SX]]OHV IRU ILQGLQJ HDFK UHVRXUFH W\SH 
 
 
)LJ  0D]H IRU FROOHFWLQJ HYLGHQFH 
Portal creation 
$V VWDWHG SUHYLRXVO\ DOO XVHUV FRQVLGHUHG GLIILFXOW ILQGLQJ 
WKH FRUUHFW FRPELQDWLRQ IRU WKH SRUWDO LQ WKH VFHQH IURP )LJ  
7KH\ UHTXHVWHG D GLIIHUHQW DSSURDFK LQ ZKLFK DGGLWLRQDO KLQWV 
DUH SURYLGHG DQG XVHUV DUH IXUWKHU JXLGHG LQ WKHLU LQWHUDFWLRQ 
 
 
)LJ  (QWU\ ZLWKLQ WKH SRUWDO FUHDWLRQ VFHQH 
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9II C2NC/USI2NS $N' )U7UR( '(9(/2P0(N7S 
Seeker LV D VHULRXV JDPH WKDW IRFXVHV RQ HQKDQFLQJ WKH 
XVHUV¶ cognitive abilities WKURXJK GLIIHUHQW PLQLJDPHV DQG 
SX]]OHV WKDW UHTXLUH UHVRXUFH PDQDJHPHQW GHFLVLRQPDNLQJ 
PHPRU\ DWWHQWLRQ DQG SUREOHP VROYLQJ (DFK RI WKHVH 
FRJQLWLRQ DELOLWLHV ZDV WDUJHWHG LQ WKH WXWRULDO PRGH ZKHUH WKH 
XVHU LQWHUDFWV ZLWK WKH UHVRXUFH PDQDJHPHQW V\VWHP WKH 
LQYHQWRU\ SOD\V WKH ILUVW SX]]OH DQG FUHDWHV D SRUWDO WKDW OHDGV 
KLP WR WKH QH[W OHYHO 2YHUDOO Seeker SURYLGHG DQ HQMR\DEOH 
H[SHULHQFH ZKLOH NHHSLQJ WKH XVHU FRQQHFWHG LQ WKH JDPH 
'HFLVLRQPDNLQJ DQG UHVRXUFH PDQDJHPHQW DUH H[HUFLVHG 
WKURXJK WKH LQYHQWRU\ V\VWHP ZKLOH DWWHQWLRQ DQG SUREOHP 
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