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Abstract
High-Order Methods for Computational Fluid Dynamics Using Gaussian
Processes
by
Adam Reyes
Next generation computing hardware is expected to deliver large gains in pro-
cessing power with less memory resources being the limiting factor in scalability.
High-order methods, compared to low-order methods, achieve greater solution
accuracy on the same grid resolution through computing higher-order approxima-
tions, embodying the necessary balance between lower memory costs and greater
floating point operations. Until recently polynomial based approaches have dom-
inated the landscape of high-order spatial discretization. This is in large part
due to their relationship to Taylor expansion, being one of the most familiar of
function approximations. However, the need to fit a fixed number of parameters
can be restrictive, especially on multidimensional problems where the complexity
of polynomial based numerical methods increases drastically, which compound as
the order of accuracy is increased.
In this dissertation a new framework for designing high-order of accuracy nu-
merical descriptions for computational fluid dynamics based on the Gaussian pro-
cess (GP) family of stochastic functions is developed. Instead of viewing function
approximation as needing to fit a set number of parameters, GP modelling views
the underlying function as belonging to a space of “likely” functions defined by the
chosen GP model. This view of function approximation in terms of a likelihood
is exploited to furnish a robust method for balancing the tension between high-
order approximation and the capturing of discontinuities allowed in the systems
considered.
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Chapter 1
Introduction
The advent of high performance computing (HPC) and its easy availability
to researchers has seen the use of simulation become a vital part of modern sci-
ence. This rise has been fueled by the development of stable and reliable nu-
merical methods that are able to solve problems with increasing complexity in
their physics as well as their scale. Simulations performed with the multiphysics
(hydrodynamics/magnetohydrodynamics) code FLASH [28] has played a key role
in designing laser-driven plasma experiments to study turbulent dynamos in the
laboratory. [75, 76]. Here not only does the simulation of experimental condi-
tions enable the determination of the necessary laboratory platform to achieve
the proper turbulent plasma state, but also is crucial in being able to interpret
experimental results with simulation having access to much more physical infor-
mation than the limited experimental diagnostics. In a similar vein the recent
imaging of the shadow of a black hole by the Event Horizon Telescope collab-
oration was confirmed through the generation of synthetic images coming from
general-relativistic magnetohydrodynamic simulations [71].
Numerous other applications of computational fluid dynamics on HPC sys-
tems abound across a multitude of disciplines, including: cosmological formation
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and structure [69], spacecraft and rocket design [38], inertial confinement fusion
experiments [50], informing the conclusions intergovernmental panel on climate
change (IPCC) report using global climate simulations [9], and enabling nuclear
stockpile stewardship without nuclear testing [1] to name a few.
Simulation of these phenomena requires nonlinear, multidimensional and mul-
tiscale descriptions. The disparate temporal and spatial dynamic ranges pushes
the limits of what modern HPC platforms are capable of. The 2014 Workshop
on Exascale Applied Mathematics [23] produced a report that projects the avail-
ability of exascale computing by 2023. It is predicted that this will come with a
disruption in the balance of computing resources, chief among which is a drastic
decrease in the available system memory per unit of computing power being the
major limiting factor to the scalability of simulation codes.
In order to meet the needs of these scientific applications the corresponding
numerical methods will have to conform to the new balance of computing power
and memory resources. This makes the adoption of high-order accurate discretiza-
tions a desirable choice. High-order algorithms achieve greater solution accuracy
through higher-order approximations, which come at the cost of increased floating
point operations, but do so on lower resolution meshes as compared to low-order
methods that are able to achieve the same solution accuracy. By using less grid
points, simulations making use of high-order methods are able to reduce the mem-
ory requirements needed to achieve their design accuracy.
Polynomial-based approaches have held pride-of-place as the cornerstone of
high-order methods for computational fluid dynamics (CFD) [8,17,31,45,78]. This
dissertation develops the use of the nonparametric Gaussian processes (GP) as an
alternative to polynomials in high-order function approximation for CFD. Instead
of fitting a fixed number of parameters to match a set of explicit basis functions
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to a set of data points, as is done for polynomial methods, the GP approach views
function approximation as a stochastic process, where the GP model specifies
a space of “likely” functions. These “likely” functions are set by a number of
parameters that are independent to the data to be interpolated, which determines
properties of these “likely” functions (e.g., smoothness, important length scales).
This view of data interpolation leads to a robust framework that provides
a single algorithmic framework for designing numerical methods of any order of
accuracy, while also being able to handle shocks and discontinuities in the solu-
tions. Additionally these GP based high-order methods deliver greater solution
accuracy in smooth flows, as well as reduced numerical diffusion in regions that
contain both shocks and smooth flow features.
1.1 Overview of this dissertation
Chapter 2 provides some background on the methods considered for discretiz-
ing hyperbolic partial differential equations (PDEs), both in space and time.
Chapter 3 describes some of the state of the art techniques for achieving high-
order spatial accuracy based on polynomial interpolation that are suitable for
problems that contain shocks and discontinuities. Chapter 4 introduces the tech-
nique of Gaussian process (GP) modeling for function approximation and develops
the GP-WENO algorithm for using GP to capture shocks. Chapter 5 character-
izes the accuracy properties of GP-WENO and Chapter 6 presents results from
benchmarking GP-WENO on a suite of numerical test problems on a variety of
discretizations. Some concluding remarks are found in Chapter 7.
3
Chapter 2
Discretizing Hyperbolic
Conservation Laws
This dissertation seeks high-order numerical approximations for solving sys-
tems of nonlinear conservation laws. Hyperbolic conservation laws may be used
to describe a wide range of physical systems, including the compressible Euler
equations which will be of particular interest in this dissertation. This chap-
ter introduces some background on the design principles needed for constructing
high-order numerical discretizations of systems of nonlinear conservation laws. Of
particular interest are the class of methods that allow for the formation, capture
and evolution of discontinuities in a stable and convergent manner.
First hyperbolic conservation laws are introduced in Section 2.1 along with the
theoretical underpinnings for seeking numerical solutions that converge to weak
solutions of the governing partial differential equations. Techniques for achieving
high-order accuracy in time are described in Section 2.2 and finally high-order
spatial discretization are described in Section 2.3 and 2.4 for evolving volume
averaged and pointwise quantities.
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2.1 Hyperbolic Conservation Laws
In three spatial dimensions conservation laws may be written in the form,
∂U
∂t
+∇ · F(U) = 0. (2.1)
Here U is a vector of conserved variables and F(U) = (F(U),G(U),H(U))T
is the vector of fluxes in the x, y and z directions. This dissertation considers
solutions to the Euler equations, numerical results from which are presented in
Chapter 6. The Euler equations are given by
U =

ρ
ρu
ρv
ρw
E

, F(U) =

ρu
ρu2 + p
ρuv
ρuw
u(E + p)

, G(U) =

ρv
ρuv
ρv2 + p
ρvw
v(E + p)

,
H(U) =

ρw
ρuw
ρvw
ρw2 + p
w(E + p)

. (2.2)
In the above ρ is the density, u = (u, v, w)T the velocity, and p the pressure. The
total energy of the fluid, E, is given by the sum of the kinetic energy and internal
energy, E = + 12ρu2, where the internal energy obeys an ideal equation of state
(EOS).
 = p
γ − 1 , (2.3)
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for γ the ratio of specific heats.
The conservation law is hyperbolic if the Jacobian of the flux in any direction
may be written as
A = ∂F(U)
∂U = RΛL, (2.4)
where Λ is a diagonal matrix with real eigenvalues, and L and R are a correspond-
ing complete set of left and right eigenvectors. While only the Euler equations
will be considered in this dissertation as an example of a hyperbolic conservation
law, the strategies presented to achieve high-order spatial accuracy apply equally
to any system of the form described above. For example, another system of con-
servation laws, the equation of ideal magnetohydrodynamics (MHD), which come
from coupling the Euler equations for a conducting fluid to Maxwell’s equations
in the non-relativistic limit. Additional considerations are needed for solving the
MHD equations, owing mostly to maintaining the solenoidal constraint (∇ ·B) of
the magnetic field. However the core hydrodynamics solvers are the same as those
presented here for the Euler equations. As such, the strategies presented here can
just as easily be implemented in an existing MHD code.
2.1.1 Nonlinear Systems
Due to the nonlinearity of Eq. (2.1) no smooth solution can, in general, exist
for all times, making discontinuities an reality for nonlinear systems. Instead one
has to seek weak solutions to Eq. (2.1), which in 1D satisfy
∫ ∫
{U∂tφ− F∂xφ} dxdt+
∫
φ(x, 0)U(x, 0)dx = 0, (2.5)
for any smooth test function φ(x, t) ∈ C10(R×R+). Eq. (2.5) imposes an integral
relation for the weak solutions that guarantees that the weak solutions satisfy
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the Rankine-Hugoniot jump condition, itself derived from the integral form of the
PDE,
[F ] = s [U ] , (2.6)
where brackets denote a jump across the discontinuity and s is the speed that the
discontinuity moves.
The framework for designing numerical schemes that converge to a weak solu-
tion of Eq. (2.1) is given by the Lax-Wendroff theorem [41]. The theorem states
that a scheme converges to a weak solution if and only if that scheme is stable
and consistent with the PDE. Consistency is obtained by discretizing the spatial
derivatives in Eq. (2.1) in a conservative fashion [41], for example in 1D
∂F
∂x
∣∣∣∣∣
x=xi
≈ 1∆x
[
fˆi+1/2 − fˆi−1/2
]
, (2.7)
where the index i indicates the lattice point xi = x+i∆x2 of the computational mesh
and fˆi+1/2 = fˆi+1/2(Ui−l, . . . ,Ui+l) is the consistent numerical flux. Consistency
of the numerical flux requires that when all arguments to the numerical flux are
the same it reduces to
fˆi+1/2(U, . . . ,U) = F(U). (2.8)
The stability requirement is satisfied by constructing numerical fluxes that do
not introduce new extrema into the solution [41]. This is handled by using data
representations in the reconstruction/interpolations of the fluid states that are
either total variation diminishing or essentially non-oscillatory, which is discussed
more in Chapter 3.
The Lax-Wendroff theorem guarantees that the solution will converge to a
weak solution, but generally there can be an infinite number of weak solutions
to a PDE. Picking the physically correct weak solution requires the solution to
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satisfy an entropy condition [18, 42]. The entropy condition may be interpreted
as being the weak solution to Eq. (2.1) in the limit of a vanishing viscosity term.
The first success in producing a shock capturing method is that of Von Neumann
and Richtmyer [79], which directly introduced an artificial viscosity term into
the governing equations. Alternatively, in the approach introduced in the Lax-
Wendroff method [41] includes the necessary viscosity through entropy satisfying
fluxes that require the characteristics on either side of the shock to converge,
rather than emanate from the shock. In finite volume (FVM) and finitet difference
(FDM) methods this is done either through fluxes computed as a solution to a
Riemann problem or an appropriate flux splitting.
2.2 Time Integration
Given a discretization for the spatial derivatives in Eq. (2.1), Li(U), either
through FVM or FDM, at each mesh point the conservation law is approximated
as
∂Ui
∂t
= Li(U). (2.9)
There are two main strategies for advancing the solution from time tn by ∆t
to tn+1. The first, which is by far the most popular for achieving high-order
accuracy in time, called the method of lines, is to treat Eq. (2.9) as an ordinary
differential equation (ODE) at each lattice point on the computational mesh, with
the right hand side given by the spatial discretization operator. The solution is
then advanced in time using a multi-stage strong stability preserving Runge-Kutta
(SSP-RK) method [30].
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2.2.1 Runge-Kutta Methods
In the RK approach using the method of lines the time evolution is broken up
into a sequence of stages that are each built on a first-order time stepping, which
when taken together retains the desired order off accuracy in time. In this way
the extension from low-order to high-order in time is accomplished very simply
given an existing implementation at first order since each stage is algorithmically
identical. The SSP variant of the RK methods allows not only for the treatment
of hyperbolic systems without source terms, as in Eq. (2.1), but are also suitable
for systems with stiff source terms [40,56].
The strength of the method of lines approach is in the simplicity with which
it can achieve high-order in time while also being able to easily include additional
physics and source terms. The great drawback comes in the multiplication of effort
in the intermediate updates, needing to repeat the potentially costly procedures
in the spatial approximation L(U). For example, a third-order SSP-RK method
requires a minimum of three stages,
U∗ = Un + ∆tnL(Un)
U∗∗ = 34U
n + 14U
∗ + ∆t
n
4 L(U
∗)
Un+1 = 13U
n + 23U
∗∗ + 23∆t
nL(U∗∗) (2.10)
. All of the procedures needed for the high-order approximation L(U) need to
then be repeated for each of the three stages, which for a FVM would include the
Riemann solvers and data reconstructions, often being the most computationally
expensive parts of a code. In a parallel implementation the three stages would also
result in three times the amount of data communication, making RK methods less
scalable on parallel architectures. Going to higher order would necessitate more
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RK stages, greatly increasing the overall cost.
2.2.2 Predictor-Corrector Methods
In the predictor-corrector approach Eq. (2.9) is averaged in time over the
interval [tn, tn+1],
Un+1i = Uni + ∆tLn+1/2i (U), (2.11)
where Uni = Ui(tn) and the superscript n + 1/2 refers to the operator L being
averaged in time from tn to tn+1. Instead of the temporal and spatial parts of
the PDE being treated separately, as is the case in the method of lines, they are
considered together which can result in more accurate solutions as was demon-
strated for the piecewise cubic method (PCM) [44] as well as being considerably
more computationally efficient compared to RK methods of the same order of
accuracy [5, 7, 44,73].
The first predictor-corrector scheme is Van Leer’s MUSCL (Monotonic Upwind
Scheme for Conservation Laws) scheme [78]. In the MUSCL approach 1D linear
characteristics are traced back in time over their domain of dependence to pro-
duce time-averaged fluid states suitable for the time-averaged spatial operator in
Eq. (2.11). Higher order in time is achieved by introducing additional substructure
into the traced profiles, which has been done for parabolic [17] and cubic [44] pro-
files. Extensions to multiple space dimensions was originally accomplished through
operator splitting of the fluxes using the method of Strang [70]. Colella formulated
the first fully unsplit multidimensional predictor-corrector scheme, called the cor-
ner transport upwinding (CTU) method [16]. In the CTU method contributions
due to fluxes in the direction transverse to the characteristic tracing are considered
when time-averaging fluid states. The midpoint rule used to include the trans-
verse flux corrections limits the CTU scheme to be overall second-order accurate,
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no matter the spatial order of the profile used for characteristic tracing. However,
additional accuracy in the characteristic tracing does lead to improvements in the
overall solution as demonstrated with the FLASH code [28] for PCM [44] and the
Gaussian process methods developed in this dissertation (Chapter 6.2).
The other dominant style of predictor-corrector methods is the ADER (Arbi-
trary DERivative in space and time) methods developed in the last 15 years. The
ADER approach seeks to couple the spatial structure of the solution to produce
temporal information through the governing PDE using the Cauchy-Kowaleski
procedure. The original strain of ADER methods put forward by Titarev and
Toro [73] looks for solutions of the generalized Riemann problem (GRP), which
involves the evolution of two fluid states with non-zero spatial derivatives meeting
with a jump discontinuity at an interface, in order to form a Taylor series in time
for the fluxes at interfaces between cells on a computational grid.
In the other style of ADER local temporal information is extracted from the
spatial information given by the initial conditions through a Galerkin projection on
the governing PDE [8,24], leading to the name ADER-CG (Continuous Galerkin).
Through this procedure a high-order polynomial in space and time is formed
locally inside of each computational cell. When combined with a quadrature-free
Riemann solver [25] provides a very straightforward path to efficiently achieve
high order accuracy in space and time for FVM.
2.3 Finite Volume Methods
For a finite volume method (FVM) consider Eq. (2.1) discretized on a uniform
mesh containing cells with spacing (∆x,∆y,∆z) in the three spatial directions.
Let cell centers of the mesh be indexed by (i, j, k) at (xi, yj, zk) and the cell face-
centers by (i+1/2, j, k), (i, j+1/2, k) and (i, j, k+1/2). Eq. (2.1) is then averaged
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over the volume of each computational cell to give an evolution equation for the
volume-averaged fluid variables,
∂Ui,j,k
∂t
=− 1∆x(Fi+1/2,j,k − Fi−1/2,j,k)
− 1∆y (Gi,j+1/2,k −Gi,j−1/2,k)
− 1∆z (Hi,j,k+1/2 −Hi,j,k−1/2), (2.12)
where the overbar with an index at a cell center indicates a volume average over the
cell and an overbar with an index at a cell face indicates an average over that face.
The goal of a high-order FVM scheme then is to accurately approximate the face-
averaged fluxes at the interfaces between cells, which can be used in conjunction
with the strategies outlined in Section 2.2 to update the volume-averaged fluid
variables to the next time step.
Eq. (2.12) casts the FVM discretization in a conservative form. By discretizing
the PDE in terms of the volume-averaged fluid variables FVM guarantees that the
total integrated conserved variables (total mass, momentum and energy) are con-
served over the whole domain for all time. The fluxes are computed by assuming
that there is a jump discontinuity at every interface that defines a Riemann prob-
lem. The interface flux is then taken as the solution to the Riemann problem at
each interface. This treatment of piecewise continuous data on each cell connected
to one another by a Riemann problem is known as Godunov’s method [29].
2.3.1 The Riemann Problem
The Riemann problem is given by two constant states connected by a jump
discontinuity as in Fig. 2.1a. For the Euler equations, and also the equation of ideal
MHD, an analytic solution to the Riemann problem can be computed for every
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possible initial configuration. An analytic solution for the Sod shocktube problem
is shown in Figure 2.1. The solution consists of three waves that delineate the
three states within the Riemann fan (the wave structure given by the characteristic
lines in the bottom panels of Fig. 2.1).
(a) (b)
Figure 2.1: Analytic solution to the Sod [68] setup of the Riemann problem.
(a) shows the initial condition and (b) the solution at t = 0.2. Top plots show
the density and the bottom plot a spacetime diagram with the characteristic
lines corresponding to the three wave families present in the problem, commonly
referred to as the Riemann fan. The black dashed line marks the location of the
initial discontinuity.
While the analytic solution of the Riemann problem can be computed for many
systems, it is often the most computationally expensive calculation in a Godunov
method. Often using an analytic Riemann solver is prohibitively expensive and
instead approximate Riemann solvers are employed. Some examples include the
family of solvers derived from that of Harten, Lax and van Leer (HLL) [33, 74],
Roe-type [61] and Osher-type [27, 55]. Approximate solvers seek to approximate
the wave model of the Riemann problem in a way that is computationally effi-
cient, while also enforcing the Rankine-Hugoniot and entropy conditions. Interface
fluxes computed from these solvers are then properly upwinded and also provide
the dissipation necessary to satisfy the entropy condition, allowing convergence of
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the scheme to the correct weak solution.
More sophisticated approximate Riemann solvers, such as HLLC [74] or HLLE
[26] are able to retain additional substructure (e.g. additional waves in the Rie-
mann fan) in resolving the Riemann problem compared to simpler solvers such
as HLL, which models the solution as a two-wave solution, no matter how many
wave families might be present in the solution. This can allow for better resolu-
tion of certain features, such as contact discontinuities, with less dissipation at
the cost of being less stable. It has then become common practice to combine
high-order methods with more dissipative Riemann solvers, like HLL, to provide
additional stability to the method with the idea that the high-order of accuracy
would more than make up for the lack of substructure in the model of the Riemann
problem [43].
2.3.2 High-Order FVM
The core of the FVM is in computing the fluxes through the interfaces be-
tween neighboring computational cells. With a choice of Riemann solver the only
remaining task is in determining the inputs to the Riemann problem, that is
the fluid states on either side of the interface. Because the FVM is based on
the integral form of the PDE, the fundamental data-type of the method is the
volume-averaged conserved variables. As such, in order to specify the pointwise
conserved variables at the cell interfaces, they must be reconstructed from the
neighboring volume-averaged quantities. The order of accuracy then, of the out-
put interface fluxes, hinges entirely on the Riemann states being reconstructed to
high accuracy. Strategies for this are discussed in depth in Chapter 3
The fluxes in Eq. (2.12) are themselves also integral quantities while the inputs
and outputs to the Riemann problem are pointwise values. Care needs to be
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taken then to compute them to high-order. At the lowest level the face-centered
pointwise fluxes, Fi+1/2,j,k, are used as a second-order approximation to the face-
averaged fluxes,
1
∆y∆z
yj+1/2∫
yj−1/2
zk+1/2∫
zk−1/2
F(xi+1/2, y, z)dydz = Fi+1/2,j,k +O(∆y2,∆z2), (2.13)
resulting in second-order convergence no matter the method of reconstruction.
To achieve higher than second-order accuracy the Riemann problem would need
to be solved at multiple quadrature points on each face and is the conventional
approach to high-order finite volume [51,72,81].
Being that the Riemann solver is one of the most expensive components in a
FVM calculation several strategies have been developed to avoid additional calls to
the Riemann solver. In the method developed by Buchmüller and Helzel [14] the
face-averaged fluxes are constructed from neighboring pointwise Riemann fluxes
in a sort of inverse reconstruction procedure. Of interest in this dissertation is the
so-called qudrature-free method originally developed for discrete-Galerkin (DG)
methods [2,77] and then applied to FVM by Dumbser et al. [25]. In this approach
the wave model used by the Riemann solver is approximated to be constant along
each face so that the Riemann flux becomes a linear functional of the conserved
variables and fluxes on either side of the interface. As an example the HLL flux
in the x-direction at the face (i+ 1/2, j, k) is given by,
FHLL(xi+1/2, y, z) =
1
SR − SL
[
SRFL(y, z)− SLFR(y, z)+
SRSL
(
UR(y, z)−UL(y, z)
)]
, (2.14)
where SR,L are the approximate extremal wave speeds that define the HLL Rie-
mann fan, FR,L and UR,L are the fluxes Riemann states on either side of the
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interface. In general SR,L are also functions of y and z, requiring the integration
of Eq. (2.14) over the face to use some sort of quadrature rule. In the quadrature-
free approach SR,L are taken to be constant on each face, making the integration
of Eq. (2.14) a linear combination of the Riemann states integrated over the faces.
In this manner the evaluation of the numerical fluxes (Eq. (2.14)) requires only
a single call to the Riemann solver for each face, where the inputs are the face-
averaged Riemann states rather than pointwise.
The second order relation between cell-averaged and cell-centered pointwise
values is often abused in second-order codes. For example in the conversion be-
tween conservative and primitive variables, such as calculating velocities from
momentum,
ui,j,k =
ρui,j,k
ρi,j,k
+O(∆x2,∆y2,∆z2), (2.15)
which would occur in computing equations of state or in other physics. Such
conversions then need to be carried out to high-order using techniques similar to
reconstruction to ensure that no second-order bottlenecks are introduced [51].
2.4 Finite Difference Methods
Following the same convention for discretizing the computational domain as
was done for FVM, the conservative finite difference method (FDM) seeks a dis-
cretization for the spatial derivatives in Eq. (2.1) that evolves the pointwise conser-
vative variables. In order to satisfy the conditions of the Lax-Wendroff theorem,
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FDM adopts a discretization in conservative form,
∂Ui,j,k
∂t
=− 1∆x(fˆi+1/2,j,k − fˆi−1/2,j,k)
− 1∆y (gˆi,j+1/2,k − gˆi,j−1/2,k)
− 1∆z (hˆi,j,k+1/2 − hˆi,j,k−1/2), (2.16)
where fˆi±1/2,j,k, gˆi,j±1/2,k and hˆi,j,k±1/2 are the x, y and z numerical fluxes at the
cell-face centers. Unlike in the case with FVM where the numerical fluxes derived
naturally from the integral form of the PDE, the FDM numerical fluxes must be
explicitly constructed to approximate the flux derivatives in the conservation law
up to some design order of accuracy q, i.e.,
∂F
∂x
∣∣∣∣∣
x=xi,j,k
= 1∆x(fˆi+1/2,j,k − fˆi−1/2,j,k) +O(∆x
q), (2.17)
and similarly for y and z fluxes.
In order to specify the numerical fluxes in Eq. (2.16), consider an auxiliary
function Fˆ whose 1D cell average gives the pointwise flux Fi,j,k in the x-direction,
as well another function, P(x) = ∫ x−∞ Fˆ(ξ)dξ. The pointwise flux is then expressed
as
F(x) = 1∆x
x+∆x/2∫
x−∆x/2
Fˆ(ξ)dξ = 1∆x
[
P
(
x+ ∆x2
)
−P
(
x− ∆x2 )
)]
. (2.18)
Differentiating Eq. (2.18) with respect to x gives
∂F
∂x
∣∣∣∣∣
x=xi,j,k
= 1∆x
(
Fˆi+1/2,j,k − Fˆi−1/2,j,k
)
, (2.19)
and comparison with Eq. (2.17) identifies Fˆ as the analytic function that the
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numerical flux fˆ seeks to approximate. This process is repeated in a similar fashion
for the y and z fluxes to identify functions Gˆ and Hˆ whose 1D cell averages are
G and H, and correspond to the numerical fluxes gˆ and hˆ.
The goal of FDM is then to approximate the quantities Fˆ, Gˆ and Hˆ knowing
their 1D cell averages given as the pointwise values of the fluxes at the cell centers,
Fi,j,k, up to some design accuracy of order q + 1,
fˆi+1/2,j,k = fˆi+1/2,j,k (Fi−l,j,k, . . . ,Fi+l,j,k) = Fˆi+1/2,j,k +O(∆xq+1). (2.20)
Posed in this way, seeking the numerical fluxes in FDM is identical to the problem
of reconstructing high-order Riemann states from the cell-averaged conservative
variables in 1D FVM.
Such a high-order conservative finite difference method was originally devel-
oped by Shu and Osher [67]. In their method the problem of approximating the
numerical fluxes was accomplished by reconstructing the face-centered numerical
fluxes from the pointwise fluxes. Flux based finite difference methods (FD-Flux)
that are able to use the same high-order reconstruction procedures as 1D finite
volume codes are easy to implement and readily achieve high-order of error con-
vergence, even in multiple space dimensions without the need to attend to all the
nuances present in FVM (see Section 2.3.2). As such, FD-Flux have seen wide
adoption within the high-order CFD community [37, 52, 66]. Proper upwinding
and enforcement of the entropy condition in the FD-Flux approach is achieved by
appropriately splitting the pointwise fluxes into components moving towards and
away from the interface of interest from both directions before reconstruction, and
then recombining them after. Typically this is done using a global Lax-Friedrichs
splitting [37, 66], which while robust introduces a significant amount of dissipa-
tion into the solution. Because of the formulation as a flux reconstruction there
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is no option to include substructure in the wave model as can be done with the
Riemann solver in FVM.
Alternatively the interface flux, Fi+1/2,j,k calculated from the Riemann prob-
lem as in FVM, may be used as the numerical flux fˆi+1/2,j,k. This naive application
of the physical flux as the numerical flux results in at best a second-order approx-
imation, regardless of the order of accuracy used to compute Fi+1/2,j,k, since
Fi+1/2,j,k =
xi+1∫
xi
Fˆ(ξ)dξ +O(∆x2). (2.21)
In an approach proposed by Del Zanna [20,21] the numerical flux is viewed as the
Riemann flux plus a series of high-order corrections,
fˆi+1/2,j,k = Fi+1/2,j,k + α∆x2F(2)i+1/2,j,k + β∆x4F
(4)
i+1/2,j,k + . . . ,
gˆi,j+1/2,k = Gi,j+1/2,k + α∆y2G(2)i,j+1/2,k + β∆y4G
(4)
i,j+1/2,k + . . . ,
hˆi,j,k+1/2 = Hi,j,k+1/2 + α∆z2H(2)i,j,k+1/2 + β∆z4H
(4)
i,j,k+1/2 + . . . ,
(2.22)
where parenthesized superscripts denote a high-order numerical derivative along
the corresponding spatial dimension, and the constants α and β are chosen so
that Eq. (2.17) holds up to the design order of accuracy. For q = 5 only terms
up to the fourth derivative in Eq. (2.22) are retained. α and β are determined by
Taylor expanding the terms in Eq. (2.22) and enforcing the condition in Eq. (2.17)
to maintain the desired order of accuracy. Doing so means that α and β depend
directly on the stencil geometry in the difference formulas that are used to approx-
imate the derivatives. Del Zanna [21] used the neighboring interface fluxes (e.g.,
Fi+1/2,j,k) to approximate the derivatives and found α = −1/24 and β = 3/640.
The disadvantage of this choice is that it requires additional guard cells around
the computational domain in which to solve the Riemann problem in order to
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compute the high order corrections near the domain boundaries. Chen et al. [15]
converted cell-centered conservative variables to cell-centered fluxes (e.g., Fi,j,k)
in between the interfaces of interest in order to compute the flux derivatives. This
leads to α = −1/24 and β = 1/480 and does not require additional guard cells.
However the conversion to flux variables needs to be performed at each grid point
in the domain for each flux direction, adding considerable computational cost. For
this reason the approach of Del Zanna will be adopted in this dissertation, and
the flux derivatives for a fifth-order method are given by
F(2)i+1/2,j,k =
1
∆x2
(
Fi−1/2,j,k − 2Fi+1/2,j,k + Fi+3/2,j,k
)
,
F(4)i+1/2,j,k =
1
∆x4
(
Fi−3/2,j,k − 4Fi−1/2,j,k + 6Fi+1/2,j,k − 4Fi+3/2,j,k + Fi+5/2,j,k
)
.
(2.23)
This approach to the FDM is also able to achieve high-order of error conver-
gence on multidimensional problems. It also shares a great deal of overlap with
FVM schemes in terms of conservative variable interpolation as an input to the
Riemann problem to compute fluxes. In this way knowledge of methods developed
and tested in this FDM framework may also inform their behavior in an FVM
framework without the additional machinery required of FVM.
2.5 Conclusion
Conservative finite difference and finite volume frameworks appropriate for
solving nonlinear systems of conservation laws have been presented. Both are
able to achieve high-order of error convergence in space and time. Finite difference
methods evolve the pointwise conservative variables and
• provides a straightforward framework to achieving high-order in multiple
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spatial dimensions through a FDM numerical flux (fˆ , gˆ, hˆ) that is math-
ematically different from, but consistent with the physical fluxes (F, G,
H).
• The numerical fluxes are defined by the mesh geometry.
• Conserves the pointwise sum of the conserved variables at the mesh points.
Finite volume methods evolve the cell volume-averaged conserved variables,
• taking the integral form of the governing PDE, where the numerical fluxes
are taken from the solution to a Riemann problem at the cell interfaces.
• The integral form of the PDE allows FVM to work naturally with unstruc-
tured or adaptive mesh refinement (AMR) geometries.
• In multiple spatial dimensions additional considerations detailed in Sec-
tion 2.3.2 are necessary in order to avoid second order bottlenecks.
• FVM conserve total integrated conserved variables (mass/momentum/energy)
over the whole computational domain.
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Chapter 3
High-Order
Interpolation/Reconstruction for
FDM and FVM
In both the FVM and FDM methods presented in Chapter 2 the numerical
fluxes that define the discretization are constructed from solutions to the Riemann
problem at the cell interfaces (Section 2.3.1), which takes as an input the fluid
states on either side of the interfaces. The accuracy of the flux computed from
the Riemann solver is limited by the accuracy to which the Riemann states are
interpolated/reconstructed from the fluid variables at the neighboring zone cell
centers. Thus, the interpolation/reconstruction procedure is the showstopper in
terms of the global accuracy of FDM and FVM discretizations. As such high-order
data representation on local mesh stencils is ideal for maximizing accuracy on a
given mesh resolution.
On the other hand, the systems of interest in this dissertation allow in their
weak solutions the formation and evolution of discontinuities that also need to
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be resolved properly by the numerical discretization. High-order data representa-
tion and discontinuous data are fundamentally at odds with one another, where
high-order of accuracy interpolants assume that the underlying function and its
derivatives are continuous over the region of interest. High-order interpolation of
a discontinuity introduces large gradients at the location of the discontinuity that
cause significant over- and under-shooting of the underlying function (e.g., the
oscillations associated with the well-known Gibbs phenomena). Fig. 3.1 demon-
strates how the numerical oscillations introduced by a high-order reconstruction
at a discontinuity can be quickly amplified by the numerical scheme to completely
degrade the numerical solution withtin a few time steps. It is essential to construct
interpolation/reconstruction procedures that are stable in the presence of discon-
tinuities, while striking a balance with the desire to furnish numerical solutions
that also retain a very high order of accuracy away from discontinuities.
(a) (b)
Figure 3.1: Naive application of an 11-th order reconstruction to the Sod shock-
tube problem, for which an analytic solution is shown in Fig. 2.1. (a) shows the
solution after one time step, where prominent Gibbs phenomena have already de-
veloped near the initial discontinuity. (b) shows the solutions after ten timesteps,
where the oscillations developed in the first timestep have spread further in the
domain drastically degrading the solution.
This chapter details some of the classical polynomial approaches to shock-
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capturing interpolation/reconstruction for FVM and FDM discretzations. First
Section 3.1 introduces the notion of total variation diminishing (TVD) schemes
as a way to maintain stable monotone profiles. Next, the TVD property is
relaxed somewhat in favor of the essentially non-oscillatory (ENO) methods,
where local smoothness measures are compared to choose interpolation stencils
that do not contain discontinuities. Finally, a framework to construct interpola-
tion/reconstruction methods of arbitrary orders of accuracy is given by taking the
weighted combination of ENO polynomials, where the weights are non-linearly
adjusted so that polynomials interpolating through a discontinuity are effectively
ignored.
3.1 Total Variation Diminishing Methods
In the original Godunov method [29] constant profiles are used on each cell to
reconstruct the Riemann states. The result is a method that is only first-order
accurate and introduces a great deal of numerical dissipation to the solutions,
even when analytic Riemann solvers are used. The great difficulty in designing
high-order numerical schemes that are shock-capturing stems from the statement
of Godunov’s barrier theorem [29], that the only stable linear advection schemes
are at most first-order. The main caveat to the barrier theorem being that it only
applies to schemes that are linear, meaning any higher than first order scheme
will necessarily have to be nonlinear.
One approach to ensure stability of the method is to construct schemes that
are Total Variation Diminishing (TVD). In TVD methods the total variation
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of the solution, Un, at the time tn defined as
TV (Un) =
∑
i
|Uni − Uni+1|, (3.1)
is always bounded by the total variation of the initial conditions, so that
TV (Un+1) ≤ TV (Un). (3.2)
In the simplest extension of the Godunov method to second-order the constant
profiles on each cell are replaced with piecewise linear profiles. For linear schemes,
such as in the Lax-Wendroff method where the slopes of the linear profiles are
taken to be
σi =
1
∆
(
Uni+1 − Uni
)
, (3.3)
, where σ is the spacing between grid points. The resulting profiles for problems
with discontinuities can have more total variation than the initial data Un owing
to a poor choice of slopes in the vicinity of the discontinuity. A demonstration of
this breakdown for the Lax-Wendroff slopes, σi, is shown in Figure 3.2a.
The resolution of this is to appropriately limit the slopes so that the recon-
structed profiles, u˜i(x, tn), on the cell Ii = [xi −∆/2, xi + ∆/2] satisfy
TV (u˜i(·, tn)) ≤ TV (Un). (3.4)
This is accomplished by considering a set of left and right biased slopes and
using a nonlinear slope limiter function to produces a slope satisfying Eq. (3.4).
Such second-order Piecewise Linear Methods (PLM) using slope limiters were
first introduced by van Leer in a series of papers culminating in the MUSCL
(Monotonic Upwind Scheme for Conservation Laws) scheme [78].
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(a) (b)
Figure 3.2: Piecewise linear reconstruction (red solid lines) of cell-averaged 1D
data (dashed blue lines). (a) shows reconstructed profiles using the Lax-Wendroff
slopes. Note the additional variation introduced at the cells Ii−1 and Ii+1 near
the local minimum. (b) shows the reconstructed profiles using slopes from the
minmod slope limiter. The left-biased slope used on the cell Ii−1 now introduces
no additional variation, however the profile at the local minimum on Ii+1 is clipped
to first-order.
The simplest choice of slope limiter functions is the minmod slope given by
σi =
1
∆minmod(U
n
i+1 − Uni , Uni − Uni−1), (3.5)
where the minmod function is defined as
minmod(a, b) =

a if |a| < |b| and ab > 0
b if |b| < |a| and ab > 0
0 if ab ≤ 0.
(3.6)
A demonstration of the linear profiles reconstructed using the minmod limiter is
shown in Figure 3.2b. The minmod slopes are able to satisfy Eq. (3.4) where the
Lax-Wendroff slopes introduces additional total variation. The added stability
comes at the cost of accuracy clipping at local extrema where the slope limiter
reduces to the first order constant profiles. The minmod slope limiter is the
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most dissipative, although simplest choice. Many more limiter functions can be
constructed that allow larger gradients near discontinuities while still being TVD,
although most suffer from the clipping at extrema [47].
Extensions to third-order using TVD cubic profiles constructed from slope
limiters was accomplished by Woodward and Colella [17] giving the Piecewise
Parabolic Method (PPM). The TVD property is guaranteed by use of slope lim-
iters as well as a set of monotonicity constraints on the parabolic profiles. Being
constructed from slope limited gradients the PPM still suffers from the low-order
clipping at local extrema. Additionally, while a higher order piecewise cubic
(PCM) method has been constructed [44], maintaining the monotonicity con-
straint is no longer possible in the same way as it is for the parabolic profiles.
Constructing schemes with an order of accuracy higher than third from the TVD
slope limiter approach is increasingly more difficult, leading to the development
of the essentially non-oscillatory method discussed in the next section.
3.2 Essentially Non-Oscillatory andWeighted Es-
sentially Non-Oscillatory Methods
High order interpolation/reconstruction assumes that the data being interpo-
latetd is smooth inside the stencil (i.e., the underlying profile has as many deriva-
tives as the high order interpolant requires). The generic solutions to hyperbolic
conservation laws considered here are only piecewise smooth, meaning that they
are smooth everywhere except at a finite number of points where there is a discon-
tinuity. In the ENO approximation the function and its derivatives are assumed
to have finite left and right limits at the discontinuities. The ENO method then
seeks to form interpolation stencils that avoid containing any discontinuities.
27
ENOmethods were first introduced by Harten, Engquist, Osher and Chakravarthy
[32]. In ENO methods the non-oscillatory stencil for reconstruction on the cell Ii
is built by considering all stencils of the required size for the target order of accu-
racy that contain Ii. The stencils are then compared using a local measure of the
smoothness on each stencil, and the smoothest one is chosen for reconstruction on
Ii. Many strategies for measuring the smoothness of stencil data were investigated
in [32], and the most robust choice proposed by the authors is to use the Newton
divided (for non-uniform grids) or undivided differences.
The Newton undivided difference for the stencil Sm =
⋃j+q
k=j Ik is given first by
the 0-th degree undivided difference
U [xj] ≡ U(xj), (3.7)
and the j-th degree undivided difference is recursively defined as
U [xj, . . . , xj+q] ≡ U [xj+1, . . . , xj+q]− U [xj, . . . , xj+q−1]. (3.8)
The ENO stencil is then chosen as the stencil with the smallest undivided differ-
ence, which can be built up from the cell Ii by considering which of the two cells
immediately outside of the current stencil will result in the smaller undivided dif-
ference. The process can then be repeated until a stencil with the desired number
of points for the target accuracy is reached.
An illustration of this stencil building from second up to fourth-order accuracy
is given in Figure 3.3. Here the magnitude of the difference between U(xi−1) and
U(xi) is so great compared to the differences to the right of xi that the cell Ii−1 is
never included in the reconstruction on Ii. By building the stencil in this way the
ENO reconstruction avoids any over or undershooting of the data in reconstructing
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the Riemann states. While the reconstruction is no longer TVD, as methods built
using slope limiters, it can be shown [32] that for scalar conservation laws ENO
methods of order k introduce spurious oscillations that are at most O(k), unlike
the Gibbs phenomena that are O(1), hence they are essentially non-oscillatory.
Figure 3.3: Second, third, and fourth order ENO reconstructed polynomials for
the data used in Fig. 3.2. Starting from the cell Ii additional points are added
to the stencil by comparing the undivided differences between adding the points
outside the current stencil to the left and right. Stars show the reconstruced
Riemann states on the cell Ii.
The ENO framework provides an interpolation/reconstruction procedure that
can be extended to an arbitrary order of accuracy in smooth flows, while also
allowing for the presence of discontinuities in the solution. This is accomplished
by adaptively choosing the stencil that contains the smoothest data. While it is a
robust framework for attaining high-order of accuracy, ENO has some shortcom-
ings:
• The stencil construction procedure is sensitive to perturbations in the data
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due to round-off error. This can cause there to be an “instability” in the
stencil adaptation near these perturbations, which can cause a loss of accu-
racy [62].
• In choosing the stencil, for a k-th order method, k candidate stencils over
2k−1 points must be considered, although only one of those k point stencils
will be used. Using all 2k−1 points would result in a (2k−1)-th order method
in smooth regions
• The ENO stencil construction requires many logical “if” conditions, which
can be computationally inefficient on vector computer architectures [37].
3.2.1 WENO
Jiang and Shu [37] introduced the WENOmethod in order to address the above
listed shortcomings of ENO. In WENO the interpolations/reconstructions from all
k sub-stencils over the 2k− 1 points are considered in a convex combination. The
combination is to be carefully constructed to reproduce the full possible (2k− 1)-
th order accuracy in smooth regions while also keeping with the ENO principle in
not taking weight from stencils that have a discontinuity.
Take the stencil Sm,
Sm =
1⋃
j=k+1
Ii+m−j, m = 1, . . . , k, (3.9)
that yields the approximation to U(xi+1/2) as a linear combination of the cell
averaged values of the function (or pointwise values for interpolation)
U
(m)
i+1/2 =
1∑
j=k+1
amj U i+m−j. (3.10)
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The WENO interpolation/reconstruction is then given as the convex combination
of U (m) as
Ui+1/2 =
k∑
m=1
ωmU
(m)
i+1/2, (3.11)
where ωm are the nonlinear WENO weights.
The success of WENO then hinges on the construction of the nonlinear weights.
The nonlinear weights should have the following properties:
(i) If the sub-stencil Sm contains a discontinuity then the corresponding weight
ωm should be close to zero in order to mimic the effect of the ENO stencil
building.
(ii) In the case that the solution is smooth over the whole 2k − 1 point stencil
S2k−1 Eq. (3.11) should agree with the (2k− 1)-th order approximation over
S2k−1 up to the desired order of accuracy.
Point (ii) above requires that
k∑
m=1
ωmU
(m)
i+1/2 = U
(2k−1)
i+1/2 +O(∆2k−1), (3.12)
in smooth regions. In the method of Jiang and Shu [37] this is accomplished by
having the nonlinear weights satisfy
ωm = γm +O(∆k−1), (3.13)
where the γm’s are the optimal linear weights that satisfy
k∑
m=1
γmU
(m)
i+1/2 = U
(2k−1)
i+1/2 . (3.14)
It was shown by Jiang and Shu [37] that (3.12) follows from (3.13). The above
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considerations leads to a functional form of the nonlinear weights given by,
ωm =
ω˜m∑
s ω˜s
, where ω˜m =
γm
(+ βm)p
, (3.15)
where  is a small number to avoid division by zero (e.g.,  = 10−36), βm is the
indicator of smoothness for the stencil data on Sm and p typically taken to be p = 2
is a parameter that can amplify the difference of scales when a discontinuity is
present on one of the candidate stencils.
The smoothness indicators, βm, then must be large when the stencil data is
not smooth and become arbitrarily small when the data is smooth in order to
emulate the ENO preference for smooth stencils. In order to guarantee the overall
accuracy of the WENO scheme meets the design order it is sufficient to show
through Taylor series analysis that
βm = D(1 +O(∆k−1)), r = 1, . . . , k, (3.16)
where D is a nonzero quantity that is independent of the stencil index m, but
may depend on ∆.
The (un)divided differences used in ENO schemes meets the qualitative fea-
tures desired for the smoothness indicators. However, in [37] many choices for βm
were investigated and the (un)divided differences were found to not satisfy (3.16)
for WENO schemes higher than third-order. A robust choice of smoothness in-
dicator for third and fifth-order WENO schemes was found based on minimizing
the total variation of the polynomial pm(x) from Sm on the interval given by the
cell Ii. The smoothness indicators for WENO are then given by
βm =
k−1∑
n=1
∫ xi+1/2
xi−1/2
∆2n−1
(
dnpm(x)
dxn
)2
dx. (3.17)
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This choice of smoothness indicator has been widely adopted and proven robust on
WENO schemes of a very wide range of accuracy orders beyond fifth-order [6,82].
Figure 3.4: Candidate ENO polynomials used in a fifth-order WENO recon-
struction of the data used in Fig. 3.2 and Fig. 3.3. Stars show the reconstructed
Riemann states on each stencil (S1, S2 and S3 from left to right), with the col-
ormap corresponding to the value of the nonlinear weights and optimal linear
weights on each stencil.
An illustration of the fifth-order (k = 3) WENO reconstruction is given in
Figure 3.4 for the same dataset considered in Figure 3.2 and Figure 3.3. The
optimal linear weights want to take 60% of the reconstruction from the central
stencil S2 and 10% and 30% from S1 and S3 depending on whether reconstructing
the left or right Riemann state. Relative to the bias from the linear weights, the
WENO scheme in Fig. 3.4 strongly prefers to take its reconstruction from S2 and
S3, effectively ignoring S1, which contains the strongest jump from the value on
Ii. In contrast, the ENO stencils in Fig. 3.3 never include the cell Ii−1 due to the
large jump between Ii−1 and Ii, however the polynomial p2(x) that includes Ii−1
can be seen not do introduce additional variation on Ii compared to the initial
data and so WENO includes contributions to the reconstruction.
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Chapter 4
Gaussian Processes for CFD
Data representation plays a key role in the numerical simulation of systems
of hyperbolic conservation laws using conservative FVM and FDM discretiza-
tions. Function approximations based on polynomial Taylor series have been
central to producing high-order conservative methods for CFD as evidenced by
the widespread adoption of the many piecewise polynomial methods (PLM [78],
PPM [17], [W]ENO [37]) discussed in Chapter 3.2.1. This chapter develops a new
formulation of the core high-order data interpolation/reconstruction procedures
for FVM and FDM based on the non-polynomial Gaussian process (GP) modeling
technique.
GP is a class of stochastic process, i.e, processes that sample functions (rather
than points) from an infinite dimensional function space. In the context of inter-
polation, GP processes a set of training data (e.g., observed values of the function
at given points in space) to form a “data-informed” prediction (e.g., function
behavior at a new spatial location). The goal of this chapter is to produce a high-
order accurate interpolation/reconstruction scheme that is based on GP, which
is suitable for problems containing shocks and discontinuities. First, the rele-
vant portions of the theory of GP for regression (Sec. 4.1) is summarized. GP is
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then then adapted to furnish a suitable interpolation scheme for FDM (Sec. 4.3).
The GP interpolation is modified for reconstruction on volume-averaged data for
FVM. Lastly, the GP-WENO class of methods is presented that are able to handle
discontinuous profiles using a new smoothness indicator based on the GP model
provided Gaussian likelihood and replacing the L2 like norm of the piecewise poly-
nomials used in [W]ENO methods [13,34,37] (Sec. 4.5).
4.1 Gaussian Processes
Formally, a GP is a collection of random variables, any finite collection of which
has a joint Gaussian distribution. For the purposes of interpolation/reconstruction
this would be the collection of function observations over a given stencil, fluid
variables at spatial locations for FDM and cell-averaged fluid variables for FVM.
These collections of input data, as a GP, form a joint prior Gaussian distribu-
tion with themselves as well as with the function values that are to be interpo-
lated/reconstructed. In this fashion the known input data is used to “train” a
probability distribution for the unknown function values with a posterior mean
and uncertainty that are compatible with the known function observations. This
updated mean is the target interpolation/reconstruction that is to be used for
approximating Riemann states in FDM or FVM.
A GP, and subsequently the GP prior, is fully defined by two functions:
• a mean function f¯(x) over RN
f¯(x) = E[f(x)], (4.1)
• and a covariance kernel function that is a symmetric and positive-definite
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integral kernel over RN × RN :
K(x,y) = E[(f(x)− f¯(x))(f(y)− f¯(y))], (4.2)
where the averaging is over the GP distribution. In standard statistical model-
ing practices, both f¯(x) and K(x,y) are typically parameterized functions. The
parameters control the character (e.g., smoothness, length scales, strength of os-
cillation) of “likely” functions, which a GP samples. The function f is then said
to belong to the GP with the prescribed mean and covariance functions, written
as f ∼ GP (f¯(x), K(x,y)).
Given a GP and N “training” points xi, i = 1, . . . , N , at which the function
values f(xi) are known, the likelihood L (the probability of f given the prior GP
model) of the vector of input data f ≡ [f(x1), . . . , f(xN)]T is calculated as
L = P (f) ≡ (2pi)−N2 det|K|− 12 exp
[
−12(f − f¯)
TK−1(f − f¯)
]
, (4.3)
where K = [Kij]i,j=1,...,N with Kij = K(xi,xj).
The goal of GP is now, given the function samples f , is to make a probabilistic
statement about the value of f∗ ≡ f(x∗) of the unknown function f ∼ GP (f¯ , K)
at the arbitrary spatial point x∗. The conditioning property of GP is utilized
to form an augmented likelihood function, L∗ (the joint likelihood of f and f∗),
by considering the joint distribution of the available data inputs f and the test
output f∗ exactly as in Eq. (4.3),
L∗ ≡ P (f , f∗) = (2pi)−N+12 det |M|− 12 exp
[
−12(g− g¯)
TM−1(g− g¯)
]
, (4.4)
where g and g¯ are the (N + 1)-dimensional vectors whose components, in parti-
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tioned form, are
g ≡ [f∗, f ]T , g¯ ≡ [f¯(x∗), f¯ ]T , (4.5)
and M is the (N+1)×(N+1) augmented covariance matrix, given in partitioned
form by
M ≡
 k∗∗ kT∗
k∗ K
 . (4.6)
Eq. (4.6) uses the scalar k∗∗ and the N -dimensional vector k∗ = [k∗,i]i=1,...,N that
are given by
k∗∗ ≡ K(x∗,x∗), k∗,i ≡ K(x∗,xi). (4.7)
Eq. (4.3) and Eq. (4.4) are then leveraged, along with the marginal likelihood
for the function value f∗, P (f∗), with the application of Baye’s rule to yield the
conditional distribution of f∗ given f ,
P (f∗|f) = P (f∗|f)P (f)
P (f∗)
. (4.8)
From Eq. (4.8) it is straightforward to derive the posterior Gaussian distribution
for f∗ conditioned on f ,
P (f∗|f) = (2piU2)− 12 exp
[
−(f∗ − f˜∗)
2
2U2
]
, (4.9)
the details of which can be found in Chapter 4 of [53]. Eq. (4.9) contains the
updated posterior mean function, f˜∗,
f˜∗ ≡ f¯(x∗) + kT∗K−1(f − f¯), (4.10)
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and the updated posterior covarince, U ,
U2 ≡ k∗∗ − kT∗K−1k∗. (4.11)
The result of Eq. (4.9) is a Gaussian distribution for the function value f∗ that is
conditioned on the training data f with mean given by Eq. (4.10) and covariance
given by Eq. (4.11). The likelihood in Eq. (4.9) is maximized for f∗ = f˜∗ and
henc Eq. (4.10) is taken as the GP interpolation of f(x∗) using the observations
in f . It is clear from Eq. (4.10) that GP prediction is entirely specified by the
choice of mean (f¯(x∗)) and covariance kernel function (kT∗K−1), without the need
to fit any fixed number of parameters that may depend on the data sets under
consideration. This is in stark contrast to polynomial-based interpolation where
each coefficient of the Taylor series must be fit to and constrained by the data.
4.2 Functional Form of the GP model
The next sections explore the functional form of the GP model (namely the
mean and covariance functions).
4.2.1 GP Mean Function
It is common practice to take the mean function to be zero everywhere, f¯(x) =
0. Doing so Eq. (4.10) becomes
f˜∗ = kT∗K−1f , (4.12)
and reveals the main structure of GP prediction, which is the term kT∗K−1 that
is entirely fixed by the covariance kernel function. Sampled functions are still
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allowed to vary with the data given this choice of mean function due to the non-
trivial choice of kernel. However, the GP must work harder to match the data
far away from the zero mean, resulting in smaller likelihoods for the GP prior
(Eq. (4.3)). Practically what this means is that the functions sampled from GP
will tend to “sag” towards the zero mean, and away from the observed data points,
as demonstrated in Fig. 4.1a. Fig. 4.1b on the other hand utilizes a constant non-
zero mean, f¯(x) = 2, that is more consistent with the observed data. The result
is that the GP is not as burdened by the mean and can more readily follow the
data.
(a) (b)
Figure 4.1: GP posteriors for equivalent equally spaced data with different
constant mean functions, but with the same covariance kernel functions. The red
stars are the observed function values. The dashed lines are the posterior mean
and gray regions show the 95% confidence regions from the posterior variance.
4.1a uses zero-mean and 4.1b uses a mean of f0 = 2. Away from the observed
data points the GP in 4.1a tends to sag away from the function values back towards
the zero mean. Eq. (4.16) results in the optimal mean of f0 = 1.7 for this dataset
and covariance kernel function.
Use of an appropriate non-zero constant mean function can improve the prior
likelihood of the GP, but clearly must be chosen to match the data to be in-
terpolated. It is possible to determine an optimal value of f0 for a given set of
observations f through likelihood maximization from the GP model. To start, the
39
log of the prior marginal likelihood for f , Eq. (4.3), is rewritten using the constant
mean,
logL = −N2 log(2pi)−
1
2 log(det |K|)−
1
2(f − f01N)
TK−1(f − f01N), (4.13)
where 1N is a vector of ones, 1N = [1, . . . , 1]T . To find the optimal value of f0
Eq. (4.13) is maximized with respect to f0 to give
0 = ∂L
∂f0
= −fTK−11N − 1TNK−1f + 2f0(1TNK−11N) (4.14)
= −2fTK−11N + 2f0(1TNK−11N), (4.15)
where the symmetry of K−1 is used to get fTK−11N = 1TNK−1f . The optimal
value of f0 that maximizes the marginal likelihood is then
f0 =
1TNK−1f
1TNK−11N
. (4.16)
It is important to note that while the optimal f0 in Eq. (4.16) is fit to the data, it
is not something that is necessary for GP prediction. Rather it is a parameter of
the GP model that may be used to improve GP prediction. In this case f0 allows
for the GP interpolator, kT∗K−1, to operate on the residual of f , (f − f01N). Such
parameters are referred to as model hyperparameters, emphasizing that these
are parameters of the model and independent of the conditioning procedure and
the data under consideration.
4.2.2 GP Covariance Kernel
As previously alluded to, the covariance kernel function K(x,y) sets the re-
lationship between pairs of function values. The character of the relationship
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between pairs of function values is determined not just by the functional form of
the kernel, but also by any hyperparameters contained in the covariance function.
As an example consider the often used “Squared Exponential” (SE) kernel,
given as
KSE(x,y) ≡ Σ2 exp
[
−(x− y)
2
2`2
]
, (4.17)
which contains two hyperparameters Σ and `. In this example Σ acts as an overall
constant factor for the kernel, setting the distance that likely functions sampled
from the GP are allowed to stray from the mean, but has no impact on the
posterior mean (this can be seen in the cancellation of a factor of Σ2 between the
kT∗ and K−1 terms in Eq. (4.10)). On the other hand, Σ appears as an overall
factor in the posterior variance, Eq. (4.11), having the effect of elongating the
gray confidence regions in Fig. 4.1.
(a) (b)
Figure 4.2: Random samples of functions from GP prior distributions with a zero
constant mean and the SE kernel with different values of the ` hyperparameter.
4.2a uses ` = 0.3 and 4.2b uses ` = 1.5. The dashed line shows the mean and the
gray regions represent the 95% confidence regions of the prior.
The value of the SE covariance is maximized when the two inputs, x and y,
are close together in space so that (x− y)2  `2. The length hyperparameter, `,
then sets the distance at which two points need to be separated in space before
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the function may change significantly. This constrains the “likely” functions the
GP will sample to vary only on the length scale set by `, as shown in Fig. 4.2.
(a) (b)
Figure 4.3: GP prediction using the SE kernel with a zero constant mean for
the same data used in Fig. 4.1. 4.3a is the same as Fig. 4.1a, using ` = 0.3. 4.3b
uses ` = 1.5. Red stars show the known function values evenly spaced with a grid
spacing ∆ = 1. In 4.3a ` < ∆, which leads to the GP not being well constrained
between data points, while 4.3b with ` > ∆ having much tighter confidence regions
in between two data points.
When ` is smaller than the spacing between function observations (∆) then
GP is unable to well constrain the function’s behavior in the regions between the
known function values, as is the case for Fig. 4.1 and Fig. 4.3a having ` = 0.3 >
∆ = 1. This causes the “sagging” of the posterior mean towards the zero mean
prior as the spacing between the data is not close enough for the GP model to
constrain the function using just the known function values and must fall back to
the prior in those areas. Having ` > ∆ somewhat obviates the utility of a non-
zero mean as can be seen in the lack of “sagging” of the posterior mean towards
the zero prior mean in Fig 4.3b.
The SE kernel discussed so far is a function only of the absolute distance
between observations, r = |x− y|, belonging to the class of radial basis functions
(RBFs). Covariance kernel functions of this type are called isotropic, being
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invariant to translations and rotations. This makes GPs using the SE kernel
agnostic to the geometry of the training points, caring only about the distance
between them, making prediction using SE, or any isotropic kernel, functionally
the same in any number of spatial dimensions and with any scattering of training
points in space. In addition, the SE kernel is infinitely differentiable, resulting in
the functions GP samples using the SE kernel being equally smooth.
Relaxation of any of these properties for the covariance kernel function would
lead to corresponding changes in the functions the GP would sample. For example
the Mátern class of functions [58], which are also isotropic, are only finitely differ-
entiable and result in functions that are less smooth than those obtained with the
SE kernel. If the kernel, K(x,y), depends on x and y in a way that is not invari-
ant to translations (i.e., not as k(x−y)), then it is said to be non-stationary. This
can allow for the GP to model functions whose smoothness varies with the inputs
x and y, potentially being an avenue to incorporate additional physics into the
regression model. However, the SE kernel is arguably one of the most widely used
kernels and will be used throughout the remainder of this dissertation. Discussion
of other covariance kernel functions may be found in [12,53,58].
4.3 GP Interpolation for FDM
This section describes the role of a high-order GP interpolation scheme in
the framework of the finite difference method described in Chapter 2.4. The
goal of interpolation in this FDM is to furnish high-order approximations to the
Riemann states Ui±1/2,j,k, Ui,j±1/2,k and Ui,j,k±1/2 at the cell face centers using the
surrounding pointwise cell centered fluid states Ui,j,k on a uniform grid. Since the
fundamental data type of the FD-Prim method is the pointwise values of U(x),
only 1D stencils along each of the coordinate directions i, j, k need be used.
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Consider a fluid variable q, in conservative variables U = [ρ, ρu, E], primitive
variables V = [ρ,u, P ], or either U or V projected onto characteristic variables,
on a 1D stencil of R points on either side of the central point xi of the i-th cell
Ii = [xi−1/2, xi+1/2],
SR =
k=i+R⋃
k=i−R
Ik. (4.18)
q then forms a data vector on SR given by
f = [qi−R, . . . , qi+R]T , (4.19)
from which GP is to form a high-order interpolation at x∗ = x∗ = xi±1/2,
qi±1/2 = IGP(f), (4.20)
where IGP(·) is the GP interpolation given by Eq. (4.10).
The GP model under consideration for the high-order FDM interpolation in-
corporates a constant zero mean function as well as the SE kernel, Eq. (4.17). As
discussed in Section 4.2.1 the Σ hyperparameter is of no significance for the GP
posterior mean, it is taken to be 1. The use of the infinitely smooth SE kernel
is justified as there is an implicit assumption that the data f on SR is smooth in
order to achieve a high-order approximation to qi±1/2. The length hyperparameter
` remains undetermined, but ideally should match a physical length scale of the
data to be interpolated, as demonstrated in Section 5.2. However, ` should be
larger than the spacing between data points, ∆, so that `/∆ ∼ R, the stencil
radius, as to ensure smooth solutions over the size of the stencil and avoid the
pitfalls described in Section 4.2.2. The choice `/∆ = 12 has proven to be robust
on a variety of test problems.
From the form of Eq. (4.10), it can be seen that the GP posterior mean is a
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linear function of f , making it convenient to define a vector of weights w∗ = wi±1/2,
wTi±1/2 ≡ kTi±1/2K−1. (4.21)
The GP interpolation for FDM, Eq. (4.10), with the above GP model becomes
qi±1/2 = wTi±1/2f . (4.22)
Again K is a covariance kernel matrix of size (2R + 1) × (2R + 1) whose entries
are given by the SE kernel,
[K]jk = KSE(xj, xk) = exp
[
− (xj−xk)22`2
]
, i−R ≤ j, k ≤ i+R, (4.23)
and k∗ = ki±1/2 is a vector of length (2R + 1) with entries
[k∗]k = KSE(x∗, xk) = exp
[
− (x∗−xk)22`2
]
, i−R ≤ k ≤ i+R, (4.24)
where x∗ is the interpolation point. It is clear that the weights, wi±1/2 are in-
dependent of the data f and depend only on the locations of the data points xj,
xk, and the interpolation point x∗. Therefore, iff the GP model and the grid
configurations are fixed and known in advance, the weights may be determined
a priori and stored for use throughout the simulation. The calculation of the
weights contains a potentially expensive procedure due to the matrix inversion
in Eq. (4.21), but needs only be performed once. The weights may be efficiently
computed using the Cholesky factorization to solve the linear system
Kw∗ = k∗. (4.25)
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Even though the covariance matrix K is guaranteed to be positive semi-definite
(PSD) since it corresponds to a PSD kernel function, it can still be quite numeri-
cally singular, either as the number of stencil points gets large (larger R) or when
`  ∆ and the entries in Eq. (4.23) all approach unity. When the condition
number κ, a measure of how numerically singular the matrix K is, becomes too
large, the solution to Eq. (4.25) becomes unstable leading to large errors in the
resulting interpolation. The critical value of κ where this occurs depends on the
machine precision used to solve Eq. (4.25). For double-precision calculations this
occurs for κ ∼ 108, which for R = 2 happens at values of `/∆ > 48. This gives a
practical limit on the accesible parameters of the GP model. This can be overcome
however by using greater machine precision in calculating w∗ and then truncating
the result back to double-precision for use in the simulation. Doing so has no
negative impact on the performance of the GP interpolation as it needs only be
done once before beginning a simulation. For more discussion on the implications
of this see Section 5.
4.4 GP Reconstruction for FVM
In FVM, the fluid variables that are evolved are not the pointwise values at
cell centers, qi,j,k, but rather volume-averaged quantities, 〈q〉i,j,k,
〈q〉i,j,k =
1
∆Vi,j,k
∫
Ii,j,k
q(x, tn)dV (4.26)
where ∆Vi,j,k is the volume of the cell Ii,j,k = [xi−1/2, xi+1/2] × [yj−1/2, yj+1/2] ×
[zk−1/2, zk+1/2]. Just as was the case in the previous section, FVM seeks high-order
approximations to the Riemann states Ui±1/2,j,k, Ui,j±1/2,k and Ui,j,k±1/2 at the
cell face centers. However, the Riemann states must be reconstructed from the
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neighboring volume-averaged fluid states 〈U〉i,j,k. There is now an inherent change
in datatypes between the input (e.g., 〈q〉i,j,k) and the output (e.g., q(x∗, tn)) pairs
so that high-order approximations are applied to the integral quantities (inputs)
and produce corresponding pointwise values (outputs).
The GP interpolation outlined in Sect. 4.3 should, therefore, be modified to
account for these data type changes. Note that the volume average over a cell,
as in Eq. (4.26), constitutes a “linear” operation. As is the case for ordinary
finite-dimensional multivariate Gaussian distributions where linear operations on
Gaussian random variables result in new Gaussian random variables with linearly
transformed means and covariances, a set of N linear functionals operating on a
GP-distributed function f(x) has an N -dimensional Gaussian distribution with
mean and covariance functions that are linear functionals of the GP mean and
covariance functions.
Consider a measure dgk(x) on the function f(x) over the cell Ik =
∏
d=x,y,z I
(d)
k
with 1D cells I(d)k = [x
(d)
k − ∆
(d)
2 , x
(d)
k + ∆
(d)
2 ], where ∆
(d) is the grid spacing along
the d-direction. This defines the linear functionals (i.e., volume integrals in this
case)
Gk ≡
∫
f(x)dgk(x). (4.27)
For the sake of reconstruction on a mesh of control volumes, the measures dgk(x)
are taken to be the cell volume-average measures,
dgk(x) =

d3x · ∏
d=x,y,z
1
∆(d) if x ∈ Ik,
0 else.
(4.28)
To form a GP from a set of known values of Gk at the N observation points xk,
k = 1, . . . , N the data vector G given by [G]k = Gk must be normally distributed
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with mean G¯ = [G¯1, . . . , G¯N ] and covariance matrix C = [Ckh]k,h=1,...,N , where
G¯k = E[Gk] =
∫
E[f(x)]dgk(x) =
∫
f¯(x)dgk(x), (4.29)
and
Ckh = E[(Gk − G¯k)(Gh − G¯h)]
=
∫ ∫
E[(f(x)− f¯(x))(f(y)− f¯(y))]dgk(x)dgh(x)
=
∫ ∫
K(x,y)dgk(x)dgh(x). (4.30)
Thus, the GP distribution on the function f ∼ GP (f¯ , K) leads to a multivariate
Gaussian distribution on any N -dimensional vector G of linear functionals of f .
This Gaussian distribution may be used for likelihood maximization in a manner
that is completely analogous to the process used for the pointwise data in Sect. 4.1.
For reconstruction it remains to generalize Eq. (4.10) to translate between
the different input and output datatypes. The matrix C acts exactly as the
covariance matrix K in the derivation of Eq. (4.10). Recall that the elements of
the prediction vector k∗ are the covariance between the input and output data
points, k∗,k = E[(f(x∗) − f¯(x∗))(f(xk) − f¯)(xk))]. For reconstruction define the
N -dimensional prediction vector T∗ = [T∗,k]k=1,...,N at x∗ by
T∗,k = E
[(
f(x∗)− f¯(x∗)
) (
Gk − G¯k
)]
=
∫
K(x∗,x)dgk(x). (4.31)
Now the GP prediction for the reconstruction of f(x∗) from the known volume
averages of f in G is given by
f˜∗ = f¯(x∗) + TT∗C−1(G− G¯), (4.32)
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in exact analogy to Eq. (4.10) for GP interpolation.
The elements of the prediction vector T∗ and the integrated covariance matrix
C need to be computed from the kernel functions of the particular GP model
according to Eqs. (4.30) and (4.31). For many covariance kernel functions these
need to be calculated numerically. However, for the case of the SE kernel the
integrals in Eqs. (4.30) and (4.31) may be expressed analytically in terms of a
pre-computed list of error functions of arguments proportional to one-dimensional
cell center differences. For 1D reconstructions (i.e., Ik = [x(d)k −∆/2, x(d)k + ∆/2])
T∗,k and Ckh become
T
(d)
∗,k =
√
pi
2
`
∆
{
erf
[
∆k∗ + 1/2√
2`/∆
]
− erf
[
∆k∗ − 1/2√
2`/∆
]}
, (4.33)
and
C(d)kh =
√
pi
(
`
∆
)2 {(∆kh + 1√
2`/∆
erf
[
∆kh + 1√
2`/∆
]
+ ∆kh − 1√
2`/∆
erf
[
∆kh − 1√
2`/∆
])
+ 1√
pi
(
exp
[
−(∆kh + 1)
2
2(`/∆)2
]
+ exp
[
−(∆kh − 1)
2
2(`/∆)2
])
−2
(
∆kh√
2`/∆
erf
[
∆kh√
2`/∆
]
+ 1√
pi
exp
[
− ∆
2
kh
2(`/∆)2
])}
, (4.34)
where ∆kh = (xk − xh)/∆ and ∆ is the grid spacing along the 1D direction. The
prediction vector and covariance matrix elements can be obtained from the 1D
expressions in Eqs. (4.33) and (4.34) as the product of the 1D elements,
T∗,k =
∏
d=x,y,z
T
(d)
∗,k , (4.35)
and
Ckh =
∏
d=x,y,z
C
(d)
kh . (4.36)
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While it is necessary to consider multidimensional reconstructions to meet the
target accuracy higher than second-order, it is often the case in many FVM codes
that only 1D reconstructions are considered in a dimension-by-dimension fashion
resulting in Riemann states that are second-order accurate only, as discussed in
Section 2.3. Being the main workhorse of most of the widely used community
codes, the rest of this section provides a 1D GP reconstruction for use in FVM.
Following the same model laid out for the 1D FDM interpolations, the GP re-
construction takes place on the data vector G formed on the stencil SR, Eq. (4.18),
of (2R+ 1) cell-averaged values of q(x, tn) so that G = [〈q〉i−R , . . . , 〈q〉i+R]T . Just
as before, the GP prediction may be cast in terms of the reconstruction weights
z∗ = zi±1/2 given by
zi±1/2 = TTi±1/2C−1, (4.37)
so that the GP reconstruction becomes
qi±1/2 = zTi±1/2G. (4.38)
4.5 GP-WENO
The GP interpolation/reconstruction schemes presented in the above sections
work well for smooth flows without any modifications. For non-smooth flows they
require some form of limiting to avoid spurious numerical oscillations at discon-
tinuities that can lead to numerical instability in a simulation. To this end, the
GP interpolation/reconstruction is reformulated in this section motivated by the
approach of the widely popular Weighted Essentially Non-Oscillatory (WENO)
methods [37] to produce a new GP-WENO interpolation/reconstruction scheme
that can handle discontinuities. In the WENO approach the effective interpola-
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tion/reconstruction stencil is adaptively changed to avoid interpolating through
any discontinuities, while retaining high-order of accuracy in smooth regions. See
Section 3.2.1 for more on the polynomial-based WENO method.
The stencil adaptation of the WENO approach is accomplished through the
convex combination of interpolations/reconstructions carried out on a set of sub-
stencils (e.g., Sm below), whom together form a larger “global” high-order stencil
(e.g., SR in Eq. (4.18)). The weights on each sub-stencil are carefully constructed
based on a local indication of the smoothness of the stencil’s data so that they are
close to zero when the stencil contains a discontinuity and reduce to an optimal
value in smooth regions in the sense that their weighted combination reduces to the
high-order interpolation/reconstruction over the global stencil. In conventional
WENO methods the smoothness indicators are given based on L2-norms of the
derivatives of the polynomial on each local sub-stencil.
For GP-WENO the smoothness indicators are formed in an entirely polynomial
free fashion by considering he GP marginal likelihood of the local stencil data.
To form a GP-WENO scheme on a global stencil SR of 2R + 1 points given in
Eq. (4.18) centered on the cell Ii, one considers R + 1 candidate sub-stencils
Sm ⊂ SR, each with R + 1 points,
Sm =
1⋃
k=R+1
Ii+m−k, m = 1, . . . , R + 1, (4.39)
which satisfy
R+1⋃
m=1
Sm = SR,
R+1⋂
m=1
Sm = Ii, and x∗ = xi±1/2 ∈ Im,∀m. (4.40)
Note that both interpolation and reconstruction (Eqs. (4.22) and (4.38)) are cast
as an inner product of a vector of predetermined weights and the vector of input
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data. Therefore the interpolation/reconstruction of the Riemann state q∗ at the
point x∗ = xi±1/2 is written as
q∗ = wT f , (4.41)
where the above corresponds exactly to Eq. (4.22) for interpolation, and w = z
and f = G for reconstruction. The GP interpolation/reconstruction of q∗ is then
evaluated for each of the candidate stencils Sm,
qm∗ = wTmfm. (4.42)
The final interpolated/reconstructed Riemann state is taken as the weighted com-
bination of these candidate GP approximations,
q∗ =
R+1∑
m=1
ωmq
m
∗ . (4.43)
As in the conventional WENO approach, the nonlinear weights ωm should reduce
to the optimal weights γm in smooth regions, so that the approximation given by
Eq. (4.43) reduces to the GP approximation (Eq. (4.41)) over the global 2R + 1
point stencil SR. The optimal weights must satisfy
wT∗ f = q∗ =
R+1∑
m=1
γmq
m
∗ =
R+1∑
m=1
γmwTmfm. (4.44)
The optimal weights, γm, are given by the solution vector γ = [γ1, . . . , γR+1]T to
the (2R + 1)× (R + 1) overdetermined system
Wγ = w∗, (4.45)
where the n-th column of W is given by wn for R + 1 row entries and zeros for
52
the rest:
[W]mn =

wm−n+1,n if Im ∈ Sn,
0 otherwise,
(4.46)
where wk,n = [wn]k. For example Eq. (4.44) for R = 2 in explicit form is
γ1

w1,1
w2,1
w3,1
0
0

w1
+ γ2

0
w1,2
w2,2
w3,2
0

w2 + γ3

0
0
w1,3
w2,3
w3,3

w3
=

w1
w2
w3
w4
w5


w , (4.47)
or in matrix form, 
w1,1 0 0
w2,1 w1,2 0
w3,1 w2,2 w3,1
0 w3,2 w2,3
0 0 w3,3


γ1
γ2
γ3
 =

w1
w2
w3
w4
w5

. (4.48)
Just as was the case for the interpolation/reconstruction weights w∗ and wm,
the γm’s depend only on the choice kernel and the stencil SR. The solution vector
γ containing the γm’s is taken as the numerically determined least squares solution
to Eq. (4.45), which is computed and stored before beginning a simulation.
All that remains is to specify the construction of the nonlinear weights ωm in
Eq. (4.43). These need to reduce to the optimal weights γm in smooth regions so
as to preserve a high-order of accuracy and, more importantly, must serve as an
indicator of the continuity of data on the candidate stencil Sm, becoming close to
zero when there is a strong discontinuity on Sm. Adopting the weighting scheme
of Jiang and Shu [37], often referred to as the WENO-JS weight are given by
ωm =
ω˜m∑
s ω˜s
, where ω˜m =
γm
(+ βm)p
, (4.49)
53
where p is a parameter that can be used to strengthen the discrimination of
smoothness between candidate stencils, typically taken to be p = 2, and  = 10−36
is a small number to avoid division by zero. The quantity βm is the so-called
smoothness indicator for the stencil Sm and is required to become arbitrarily
large when there is a discontinuity, and whose value should be similar between
any stencils with sufficiently smooth data.
At the core of GP theory is the concept of the marginal likelihood of the
data f given in Eq. (4.3), which measures how likely the data in f is to have
been sampled from the chosen GP distribution given by f¯(x) and K(x,y). This
likelihood function is well-equipped to detect departures from smoothness given
a sufficiently smooth covariance kernel function. This is especially the case for
the SE kernel, being a covariance over the space of smooth (C∞) functions [58],
so that the model naturally assigns smaller likelihoods to non-smooth functions.
The GP-based smoothness indicators βm are then taken as the negative log of the
GP marginal likelihood,
− logL = N2 log[2pi] +
1
2 log | det Km|+
1
2(fm − f¯)
TK−1m (fm − f¯). (4.50)
The three terms on the right hand side of Eq. (4.50) can be identified as a normal-
ization, a complexity penalty, and a data fit term respectively [12,58]. Because of
the normalization of the nonlinear weights with respect to each other in Eq. (4.49),
they are insensitive to common additive terms across the smoothness indicators.
For uniform grids, as considered here, the covariance matrices Km are identi-
cal on each of the sub-stencils making the normalization and complexity penalty
terms equal across the substencils and consequently ignorable for calculating the
smoothness indicators. Then, using only the data fit term along with the choice
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of a zero mean, f¯ = 0, the smoothness indicators become
βm = fTm(K−1)fm. (4.51)
Consider the case that the data fj on Sj is discontinuous, while the other sten-
cils Sm (m = 1, . . . , R + 1,m 6= j) contain smooth data. According to Eq. (4.51)
the short length-scale variability (i.e., the short width of the discontinuity over a
couple of grid spacings ∆) in fj is “unlikely” according the smooth GP model, in
which case βj ∼ logL(fj,Kj) is relatively large compared to the other βm, m 6= j
and ωj is proportionally closer to zero.
The success of the GP-WENO weighting hinges on the ability of Eq. (4.51) to
discriminate between smooth and non-smooth data through the likelihood mea-
sure afforded by the GP model over length scales of a few grid spacings ∆.
There is a logically separate goal to that of the actual interpolation/reconstruction
which seeks to furnish functions through the GP model that are smooth over
length scales of order the size of the global stencil, controlled by the ` hyperpa-
rameter. While handling a discontinuity/shock should be resolved on the order
of the grid spacing, ∆. Therefore a second length hyperparameter, σ, is used in
the GP model for Eq. (4.51) to discriminate discontinuities from smooth regions
that is separate from that used for interpolation/reconstruction. σ should be on
the order of the grid spacing ∆, σ ' ∆. The entire GP-WENO method can be
viewed as detecting discontinuities on the (smaller) scale of σ, while smoothing
the data on the (larger) scale of `.
The calculation of the smoothness indicators in Eq. (4.51) is made more ef-
ficient by considering the eigenvalues, λi, and eigenvectors, vi, of the covariance
matrix Km. Using the eigen system, the matrix inversion can be expressed as
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K−1m = vivTi /λi and Eq. (4.51) becomes
βm =
R+1∑
i=1
(
vi · fm√
λi
)2
. (4.52)
The resulting smoothness indicators are expressed compactly as a sum of perfect
squares. Again, as is true for γm and wm, the combination Pi = λ−
1
2vi need only
be computed once before starting the simulation and stored for use throughout.
These GP likelihood based smoothness indicators have the effect of biasing the
GP-WENO interpolation/reconstruction towards stencils that are determined to
be more compatible with the smoothness properties of the GP model as specified
by the covariance kernel function. This is in contrast to the polynomial-based
indicators of smoothness, Eq. (3.17), which favors stencils with smaller total vari-
ation. At local extrema this can result in an unnecessary loss of accuracy. This
can be avoided for polynomial methods by reformulating the nonlinear weights,
Eq. (4.49), through Taylor series analysis to cancel some low order truncation error
terms that dominate at local extrema [13,34]. It will be demonstrated that the GP
smoothness indicators require no such modification to maintain their high-order
of convergence in Section 5.1.2.
4.5.1 ADER-CG
The above GP-WENO scheme provides a framework for furnishing high-order
interpolations/reconstructions that allow solutions with shocks and discontinu-
ities entirely with Gaussian processes. In this form GP-WENO fits very well
into method of lines, where the spatial and temporal discretizations are consid-
ered separately. However, as discussed in Section 2.2, the multiple stages of the
Runge-Kutta methods to achieve high-order accuracy in time can make them
prohibitively inefficient.
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On the other hand, predictor-corrector methods deliver high-order accuracy in
time but often require explicit expressions for the fluid states locally on each com-
putational cell, something that Gaussian processes are ill-suited to do. That being
said, one of the critical components of the GP-WENO scheme is the likelihood-
based smoothness indicators. The use of a smoothness indicator is common to
any discretization of WENO. Section 5 explores how the GP-based smoothness
indicators are responsible for a significant portion of the advantage of GP-based
methods over conventional polynomial-based ones. This is further reinforced by
the results on shock problems in Section 6. As such the GP smoothness indica-
tors have the potential to significantly improve those methods built on polynomial
WENO reconstruction.
In ADER-CG [8] predictor-corrector methods, a modal expansion using Leg-
endre polynomials is reconstructed from the cell-averaged fluid states. The goal of
ADER-CG is to produce a high-order, both spatially and temporally, polynomial
locally in each computational cell. The target space-time polynomial is taken
as a modal expansion using, as its basis functions, tensor products of spatially
dependent Legendre polynomials with time dependent Taylor polynomials. At
fourth-order these are given by
φ0(x) = 1; φ1(x) = x; φ2(x) = x2 − 112 ; φ3 = x3 − 320x;
ψ0(t) = 1; ψ1(t) = t; ψ2(t) = t2; ψ3(t) = t3,
(4.53)
and the resultant polynomial, in 2D, as
u(x, y, t) =
∑
l+m+n≤3
uˆlmnφl(x)φm(y)ψn(t). (4.54)
The choice of basis functions (φ and ψ) allows that the time-independent moments,
uˆlm0, may be reconstructed from the initial conditions using the cell-averaged
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values in neighboring zones. The time-dependent moments, uˆlmn for n 6= 0, are
obtained by considering a Galerkin projection of the governing PDE using the
assumed form of the solution, Eq. (4.54),
∫ tn+1
tn
∫
Iij
[
∂U(x, y, t)
∂t
+ ∂F(x, y, t)
∂x
+ ∂G(x, y, t)
∂y
]
Φ(x, y, t)dxdydt = 0, (4.55)
where the fluxes are assumed to share a similar form as Eq. (4.54).
Choosing Φ(x, y, t) to be one of the basis functions used in the modal expansion
results in an equation that couples the time-dependent moments to those that are
spatially reconstructed to give a fully time-dependent local predictor for use in a
scheme as in Section 2.2.2. For example using Φ(x, y, t) = φ2(x)φ0(y)ψ1(t) results
in
Uˆ201 = −3Fˆ300 − Gˆ210. (4.56)
Additional expressions for the remaining time-dependent modes (n > 0) can be
found in the appendix of [8].
Relations like Eq. (4.56) are analytic expressions for the time-dependence of the
solution assuming the form of Eq. (4.54), and therefore the accuracy of the method
is entirely determined by the process used to reconstruct the spatial moments uˆlm0,
which, just like the Riemann states in the above sections, needs to be done in a
non-oscillatory manner. Limiting of the modes is accomplished in the same way as
for the 1D polynomial WENO methods described in Section 3.2.1. The advantage
of the modal approach using Legendre polynomials is that their orthogonality
allows the moments to be limited independently of each other. In this way the
1D moments, uˆl00 and uˆ0m0 for example, may be determined on the 1D stencils
used in 1D WENO reconstruction and only the cross terms, l,m 6= 0, need to
be considered on fully multidimensional stencils. The multidimensional candidate
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stencils needed for a fourth-order ADER-CG scheme are shown in Fig. 4.4.
Figure 4.4: Candidate stencils for 4th order two-dimensional modal reconstruc-
tion. Blue zones indicate computational cell of interest, Iij.
Again the polynomial-based smoothness indicators are built using the L2 norm
of all possible derivatives of the resultant multidimensional polynomial. In order
to use a smoothness indicator based on the GP likelihood a covariance matrix
Km needs to be constructed for each of the stencils in Fig. 4.4. Since the SE
kernel, Eq. (4.17), depends only on the distance between stencil points, and has
no knowledge of the spatial dimensionality of the input data the exact same ma-
chinery used to construct the smoothness indicators in 1D may be used again to
construct GP smoothness indicators on multidimensional stencils.
Using the non-linear weights constructed in the GP framework endows the
ADER-CG scheme with the same benefits afforded to 1D GP-WENO schemes as
compared to using the conventional WENO-JS weighting. In 1D WENO interpo-
lation/reconstruction the weighting originally proposed by Jiang & Shu [37] has
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been found to fail to reach the design order of accuracy in regions of vanishing
first and second derivatives [13,34]. The solution to this loss of accuracy proposed
by Borges et al. [13] is to carefully construct a new non-linear weighting scheme
that maintains the optimal order in the case of vanishing low-order derivatives.
This has been attempted recently for multidimensional WENO polynomials at
third-order [19]. However, the existence of mixed partial derivatives in multiple
spatial dimensions introduces a great deal of complexity to their derivation that
increases with the dimension of the problem and the order of accuracy.
The simplicity afforded by the dimensionally agnostic GP-SE model in con-
structing smoothness indicators for multidimensional stencils provides a simple
avenue to improve existing polynomial WENO methods, in any number of spa-
tial dimensions and at any order of accuracy. The improvements offered to the
ADER-CG class of methods is demonstrated in Section 6.3 in 2D.
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Chapter 5
Accuracy of GP-WENO
This chapter tests, through numerical experiments, the accuracy of the GP-
WENOmethods presented in Section 4. Unlike polynomial based methods derived
from Taylor series expansions where the order of the truncated polynomial sets
the error of the approximation, GP theory lacks any analytical results on the
behavior of global errors for GP interpolation on grid resolutions, called the grid
convergence study. This is further complicated by the use of a nonlinear limiting
procedure that is necessary for any shock-capturing scheme. Many of the theo-
retical analytic results on the accuracy properties of polynomial-based nonlinear
methods are derived for their linear counterparts and are not always found to be
inherited by the nonlinear scheme [57].
Even for schemes whose linear counterparts have analytic results the use of
numerical tests that verify the accuracy behavior on the actual nonlinear scheme
itself is absolutely necessary. This chapter profiles the accuracy of the GP-WENO
methods for FDM interpolation as described in Section 4.3. First, in Section 5.1
convergence of the global errors is investigated in 1D on the advection of a smooth
Gaussian profile and in 2D on the nonlinear advection of an isentropic vortex.
Section 5.2 explores the role of the length hyperparameter ` on the accuracy of
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the method. Finally, Section 5.3 catalogues the dispersion and dissipation errors
of GP-WENO and its ability to resolve various scales on a given grid resolution.
Throughout, GP-WENO is compared to the popular fifth-order WENO scheme
of Jiang and Shu [37], labeled as WENO-JS.
5.1 Convergence of GP-WENO
For polynomial-based interpolation/reconstruction methods such as WENO,
theoretical error properties can often be inferred from the truncation error of
the underlying interpolating polynomial. Methods that utilize additional nonlin-
ear procedures to accept possible discontinuities in the solution can drastically
change the scheme’s behavior from the high-order linear scheme upon which it is
built. The rate of convergence of the errors for the fully nonlinear scheme can be
determined from a numerical solution. In this case the numerical solution is com-
pared with the analytic solution to directly compute the errors associated with
the numerical discretization.
5.1.1 Smooth 1D Advection
This first test problem considers the passive advection of a Gaussian density
profile through a periodic domain. The initial density profile is defined by ρ(x) =
1 + exp [−100(x− x0)2], with x0 = 0.5 with constant velocity, u = 1, and pressure
P = 1/γ profiles with a specific heat ratio γ = 5/3. This initial profile is advected
for one period through the periodic domain x ∈ [0, 1] until it returns to its initial
position at x = x0. Any deformation of the initial profile is due to either phase
errors or numerical diffusion of the underlying scheme. It is important to note
that this is a solution to the linearized Euler equations, providing little challenge
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to the numerical scheme, as the problem can be directly mapped to linear scalar
advection.
Table 5.1: L1 errors for the 1D smooth Gaussian advection problem on five
different grid resolutions. All simulations use ` = 0.1, σ/∆ = 3, and RK4 for time
integration with an appropriately limited CFL condition to match the temporal
and spatial accuracy.
∆ GP-R1 GP-R2 GP-R3
L1 L1 Order L1 L1 Order L1 L1 Order
1/25 7.03× 10−2 – 2.25× 10−2 – 1.19× 10−2 –
1/50 1.74× 10−2 2.02 1.30× 10−3 4.11 2.64× 10−4 5.49
1/100 2.75× 10−3 2.66 6.70× 10−5 4.28 3.22× 10−6 6.36
1/200 4.01× 10−4 2.78 2.48× 10−6 4.75 2.97× 10−8 6.76
1/400 5.14× 10−5 2.96 7.84× 10−8 4.99 2.51× 10−10 6.88
Results of this convergence study are shown in Fig. 5.1. L1 errors along with
the experimental order of convergence (EOC) for this problem are shown in Ta-
ble 5.1 for five grid resolutions and solutions obtained using GP-WENO for choices
of the stencil radius R = 1, 2, 3. The L1 errors are plotted against the grid res-
olution in Section 5.2. From this numerical experiment GP-WENO achieves a
linear convergence rate of 2R+1, corresponding to the number of cells used in the
stencil SR. This is the same order of convergence for a polynomial with degree
n = 2R + 1, which requires a stencil of n points. Errors for the GP-R2 scheme
are compared directly with the WENO-JS scheme of the same formal fifth-order
of accuracy in Fig. 5.4 in the context of the length hyperparameter’s effect on
accuracy. For this test problem GP-WENO is able to achieve greater accuracy
than WENO-JS with an appropriate tuning of `.
5.1.2 Isentropic Vortex
The Gaussian advection in Section 5.1.1 considers an analytic solution to the
Euler equations in the linear regime. Linear problems like the smooth passive
advection in Sec. 5.1.1 often result in the cancellation of low-order error terms,
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Figure 5.1: Plot of L1 errors shown in Tab. 5.1 against the grid resolution.
Dashed lines show linear convergence corresponding an order of 2R + 1.
especially for multidimensional problems giving the false impression that a scheme
has a higher rate of convergence than it actually does [81]. This next problem,
originally presented by Shu [65], consists of the fully nonlinear advection of an
isentropic vortex through a periodic domain. The problem consists of a constant
background mean flow with ρ = 1, (u, v) = (1, 1) and P = 1 on the domain
(x, y) ∈ [−10, 10]× [−10, 10]. To this an isentropic vortex given by perturbations
(δu, δv) to the velocity and δT to the temperature, T = P/ρ is added. These
perturbations are chosen so that the entropy, S = P/ργ, is everywhere the same
as the background flow, i.e., δS = 0. The perturbations are given by
(δu, δv) = ε2pie
− 12 (1−r2)(−y, x), δT = −(γ − 1)ε
2
8γpi2 e
1−r2 , (5.1)
where ε = 5 is the vortex strength and r2 = x2 +y2. The analytic solution consists
of the advection of the vortex by the background flow. The problem is then run
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for a single period through the diagonal of the periodic domain until the vortex
returns to its initial position. As was the case for the Gaussian advection, any
deformation of the vortex from its initial configuration is due to errors associated
with the numerical discretization.
Table 5.2: L1 errors for the 2D isentropic vortex problem. All simulations use
` = 1.0, σ/∆ = 3, and RK4 for time integration with an appropriately limited
CFL condition to match temporal and spatial accuracy.
∆ GP-R1 GP-R2 GP-R3
L1 L1 Order L1 L1 Order L1 L1 Order
2/5 5.34× 10−1 – 1.33× 10−1 – 6.46× 10−2 –
1/5 1.60× 10−1 1.74 4.71× 10−3 4.82 1.14× 10−3 5.82
1/10 2.60× 10−2 2.62 1.54× 10−4 4.93 1.11× 10−5 6.68
1/20 3.38× 10−3 2.94 5.73× 10−6 4.75 1.03× 10−7 6.75
1/40 4.25× 10−4 2.99 2.34× 10−7 4.61 1.02× 10−9 6.66
Table 5.2 shows the L1 errors and EOC for the L1 errors on this problem for
GP-WENO with R = 1, 2, 3. GP-WENO again demonstrates a 2R+1 order of ac-
curacy. The errors of the fifth-order GP-R2 scheme can be compared to the errors
for the fifth-order conventional WENO-JS scheme in the left column of Table 5.3.
While GP-R2 has slightly larger errors at the lower grid resolutions, for ∆ ≤ 1/10
GP-R2 has considerably lower errors, being almost an order of magnitude lower at
∆ = 1/40. Further, WENO-JS is unable to match the EOC of GP-R2 throughout
the resolutions studied. It is well known that the polynomial-based smoothness
indicators of WENO, when combined with the weighting in Eq. (4.49) suffers from
reduced order of accuracy at certain extrema, even in smooth flows. This has been
addressed through alternative weighting schemes, different from Eq. (4.49), such
as the mapped WENO [34] or WENO-Z [13] schemes.
It is stressed that the results for GP-WENO presented in Table 5.2 use exactly
the same weighting scheme as in the WENO-JS results in Table 5.3, with the only
difference being in the use of the GP-based smoothness indicators, Eq. (4.51). This
demonstrates a significant advantage of the GP approach in giving substantially
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improved accuracy over conventional methods.
Figure 5.2: L1 errors GP-WENO schemes with R = 1, 2, 3 on the 2D isentropic
vortex problem. Dashed lines are the O(∆2R+1) linear convergence rates. RK3
is used for time stepping where the CFL is suitable limited as the resolution is
increased to match the temporal and spatial errors.
Table 5.3: L1 errors or the 2D isentropic vortex using WENO interpolations
comparing the choice of smoothness indicators. WENO-JS indicates the use of
the classical polynomial-based smoothness indicators and WENO-GP indicates
the use of the new GP-based smoothness indicators.
∆ WENO-JS WENO-GP
L1 L1 Order L1 L1 Order
2/5 8.68× 10−2 – 8.10× 10−2 –
1/5 3.28× 10−3 4.72 4.83× 10−3 4.07
1/10 5.81× 10−4 2.50 1.73× 10−4 4.80
1/20 3.83× 10−5 3.92 7.41× 10−6 4.55
1/40 1.69× 10−6 4.50 2.69× 10−7 4.78
The utility of the GP smoothness indicators is demonstrated in the right most
column of Table 5.3, where the conventional WENO-JS scheme is used with the
GP smoothness indicators in place of the polynomial-based ones, labeled WENO-
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GP. Here the use of the GP smoothness indicators enhances the accuracy of the
polynomial WENO-JS without the need to modify the weighting scheme, improv-
ing the magnitude of the errors as well as the EOC of the method on this test
problem. Previous studies have focused on improving ωm (Eq. (3.15)), without
addressing directly addressing the deficiencies in the smoothness indicators.
Figure 5.3: CPU timing needed to achieve given errors on the isentropic vortex
problem for WENO-JS and GP-WENO schemes. The dashed gray lin illustrates
how GP-WENO is able to get to the same target accuracy in less CPU time.
Table 5.4: Relative CPU time for the four schemes to reach the target L1 error
of 5× 10−3, represented by the dotted horizontal line in Fig. 5.3. All CPU times
are normalized to that of WENO-JS.
Scheme Relative time-to-error
GP-R1 35.81
GP-R2 0.43
GP-R3 0.22
WENO-JS 1.0
Fig. 5.3 plots the L1 error against the CPU time required for the different
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grid resolutions used in Table 5.2. This makes the advantage of high order meth-
ods clear. The high order solutions are more computationally intensive on the
same grid resolutions, however this is more than made up for in the substan-
tially increased accuracy at lower resolutions. Table 5.4 gives the relative time to
achieve the target accuracy indicated in Fig. 5.3 normalized to that of the fifth-
order WENO-JS solution. GP-R2 is a factor of more than two times faster than
WENO-JS in reaching the same target accuracy despite both being of the same
formal order of accuracy.
5.2 Hyperparameter `
The length hyperparameter, `, provided by the SE kernel provides an addi-
tional avenue to tune the accuracy of the GP-WENO scheme that is independent
of the “training” procedure of the GP interpolation. ` sets the length scale on
which the “likely” GP functions will vary, and seemingly should then match with
the length scales of the flow to be simulated. Fig. 5.4 plots the L1 error against
different values of ` for the smooth Gaussian advection test of Section 5.1.1 for
various grid resolutions using GP-R2. The L1 errors at all resolutions share a
similar qualitative dependance on `. At large values of ` > 0.3 the errors plateau
and are higher than for the WENO-JS solution. As `→ 0 all errors diverge, as is
expected for values of ` ∆, where the GP functions will tend to “sag” towards
the zero mean as discussed in Section 4.2.2. The errors all reach a local minimum
that is lower than the WENO-JS solution at ` ∼ 0.1, corresponding roughly to
the half-width at half-maximum (HWHM) of the Gaussian density profile that
is being advected. For this simple profile in a linear problem GP-WENO can be
tuned to perform better than WENO-JS, but requires a choice of ` from a rather
narrow range for a relatively modest improvement.
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Figure 5.4: L1 errors for different values of ` for the 1D Gaussian advection
problem. Solid lines show the errors or the GP-R2 scheme with σ/∆ = 3 and
dashed lines show the L1 errors for the WENO-JS solution obtained on the same
grid resolution. Solutions were computed using RK3 for time stepping and a CFL
of 0.8.
The experiment is repeated for the 2D isentropic vortex problem of Sec-
tion 5.1.2 and results plotted in Fig. 5.5. The errors follow the same qualitative
trends as in the 1D smooth Gaussian advection shown above. The errors diverge
at small ` and plateau at large `, this time with a minimum at ` & 1, being roughly
the HWHM of the Gaussian envelope used in the perturbations that define the
vortex, Eq. (5.1). On this problem the error plateau occurs at an error that is
substantially lower than the corresponding WENO-JS solutions. This is consis-
tent with what is observed for the convergence studies carried out for GP-R2 and
WENO-JS in Tables 5.2 and 5.3.
Together the two studies of the behavior of the errors with ` shown in Fig-
ures 5.4 and 5.5 suggest that ` can be matched to physical length scales in a
problem dependent way so as to minimize the solution error. However, the gain
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Figure 5.5: L1 errors for different values of ` for the 2D isentropic vortex problem.
Solid lines show the errors or the GP-R2 scheme with σ/∆ = 3 and dashed lines
show the L1 errors for theWENO-JS solution obtained on the same grid resolution.
Solutions were computed using RK3 for time stepping and a CFL of 0.4.
in accuracy is fairly modest, while the errors associated with underestimating `
can be severe. Overestimating ` on the other hand is relatively benign, especially
on the nonlinear isentropic vortex problem. Although it is worse for the linear 1D
Gaussian advection problem, overestimating ` on the nonlinear isentropic vortex
is observed to have an almost negligible effect, suggesting that ` & ∆ should prove
a robust choice to well resolve a range of length scales supported by the grid.
5.3 Spectral Properties of GP-WENO
Studies of the global truncation error, such as those in the above sections, bear
information only about the asymptotic behavior of a scheme as the computational
grid is refined. As such, they are not informative about errors on a finite grid. Of
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great interest, particularly for turbulence simulations, is a modified wavenumber
analysis, popularized by Lele [46], which provides detailed spectral information
about how a scheme evolves the supported Fourier modes on a given computational
grid.
The modified wavenumber analysis is carried out on the linear scalar advection
equation,
∂u
∂t
+ c∂u
∂x
= 0, (5.2)
where c is the advection velocity. Monochromatic sinusoidal initial conditions
with wavelength λ and wavenumber w = 2pi/λ,
u(x, 0) = uˆ0eiwx, (5.3)
are considered on a periodic domain. The analytic solution is given by u(x, t) =
u(x−ct, 0) for all times. The analytic spatial derivative at the point x = xm = m∆
can then be written as
∂u
∂x
∣∣∣∣∣
x=xm
= iwum =
i
∆φuj, (5.4)
where φ = ∆w is the reduced wavenumber and uj = u(xj, t). Taking also the
time derivative leads to the linear dispersion relation ω = cφ, which describes the
exact evolution of all Fourier modes by Eq. (5.2).
For a general approximation of the spatial derivative, D, at the point xm
Eq. (5.2) is rewritten in semi-discrete form as
∂uj
∂t
+ cDuj = 0. (5.5)
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For a linear approximation Duj can be written in the form
Duj =
1
∆
q∑
m=−p
amuj+m. (5.6)
Using the analytic solution for u(x, t), given the initial conditions in Eq. (5.3), the
derivative may be written as
Duj =
1
∆
q∑
m=−p
ame
iφ(j+m) = i∆
1
i
q∑
m=−p
ame
imφ
uj. (5.7)
Comparing Eq. (5.7) with Eq. (5.4), the term in brackets is identified as the
modified wavenumber, acting as the reduced wavenumber for the semi-discrete
equation. The modified wavenumber is defined as
Φ(φ) = 1
i
q∑
m=−p
ame
imφ. (5.8)
Putting Eq. (5.7) back into Eq. (5.5) leads to a dispersion relation for the semi-
discrete form of the PDE for the derivative approximation D,
ω = cΦ(φ). (5.9)
Eq. (5.9) is in general a nonlinear dispersion relation that encodes how the spatial
discretization D is able to properly evolve linear waves at all wavenumbers that
are supported on a grid. Any deviation from Φ(φ) = φ for a given φ, such that
|Φ(φ)− φ|  0, means that the discretization will fail to accurately evolve these
Fourier modes. The real part of Eq. (5.8) describes the dispersion errors and the
imaginary part yields the dissipation errors for a particular wavenumber.
Unfortunately the above analysis may only be carried out for linear methods
of the form given by Eq. (5.6). Such analysis has been carried out for the high-
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order linear approximations from which WENO methods are built, for example
by Balsara [6]. However, as noted by Pirozzoli [57] and Jia et al. [36], introducing
nonlinearities into the approximation D can drastically alter the spectral proper-
ties of the scheme compared to its linear counterpart. This lead the above authors
to develop a method of numerically determining an experimental dispersion rela-
tion (EDR), which has recently been proposed as an essential element in profiling
shock-capturing methods [84].
In calculating the EDR, the initial conditions in Eq. (5.3) are evolved numer-
ically up to a very short time, τ , and then Fourier transforming the numerical so-
lution to obtain the Fourier coefficient corresponding to the reduced wavenumber,
uˆ(φ; τ). Comparing uˆ(φ; τ) to the initial wave amplitude allows the numerically
determined modified wavenumber to be defined as
Φ(φ) = − 1
iσ
log
(
uˆ(φ; τ)
uˆ0(φ)
)
, (5.10)
where σ = cτ/∆ [36,57]. The process can then be repeated for every set of initial
conditions that corresponds to all of the Fourier modes supported by a particular
grid resolution.
Fig. 5.6 compares the EDR’s for the GP-WENO and the fifth-order WENO-
JS methods. All of the schemes are unable to accurately support the smallest
available wavelength, however the behavior of the intermediate wavenumbers is
very different between the shown methods. The higher-order methods are able to
follow the analytic dispersion relation to higher wavenumbers, meaning that they
can support a larger fraction of the Fourier modes made available by the grid.
A scheme is evaluated in terms of the resolving efficiency of its EDR, that is the
fraction of possible wavenumbers that are resolved within some error tolerance.
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Figure 5.6: Dispersion and diffusion errors calculated from the EDR for GP-
WENO and WENO-JS schemes. The dashed line in the top plot shows the ana-
lytic dispersion relation. The analytic dispersion relation has zero diffusion across
all wavelengths for linear advection. GP-WENO results obtained using σ/∆ = 3
and ` = 0.08.
That is the set of wavenumbers that satisfies
Φ(φ)− φ
φ
< , (5.11)
where  is some error tolerance. Resolving efficiencies from Fig. 5.6 are given in
Table 5.5. Although the fifth-order WENO-JS scheme is able to resolve 2% more
of the available wavelengths compared to the third order GP-R1, remarkably the
fifth-order GP-R2 manages to resolve 2% more of the wave space compared to the
WENO-JS method of the same formal order of accuracy, and the seventh order
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GP-R3 5% more than that.
Scheme Resolving Efficiency
WENO-JS 0.47
GP-R1 0.45
GP-R2 0.49
GP-R3 0.54
Table 5.5: Resolving efficiencies for WENO-JS and GP-WENO for  = 0.1 using
the EDR’s from Fig. 5.6.
While the length hyperparameter ` is observed in Section 5.2 to have a no-
ticeable impact on the global solution accuracy the spectral properties shown in
Fig. 5.6 and resolving efficiencies in Tab. 5.5 remain relatively unchanged to vari-
ations in the value of ` used in computing the EDRs. The spectral properties
in the EDR are much more effected by the choice of σ used for the smoothness
indicators. This is somewhat to be expected as σ effectively controls the nonlinear
behavior of GP-WENO.
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Figure 5.7: EDRs as a function of the hyperparameter σ/∆ used for the smooth-
ness indicators. (a) shows the dissipation and dispersion errors for GP-R2. (b)
gives the resolving efficiencies for the different GP-WENO methods.
EDRs for different values of the shock-capturing length hyperparameter σ are
shown in Fig. 5.7a for the GP-R2 scheme and resolving efficiencies plotted against
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σ/∆ are given in Fig. 5.7b. From this it can be seen that σ, in addition to
setting the length scale on which discontinuities are considered, can also be used
to set some control over the range of length scales that can be resolved on a
grid. Over most ranges of σ/∆, and for R ≥ 2, GP-WENO is able to resolve a
larger fraction of the available frequencies. Larger values of σ/∆ ∼ 5−6 introduces
more dissipation at intermediate wavenumbers which can be utilized for additional
stability of the numerical scheme when needed for certain problems. This is
of particular interest for turbulence simulations where optimizing the effective
inertial range of numerical solutions is essential [39].
5.4 Conclusion
The fully nonlinear GP-WENO scheme has been tested for convergence to
analytic solutions for two smooth problems. Additionally the dispersion and dis-
sipation errors on a finite grid have been investigated using the numerical modified
wavenumber analysis. For smooth problems GP-WENO may be characterized by:
• Having variable order of error convergence given by 2R+ 1 for a GP stencil
radius R.
• Maintaining the 2R+ 1 order of convergence in nonlinear smooth problems
using the WENO-JS weighting scheme (Eq. (4.49)) with the GP-likelihood
based smoothness indicators, whereas the polynomial-based smoothness in-
dicators suffer from reduced accuracy in certain extrema when using the
same weighting scheme.
• Being able to resolve a greater fraction of the intermediate wavenumbers
when comparing the two fifth-order GP-R2 and WENO-JS schemes. Further
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the behavior of the GP-WENO scheme at intermediate wavenumbers can
be tuned using the shock-capturing hyperparameter σ.
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Chapter 6
Numerical Results
6.1 FDM Interpolation with GP-WENO
The results and discussion presented in Chapter 5 demonstrate that the two
length hyperparameters in the GP-WENO method (Chapter 4.5) offer a large
freedom in tuning the method to various accuracy and spectral needs for smooth
problems. The nonlinearity introduced through the GP smoothness indicators
affords a new degree of control not present in conventional polynomial WENO
based approaches, which even for smooth problems gives significantly less dissi-
pative solutions for GP-WENO, even for solutions with the same formal order of
accuracy. The simplicity of the finite difference method introduced in Chapter 2.4
in advancing the pointwise fluid variables provides a test bed in which the GP-
WENO interpolation is tested in isolation, without the need to be careful of the
many possible second-order bottlenecks in FVM. This section tests the shock and
discontinuity handling abilities of GP-WENO while also allowing the resolution
of interesting smooth features in the flows. The results presented in this section
contain excerpts from the work published in [60].
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6.1.1 1D Shu-Osher Problem
The Shu-Osher problem [67] is a compound test of a method’s accuracy and
stability. The goal is to resolve small scale features (i.e., high-frequency waves)
in a post-shock region and concurrently capture a Mach 3 shock in a stable and
accurate fashion. In this problem, a (nominally) Mach 3 shock wave propagates
(a) (b)
Figure 6.1: (Left) The Shu-Osher problem at t = 1.8 using RK3 and the HLLC
Riemann solver. The GP-R2 scheme is shown in red, using `/∆ = 6 and σ/∆ = 3.
The WENO-JS scheme is shown in cyan. Both schemes are resolved on 200 grid
points using a CFL of 0.8. The reference solution (black) is obtained using WENO-
JS on a resolution of 2056 grid points. (Right) Close-up of the frequency-doubled
oscillations.
into a constant density field with sinusoidal perturbations. As the shock advances,
two sets of density features develop behind the shock: one that has the same
spatial frequency as the initial perturbation; one that has twice the frequency of
the initial perturbations and is closer to the shock. The numerical method must
correctly capture the dynamics and the amplitude of the oscillations behind the
shock, and be compared against a reference solution obtained using much higher
resolution.
The results for this problem are shown in Fig. 6.1 for the whole domain (left). A
close-up of the frequency doubled oscillations is shown in Fig. 6.1b. We compare
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the GP-R2 method, with `/∆ = 6 and σ/∆ = 3, to the WENO-JS method.
The GP-R2 scheme clearly captures the amplitude of the oscillations better than
the 5th order WENO-JS. Again, the improvement over the WENO-JS scheme is
attributed to the use of the GP smoothness indicators.
Role of GP Smoothness Indicators in Capturing High-Frequency Fea-
tures
The modified wavenumber analysis of GP-WENO presented in Chapter 5.3
suggests that on a grid that is able to moderately resolve the frequency doubled
oscillations in Fig. 6.1b, such as the N = 200 grid, that GP-WENO should exhibit
less dissipation of those moderate wavenumber features. Fig. 6.1 does show that
GP-R2 is able to better resolve these features, while at the same time being able
to handle the presence of the shock without introducing excessive non-physical
oscillations into the solution. The modified wavenumber analysis also suggests
that the amount of numerical dissipation at moderate wavenumbers can be further
controlled through the hyperparameter σ.
Fig. 6.2 shows the Shu-Osher problem for the 5th order GP-R2 and the 7th
order GP-R3 schemes, for different values of ` and σ. Changing ` results in small
changes in the amplitude of the oscillations, while the variation of σ has a more
significant impact. Smaller values of σ/∆ result in more oscillations, while larger
values better match the reference solution. From this parameter study we conclude
that σ/∆ = 3 is fairly a robust choice for this shock tube problem. Further, we
found that σ/∆ can be further reduced closer to ∼ 1.5 on higher resolution runs
and in problems with stronger shocks.
In Fig. 6.3 we show the combination of the GP-R2 interpolation with the
classical WENO smoothness indicators. The HWHM of the post shock oscillations
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(a)
(b)
Figure 6.2: Comparison for different values of ` and σ of the GP-R2 (6.2a)
and GP-R3 (6.2b) schemes on the Shu-Osher problem on 200 grid points. The
reference solution is shown in black.
is ∼ 3 − 4 times the grid spacing ∆. This suggests that, following the HWHM
discussion in Section 5.2, a choice of `/∆ = 3 for GP-R2 is optimal. This is
confirmed in Fig. 6.3, where the solution in panel (a) with `/∆ = 3 better captures
the amplitude of the oscillations, when compared to WENO-JS and the GP-
R2 solution with `/∆ = 6. Notwithstanding, the default combination of GP-
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(a) (b)
Figure 6.3: Close-ups of the Shu-Osher problem using GP interpolation with
the WENO-JS smoothness indicators instead of the default GP-based smoothness
indicators.
based smoothness indicators with GP-WENO yields much better results overall
(Fig. 6.1b).
6.1.2 2D Mach 3 Wind Tunnel with a Step
The next 2D shock problem consists of a Mach 3 wind tunnel setup with a
forward facing reflecting step, originally proposed by Woodward and Colella [80].
We initialize the problem as in [80] with an entropy fix for the region immediately
above the corner of the step. After the bow shock reflects on the step, the shock
progressively reaches the top reflecting wall of the tunnel at around t = 0.65. A
triple point is formed due to the reflections and interactions of the shocks, from
which a trail of vortices travels towards the right boundary.
Shown in Fig. 6.4 are the results computed using the GP-R2 and GP-R3
schemes, along with the WENO-JS solution on a 768× 256 grid at the final time
t = 4. Using the HLLC Riemann solver, we noticed that the GP and WENO-JS
schemes converged to different solutions, on account of the singularity at the corner
of the step and despite the entropy fix. To compare the two schemes, we ran our
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Figure 6.4: Three density profiles for the Mach 3 wind tunnel problem with a
step are shown: (a) the WENO-JS scheme, (b) the GP-R2 scheme and (c) the
GP-R3 scheme. The domain is resolved onto a 768 × 256 grid. We use an HLL
Riemann solver and RK3, with a CFL of 0.4. The temporal evolution is followed
up to t = 4. The two GP runs in (b) and (c) used σ/∆ = 2 and `/∆ = 12.
simulations using an HLL Riemann solver, for which the two schemes converged
to similar solutions. Both methods are able to capture the main features of the
flow but the GP schemes produce more well-developed Kelvin-Helmholtz roll-ups
that originate from the triple point.
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6.1.3 2D Riemann Problem – Configuration 3
Next, we consider a specific Riemann Problem configuration that is drawn from
a class of two dimensional Riemann problems that have been studied extensively
[63,83] and have been applied to code verification efforts [3,14,44,63]. Specifically,
we look at the third configuration of the 2D Riemann problem presented in [22,44]
Panels in Fig. 6.5 show density profiles at t = 0.8, along with 40 contour lines,
for different choices of GP radii, R = 1, 2, 3, 4 on a 400 × 400 grid resolution.
All GP methods correctly capture the expected features of the problem. In this
experiment, we see that the increase of R results in a sharper representation of the
flow features. Notably, the 5th-order GP-R2 solution in (c) captures significantly
more features when compared to the 5th-order WENO-JS in (a), as evidenced by
the formation of more developed Kelvin-Helmholtz vortices along the slip lines
(i.e., the interface boundaries between the green triangular regions and the sky
blue areas surrounding the mushroom-shaped jet).
6.1.4 3D Riemann Problem
Finally, we consider the first configuration of the 3D Riemann problem pre-
sented in [4]. The problem consists of eight constant initial states in one octant
of the [−1, 1] × [−1, 1] × [−1, 1] computational domain, with outflow boundary
conditions. This initial condition provides a set of 2D Riemann problems on each
face of the domain, as well as on its diagonal planes.
The results for the GP-R2, GP-R3, and WENO-JS schemes are shown respec-
tively in Figs. 6.6 and 6.7. In the left panels of the figures we discern three of the
2D Riemann problems, on the visible faces of the domain and on the plane in the
(1, 1, 0) direction. The latter is also shown in the right panels of figures, along
with contour lines. The GP methods are able to adequately capture the important
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Figure 6.5: Configuration 3 of the 2D Riemann problem using four different
methods: (a) WENO-JS, (b) GP-R1, (c) GP-R2, (d) GP-R3, (e) GP-R4, where
(b) – (e) have σ/∆ 6= `/∆, and finally, (f) GP-R2 with σ/∆ = `/∆. Each panel
shows the density values at t = 0.8 between [0.1, 1.8] in linear scale, computed
on a 400 × 400 grid. We over-plot 40 contour lines. All GP calculations used
`/∆ = 12 except for (f). An HLLC Riemann solver and RK3 were employed in
all calculations, with CFL=0.4.
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(a) (b)
(c) (d)
Figure 6.6: (a), (c) 3D Riemann problem density profiles on the domain faces
and on the plane in the (1,1,0) direction using GP-R2 (a) and GP-R3 (c). We use
`/∆ = 12, σ/∆ = 3, a grid resolution of 200× 200× 200, and a CFL of 0.3. (b),
(d) Density profile on the plane in the (1,1,0) direction.
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features of the 2D Riemann problems to approximately the same extent. Both
GP solutions are better at resolving the contact discontinuity along the diagonal,
when compared to the WENO-JS solution (see right panels of Figs. 6.6-6.7). All
calculations here employed the HLLC Riemann solver, RK3, and a CFL of 0.3.
(a) (b)
Figure 6.7: (a) Same as Fig. 6.6a but for WENO-JS. (b) Same as Fig. 6.6b but
for WENO-JS.
6.1.5 Conclusion
The GP-WENO interpolation within the FDM framework has been tested on
problems with discontinuities in 1, 2 and 3 spatial dimensions. In all problems the
fifth-order GP-R2 scheme outperforms the polynomial-based fifth-order WENO-
JS scheme. Both are able to correctly handle the shocks and discontinuities of the
problems, however the added spectral resolution of GP-WENO owing to the GP-
based smoothness indicators investigated in Chapter 5.3 allows the GP-WENO
solutions to capture smooth flow features at the grid resolution with minimal
numerical dissipation. The choice of the hyperparameter ` proves to have a negli-
gible impact on the solution compared to the choice of σ, as shown in the study of
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the Shu-Osher problem in Section 6.1.1. σ can be used to control the amount of
numerical dissipation at higher wavenumbers, with larger values providing more
dissipation and σ ∼ ∆ giving the least.
6.2 GP-WENO Reconstruction in FLASH
The FDM framework used above provides a test bed in which to test high-
order schemes due to the simplicity in which it allows for solutions with a truly
high-order of accuracy. However, FDM is not well suited for many practical appli-
cations. Firstly the “conservative” formulation in pointwise variables guarantees
the conservation of the pointwise conservative variables (e.g., ρ = ∑i ρi) rather
than the total integrated conservative variables (e.g., total mass M =
∫
ρ(x)dx)
which would be consistent with the governing conservation law. From a compu-
tational perspective FDM simulations can be more resource intensive, requiring
uniform grids, which can stress memory resources when seeking high resolution
solutions over large domains containing many length scales. This is in constrast to
adaptive mesh resolution (AMR) methods allowed in the finite volume framework
that locally refine the grid where higher resolution is needed and coarsen the grid
when such resolution is not necessary [10,11].
This section presents results of numerical test problems obtained using the
1D GP-WENO FVM reconstruction from Chapter 4.4 on AMR grids. The GP-
WENO reconstruction has been implemented within the FLASH code [28], which
is a second order FVM code that uses the Paramesh library for AMR [49,54]. Al-
though the code has many second-order bottlenecks, owing to the many complica-
tions of high-order FVM, the benefits of using a high-order spatial reconstruction
are showcased and more so the advantages of the GP based smoothness indicators
for shock capturing.
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6.2.1 Sedov Explosion
The first test problem for the GP-WENO reconstruction is the Sedov blast
test [64]. This problem involves the self-similar evolution of a spherical shock
from a delta-function energy perturbation at t = 0, following the setup of [28].
Due to the self-similar evolution of the spherically symmetric shock, this problem
tests a code’s ability not only to evolve a strong shock, but also to maintain the
symmetry of the problem.
GP-WENO solutions are shown in Fig. 6.8 and may be compared with the
WENO-JS solution obtained in FLASH in Fig. 6.9. The right columns of those
figures compares the density profiles along a direction aligned with the mesh and
along the mesh diagonal to directly compare how well the different meshes preserve
the spherical symmetry. The analytic solution for this setup predicts a peak
density behind of the shock of ρ ∼ 6. All of the solutions examined here give
peak densities less than the analytic solution, however both of the GP-WENO
solutions do better than WENO-JS in terms of the peak amplitude, with the GP-
R3 performing the best. The GP-R2 solution is able to produce a nearly perfect
symmetry in the peak density along the two lines considered in Fig. 6.8b. The
GP-R3 solution is not able to match the peak amplitude along the diagonal as
well as GP-R2, however the symmetry is a little better than in the WENO-JS
solution.
6.2.2 2D Riemann Problem – Configuration 3
Configuration 3 of the 2D Riemann problem from Section 6.1.3 is repeated for
the FVM reconstruction on an AMR mesh with 5 levels of refinement. GP-WENO
solutions along with WENO-JS are shown in Fig. 6.10. While all three presented
solutions are only second-order accurate due to the many bottlenecks associated
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(a) (b)
(c) (d)
Figure 6.8: GP-WENO solutions of the Sedov explosion for R = 2, 3 with 6
levels of AMR refinement with `/∆ = 12 and σ/∆ = 2. Left figures show a
colormap of density along with the AMR refinement levels. Right plots show
density cross-sections along the line y = 0.5 (red) and x = y (blue).
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(a) (b)
Figure 6.9: Same as Fig. 6.8 obtained using the provided WENO-JS scheme in
FLASH.
with the FVM in the FLASH code the seventh-order GP-R3 solution is still able
to resolve more sharply many of the features in the flow, yielding more roll-ups
along the slip lines. The GP-R2 and WENO-JS solutions are more similar than
was the case for FDM, however the GP-R2 solution is a little less diffusive in some
of the features, particularly in the roll-ups along the diagonal.
6.2.3 2D Mach 3 Wind Tunnel with a Step
The wind tunnel problem from section 6.1.2 is repeated using the GP-WENO
reconstruction on an AMR grid with three levels of refinement. Density colormaps
and contour plots are shown in Figures 6.11 – 6.13 comparing GP-R2, GP-R3
and the PPM scheme of FLASH, which is built on a fourth-order polynomial
reconstruction [17]. In all three simulations the reflected shocks are all captured
correctly and a trail of vortices is observed to emanate from the triple point. In
the PPM solution (Fig. 6.13) the roll-ups have almost completely diffused by the
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(a) (b)
(c)
Figure 6.10: Configuration 3 of the 2D Riemann Problem. Solutions are ob-
tained using the FLASH code on an AMR grid with 5 levels of refinement. a and b
use GP-WENO with R = 2, 3 with `/∆ = 12 and σ/∆ = 2. c uses the WENO-JS
reconstruction contained in the public FLASH release. Colormaps of the density
and the refinement levels are shown at t = 0.8.
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time they have been advected past the point x = 1.5. While they are resolved
at the highest refinement level near the triple point, as they are moved through
coarser refinement levels, and subsequently diffused out, the AMR algorithm then
fails to refine on the features and they are further dissipated.
In contrast the GP-R2 solution (Fig. 6.11) more sharply resolves the roll-
ups as they are advected into coarser refinement levels and the AMR algorithm
maintains at the second level of refinement across the vortex sheet. The GP-R3
(Fig. 6.12) most clearly resolves the vortices of all three methods and resultantly
the AMR algorithm continually refines at the highest level on the features as they
are advected into the coarser blocks.
6.2.4 Conclusion
The 1D GP-WENO FVM reconstruction from Chapter 4.4, which has been
previously presented for 1D uniform grids in [59], has been incorporated into
the FLASH code. Although any reconstruction method implemented in FLASH
is at most limited to be second-order accurate, incorporating the high-order 1D
reconstructions of GP along with the GP-based smoothness indicators provides
several benefits over the provided polynomial-based methods:
• Improved preservation of symmetries evolved from symmetric initial condi-
tions, as seen for the Sedov problem.
• Sharper resolution of smooth features while still maintaining the shock-
capturing property.
• Continuing to resolve flow features as they are advected from fine to coarse
refinement levels on an AMR mesh.
93
(a)
(b)
Figure 6.11: FLASH solution for the Mach 3 Wind Tunnel problem using the
GP-R2 reconstruction with 3 levels of AMR refinement. The solution is obtained
using `/∆ = 12 and σ/∆ = 2. The top plot shows a colormap of density and
the AMR refinement levels. The Bottom plot shows 50 evenly spaced contours of
density between 0.1 and 6.3. The solution is shown at time t = 3.
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(a)
(b)
Figure 6.12: Same as Fig. 6.11, but using GP-R3 reconstruction with `/∆ = 24
and σ/∆ = 2.
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(a)
(b)
Figure 6.13: Same as Fig. 6.11 but with the default PPM reconstruction of
FLASH.
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6.3 Multidimensional ADER-CG with GP Smooth-
ness Indicators
This section benchmarks the use of the GP-likelihood smoothness indicators
within the multidimensional modal WENO reconstruction for the ADER-CG
method as described in Chapter 4.5.1. The results are obtained using the method
implemented at third and fourth order and compares to solutions using the poly-
nomial WENO smoothness indicators. The only difference between the GP and
WENO methods in this section are in the choice of smoothness indicators. The
formulation presents a FVM that is genuinely high-order, rather than being bot-
tlenecked at second-order as in the previous section due to the multidimensional
reconstruction and an implementation of quadrature free flux integration [25].
6.3.1 Sedov Explosion
The Sedov explosion test from Section 6.2.1 is repeated using the fourth order
ADER-CG method. Density profiles along the x-axis and diagonal y = x are
given in Fig. 6.14 comparing the use of the GP smoothness indicators to that of
WENO. At this resolution both solutions exhibit some asymmetry in preserving
the spherical symmetry of the problem. Notably the GP solution is able to achieve
a greater peak density amplitude at the shock front in both profiles and is also
more symmetric as shown in Table 6.1.
Peak Density Amplitude
y = 0 y = x Difference
WENO 3.53 3.99 0.46
GP 3.79 4.09 0.30
Table 6.1: Peak density amplitudes for the Sedov profiles shown in Fig. 6.14.
The rightmost column gives the absolute difference between the two.
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Figure 6.14: Density profiles along the x-axis and diagonal for the Sedov problem
obtained using the 4th order ADER-CG method on a 128 × 128 grid. The left
half of the plot shows a solution obtained using the polynomial-based WENO
smoothness indicators, and the right half is obtained using the GP-likelihood
based smoothness indicators.
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6.3.2 Hydrodynamic Implosion
Figure 6.15: Density colormap of the hydrodynamic implosion test problem
using the 3rd order ADER-CG method on a 200 × 200 grid. The upper left
triangular region shows the solution using the GP smoothness indicators, while
the lower right region uses the polynomial-based smoothness indicators.
The next test for the ADER-CG application of the GP-WENO smoothness
indicators is the hydrodynamic implosion of Hui [35]. This problem initializes
a rotated Sod shock tube oriented towards the origin on a square domain with
reflecting walls. The shock produced from these initial conditions undergoes a
double Mach reflection at the bottom and left boundaries, producing a symmetric
pair of jets that meet at the origin. Their interaction results in a narrow jet that
propagates along the diagonal of the domain. Meanwhile the reflected shocks
continually reflect back and forth interacting with the jet producing fingers and
filaments through the Richtmeyer-Meshkov instability.
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Figure 6.16: Density colormap of the hydrodynamic implosion test problem
using the 4th order ADER-CG method on a 200 × 200 grid. The upper left
triangular region shows the solution using the GP smoothness indicators, while
the lower right region uses the polynomial-based smoothness indicators.
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This problem tests a method in a number of ways. Firstly, if the diagonal
symmetry is not preserved a single jet will not appear along the diagonal, as has
been seen for some dimensionally split methods [48]. Second, the more diffusion
a method introduces at contact discontinuities will result in a jet that is shorter
and wider.
Figure 6.15 shows the solution at t = 2.5 for the third-order ADER-CG method
and Figure 6.16 shows the solution at fourth-order comparing the use of the GP
smoothness indicators to WENO on a 200× 200 grid. At third-order there is no
discernible difference between the two solutions as the numerical diffusion is too
great at this low of a resolution for many features of the flow to develop. The
diffusion of the contact discontinuity at early times suppresses the formation of
much of a jet along the diagonal.
In the fourth-order solution a jet does form along the diagonal and some dif-
ferences between the WENO and GP smoothness indicators become apparent.
Notably the jet in the GP solution is longer and slightly narrower along its length.
This suggests that the GP weights introduce less diffusion at discontinuities.
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Chapter 7
Conclusion
A framework for designing high-order of accuracy discretizations based on
Gaussian process modeling for data representation that are suitable for problems
with shocks and discontinuities has been developed and tested on a suite of test
problems. A fully polynomial-free GP-WENO 1D interpolation/reconstruction
scheme for conservative finite difference and finite volume methods using Gaussian
processes has been shown to outperform its polynomial counterparts on problems
with smooth and discontinuous solutions.
Essentially non-oscillatory interpolation/reconstruction is accomplished through
using the GP likelihood measurement as a local indicator of smoothness to weigh
function interpolation/reconstruction away from discontinuous stencil points. These
GP smoothness indicators ensures that the interpolation/reconstruction will come
from the smoothest stencils as determined by the choice of kernel function. The
analysis of Chapter 5 showed that these new smoothness indicators have no ad-
verse effect on the rate of convergence of the method. The GP smoothness in-
dicators even showed a marked improvement over the WENO indicators on the
nonlinear isentropic vortex advection problem in maintaining a high level of ac-
curacy. It is shown hat GP-WENO is able to resolve a greater fraction of the
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supported Fourier modes on a given grid resolution in the modified wavenumber
analysis that produces experimental dispersion relations. Further, this nonlinear
behavior of GP-WENO is tunable through the smoothness length hyperparame-
ter σ, giving the possibility to increase the effective inertial range in turbulence
simulations, something that previously could only be achieved by increasing the
order of accuracy of the scheme.
In the benchmark test problems presented in Chapter 6 further demonstrated
that GP-WENO is able to better resolve smooth features at smaller scales com-
pared to polynomial WENO. This can be seen in the resolution of the post-shock
oscillations of the Shu-Osher problem as well as the formation of Kelvin-Helmholtz
roll-ups in the windtunnel and 2D Riemann problem presented. The same bene-
fits are seen when GP-WENO is used for 1D FVM reconstruction in the FLASH
code, even when used in adaptive mesh configurations. This form of GP-WENO
is now a part of the publicly available FLASH code as of version 4.6.
The new GP smoothness indicators have also been shown to improve existing
polynomial based methods as in the ADER-CG implementation. The dimension-
ally agnostic squared-exponential kernel function allows for the new smoothness
indicators to be easily formulated for multidimensional stencils in the same way
that they are for 1D GP-WENO. This flexibility shows that GP-WENO is capable
of improving spatial methods at any order of accuracy in any number of spatial
dimensions within a single algorithmic framework.
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