Abstract. Exchangeable models for vertex labeled graphs cannot replicate the large sample behaviors of sparsity and power law degree distributions observed in many network datasets. Out of this mathematical impossibility emerges the question of how network data can be modeled in a way that reflects known empirical behaviors and respects basic statistical principles. We address this question by observing that edges, not vertices, act as the statistical units in many network datasets, making a theory of edge labeled networks more natural for these applications. In this context we introduce the new invariance principle of edge exchangeability, which unlike its vertex exchangeable counterpart admits models for networks with sparse and/or power law structure. With this, we settle a longstanding question in statistical network modeling. We characterize all edge exchangeable network models and establish their basic statistical properties. We also identify a tractable family of distributions with a clear interpretation and suitable theoretical properties, whose significance in estimation, prediction, and testing we demonstrate.
Introduction
Statistical network analysis is hamstrung by the lack of an inferential framework that admits both sound models for network formation with observed empirical properties and facilitates statistical inference in the way of estimation, prediction, and testing. Network datasets emerging from a wide range of real world processes, such as communications [18, 26] , collaborations [4, 24] , and relationships [22, 33] , exhibit common structural features, namely sparsity and power law degree distribution [1, 4, 15, 17, 20] . Such networks are typically represented by a graphical structure, with labels assigned arbitrarily for the purpose of distinguishing between units.
Two fundamental statistical principles guide the modeling of such data: (I) "There should be consistency with known limiting behaviour." [10, 7. We defer all proofs to Section 8, in which we also prove a de Finetti-type characterization of the class of edge exchangeable network models. Figure 1 depicts a network whose edges correspond to the outcome of a process of interactions among individuals in a population P. Figure 1 (a) reflects that the real world process does not usually generate any vertex or edge labels; rather, labels are assigned after data generation in order to distinguish among statistical units and facilitate data analysis. The labeled versions in Figures 1(b) and 1(c) show two possible ways to represent the interactions in Figure 1 (a) as a network with labeled vertices and edges, respectively.
Network data
In the actors collaboration network [4, 29] , P consists of all movie actors and each movie corresponds to an interaction involving the set of individuals in its cast. In the Enron network [18] , edges correspond to emails exchanged between Enron employees. In general there are more than two actors in each movie, nothing precludes a set of actors from being cast together in more than one movie, and actors sometimes play more than one role in the same film; likewise, emails can involve more than two individuals, an email exchange between the same group of people can occur repeatedly over time, and a person may be listed multiple times in the recipient list of the same email.
Both of these examples produce networks with multiple interactions among the same set of individuals, interactions involving more than two individuals, and multiple appearances of the same individual within the same interaction. Analogous observations are possible for many other network datasets, see Table 1 , and so we allow network data to contain edges with any finite multiset of vertices and multiple copies of the same edge. We write fin(P) to denote the set of all finite multisets of P.
Definition 2.1 (Network data).
An interaction process for a population P is a collection E = {E i } i∈I of finite multisets of P, with I indexing the set of interactions. In particular, I indexes a set of interactions and each i ∈ I corresponds to the subset E i ∈ fin(P) of individuals involved in interaction i. Network data based on the interactions in E is a graph induced by associating each element of P to a vertex and each i ∈ I to an edge connecting the vertices corresponding to the elements of E i .
Within Definition 2.1, each interaction i ∈ I has an arity given by #E(i), the cardinality of the multiset of individuals involved in interaction i counted with multiplicity. This definition encompasses the most common instance of network data for which each interaction involves exactly two vertices. For simplicity, all of our figures specialize to the case of binary interactions.
Definition 2.1 stresses the difference between the data generating process, as a process of interactions in a population, and the representation of the data, as a network. As stated above, the definition permits network representations which either disregard or otherwise destroy certain features of the data. As a common example, the network representation of the Enron email network in [18] associates every email exchange involving the same set of vertices to the same edge, thereby discarding potentially meaningful information about how often certain communications occur. We discuss the implications and consequences of this approach in Sections 5.4 and 6.1 below.
To represent the interaction process as faithfully as possible, we associate each element of P to a unique vertex and each interaction E i to a unique edge. In the actors collaboration dataset, for example, the interaction process E = {E i } i∈I corresponds to a collection of movies, with each E i ∈ fin(P) containing the actors who appear in the movie indexed by i ∈ I. The network induced by E associates actors to vertices and movies to edges by including an edge connecting the actors in E i for each i ∈ I.
We stress that the collection of actors seen in the interaction process {E i } i∈I corresponds only to those actors who appear in at least one of the movies indexed by I. As actors not appearing among the observed movies are unknown to the process, no actor can be thought of in isolation from the set of roles he or she has played. Just as one might wonder in what sense someone who acts only in one-man shows before empty auditoriums can be reasonably regarded as an actor, we note that the vertices in any network dataset driven by an interaction process have no meaning beyond their interactions with other vertices. Given the structure of the interactions, vertex labels are superfluous in the graphical representation, and so we remove vertex labels and represent E by an edge labeled network as in Figure 1(c) . From now on, we do not distinguish between the interaction process {E i } i∈I and its associated edge labeled network representation.
Definition 2.1 captures subtle features of network data that the more conventional representation by a graph G = (P, E), with vertex set P and edge set E ⊆ fin(P), does not. In statistical practice, labeling the vertices, as in Figure 1(b) , underlies the assumption that the vertices are the statistical units for the intended application. Aside from Kolaczyk [19, p. 54] , who states it explicitly, this assumption about units is implicit in all other studies of network models. In many situations, including all examples in Table 1 , the interactions, and thus the edges, act as the statistical units, as Definition 2.1 and the preceding discussion makes clear. Representing a network by a vertex labeled graph, on the other hand, suggests that the data arises by observing all interactions among individuals in a sample S ⊂ P, an assumption which is plainly false in interaction datasets.
As the interactions I comprise the statistical units, observed data comes about by sampling interactions J ⊂ I and observing the restricted process E| J = {E i } i∈J . The network data corresponding to the sampled interactions E| J is the edge labeled network obtained by removing edges labeled in I \ J = {i ∈ I : i J}, as shown in Figure 3 (c). We write E| J to denote both the restricted process of interactions and its representation as an edge labeled network.
Network properties
Associated to any interaction process E = {E i } i∈I is a sample size parameter size(E) = #I corresponding to the number of sampled units, that is, interactions. In the network data corresponding to E, size(E) corresponds to the number of edges, denoted e(E).
Principle (I) factors into network modeling by noting that sparsity and power law are asymptotic properties of a sequence of network datasets (E n ) n≥1 of growing size. For now we proceed without any assumed labeling and define v(E) as the number of vertices, e(E) as the number of edges, M k (E) as the number of k-ary edges for each k ≥ 1, and d(E) = (d k (E)) k≥0 as the degree distribution of a network dataset E, where d k (E) is the proportion of vertices with degree k in E with d k (E) = N k (E)/v(E) for N k (E) equal to the number of vertices incident to exactly k edges. For example, the network data E in Figure 1 (a) has v(E) = 7, e(E) = 6, M k (E) = 6 for k = 2, M k (E) = 0 for k 2, and d(E) = (1/7, 3/7, 1/7, 1/7, 1/7). Definition 3.1 (Sparsity and power law degree distribution). Let (E n ) n≥1 be a sequence of network datasets with size(E n ) = n for each n ≥ 1. The sequence (E n ) n≥1 is sparse if
is the average arity of the edges in E n . The sequence (E n ) n≥1 exhibits power law degree distribution if for some γ > 1 the degree distributions
, where a n ∼ b n indicates that a n /b n → 1 as n → ∞. Condition (1) extends the usual notion of sparsity for binary network data, in which each interaction involves exactly two vertices, to any network data representing a process of interactions. In the familiar case when every interaction involves exactly 2 vertices, every edge has arity 2, implying that
Sparsity and power law are defined as properties of a growing sequence of networks, not the interaction process. The observation of sparsity and/or power law behavior in network data, therefore, does not immediately correspond to inherent properties of the associated interaction process unless the network representation respects the structure of the interaction process and the network data is built from a representative sample of units.
For the network datasets of Table 1 , we assume the interactions correspond to a countably infinite collection of units, which we may identify with N = {1, 2, . . .} without any adverse consequences. Since labels are arbitrary, we identify any sample of n units from N by [n] = {1, . . . , n}. The interaction process E = {E i } i∈N induces a sample E| [n] = {E i } i∈[n] for each n ≥ 1, allowing us to extend the definitions of sparsity and power law to interaction processes E = {E i } i∈N in the usual way. Definition 3.2 (Sparsity and power law in the population network). Let E = {E i } i∈N be an interaction process for population P. Then E is sparse, resp. exhibits power law degree distribution with exponent γ > 1, if the sequence of network datasets induced by (E| [n] ) n≥1 is sparse, resp. exhibits power law degree distribution with exponent γ > 1, in the sense of Definition 3.1. 
Edge exchangeable network models
Definition 3.2 emphasizes that any discussion of sparsity or power law behavior in a network dataset makes implicit reference not only to a population network but also to a sampling mechanism by which a sequence of networks of growing size comes about. The subtle distinction between the interaction process and its representation as a network elucidates the role of exchangeability as a logical principle rather than a computational or practical assumption made for the purpose of tractability. Models for network data should be invariant with respect to relabeling units precisely because the labels are assigned exogenously to the real world process, and for no other reason. Definition 2.1 and our identification of edges as the units rightly shifts the focus from vertices to edges in network representations of interaction processes, foreshadowing why our notion of edge exchangeability in Definition 4.1 is a natural invariance principle for network modeling in this context.
With the exception of the Power Grid network, all of the networks in Table 1 are driven by interactions within a population. The Power Grid network is a fixed, physical network which exhibits no growth or sampling behavior; it is not a dataset of statistical interest. The edges are the units in all other cases we consider, justifying our choice to label edges and assume that network data E = {E i } i∈N is obtained by sampling [n] ⊂ N and observing
for a given sample size n ≥ 1. Given network data E n = {E i } i∈[n] and a permutation σ :
to denote the network data obtained from E n by relabeling units according to σ. In terms of its representation as an edge labeled graph, E σ n corresponds to relabeling edges according to σ. See Figure  2 for a visual illustration of how sampling and relabeling operations act on the edge labeled network.
From now on, we use Y = {Y i } i∈N to denote a random edge labeled network. Edge exchangeable models assign the same probability to all edge labeled graphs that are equivalent up to relabeling, such as the two networks in Figure 3 . Any random edge labeled network {Y i } i∈N gives rise to a compatible sequence of finite networks (Y n ) n≥1 by taking each Y n = Y| [n] = {Y i } i∈[n] to be the restriction by subsampling [n] ⊂ N defined above. Any such sequence is infinitely edge exchangeable, meaning
Our characterization of all edge exchangeable network models in Theorem 8.2 explains why vertices cannot be labeled exchangeably in network representations built from a growing sequence of representative samples of interactions in a population. While all edges arrive according to an exchangeable process, the vertices arrive in size biased order weighted by the relative frequency of their occurrence in interactions. The sample of vertices, therefore, does not represent an exchangeable draw from the population. An equally important practical matter, and in stark contrast to the conventional setting of exchangeable networks with labeled vertices, edge exchangeable models admit sparse and power law behavior.
The Hollywood model
Edge exchangeability abides by Principle (II) as a logical modeling principle for network data arising from processes of interactions. As our next model lays bare, edge exchangeability also satisfies Principle (I) with respect to the asymptotic properties of sparsity and power law. With this, the framework of edge exchangeability directly addresses the main questions of Section 1 and provides a principled framework within which to develop sound methods for network analysis. The specific model we introduce has other nice practical properties, including a generative description which makes estimation and prediction tractable and affords a clear interpretation to model parameters.
5.1. The Hollywood process. For concreteness, we phrase our model in the context of the actors collaboration network, which exhibits the most flexible features of the network datasets we consider: the set of actors appearing in a movie can be of any finite size; the same set can serve as the cast of multiple movies; and the same actor can play multiple roles in a given movie, and therefore appear more than once in a given edge. The Hollywood model in (3) below accommodates all of these behaviors. It admits an intuitive generative description, called the Hollywood process, whereby the network grows by sequential addition of edges as follows.
Let ν = {ν k } k≥1 be a probability distribution on the positive integers and let (α, θ) satisfy either 0 < α < 1 and θ > −α or α < 0 and θ = −kα for some k = 1, 2, . . .. We generate a sequence (Y n ) n≥0 of edge labeled networks, where each Y n has size(Y n ) = e(Y n ) = n ≥ 1, as follows.
We start with Y 0 having v(Y 0 ) = e(Y 0 ) = 0. For n ≥ 1, every edge in Y n corresponds to a movie, with the vertices incident to the edge labeled i in Y n corresponding to the actors who play a role in movie i = 1, . . . , n. Given Y n−1 , for n ≥ 1, we choose the number of available roles in the next movie independently according to K n ∼ ν. Given K n = k, we choose the k actors in order of their prominence, first filling the lead role, then the second lead role, and so on until all k roles are filled. Let N n (j) be the number of unique actors seen in all the movies through the ( j − 1)st actor cast in movie n. (Thus, N n (1) is the number of unique actors appearing in movies 1, . . . , n − 1.) For j = 1, . . . , k, we label the actors arbitrarily 1, . . . , N n ( j) and write D n (i, j) to denote the number of roles for which the actor labeled i has been cast up to and including the (j − 1)st role of movie n. (Note that an actor may play more than one role in a given movie.) The actor v n (j) cast in the jth lead role of movie n is chosen randomly among the actors labeled 1, . . . , N n ( j) and a previously unseen actor, labeled N n (j) + 1, according to (2) pr
We continue to update according to (2) until all k roles of movie n have been filled.
We write Y n as the edge labeled network obtained by orienting each edge labeled j = 1, . . . , n by v j (1) → · · · → v j (K j ) and then removing vertex labels. We call the sequence (Y n ) n≥1 of networks built this way the Hollywood process with parameter (α, θ, ν). By its sequential construction, the process determines a family of distributions, called the Hollywood model, for network data with infinitely many edges labeled in N. The Hollywood model is determined by the distributions of Y n , for each n ≥ 1, which we express in closed form by (3) pr
where E is any edge labeled network with n oriented edges, v(E) is the number of nonisolated vertices in E, (N k (E)) k≥0 gives the number of vertices with degree k for each
is the total degree of E, and
is the ascending factorial function. The model with general ν is suited to the actors network, as there are generally more than two actors involved in each movie, and the Enron email network, in which multiple individuals can be involved in a single email exchange. Though presented in the context of the actors network, the Hollywood model is suited to any conceivable network dataset that arises from a process of interactions. The special case of network data with binary edges is easily handled by setting ν 2 = 1. The closed form expression in (3) makes parameter estimation straightforward, and the sequential description in (2) facilitates predictive inference in a supervised learning setting. We discuss each of these further in Section 6.
Crane [11] previously noted a connection between the Hollywood model and the Ewens-Pitman two parameter family of distributions on set partitions [14, 28] . The two models coincide in the unary setting of the Hollywood model, that is, the (α, θ, ν) case when ν 1 = 1. In this sense, the Hollywood model may be viewed as a natural refinement of the Ewens-Pitman distribution, which enjoys wide relevance throughout statistics, mathematics, and applied science [12] .
5.2.
Interpretation of parameters and finite population model. The split parameter space of the above model covers the case of bounded and unbounded population sizes. The region 0 < α < 1 and θ > −α gives rise to a sequence (Y n ) n≥1 with an unbounded number of vertices, that is, v(Y n ) → ∞ almost surely as n → ∞, as is common in many datasets we encounter, for example, the actors, Enron, and Wikipedia networks of Table 1 . The Karate Club dataset, on the other hand, is known to have a finite population of thirty-four club members but no limit on the number of interactions between each individual. The range α < 0 and θ = −kα accommodates this case by describing an edge exchangeable sequence (Y n ) n≥1 for which v(Y n ) → k almost surely.
From the update probabilities in (2), we see that α > 0 increases the probability of observing previously unseen vertices but decreases the probability of observing a vertex again after its initial occurrence. The range α < 0 has the opposite effect. Thus, α values near 1 make it more likely that new edges involve previously unseen vertices, but less likely that previously seen vertices occur in future edges. On the other hand, α < 0 corresponds to a finite population size, so that each newly observed vertex decreases the number of unseen vertices and increases the probability that future edges involve previously seen vertices. In the 0 < α < 1 regime, larger values of θ increase the probability of seeing previously unobserved vertices in new edges, but the effect of θ diminishes as n → ∞. In Section 5.3, we see that 0 < α < 1 is directly related to the power law behavior of the sequence
The specific dynamics of the Hollywood model elucidate the general phenomenon of edge exchangeable networks borne out by the representation in Theorem 8.2. Edges arrive exchangeably, but vertices arrive in a sizebiased manner according to their relative degree. This observation makes rigorous our heuristic explanation in Section 1 for why vertices cannot be labeled exchangeably in network data driven by a process of interactions in an infinite population. Theorem 5.1. Let (α, θ) satisfy either α < 0 and θ > −α or 0 < α < 1 and θ = −kα for some k = 1, 2, . . ., and let ν = {ν k } k≥1 be any distribution on the positive integers. The sequence (Y n ) n≥1 of edge labeled networks generated as in (2) from the Hollywood model with parameter (α, θ, ν) is infinitely edge exchangeable. Theorem 5.2. Let (Y n ) n≥1 obey the Hollywood process with parameter (α, θ, ν).
is the number of vertices with degree k ≥ 1 and v(Y n ) is the number of vertices in Y n , respectively. Then, for every k ≥ 1,
where Γ(t) = ∞ 0 x t−1 e −x dx is the gamma function. That is, Y exhibits power law degree distribution with exponent γ = 1 + α ∈ (1, 2). Theorem 5.3. Let (Y n ) n≥1 obey the Hollywood process with parameter (α, θ, ν) for 0 < α < 1 and θ > −α. Then the expected number of vertices in Y n satisfies
where µ = k≥1 kν k is the mean edge arity. Furthermore, if 1/µ < α < 1, then (Y n ) n≥1 is sparse almost surely.
Theorems 5.1, 5.2, and 5.3 address the major questions posed in Section 1 by establishing that the edge exchangeable framework admits a family of models for networks that are sparse and exhibit power law degree distribution. The power law behavior in the range 1 < γ < 2 of the Hollywood model complements the behavior of the preferential attachment model, see [8] and discussion in Section 7.1 below. Though previous authors [4] suggest that γ > 2 is more prevalent in datasets that exhibit power law, recent work demonstrates empirically that the range 1 < γ < 2 of the Hollywood model is commonplace for networks derived from interaction processes [13] .
5.4.
Projecting to a network without multiple edges. Despite the natural occurrence of multiple edges in real world interaction processes, most network models are designed to handle only simple graphs, and many network datasets record only a single edge to indicate the occurrence of some positive number of interactions. Whether the focus on models for simple networks is a consequence of this data storage convention or vice versa, the fact that many network datasets are obtained by projecting a graph with multiple edges is often ignored during data analysis; and the significance of this action on modeling and scientific conclusions is hardly appreciated in the broader literature.
Given an interaction process E = {E i } i∈N for a population P, we define the standard projection network as the hypergraph G * E = (P, E * ) with edges ( 
5)
A ∈ E * if and only if #{i ∈ N :
that is, A ∈ E * provided A occurs at least once in E. More generally, we can define the (t, c)-projection network G * = (P, E (t,c) ) by putting
for some thresholding function t and cutoff value c ≥ 0. (The standard projection in (5) corresponds to (6) with t equal to the cardinality map and c = 0 so that A is present in the projected graph as long as E −1 (A) has positive cardinality.)
Theorem 5.4 (Sparsity of the standard projection). Let (Y n ) n≥1 obey the binary Hollywood model with parameter (α, θ). For each n ≥ 1, let G * n be the simple graph obtained by applying the projection in (6) to Y n with any c ≥ 0 and t(A) = #A, the cardinality map. Then the sequence (G * n ) n≥1 is sparse almost surely for all 0 < α < 1 and θ > −α.
Theorem 5.4 elucidates the danger in needlessly projecting a network with multiple edges: by Theorem 5.3, the network data produced from the binary Hollywood model with parameter (α, θ) is sparse only for 1/2 < α < 1, while the projected network after applying operation (6) is sparse for all 0 < α < 1. Thus, if the data obeys the Hollywood model with 0 < α < 1/2, then a ** *** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * γ = 1.25 test for sparsity based on the projected graph could lead to the specious conclusion that the data generating process is sparse, when in fact it is not. We discuss this further in Section 6.4. On the other hand, Figure 4 suggests that the power law behavior of the Hollywood model, as established in Theorem 5.2, might filter down to the standard projection. Whether this phenomenon is real or perceived, the observation lends some credence to the belief that the power law behavior observed in many network datasets reflects a real phenomenon in nature.
Such a conjecture, however, is speculative, and there remains no logical justification for projecting interaction data to a simple graph, especially when this operation makes the otherwise easy practice of parameter estimation intractable.
Inference
where M k (E n ) is the number of edges in E n with exactly k vertices, N k (E n ) is the number of vertices in E n with degree k, and m n (E n ) = ∞ k=1 kM k (E n ) is the total degree of E n .
Maximum likelihood estimation of ν returns the empirical distribution ν MLE = {ν k } k≥1 , whereν k = M k (E n )/n for each k = 1, 2, . . .. We then estimate α and θ by iterating between the score functions
The distribution in (3), and therefore the log-likelihood in (7), applies to the oriented multigraph generated by the model of Section 5.1. LetỸ n be the undirected edge labeled multigraph obtained by removing the orientations in Y n from the Hollywood model with parameter (α, θ, ν). Then for any undirected multigraphẼ n with n edges, (10) pr(Ỹ n =Ẽ n ; α, θ, ν) = C(Ẽ n )
where C(Ẽ n ) is a combinatorial factor counting the number distinct ways to orient the edges ofẼ n to obtain a directed multigraph. Since the sufficient statistics in (10) are unchanged by reassigning an arbitrary orientation to each edge ofỸ n , the log-likelihood based onỸ n =Ẽ n satisfies l(α, θ, ν;Ẽ n ) = l(α, θ, ν; E n ) + log C(Ẽ n ), where l(α, θ, ν; E n ) is the log-likelihood from (7) with E n taken to be any oriented edge labeled network whose edges agree withẼ n . Thus, the score functions based onẼ n are just as in (8) and (9) and maximum likelihood estimation for (α, θ, ν) can be performed without issue.
Problems arise, however, when projecting multiple edges according to the operation in (6) . For definiteness, suppose G * n has n edges and is the standard projection of a multigraph from the binary Hollywood model with parameter (α, θ). The log-likelihood l * (α, θ, ν; G * n ) in this case satisfies exp{l
where E ≥ G * n indicates that E is a multigraph which projects to G * n under the standard projection in (5). Without a manageable expression for C * (G * n ; α, θ, ν), maximum likelihood estimation based on projected network data G * n is intractable. In concert with Theorem 5.4, we see that projecting not only promotes spurious or misleading conclusions by contorting the network structure but also obstructs standard inference procedures. Table 2 shows the maximum likelihood estimates for the binary Hollywood model fit to the Wikipedia voting and Karate Club networks. We choose these networks as examples because together they cover both regimes in the parameter space of the Hollywood model. The Karate Club network consists of interactions among thirty-four club members, warranting the choice of k = 34 when fitting the model with parameters α < 0 and θ = −34α. The Wikipedia network, by contrast, has no upper limit on the number of vertices, and so we fit the model under regime 0 < α < 1 and θ > −α.
Application to Wikipedia voting and Karate Club networks.
The large standard error for maximum likelihood estimates of θ agrees with what is known about estimation of the mutation rate in Ewens's sampling formula [12, 14] : althoughθ MLE → θ almost surely as the sample size grows, it converges at a rate on the order of log(n), rendering it practically inconsistent. The estimate of α is of greater interest in the applications we envision because of its relationship to the power law behavior, cf. Theorem 5.2. The maximum likelihood estimateα MLE = 0.37 for the Wikipedia dataset is supported by an estimated power law exponent ofγ YULE = 1.44 for the degree distribution of the network fit to the Yule distribution,
for γ > 1. By Theorem 5.2 the two parameter model exhibits power law with estimated exponentγ MLE = 1 +α MLE = 1.37.
Prediction using growth dynamics.
The growth dynamics of edge exchangeable models by a sequential process of edge addition facilitates predictive inferences in networks generated by a process of repeated interactions in a population. In the setting of Section 5, we can predict the next interaction, based on network data Y n = E of size n, from the update probabilities in (2) with (α, θ, ν) = (α MLE ,θ MLE ,ν MLE ) given by the maximum likelihood estimates obtained from (7) . For a concrete application, we consider the actors collaboration network from [4] . Each i ∈ N corresponds to the finite subset E i ⊂ P of actors who play a role in the corresponding movie. For (α, θ, ν) in the parameter space of the Hollywood model, we compute predictive probabilities for the next movie analogously to the update probabilities in (2) . For the specific question of whether the next movie includes at least one never previously seen actor, a straightforward calculation based on (2) and the law of total probability gives (12) pr(new actor in next movie | Y n ; α, θ, ν)
is the total number of roles in the dataset Y n . (To see the calculation in (12), we note that (M − αN) ↑k /(θ + M) ↑k is the probability that the next movie does not feature a new actor given that it has k actors in its cast. Summing over all k ≥ 1 gives the total probability that the next movie does feature a new actor, yielding the rightmost term in (12) . The probability that a new actor appears follows by taking the complementary probability.) Fitting the model to the actors collaboration dataset yieldsα MLE = 0.66 (std. error 6.8 × 10 −4 ) andθ MLE = 4.21 (std. error 2.86), withν MLE as recorded in Table 3 . The estimated predictive probability based on these maximum Table 3 . Maximum likelihood estimates of the distribution of movie sizes for the actors collaboration network. The mean number of actors in each movie is 7.136. likelihood estimates is 0.78. By Theorem 5.3,α MLE = 0.66 lies in the range 1/ν < α < 1, where µ = 7.136 is computed from Table 3, suggesting that the actors collaboration network is sparse.
We check the accuracy of this predictive probability by data splitting cross validation based on samples of 2, 000 movies of the total sample of about 200, 000. For each iteration we compare the estimated probability in (12) to the empirical probability obtained as the proportion of unsampled movies for which there appears an actor not among the 2, 000 sampled movies. The mean relative error between (12) and the empirical probability for 100 iterations was −0.003 with a standard deviation of 0.002.
6.4.
Tests for sparsity and power law. As asymptotic network properties, sparsity and power law cannot be verified with certainty based on any finite amount of data. Statistical tests for sparsity and/or power law based on finite sample data, therefore, require that the finite sample models faithfully represent the properties exhibited by the infinite population network, typically in the form of a small number of interpretable parameters. Any such test requires a framework that admits models for both sparse and non-sparse networks, as the class of edge exchangeable does.
Our discussion in Section 5.4, in particular Theorem 5.4, advises caution when testing for asymptotic properties based on projected network data. If the parameter space Π partitions as Π = Π 0 ∪ Π 1 such that π ∈ Π 1 parameterizes sparse networks and π ∈ Π 0 parameterizes non-sparse networks, then testing H 0 : π ∈ Π 0 versus H 1 : π ∈ Π 1 might yield a valid test for sparsity. Alternative interpretations of the partition Π = Π 0 ∪ Π 1 , however, may provide a more parsimonious conclusion. For example, under the binary Hollywood model of Section 5, the region 1/2 < α < 1 corresponds to sparse networks while α < 1/2 parameterizes dense networks, with α < 0 corresponding to the case where the number of edges grows to infinity while the number of vertices stays bounded and finite. Theorem 5.4 establishes that if the network is projected to a simple graph using the standard projection in (5), however, the projected network is sparse a.s. for all α > 0. This observation points out the importance of distinguishing between the interaction process as in Definition 2.1 and its associated projection to a simple graph.
A particular illustration of this is on display when testing sparsity in the US airport dataset [25] , which is built from the flight map between all US airports in 2010. For each pair of airports i and j, there are as many edges as there were seats on all flights scheduled between those airports. The edge weights are very large and range over several orders of magnitude from a minimum of 1 to several hundred thousand, making a projection operation as in (5) particularly deleterious to the structure in the data. For the binary Hollywood model fit this dataset, we obtainα MLE = 0.13 (std. error 0.003) andθ MLE = 0.08 (std. error 0.134), which is supported byα YULE = 0.11 estimated from the Yule distribution (11) fit to the degree distribution. We cannot reject the hypothesis H 0 : α < 1/2; however, if testing for sparsity based on the projected network,α MLE falls in the range 0 < α < 1/2 for which the network with weights is not sparse but the standard projection from (5) is, per Theorem 5.4. We note that the analysis in [7, Section 7.2] concludes that the US airport network is sparse based on a 99% credible interval of [0.099, 0.181] for an analogous parameter to α in our case, but their analysis appears to be based on the standard projection.
Discussion of other approaches
The edge exchangeable framework addresses a longstanding problem of statistical inference from network data in which edges act as the statistical units. We conclude with a brief discussion of prior attempts to model sparse networks by Barabási and Albert [4] , Bickel and Chen [5] , and Caron and Fox [7] . 7.1. Preferential attachment models. Barabási and Albert's [4] preferential attachment model [4] describes a generating mechanism for vertex labeled networks with power law degree distribution of exponent γ > 2. Proponents of the preferential attachment model [4, 8] cite not only its power law behavior but also its vertex growth dynamics as favorable theoretical properties. From a statistical point of view, preferential attachment models are far less attractive: they not only lack exchangeability with respect to relabeling vertices but also fail to satisfy the more fundamental property of label equivariance, meaning that the model, as a set of probability distributions, is not preserved under arbitrary relabeling of the data. Furthermore, as Table  1 makes plain, the vertex growth dynamics, though perhaps reasonable for modeling the network associated to the router-level Internet and other physical network structures, do not accurately reflect the dynamics of many network datasets. (13), every G n is exchangeable and collectively the sequence (G n ) n=1,2,... is sparse in the sense of Definition 3.1, but the formulation does not describe a valid generating process for a population network since the marginal distributions in (13) are not mutually consistent with respect to subsampling vertices.
By abandoning sampling consistency, Bickel and Chen sacrifice Principle (II) by using a model for which the meaning of the parameter changes with the sample size and, relatedly, is not anchored to any parameter describing the distribution of a population network. As such, the meaning of the parameter φ varies with the sample size, obscuring the interpretation of estimated parameters and calling into question the significance of consistency results, as in [6, 32] , for finite sample estimation.
7.3. Caron and Fox's completely random measure approach. Caron and Fox [7] , and later Veitch and Roy [30] , propose to associate network data with a class of exchangeable point processes X on [0, ∞) × [0, ∞). In this setting, the vertices are labeled in [0, ∞) and a point occurs at (x, x ) ∈ [0, ∞) × [0, ∞) if there is an edge between vertices labeled x, x in the graph. The point process X is assumed to be exchangeable in the sense that its distribution is invariant under measure preserving transformations of [0, ∞) × [0, ∞).
In this context, a sequence of network data is obtained by defining a graph G t for each t ≥ 0, where G t is derived from the restriction of X to [0, t] × [0, t] by only including in G t those vertices that are labeled in [0, t] and which are not isolated in the restriction. Though presented as a way to obtain sparsity in the context of an exchangeable data generating mechanism, the exchangeability here refers to an abstract spatial representation of networks, and not a logical invariance of the model with respect to relabeling units in accordance with Principle (II). Therefore, although these models admit sparse graph sequences (G t ) t≥0 as t ↑ ∞, the framework does not address the fundamental statistical questions of Section 1 because exchangeability of the point process does not obviously endow the graph sequence (G t ) t≥0 with any natural invariance properties for statistical inference. . . . , X 6 ) corresponding to random sequence here in the special case of edge exchangeable networks with binary edges. We write fin 2 (P) ⊂ fin(P) to denote the set of all size 2 multisets of P, so that E = {E i } i∈N has #E i = 2 for every i ∈ N. The more general representation follows by a technically involved, but straightforward, analogy. The representation theorem characterizes the structure of all edge exchangeable models and establishes a general generative scheme for all edge exchangeable networks.
Given a binary edge labeled network E = {E i } i∈N , we call S : [n] → fin 2 (N) a selection function for E if the vertex-edge labeled network G S = (N, E S ) coincides with E upon removing vertex labels, where G S = (N, E S ) is the multigraph with vertices labeled by N and multiple edges between i and j with labels in S −1 ({i, j}) for every i, j ∈ N.
Selection functions S, S : [n] → fin 2 (N) are equivalent, written S S , if they represent the same edge labeled network. For any selection function S : [n] → fin 2 (N), we identify the equivalence class S/ = {S : [n] → fin 2 (N) : S S} with the edge labeled graph it represents. We associate every edge labeled graph E with n edges a canonical selection function S E : [n] → fin 2 (N) defined as follows. We initialize by putting S E (1) = {1, 1} if the edge labeled 1 is a self loop and otherwise S E (1) = {1, 2}. Given S E (1), . . . , S E (i−1), we define S E (i) = {v 1 (i), v 2 (i)} for v 1 (i) ≤ v 2 (i) chosen to be the smallest vertex labels consistent with the structure of E| [i] . See Figures 5(b) and 5(c) for an illustration.
The fin 2 (N)-simplex consists of all ( f {i,j} ) j≥i≥0 such that f {i,j} ≥ 0 for all j ≥ i ≥ 0 and j≥i≥0 f {i, j} = 1. For any f = ( f {i,j} ) j≥i≥0 in the fin 2 (N)-simplex and i ∈ N, we define
as the sum of masses involving element i.
Every f = ( f {i,j} ) j≥i≥0 in the fin 2 (N)-simplex determines a probability distribution on edge labeled graphs, denoted f , as follows. Let X 1 , X 2 , . . . be i.i.d. random pairs {i, j} in N with (14) P{X
Given X = (X 1 , X 2 , . . .), we define the selection function S X : N → fin 2 (Z), where Z = {. . . , −1, 0, 1, . . .}, as follows. We initialize with m 0 = 0. For n ≥ 1, suppose m n = z ≤ 0. If X n contains no 0s, then we define S X (n) = X n and update m n = m n−1 . Otherwise, if X n = {0, j} for some j ≥ 1, then we put S X (n) = {z − 1, j} and update m n = z − 1; and if X n = {0, 0}, then we put S X (n) = {z − 1, z − 2} and update m n = z − 2. We define Y = Y(X 1 , X 2 , . . .) ∼ f to be the edge labeled graph given by Y = S X / . See Figure 5 (a) for an illustration of this procedure. = f {0,0} and relabeling elements so that f
for all i ≥ 1 and then breaking ties f
by declaring that ( f {i,i} , f {i,i+2} , . . .) comes before ( f {i+1,i+1} , f {i+1,i+2} , . . .) in the lexicographic ordering. We write F ↓ to denote the space of rank reordered elements of the fin 2 (N)-simplex.
As the vertex labels are inconsequential, it is clear that f and f determine the same distribution for any f, f for which f ↓ = f ↓ . For any edge labeled graph E, we write |E| ↓ ∈ F ↓ to denote its signature, if it exists, as follows. Let S E : N → N × N be the canonical selection function for Y. For every {i, j} ∈ fin 2 (N), j ≥ i ≥ 1, we define
if the limits exist. Provided each of the above limiting frequencies exists, we define |E| = ( f {i, j} (E)) j≥i≥0 by putting f {0,i} (E) = f (i)
• (E) − j≥1 f {i,j} (E), i ≥ 1, and f {0,0} (E) = 1 − j≥i≥0:(i, j) (0,0) f {i,j} (E) and we put |E| ↓ = ( f {i, j} ) ↓ j≥i≥0 . Theorem 8.2. Let Y = {Y i } i∈N be an edge exchangeable random graph. Then there exists a unique probability measure φ on F ↓ such that Y ∼ φ , where
That is, every infinitely edge exchangeable graph Y can be generated by first sampling f ∼ φ and, given f , putting 
In the general Hollywood process with arbitrary distribution ν, the degree sequences of (Y n ) n≥1 correspond to a random subsequence of {d n } n≥1 indexed by {K r } r≥1 for K r = r j=1 κ j , r = 1, 2, . . ., where κ 1 , κ 2 , . . . are i.i.d. from ν. Thus, the degree distributions of (Y n ) n≥1 correspond to {d K r } r≥1 , which is a subsequence of the a.s. converging sequence {d n } n≥1 and, therefore, must have the same a.s. limit. The proof is complete by noting that
8.2.3. Proof of Theorem 5.3. We once again exploit the connection to the Ewens-Pitman distribution from the proof of Theorem 5.2. Let N n be the number of vertices in the unary Hollywood process with parameter (α, θ) satisfying 0 < α < 1 and θ > −α. Theorem 3.8 of [28] implies that n −α N n → S α a.s., where S α is a strictly positive and finite random variable. The sequence (N n ) n≥1 then satisfies N n ∼ n α S α a.s. as n → ∞, implying
Let (Y n ) n≥1 be the Hollywood process with parameter (α, θ, ν) for arbitrary distribution ν. Then (v(Y n )) n≥1 is a random subsequence of (N n ) n≥1 given by (N K r ) r≥1 , where K r = r j=1 κ j for κ 1 , κ 2 , . . . i.i.d. from ν. It follows from the above argument that v(Y n ) = N K n ∼ K α n S α a.s. as n → ∞. By the strong law of large numbers, n −1 K n ∼ µ a.s. and K α n ∼ (µn) α a.s. as n → ∞, where µ = k≥1 kν k ; whence,
To establish sparsity of (Y n ) n≥1 , we consider ( 
s. as n → ∞, which goes to infinity as long as µα > 1. It follows that (Y n ) n≥1 is sparse with probability 1 provided 1/µ < α < 1, for all θ > −α.
8.2.4.
Proof of Theorem 5.4. Let (Y n ) n≥1 be the binary Hollywood process with parameter 0 < α < 1 and θ > −α. For each n ≥ 1, let G * n be the simple graph obtained by applying the standard projection (5) to Y n . To establish sparsity of (G * n ) n≥1 , we must show
It suffices to establish sparsity under the standard projection in (5), since e(G (t,c)
is the projection obtained by applying the cardinality map t(A) = #A and any threshold c ≥ 0 as in (6) .
We employ the same notation as we have throughout the paper. Specifically, for each k ≥ 1 and n ≥ 1, we write N k (Y n ) and N k (G * n ) to denote the number of vertices with degree k in Y n and G * n , respectively. We also write e(Y n ) and e(G * n ) to denote the number of edges in Y n and G * n , respectively, and v(Y n ) = v(G * n ) to denote the number of vertices in Y n and G * n . Since the projection operation reduces multiple occurrences of the same edge to a single edge, the degree of each vertex in G * n can be no larger than v(G * n ) and
Corollary 3.9 of [28] implies that n −α v(G * n ) → S α a.s., where S α is a strictly positive, finite random variable; thus, v(G * n ) → ∞ a.s. and lim
which implies that for every ε, δ > 0 and k
We combine this with (18) and the tail calculation
and (G * n ) n≥1 is sparse a.s.
8.2.5. Proof of Theorem 8.2. We prove Theorem 8.2 for binary edge exchangeable graphs. To avoid technical issues, we write E N to denote the space of edge labeled networks with edges labeled in N. We equip E N and F ↓ with their respective Borel σ-fields defined with respect to the usual product topology on either space. Let S : N → fin 2 (N) be a selection function for an edge exchangeable random graph Y = (Y n ) n≥1 . By edge exchangeability, (S(n)) n∈N is an exchangeable fin 2 (N)-valued sequence and, therefore, de Finetti's theorem implies the existence of a unique probability measure π on the space P(fin 2 (N)) of probability measures on fin 2 (N) such that (19) P{(S(n)) n∈N ∈ ·} = 1{i ∈ S(r)} exist almost surely for all j ≥ i ≥ 1. We can define f {0,i} = f (i)
• − ∞ j=1 f {i, j} and f 00 = 1 − j≥i≥0:(i, j) (0,0) f {i,j} so that |S| ↓ = f ↓ (S) = ( f ↓ {i, j} (S)) j≥i≥0 is well defined with probability 1.
Let S : N → fin 2 (N) be any other selection function for Y. Then S S implies that there exists an injection ρ : N → N such that ρS = S and, therefore, f {i,j} (S ) = f {ρ(i)ρ(j)} (S) for all j ≥ i ≥ 1 and f {0,i} (S ) = f {0,ρ(i)} (S) for all i ≥ 1.
It follows that |S | ↓ = |S| ↓ with probability 1 and, thus, |Y| ↓ = f ↓ (S Y ) is well defined, where S Y is the canonical selection function for Y.
By de Finetti's theorem and the equivalence of f ↓ (S) for all selection functions of Y, the conditional distribution of Y given f ↓ (Y) = ( f {i, j} ) j≥i≥0 = f is f as defined in Section 8.1. Since |E| ↓ exists for P-almost every E ∈ E N , we write φ(·) = P{|Y| ↓ ∈ ·} and see that
by the change of variables formula for measures. 8.3. Description of network datasets. Description and references for network datasets cited in Table 1 .
• Actors [4] : Network built from collaborations among actors in a given sample of movies. Each edge connects the actors who played a role in the corresponding movie.
• Enron [18] : Network built from a corpus of about 500,000 emails.
Vertices are employees in the Enron Corporation with an undirected edge between vertices i and j if there was at least one email exchanged between the two in the corpus.
• Karate Club [33] : Network built from social interactions among 34 members of a karate club. Vertices are the members of the club and an edge between i and j corresponds to a social interaction between the two. The network exhibits no vertex sampling or growth since it is assumed all club members have been observed.
• Wikipedia [21] : The Wikipedia voting network represents voting behavior for elections to the administrator role in Wikipedia. Vertices are Wikipedia users and a directed edge points from i to j if user i voted for user j.
• US Airport [9] : Network built from the flight map between all US airports in 2010. A directed edge from i to j indicates that a flight was scheduled from airport i to airport j in 2002. Edges are weighted by the number of seats on the scheduled flights. The network grows as a consequence of additional flights between airports. There is no vertex sampling or growth since the network is complete.
• Co-authorship [24] : Network built from co-authorship of preprints on the Condensed Matter section of arXiv between 1995 and 1999. Vertices are of two types, authors and papers, and edges only exist between vertices of a different type. An edge between i (author) and j (paper) indicates that i is an author on paper j. The data is more succinctly represented by a network as in Definition 2.1 by associating each paper to an edge that connects all its authors.
• UC Irvine [26] : Network built from UC Irvine online community.
Vertices are active members of the community and a directed edge from i to j indicates that a message was sent from user i to user j.
• Facebook [22] : Network built from 'friends lists' on Facebook. Vertices are Facebook accounts with an undirected edge between vertices i and j if the friendship between i and j is recorded in one of the observed friends lists. The sample is obtained by sampling the 'ego-networks' of a small sample of Facebook accounts, that is, the observed individuals are obtained by first sampling Facebook accounts and then sampling all accounts that are friends with one of the selected accounts, so-called "egos". The observed network records friendships among all users in the ego-networks. The sampling here is a combination of vertex and edge sampling, with the structure of the network mostly driven by the sampling mechanism via edges connected to a common vertex.
• Political blogs [2] : Network built from hyperlinks between political blogs. Vertices are websites (blogs) with a directed edge from i to j for every hyperlink from website i to website j. Sampling is similar to the Facebook network.
• US Power Grid [31] : Network built from the power grid in the Western United States. The vertices are transformers, substations, and generators with an edge between vertices if there is a highvoltage transmission line between them. As the physical structure of the US Power Grid rarely changes, the corresponding network exhibits no vertex or edge growth of any statistical significance.
