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1. は じめ に
本 研 究 で は､ 3層 パ ー セ プ トロ ン型 ニ ュー ラル ネ ッ トワー ク にバ ックプ ロバ ゲ ー
シ ヲ ン学 習 則 【日 を適 用 した もの (以 下､ バ 心クプ ロパ ゲ ー シ ョン ･ニ ュ- ラル ネ ッ
トワー ク :BPニ >- ラル ネ ッ トワー ク とき己述 す る｡ ) を､ カ オ スニ ュー ラル ネ ッ
トワー ク (CNN)【2】に よ るカ オ ス ア トラ ク タの学 習 及 び カ オ ス時 系 列 の 短 期 予 測
に適 用 した ｡
2. 2個 の ニ ュー ロ ンか ら成 る カ オ スニ ュー ラル ネ ッ トワー ク
本 研 究 で､ ア トラ ク タの学 習 及 び時 系列 予 測 の対 象 と した､ 2個 の ニ ュー ロ ンか
ら成 るカ オ ス ニ ュー ラル ネ ッ トワー ク は､ 次 の式 (1) - く3) で定 義 され る｡
yl(t+1)- klyl(i)｢ αlXl(t)+W 12x2(t)+Al(t) + 81
y2(t+1)- k2y2(t)- α2Ⅹ2(t)+W21Xl(t)+A2(t) + 82
xl(t+1)- f (yl(t+1)) (i王1.2)
こ こで､ 各 変 数 及 び定 数 は､
yl(t):時 刻 tに お け る 1番 目 ニ ュー ロ ンの 内 部 状 態
Xl(t):時 刻 tに お け る 1番 目 ニ ュー ロ ンの 出 力 (0≦ xl(t)≦ 1)
Al(t):時 刻 tに お け る i番 目 ニ ュー ロ ンの ネ ッ トワー クの外 部 か らの入 力
k l : 1番 目 ニ ュ ー ロ ンの不 応 性 の時 間 的減 衰 定 数 (o≦ kl< I)
α1 :1番 目 ニ ュー ロ ンの定 数 パ ラ メー タ くα1> 0)
8 1 : i番 目 ニ ュ ー ロ ンの しきい値
w lj:j番 目 ニ ュ ー ロ ンか ら i番 目 ニ ュー ロ ンへ の結 合係 数
f :ニ ュー ロ ンの 内部 状 態 y l(t)と出力 x l(t)との 関 係 を与 え る関 数
こ こで は､ ロ ジス テ ィ ック関 数
E (y) -1/ (I+ exp(- y/ 81))
を用 い る｡ 8 1は 1番 目 ニ ュ ー ロ ンに お け る この 関 数 の傾 きの急 峻 さを 表 す｡
3. BPニ ュー ラル ネ ッ トワー クに よ る カ オ ス7 トラク タの学 習 と再 生
上 述 の 2個 の カ オ ス ニ ュ ー ロ ンか ら成 る CNNの 7 トラク タの学 習 の た め の パ ー
セ プ トロ ンで は､ 人 力 層 と出力層 に は､ そ れ ぞ れ 2個 の ニ ュー ロ ンを 用 意 し､ 中 間
層 に は適 当 な 数 の ニ ュー ロ ンを用 意 す るb この ネ ッ トワー クが 時 刻 tに お け る各 々
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の ニ ュー ロ ンの内部状態 y.(i), y,(t)の値 を入 力す ると次 の時刻 t+1におけ る
ニ 4- ロンの内部 状態 y.(t+1),y,(t+I)を出力す るよ うに BP別 を用 いて学習 を
行 な う (図 1)｡ この学 習は､ 50, 200, 50■0タイム ステ ･yプの 3通 りにつ
いて行 い､ 中間層 の ニュー ロ ン数 9の場 合 には､
氏MS誤差 (二乗 平均誤差) に して 0. 03












図 1 号 て書 ;妄芸妄 晶 に よ る 図 2 是空言7日 誓 書;よ品壷 ク
cNNの7 トラクタを学習済 みの ネ ･yトワー クの出力が入 力 に フ ィー ド,<･yクす
るよ うに修正 し､ 図 2に示す よ うに リカ レン ト型 ネ ッ トワー クを構成 し､ この入 力
に初期値 の.みを与 えて､ 順次 出力 され る値 を 2次 元平面上 に プロ ッ トして､ 学 習 し
た デー タの プ ロ ッ トと比 較す る｡ この結 果､ 適 当な条件 の もとで は､ 学 習 デー タに
か な り類似 した プ ロ ッ トが得 られ る ことが判 明 した｡ 学習 データの プ ロ ッ トを図 3









図 4 リカ レン ト型 ネ ッ トワー クの
出力 プ ロッ トの例
4. BPニュー ラル ネ ッ トワー クによ るカオ ス時系列 の短期予 測
2. で述 べた CNNにおいて､12個 の カ オ スニュー ロンの うちの片方 のみの内部
状 態 yl(t)の カオ ス時 系列 デー タを学 習 し､ この時系列 の短 期予測 を行 った｡ 図 5
に示す よ うに､ 2入 力 2出力 の BPニュー ラル ネ ッ トワー クに､ y .(t)と時間 T L
後 のデー タy.(i+TL)を入力 と して､ yl(I+i), yl(i+TL十日を望 ま しい 出力 と して
提 示 し､ この入 出力関 係 を学 習 させ る｡







図 5 BPニ ュ- ラル ネ ッ トワー ク に よ る時 系 列 学 習
学 習 済 み の ネ ッ トワー ク
を用 いて､ 学 習 デ ー タ と し
て 200タ イ ム ス テ ップ分
の y lの 時 系列 を用 い､ そ の
後 の 1000タ イ ム ス テ ッ
プ につ いて の短 期 予 測 を行
った｡ こ こで､ 予 測時 間 を
次 の よ うに定 義 した｡
予 測 時 間 1･.フ ィー ドフ ォワー ド型 ネ ッ トワー ク に y l(t●),y l(t●+TL)を入 力 し､
出 力 層 に予 測 値 yl(t●+Tい1)を 得 る｡
予 測 時 間 2 :リカ レ ン ト型 ネ ッ トワー ク に y.(t●), y.(t■+TL)を入 力 し､ イ テ レー
シ ョ ン 1回 の後 に予 測 値 y .(t●+TL+2)を得 る｡
予 測 時 間 n ･.リカ レ ン ト型 ネ ･y トワー ク に y.(t●),yl(t●+TL)を入 力 し､ イ テ レー
シ ョ ン n- 1回 の後 に予 測 値 y.(t■+TL+∩)を得 る｡
予 測 値 の評 価 に は､ 相 関､ M SE (MeanSquareError)､ RM SE (Relative
MeanSquareError)を用 いた｡ 中 間層 の ニ ュー ロ ン数 9の ネ ッ トワー クに お け る予
測 時 間 と相 関 との関 係 を表 に示 す｡
表 BPニ ュ ー ラル ネ ッ トワー ク に よ る時 系列 の短 期 予 測 の予 測 時 間 と相 関
学 習 時 RMS誤 差 相 関 く%)
予 測 時 間 1 予 測 時 間 2 予 測 時 間 3 予 測 時 間 4
0.03 97. 25 62. 92 36. 94 4. 20
0.05 93. 65 51.0024. 16 0.65
5. お わ りに
2個 の ニ ュー ロ ンか ら成 る カ オ ス ニ ュー ラル ネ ッ トワー クの カ オ ス7 トラク タ は､
B Pニ ュー ラル ネ ･y トワー ク に よ って学 習 可 能 で あ り､ 学 習 済 み の ネ ッ トワー クを
リカ レ ン ト型 にす る こ と に よ り､ 7 トラ ク タを再 生 で き る こ と も確 認 で きた｡ さ ら
に､ 時 系 列 の カ オ スデ ー タを学 習す る こ とに よ り､ この時 系 列 の短 期 予 測 に適 用 し､
こ の手 法 が あ る程 度 有 効 で あ る こ とが 判 明 した｡ 今 後 は､ ヤ リイ カ 巨大 軸 索 の電 気
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