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ABSTRACT 
Validation of a Theoretical Model of Diagnostic Classroom Assessment:  
A Mixed Methods Study 
Nancy Koh 
The purpose of the study was to validate a theoretical model of diagnostic, formative 
classroom assessment called, Proximal Assessment for Learner Diagnosis (PALD).  To 
achieve its purpose, the study employed a two-stage, mixed-methods design.  The study 
utilized multiple data sources from 11 elementary level mathematics teachers who 
received training in the theoretical principles underlying the model.  The PALD model 
was derived based on the cognitive and assessment sciences literature.  In the first stage 
of the study, a grounded theory analysis of the data yielded themes and sub-themes that 
were connected to reveal how diagnostic assessment practices were embedded by 
teachers during instruction.  In the second stage, a quantitative cluster analysis was 
employed to validate groupings of themes that emerged from the qualitative analysis.  A 
revised model of diagnostic classroom assessment is presented from the cross-validated 
findings.  The findings suggested a new “theory of PALD practice” that occurs in unison 
with the theoretically expected practices of teachers in the originally proposed model. 
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Chapter I: Introduction 
To date, few studies have addressed the needs of teachers in using formative 
classroom assessment to diagnose the needs of learners while teaching and learning are in 
progress.  Yet, many authors have called for more formative assessment, stressing that 
teachers need classroom assessment models to guide implementation and both training 
and support to change their assessment practices (Black & Wiliam, 2006a; Brookhart, 
2011; James & Pedder, 2006; Popham, 2008; Shepard, 2006; Stiggins, 2007; Wiliam & 
Thompson, 2007).  While formative classroom assessment can be practiced in multiple 
ways, much of the educational literature today promotes the concept without offering 
diagnostic classroom models that combine the latest principles of cognitive development, 
assessment design, and outcome-based instruction.  As cognitively based diagnostic 
models of formative classroom assessment emerge, an important need will arise calling 
for the validation of these models against classroom practices of teachers.  
Validated models and domains of teacher performance indicators of effective 
diagnostic classroom assessment would provide the foundational schema to design 
teacher development programs incorporating formal coaching and observational 
procedures.  Steps can then be taken to progress from theory to practice in formative, 
diagnostic assessment.  Such research could also potentially be used to develop self-
monitoring guides for teachers and aid coaches/teacher educators in fostering teacher 
assessment skills and attitudes in in-service or pre-service teacher training contexts.  
The aim of this chapter is to describe a study for empirically validating a 
theoretical model of diagnostic classroom assessment, called Proximal Assessment for 
Learner Diagnosis (PALD).  Recently developed by Chatterji (2006, 2012), the PALD 
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approach draws on the literatures in cognitive and developmental psychology, assessment 
design, and outcome-driven instructional design.  The PALD model, elaborated in 
forthcoming sections, was also recently field-tested by Chatterji and colleagues 
(Chatterji, 2012; Chatterji, Koh, Choi, & Iyengar, 2009; Chatterji, Koh, Everson, & 
Solomon, 2008).  The focus of the present study was to continue the above line of inquiry 
with the intent of validating the theoretically based indicators of the PALD model by 
analyzing empirical data gathered directly from actual classrooms and teachers, using a 
mixed-methods design.  The first chapter provides a theoretical justification for the 
problem, presents the research questions for the study, and introduces the research 
methods used in the study.  Salient terms are defined as they are used in the study. 
Theoretical Justification for the Study 
Calls for Formative Classroom Assessment that Overlook Learner Diagnosis 
Many in the education field have argued for the integration of formative 
assessment within teaching and learning processes so as to help teachers effectively use 
assessment to inform pedagogy and facilitate student learning (Black, Harrison, Lee, 
Marshall, & Wiliam, 2004; Black & Wiliam, 1998a, 1998b; Chappuis, 2007; Shepard, 
1989, 2008; Stiggins, 1995; Stiggins, Arter, Chappuis, & Chappuis, 2004; Wiliam, Lee, 
Harrison, & Black, 2004).  Although different expressions, such as “formative 
assessment” (Black & Wiliam, 1998a), “classroom assessment” (Shepard, 2000),  
“assessment for learning” (Stiggins, 2005) and “classroom formative assessment” 
(Popham, 2008), have been used to describe such informal and formal assessment 
practices in the classroom, the essential definition of formative assessment has not varied 
greatly.  Most authors tend to collectively refer to various strategies of formative 
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classroom assessment when using this language.  Formative assessment, as defined by 
Shepard et al. (2005), is “assessment carried out during the instructional process for the 
purpose of improving teaching and learning” (p. 275).  In contrast, the purpose of 
summative assessment is to “measure the extent to which students have mastered a wide 
range of curricular objectives and cognitive skills” (Abrams, 2007, p. 79) at the end of an 
instructional segment. 
According to the literature on formative assessment, vital to effective teaching 
and student learning are sound classroom assessment practices that help determine where 
students are in their thinking.  Well-conducted formative assessment should allow 
teachers to continuously adjust, modify, and differentiate instruction to help students 
move towards mastery of concepts before moving on to teaching new skills.  As Black et 
al. (2004), Shepard (2000), Stiggins (2005), and others assert, assessment to support 
learning should ideally involve diagnosis of learner needs and taking the necessary 
instructional steps to help students learn better.   
Yet, the above literature is silent or ambiguous on explicit assessment design, 
diagnosis, formative instruction, and data use strategies that teachers can employ to 
engender learner gains in particular curriculum domains, such as science.  For example, 
there are no specific guidelines on how to write assessment items that elicit learner 
misunderstandings tied to specific learning domains in mathematics.  Cisek (2007) notes 
that the effectiveness of formative assessment hinges on the “capacity of teachers to 
create, interpret, and use assessment information…to guide [student] learning and 
instructional practices” (p. 105).  There is thus, progress to be made to fill the gaps in the 
area of classroom diagnosis tied to formative assessment in specific curricular areas. 
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Despite this oversight, a growing number of educational assessment experts 
continue to believe that formative assessment serves the critical purpose of supporting 
learning most directly (Black & Wiliam, 2006a; McMillan, 2007; Popham, 2008; 
Shepard, 2000; Stiggins, 2005).  In Black and Wiliam’s (1998a) widely cited meta-
analysis of research literature addressing classroom practices, formative assessment was 
found to have a more profound effect on learning than other typical educational 
interventions, producing effect sizes between 0.4 and 0.7.  However, Shepard (2006) 
recently noted that none of the studies in the above meta-analysis examined the effects of 
formative assessment utilizing the latest theory on human learning and cognitive 
development.  Brookhart (2011) also addressed the need for training teachers on current 
conceptions of formative assessment that reflect more recent advances in cognitive 
science and contemporary theories on how students monitor their own learning.  Thus, 
there is a recognized lack of attention in the research literature on diagnostic, formative 
assessment models in general, and more specifically, on the development and validation 
of such models that draw on the cognitive science knowledge base. 
Gaps in Research on Models that Support Teachers in Conducting Formative 
Assessment  
Research shows that teachers need support and guiding models to be able to 
effectively change their assessment practices (Shepard, 2006).  For example, studies 
examining the impact of externally-mandated testing on teachers’ assessment practices 
indicate that in high-stakes testing contexts, teachers continually adapt their own 
assessments to reflect the content and format of standardized tests (Abrams, 2007; B. D. 
Jones, 2007; M. G. Jones et al., 1999; Koretz, Barron, Mitchell, & Keith, 1996; Koretz, 
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Mitchell, Barron, & Keith, 1996; Pedulla et al., 2003).  Yet, because most external 
accountability tests draw on narrowly defined objectives drawn from general curricular 
areas, they lack sufficient ties to the specific instruction occurring in classrooms 
(Shepard, 2008).  These tools, thus, are limited or devoid of sufficient detail to inform 
teaching and permit meaningful feedback for students (Stiggins, 2005).  This form of 
“formative” classroom assessment, unfortunately, fails to promote real learning (see also 
Popham, 2008).  
These compelling concerns speak to the need for research on models that can 
support teacher development in formative and diagnostic forms of classroom assessment, 
and include formal efforts to validate and improve upon these models.  James and Pedder 
(2006) explain that formative assessment practices are not achieved simply by showing 
examples of “best practice” or by telling teachers what they have to do (p. 29).  Likewise, 
Wiliam and Thompson (2007) emphasize, “No matter how elegantly we formulate our 
ideas about formative assessment, they will be moot unless we can find ways of 
supporting teachers in incorporating more attention to assessment in their own practice” 
(p. 71).  According to these authors, in order to better support teachers’ formative 
assessment needs and to develop teachers’ skills though continuing professional 
development, frameworks of values and principles to guide action need to be developed 
and implemented.  The literature, however, shows large gaps in research on validated 
models and frameworks of practice indicators relevant to teacher development at this 
time. 
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Integrating Cognitive Science Theory with Formative Assessment Models 
Pellegrino, Chudowky, and Glaser (2001) recognized the need for formative 
assessment approaches that conform with the latest literature speaking to the cognitive 
development of learners, advances in educational assessment, and best practices in 
classroom pedagogy.  Similarly, Shepard (2000) discussed ways in which the content and 
form of classroom assessments need to be significantly improved to reflect contemporary 
understandings of learning, stressing that gathering and using assessment information 
must become a part of the ongoing teaching and learning process.  More recently, Shute 
(2008a) described how renewed interest in assessments tied to instruction, student-
centered assessment practices and cognitive modeling are major educational trends that 
have emerged and gained popularity in the educational and psychological research over 
the last decade (pp. 149-151).   
These collective messages are reflective of a growing belief among educational 
experts that a combination of disciplines that includes cognitive psychology, educational 
psychology, educational assessment, and pedagogy are needed to accomplish the 
objective of improving student learning in classrooms.  By incorporating cognitive 
theories in formative assessment practices, teachers would have the means to connect 
formative assessment processes that focus on identifying gaps in learning and moving 
learners forward (James, 2006; Pellegrino, Baxter, & Glaser, 1999; Pellegrino et al., 
2001; Shepard, 2008; Wilson & Sloane, 2000).  
The need to forge theories of cognition with the processes of classroom 
assessment and instruction is not limited to the opinions of educational and psychological 
researchers in the field.  During Black et al’s (2004) exploratory work to develop 
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classroom assessment practices, participating teachers asked for sessions on the 
psychology of learning.  This request was not a surprise to the authors, as they 
understood that teachers needed to build their own models on how students learn in order 
to provide feedback that would be useful to learners, thus improving their performance.   
As mentioned, models of classroom assessment that utilize this knowledge base 
are rare and research is still limited on how the models work.  There is a need, in sum, to 
take into consideration expanding perspectives on how people learn and the processes by 
which knowledge is acquired in subject area domains when framing formative 
assessment practices in the classroom.  Yet, formal classroom assessment models that 
bring together theories from cognitive sciences, measurement sciences and studies in 
pedagogy are lacking in the educational literature.  
Bridging the Gap: The PALD Model 
The observed gap in the literature stimulated the research and development efforts 
of the PALD model (Chatterji, 2006, 2012).  Many authors recognized that models of 
diagnostic, formative assessment, such as the PALD approach, now are needed to inform 
current understandings on what constitutes high quality classroom assessment, clarifying 
what teachers need to know to make effective use of formative assessment data, and 
exploring how psychometric, cognitive, and instructional approaches may be integrated 
in ways that are relevant to learning (Pellegrino & Goldman, 2008, p. 36).  
The initial framework for the PALD model.  Chatterji’s (2003) earlier work on 
an outcome-driven model for instruction and assessment provided the initial framework 
that eventually evolved into the PALD model, which serves as the starting point of the 
present study.  In applying the “outcome-driven” approach, Chatterji recommended that 
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teachers incorporate formative-summative cycles of instruction that strive for a close 
match between well-delineated learning outcomes, the curriculum content, the teaching 
strategies, and classroom assessments.  Let us consider what a typical teacher would do 
when implementing this approach.  Table 1 provides operational indicators of the 
outcome-driven model (see Appendix A for an illustration of the model).   
Table 1 Operational Indicators of an Outcome-driven Model Incorporating Formative 
Assessment 
Phase(s) of the 
instructional cycle 
What teachers would do: Classroom practice indicators 
Phase 1:  
Specify learning goals and 
objectives 
1. Specify long and short-term learning outcomes in terms of knowledge, 
skills, attitudes, behaviors or tasks that students would be expected to 
master in an unit 
Phase 2:  
Plan classroom instruction 
and assessment 
2. Develop instructional plans and teaching strategies tied to specified 
learning outcomes 
3. Design classroom assessments tied to specified learning outcomes and 
lesson plans 
Phase 3:  
Deliver instruction and 
administer assessments to 
make formative decisions 
4. Communicate learning expectations to students at the beginning of the 
instructional cycle  
5. Administer classroom assessments for formative decision-making 
6. Use formative assessment results to provide feedback to students 
7. Use formative assessment results to revise desired learning outcomes 
8. Use formative assessment results to improve instructional plans, 
teaching strategies and assessment tools  
9. Provide students with new or added instruction and opportunities to 
learn the material  
10. Continue formative cycles of instruction and assessment as new 
material is introduced 
Phase 4:  
Administer end-of-unit 
assessment for summative 
decisions 
11. Administer end-of-unit assessment for summative decision-making at 
the end of an instructional cycle and move to new unit of instruction 
(Phase 1 begins again)  
Note. From Designing and Using Tools for Educational Assessment (pp. 29-31), by M. Chatterji, 2003, 
Boston, MA: Allyn & Bacon. Copyright 2009 by Madhabi Chatterji.  Adapted with permission (See 
Appendix B). 
 
In Phase 1, the instructional cycle of the outcome-driven model begins with the 
specification of both long and short-term learning outcomes by the teacher.  The expected 
learning outcomes are the targeted objectives, specified in terms of knowledge, skills, 
attitude, behaviors or tasks, that students are expected to demonstrate at the end of a unit.  
The learning outcomes provide the framework to guide both instruction and assessment. 
   
9 
In Phase 2, plans for both instruction and assessment, matched to the specified 
learning outcomes, are developed simultaneously to enhance alignment and accuracy of 
inferences about student learning made from the results of the classroom assessments that 
are used for formative decisions.  In Phase 3, assessments are used to make formative 
decisions and provide feedback to students during the instructional delivery phase.  The 
results of assessments are also used to continuously improve and modify teaching 
strategies, desired learning outcomes and classroom assessments.  Lastly, end-of-unit 
assessments for summative decision-making are administered after students have had 
sufficient learning opportunities.   
As an approach to classroom instruction and assessment that is driven by the 
targeted learning objectives, the outcome-driven model ideally involves the ongoing use 
of assessment results to plan, teach, and make formative and summative decisions in the 
classroom (Chatterji, 2003, p. 31).  Chatterji’s approach is consistent with the broader 
literature on classroom assessment that emphasizes the need for teachers to identify and 
communicate clear learning outcomes, integrate ongoing assessment with instruction, 
provide feedback that help students progress while they are learning, and use classroom 
assessments formatively to evaluate teaching and support student learning (see Black & 
Wiliam, 1998a; Shepard, 2000; Stiggins, 2001).  
The PALD approach.  However, Chatterji’s (2003) work on the outcome-driven 
model did not incorporate emerging learning theories from the cognitive sciences and 
developmental psychology literature.  What would teachers do differently if they had the 
knowledge base from the cognitive sciences?  Integrating principles from cognitive and 
educational psychology meant rethinking approaches to how teachers would specify 
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domains of learning outcomes and how they would approach the design of questions and 
assessments and the use of data to identify and diagnose cognitive gaps in children while 
they were still learning.  Recent synthesis of the cognitive sciences research (Pellegrino et 
al., 2001) gave the push for further study and development of the PALD approach 
(Chatterji, 2006; Chatterji & Gordon, 2004, 2007).  
As elaborated in Chatterji (2006) and Chatterji and Gordon (2007), the PALD 
approach was developed by synthesizing diverse bodies of literature in learning theory, 
developmental and cognitive psychology (e.g. Feuerstein, Rand, & Hoffman, 1979; 
Kuhn, Katz, & Dean, 2004; Siegler, 2000; Wellman & Gelman, 1992), assessment 
sciences (e.g. Black, Harrison, Lee, Marshall, & Wiliam, 2003; P. Nichols, 1994; 
Pellegrino et al., 2001; Shepard, 2006; Stiggins, 2002), and instructional design and 
pedagogy (e.g. Dick, Carey, & Carey, 2004; Gagne, 1988; Guskey, 1997; Vygotsky, 
1978; Wiggins & McTighe, 2005).   
A graphic representation of the PALD model proposed by Chatterji (2006) is 
shown in Figure 1.  Operational indicators of the PALD model are listed in Table 2 and 
may be contrasted with those presented in Table 1.  Teachers’ practice indicators in the 
PALD approach are bolded, italicized, and identified as “PALD-specific indicator.”  As 
is clear, the PALD model differs from the formative-summative assessment cycles in the 
outcome-driven model in several ways. 





Figure 1. The PALD approach to diagnostic, formative classroom assessment.  From 
“The Proximal Assessment for Learner Diagnosis (PALD): A model to help teachers 
diagnose and mediate students’ learning needs,” by M. Chatterji, 2006, p. 8. Copyright 
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Table 2 Operational Indicators of the PALD Model 
Phase(s) of the 
instructional cycle 
What teachers would do: Classroom practice indicatorsabc 
Phase 1:  
Specify learning goals 
and objectives  
1. Specify long and short-term learning outcomes in terms of knowledge, 
skills, attitudes, behaviors or tasks that students would be expected to 
master in an unit 
Phase 2: 
Plan classroom instruction 
and assessment 
2. Develop instructional plans and teaching strategies tied to specified 
learning outcomes 
3. Design developmentally, diagnostic assessments (tasks/items) tied to 
ordered domains and culminating tasks (PALD-specific indicator) 
Phase 3:  
Deliver instruction and 
embed PALD cycles to 
identify learner gaps  
4. Communicate learning expectations to students at the beginning of the 
instructional cycle  
5. Embed self-designed assessments for diagnosis of learner needs 
(PALD-specific indicator) 
6. Probe to identify learning gaps (PALD-specific indicator) 
7. Conduct error analysis of student responses to identify learning gaps 
(PALD-specific indicator) 
8. Mediate, coach, re-teach and give concentrated feedback to students  
9. Give students planned practice to facilitate learning (PALD-specific 
indicator) 
10. Encourage metacognition and self-reflection to facilitate learning 
(PALD-specific indicator) 
11. Use formative assessment results to revise desired learning outcomes 
12. Use formative assessment results to improve instructional plans, 
teaching strategies and assessment tools  
13. Provide students with new or added instruction and continue formative 
cycles of instruction and assessment as new material is introduced 
Phase 4:  
Administer end-of-unit 
assessment for summative 
decisions 
14. Administer end-of-unit assessment for summative decision-making at 
the end of an instructional cycle and move to new unit of instruction 
(Phase 1 begins again)  
aFrom Designing and Using Tools for Educational Assessment (pp. 29-31), by M. Chatterji, 2003, Boston, 
MA: Allyn & Bacon. Copyright 2009 by Madhabi Chatterji.  Adapted with permission. 
bFrom “Development and Validation of Indicators of Teacher Proficiency in Diagnostic Classroom 
Assessment: A Mixed Methods Study,” by M. Chatterji, 2012, The International Journal of Educational 
and Psychological Assessment, 9(2), pp. 10-13. Copyright 2012 by Time Taylor Academic Journals.  
Adapted with permission (See Appendix B).   
cFrom “The Proximal Assessment for Learner Diagnosis (PALD): A model to help teachers diagnose and 
mediate students’ learning needs,” by M. Chatterji, 2006, p. 8. Copyright 2006 by Madhabi Chatterji.  
Adapted with permission (See Appendix B). 
 
First, the PALD approach involves repeated assessment cycles with specially 
designed developmentally ordered tasks, which are assessment questions embedded 
within the instructional process as single items, a series of items, or a full-length 
assessment exercise similar to a traditionally administered test or performance 
assessment.  This is followed immediately by a teacher-performed error analysis of 
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student work.  Mediation by teachers follows error analysis with the intent of closing 
learning gaps identified in students.  Provision of skill-specific practice opportunities 
closes a PALD cycle, intended to consolidate new learning bonds and facilitate learner 
development (Chatterji et al., 2009, p. 60).  The approach, when implemented well, is 
expected to gradually eliminate learning gaps (Chatterji, 2006).   
By embedding domain-referenced, developmentally ordered assessments during 
the instructional cycle, the PALD approach is expected to yield meaningful diagnostic 
information on learning needs in specific domains (Chatterji & Gordon, 2007).  Well-
written tasks should ideally be situated.  That is, tasks should have real-world relevance 
to the learner and would best be designed by studying errors students make while solving 
problems (Chatterji, 2012).   
Error analysis by teachers involves identifying learner’s mistakes and reflecting 
about the cognitive mechanisms that underlie domain mastery and successful 
performance (Chatterji et al., 2009).   
Immediate mediation is essential to addressing missing knowledge structures.  
Because different learners may have different needs, differentiated instruction and 
feedback is a part of the PALD approach (Chatterji, 2012).   
Planned practice opportunities allow for students to “engage further with the 
material and consolidate new learning” (Chatterji et al., 2009, p. 60) before new 
instructional components are introduced.  
PALD is based on the psychological principle that cognitive and human 
development are dynamic and modifiable, not fixed (Campione & Brown, 1987; 
Feuerstein et al., 1979; Haywood & Lidz, 2006; Lidz, 1983; Tzuriel & Kaufman, 1999; 
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Vygotsky, 1978).  This principle focuses on the learners’ dynamic potential or propensity 
to learn rather than simply their current performance level in a domain.  The idea of 
cognitive modifiability, which implies cognitive functioning can be significantly 
modified through mediated learning and interventions, underlies the PALD approach.   
A key component of PALD’s theoretical conception is the interactive nature of 
the teacher-student relationship.  The teacher actively mediates student learning through 
the process of diagnostic assessment embedded in instruction.  The PALD approach to 
assessment calls for the teacher to investigate the learner’s processes of reasoning.  The 
goal is to enable developmental changes of the learner in defined subject matter domains 
on a continuum.  Per PALD theory, this approach to “learner-centered assessment” 
(Chatterji, 2006) would also encourage metacognition and self-regulated learning in a 
positive learning environment (Chatterji, 2012). 
Need for Validation of the PALD Approach to Diagnostic Classroom Assessment  
Since the PALD model was first developed and field-rested, theoretical 
discussions of formative assessment have been rapidly growing in the literature on 
educational assessment.  While new efforts have been made towards a theory of 
formative assessment within a single comprehensive framework (see Black & Wiliam, 
2006b, 2009; Wiliam & Leahy, 2007; Wiliam & Thompson, 2007), empirical evidence to 
support these new theories and conceptions of formative assessment is still lacking.   
For example, Black and Wiliam (2006b) did not incorporate empirical data to 
support their development work with teachers on formative assessment.  They failed to 
provide details on the extent to which the theoretical assumptions were adopted by 
teachers during their day-to-day classroom practices.  Interestingly, this speaks to 
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concerns raised previously by Black and Wiliam (2003) themselves.  “Researching how 
teachers take on research, adapt it and make it their own is much more difficult than 
researching the effects” (p. 633) of educational interventions, such as class size reduction 
and adoption of new curricula.  In recognizing this gap in the literature, the present study 
examines whether elements of the PALD model are upheld when tested against the day-
to-day practices of a small group of teachers.  The teachers were trained in the PALD 
approach before the data for the study were collected.   
Statement of the Problem 
While there is a large and growing body of literature to suggest that formative 
classroom assessment can be used to improve instruction and learning (Stiggins, 2001; 
Wiggins, 1998; Wiliam, 2007a), validated diagnostic and formative models of classroom 
assessment that reflect contemporary understandings of learning theory and cognitive 
development are lacking.  It is thus necessary to conduct further research and 
development on models like the PALD approach, which have been recently developed or 
proposed.  Validation of the PALD model against empirical data from teachers’ 
classroom practices would provide a key form of evidentiary support for the approach.   
The findings from the study would serve to improve the design of the PALD 
model, as well as expand theoretical understandings of formative assessment in general.  
The results could also potentially guide the development of formal coaching and 
observational instruments that could be used to monitor and develop teacher expertise in 
diagnostic, formative assessment.  Clearly delineated and explicitly defined indicators of 
diagnostic and formative assessment practices would inform future teachers capacity-
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building efforts tied to the PALD framework.  Such research would also advance 
knowledge on teacher education programs in diagnostic, formative assessment.  
Purpose 
The current study aims to validate the PALD model and the theoretically 
suggested indicators of what teachers would likely do, by analyzing empirically collected 
data from 11 classrooms in four schools in New York.  In general, the study pursued the 
following research question: Does the operational definition of the PALD approach, 
based on an analysis of data describing practices of a sample of trained teachers, concur 
with theoretical expectations on how the model would work in real classrooms (Figure 1, 
Table 2)?  The specific research questions that guided the study are presented next.   
Specific Research Questions 
1. To what extent are the theoretical elements of the PALD classroom implementation 
model (Figure 1, Table 2) validated based on a qualitative analysis of records of 
teacher classroom practices?  To what extent do teachers’ practices depart from the 
expectations of the original PALD model? 
2. Given the practice indicators derived from classroom data, what are the groupings of 
indicators that emerge from a quantitative cluster analysis?  What meanings can be 
attributed to the indicator clusters that suggest an underlying theory of diagnostic, 
formative assessment?  How consistent are the clusters with broad indicators of the 
PALD model?  
3. What revisions are warranted to the PALD model based on empirically derived 
indicators of PALD? 
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Justification of Research Methods 
This study employed a mixed methods design, utilizing both qualitative and 
quantitative analysis techniques.  A mixed methods design was selected as the best 
approach for answering the proposed research questions because mixed methods research 
can provide more insights and “comprehensive evidence for studying the [complexities] 
of a research problem than either quantitative or qualitative research [methods] alone” 
(Creswell & Plano-Clark, 2007, p. 9).   For example, quantitative research may explain in 
more detail the relationships found in the qualitative data (Creswell, 2005).  Further, a 
mixed methods design utilizes the strengths of both qualitative and quantitative research 
methods to overcome the weaknesses of one method by combining both in the study that 
“can result in well-validated and substantiated findings” (Creswell, 2009, pp. 213–214). 
In this study, a grounded theory analysis (Strauss & Corbin, 1998) was used first 
to code data from three empirical data sources: (1) running records of teachers’ observed 
assessment practices, (2) journal records kept by teachers as portfolio records, and (3) 
coaches’ records of teachers’ classroom assessment practices.  Grounded theory analysis 
was selected because the technique is useful when exploring and acquiring intricate 
details about a phenomenon (Creswell, 2009), such as how teachers use diagnostic 
assessment under natural teaching conditions.  By using grounded theory techniques to 
systematically code and analyze the classroom data, themes were generated.  A theory 
about how PALD works in actual classrooms was inductively developed by constant 
interaction with the data and the themes, without imposition of a theory from outside (B. 
G. Glaser & Strauss, 1967; Maxwell, 2005).  Each coded theme in the analysis was 
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treated as a diagnostic classroom assessment “practice indicator” or a non-indicator, 
using literature-based criteria. 
Next, a cluster analysis (Aldenderfer & Blashfield, 1995) was used to explore, 
identify, and confirm groupings of themes (practice indicators) that emerged.  Cluster 
analysis organized cases or variables (in this study, indicators of classroom assessment 
practices) with distinctive characteristics into homogeneous groups based on the analyst’s 
pre-specified statistical criteria (Aldenderfer & Blashfield, 1995; Everitt, Landau, Leese, 
& Stahl, 2011).  Cluster analysis aided in understanding the relationships among similar 
and dissimilar indicators and themes, and suggested clustering that helped corroborate the 
theoretical and operational conceptualizations of the PALD model.   
Miles and Huberman (1994) state that repeated exposure of an analyst to a large 
volume of qualitative data can obfuscate the bigger picture and create quandaries in 
interpreting and reporting results.  Cluster analysis was selected to help bring closure to 
the analysis with statistical criteria and to identify patterns among the themes after coding 
was completed.   Cross-validation using multiple analytic techniques and data sources 
also strengthened the overall findings of the study. 
Definitions of Salient Terms 
Definitions of terms salient to this study are provided below to facilitate 
interpretation of the literature review, procedures and findings. 
• Cluster analysis.  A statistical classification technique that organizes observed 
data into meaningful homogenous taxonomies, groups or clusters (Aldenderfer & 
Blashfield, 1995, p. 7). 
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• Cognitive science.  The study and understanding of the workings of the human 
mind, which includes the mental processes involved in how knowledge is 
acquired, organized, processed and represented (Pellegrino et al., 2001, p. 20).   
• Diagnostic assessment.  Assessments that yield fine-grained, diagnostic 
information on learners’ cognitive processes and difficulties while learning is still 
in progress (Chatterji, 2006, 2012; Chatterji & Gordon, 2007; Chatterji et al., 
2009). 
• Developmentally diagnostic assessment.  Assessments or assessment tasks with 
particular diagnostic properties that are linked to developmentally ordered 
domains (Chatterji, 2006, 2012; Chatterji & Gordon, 2007; Chatterji et al., 2009). 
• Domain.  Descriptive statements representing observable indicators and 
associated specific competencies that represent the construct to be studied 
(Chatterji, 2003, p. 58). Teacher practices in diagnostic, formative assessment is 
the construct of direct interest in the proposed study. 
• Educational assessment.  Systematic procedures employed to measure 
educational domains, typically to make inferences about student learning and 
performance (Chatterji, 2003, p. 2). 
• Formative assessment.  On-going assessments that are part of the instructional 
process, aimed to improve instructional methods and provide student feedback 
throughout the teaching and learning process (Shepard et al., 2005).   
• Low-stakes assessment.  Assessments that do not have serious consequences 
associated with the results.  Such assessments are generally used for such 
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purposes as identifying learner needs and instructional improvement (Chatterji, 
2003, p. 29). 
• High-stakes assessment.  Application of a particular assessment tool where the 
results are tied to decisions with serious consequences for individuals or 
institutions, such as promotion to the next grade, graduation from high school, or 
accountability-related santions (Chatterji, 2003, p. 29).  
• Grounded theory analysis.  Systematic techniques and procedures developed for 
the purpose of examining and interpreting data in order to elicit meaning, gain 
understanding and build theory from data (Strauss & Corbin, 1998). 
• Mixed-method design.  Research design that employs both qualitative and 
quantitative data gathering and analysis techniques (Creswell, 2009). 
• Practice indicators.  Specific observable competencies or descriptors that 
represent a domain of teacher practice, such as practices in diagnostic, formative 
assessment. 
• Proximal assessment.  Assessments conducted close to where teaching and 
learning occurs and that generates data while instruction is still in process 
(Chatterji, 2006, 2012; Chatterji & Gordon, 2007; Chatterji et al., 2009). 
• Summative assessment.  Typically used to evaluate the effectiveness of instruction 
and determine how much learning has occurred or whether students have made 
adequate progress at the end of an academic year or at a pre-determined time 
(Stiggins, 2002).   
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Organization of the Study 
Chapter II, next, provides a review of the literature in formative classroom 
assessment and discusses the theoretical underpinnings of the proposed study.  Chapter 
III describes the research methodology, context of the study, population and sample, data 
sources, and analytic procedures in detail.  Chapter IV presents the results of the study.  
Findings from the study are connected to the research questions, existing literature, and 
prior research discovered in the literature review.  The beginning framework for an 
observation codebook to monitor teacher development in diagnostic and formative 
classroom assessment is also presented.  Finally, Chapter V provides a summary of the 
findings, compares the original and revised PALD model, explores the implications on 
policy, practice, and research in the area of formative classroom assessment, discusses 
the limitations of the study, and ends with closing remarks on future research. 
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Chapter II: Literature Review 
Definition of Formative Assessment 
The term “formative” was originally used by Michael Scriven (1967) to explain 
the difference between formative and summative educational program evaluations, 
distinguished at that time on the basis of when the evaluation in question is carried out 
(Brookhart, 2003; Stiggins, 2005).  According to Scriven (1967), if a program is 
evaluated while still malleable and capable of improvement because of evaluation results, 
then this constitutes formative evaluation (Popham, 2008).  The crucial feature of 
summative evaluation is that the information is used to make definitive or final 
judgments about a program or a person’s performance, using formally collected data or 
informally gathered information (Chatterji, 2010).  Bloom (1969) and others extended the 
above terms, formative and summative, to apply to classroom assessments (Black & 
Wiliam, 2003; Popham, 2008).   
In the last few decades, interest in the distinctions between formative and 
summative assessments increased as educators began to discuss whether teachers would 
benefit by separating their formative instructional decisions from summative judgments 
of student performance (Popham, 2008).  Crucial to the formative process is that the 
information is used in some way to make constructive changes.  Wiliam (2006) explains, 
“An assessment of a student is formative if it shapes that student’s learning…and the 
information is actually used to alter what would have happened in the absence of the 
information” (p. 284). 
 There is no single, collectively accepted definition of formative assessment.  The 
following definitions have some common elements, however. 
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“Formative assessment is defined as the process used by teachers and students to 
recognize and respond to student learning in order to enhance that learning, 
during the learning” (Cowie & Bell, 1999, p. 101). 
 
“Practice in a classroom is formative to the extent that evidence about student 
achievement is elicited, interpreted, and used by teachers, learners, or their peers, 
to make decisions about the next steps in instruction that are likely to be better, or 
better founded, than the decisions they would have taken in the absence of the 
evidence that was elicited” (Black & Wiliam, 2009, p. 9). 
 
“Formative assessment is a process that takes place continuously during the 
course of teaching and learning to provide teachers and students with feedback to 
close the gap between learning and desired goals” (Heritage, 2010, p. 10). 
 
“Formative assessment refers to frequent, interactive assessments of student 
progress and understanding to identify learning needs and adjust teaching 
appropriately” (Centre for Educational Research and Innovation, 2005, p. 21). 
 
“Formative assessment is a planned process in which assessment-elicited 
evidence of student’s status is used by teachers to adjust their ongoing 
instructional procedures or by students to adjust their current learning tactics” 
(Popham, 2008, p. 6). 
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Clearly expressed from these definitions is the idea that formative assessment, carried out 
during the instructional process, involves some systematic process of gathering evidence 
of students’ current level of learning and using the information in ways to improve 
teaching and enable students to learn better so as to meet desired learning goals (Shepard, 
2000).  As an integral part of instruction, the focus is on assessment that supports the 
learning process, close to where teaching and learning occurs with the involvement of 
teachers and students.  As an instructional intervention, the process of formative 
assessment and use of its results is designed to assess the progress of learning while it is 
happening and inform instructional decisions (Stiggins, 2007).  
This is in contrast to the purpose of summative assessments, like end-of-the-unit 
classroom tests or state tests administrated at the end of the academic year for the purpose 
of student grading, student placement, school accountability or public reporting (Black & 
Wiliam, 1998a; Stiggins, 2002).  Whereas the function of formative assessment is to 
provide ongoing feedback to improve learning, the function of summative assessment is 
to “document student learning at the end of an instructional segment” (McMillan, 2007, 
p. 2).  It is the ways in which assessments are used and the functions they serve that 
distinguish formative assessment from summative assessment.  In broader terms, 
“moving from formative through summative to evaluative functions of assessment 
requires data at increasing levels of aggregations, from the individual to the institution 
and from specifics of particular skills and weaknesses to generalities about overall level 
of performance” (Wiliam & Leahy, 2007, pp. 30–31).   
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Research on the Effects of Formative Assessment 
Bloom (1984) summarized research on the impact of mastery learning models on 
student learning that extensively utilized classroom assessment in support of learning as a 
key component of the instructional process (Stiggins & Chappuis, 2005).  In classrooms 
that employed formative tests for the purposes of feedback followed by corrective 
procedures, results of student achievement gains at different grade levels and in differing 
subject fields revealed effect sizes that ranged from one to two standard deviations 
(Bloom, 1984, pp. 4–5).  Crooks’ (1988) widely cited literature review looked at the 
relationship between classroom assessment and student outcomes.  He found that gains in 
student achievement are possible when teachers embed formative assessment regularly in 
their classroom practice.  
Years later, Black and Wiliam’s (1998a) now well-known synthesis of research 
findings engendered widespread recognition of formative assessment as a powerful 
method for improving learning.  The studies in their meta-analysis ranged of age groups 
from 5-year-olds to college undergraduates.  The authors reported effect sizes from 0.4 to 
0.7 standard deviations in favor of students taught in classrooms where formative 
assessment was employed, as measured by standardized tests.  They concluded that such 
effects are “amongst the largest ever reported for educational interventions” (Black & 
Wiliam, 1998a, p. 61).  It should be noted, however, that this work did not examine 
formative assessment practices that draw from theories on cognition and learning 
(Shepard, 2006). 
In more recent studies that investigated some aspect of formative classroom 
assessment on learning and achievement, Meisels, Atkins-Burnett, Xue, and Bickel 
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(2003) found that students in third and fourth grade classrooms that used curriculum-
embedded, performance-based formative assessments for three years showed gains on 
reading and math standardized tests that exceeded the performance of comparison groups 
(effect sizes ranged .20 to 1.6 standard deviations).  Wiliam et al. (2004) studied the 
impact on the achievement of secondary school students of teachers developing formative 
assessment strategies.  Over a six-month period, a total of 24 teachers received 
professional development training in “exploring and planning their approach to formative 
assessment” (p. 49) before putting these plans into action in their classrooms.  Effect 
sizes mainly ranged from 0.2 to 0.3 in favor of the intervention.  Wiliam (2007a) also 
compared the estimate of the effects of class size reduction (Jepsen & Rivkin, 2002) and 
increasing teacher content knowledge (Hill, Rowan, & Ball, 2005) to suggest the 
“substantial cost-effectiveness of formative assessment as a lever for school 
improvement” (p. 190).  
Current Teacher Assessment Practices 
While much has been written on the important role of classroom assessment in the 
teaching and learning process, research shows that teachers’ assessment skills are 
relatively weak (Mertler, 2009).  Studies have indicated that most do not know how to 
engage in practices that elicit students’ thinking skills or make productive instructional 
decisions to help students work toward mastery of concepts (Black & Wiliam, 1998a, 
1998b).  Even when teachers are able to draw reasonable inferences about students’ 
levels of understanding from assessment evidence, teachers struggle to take the necessary 
action to adapt instruction to meet learning needs (Shepard, 2008).  Heritage, Kim, 
Vendlinski and Herman (2009) found that using assessment information to inform 
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instruction was not a seamless process for their sample of middle school mathematics 
teachers.  While teachers may know how to assess student understanding, results indicate 
that teachers’ ability to use formative evidence to take corrective instructional steps to 
facilitate learning remains a difficult task to master.  In the United Kingdom, Torrance 
and Pryor (2001) also found that primary classroom teachers tend to neglect opportunities 
to explore student understanding and focus less on learning goals as opposed to 
behavioral goals and classroom management.  
Further, teachers do not seem to view teaching as intrinsically involving the 
integrated cycle of establishing learning goals and collecting evidence to verify student 
progress toward these goals (Dwyer, 1998).  Some view assessment and instruction 
separately, or as something in competition rather than as reciprocal activities (Heritage, 
2007).  Others see assessment as being imposed by external forces such as state-
mandated tests.  The latter opinion parallels findings from McMillan and Nash’s (2000) 
study on classroom assessment decision-making.  Due to external accountability 
pressures, elementary and secondary teachers reported that they modified their 
assessment practices to accommodate large-scale standardized tests.  
Gaps in Teacher Education and Professional Development Programs 
Weak classroom assessment training directly tied to instructional decision-making 
in teacher education programs further exacerbates the problem (Shepard, 2006).  Despite 
documented teacher weaknesses and calls to improve classroom assessment, many 
teacher preparation and development programs do not emphasize training in assessment--
leaving teachers learning how to teach without learning how to assess (Heritage, 2007; 
Mertler, 2009; Stiggins, 2001).  As Pellegrino et al. (2001) identified, the lack of insight 
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on how to engage in assessment practices that can inform instruction and promote 
learning can be traced largely to the inadequacy of teacher education and development 
programs and lack of attention to assessment training.  
Teacher education programs.  In their study on the status of measurement 
training of school personnel (i.e. educational administration, elementary teachers, special 
education teachers), Shafer and Lissitz (1987) found that with the exception of school 
counseling and special education programs, a formal course in classroom assessment or 
basic measurement was not required for certification in most states.  The authors 
concluded that the time spent by teachers in assessment-related activities was not 
reflected in their preparation programs, thus leaving them ill-equipped in this aspect of 
their role.   
The teacher education picture becomes more complicated when we consider 
teachers’ perceptions about the adequacy of their training and ability to assess (Kohler, 
Henning, & Usma-Wilches, 2008; Mertler, 2009).  Wise et al. (1991) found that most 
teachers did not believe their college or university coursework had the greatest impact on 
their measurement knowledge, with almost half of the surveyed teachers reporting that 
their measurement training was somewhat or very inadequate.  These views are further 
supported by studies of novice teachers in their process of monitoring student learning 
and modifying instruction.  Dwyer (1994) found that the alignment of teaching goals, 
classroom activities, and assessment is one of the most difficult tasks for beginning 
teachers to master (Dwyer, 1998).  Student teachers also rely on a “limited range of 
formative assessment strategies and instructional modifications” (Kohler et al., 2008, p. 
2108), at times making assessment and instructional decisions based on assumptions and 
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instinct rather than specific indicators of student learning (Bachor & Baer, 2001).  These 
studies suggest the considerable challenges faced by novice teachers in embedding 
formative assessment in the instructional process.  
Disagreement between teachers and professors in educational measurement 
courses has raised additional concerns (Gullickson, 1986).  Although teachers believe 
they need better measurement skills, studies indicate that teachers find the available 
coursework irrelevant and do not adequately serve their needs (Dorr-Bremme, 1983; 
Wise et al., 1991).  The content coverage in training programs often fail to equip teachers 
with the skills needed to engage in classroom assessment, such as instructional decision-
making and probing by questioning (Gullickson & Hopkins, 1987; Stiggins & Conklin, 
1988).  Stiggins (2001) also underlines “the almost complete international neglect in 
assessment training for teachers….[and recommends] that precious credit hours in 
teacher or administrator training should be given to the study of assessment practices” 
(pp. 10-13). 
Professional development programs.  Studies of professional development 
programs paint similar pictures of teacher training in assessment.  Most programs in the 
United States fall short of providing teachers with the rationale or strategies on how to 
embed classroom assessment into instructional and curriculum planning (Guskey, 2003).  
Seen as a vital element in improving practice for both veteran and new teachers, there is 
evidence to support the potential of professional development programs in developing 
teachers’ assessment skills if well implemented (Pellegrino et al., 2001).  For example, 
Carpenter, Fennema, Peterson, Chiang, and Loef (1989) found that when professional 
development incorporated research on children’s mathematical thinking, the group of 
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first grade teachers in their study was better able to construct understandings of students’ 
thinking and mediate for misconceptions and differences in problem-solving processes 
with a variety of problem-solving strategies that children could use to solve problems.   
Application of Formal Observation Methods in Teacher Development 
In addition to adequate preparation, training, and professional knowledge, 
appropriate instruments are needed to support the development of formative assessment 
capacities in teachers.  Observational measures are being recognized as developmental 
tools to support teaching and learning practices (Hatzipanagos & Lygo-Baker, 2006).  
The use of observational measures as constructive feedback tools for coaching, mentoring 
or evaluation of teachers has been well documented in disciplines like science (Sawada et 
al., 2002; Zubrowski, 2007) and early childhood education (Baker, Gersten, Haager, & 
Dingle, 2006; Whitebread et al., 2009).  According to Bodzin and Beerer (2003), these 
tools are essential to any kind of mentoring or supervision of teachers.  When used for 
coaching and feedback, they encourage teachers to explore, design and reflect on their 
instructional practice (p. 40).  This speaks to research that indicates professional 
development is most effective when teachers are provided opportunities to reflect on their 
practices and engage in their own development (McNerney, Corcoran Nielsen, & Clay, 
2006, p. 20).  
The study by Torrance and Pryor (2001) is one example that illustrates these 
ideas.  Using a collaborative action research approach to professional development, the 
researchers examined “whether, and to what extent, teachers could develop their 
classroom assessment practices and integrate them into a more self-consciously 
articulated model of classroom pedagogy” (p. 618).  An important part of the 
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methodological approach was to provide a descriptive and analytic framework to be used 
by teachers to describe and analyze their own practice.  A product of a previous study 
(1998) on teachers' informal assessment practices in infant classrooms, the framework 
“provided an analytic account of the range of possible activities included in formative 
classroom assessment and a vocabulary with which to interrogate, express and organize 
their data and subsequent ideas for development” (p. 621).  The framework was found to 
be a useful device for teachers to critically reflect and consciously monitor their teaching 
by providing a vocabulary against which to assess and subject their practices to detailed 
analysis.  This study showcased the utility of descriptive and analytic observational tools 
as a device to analyze classroom assessment practices in greater detail and help teachers 
to monitor their own assessment practices through reflective practice.  
McNerney et al. (2006) also discovered that a standardized observation tool could 
be used for formative purpose to guide coaches as they worked individually with 
teachers.  Peer coaches utilized the data generated from the observation tool to inform 
their work with preschool teachers on early literacy instruction, individualize coaching 
sessions, and monitor progress toward set goals.  Based on these findings, the researchers 
concluded that a standardized observation tool could help steer multiple aspects of 
professional development efforts to improve program delivery, increase support for 
teachers, and facilitate teacher learning.   
Given the complexity of formative classroom assessment, observations can help 
make specific distinctions in teaching practices and allow understanding of the processes 
by which teachers change their assessment practices.  Common methods by which data 
tends to be collected in studies of teachers–self-reports and interviews–carry certain 
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methodological limitations that compromise validity and reliability in the assessment of 
teacher practices (Desimone, 2009).  Research shows that during interviews and on self-
reports, teachers tend to overreport their behavior (Cohen, 1990; Desimone, 2009; Ross, 
McDougall, Hogaboam-Gray, & LeSage, 2003).  Surveys and interviews tap into what 
teachers recall or believe they do whereas observational methods directly record what 
they actually do in the classroom (Whitebread et al., 2009).  Studies on professional 
development communities reveal that observational measures can be effective tools to 
capture behavior-based constructs and facilitate teaching change (Borko, 2004).  
Challenges of Implementing Formative Assessment in the Context of High-Stakes 
Testing   
Since the No Child Left Behind (NCLB) Act was signed into law in January 
2002, the high-stakes accountability system in the United States has made it difficult for 
teachers to engage in formative assessment practices that help remedy gaps in student 
learning (Shepard, 2006; Stiggins, 2005).  As one of the most aggressive federal efforts to 
improve education by holding schools accountable for student performance, NCLB has 
undoubtedly shaped as well as adversely affected instruction and classroom assessment 
practices (Abrams, 2007, p. 82).  Popham (2008) asserts, when teacher performance is 
measured solely by high-stakes student achievement tests, teachers resign themselves to 
finding techniques to boost test scores rather than utilizing their professional expertise to 
teach and assess for meaningful student growth.   
Numerous studies on the impact of high-stakes testing on classroom practice 
continue to paint a grim story (Borko & Elliott, 1999; Hoffman, Assaf, & Paris, 2001; B. 
D. Jones, 2007; Pedulla et al., 2003; Stiggins, 2005; Wolf & McIver, 1999).  Pedulla and 
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colleagues (2003) found that in high-stakes contexts, teachers were more likely to 
develop and use classroom tests that echo the content and format of the state test, 
compared to their low-stakes counterparts.  For example, when state tests are “comprised 
of multiple-choice or selection-type items, teachers’ classroom assessments tend to 
heavily emphasize these types of questions” (Abrams, 2007, p. 85).  Conversely, when 
state tests include open-ended items that focus on higher-order thinking skills, teachers’ 
assessment practices and quality of assessments have been reported to improve (Borko & 
Elliott, 1999; Wolf & McIver, 1999).   
Increased emphasis and time devoted to state test preparation is another 
unintended, adverse outcome of high-stakes and accountability policy stemming from 
laws like NCLB.  In North Carolina, Jones et al. (1999) found that 80% of the 470 
elementary teachers surveyed spent more than 20% of instructional time preparing for 
end-of-year exams (Abrams, 2007, p. 87).  There is also evidence to suggest that teachers 
spend more time on curriculum standards they know will be included on externally 
mandated tests (Danielson, 2008, p. 195).  Gallagher (2007) emphasizes that the use of 
external, high-stakes, summative assessments have indirectly created tighter parameters 
for instructional practices in the classroom with teachers more compelled to teach to the 
test.  Overall, the evidence indicates that when assessments are external to teachers and 
attached to high-stakes, teachers will inevitably alter their behavior in response to the 
pressures of high-staking testing.   
The perceived tensions between classroom-based formative assessments and 
highly visible summative tests, as evidenced by the research, have made the wider and 
effective adoption of formative assessment practices difficult (Centre for Educational 
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Research and Innovation, 2005).  As teacher pressure to increase student performance 
increases, there is an implicit “notion that raising test scores is not compatible with 
teaching for deep understanding” (Wiliam, 2007b, p. 20).  However, classroom and 
assessment practices that focus on low-level knowledge and skills (Barksdale-Ladd & 
Thomas, 2000) will not reveal detailed information on students’ thinking necessary to 
reduce learning gaps in students (Chatterji et al., 2009).  In fact, research by Newmann, 
Bryk, and Nagaoka (2001) found that students who were given higher-ordered classroom 
tasks out-performed students not given such work and the size of the effect was 
substantial, as measured by standardized effect sizes.  
Furthermore, large-scale standardized tests attached to high-stakes accountability 
systems lack the diagnostic properties to capture complex knowledge structures, changes 
in cognitive processes or the details of misunderstanding needed to gain insight on 
students’ learning needs in order to inform instruction and improve learning (Chatterji & 
Gordon, 2007).  For example, students’ organization of knowledge, use of problem-
solving strategies, and self-monitoring skills are important aspects of learning not tapped 
by externally mandated tests (R. Glaser, Linn, Bohrnstedt, & National Academy of 
Education, 1997).  Most standardized tests draw on narrowly defined objectives with 
insufficient ties to curriculum and instruction, and lack the detail to inform teaching 
(Stiggins, 2005). 
Such limitations also raise questions about the validity of inferences one can draw 
from the results to inform and modify instruction, thereby help student learning 
(Pellegrino et al., 2001).  According to Wiggins (1998), high-stakes testing for only the 
‘right’ answers will not serve as diagnostic tools that adequately measure what students 
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do and do not understand nor will it help teachers identify the instructional steps needed 
to mediate for gaps in understanding (p. 80).  The use of such tests has instead lead to 
drill and practice activities with little emphasis on recognizing critical differences in 
students’ levels of understanding (Amrein & Berliner, 2003).  Inconsistent evidence to 
suggest higher achievement in terms of desired outcomes and higher test scores further 
compounds the issues surrounding high-stakes testing (S. L. Nichols, Glass, & Berliner, 
2006; Stecher, 2002).  The long-standing belief that pressure to raise scores will motivate 
greater teacher effort and thus maximize learning (Stiggins, 2005) is being replaced by 
contemporary views of good teaching (Biggs & Tang, 2007).  
Resurgent Interest in Formative Assessment for the Regulation of Learning 
To counter the negative effects of accountability systems, discussions have shifted 
to the importance of formative assessment as a key factor in enhancing learning 
(Brookhart, 2007; Popham, 2008; Shepard, 2006; Stiggins, 2007; Wiliam & Thompson, 
2007).  Pellegrino and Goldman (2008) assert: 
Rhetoric surrounding the use of assessment in the educational system has moved 
away from a primary focus on the purportedly negative impact of large-scale 
achievement tests on classroom teaching and learning processes, to a discussion 
on the role of classroom assessment in affecting those processes. (p. 8) 
The burgeoning educational literature on developing a formative assessment classroom 
culture to redirect teaching and student effort toward learning is evidence of the renewed 
interest in formative assessment (Shepard, 2000; Stiggins, 2002). 
Furthermore, the growing support for formative assessment emphasizes a 
paradigm shift from teaching-focused to learner-focused assessment (Centre for 
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Educational Research and Innovation, 2005).  The role of the teacher changes during 
learner-focused assessment from that of an authoritative source who transmits knowledge 
to that of a “facilitator of learning who monitors for deep understanding” (Segers, Dochy, 
& Cascallar, 2003, p. 20).  Likewise, the role of the student is to now actively construct 
knowledge rather than merely absorb information (Centre for Educational Research and 
Innovation, 2005; Segers et al., 2003).  Both parties become responsible for the 
development of the learner.  These shifts in roles point to a different paradigm of 
classroom assessment.   
The theoretical and research literature suggests that effective implementation of 
formative assessment consists of at least the following strategies. 
Specify learning goals/outcomes.  A key to accurate assessment is the clear, 
complete and appropriate articulation of learning goal(s) and determining the criteria for 
mastery and success (Centre for Educational Research and Innovation, 2005; Harlen, 
2006; Harris, 2007; Leahy, Lyon, Thompson, & William, 2005; McMillan, 2007; 
Popham, 2008; Stiggins, 2007; Wiliam, 2007b).  Learning goals specify the learning 
outcomes that are students are expected to master in a lesson or series of lessons 
(Heritage, 2010, p. 44).  Wiliam (2007b) also points out that students need time to think 
through and understand what the learning goals mean when applied to the context of their 
own work (p. 30).   Students may even come to understand the criteria for success by 
looking at the work of other students in small groups.  
White and Frederiksen (1998) found that middle school students performed better 
on the basic skills test when they assessed their performance on a series of evaluation 
activities against the assessment criteria tied to a novel science curriculum designed to 
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promote thinking and develop metacognitive skills.  The results suggested that when 
students understand the learning criteria against which their work will be assessed, their 
learning is improved.  Harlen (2006) writes, “Those motivated by goals identified in 
terms of learning apply effort in acquiring new skills, seek to understand what is involved 
rather than just committing information to memory, persist in the face of difficulties, and 
generally try to increase their competence” (p. 65). 
 Effective questioning and discourse that elicit evidence of learning.  To elicit 
evidence of current understanding or misconceptions, teachers need to ask questions that 
promote thinking and lead to richer discourse with their students (Black et al., 2003; 
Harris, 2007; Heritage, 2010; Leahy et al., 2005; Popham, 2008; Wiliam, 2007a).  
Questions phrased simply to establish whether students know the correct answers are of 
little value for formative purposes.  Black and colleagues (2003) suggest, “More effort 
has to be spent in framing questions that are worth asking – that is, questions which 
explore issues that are critical to the development of students’ understanding” (p. 41).  
This may mean asking students more challenging questions that evoke richer discourse, 
which can help students “deepen their thinking and also [enable] less advanced students 
to hear explanations of the ideas they are trying to grasp” (Heritage, 2010, p. 75).  Thus, 
framing questions to explore students’ understanding and allow learners to articulate their 
thoughts rather than seeking memorized facts and descriptions is an important process of 
effective questioning.   
The amount of time between the student providing an answer and the teacher’s 
evaluation of that answer is equally important, especially when the question requires 
deeper thought rather than a simple matter of recalling facts (Wiliam, 2007b).  The time 
   
38 
teachers wait to hear student responses can impact the level of classroom discourse.  On 
average, teachers wait less than one second for a response after asking a question before 
asking another question or answering the question themselves but one consequence of 
short ‘wait time’ is that students will only be able to respond to questions that can be 
answered quickly like factual knowledge (Black et al., 2004, p. 11).  Rowe (1972) found 
that when ‘wait time’ is extended from one second to three or four seconds--the length of 
the response increases, the number of appropriate responses increases, student confidence 
increases, students are more willing to challenge the answers of their peers, and more 
alternative explanations are offered (Black et al., 2003, p. 33). 
The level of classroom dialogue can be extended by following up with additional 
questions to students’ initial answers or encouraging students to discuss questions and 
exchange ideas in pairs or small groups before responding (Black et al., 2003).  Teachers 
can also take the opportunity to use incorrect responses as discussion points with the 
whole class to challenge misconceptions, explore ambiguities that need clarification, and 
reach answers collectively, which can lead to positive effects on learning (p. 39-40).  
Another strategy is to encourage students to formulate their own questions and reflect on 
the answers since the act of formulating questions encourages deeper thinking about the 
subject.  Foos et al. (1994) found that when preparing for an exam, college students who 
prepared study questions out-performed comparable groups who prepared for the exam in 
conventional ways and with no instructions to prepare study materials of their own.  This 
strategy can be more engaging for students compared to traditional methods of 
questioning in which the teacher asks all the questions and learning is more passive.   
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Feedback that moves learners forward.  Feedback that is ongoing and 
meaningful to assessment should help learners to identify the gap between current and 
desired knowledge as well as the action needed to close the gap (Black et al., 2003; Black 
& Wiliam, 1998a; Centre for Educational Research and Innovation, 2005; Harris, 2007; 
Hattie & Jaeger, 1998; Hattie & Timperley, 2007; McMillan, 2007; Popham, 2008; 
Wiliam, 2007b).  Feedback is conceptualized as information communicated directly by 
the teacher to the learner with the purpose of modifying the learner’s thinking or behavior 
to improve learning (Hattie & Timperley, 2007; Sadler, 1998; Shute, 2008b).  If the aim 
of formative assessment is to improve learning then teachers need to communicate 
descriptive information to their students that can help them determine the next steps in 
their learning trajectory (Black et al., 2003; Black & Wiliam, 2006b).  Hattie and 
Timperley (2007) explain that effective feedback must answer what learning goals 
students must reach, what progress is being made to reach these goals and what they must 
do next to make better progress (p. 86).  This aligns with Ramaprasad’s (1983) assertion 
that feedback is only considered feedback when students use the information to alter gaps 
in their learning.   
There is ample research on the positive effects of feedback on learning (Epstein et 
al., 2002; Kulik & Kulik, 1988; Phye & Bender, 1989; Phye & Sanders, 1994; Pridemore 
& Klein, 1995; Song & Keller, 2001).  Meta-analyses also support findings that illustrate 
the benefits of feedback (Bangert-Drowns, Kulik, Kulik, & Morgan, 1991; Hattie & 
Timperley, 2007; Kluger & DeNisi, 1996; Kulik & Kulik, 1988).  For example, in their 
review of meta-analyses related to feedback, Hattie and Timperley (2007) found that 
feedback had an average effect size of 0.79 standards.  The effect was greater than 
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students’ prior cognitive ability (0.71), socioeconomic influences (0.44), homework 
(0.41), and reducing class size (0.12) (p. 83).   
The type of feedback and the way it is given, however, can be differentially 
effective (Hattie & Timperley, 2007; Kluger & DeNisi, 1996).  For instance, feedback is 
found to more effective when it is specific and clearly linked to learning intentions (Song 
& Keller, 2001), provides task-specific information to fill a gap between what is 
understood and what is aimed to be understood (Hattie & Timperley, 2007), provides 
information and cues on how to improve rather than correct answers (Pridemore & Klein, 
1995), matches the cognitive needs of the learner (Bangert-Drowns et al., 1991), provides 
elaborative information that guides learner’s thinking in manageable units (Phye & 
Bender, 1989), and is given after students have responded to initial instruction (Hattie & 
Timperley, 2007).  In contrast, feedback that lacks specificity or is critical (Kluger & 
DeNisi, 1996), is related to poorly defined learning goals (Hattie & Timperley, 2007), 
and draws attention to the learner rather than the task (Kluger & DeNisi, 1996), can have 
negative consequences on learning.  Hattie and Timperley (2007) summarize, 
“[Feedback] can have an impact on learning only if it leads to changes in students’ effort, 
engagement, or feelings of efficacy in relation to the learning or to the strategies they use 
when attempting to understand tasks” (p. 96). 
Student self-assessment to facilitate learning.  While a significant aspect of 
formative assessment is on the ways teachers are able to adjust teaching and learning, 
underlying the various assumptions about what makes for effective learning is that 
students must be actively involved in the process (Shepard, 2000).  Assessment authors 
have made recommendations to increase the amount of self-assessment for both cognitive 
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and motivational purpose (Black et al., 2003; Black & Wiliam, 2009; Brookhart, 2007; 
Harris, 2007; McMillan, 2003; Shepard, 2008; Stiggins & Chappuis, 2005).  Sadler 
(1989) asserts that self-assessment is essential to learning because if the learning goals 
are transparent to students then they need to assess what they need to do to reach these 
goals successfully.  Black and colleagues (2003) affirm, “It is very difficult for students 
to achieve a learning goal unless they understand that goal and can assess what they need 
to do to reach it” (p. 49).   
Self-assessment helps students take ownership over their own learning.  
Specifically, students can identify specific problems in their understanding and set 
realistic targets to remedy these problems (Black et al., 2003; Wiliam, 2007b).  To 
develop self-assessment skills, teachers must encourage students to assess their own 
work, keeping in mind the aims of their work so that they are able to self-correct and 
become independent learners (Black et al., 2004).  Brookhart, Andolina, Zuza, and 
Furman (2004) found that third grade students were able to improve memorization and 
have a deeper experience of learning the multiplication table by monitoring their own 
mathematics learning.  Empirical data also revealed that student involvement in their own 
assessment produced learning gains. 
Metacognition.  The practice of self-assessment is key to enhancing 
metacognition (Black, McCormick, James, & Pedder, 2006, p. 128).  Metacognition, or 
‘thinking about thinking’, involves monitoring, reflecting on, and directing one’s own 
thinking (Pellegrino et al., 2001, p. 78).  Only recently in the formative assessment 
literature (Black et al., 2006; Black & Wiliam, 2009; Shepard, 2008) is there discussion 
that formative assessment can help develop and enhance metacognitive skills by 
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challenging learners to assess their own thinking and “make the unconscious processes 
overt and explicit and…available for future use” (Black & Wiliam, 2009, p. 19). 
Educational research by Mavarech and Kramarski (1997) showed how students could use 
three categories of metacognitive questioning in the domain of mathematics to monitor 
their own learning and select learning strategies while solving a problem (pp. 374-376): 
1. Comprehension questions prompt students to articulate the main ideas of the 
problem before solving it; 
2. Connection questions focus students on the similarities and differences 
between the current problem or set of problems solved in the past; 
3. Strategic questions prompt students to analyze which strategies are best for 
solving the problem. 
There is also a body of research in cognitive science (Chi, Bassok, Lewis, 
Reimann, & Glaser, 1989; Nelson, 1996; White & Frederiksen, 1998) to suggest that 
achievement improves when students are self-aware in monitoring their own learning.  
For example, White and Frederiksen (2000) found when facilitating the development of 
metacognitive skills as students learn the processes of scientific inquiry and modeling to 
construct a theory of force and motion, both the quality of their work and conceptual 
understanding increased as well as their performance on various related learning 
measures.  Embedding the reflective process was particularly effective in reducing the 
performance gap between low and high-achieving students.  One way to think about this 
is that “formative assessment helps to develop metacognitive skills and enhance 
motivation for learning differently for low-achieving students because high-achieving 
students already have these resources intuitively or through other supports” (Shepard, 
   
43 
2008, p. 284).  In fact, metacognition is one of the hallmarks of expert learning 
(Pellegrino et al., 2001).  Adept learners not only try different strategies to solve a 
problem but they are also able to explain which strategies they used to solve the problem 
and why, whereas less competent learners offer incomplete explanations and monitor 
their own thinking sporadically (Chi et al., 1989).  Thus, metacognition is an important 
component of formative assessment, “activating students as owners of their own 
learning” (Wiliam & Leahy, 2007, p. 33). 
Motivation.  In addition to cognitive purpose, self-assessment and 
metacognition is also linked to student motivation.  There is motivational value for 
students to have information along the way in the learning process (Harlen, 2006).  
Specifically, motivation for learning is enhanced when students are able to monitor 
progress toward meeting learning goals and can judge the criteria for success (McMillan, 
2003).  Motivation is further improved when mistakes are treated as a normal part of the 
learning process, with timely feedback to rethink and correct errors, and when assessment 
is designed to allow learners to stay engaged with the task (Earl, 2003, p. 69),  
Harlen (2006) makes note of an important distinction between intrinsic and 
extrinsic motivation.  When applied to learning, intrinsic motivation describes the 
satisfaction learners find in the learning process itself (e.g. to feel a sense of increasing 
mastery).  Extrinsic motivation speaks to the potential performance gains as the driving 
force (e.g. to get good grades).  Extrinsic reward is used to control behavior and direct 
student effort.  Between the two, intrinsic motivation is seen as the ideal since it will 
likely maintain the desire to continue learning (Ryan & Deci, 2000).   
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Based on results from their meta-analysis, Desi, Koestner, and Ryan (1999) also 
determined that extrinsic reward runs the risk of diminishing rather than promoting 
intrinsic motivation.  It seems reward contingencies undermine people’s responsibility for 
motivating or regulating themselves (p. 649).  For example, extrinsically motivated 
students choose easier tasks and are less likely to carry on once they encounter difficulty.  
In contrast, intrinsically motivated students are more self-aware of their learning progress 
and gradually “develop deeper understanding of subject matter” (Shepard, 2008, p. 285).  
As students become more proficient in monitoring their learning and awareness of their 
developing skills increases, they begin to feel capable of learning and understand what 
they have to learn, which ultimately leads to improved learning (Harris, 2007).   
Peer assessment to facilitate learning.  Peer assessment is seen as an important 
instructional resource for formative assessment (Black & Wiliam, 2005; McMillan, 2007; 
Sadler, 1989; Wiliam & Leahy, 2007).  In addition to teachers, peers are also sources of 
feedback for learning.  Peer assessment offers advantages for those providing the 
feedback, as well as the recipients.  What students say and write about each other’s work 
can show how well they understand the learning goals and the depth of their current 
knowledge, as well as deepen understanding of their own learning (Wiliam & Leahy, 
2007).  In fact, peer assessment is considered an important complement to self-
assessment (Black et al., 2003).  Black and Wiliam (2005) explain: 
Peer-assessment is uniquely valuable because students may accept, from one 
another, criticisms of their work which they would not take seriously if made by 
their teacher.  Peer work is also valuable because the interchange will be in 
language that students themselves would naturally use…In particular, students 
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appear to find it easier to make sense of criteria for their work in the context of 
other students’ work than when looking at their own. (p. 230)  
In a qualitative study of formative assessment in second language classrooms, Rea-
Dickins (2001) found that peer-assessment helps learners to recognize the strengths and 
weakness of each other as well as create situations where learners can assist each other in 
the learning process.  There was also evidence that learners were able to develop deeper 
understanding of the concepts through the interaction of peer-assessment. 
Summary of Literature Review on Formative Assessment and Learner Diagnosis 
 Practice indicators that have been identified in the theoretical and empirical 
literature as effective practices of formative assessment are summarized in Table 3.  A 
sample of corresponding literature sources to support these practices is also provided in 
the table as points of reference. 
Table 3 Literature-based Indicators of Formative Assessment and Learner Diagnosis 
General practice 
indicator 
Specific practice indicators Sample of relevant 
literature sources 
1. Specify learning 
goals  
a. Specify clear learning outcomes that students are expected 
to master at the end of instructional cycle(s) 
b. Specify learning outcomes in context of student work 












a. Engage in questioning that lead to more meaningful 
instructional discourse that is critical to student learning 
b. Ask questions that deepen student thinking 
c. Ask questions that require students to give more detailed 
responses of their thoughts 
d. Give students adequate time to construct their responses to 
questions 
e. Give students opportunities to discuss questions in small 
and large groups to reach answers collectively 






move forward in 
their learning  
a. Give feedback that target gaps in understanding  
b. Give content and task specific feedback that aligns with the 
cognitive needs of the learner to facilitate learning 
c. Give feedback clearly linked to targeted learning outcomes  
d. Give feedback in manageable units that guide student 
learning 
e. Give immediate feedback following instruction of new 
concepts and skills 
Black and Wiliam 
(1998a) 
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Table 3 (continued) 
General practice 
indicator 






own learning  
a. Give students opportunities to assess their own work and 
develop self-corrective skills  
b. Encourage students to assess their own cognitive processes 
and make thinking explicit 
c. Encourage students to monitor and deepen their 




5. Encourage peer 
assessment and 
interaction  
a. Encourage students to assess and assist each other in the 
learning process  
b. Give students opportunities to reveal and deepen their own 
understanding through peer feedback  
McMillan (2007) 




Recent Efforts to Develop a Theory of Formative Assessment    
More recently, there has been effort to integrate the key ideas of formative 
assessment mentioned above within a broader, comprehensive theoretical framework 
(Black & Wiliam, 2006b; Wiliam & Leahy, 2007).  One aim of developing a theory of 
formative assessment is that it can provide coherence by bringing together effective 
formative assessment strategies that function together (Shepard, 2008).  While Black and 
Wiliam’s (1998a) pivotal work spurred interest in formative assessment, the findings of 
their meta-analysis were based on a broad notion of formative assessment rather than a 
“pre-defined theoretical base” (Black & Wiliam, 2009, p. 5).   
Follow-up studies with teachers to explore the practical application of lessons 
distilled from their original article led to a set of advisory practices (Black et al., 2003, 
2004).  Yet, missing was a unifying theoretical base for classroom practices said to be 
formative.  Subsequently, the researchers (Black & Wiliam, 2006b) aimed to develop a 
theoretical framework to study the changes that occurred in the classroom of teachers 
developing formative assessment.  However, the “theoretical frame was grounded in the 
data collected from classroom observations and interviews with teachers, and no 
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systematic attempt was made to connect these data to work on such topics as classroom 
practice, or the regulation of learning” (Black & Wiliam, 2009, p. 6). 
Recognizing these limitations, Black and Wiliam (2009) sought to offer a 
rationale and define formative assessment beyond the phase reached in their earlier work.  
The objective of their exploratory analysis was to articulate how certain practices, 
evidenced by their potential effectiveness, are conceptually connected to the central idea 
of formative assessment by bringing together theoretical literature from various traditions 
(e.g. psychology, curriculum, pedagogy) (p. 7).  For example, the authors reviewed the 
effects of feedback on the learning orientation of the learner and how research from 
psychology (Butler, 1987) indicated that “giving marks or grades, or otherwise focusing 
on judgment or competition, as part of feedback can inhibit the learner’s attention to any 
substantive advice on improvement” (p. 24).   
Although analysis of formative assessment processes could not be exhaustive, 
certain principles such as sharing learning objectives with learners, engaging in effective 
classroom discussions, and encouraging student self-assessment are recognized as 
qualities of formative assessment that appear in various guises throughout the classroom 
assessment literature (Black & Wiliam, 2009).  These practices form a coherent set of 
strategies for raising achievement in respect to where the learners are in their learning, 
where they are going, and how to get there while engaging the learners, their peers, and 
the teacher in these processes (Wiliam & Leahy, 2007).  Yet, strategies currently 
assembled under a comprehensive theory of formative assessment have neither been 
systematically operationalized and field-tested in classrooms while teaching and learning 
occur, nor have the elements of the framework been empirically validated.  
   
48 
The Need for Formative Assessment to Integrate Contemporary Learning Theories  
Current conversations on formative classroom assessment have focused on the 
need to harness the theoretical developments in cognitive science in ways that can lead to 
improved assessment practice (Bransford, Derry, Berliner, Hammerness, & Beckett, 
2005; Brookhart, 2011; Horowitz et al., 2005; Pellegrino et al., 2001; Pellegrino & 
Goldman, 2008; Shepard, 2006, 2008; Shute, 2008b).  According to Pellegrino et al. 
(2001), “Formative assessment should be based on cognitive theories about how people 
learn particular subject matter to ensure that instruction centers on what is most important 
for the next stage of learning, given a learner’s current state of learning” (p. 230).  
Similarly, McMillan (2003) explains that new perspectives and research in cognitive and 
measurement sciences provide a framework for reevaluating assessment concepts, 
principles, and practices (p. 39).  
A contemporary cognitive perspective on assessment can inform the larger 
educational debate about what types of learning matter most, how learners develop 
expertise in specific subject domains and how teachers can better facilitate learning 
processes towards mastery (James, 2006).  Shepard (2000) proposed a set of principles 
from emerging theories of learning as a framework to explain and bring together the 
diverse literature on classroom assessment.  These include the following: (a) cognitive 
development is socially and culturally determined, (b) learners construct knowledge in 
real-world contexts, (c) new learning is shaped by prior knowledge, (d) cognitive 
development involves self-assessment and metacognition, and (e) deep learning supports 
transfer of knowledge in new situations (p. 8).  
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Likewise, Pellegrino et al. (2001) emphasized that recent studies of the human 
mind across multiple disciplines (e.g. cognitive psychology, developmental psychology, 
neuroscience) have expanded our understanding on (a) how knowledge is constructed and 
organized, (b) how conceptual understanding is developed, (c) how expertise is acquired 
in specific subject domains, (d) how social context shapes understanding, and (e) the 
physical architecture of the brain as information is obtained, stored, and accessed in the 
mind (p. 59).  Advances in cognitive science suggest that synergy between curriculum, 
instruction, and classroom assessment could be better achieved when bound by theories 
on how students acquire knowledge and develop competence in subject domains. 
New and emerging theories on learning and cognitive development can serve as 
the cornerstone to how teachers approach formative assessment and select instructional 
strategies that support learning (Pellegrino et al., 2001).  Furthermore, incorporating 
cognitive theories in our understanding of formative assessment is important because 
these theories can identify and help explain how specific features or mechanisms of 
formative assessment are effective (Shepard, 2008).  For example, the cognitive science 
literature “demonstrate[s] the importance of engaging students’ prior knowledge to 
support new learning and the effectiveness of focusing on principled understanding to 
enable transfer and knowledge generalization” (p. 284).   
James (2006) contends that learning theorists themselves rarely specify how 
learning should be assessed.  She explains, “This may account for the lack of an adequate 
theoretical base for some assessment practices and, conversely, for a lack of development 
of assessments aligned with some of the most interesting new learning theory” (p. 47).  
Contemporary cognitive views on how students progress en route to learning outcomes 
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would be a means to coherently tie together formative assessment strategies and 
appropriately align curriculum, instruction and assessment to effectively support current 
and future learning (Shepard, 2008).  Accordingly, approaches to formative assessment 
that are conceptualized around this knowledge base and consistent with pedagogic 
initiatives are necessary for the development of teacher assessment practices.   
The Need for Theoretical Models of Formative Assessment that Integrate Current 
Learning Theories  
Developing theories in the cognitive and measurement sciences highlight the need 
for formative assessment models that parallel new models of learning (Shepard, 2006).  
McMillan (2003) argues that “teachers’ assessment decision making is based in part on 
what will help students obtain deep understanding, and teachers need help in knowing 
what this kind of understanding looks like” (p. 39).  Pellegrino et al. (2001) also assert 
that teachers need learning opportunities to understand how mastery in content domains 
develops over the course of instruction, how assessment tools and practices can be used 
to obtain useful information about development in particular domains and how to guide 
student development in these domains (p. 309).  Yet, classroom assessment models that 
support such training are still lacking.  Shepard (2000) identifies the need for formative 
assessment models that are informed by emerging learning theories and research in 
cognitive science to help guide and support teachers’ assessment practices.  
Models of formative assessment or diagnostic, formative assessment that are 
theoretically conceived, validated, and replicable are lacking in general.  William and 
colleagues’ (2004) study of secondary school teachers in the United Kingdom and their 
approach to formative assessment is one example to illustrate this need.  The researchers 
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introduced teachers to the principles underlying formative assessment but no model of 
classroom action was prescribed.  Instead, teachers were asked to find their own way of 
implementing strategies and techniques suggested by research with action plans that 
specified which aspects of formative assessment they wished to develop in their practice.  
Cluster analysis and multidimensional scaling were conducted to determine if the choices 
of strategies showed any structure.  However, the results “revealed no tendency for 
particular strategies to be found together…the strategies and techniques appeared to be 
relatively independent of one another” (p. 56).  These findings suggest that with no 
coherent model in place, disentangling the effect of the intervention on student 
achievement (reported mean effect size of 0.34) and replicating the approach would be 
difficult.  
Cognitively based approaches to instruction and assessment rest on informed 
professional practice.  However, without formative assessment models that weave 
together theories of learning with advances in assessment science and pedagogy, teachers 
will lack the necessary support to develop the diagnostic expertise needed to make 
informed decisions (Pellegrino et al., 2001).  The ability of teachers to effectively 
implement formative assessment in the classroom and improve learning will rely on 
models that integrate findings from cognitive research in ways that make assessment 
more useful in the context of curriculum and instruction (McMillan, 2003; Shepard, 
2000). 
Addressing the Gap: Research on the PALD Model 
The PALD model addresses the evident gap in the literature base by incorporating 
new theories of learning and jointly drawing from the assessment and instructional design 
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literature (Chatterji, 2006, 2012).  The PALD model tightly aligns ideas from cognitive 
psychology with principles of outcome-based assessment and instruction.  PALD is a 
diagnostic, developmental and dynamic approach to formative assessment that aims to 
address learner needs and reduce learning gaps by embedding domain-referenced, 
developmentally ordered assessments in the instructional cycle and engaging in repeated 
cycles of diagnostic assessment coupled with error analysis, coaching, mediation and 
frequent skill-specific practice opportunities (Chatterji, 2006, 2012; Chatterji & Gordon, 
2007; Chatterji et al., 2009). 
A fundamental principle of the PALD model is the belief that cognition is 
developmental and modifiable (Chatterji et al., 2009).  Theories on cognitive 
modifiability and mediation are deeply rooted in the works of Vygotsky (1978) and 
Feuerstein et al. (1979).  Vygotsky (1978) stressed the importance of understanding and 
promoting aspects of a child’s mental development that are in the process of maturing 
rather than already developed mental functions.  Critical to the process is the support of 
an experienced mediator (Brown & Campione, 1986).  Paralleling Vygotsky, Feuerstein 
and colleagues (1979) explained that cognitive abilities could be developed depending on 
the presence and quality of appropriate forms of interaction and instruction (Poehner & 
Lantolf, 2005).   
Theories on cognitive modifiability and mediation are the basis for dynamic 
approaches to assessment (Tzuriel, 2000).  The test-intervene-retest approach to dynamic 
assessment (Haywood & Lidz, 2006) involves deliberate mediational processes aimed at 
modifying cognitive functioning (Haywood & Tzuriel, 2002; Tzuriel & Kaufman, 1999).  
PALD transfers the diagnostic dimensions of dynamic assessment to classroom settings 
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in which the teacher would make inferences about the learner’s cognitive functioning, use 
the information to mediate observed learning difficulties, and follow the developmental 
change of the learner in defined subject domains.   
Empirical Studies on the PALD Model 
Early empirical evidence suggests that the PALD model can help support teacher 
development in diagnostic, formative assessment practices and reduce gaps in learning.  
In the formative research and development study by Chatterji et al. (2009), results 
showed higher frequencies of PALD practices by teachers trained in the PALD model 
versus the comparison group.  Teacher practices were identified by a line-by-line content 
analysis of classroom observations in which details of teachers’ assessment practices 
embedded in mathematics instruction were recorded in 30-minute segments by trained 
observers (p. 65).  There were also positive changes in teachers’ attitudes when surveyed 
on “assessment-related attitudinal domains” (p. 65).  In particular, PALD self-efficacy 
and self-efficacy in data use were reported to be statistically significant (effect sizes of 
0.48 and 0.30, respectively).   
In terms of student achievement on selected mathematics domains, fifth and sixth 
grade students with two years of PALD exposure showed the greatest gain in SD units on 
long division and geometry measures (0.38 and 0.47, respectively) using “parallel forms 
assessments” (Chatterji et al., 2009, p. 65).  HLM analysis also indicated that between-
classroom variance in achievement on state standardized tests was reduced by about 7% 
due to PALD participation, with an estimated coefficient of 9.46 (SD=0.28, p=.08) (p. 
69).  Teacher-reported PALD practices also had a statistically significant positive effect 
on test scores with a coefficient of 13.14 (SD=0.39, p=.001). 
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More recently, Chatterji (2012) further synthesized the literature to empirically 
derive and cross-validate a new domain of PALD proficiency indicators using a two-
stage mixed methods design.  Behavioral indicators of diagnostic, formative assessment 
was derived and validated against current literature and qualitative data from a case 
study.  A domain of indicators was synthesized from the literature using domain-
sampling techniques.  Qualitative data were coded using grounded theory analysis.  The 
findings from this study were intended to inform future research and teacher development 
efforts in diagnostic, formative assessment as well as the design of self-report tools.  
A sample of indicators derived from the literature review and case study are 
presented in Table 4.  Theoretically derived indicators are presented in the left panel.  
Indicators derived from a coaching session are listed in the right panel.  However, 
findings from the study were limited to data from one classroom teacher.  Chatterji 
advises that content-based validation and cross-validation of the PALD domain with 
multiple classroom data should continue (p. 20).  The proposed study is intended to 
extend and validate the development and research efforts of the PALD model. 
Table 4 A Sample of PALD Practice Indicators Derived from Literature Review and 
Coaching Session 
Indicators derived from literature review Indicators derived from coaching session 
1. Design real-world situated tasks to facilitate 
learning  
2. Connect students’ prior learning with new 
learning goals to facilitate learning  
3. Scaffold learning during instruction and 
assessment  
4. Take graduated steps to facilitate learning 
1. Identify learning outcomes from a culminating task 
2. Design developmentally ordered tasks to assess 
mastery of embedded concepts and skills in an unit  
3. Design pre-assessments, homework, and classwork 
exercises for formative assessment of student 
learning needs 
4. Evaluate difficulty of learning goals in relation to 
student background levels 
From “Development and Validation of Indicators of Teacher Proficiency in Diagnostic Classroom 
Assessment: A Mixed Methods Study,” by M. Chatterji, 2012, The International Journal of Educational 
and Psychological Assessment, 9(2), pp. 12 and 17. Copyright 2012 by Time Taylor Academic Journals.  
Reprinted with permission. 
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Need for Validation of the Diagnostic Formative Assessment Model  
Validation of new and emerging cognitively-based, theoretical models of 
formative classroom assessment is needed to further our understanding on how these 
practices are manifested in classrooms while teaching and learning occurs and whether 
observed practices align with theoretical expectations.  The degree in which the 
theoretical indicators of the PALD model concur with observed teacher practices in 
diagnostic classroom assessment is also necessary to improve elements of the PALD 
model.   
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Chapter III: Methods 
This chapter describes the research design, stages of the study, context of the 
study, population and sample, data sources, and analytic procedures. 
Research Design 
The study employed a sequential, mixed methods design with qualitative analysis 
followed by quantitative analysis techniques.  An overview of the research questions 
aligned to data sources and analytic methods is presented in Table 5.   
Table 5 Methodological Overview 
Research question Data sources Method of analysis 
1. To what extent are the theoretical elements of 
the PALD classroom implementation model 
validated based on qualitative analysis of 
records of teacher classroom practices?  To 
what extent do teachers’ practices depart from 
the original PALD model?   
a. Running records of teachers’ 
observed assessment practices  
b. Journal records kept by 
teachers as portfolio records 
c. Coaches’ records of teachers’ 




2. Given the practice indicators derived from 
classroom data, what are the groupings of 
indicators that emerge from a quantitative 
cluster analysis?  What meanings can be 
attributed to the indicator clusters that suggest 
an underlying theory of diagnostic, formative 
assessment?  How consistent are the clusters 
with broad indicators of the PALD model? 




3. What revisions are warranted to the PALD 
model based on empirically derived indicators 
of PALD? 
Data generated from qualitative 
and quantitative analysis of 







The study was carried out in two stages.  The first stage involved grounded theory 
analysis of the empirical data from classrooms and teachers.  In the second stage, themes 
that emerged from the classroom data were statistically grouped through cluster analysis.  
Themes derived from teachers’ classroom data were treated as equivalent to practice 
indicators of diagnostic, formative assessment.  The two stages of analysis are discussed 
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separately next.  Each discussion reiterates the rationale for the chosen methods of 
analysis and provides details of analytic procedures. 
Original Research Context for Empirical Component of Study  
Following development, the PALD model was field-tested in four elementary 
schools in a school district in Rockland County, New York (Chatterji et al., 2009).  The 
district has a large population of high-needs families (Chatterji & Gordon, 2004).  The 
National Science Foundation sponsored the original study from 2005-2008 (Chatterji & 
Gordon, 2007).  A total of 14 teachers from Grades 5 and 6 participated in the original 
study, “with the remaining classrooms in the same schools serving as comparison 
classes” (Chatterji et al., 2009, p. 60).  Schools and teachers elected to participate in the 
study following a presentation by the lead researcher to district officials and school 
principals on the PALD approach. 
PALD was implemented during math instruction.  Mathematics was the subject of 
focus as this was a subject area that students in the district, particularly minority groups, 
struggled to master.  The study utilized New York state mathematics content standards, 
which were adopted by the district in the form of curriculum maps.  The maps served as 
guiding frameworks for designing classroom assessments (Chatterji et al., 2009).   
Teacher Participants in Original Study   
From the original group of 14 participant teachers, 11 teachers remained in the 
study through the end of the second year.  Three teachers from Grade 5 “had either 
moved or were on leave for medical reasons” (Chatterji et al., 2009, p. 64).  Although 
special education classes were excluded from the project, treatment classrooms included 
a few children with mild behavioral and learning disabilities (p. 64).  In terms of gender, 
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six (55%) were male teachers and five (45%) were female teachers.  Ethnically, one (9%) 
teacher was Black and ten (91%) teachers were White.  All 11 teachers were certified at 
the elementary level and held a Master’s degree in education (p. 64).  
For two consecutive years, treatment teachers “received formal training in 
diagnostic strategies rooted in the theory underlying the PALD model” (Chatterji, 2012, 
p. 5).  Teacher capacity-building efforts in the PALD model included “site visits, 
strategic workshops, and PALD modeling by the research team via demonstration 
lessons/units” (Chatterji et al., 2009, p. 63).  Ongoing email communications provided 
additional support.  In the second year, teachers also received “classroom coaching visits 
by a joint team of university-based, assessment coaches and a district-based, mathematics 
education consultant” (p. 63). 
Present Study: Empirical Data Sources   
The present study involved a secondary analysis of data gathered from the 
original study, focusing on the 11 teachers who remained in the sample for the two-year 
period.  Comparison group teachers have been excluded from the present data set.   
A summary of the previously unanalyzed data sources utilized in the present 
investigation is provided in Table 6 (see Appendix C for examples of data sources).  As a 
member of the original research team, the author of this dissertation was trained in data 
collection procedures and participated in the collection of running records.  She also 
documented classroom assessment practices as an assessment coach.  Data collection 
procedures from the original PALD study, including training of the research team and 
justification for secondary analysis of data collected from another study with a different 
purpose are discussed in the following sections.   
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Table 6 Summary of Data Sources 
 Number of records 
Data source Year 1 Year 2 




2. Journal and portfolio records kept by teachers who received 
professional development in the PALD approach  
— 9 
3. Coaches’ records of classroom assessment practices of teachers who 
received professional development in the PALD approach 
— 11 
 
Data Collection Procedures 
Running records.  These data were collected between 2006 and 2007 from 11 
classrooms in four schools during the original PALD study.  Matrix sampling was 
employed to randomly select teachers for observations by school and grade.  In Year 1, 
seven (7) treatment classrooms were observed for 30 minutes each during math 
instruction from February to March, 2006.  In Year 2, eight (8) treatment classrooms 
were observed for 30 minutes each during math instruction from May to June, 2007.  
Records were taken by trained observers from the research team.  For all observations, 
running records involved verbatim and detailed noting of events as they unfolded.  Events 
were documented word for word and at no time did observers make “judgments or 
interpretations” of the events recorded (Chatterji et al., 2009, p. 65) (See Appendix C1).  
Teacher journals and portfolios.  Teachers participating in the PALD project 
were also asked to keep portfolio records of their applications of the PALD model during 
the duration of the study (Chatterji et al., 2009, p. 63).  Their portfolios included specific 
examples of their efforts as well as reflections on their assessment practices.  Teacher 
portfolios were collected from nine (9) of 11 teachers in June 2007, or the end of the 
second year (See Appendix C2).  
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Coaching records.  Assessment coaches also documented their observations of 
treatment classrooms (n=11) during mathematics instruction in order to provide 
individualized feedback in the second year (see Appendix C3).  Each classroom was 
observed for an entire period of math instruction.  On average, instruction lasted 40 to 45 
minutes in duration.  Coaches then had a debriefing session with teachers, providing them 
with detailed feedback on PALD implementation.  Coaches’ records of classroom 
assessment practices were documented for all 11 classrooms.  
Justification for Secondary Data Analysis in Current Study   
For the purpose of the current study, all previously analyzed empirical data in raw 
form were reanalyzed and supplemented with new analysis of added data sources to 
answer the new research questions (see Table 5).  Analysis of the existing dataset was 
appropriate to comprehensively determine to what extent the theoretical facets of the 
PALD model were corroborated by actual teacher classroom practices.  Some classroom 
practices are captured in-between and during different phases of the instructional cycle 
(e.g. error analysis of students’ work), thus there was a need to analyze multiple data 
sources from classrooms and teachers and examine findings holistically.  The analytic 
procedures—grounded theory analysis and cluster analysis—are discussed in greater 
detail in the following sections.  
Stage One of Study: Grounded Theory Analysis of Empirical Data Sources   
Grounded theory methodology was the chosen qualitative research approach in 
coding the three data sources from teachers’ classrooms.  When presented with 
qualitative data as narratives, text, fieldnotes or documentation, grounded theory methods 
offer systematic procedures for coding and analysis (Strauss & Corbin, 1998).  Theory is 
   
61 
inductively developed by constant interaction with the data and there is no attempt to 
impose a theory from another study onto the data (B. G. Glaser & Strauss, 1967; 
Maxwell, 2005).  Coding is the central process by which theories are built from data; 
implicitly or explicitly, codes embody the assumptions underlying the analysis (Strauss & 
Corbin, 1998).  Thus, as Miles and Huberman (1994) explain, it is the meaning of the 
words, rather than the words themselves that matters.  
In this study, themes (as indicators of diagnostic and formative assessment 
practices) were obtained inductively from classroom data.  Behaviors of teachers trained 
in the PALD model were recorded as they occurred naturally during observations.  
Systematic coding of the data involved a rigorous strategy in which the data were coded 
line-by-line; no prefabricated start list of codes were used (Strauss & Corbin, 1998).  The 
analytic process of coding generated categories of themes, patterns or concepts directly 
from the data.  Themes were coded and noted on the margins of each classroom record as 
they emerged during the analysis (Miles & Huberman, 1994).  Frequency counts were 
also recorded to discern whether a theme was common or more rare (Miles & Huberman, 
1994).  Throughout the analytic process, assigning units of meaning to pieces of data was 
explicit and themes were compared to each other to ensure that the same codes were 
given to similar incidents (Strauss & Corbin, 1990).  Appendix D provides an example of 
how line-by-line analysis was applied to a running record.  
As coding proceeded, categories of themes and the connections between 
categories were specified by axial coding (Strauss & Corbin, 1998).  By examining how 
they were associated with each other, themes were categorized according to similar 
properties and dimensions (Strauss & Corbin, 1990).  Through constant interaction with 
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the data, thematic categories of observable practice indicators were extracted, organized 
and labeled.  
Interactions and behaviors that were not observable indicators of PALD practices, 
such as general classroom instruction and class management, were also coded as Non-
PALD or other classroom practice descriptors.  It was necessary to distinguish these 
behaviors from PALD practices when making inferences of the intended behavior from 
the data and its context.  The data were repeatedly analyzed at the most detailed level for 
identification of verbal and non-verbal indicators of PALD and Non-PALD practices.  
The aim was to produce an exhaustive list of coded themes, each explicitly defined and 
mutually exclusive (Strauss & Corbin, 1998).   
The extracted themes (practice indicators) were compared with the theoretical 
indicators of the PALD model (e.g., Was there evidence of proximal assessment in the 
form of verbal probing?  Were teachers mediating following probing?  Were there 
repeated cycles of probing and mediation?).  The degree of match was examined to 
determine to what extent teachers’ actual practices concur with the theoretical elements 
of the PALD classroom model.  
The domain of extracted themes was also examined across all four schools in 
order to determine the relevance of each theme by their repeated presence or absence.  In 
order to compare, examine and identify relevant themes, analysis was guided by the 
following questions: Is there evidence of this theme at each school site?  What is the 
specific school context and does it explain the variation in distribution of themes across 
schools?  What other conditions would explain the variations observed within and across 
schools?  
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Inter-rater agreement.  Inter-rater agreement (Tinsley & Brown, 2000) was 
assessed for a sample of teachers’ classroom data coded by the researcher and the author 
of the PALD model to determine accuracy and consistency in the coding process. Each 
rater coded two excerpts from running records with inter-rater agreements of 78.3% and 
64.9%, respectively, showing an average of 71.6% (see Appendix E).  
Stage Two of Study: Cluster Analysis of Practice Indicators Derived from Empirical 
Data Sources 
 As a statistical classification technique, cluster analysis was the chosen 
quantitative method for analyzing the coded themes derived from grounded theory 
analysis of teachers’ classroom data.  The goal was to group similar variables that 
showed similar patterns or connections over the group of teachers.  Cluster analysis is an 
exploratory data analysis technique for organizing observed data (e.g. people, things, 
events) into meaningful taxonomies, groups or clusters that are relatively homogenous 
within themselves but heterogeneous when compared together based on a defined set of 
variables (Romesburg, 2004).  Items identified to fall within a cluster are similar in some 
way to each other but dissimilar to those in other clusters based on certain characteristics.  
No prior knowledge about what clusters may arise is known (Aldenderfer & Blashfield, 
1995), with groupings or clusters defined through the analysis of the data.  Miles and 
Huberman (1994) write, “Clustering is a tactic that can be applied at many levels to 
qualitative data…to understand a phenomenon better” (p. 249).  Applied to this study, 
cluster analysis indicated which practice indicators were closely related during a PALD 
cycle and which indicators were distant.    
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Criteria and justification for clustering technique and algorithm.  
Hierarchical cluster analysis was the chosen procedure used to analyze the data.  
Hierarchical clustering is appropriate when there is no prior knowledge of how many 
clusters may be present (Everitt et al., 2011).  Hierarchical clustering uses the 
dissimilarities or distances between cases or variables when forming clusters (Xu & 
Wunsch, 2009).  In this study, variables (themes as practice indicators) were clustered. 
Median linkage (Gower, 1967) was the cluster method (clustering algorithm) by 
which clusters were formed in this study.  In median clustering, “the centroids of the 
constituent clusters are weighted equally to produce the new centroid of the merged 
cluster” (Everitt et al., 2011, p. 77).  Compared to other hierarchical clustering methods, 
this method helps “to avoid the objects in the more numerous of the pair of clusters to be 
merged dominating those in the smaller cluster” (Everitt et al., 2011, p. 77) and is less 
sensitive to outliers (SAS Institute Inc., 1999).  Clusters may be identified based on 
distance measures, such as the Euclidean distance, or measures of association, such as 
Pearson’s correlation.  In this study, the Pearson correlation coefficient served as the 
measure of association among the centroids of clusters (Xu & Wunsch, 2009).   
The results of the analysis are summarized in the agglomeration schedule and 
dendrogram.  The agglomeration schedule indicates which “clusters are combined at each 
stage of the cluster procedure” (Landau & Everitt, 2004, p. 321).  Similar themes have a 
large coefficient value.  The dendrogram is a tree-like diagram of the whole clustering 
procedure (Everitt et al., 2011, p. 88).  Borgen and Barnett (1987) explain, “As objects 
are combined, the branches of the diagram become larger and larger until the trunk is 
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reached.  Objects on the same branches are thus more closely related to each other than to 
those on other branches” (p. 457). 
Description of procedures in cluster analysis.  The first step in the process was 
to set up the database in SPSS.  Teachers were entered as cases (rows) and practice 
indicators as variables (columns).  For each case, frequency counts were recorded for 
each variable by data source (running records, portfolio records and coaches’ records). 
Appendix F provides an excerpt of the data set and list of corresponding themes for 
reference.   
Second, the variables were grouped by hierarchical cluster analysis using median 
linkage as the clustering method and Pearson correlation coefficient as the distance 
measure.  Variables with four or less observed frequencies were excluded to eliminate 
noise, irrelevant, or weakly relevant data that may hinder data analysis.  Third, the 
number of clusters was visually determined by “cutting the dendrogram at an appropriate 
level” (Xu & Wunsch, 2009, p. 32).  The cutting point was determined by a large change 
in the linking distance, indicating reasonably distinguished clustered groups (Landau & 
Everitt, 2004).  When a line of demarcation could not be clearly drawn, judgment was 
made by visual examination to identify groups or subgroups of clusters that were clearly 
identifiable in terms of meaningful attributes (Rapkin & Luke, 1993).   
The results indicated hierarchical relationships among themes and suggested if the 
groupings by cluster analysis correspond with how practices are assumed to be related or 
function together according to the theoretical PALD model (see Table 2).  Consultation 
for this work was received from Dr. James E. Corter, Professor of Statistics and 
Education, at Teachers College, Columbia University. 
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Three separate cluster analyses were carried out to obtain a better understanding 
of the data and the relationship between grouped indicators.  Table 7 provides an 
overview of each analysis, the data source, and sample size.  Practice indicators were first 
grouped based on recorded frequencies from running records.  The second analysis 
grouped practice indicators based on data from teachers’ portfolio records.  The last 
analysis grouped practice indicators based on combined data from all three data sources 
from treatment classrooms given that certain practices may not be observed during one 
observation and some practices are more likely to occur in-between instructional cycles 
such as developing diagnostic assessments and recording data to track student progress.  
Only teachers with data from all three data sources were analyzed in the third phase.   
Table 7 Overview of Each Cluster Analysis 
Phase Description n 
1 Group practice indicators based on recorded frequencies from running records of 
treatment teachers 
15 
2 Group practice indicators based on recorded frequencies from portfolio records of 
treatment teachers 
9 
3 Group practice indicators based on combined frequency counts from running 
records, portfolio records and coaches’ records of treatment teachers 
8 
Note. n=number of data sources or records. 
Triangulation and Cross-Validation 
The overall accuracy of the study was improved by triangulating the findings 
(Creswell, 2005, 2009; Creswell & Plano-Clark, 2007).  Using multiple data sources and 
analytic techniques, the results from the study were cross-validated for consistency and 
corroboration (see Figure 2).  Themes (practice indicators) derived from classroom data 
were compared and contrasted side by side to the theoretical indicators of the PALD 
model in order to determine similarities and differences.  Cluster analysis also verified or 
refuted patterns among the themes.  Based on these comparisons, the PALD model and 
its core indicators were reframed accordingly.  According to Creswell and Plano-Clark 
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(2007), inquiries can be enhanced by corroborating evidence from different and multiple 
sources that are complementary and together can provide better perspective on the topic 
of study.   
 
Figure 2. An overview on the triangulation and cross-validation of findings. 
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Chapter IV: Results 
This chapter begins by presenting the findings from grounded theory analysis of 
empirical data from treatment classrooms and teachers, thus addressing the first research 
question.  Results from hierarchical cluster analysis of themes derived from thematic 
coding are described thereafter.  Triangulation and cross-validation of findings from both 
analytic techniques against the theoretical indicators of the PALD model are addressed 
next.  The chapter concludes by presenting a revised PALD model based on cross-
validated findings and offers the beginnings of an observation codebook that can be used 
for teacher training and development in diagnostic, formative assessment. 
Grounded Theory Analysis of Running Records 
Overall findings.  See Table 8.  A total of 76 themes were extracted from 15 
running records.  This involved analysis of 1430 lines of coded text.  Indicators (or 
specific themes) were organized around four (4) general themes (see Table 8, A-D).  The 
general themes were: (1) develops lesson plans and assessment tied to specified learning 
outcomes; (2) delivers instruction and embeds PALD cycles to identify and mediate 
learning gaps; (3) uses formative assessment results to revise learning goals, lesson plans, 
instructional strategies, and assessments; and (4) engages in other classroom practices 
and behaviors.   
The general theme, delivers instruction and embeds PALD cycles to identify and 
mediate learning gaps, was also broken down into 12 subcategories based on specific 
properties and dimensions.  For example, during the instructional cycle, communication 
of learning outcomes is distinguished separately from engaging in probing and mediation 
based on conceptual differences in terms of teacher action and interaction.  All themes 
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were also organized as behavior-based indicators specific to the role of the teacher or 
student. 
To interpret the results that follow, refer to Table 2 (Chapter 1).  Of the total 
themes derived, eight (8) were identified as PALD-specific indicators, 40 were identified 
as other classroom practices aligned with the general theory of formative assessment.  
The remaining 28 indicators were categorized as general classroom practices and 
behaviors.  A total of 1582 instances of observed practices were coded. 
Irrespective of school setting, two PALD practice indicators—mediates, coaches, 
and provides targeted feedback (f=177, 11.2%) and probes in instructional context 
(f=175, 11.1%)—had the highest observed frequencies overall.  In addition, there was 
also moderate to low instances of the following PALD indicators: conducts error analysis 
of student responses (f=70, 4.4%); encourages student metacognition (f=49, 3.1%); 
embeds exercises in instruction for formative assessment (f=21, 1.3%); embeds paper and 
pencil tasks for formative assessment (f=17, 1.1%); introduces task tied to learning 
outcome as planned practice (f=16, 1.0%); and designs developmentally ordered, 
diagnostic self-made assessments tied to learning outcomes (f=4, 0.3%). Collectively, 
these findings are consistent with the theoretical PALD indicators delineated earlier in 
Table 2 (Chapter 1).  Although there were fewer instances of teachers designing 
diagnostic assessments, these findings were to be expected since some practices involved 
pre-instruction planning that could not be examined in the 30-minute lesson observation. 
High incidences of two themes—student provides content-related response to 
probing question (f=127, 8.0%) and student provides content-related response when 
teachers mediates, coaches, and gives feedback (f=78, 4.9%)—indicate a teacher-student 
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interaction that occurred when teachers probed for understanding and purposefully 
intervened and mediated student learning with domain-specific instruction.  
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Table 8 Themes as Practice Indicators Derived from Running Records 
 School  








General and specific practice indicators f f  f  f  Total (%) 
A. Develops lesson plans and assessments 
tied to specified learning outcomes 
     
1. Plans instruction and assessment 
tied to learning outcomes (T) 
2 1 3 2  8 (0.5) 
2. Designs developmentally 
ordered, diagnostic self-made 
assessments tied to learning 
outcomes (T) (PALD-specific 
indicator) 
2 0 1  1  4 (0.3) 
B. Delivers instruction and embeds 
PALD cycles to identify and mediate 
learning gaps 
     
Communicates learning outcomes      
1. Communicates learning 
expectation at beginning of 
instruction (T) 
4  5  0  4  13 (0.8) 
2. Explains expected learning 
outcome (T) 
0  1  0  0  1 (0.1) 
3. Revises expected learning 
outcome (T) 
0 1  0  1  2 (0.1) 
4. Confirms students have written 
down learning outcome (T) 
0  1  0  1  2 (0.1) 
Engages in direct instruction      
5. Provides direct instruction linked 
to learning outcome (T) 
3  7  0  5  15 (0.9) 
6. Takes gradual and 
developmentally sequenced steps 
to scaffold learning (T) 
1  10  9  6  26 (1.6) 
7. Employs instructional strategy to 
facilitate learning (T) 
0  2  1  4  7 (0.4) 
8. Provides content-related response 
to student content-related 
question (T) 
0  2  0  2 4 (0.3) 
Embeds formative assessments      
9. Embeds exercises in instruction 
for formative assessment (T) 
(PALD-specific indicator) 
3  9 8  1  21 (1.3) 
10. Embeds paper and pencil tasks 
for formative assessment (T) 
(PALD-specific indicator) 
3  4  2  8  17 (1.1) 
11. Situates learning/task in real 
world context (T) 
1 4 0  6  11 (0.7) 
Note. Nrunning records=15; ntu=text units; Ntotal text segments=188+438+361+443=1430; T=teacher; S=student. 
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Table 8 (continued) 
 School  








General and specific practice indicators f  f  f  f Total (%) 
Analyzes errors      
12. Conducts error analysis of 
student responses (T) (PALD-
specific indicator) 
10 18  21  21  70 (4.4) 
Engages in probing and mediation      
13. Probes in instructional context 
(T) (PALD-specific indicator) 
35  54  47  39  175 (11.1) 
14. Probes to elicit more detailed 
content-related response (T) 
1  7  7  9  24 (1.5) 
15. Clarifies or elaborates student's 
response during probing (T) 
1  1  0  0  2 (0.1) 
16. Probes for alternative strategy to 
solve task (T) 
0  1 2  1  4 (0.3) 
17. Mediates, coaches, and provides 
targeted feedback (T) (PALD-
specific indicator) 
31  38  58  50  177 (11.2) 
18. Affirms and/or clarifies content-
related response (T) 
13  18  20  40  91 (5.8) 
Reviews and provides planned practice      
19. Reviews, reinforces or re-teaches 
concepts (T) 
0  13  5  9  27 (1.7) 
20. Asks to confirm understanding of 
concept (T) 
1  6  13  3  23 (1.5) 
21. Encourages student to express 
understanding of concept in own 
words (T) 
3  0  0  0  3 (0.2) 
22. Introduces task tied to learning 
outcome as planned practice (T) 
(PALD-specific indicator) 
3  6  4  3  16 (1) 
Engages in task specific questioning and 
instruction 
     
23. Engages in task-specific 
questioning (T) 
5  41  18  19  83 (5.2) 
24. Affirms student's answer to task 
(T) 
1  23  18  8  50 (3.2) 
25. Summarizes and explains answer 
to task (T) 
0  5  3  6  14 (0.9) 
26. Provides answers to homework 
assignment (T) 
0  2  0  0  2 (0.1) 
Repeats formative assessment cycle      
27. Repeats formative assessment 
cycle (T) 
0  0  0  1  1 (0.1) 
Note. Nrunning records=15; ntu=text units; Ntotal text segments=188+438+361+443=1430; T=teacher; S=student. 
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Table 8 (continued) 
 School  








General and specific practice indicators f  f  f  f  Total (%) 
Encourages metacognition      
28. Encourages student self-
assessment/metacognition (T) 
(PALD-specific indicator) 
8  14  14  13  49 (3.1) 
Creates an engaging learning environment      
29. Engages student dialogue 
relevant to instruction and 
assessment (T) 
1  4  3  3  11 (0.7) 
30. Creates supportive learning 
environment (T) 
0  0  2  4  6 (0.4) 
31. Encourages collaborative 
learning in small/large groups (T) 
1  3  1  0  5 (0.3) 
Negatively-oriented teacher practices      
32. Gives unclear feedback to 
student (T) 
0  1  0  0  1 (0.1) 
33. Uses assessment to teach to the 
district test (T) 
0  0  1  2  3 (0.2) 
Student responses and requests during 
instruction and assessment 
     
34. Provides content-related response 
to probing question (S) 
20  38  38 31  127 (8) 
35. Provides detailed content-related 
response when probed (S) 
1  5  5  11  22 (1.4) 
36. Provides alternative strategy to 
solve task when probed (S) 
0  0  3  1  4 (0.3) 
37. Provides incomplete content-
related response to probing 
question (S) 
1  3  3  1  8 (0.5) 
38. Provides content-related response 
when teacher mediates, coaches, 
and gives feedback (S) 
2  17  34  25  78 (4.9) 
39. Affirms understanding of 
concept (S) 
1  3  4  1  9 (0.6) 
40. Asks content-specific question to 
confirm understanding (S) 
0  5  2  5  12 (0.8) 
41. Expresses confusion or 
misunderstanding (S) 
0  0  4  0  4 (0.3) 
42. Responds to task-specific 
questioning (S) 
5  43  19  22  89 (5.6) 
43. Requests for more practice 
opportunities (S) 
0  0  1  0  1 (0.1) 
44. Provides peer feedback (S) 0  2  1  0  3 (0.2) 
Note. Nrunning records=15; ntu=text units; Ntotal text segments=188+438+361+443=1430; T=teacher; S=student. 
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Table 8 (continued) 
 School  








General and specific practice indicators f f f f  Total (%) 
C. Uses formative assessment results to 
plan learning goals, lesson plans, 
instructional strategies, and 
assessments 
     
1. Records and monitors student 
progress (T) 
0  0  0  1  1 (0.1) 
2. Formatively uses assessment data 
to plan instruction, curriculum, 
and assessment (T) 
0  0  0  2  2 (0.1) 
D. Engages in other classroom practices 
and behaviors 
     
General teacher classroom practices      
1. Communicates general 
instructions for task (T) 
10  11  4  14  39 (2.5) 
2. Writes instructions to task (T) 3  0  0  0  3 (0.2) 
3. Confirms students understand 
instructions to task 
1  0  0  0  1 (0.1) 
4. Clarifies and explains 
instructions to task (T) 
2  5  0  2  9 (0.6) 
5. Asks to confirm student's 
response (T) 
0  2  0  1  3 (0.2) 
6. Monitors to see students are on 
task (T) 
1  0  0  1  2 (0.1) 
7. Asks general question (T) 1  5  1  7  14 (0.9) 
8. Gives general remark/response 
(T) 
7  13  9  14  43 (2.7) 
9. Provides student time to respond 
to question (T) 
0  0  1  1  2 (0.1) 
10. Provides general classroom 
instruction (T) 
1  9  3  18  31 (2) 
11. Makes class behavior/class 
management comment (T) 
1  1  5  7  14 (0.9) 
12. Controls behavior with reward 
(T) 
0  1  0  0  1 (0.1) 
13. Records student completed 
homework (T) 
1  0  0  0  1 (0.1) 
14. Prepares materials for instruction 
(T) 
0  1  0  2  3 (0.2) 
15. Distributes materials (T) 2  0  0  3  5 (0.3) 
16. Stops instruction (T) 1  0  0  1  2 (0.1) 
17. Listens to school office 
announcement (T) 
1  0  0  0  1 (0.1) 
Note. Nrunning records=15; ntu=text units; Ntotal text segments=188+438+361+443=1430; T=teacher; S=student. 
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Table 8 (continued) 
 School  








General and specific practice indicators f  f  f  f  Total (%) 
General student behavior and responses      
18. Repeats answer when asked by 
teacher (S) 
0  2 0  1  3 (0.2) 
19. Writes response to task on board 
(S) 
0  4  0  1  5 (0.3) 
20. Engages in on-task behavior (S) 1  3  2  5  11 (0.7) 
21. Engages in off-task behavior (S) 0  3 1  5  9 (0.6) 
22. Asks general question about task 
(S) 
0  4  2  2  8 (0.5) 
23. Gives general remark/response 
(S) 
3  15  4  9  31 (2) 
24. Mumbles/response unclear (S) 3  0  0  0  3 (0.2) 
25. Gathers materials for instruction 
(S) 
0  1  0  3  4 (0.3) 
26. Sharpens pencil (S) 2  1  0  0  3 (0.2) 
27. Enters class (S) 1  0  0  0  1 (0.1) 
28. Leaves class (S) 1  0  1  0  2 (0.1) 
Total frequency 206 503 408 469 1582 
Note. Nrunning records=15; ntu=text units; Ntotal text segments=188+438+361+443=1430; T=teacher; S=student.   
Cross-school analysis.  Themes were also examined across school settings to 
determine their relevance by how commonly they were observed.  A total of 28 themes 
were universal across all schools and 12 themes were common across three schools.  In 
terms of PALD indicators, there were frequent instances of probing, mediation, error 
analysis, engaging students to reflect and monitor their own thinking, embedding 
assessments exercises in instruction, embedding paper and pencil tasks for formative 
assessment, and embedding tasks for practice, across all schools.  Additionally, there was 
evidence in three schools that teachers designed developmentally ordered diagnostic 
assessments.  
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The following practices were also observed in all schools: plans instruction and 
assessment tied to learning outcomes, takes gradual and developmentally sequenced 
steps to scaffold learning, formatively examines work with students, probes to elicit more 
detailed content-related responses, affirms students’ content-related responses, confirms 
students’ understanding of concepts, engages in task-specific questioning, affirms 
students’ task-specific responses, and encourages student dialogue relevant to instruction 
and assessment.   
Communicating learning expectations at beginning of instruction, linking 
instruction to learning outcomes, situating learning in real world context, encouraging 
students to examine errors, reviewing and reinforcing concepts, and encouraging 
collaborative learning in small and large groups were practices observed in three schools.  
Relative to these findings, students across all schools frequently provided content-related 
responses to probing questions and mediation, responded to task-specific questioning, 
and affirmed understanding of concepts. 
Surprisingly, there were three instances of teachers teaching to the school 
district’s test, an unanticipated practice that was observed in two schools (Schools C and 
D).  A possible explanation for this finding is the persistent pressure of the state-
mandated testing program that influences teachers’ assessment practices in the classroom.  
It seemed that such practice emanates from current high-stakes testing policies.  While 
teaching to the test and placing emphasis on test preparation activities are in contradiction 
to the PALD philosophy, teachers may have found it difficult to implement PALD 
practices at the expense of test scores required for accountability and the consequences 
attached to state test performance. 
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It should also be noted that School A had a reduced number of coded text units 
compared to the other three schools.  In reviewing the data, two of the three running 
records from School A were recorded during the instructional cycle when students were 
primarily engaged in independent or group work.  Thus, there were fewer recorded events 
of teachers’ observed assessment practices. 
Patterns and relationships among major themes.  Findings were situated in the 
context of the data to identify meaningful patterns and connections between frequently 
observed themes.  What unfolded from the analysis was a particular sequence of practices 
that was observed across all four schools, consistent with the PALD approach.  First, the 
PALD cycle began with an exercise embedded in instruction that teachers used for 
diagnosis and formative assessment.  Next, teachers repeatedly asked probing questions 
to make students’ thinking explicit and explore their conceptual levels of understanding 
as they taught.  When probing, questions were often open-ended and challenged students 
to articulate their thoughts.  By evaluating students’ responses and accessing students’ 
thoughts “in the moment”, teachers seemed to identify patterns of errors and deficient 
cognitive functions.  This was one form of error analysis.  Mediation followed to target 
misconceptions and fill missing knowledge structures with domain-specific feedback.  
Teachers also promoted metacognitive skills.  Lastly, to reinforce newly acquired 
concepts and extend learning, teachers tended to provide some planned practice and 
other extension activities.  This sequence was largely consistent with the PALD cycle in 
Figure 1 and Table 2 (Chapter 1), but occurred as teachers were teaching and without the 
use of formal tests or assessments. 
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The next two excerpts that follow illustrate the observed sequence of practices 
and how the themes were operationally expressed in such an implementation of the 
PALD model.  Transcript units are numbered in the left column for ease of referencing.  
Units of text that did not highlight relevant points such as “student is engaged in off-task 
behavior” were omitted to remove redundant data from the example for the reader; 
ellipses indicate where the data are omitted.  Themes pertinent to the discussion are 
provided after each sentence.  Names have been changed to preserve confidentiality. 
The first running record begins with an assessment task that was embedded during 
instruction to formatively assess students’ comprehension of algebraic operations. 
Line 1 Teacher: Answer this now. (Writes 4+3(42)) [Embeds assessment 
task during instruction (PALD-specific indicator)] 
Line 2 Student:  You do 4 square first  
Line 3 Teacher: She’s doing the bracket first. [Affirms student’s content-
related response] 
Line 4 Teacher: I’m going to put this here again (Writes PEMDAS). 
Please excuse my dear aunt... [Provides content-specific 
information to reinforce concepts]  
Line 5 Student: Dear aunt Sally  
Line 6 Teacher: And what do they mean? [Probes in instructional context 
to elicit student’s understanding of vocabulary in relation 
to the order of operations (PALD-specific indicator)] 
Line 7 Students:  (Jumbled) Parenthesis, exponents, multiply, divide, add, 
subtract  
Line 8 Teacher: And these two are (pointing to M and D)? [Probes to 
confirm student’s understanding of vocabulary in relation 
to the order of operations (PALD-specific indicator)] 
Line 9 Student: Interchangeable.  
Line 10 Teacher: Interchangeable. Very good. [Affirms student’s content-
related response] 
Line 11 Teacher: Sally says we have to do this (pointing to the 42). Now 
what? [Probes deeper to explore student’s procedural 
knowledge (PALD-specific indicator)] 
Line 12 Student: Rewrite 
  … 
Line 13 Teacher: (Writes 4+3(16) on the board) Then? [Probes deeper to 
explore student’s procedural knowledge (PALD-specific 
indicator)] 
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Line 14 Student: 4 plus (mumbles) …no, no, no, no, erase it!  
Line 15 Teacher: Okay, we’ll erase it. (Erases the part) Look carefully. 
[Identifies conceptual error based on student’s response 
and provides feedback to redirect thinking (PALD-specific 
indicator)] 
Line 16 Teacher: (To the rest of the class, students raising hands) Let her 
figure it out. [Encourages metacognition by giving the 
student time to think about what s/he knows in relation to 
the concept (PALD-specific indicator)] 
Line 17 Teacher: (To the student) Any of these (pointing to PEMDAS) look 
like this? [Recognizes a cognitive block based on 
student’s non-response and mediates immediately with 
targeted feedback to guide student’s thinking (PALD-
specific indicator)] 
Line 18 Student: Multiply  
Line 19 Teacher: Multiplication? What are we multiplying? [Continues to 
mediate with probing question to redirect student’s 
thinking (PALD-specific indicator)] 
Line 20 Student: 7  
Line 21 Teacher: No, we can’t do 7 yet. What do we need to check? 
[Continues to mediate by providing targeted feedback to 
redirect student’s thinking (PALD-specific indicator)] 
Line 22 Student: PEMDAS  
Line 23 Teacher: We did parenthesis, no, we did exponents in the 
parenthesis. We still have the parenthesis. What’s 3 times 
16? [Continues to mediate by coaching and providing 
domain-specific feedback to fill missing knowledge 
structure in relation to the order of operations (PALD-
specific indicator)] 
Line 24 Student: 48  
Line 25 Teacher: Okay. Well, 3 times 6 is 18 and 3 times 16 is 48. Good 
job. [Affirms student’s content-related response] 
Line 26 Teacher: And now what do I do? Now you have it. 4 plus 48. 
[Continues to mediate by probing and coaching (PALD-
specific indicator)] 
  … 
Line 27 Student: 52.  
Line 28 Teacher: Yes, 52. [Affirms student’s content-related response] 
Line 29 Teacher: Now, Sally, notice. You were able to do these (pointing to 
above), then you can do this. [Provides words of praise 
and encouragement to increase student affect and to 
create a supportive learning environment] 
Line 30 Teacher: So, one more time. One more time for everybody. Class 
problem. I’ll start off easy. Here’s your first one. Y equals 
2. 7 plus 4 parenthesis y square (Writes y=2 7+4(y2) on 
the board). [Introduces new developmentally ordered task 
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tied to learning outcome as planned practice during 
instruction (PALD-specific indicator)] 
 
The task required students to work through the computations of the problem by 
applying the order of operations (Line 1).  Students were first probed to recall each 
operation based on the acronym, PEMDAS (Line 6).  The teacher continued to explore 
students’ thinking with a series of probing questions (Lines 8, 11, and 13).  The purpose 
of probing was to elicit and gather evidence of students’ understanding and determine the 
skills that they still needed to acquire.  Posing a range of questions also gave students 
multiple opportunities to express their understanding.   
Based on responses to the probing questions, the teacher diagnosed that one 
student had incorrectly ordered the operations needed to solve the problem (Line 15).  
Before intervening, the student was prompted to formatively examine the processes of 
his/her own thinking; providing learners with opportunities to reflect on their work can 
help them internalize metacognitive strategies (Line 16).  The teacher mediated by 
redirecting the student’s thinking with probing questions, coaching, and targeted 
feedback gradually and proximally as errors were detected, thus developing the child’s 
cognitive function and ability to learn (Lines 17, 19, 21, 23, and 26).  To reinforce 
concepts, the whole class was given a developmentally ordered task to further engage 
with the material as planned practice (Line 30).  
Once again in the second example, the PALD cycle began with an assessment 
task on the order of operations (Line 1).   
Line 1 Teacher: Let’s try this. 15 divided by 5 times 3. (Writes 15÷5x3=)  
[Embeds assessment task during instruction (PALD-
specific indicator)] 
Line 2 Teacher: I would do what here? You said you’d do multiplication 
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first? [Probes in instructional context to elicit student’s 
understanding of the order of operations (PALD-specific 
indicator)] 
Line 3 Student: Yes. 
Line 4 Teacher: I would do division first. [Identifies conceptual error 
based on student’s response and provides feedback to 
redirect thinking (PALD-specific indicator)]  
Line 5 Student: But you’re confusing me now. Before you said do 
multiplication first. 
Line 6 Teacher: I’ve been saying from left to right all along and this is 
how you remember it. So, let’s try my way first. 
[Mediates with targeted feedback and demonstration to 
correct misconception and reinforce concepts (PALD-
specific indicator)] 
Line 7 Teacher: Very often, you forget, and now we’re looking back at it, I 
would do what first here? [Encourages metacognition by 
asking students to reflect on their procedural knowledge 
in relation to the order of operations (PALD-specific 
indicator)] 
Line 8 Student: Division. 
Line 9 Teacher: Divide. So, it’s 15 divided by… [Affirms student’s 
content-related response and continues to mediate by 
coaching student through the procedural steps of the task 
(PALD-specific indicator)] 
Line 10 Student: 15 divided by 5. 
Line 11 Teacher: (Forming a “V” below 15 and 5, writing 5 at the bottom 
tip of the V) Then? [Affirms student’s content-related 
response and continues to mediate by demonstration and 
probing (PALD-specific indicator)] 
Line 12 Student: 3 times 3 
Line 13 Teacher: (Writes 3 x 3) Then? [Affirms student’s content-related 
response and continues to mediate by demonstration and 
probing (PALD-specific indicator)] 
Line 14 Student: Equals 9 
Line 15 Teacher: (Writes =9) Good. Let’s try the other way. What would it 
get? If I did multiplication first, then I would do 15, then 
divided by 15 (brackets 5x3, writes 15÷15 =1) What 
would the answer be? [Affirms student’s content-related 
response and continues to mediate by probing and 
demonstrating how the student originally engaged with 
the task to make the error evident to the student (PALD-
specific indicator)] 
Line 16 Students: One. 
Line 17 Teacher: One. So, I’d have 2 answers. 1 or 9. Which answer would 
be correct? [Affirms student’s content-related response 
and continues to mediate with targeted feedback and by 
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probing to redirect student’s thinking (PALD-specific 
indicator)] 
Line 18 Teacher: 9. Because it’s multiply and divide from left to right. And 
then? What do you think about addition and subtraction? 
[Continues to mediate by probing and providing targeted 
feedback to reinforce concepts and justify order of 
operations (PALD-specific indicator)] 
Line 19 Student: Left to right. 
Line 20 Teacher: Left to right. [Affirms student’s content-related response] 
  … 
Line 21 Teacher: I want each of you to take this problem and look at it right 
now.  Using what you know, I’d like you to try and work 
with the problem on your own. [Introduces new task tied 
to learning outcome as planned practice during 
instruction (PALD-specific indicator)] 
 
The teacher probed to elicit responses from students in order to diagnose 
particular learning difficulties and to explore what type of mediation is required for the 
current learning targets (Line 2).  At first, one student expressed confusion and some 
resistance when the teacher attempted to clarify the misunderstanding (Line 5).  To 
reconcile the error and remove the cognitive conflict, the teacher mediated and provided 
concentrated feedback with active demonstration (Lines 6, 9, 11, 13, 15, 17, and 18).  
Rather than tell the student how to obtain the correct answer, the teacher used the 
student’s misconception and how s/he engaged with the task as a way to model and 
convey a rationale for the correct sequence of operations needed to solve the problem.  
Through this reciprocal remediation interaction, the teacher made the error transparent 
and helped foster metacognitive abilities as students actively contributed to the learning 
process.  The teacher introduced another task at the end of the cycle to further the 
understanding of the whole class and solidify concepts (Line 21).  
Both examples highlight the frequent teacher-student dialogue that occurred 
during sequences of probing, error analysis, and mediation with frequent feedback as 
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teachers taught and modeled.  In addition, teachers affirmed or extended students’ 
responses to probing questions, mediation or other corrective strategies during PALD 
cycles.  These interactive exchanges were to be anticipated as they allowed teachers to 
assess leaner needs when students verbalized their thinking.  The level of student 
engagement, as indicated by high frequencies of student responses (see Table 8), 
suggested that students were listening, processing the information, and thinking through 
their responses in observed classes.  The findings imply that students were actively 
involved in the process of constructing their own knowledge.  High incidence of student 
responses further suggested how PALD was used in an ongoing manner.  “Proximal 
assessment for learner diagnosis” occurred close to where teaching and learning was 
indeed happening, fostering increased student engagement.  Consistent with theoretical 
expectations, students had the opportunity to become conscious of cognitive processes 
relevant to the topics.  Increased classroom dialogue helped create a culture that nurtured 
students’ skills to regulate their own learning. 
Analyses of classroom observations also revealed that there were distinct levels to 
probing.  As probing progressed, teachers engaged in deeper and deeper questioning 
intended to make students expand their thinking and give explanations or expressions of 
their thoughts in more detail than their initial response.  Along the way, their confusions 
and errors were detected, corrected, and corresponding practice ended the sequence. 
Recorded during an assessment on probability, the following example 
demonstrates how one teacher probed to evoke richer student responses (Lines 3 and 5 
vs. Lines 7 and 8).   
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Line 1  Problem of the Day is on the board (“The letters below are 
written on pieces of paper and placed in a bag. What is the 
probability of choosing…” “MATHEMATICS”) and Ss 
are already working on the problem. [Embeds assessment 
task during instruction (PALD-specific indicator)] 
  … 
Line 2 Teacher: We have a couple of different types of events. Event is 
something that will happen in terms of probability. 
Independent, dependent, certain, possible, and compound 
(Writes down the words on the board). [Engages in direct 
instruction] 
Line 3 Teacher: What do you think it means to have a certain event? 
Certain. [Probes in instructional context to elicit student’s 
understanding of vocabulary (PALD-specific indicator)] 
Line 4 Student: It means that it has to happen. 
Line 5 Teacher: Has to happen. So, if I reach into the bag and the 
probability of an N, is it, is it a certain event? [Probes to 
confirm student’s understanding of vocabulary (PALD-
specific indicator)] 
Line 6 Student: No. 
Line 7 Teacher: No, why? [Engages in deeper probing to explore student’s 
conceptual knowledge (PALD-specific indicator)] 
Line 8 Teacher: I’m reaching in the bag and I’m pulling out one of these 
letters. I’m pulling an M. Is that a certain event? Why? 
[Demonstrates and continues to engage in deeper probing 
(PALD-specific indicator)] 
Line 9 Student: You can get different letters. 
Line 10 Teacher: Absolutely. There are other letters. So, certain means, it’s 
guaranteed that it’s gonna happen. [Affirms student’s 
content-related response and reinforces concepts with 
content-specific feedback] 
Line 11 Teacher: What do you think is an impossible event when you reach 
into that bag? What is an impossible event? We have 
certain and we have impossible. [Probes in instructional 
context to elicit student’s concept knowledge and 
understanding of vocabulary (PALD-specific indicator)] 
Line 12 Student: It’s not gonna happen? 
Line 13 Teacher: Okay. It’s not gonna happen. [Affirms student’s content-
related response] 
Line 14 Teacher: What’s certain it’s not gonna happen when I reach and 
pull a letter out of that bag? [Continues to probe in 
instructional context (PALD-specific indicator)] 
Line 15 Student: Pick out a “w”? 
Line 16 Teacher: Pick out a W. Can you pick out a W? [Probes to confirm 
student’s understanding of concept in relation to task 
(PALD-specific indicator)] 
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Line 17 Student: No 
  … 
Line 18 Teacher: Can you pick out an X? [Continues to probe to confirm 
student’s understanding of concept in relation to task 
(PALD-specific indicator)] 
Line 19 Student: No 
Line 20 Student: Can you pick out a gray colored letter? (All the letters are 
in different colors, but not gray) [Continues to probe to 
confirm student’s understanding of concept in relation to 
task (PALD-specific indicator)] 
Line 21 Students: No 
Line 22 Teacher: Okay. So we have certain and impossible. [Affirms 
student’s content-related response and reinforces 
concepts with content-specific feedback]  
Line 23 Teacher: Let’s go to dependent and independent. If I reach my hand 
into the bag and pull out an M. [Continues to probe to 
confirm student’s understanding of concept in relation to 
task (PALD-specific indicator)] 
Line 24 Teacher: Well, dependent means it relies on something else. And I 
put the M back. Right? And I reach in the bag and pull 
another letter. Do those pulls affect each other? 
[Reinforces concepts with content-specific feedback, 
demonstrates, and continues to probe (PALD-specific 
indicator)] 
Line 25 Student: No 
 
Rather than seeking the right answers or limiting discussions at the superficial 
level of recalling factual knowledge, the purpose of the teacher’s probing questions such 
as “What’s happening to your data?” or “Tell me why this is not correct?” was to collect 
formative information on students’ current thinking and misconceptions.   
Additionally, the excerpts collectively illustrate how probing was combined with 
modeling and incrementally scaffolded.  In this way, teachers were able to elicit evidence 
of student understanding and mental blocks.  Teachers took gradual steps to help learners 
build on prior knowledge, internalize new information, and build on interrelated 
concepts.  The teacher above organized and sequenced learning so that there was a 
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developmental progression aimed at deepening conceptual understanding of the 
probability of occurrence of an event.   
Grounded Theory Analysis of Journal Records 
Overall findings.  A total of 36 themes were extracted from nine (9) teachers’ 
journal records (230 lines of coded text) and organized around seven (7) general themes 
(see Table 9, A-G).  In addition to the four (4) general themes identified from the running 
records, three (3) new categories emerged from the analysis—identifies learning 
outcomes, administers summative assessment, and teacher concerns.  Themes specific to 
the delivery of instruction and embedding PALD cycles were organized under 10 
subcategories.  The subcategories were previously identified during analysis of running 
records.  Of the total themes derived, five (5) were identified as PALD indicators, 26 
were recognized as other classroom assessment practices and the remaining five (5) 
indicators were categorized as general classroom practices and behaviors.  A total of 220 
instances of themes were coded. 
Overall, there was evidence of the following PALD practices: designs 
developmentally ordered, diagnostic self-made assessments tied to learning outcomes 
(f=23, 10.5%); conducts error analysis of student responses (f=18, 8.2%); mediates, 
coaches, and provides targeted feedback (f=6, 2.7%); introduces task tied to learning 
outcome as planned practice (f=4, 1.8%); and encourages student self-
assessment/metacognition (f=7, 3.2%).  PALD practices that involved pre-instruction 
planning and post-instruction analysis, such as designing diagnostic assessments and 
analyzing student errors, recurred repeatedly when analyzing teachers’ portfolio records. 
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Repeated instances of the following classroom practices were also recorded: uses 
assessment data to inform instruction, curriculum and assessment (f=28, 12.7%); records 
student progress (f=17, 7.7%); situates learning tasks in real world context (f=14, 6.4%); 
and specifies developmentally ordered learning outcomes when designing instruction and 
assessment (f =10, 4.5%). 
Cross-school analysis.  While there was evidence across all schools that teachers 
designed diagnostic assessments aligned to developmentally ordered learning outcomes, 
there was no evidence from School A that teachers conducted error analysis and engaged 
students in self-assessment.  This was likely due to the fact that only one portfolio record 
was collected from School A. 
Likewise, teachers from all schools identified developmentally ordered domains 
of performance competencies and planned instruction aligned to targeted learning 
outcomes but there was no evidence from School A of situating tasks in real world 
contexts, repeating formative assessment cycles, engaging in ongoing diagnostic 
assessment, recording and monitoring student progress, or formatively using assessment 
data to inform instruction and assessment. 
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Table 9 Themes as Practice Indicators Derived from Journal Records 
 School  








General and specific practice indicators f  f  f  f  Total (%) 
A. Identifies learning outcomes      
1. Specifies learning goals based on 
student's prior knowledge (T) 
0  2  1  1  4 (1.8) 
2. Determines difficulty of learning 
goals based on student 
background (T) 
0  0  0  1  1 (0.5) 
3. Specifies developmentally 
ordered learning outcomes when 
designing instruction and 
assessment (T) 
1  4  3  2  10 (4.5) 
B. Develops lesson plans and assessments 
tied to specified learning outcomes 
     
1. Plans instruction and assessment 
tied to learning outcomes (T) 
1 2  3  1  7 (3.2) 
2. Designs developmentally ordered, 
diagnostic self-made assessments 
tied to learning outcomes (T) 
(PALD-specific indicator) 
1  10  7  5  23 (10.5) 
3. Determines difficulty of task 
based on student level and 
learning goals (T) 
0  3  0  0  3 (1.4) 
4. Designs and utilizes scoring 
rubrics for learner diagnosis (T) 
0  0  4  1  5 (2.3) 
C. Delivers instruction and embeds PALD 
cycles to identify and mediate learning 
gaps 
     
Communicates learning outcomes      
1. Shares criteria for success with 
students (T) 
0  0  1  0  1 (0.5) 
Engages in direct instruction      
2. Takes gradual and 
developmentally sequenced steps 
to scaffold learning (T) 
0  2  0  2  4 (1.8) 
3. Employs instructional strategy to 
facilitate learning (T) 
0  1  0  0  1 (0.5) 
Embeds formative assessments      
4. Situates learning/task in real 
world context (T) 
0  7  1  6  14 (6.4) 
5. Employs more than one method 
of assessment (T) 
0  0  1  1  2 (0.9) 
Analyzes errors      
6. Conducts error analysis of student 
responses (T) (PALD-specific 
indicator) 
0  6  5  7  18 (8.2) 
Note. Njournal records=9; ntu=text units; Ntotal text segments=4+75+57+94=230; T=teacher; S=student. 
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Table 9 (continued) 
 School  








General and specific practice indicators f  f  f  f Total (%) 
Engages in probing and mediation      
7. Mediates, coaches, and provides 
targeted feedback (T) (PALD-
specific indicator) 
0  0  2  4  6 (2.7) 
8. Tries more than one mediation 
technique (T) 
0  1  0  0  1 (0.5) 
Reviews and provides planned practice      
9. Reviews, reinforces or re-teaches 
concepts (T) 
0  4  1  1  6 (2.7) 
10. Introduces task tied to learning 
outcome as planned practice (T) 
(PALD-specific indicator) 
0  4  0  0  4 (1.8) 
Repeats formative assessment cycle      
11. Repeats formative assessment 
cycle (T) 
0  3  2  4  9 (4.1) 
12. Engages in ongoing diagnostic 
assessment (T) 
0  4  3  2  9 (4.1) 
Encourages metacognition      
13. Encourages student self-
assessment/metacognition (T) 
(PALD-specific indicator) 
0  3  2  2  7 (3.2) 
14. Observes changes in student 
affect (T) 
0  0  0 1  1 (0.5) 
Creates and engaging learning 
environment 
     
15. Creates supportive learning 
environment (T) 
0  2  0  1  3 (1.4) 
16. Encourages collaborative learning 
in small/large groups (T) 
0  0  2  1  3 (1.4) 
17. Celebrates learning success with 
students (T) 
0  0  0  1  1 (0.5) 
Student responses and requests during 
instruction and assessment 
     
18. Provides detailed content-related 
response when probed (S) 
0  0  0  1  1 (0.5) 
19. Provides peer feedback (S) 0  0  1  2  3 (1.4) 
D. Uses formative assessment results to 
plan learning goals, lesson plans, 
instructional strategies, and 
assessments 
     
1. Records and monitors student 
progress (T) 
0  4  5  8  17 (7.7) 
Note. Njournal records=9; ntu=text units; Ntotal text segments=4+75+57+94=230; T=teacher; S=student. 
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Table 9 (continued) 
 School  








General and specific practice indicators f  f  f  f  Total (%) 
1. Formatively uses assessment data 
to plan instruction, curriculum, 
and assessment (T) 
0  14  12  2  28 (12.7) 
2. Revises instruction based on 
assessment data (T) 
0 2  3  0  5 (2.3) 
3. Uses assessment results to 
revise/improve teaching strategies 
(T) 
0  6 1  0  7 (3.2) 
E. Administers summative assessment      
1. Embeds assessment to assess 
mastery in an instructional unit 
(T) 
0  4  1  1  6 (2.7) 
F. Engages in other classroom practices 
and behaviors 
     
1. Refuses to engage in assessment 
(S) 
0  0  0  2  2 (0.9) 
G. Teacher concerns      
1. Expresses need to share 
assessment results with parents 
(T) 
0  1  0  0  1 (0.5) 
2. Expresses need to work 
collaboratively with other 
teachers to develop diagnostic 
assessments (T) 
0  2  0  0  2 (0.9) 
3. Expresses time constraints in 
implementing PALD (T) 
0  2  0  1  3 (1.4) 
4. Expresses difficulty of balancing 
PALD with external demands (T) 
0  2  0  0  2 (0.9) 
Total frequency 3 95 61 61 220 
Note. Njournal records=9; ntu=text units; Ntotal text segments=4+75+57+94=230; T=teacher; S=student.  
 
Patterns and relationships among major themes.  Qualitative analyses of 
teachers’ portfolio records revealed a particular process in assessment design.  There was 
evidence in all four schools that teachers purposefully planned instruction and designed 
diagnostic assessments by first identifying observable learning outcomes that were 
developmentally ordered and focused on the cognitive processes in specific domains.  As 
trained, the journal records showed teachers working backwards from a culminating 
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performance outcome or task to specify the embedded knowledge and skills that were the 
building blocks of the end outcome.   
There was evidence in six of nine journal records that the domain of competencies 
was organized and connected developmentally to help build understanding.  The 
specification of the domain served as a guide in instructional and assessment design and 
as the criteria for learner diagnosis in five of nine cases.  Teachers’ artifacts showed 
focused effort to develop assessments with diagnostic properties that were appropriately 
aligned to domains of developmentally ordered learning outcomes in six of nine cases.  
Teachers strived to design written assessments that would reveal errors in math 
understanding.  Across three of four schools, teachers also deliberately used diagnostic 
data to plan future instruction and assessment and identify leaner gaps. 
Another meaningful pattern in the data was the teachers’ examination of student 
responses, identification of errors, recording and monitoring student learning, using 
proximal assessment data to improve instruction, reviewing or re-teaching concepts, and 
repeating diagnostic formative assessment cycles.  It was evident across three schools 
that the diagnostic properties of domain-referenced assessments allowed teachers to 
analyze and gauge patterns of errors.  In six of nine cases, teachers were able to diagnose 
where the cognitive gaps existed relative to the intended learning goals.  In these six 
records, the information was then used formatively to improve instruction and monitor 
student progress towards mastery of concepts.  The six teachers also shared the diagnostic 
assessment data with their students in order to enhance metacognitive skills.  Three 
teachers provided student-friendly rubrics that clearly articulated the expected learning 
goals and were used by students to assess their own performance.  
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The following examples illustrate these patterns of practices in greater detail.  




















Figure 3. An example of an “entry ticket” as a diagnostic assessment task designed from 



































Figure 4. An example of an “exit ticket” as a diagnostic assessment task designed from a 
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The teacher planned curriculum, instruction, and assessment by first defining the 
domain of embedded knowledge and skills for a culminating learning outcome in 
algebraic expressions (Figure 3, Item A).  The embedded competencies were those that 
the teacher hoped students would achieve by the end of the instructional unit en route to 
the major learning outcome—solving algebraic equations using inverse operations.  The 
learning goals were also connected to the standards identified in the district’s curriculum 
map.  The domain of targeted concepts and skills were developmentally organized by 
cognitive level, ranging from factual knowledge to complex procedural skills.  In general, 
the statements of learning outcomes were clear in terms of content, cognitive process, and 
behavior.  The statement on the second embedded competency, however, was written 
ambiguously.    
A pre-test was designed as an “entry ticket” with a series of tasks that were 
ordered by difficulty and directly tied to the specified domain of embedded concepts and 
skills (Figure 3, Item B).  For instance, the first and second questions required recall of 
concepts.  The third and fourth questions assessed application of algebraic principles to 
solve a problem while the last open-ended item was a more complex task that required 
multiple step procedures.  The assessment represents the teacher’s effort to explicitly 
align the cognitive processes embedded in each task with the learning and performance 
outcomes specified in the domain.   
A student checklist was also provided with the assessment to communicate and 
make learning expectations transparent to students.  Students were encouraged to assess 
their own performance in order to monitor and steer their learning against desired 
performance outcomes.  By understanding the focus of their learning and how their 
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learning is progressing towards desired learning goals, this allowed students to be active 
participants in the learning and assessment process.   
An analytic scoring rubric was designed to accompany the pre-test to generate 
diagnostic score profiles and identify patterns of errors in relation to desired learning 
goals and the cognitive demands needed to respond to each task (Figure 3, Item C).  The 
rubric provided clear performance criteria for scoring each task.  Distinctions in 
performance in specific areas of the domain were distinguished by the scoring 
procedures.  For example, a student may have been able to identify the variable in an 
algebraic equation but struggled to determine the inverse operation to solve the equation.  
Responses on two tasks were further broken down into separate parts for scoring.  The 
last item on the assessment, for instance, was given separate scores for correctly writing 
the algebraic equation and correctly solving the equation.  Overall, the rubric was 
designed to identify strengths and weaknesses in specific areas of the domain.  It 
generated diagnostic information to be used by the teacher for instructional and coaching 
purposes as well as by students to examine their own learning against expected learning 
outcomes.   
Group performance on targeted competencies was summarized; 85 to 93 percent 
of the students assessed demonstrated understanding of the concepts and skills tapped in 
the domain (Figure 3, Item D).  By examining and reflecting on the patterns of error 
detected, the results were formatively used to revise instruction and individually mediate 
learning.  The teacher explained, “From this information I was able to sit with the 
students who had difficulty and correct their mistakes on a one to one meeting.  Only two 
students had difficulty using the formula and applying it to the questions.”   
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The teacher repeated the formative assessment cycle by administering an “exit 
ticket” following individual mediation to assess development and new learning (Figure 4, 
Items A-B).  Again, a scoring rubric (Figure 4, Item C-D) accompanied the assessment 
and overall class performance was recorded (Figure 4, Items E).  
Figures 5 and 6 present journal artifacts from a sixth grade teacher in School B 
















Figure 5. An example of a diagnostic assessment task designed from a culminating task 































Figure 6. An example of error analysis and practice task items from a sixth grade 
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The teacher worked backwards from a culminating task (Figure 5, Items A-B) to 
delineate a domain of developmentally ordered learning outcomes (Figure 5, Item C).  
The culminating task required higher-order thinking, analysis, and application of multiple 
cognitive skills to solve a complex problem.  The embedded competencies were 
developmentally sequenced as the sub-skills that students were expected to demonstrate 
en route to mastering the more complex culminating outcome.  Each embedded 
competency was considered to be an essential requisite to students’ problem solving 
skills of algebraic equations.  For example, the ability to distinguish between algebraic 
expressions and algebraic equations was one important sub-skill.  Students who were 
unable to make this distinction would not be able to correctly set up an algebraic equation 
and calculate weight loss given caloric intake and caloric deficit from exercise.  Overall, 
the learning outcomes were written as clear and observable statements of what the 
teacher aimed to assess in terms of specific content and the underlying cognitive 
processes.  This approach demonstrates how PALD principles were operationalized to 
align curriculum, instruction, and diagnostic assessments with desired learning goals that 
were proximal and achievable.  
Tasks that tapped a range of cognitive skills but of lesser difficulty (Figure 5, Item 
D) were also designed and embedded as assessments exercises leading up to performance 
on the more complex culminating task.  The “parallel assessment task” required 
combinations of multiple complex procedural skills that shared similar properties to the 
culminating task while the “simpler tasks” focused on concepts, cognitive processes, and 
connections that underpinned the knowledge required to progress to more advanced 
problems with higher cognitive demands.  Thus, the simpler tasks scaffolded learning by 
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building on lower-order thinking and connecting these thinking processes to develop 
higher-order thinking skills that match the content knowledge and cognitive processes 
specified in the targeted domain. 
Written as open-ended items, the tasks were designed to provide more fine-
grained information on students’ cognitive processes.  The tasks were intended to make 
explicit the embedded concept knowledge, skills, and strategies utilized to correctly solve 
the problem.  The tasks were also written to challenge and encourage students to think 
deeply about the problem and the learning aim in question.  Lastly, compared to the 
previous example, the tasks in this example were situated in real-world context so that 
learning was more meaningful to students.  
Error analysis of student responses generated individual diagnostic profiles on 
learners’ competencies in the defined subject area domains (Figure 6, Item A).  
According to the diagnostic data, a majority of students (67%) struggled to master 
performance in Domain 6 and Domain 7.  These skills were necessary pre-requisite 
building blocks that students needed to master in order to solve the more difficult, 
culminating task.  As a result, additional tasks were embedded to reinforce these concepts 
and as practice for students to engage further with the material before re-assessment 
(Figure 6, Items B-D).  It was important for students to acquire a thorough understanding 
of these sub-skills in order to build mastery with respect to the culminating learning 
outcome.   
By planning, designing, and embedding formative diagnostic assessments tied to 
developmentally ordered learning outcomes, the teacher summarized changes in student 
performance and self-efficacy as follows: 
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The PALD’s method of breaking down each culminating task of achievement into 
smaller steps of knowledge helped the students to become more aware of the 
many mathematical concepts and skills incorporated in a specific problem.  Once 
students were given smaller tasks to practice and gain mastery of, many were able 
to display improved success at more complex tasks.  Students were able to find 
success at different particular levels of understanding related to a given task.  This 
success gave them confidence and pride leading to the motivation to strive for 
further comprehension and ability.  The repetition of leveled tasks, which is a 
practice use by the PALD methods, provided opportunities for students to 
improve and grow in their understanding of skills and concepts. 
Another sixth grade teacher from School D commented that the PALD approach helped 
students “see success in small parts” and that the success of the PALD model was most 
evident in the changes in student affect: 
Students experienced a very safe learning environment.  They were comfortable 
during all assessments.  They understood that their mistakes were learning tools.  
They came to expect a lot of small assessments.  The more capable students 
became competitive with homework assignments and engaged in conversations 
regarding how they completed their homework.  Before instruction started each 
day, students would compare their assignments, analyze their work and ask me 
“who was right?”  These were mostly the students who attained level 4 on the 
NYS assessment.  The students, who struggled all year and continued to score 
poorly on assessments, were motivated because they met with “small” successes.  
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Grounded Theory Analysis of Coaches’ Records 
Overall findings.  A total of 55 themes as specific practice indicators were 
extracted from 11 coaching records (951 lines of coded text) and organized around six (6) 
general themes, which were the same categories identified from the analysis of running 
records and portfolio records (see Table 10, A-F).  Again, the general theme, delivers 
instruction and embeds PALD cycles to identify and mediate learning gaps, was 
organized into 11 subcategories and separated by the role of the teacher and student.  Of 
the total themes extrapolated, eight (8) were identified as PALD indicators, 36 were 
identified as other classroom assessment practices and 11 indicators were identified as 
general classroom practices and behaviors.  A total of 506 instances of observed practices 
were coded. 
PALD practice indicators—mediates, coaches, and provides targeted feedback 
(f=58, 11.5%) and probes in instructional context (f=51, 10.1%)—had the highest 
observed frequencies overall.  There was moderate to low instances of the following 
PALD indicators: conducts error analysis of student responses (f=25, 4.9%); encourages 
student metacognition (f=22, 4.3%); introduces task tied to learning outcome as planned 
practice (f=17, 3.4%); embeds paper and pencil tasks for formative assessment (f=15, 
3.0%); embeds exercises in instruction for formative assessment (f=6, 1.2%); and designs 
developmentally ordered, diagnostic self-made assessments tied to learning outcomes 
(f=5, 1.0%).  
Together, these practices are consistent with the theoretically based indicators of 
the PALD model.  The results are also consistent with findings from the analysis of 
running records.  Given that coaches’ records were summaries of their observations, there 
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were fewer coded lines.  Nevertheless, the results suggested that teachers engaged in 
PALD practices that involved embedding diagnostic assessment tasks as either paper and 
pencil tasks or as instructional exercises, frequently asking probing questions to gather 
evidence of learning, providing targeted mediation, introducing planned practice, and 
enhancing student metacognition.  Furthermore, frequent incidences of student response 
to probing (f=36, 7.1%) and mediation (f=21, 4.2%) indicated a mutual exchange 
between teacher and student that naturally unfolded during PALD cycles as teachers 
engaged in diagnostic assessment to facilitate learning.  Findings also revealed that 
teachers often reviewed, reinforced or re-taught concepts (f=27, 5.3%) and scaffolded 
learning (f=21, 4.2%) while engaged in instruction and assessment.  
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Table 10 Themes as Practice Indicators Derived from Coaches' Records 
 School  








General and specific practice indicator f  f f  f  Total (%) 
A. Identifies learning outcomes      
1. Specifies learning outcomes from a 
culminating task (T) 
0  0  0  1  1 (0.2) 
2. Specifies learning goals based on 
student's prior knowledge (T) 
0  1  1  1  3 (0.6) 
B. Develops lesson plans and assessments 
tied to specified learning outcomes 
     
1. Plans instruction and assessment 
tied to learning outcomes (T) 
1  3  0  3  7 (1.4) 
2. Designs developmentally ordered, 
diagnostic self-made assessments 
tied to learning outcomes (T) 
(PALD-specific indicator) 
1  1  0  3  5 (1.0) 
C. Delivers instruction and embeds PALD 
cycles to identify and mediate learning 
gaps 
     
Communicates learning outcomes      
1. Communicates learning 
expectation at beginning of 
instruction (T) 
1  2  2  4  9 (1.8) 
Engages in direct instruction      
2. Provides direct instruction linked 
to learning outcome (T) 
0  3  1  5  9 (1.8) 
3. Takes gradual and developmentally 
sequenced steps to scaffold 
learning (T) 
1  6  2  12  21 (4.2) 
4. Employs instructional strategy to 
facilitate learning (T) 
1  2  2  8  13 (2.6) 
Embeds formative assessments      
5. Embeds exercises in instruction for 
formative assessment (T) (PALD-
specific indicator) 
0  3  0  3  6 (1.2) 
6. Embeds paper and pencil tasks for 
formative assessment (T) (PALD-
specific indicator) 
1  4  2  8  15 (3.0) 
7. Situates learning/task in real world 
context (T) 
1  3  2  8  14 (2.8) 
8. Employs more than one method of 
assessment (T) 
0  0  0  1  1 (0.2) 
Analyzes errors      
9. Conducts error analysis of student 
responses (T) (PALD-specific 
indicator) 
1  10  3  11  25 (4.9) 
Note. Ncoaching records=11; ntu=text units; Ntotal text segments=55+222+113+561=951; T=teacher; S=student.
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Table 10 (continued) 
 School  








General and specific practice indicator f  f  f  f  Total (%) 
Engages in probing and mediation      
10. Probes in instructional context (T) 
(PALD-specific indicator) 
3  13  7  28  51 (10.1) 
11. Probes to elicit more detailed 
content-related response (T) 
0  1  1  1  3 (0.6) 
12. Probes for alternative strategy to 
solve task (T) 
0  2  0  2  4 (0.8) 
13. Mediates, coaches, and provides 
targeted feedback (T) (PALD-
specific indicator) 
2  25  10  21  58 (11.5) 
14. Tries more than one mediation 
technique (T) 
0  3  0  2  5 (1) 
15. Affirms and/or clarifies content-
related response (T) 
1  2  1  2  6 (1.2) 
Reviews and provides planned practice      
16. Reviews, reinforces or re-teaches 
concepts (T) 
1  10  2  14  27 (5.3) 
17. Asks to confirm understanding of 
concept (T) 
0  1  0  1  2 (0.4) 
18. Introduces task tied to learning 
outcome as planned practice (T) 
(PALD-specific indicator) 
0  4  3  10  17 (3.4) 
Engages in task specific questioning and 
instruction 
     
19. Engages in task-specific 
questioning (T) 
0  2  2  7  11 (2.2) 
20. Affirms student's answer to task 
(T) 
0  0  0  1  1 (0.2) 
21. Summarizes and explains answer 
to task (T) 
0  3  1  2  6 (1.2) 
22. Provides answers to homework 
assignment (T) 
1  1  1  0  3 (0.6) 
Repeats formative assessment cycle      
23. Repeats formative assessment 
cycle (T) 
1  3  1  6  11 (2.2) 
Encourages metacognition      
24. Encourages student self-
assessment/metacognition (T) 
(PALD-specific indicator) 
1  7  1  13  22 (4.3) 
Note. Ncoaching records=11; ntu=text units; Ntotal text segments=55+222+113+561=951; T=teacher; S=student.
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Table 10 (continued) 
 School  








General and specific practice indicator f f  f  f  Total (%) 
Creates an engaging learning environment      
25. Engages student dialogue relevant 
to instruction and assessment (T) 
0  1  0  4  5 (1) 
26. Creates supportive learning 
environment (T) 
0  2  2  3  7 (1.4) 
27. Encourages collaborative learning 
in small/large groups (T) 
0  1  0  2  3 (0.6) 
Negatively-oriented teacher practices      
28. Uses assessment to teach to the 
district test (T) 
0  1  0  1  2 (0.4) 
Student responses and requests during 
instruction and assessment 
     
29. Provides content-related response 
to probing question (S) 
1  8  3  24  36 (7.1) 
30. Provides detailed content-related 
response when probed (S) 
0  1  0  0  1 (0.2) 
31. Provides alternative strategy to 
solve task when probed (S) 
0  2  0  3  5 (1.0) 
32. Provides content-related response 
when teacher mediates, coaches, 
and gives feedback (S) 
0  11  2  8  21 (4.2) 
33. Asks content-specific question to 
confirm understanding (S) 
0  0  0  1  1 (0.2) 
34. Expresses confusion or 
misunderstanding (S) 
0  0  0  1  1 (0.2) 
35. Responds to task-specific 
questioning (S) 
0  6  3  8  17 (3.4) 
36. Provides peer feedback (S) 0  2  0  4  6 (1.2) 
D. Uses formative assessment results to 
plan learning goals, lesson plans, 
instructional strategies, and assessments 
     
1. Records and monitors student 
progress (T) 
0  1  0  1  2 (0.4) 
2. Formatively uses assessment data 
to plan instruction, curriculum, and 
assessment (T) 
0  0  1  1  2 (0.4) 
3. Revises instruction based on 
assessment data (T) 
0 0  0  1  1 (0.2) 
E. Administers summative assessments      
1. Embeds assessment to assess 
mastery in an instructional unit (T) 
0  1  0  1  2 (0.4) 
Note. Ncoaching records=11; ntu=text units; Ntotal text segments=55+222+113+561=951; T=teacher; S=student.
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Table 10 (continued) 
 School  








General and specific practice indicator f  f  f  f  Total (%) 
F. Engages in other classroom practices 
and behaviors 
     
General teacher classroom practices      
1. Communicates general instructions 
for task (T) 
0 1  3  2  6 (1.2) 
2. Clarifies and explains instructions 
to task (T) 
1  0  1  3  5 (1.0) 
3. Monitors to see students are on 
task (T) 
0  0  0  1  1 (0.2) 
4. Asks general question (T) 0  1  0  0  1 (0.2) 
5. Gives general remark/response (T) 0  1  3  0  4 (0.8) 
6. Provides general classroom 
instruction (T) 
2  1  0  1  4 (0.8) 
General student behavior and responses      
7. Writes response to task on board 
(S) 
0  2  0  2  4 (0.8) 
8. Engages in on-task behavior (S) 0  3  4  2  9 (1.8) 
9. Engages in off-task behavior (S) 0  1  0  0  1 (0.2) 
10. Gives general remark/response (S) 0  1  1  0  2 (0.4) 
11. Gathers materials for instruction 
(S) 
0  0  0  1  1 (0.2) 
Total frequency 22 163 68 253 506 
Note. Ncoaching records=11; ntu=text units; Ntotal text segments=55+222+113+561=951; T=teacher; S=student. 
Cross-school analysis.  There was evidence across all schools of the following 
PALD practices: embeds paper and pencil tasks for formative assessment, conducts error 
analysis of student responses, probes in instructional context, mediates to provide 
concentrated feedback, and encourages student metacognition.  Instances of designing 
developmentally diagnostic assessments and providing planned practice were consistent 
across three schools.  As was the case with portfolio records, there were several PALD 
practices that were not observed in School A.  This was most likely a result of just one 
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coaching session with one teacher as opposed to three teachers at School B, two teachers 
at School C, and four teachers at School D.  
Patterns and relationships among major themes.  Common themes that 
emanated from the data were examined to see how they were connected and expressed in 
order to form a meaningful picture in relation to diagnostic, formative assessment.  As 
was evident in the analysis of the running records, teachers across all schools engaged in 
the following process of diagnostic formative assessment: (a) embeds tasks during 
instruction for assessment, (b) asks probing questions to elicit evidence of learning, (c) 
identifies gaps in learning by error analysis, (d) mediates to address patterns of errors and 
misconceptions in relation to targeted learning objectives with domain-specific feedback, 
(e) encourages students to monitor their own learning and engage in metacognitive 
activities, and (f) provides planned practice so that learning is reinforced and internalized.  
The following example illustrates how a fifth grade teacher in School D 
embedded proximal and diagnostic assessment cycles within the instructional process.   
Line 1 POD1: Sandra made 48 cookies for the picnic.  Of these, 1/3 were 
chocolate.  How many chocolate cookies did Sandra make? [Embeds 





Line 2 After reading the problem, Teacher asked the class what the answer 
would look like. [Probes in instructional context to elicit students’ 
concept knowledge (PALD-specific indicator)] 
Line 3 A student said, “Sandra made (blank) chocolate cookies.” 
Line 4 Then Teacher and the class discussed the operation used to solve the 
problem, which was decided to be division.  
Line 5 Teacher told the students that division was an operation and asked 
them to write down the equation that showed the operation. 
[Reinforces concept and continues to probe to confirm students’ 
understanding of concepts (PALD-specific indicator)] 
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Line 6 Some students wrote in their journals 3÷48, as well as 48÷3. 
[Identifies conceptual error based on students’ responses in the 
moment of teaching and learning (PALD-specific indicator)] 
Line 7 A discussion led to the correct equation and solution of 48÷3=16. 
[Mediates with targeted feedback to guide students’ thinking  (PALD-
specific indicator)] 
Line 8 Teacher and the students then wrote the solution to the problem, 
“Sandra made 16 chocolate cookies.”   
Line 9 Teacher then asked students how they can make sure that they got the 
answer to the question right. When some students said “16 times 3 
(16x3)”, Teacher asked again how else can they check, without using 
multiplication. [Encourages metacognition by asking students to 
reflect on their own thinking to confirm conceptual understanding 
(PALD-specific indicator)] 
Line 10 Students answered, 16+16+16. 
 … 
Line 11 The next POD was then projected on the Smart-Board.  Eight tables 
and a figure were already placed on the screen.  
Line 12 POD2: Alfonso set up tables for the picnic. Each table seated 6 people. 
How many tables were needed for the 38 people who came to the 
picnic? [Introduces new task tied to learning outcome as planned 







Line 13 A student came to the Smart-Board and individually loaded six people 
at each table. [Identifies conceptual error based on student’s response 
in the moment of teaching and learning (PALD-specific indicator)] 
Line 14 After each table was filled, Teacher asked the student to count the total 
number of people for the eight tables in the picture. [Mediates with 
probing question to redirect student’s thinking (PALD-specific 
indicator)] 
Line 15 The student then concluded that another table was needed and it was 
drawn with two more people. 
Line 16 Teacher then orally described a similar problem for the number of 
buses needed for an uneven number of students. [Continues to mediate 
by providing targeted feedback to reinforce concepts and extend 
learning (PALD-specific indicator)] 
Line 17 The students quickly realized that the left over group of two students 
would need another bus. 
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The teacher designed curricula and responsively planned instruction based on 
assessment data that revealed that long division was still an area of weakness for the 
class.  The lesson began with a “problem of the day” (POD) that was situated in real 
world context (Line 1).  The teacher then proceeded to ask probing questions to gauge 
depth of understanding (Lines 2 and 5), conducted error analysis of student responses 
(Line 6), mediated learning gaps in whole class discussion (Line 7), motivated the 
utilization of metacognitive skills to identify errors in thinking and solidify deeper 
understanding of concepts (Line 9), and facilitated acquisition of new knowledge by 
providing an additional opportunity to demonstrate understanding and reinforce learning 
objectives (Line 12).  In addition, frequent opportunities were built into the lesson for 
students to be actively involved in the learning process and different instructional 
modalities were used to meet the different ways in which learners acquire, process, and 
demonstrate learning.  By monitoring student performance over time, students could also 
see how well they had developed in relation to their previous performance.  Such 
information served as positive reinforcement for their efforts. 
The next example illustrates how the “dynamic”, “developmental”, and 
“diagnostic” properties of the PALD approach were evident in a sixth grade teacher’s 
observed behaviors in School C.   
Line 1 Review questions and the objective for the lesson are written on the 
board.   
 … 
Line 2 Before Teacher moves onto the lesson of the day he asks students to 
solve the following review question: “The Earth’s diameter is about 
8,000 miles.  Pluto is about 0.18 times the size of Earth.  What is the 
approximate diameter of Pluto?” [Embeds assessment task during 
instruction (PALD-specific indicator)] 
Line 3 He asks, “What does diameter mean?” (Draws a circle with a diameter 
and midpoint on the board; reviews vocabulary)  “If Pluto is about 
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0.18 times the size of Earth does this mean that Pluto is smaller or 
larger than Earth and why?” “Or do you think it’s greater or less than 
8,000 miles and why?” [Probes in instructional context to elicit 
student’s concept knowledge (PALD-specific indicator)] 
Line 4 A student answers that Pluto is smaller because they have to multiply 
by a decimal.  
Line 5 Teacher explains that if they multiply by a value smaller than one than 
the answer will be smaller. [Affirms student’s content-related response 
and provides targeted feedback to reinforce concepts] 
Line 6 He then asks, “What strategy are you using to solve this problem?” 
[Continues to probe in instructional context to confirm students’ 
conceptual understanding (PALD-specific indicator)] 
Line 7 A student responds, “8,000 times 0.18.”   
Line 8 He asks what they are creating by doing this and the class answers that 
it’s an equation. [Continues to incrementally scaffold probing to 
confirm students’ conceptual understanding (PALD-specific 
indicator)] 
Line 9 He writes the equation on the board and instructs his students to do the 
same at the their desk. [Begins direct instruction] 
Line 10 He explains that the equation can be written in two ways:  
 
8,000 x 0.18    or     8,000 
                                            x0.18 
 
[Continues to engage in direct instruction] 
Line 11 Students have written down the equations and are working quietly to 
solve the problem while Teacher moves around the class to observe 
students’ work, mediate and provide feedback.   
Line 12 He has identified that several students need help multiplying decimals. 
[Identifies procedural error based on students’ responses in the 
moment of teaching and learning (PALD-specific indicator)] 
Line 13 After a few minutes Teacher returns to the front of the class and 
informs his students that most of them set up the equation like so: 
 
                  8,000 
                 x 0.18     
[Mediates by demonstration to redirect students’ thinking (PALD-
specific indicator)] 
Line 14 He asks who can help him solve the equation. [Continues to mediate 
by probing (PALD-specific indicator)] 
Line 15 With student participation, he goes over the multiplication on the 
overhead step by step and stops to show what the two partial products 
look like before continuing to add the numbers. [Continues to mediate 
by demonstration and providing targeted feedback to fill missing 
knowledge structure and solidify new learning (PALD-specific 
indicator)] 
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Line 16 He asks what the final step is in solving the problem. [Continues to 
mediate by probing (PALD-specific indicator)] 
Line 17 A student answers, “Placing the decimal.” 
Line 18 Teacher asks, “How do we know where to put it?” [Continues to 
mediate by probing to confirm students’ conceptual understanding 
(PALD-specific indicator)] 
Line 19 One student explains. 
 
Embedded in instruction, the assessment task allowed meaningful application of 
desired cognitive skills and provided a motivating connection of mathematics to the real 
world (Line 2).  The exploratory sequence of diagnostic probes and prompts required 
students to demonstrate concept knowledge and mathematical reasoning to solve a word 
problem with decimals (Lines 3, 6, and 8).  Open-ended analytic questions like, “If Pluto 
is about 0.18 times the size of Earth does this mean that Pluto is smaller or larger than 
Earth and why?” also allowed students to reflect more deeply on their thinking and to 
express their thoughts in their own words.  The exchange of answers was a valuable 
metacognitive and reinforcing component. 
Examination of student responses revealed errors in accurately performing 
operations involving decimal multiplication (Line 12). The teacher immediately offers 
corrective steps and specific feedback to remedy the learning problem (Lines 13-16 and 
18).  The teacher applied partial-products multiplication to help students attain a better 
understanding of the algorithm underlying multiplication of decimal numbers.  This 
approach was helpful for estimating the location of decimal points and required greater 
number sense and estimation skills than whole number multiplication.  Throughout, the 
teacher analyzed and connected underlying concepts, skills, and cognitive processes tied 
to the desired learning outcome.  There were also varying opportunities for student to 
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share and demonstrate their understanding, which encouraged students to build their 
metacognitive skills. 
Cluster Analysis of Running Records 
 The results of the hierarchical cluster analysis of running records data are shown 
graphically in Figure 7 and the results are summarized in the agglomeration schedule in 



































Mediate Mediates, coaches and provides concentrated 
feedback (T)  
ErrorAna Conducts error analysis of student responses 
(T)  
SReMediate Provides content-related response when 
teacher mediates, coaches and gives feedback 
(S) 
StuSelfAs Encourages student self-
assessment/metacognition (T)  
ConfirmCon Asks to confirm understanding of concept 
before moving onto new task/instruction (T) 
SConCont Affirms understanding of concept (S) 
Practice Introduces task tied to learning outcome as 
planned practice (T)  
EmbAsIns Embeds exercises in instruction for formative 
assessment (T)  
IncomRes Provides incomplete content-related response 
to probing question (S) 
ProbeDetail Probes to elicit more detailed content-related 
response (T) 
TkSpQue Engages in task-specific questioning (T) 
STkSpRep Responds to task-specific questioning (S) 
AffirmSTkAn Affirms student's answer to task (T) 
ExpTkAnsw Summarizes and explains answer to task (T) 
Scaffold Takes gradual and developmentally 
sequenced steps to scaffold learning (T) 
Probing Probes in instructional context (T)  
SContRe Provides content-related response to probing 
question (S) 
AffirmCont Affirms and/or clarifies content-related 
response (T) 
SDetailResP Provides detailed content-related response 
when probed (S) 
DirectInst Provides direct instruction linked to learning 
outcome (T) 
SContSpQ Asks content-specific question to confirm 
understanding (S) 
Review Reviews, reinforces concepts or re-teaches 
concepts (T) 
StudentDia Engages student dialogue relevant to 
instruction and assessment (T) 
SupportLE Creates supportive learning environment (T) 
IATiedLO Plans instruction and assessment tied to 
learning outcomes (T) 
SituatedLea Situates learning/task in real world context 
(T) 
InstruStrat Employs instructional strategy to facilitate 
learning (T) 
EmbedPPA Embeds paper and pencil tasks for formative 
assessment (T)  
ComLO Communicates learning outcome (T) 
CollabLearn Encourages collaborative learning in 
small/large groups (T) 
  
Note. T=teacher; S=student 
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Table 11 Agglomeration Schedule from Hierarchical Cluster Analysis of Running 
Records 
 
Cluster Combined Stage Cluster First Appears 
Stage Cluster 1 Cluster 2 Coefficients Cluster 1 Cluster 2 Next Stage 
1 6 22 .927 0 0 3 
2 16 17 .920 0 0 5 
3 6 10 .908 1 0 4 
4 6 27 .917 3 0 12 
5 16 24 .899 2 0 15 
6 7 12 .888 0 0 20 
7 8 9 .876 0 0 11 
8 4 5 .826 0 0 19 
9 13 28 .813 0 0 10 
10 13 26 .821 9 0 11 
11 8 13 .791 7 10 12 
12 6 8 .783 4 11 14 
13 15 19 .770 0 0 16 
14 6 11 .737 12 0 15 
15 6 16 .742 14 5 17 
16 14 15 .691 0 13 20 
17 6 18 .674 15 0 18 
18 6 25 .660 17 0 19 
19 4 6 .677 8 18 21 
20 7 14 .656 6 16 21 
21 4 7 .675 19 20 22 
22 4 29 .625 21 0 23 
23 4 23 .545 22 0 24 
24 4 30 .548 23 0 27 
25 20 21 .444 0 0 26 
26 2 20 .436 0 25 27 
27 2 4 .377 26 24 28 
28 1 2 .312 0 27 29 
29 1 3 .259 28 0 0 
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Clusters and sub-clusters were determined on the basis of visual examination and 
each was identified as distinguishable from one another and qualitatively meaningful 
when grounded in the data in terms of how groups or clusters of diagnostic assessment 
practices are operationalized and embedded during instruction.  
Three reasonably distinct sub-clusters were identified under a broader cluster.  
Interpretation of sub-clusters involved identifying key patterns that stood out for each 
group.  Objectively analyzed, the resulting clusters are summarized in the following 
paragraphs as structured narratives that were grounded in the data.  Together, the sub-
clusters appeared to reflect a particular pattern of practices when teachers embedded 
PALD cycles to identify learner gaps.  
Sub-cluster 1.  Five themes (or variables) were grouped in Sub-cluster 1—error 
analysis, mediation, student provides content-related response to mediation, 
metacognition, and probes to elicit detailed-response.  This cluster suggested a particular 
pattern in PALD practices during cycles of diagnostic formative assessment in relation to 
error diagnosis and mediation.  Mediation (theme 6) and error analysis (theme 22) were 
grouped at the first stage of the clustering procedure with the closest similarity, as 
indicated by the coefficient value of .927 (see Table 12).  Mediation was also closely 
associated with student provides content related response to mediation (theme 10) and 
metacognition (theme 27), with coefficients values of .908 and .917, respectively.  
According to the agglomeration schedule, probes to elicit detailed-response (theme 11) 
linked with mediation later in the clustering process at stage 14; similarity was measured 
at .737.  Collectively, the grouped themes were consistent with the qualitative findings 
and aligned with the theoretical expectations of the PALD model.  Specifically, when 
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errors in students responses where identified, teachers immediately engaged in mediation 
practices to rectify the cognitive breakdown and students provided content-specific 
answers in response to coaching, which also enhanced metacognitive thinking.  As is 
evident, this finding corroborated qualitative findings from running records on sequences 
of PALD cycles.   
Sub-cluster 2.  Two themes were in grouped in Sub-cluster 2—teacher confirms 
students’ understanding of concepts and student responds to confirm understanding—
with a similarity coefficient of .876.  These themes were distinct from probing questions.  
The focus was not to probe or diagnose errors but to attain verbal confirmation from 
students that they understand the content before moving onto the next instructional unit.  
For example, teachers asked questions such as, “Do you have any questions about this 
problem?”  Depending on the outcome of these exchanges, teachers reviewed concepts or 
provided additional opportunities for students to further engage with the material. 
Sub-cluster 3.  Three themes were grouped in the third sub-cluster—teacher 
engages in task-specific questioning, student responds to task-specific questioning, and 
teacher affirms student’s answer to task.  Teacher engages in task-specific questioning 
(theme 16) was closely associated with student responds to task-specific questioning 
(theme 17) with a coefficient value of .920.  The measure of similarity between theme 16 
and theme 24 (teacher affirms student’s answer to task) was .899.  This group was 
characterized by themes specific to task-related questions and answers.  The pattern 
indicated that when teachers asked for answers to problems or tasks, students responded 
accordingly, and teachers either affirmed or provided the correct answers to tasks.  Such 
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an exchange was observed when teachers reviewed answers on homework assignments or 
in-class assignments with students.  
Cluster Analysis of Journal Records  
The results from the cluster analysis are presented in the dendrogram in Figure 8 
















Figure 8. Dendrogram of journal record data.  Njournal records=9. 
 
Line of Demarcation 
Sub-cluster 1 
Sub-cluster 2 
Review Reviews, reinforces concepts or 
re-teaches concepts (T) 
AssessMast Embeds assessment to assess 
mastery in an instructional unit (T) 
AssessTeStr Uses assessment results to improve 
teaching strategies (T) 
ErrorAna Conducts error analysis of student 
responses (T)  
RecordSPro Records and monitors student 
progress (T) 
StuSelfAs Encourages student self-
assessment/metacognition (T)  
RepeatFC Repeats formative assessment 
cycle (T) 
DesignAssess Designs developmentally ordered, 
diagnostic self-made assessments 
tied to learning outcomes (T)  
DataInfICA Formatively uses assessment data 
to inform instruction, curriculum 
and assessment (T) 
OngoingDA Engages in ongoing diagnostic 
assessment (T) 
ReviseIns Revises instruction based on 
assessment data (T) 
SpecLODes Specifies developmentally ordered 
learning outcomes when designing 
instruction and assessment (T) 
IATiedLO Plans instruction and assessment 
tied to learning outcomes (T) 
ScoringRu Designs and utilizes scoring 
rubrics for learner diagnosis (T) 
Mediate Mediates, coaches and provides 
concentrated feedback (T)  
SituatedLea Situates learning/task in real world 
context (T) 
  
Note. T=teacher; S=student 
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Table 12 Agglomeration Schedule from Hierarchical Cluster Analysis of Journal Records 
Cluster Combined Stage Cluster First Appears 
Stage Cluster 1 Cluster 2 Coefficients Cluster 1 Cluster 2 Next Stage 
1 2 8 1.000 0 0 6 
2 4 5 .930 0 0 9 
3 10 11 .921 0 0 4 
4 10 15 .901 3 0 5 
5 10 12 .844 4 0 7 
6 2 14 .813 1 0 11 
7 10 13 .787 5 0 8 
8 9 10 .812 0 7 12 
9 4 6 .768 2 0 10 
10 4 7 .664 9 0 11 
11 2 4 .672 6 10 12 
12 2 9 .686 11 8 13 
13 2 16 .479 12 0 14 
14 1 2 .469 0 13 15 
15 1 3 .058 14 0 0 
 
Four broad clusters were obtained by cutting the dendrogram at stages 12 and 13 
in the diagram where a large change in the linking distance occurred (see Table 12).  Two 
sub-groups subsumed under a general cluster yielded the most meaningful clusters in 
terms of interpreting patterns of diagnostic, formative assessment practices.  When 
combined, both clusters created a larger picture that included pre-instruction planning and 
post-instruction analysis.    
 Sub-cluster 1.  Seven themes in Sub-cluster 1—(a) conducts error analysis of 
student responses, (b) records and monitors student progress, (c) uses assessment results 
to improve teaching strategies, (d) reviews, reinforces or re-teaches concepts, (e) repeats 
formative assessment cycle, (f) encourages student self-assessment/metacognition, and 
(g) embeds assessment to assess mastery—represented a coherent set of practices tied to 
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the identification of error patterns.  Specifically, teachers made time to analyze student 
responses and record assessment data to monitor student learning.  Teachers also used 
diagnostic assessment data to improve pedagogic strategies, provide added instruction to 
reinforce concepts, and continue formative assessment cycles as needed.  At the same 
time, diagnostic data provided critical information needed to facilitate metacognitive 
abilities and self-regulation skills in learners.  Together, these practices are a fundamental 
part of the PALD approach to embed diagnostic, formative assessment cycles to identify 
and mediate learner gaps en route to administering end-of-unit assessments for 
summative decision-making.  These findings are consistent with the theoretical 
assumptions underlying the original PALD model. 
Sub-cluster 2.  Six themes were grouped in Sub-cluster 2: (a) specifies 
developmentally ordered learning outcomes when designing instruction and assessment, 
(b) plans instruction and assessment tied to learning outcomes, (c) designs 
developmentally ordered, diagnostic self-made assessments tied to learning outcomes, (d) 
formatively uses assessment data to plan instruction, curriculum, and assessment, (e) 
revises instruction based on assessment data, and (f) engages in ongoing diagnostic 
assessment.  According to the relationship between the themes in this group, the 
specification of a developmentally ordered domain served as a framework for 
instructional and assessment design.  Teachers also used diagnostic data from self-
designed assessments to plan future curriculum units, instructional strategies, and 
assessments.  Likewise, teachers revised instructional plans based on student performance 
data.  These practices were part of teachers’ efforts to continuously engage in ongoing 
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diagnostic assessment over the course of a curriculum unit.  These findings were 
consistent with the PALD model. 
Cluster Analysis of Combined Data Sources 
The results of the hierarchical cluster analysis of combined data sources are 
























ConfirmCon Asks to confirm understanding of concept before moving 
onto new task/instruction (T)  
IncomRes Provides incomplete content-related response to probing 
question (S) 
SExpMisU Expresses confusion or misunderstanding (S) 
Mediate Mediates, coaches and provides concentrated feedback 
(T)  
SReMediate Provides content-related response when teacher mediates, 
coaches, and gives feedback ( S )  
ProbeDet a i l  Probes to elicit more detailed content-related response (T)  
ErrorAna  Conducts error analysis of student responses (T)  
StuSelfAs Encourages student self-assessment/metacognition (T)  
SConCont  Affirms understanding of concept ( S )  
AffirmSTkAn Affirms student's answer to task (T)  
TkSpQue Engages in task-specific questioning (T)  
STkSpRep Responds to task-specific questioning (S) 
EmbAsIns Embeds exercises in instruction for formative assessment 
(T)  
DataInfICA Formatively uses assessment data to inform instruction, 
curriculum and assessment (T)  
OngoingDA Engages in ongoing diagnostic assessment (T)  
ReviseIns Revises instruction based on assessment data (T)  
PlanStPriorKn Specifies learning goals based on student's prior 
knowledge (T)  
SpecLODes Specifies developmentally ordered learning outcomes 
when designing instruction and assessment (T)  
Practice Introduces task tied to learning outcome as planned 
practice (T)  
Scaffold Takes gradual and developmentally sequenced steps to 
scaffold learning (T)  
IATiedL O  Plans instruction and assessment tied to learning 
outcomes (T)  
DesignAssess Designs developmentally ordered, diagnostic self-made 
assessments tied to learning outcomes (T)  
Review Reviews, reinforces concepts or re-teaches concepts (T)  
Repea t F C  Repeats formative assessment cycle (T)  
ProbeAl tSt r  Probes for alternative strategy to solve task (T)  
AssessMast  Embeds assessment to assess mastery in an instructional 
unit (T)  
MoreMedTec Tries more than one mediation technique (T)  
AssessTeS t r  Uses assessment results to improve teaching strategies (T)  
SContRe Provides content-related response to probing question (S) 
Suppor t L E  Creates supportive learning environment (T)  
AffirmCont  Affirms and/or clarifies content-related response (T)  
SDetailResP  Provides detailed content-related response when probed 
( S )  
DirectInst  Provides direct instruction linked to learning outcome (T)  
SContSpQ  Asks content-specific question to confirm understanding 
( S )  
Probing Probes in instructional context (T)  
ExpTkAnsw Summarizes and explains answer to task (T)  
Student D i a  Engages student dialogue relevant to instruction and 
assessment (T)  
SituatedLea  Situates learning/task in real world context (T)  
SAltTkAns Provides alternative strategy to solve task when probed 
( S )  
EmbedPPA Embeds paper and pencil tasks for formative assessment 
(T)  
PeerFeed Provides peer feedback ( S )  
InstruStrat Employs instructional strategy to facilitate learning (T)  
CollabLearn Encourages collaborative learning in small/large groups 
(T)  
RecordSPro Records and monitors student progress (T)  
ComL O  Communicates learning outcome (T)  
  
Note. T=teacher; S=student 
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Table 13 Agglomeration Schedule from Hierarchical Cluster Analysis of Combined Data 
Sources 
Cluster Combined Stage Cluster First Appears 
Stage Cluster 1 Cluster 2 Coefficients Cluster 1 Cluster 2 Next Stage 
1 8 30 .966 0 0 19 
2 9 28 .964 0 0 12 
3 5 26 .958 0 0 10 
4 17 18 .948 0 0 12 
5 41 45 .947 0 0 16 
6 6 10 .944 0 0 9 
7 11 25 .924 0 0 8 
8 11 31 .928 7 0 9 
9 6 11 .919 6 8 21 
10 5 7 .919 3 0 15 
11 40 43 .917 0 0 22 
12 9 17 .914 2 4 20 
13 13 29 .910 0 0 22 
14 15 20 .906 0 0 18 
15 5 12 .893 10 0 26 
16 41 42 .874 5 0 28 
17 14 34 .868 0 0 33 
18 4 15 .854 0 14 26 
19 8 33 .844 1 0 21 
20 9 32 .833 12 0 29 
21 6 8 .824 9 19 30 
22 13 40 .818 13 11 28 
23 24 37 .805 0 0 24 
24 24 35 .844 23 0 33 
25 38 39 .802 0 0 38 
26 4 5 .781 18 15 40 
27 21 23 .780 0 0 35 
28 13 41 .757 22 16 29 
29 9 13 .756 20 28 30 
30 6 9 .774 21 29 38 
31 16 22 .713 0 0 42 
32 19 36 .707 0 0 36 
33 14 24 .681 17 24 34 
34 14 44 .644 33 0 39 
35 2 21 .640 0 27 36 
36 2 19 .673 35 32 41 
37 3 27 .635 0 0 43 
38 6 38 .619 30 25 39 
39 6 14 .583 38 34 40 
40 4 6 .640 26 39 41 
41 2 4 .461 36 40 42 
42 2 16 .532 41 31 43 
43 2 3 .430 42 37 44 
44 1 2 .180 0 43 0 
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Although not perfectly separated, four reasonably distinct clusters were identified 
as subgroups of broader clusters.  Each was meaningfully distinguishable and 
characterized by a particular pattern or structure.  
Sub-cluster 1. Eight themes were grouped in Sub-cluster 1: (a) asks to confirm 
understanding of concept, (b) student provides incomplete content-related response, (c) 
student expresses confusion or misunderstanding, (d) probes to elicit more detailed 
content-related response, (e) conducts error analysis of student responses, (f) mediates, 
coaches, and provides concentrated, (g) student provides content-related response to 
mediation, and (h) encourages student self-assessment/metacognition.  Grouped at the 
first stage of the clustering procedure with a coefficient value of .966, asks to confirm 
understanding of concept (theme 8) and student provides incomplete content-related 
response (theme 30) were the closest themes in the group (see Table 13).  Theme 8 
clustered next with student expresses confusion or misunderstanding (theme 33) and had 
a measure of similarity of .844.  These themes were grouped together with the same 
cluster of themes that emerged in Sub-cluster 1 from the analysis of running records data.   
As a group, the patterns among the themes suggested that when students were 
unable to provide complete content-related responses or expressed misunderstanding, 
teachers probed deeper to assess errors in students’ thinking and reconciled the cognitive 
block through mediation, coaching, and concentrated feedback.  Theses practices also 
encouraged metacognitive thinking by focusing probes and mediation exchange on the 
cognitive processes.    
Sub-cluster 2. The following seven themes were grouped in Sub-cluster 2: (a) 
specifies developmentally ordered learning outcomes when designing instruction and 
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assessment (theme 43), (b) specifies learning goals based on student's prior knowledge 
(theme 40), (c) formatively uses assessment data to inform instruction, curriculum and 
assessment (theme 41), (d) revises instruction based on assessment data (theme 42), (e) 
engages in ongoing diagnostic assessment (theme 45), (f) introduces task tied to learning 
outcome as planned practice (theme 13), and (g) takes gradual and developmentally 
sequenced steps to scaffold learning (theme 29).  Several of the themes grouped in this 
cluster (themes 43, 41, 42, and 45) were also linked in Sub-cluster 2 from the analysis of 
portfolio records data.   
Collectively, the themes in this cluster indicated that domain specification served 
as a guiding framework for instructional and assessment design, including self-designed 
tasks to help students practice and further engage with the material.  Curriculum design 
was also based on student’s prior knowledge.  Likewise, diagnostic data served to inform 
curriculum, instructional, and assessment design.  Lastly, to facilitate the necessary 
cognitive connections and mental bridges, learning was scaffolded and diagnostic 
assessment was an ongoing process.  
Sub-cluster 3.  Two themes—plans instruction and assessment tied to learning 
outcomes and designs developmentally ordered, diagnostic self-made assessments tied to 
learning outcomes—were grouped in Sub-cluster 3.  Similarity was measured at .802.  
Per PALD theory, teachers intentionally aligned instruction and assessment to specified 
domains of developmentally ordered learning outcomes.  This alignment helped to ensure 
the accuracy of inferences drawn from self-designed diagnostic assessments on student 
learning.   
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Sub-cluster 4.  The following seven themes were grouped in Sub-cluster 4: (a) 
provides direct instruction linked to learning outcome, (b) probes in instructional 
context, (c) student provides content-related response to probing question, (d) student 
provides detailed content-related response when probed, (e) affirms and/or clarifies 
content-related response, (f) student asks content-specific question to confirm 
understanding, (g) creates supportive learning environment.  Collectively, this cluster 
indicated a pattern in the instructor-learner exchange specific to probing embedded in 
instruction.  Specifically, students gave content-specific responses when probed for 
understanding during instruction and teachers either affirmed or clarified their responses.  
Students also showed self-initiated effort to attain deeper comprehension and discoveries 
on their own by asking content-related questions to confirm understanding and self-
regulate their learning.  These findings were also associated with positive learning 
environments that supported the learning process and encouraged student participation. 
Triangulation and Cross-validation of Findings 
 Throughout the study, findings derived from both qualitative and quantitative 
analysis were compared and contrasted to triangulate and cross-validate for consistency 
at multiple points in time.  One objective was to examine whether the themes that 
emerged from qualitative analysis of teachers’ classroom data complemented or refuted 
the findings from cluster analysis.  Another aim was to converge the two analyses to 
further explore and attain a deeper understanding of the results as they pertain to 
teachers’ diagnostic, formative assessment practices.  
Themes derived from classroom data sources were compared against each other 
and the domain of PALD practice indicators listed in Table 2.  Table 14 presents the 
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revised domain based on consistency of qualitative findings across schools.  Given the 
understanding that some classroom practices are observed in-between and during 
different phases of the instructional cycles, the judgment was made to add themes to the 
overall domain if observed across three schools by data source.  Cross-validation 
information and overlapping themes by data source are also provided.  All practices 
unique to the PALD approach, such as designing developmentally diagnostic assessments 
and mediation, were observed across three or more schools and across two or more data 
sources. 
Indicators were also added or excluded from the PALD model based on cross-
validated findings from cluster analysis.  Results from cluster analysis further supported 
patterns identified from qualitative analysis of teachers’ classroom data.  Cross-validation 
indicated that teachers: (a) deliberately aligned instruction and assessment to specified 
domain of developmentally ordered learning outcomes; (b) frequently probed, conducted 
error analysis, mediated, encouraged metacognitive thinking, and provided skill-specific 
practice opportunities when diagnostic assessments were embedded in instruction (with 
frequent teacher-student dialogue); and (c) made time to conduct error analysis of student 
responses, recorded and monitored student learning, and used diagnostic data to 
improve/revise instruction, re-teach concepts, and enhance student metacognition.  The 
revised PALD model is presented in Figure 10. 
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Table 14 Revised Operational Indicators of the PALD Model 
 Data source 
General and specific practice indicators R J C 
A. Identifies learning outcomes    
1. Specifies learning goals based on student's prior knowledge (T)  x x 
2. Specifies developmentally ordered learning outcomes when designing instruction 
and assessment (T) 
 +  
B. Develops lesson plans and assessments tied to specified learning outcomes    
1. Plans instruction and assessment tied to learning outcomes (T) + + x 
2. Designs developmentally ordered, diagnostic self-made assessments tied to 
learning outcomes (T) (PALD-specific indicator) 
x + x 
C. Delivers instruction and embeds PALD cycles to identify and mediate learning gaps    
Communicates learning outcomes    
1. Communicates learning expectation at beginning of instruction (T) x  + 
Engages in direct instruction    
2. Provides direct instruction linked to learning outcome (T) x  x 
3. Takes gradual and developmentally sequenced steps to scaffold learning (T) +  + 
4. Employs instructional strategy to facilitate learning (T) x  + 
Embeds assessments    
5. Embeds exercises in instruction for formative assessment (T) (PALD-specific 
indicator) 
+   
6. Embeds paper and pencil tasks for formative assessment (T) (PALD-specific 
indicator) 
+  + 
7. Situates learning/task in real world context (T) x x + 
Analyzes errors    
8. Conducts error analysis of student responses (T) (PALD-specific indicator) + x + 
Engages in probing and mediation    
9. Probes in instructional context (T) (PALD-specific indicator) +  + 
10. Probes to elicit more detailed content-related response (T) +  x 
11. Probes for alternative strategy to solve task (T) x   
12. Mediates, coaches, and provides targeted feedback (T) (PALD-specific indicator) +  + 
13. Affirms and/or clarifies content-related response (T) +  + 
Reviews and provides planned practice    
14. Reviews, reinforces or re-teaches concepts (T) x x + 
15. Asks to confirm understanding of concept (T) +   
16.  Introduces task tied to learning outcome as planned practice (T) (PALD-specific 
indicator) 
+  x 
Note. T=teacher; S=student.  R=Running records; J=Journal records; C=Coaches’ records. x=practice 
indicator observed across three schools; +=practice indicator observed across four schools. 
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Table 14 (continued) 
 Data source 
General and specific practice indicators R J C 
Engages in task specific questioning and instruction    
17. Engages in task-specific questioning (T) +  x 
18. Affirms student's answer to task (T) +   
19. Summarizes and explains answer to task (T) x  x 
20. Provides answers to homework assignment (T)   x 
Repeats formative assessment cycle    
21. Repeats formative assessment cycle (T)  x + 
22. Engages in ongoing diagnostic assessment (T)  x  
Encourages metacognition    
23. Encourages student self-assessment/metacognition (T) (PALD-specific indicator) + x + 
Creates an engaging learning environment    
24. Engages student dialogue relevant to instruction and assessment (T) +   
25. Creates supportive learning environment (T)  x x 
26. Encourages collaborative learning in small/large groups (T) x   
Student responses and requests during instruction and assessment    
27. Provides content-related response to probing question (S) +  + 
28. Provides detailed content-related response when probed (S) +   
29. Provides incomplete content-related response to probing question (S) +   
30. Provides content-related response when teacher mediates, coaches, and gives 
feedback (S) 
+  x 
31. Affirms understanding of concept (S) +   
32. Asks content-specific question to confirm understanding (S) x   
33. Responds to task-specific questioning (S) +  x 
D. Uses formative assessment results to revise learning goals, lesson plans, instructional 
strategies, and assessments 
   
1. Records and monitors student progress (T)  x  
2. Formatively uses assessment data to inform instruction, curriculum and assessment 
(T) 
 x  
E. Administers summative assessment    
1. Embeds assessment to assess mastery in an instructional unit (T)  x  
Note. T=teacher; S=student.  R=Running records; J=Journal records; C=Coaches’ records. x=practice 
indicator observed across three schools; +=practice indicator observed across four schools. 











































Figure 10. The revised PALD model based on triangulation of findings. Short dash lines 
indicate a “lesson embedded” PALD cycle. Long dash lines indicate a “unit embedded” 
PALD cycle. Double dash lines indicate the starting point from where a “lesson 
embedded” or “unit embedded” PALD cycle can be implemented.  
I. Goal-Setting 
IV. End of Unit Assessment 
Specify long-term goals 
Specify short-term goal: Culminating performance outcome 
and domain of embedded concepts and skills 
Develop lesson plans and instructional strategies linked to domain 
Develop developmentally diagnostic assessments linked to domain 
 
II. PALD Planning 
III. PALD Implementation 
Make formative decisions 
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Preliminary Framework for an Observation Codebook  
Table 15 provides the beginnings of a formal “codebook” for diagnostic and 
formative approaches to classroom assessment like the PALD model.  The codebook 
offers a sample of explicitly delineated behaviors of teacher practices with 
operationalized examples or vignettes from the field.  Together, the components of the 
codebook could provide a framework by which to systematically map teacher proficiency 
in diagnostic, formative classroom assessment.  
Table 15 Codebook of Teacher Practice Indicators in Diagnostic, Formative Classroom 
Assessment 
Specific practice indicator Field example 
Communicates learning 
expectation at beginning of 
instruction 
Teacher says: Please get ready to write down today’s aim. (Teacher 
writes on the board: What is the order of operations in long division?) 
[Teacher begins instruction by communicating learning outcome] 
Embeds exercises in instruction 
for formative assessment  
T: Let’s try this. 15 divided by 5 times 3. (Writes 15÷5x3=) [Teacher 
introduces assessment task that requires students to correctly apply the 
order of operations to evaluate a mathematical expression] 
Probes in instructional context  T: I would do what here? You said you’d do multiplication first? 
[Teacher asks probing question to elicit evidence of students’ 
understanding on correctly applying the order of operations to evaluate 
the assessment task above] 
S: Yes 
Conducts error analysis of 
student responses 
T: I would do division first. [Teacher identifies conceptual error based on 
student’s response above in the moment of teaching and learning] 
Mediates, coaches, and provides 
targeted feedback 
T: I’ve been saying from left to right all along and this is how you 
remember it. So, let’s try my way first. [Teacher mediates with targeted 
feedback and demonstration to correct misconception identified above] 
Introduces task tied to learning 
outcome as planned practice 
T: I want each of you to take this problem and look at it right now.  Using 
what you know, I’d like you to try and work with the problem on your 
own. [Teacher introduces new task as planned practice tied to specified 
learning outcome above] 
Note. T=teacher; S=student.  Specific excerpts that represent the theme (practice indicator) are italicized. 
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Chapter V: Discussion 
The purpose of this study was to validate the theoretical PALD model by 
investigating which facets of the PALD approach were corroborated by actual practices 
of teachers who were trained as a part of the initial field-testing of the PALD model.  In 
doing so, the study examined to what extent trained teachers embedded PALD practices 
in their classrooms and the degree of match of their practices with theoretical 
expectations.  Grounded theory analysis and cluster analysis were applied to derive and 
examine the relationships between themes as observable teacher practice indicators.  
Overall, the findings were consistent with the theoretical PALD model (Figure 1, Chapter 
1) and its core indicators defined in Table 2 (Chapter 1).  The results from this mixed-
methods study were synthesized to confirm, reframe, and refine the PALD model.   
Summary of Findings 
As PALD was developed to close students' learning gaps in domains, findings 
indicated that teachers were indeed detecting errors and taking formative actions, despite 
the prevalent summative and accountability oriented assessment culture in the school 
district (Chatterji et al., 2009).  When interpretation of findings was grounded in the data, 
meaningful sequences and connections between observed themes (practice indicators) 
were qualitatively identified and corroborated by quantitative cluster analysis, a 
methodology that proved helpful in obtaining a deeper understanding of PALD practices 
in action.   
PALD as a "unit embedded" form of formative assessment and learning need 
diagnosis was occurring in an ongoing way (see Figures 3-6 and 10).  Teachers were 
indeed designing developmentally ordered, domain-referenced assessments comprised of 
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multiple items in advance.  The assessments were used as homework or classwork 
exercises, for example, as entry or exit tickets.  Most were paper and pencil tests but with 
constructed response tasks and real world problems.  Once the assessments were scored, 
teachers recorded the data and identified student errors.  They reflected on error patterns 
and modified their instructional plans, teaching strategies, and assessments accordingly.  
Teachers also gave class practice to students after re-teaching concepts based on error 
patterns.  It was evident that teachers used diagnostic data on an ongoing basis to improve 
formative decisions and help students self-regulate their learning.  This was a form of 
PALD application that was anticipated as teachers received training, models, and 
examples along these lines for two years.  These findings are largely consistent with the 
original PALD model (Figure 1, Chapter 1).  
There were additional insights on how teachers implemented PALD practices 
when sequences of connected themes were extracted from the data and results of cluster 
analysis were reviewed in unison.  PALD as a "lesson embedded" form of formative 
assessment and learning need diagnosis while teachers were "in the flow" of delivering a 
lesson was a new finding that emerged from deeper analysis of running records and 
coaches’ records (see Tables 8 and 10 and Figure 10).  In this form of PALD application, 
trained teachers embedded informal assessment tasks as a part of individual lesson 
instruction and detected student errors through progressive levels of probing to elicit 
evidence of student learning that involved constant back and forth content-related 
exchanges between teachers and students.  When errors were detected teachers 
redirected, provided scaffolded instruction, or mediated in other ways to correct 
misconceptions and set students back on the right track.  They also gave planned practice 
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afterwards to help students consolidate new learning in relation to desired learning goals.  
Teachers who did this with ease encouraged deeper thinking about the content through 
their persistent questioning as they taught and created a risk free assessment culture 
where students freely engaged in the learning process.  
Also emerging from the analysis and adding to our understanding of diagnostic 
and formative approaches to diagnostic assessment is the increased level of meaningful 
student engagement in the teaching and learning process.  Findings suggested that 
students were dynamically involved in their own learning by verbalizing their thinking to 
reinforce or change their ideas, asking questions to confirm understanding of concepts, 
expressing confusion or lack of comprehension in defined domains, and probing teachers 
for alternative explanations to reconcile their misconceptions (see Table 8).  Thus, it can 
be inferred that as teachers implemented the PALD model to effectively use formal and 
informal assessment data, students also independently adopted PALD principles to their 
own learning.  
Comparison of the Old and New PALD Model 
The set of findings led to a major change and addition to the original PALD 
model.  The old (Figure 1, Table 2) and new (Figure 10, Table 14) PALD model should 
be viewed as a way to compare and contrast how the findings from the study were 
synthesized and embedded in the new model.  In general, the original PALD model and 
its core indicators were validated but the model is also significantly expanded with new 
elements.  Per PALD theory, teachers did embed formally designed diagnostic 
assessments for learner diagnosis coupled with error analysis, mediation, and planned 
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practice during “unit embedded” PALD cycles (indicated by long dash lines in Figure 
10).  
Grounded in the data, new information indicated that PALD cycles can extend 
beyond more formally designed diagnostic assessments coupled with error analysis, 
mediation, and planned practice.  At different times during the instructional cycle, 
teachers can also embed informal assessment tasks as part of “lesson embedded” PALD 
cycles (indicated by short dash lines in Figure 10).  Informal assessments can depart from 
the traditional multi-item paper and pencil form and may not always possess 
developmentally diagnostic properties.  Some may be single-item tasks and others may 
require students to use objects like manipulatives to demonstrate understanding of 
domain-related concepts.  Still, “lesson embedded” informal assessments can provide 
numerous opportunities to proximally collect diagnostic data as teachers progressively 
probe student thinking, engage in fine-grained error analysis, mediate to correct 
misunderstandings and errors, encourage deeper thinking and reasoning in learners, and 
introduce tasks as planned practice to consolidate new learning.   
All the while, teachers continually scaffold learning and cultivate a positive and 
non-threatening learning environment as they ask probing questions to detect errors, 
provide domain-specific feedback to redirect thinking or repeat instruction to reinforce 
concepts.  As reflected in the revised PALD model, this “lesson embedded” PALD cycle 
would continue as needed before new instruction or summative assessments are 
introduced.   
Also new to the revised model are indicators of teacher-student discourse during 
probing and mediation.  This was a frequent finding that indicated student involvement is 
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an important dimension of meaningful teaching and learning.  Table 14 offers a more 
comprehensive domain of observable practices and behaviors that distinguishes the role 
of the teacher from the student and is associated with proficiency in diagnostic, formative 
assessment.  
Significance of the Study 
The significance of the study is four-fold.  Findings can help (1) inform current 
theoretical understandings of formative assessment that includes diagnosis of learner 
needs in the classroom; (2) point to directions for future research and development efforts 
on formative classroom assessment models that are diagnostic, such as the PALD model; 
(3) inform future teacher capacity-building efforts in classroom assessment in general and 
diagnostic assessment more specifically; and finally, (4) inform policy discussions 
relevant to teacher education and development in classroom assessment.  
Further development and refinement of the PALD Model.  The present study 
builds on early research of the PALD model and adds to the research base on formative 
assessment.  This is turn can lead to further development and refinement of theory 
underlying the PALD approach.  The refined PALD model and indicators that emerged 
also help define a domain that could potentially inform future instrumentation and 
validation efforts (see Chatterji, 2012).  Moreover, this study fills a continuing need to 
develop theory on formative assessment classroom models with insights derived from 
cognitive and developmental psychology (Pellegrino et al., 1999, 2001; Shepard, 2000; 
Wilson & Sloane, 2000). 
The study also sheds light on the extent to which trained teachers are able to 
assimilate the theoretical principles underpinning the PALD approach into their day-to-
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day practices when given a guiding model and provided with supporting tools and 
resources.  Thus helping to address concerns like those raised by Bennett (2011), who 
emphasized that there is little information in the assessment literature on how teachers 
detect errors or make inferences of student learning based on evidence collected and how 
they act on these inferences. 
Teacher education and development programs.  The study additionally speaks 
to the need for formal assessment training tools to monitor the development of teachers’ 
formative classroom assessment practices.  Scholars have written of the apparent lack of 
general teacher assessment training for several decades (Gullickson, 1986; Schafer & 
Lissitz, 1987; Stiggins, 1999, 2007; Wise et al., 1991).  Literature suggests that the initial 
preparation of teachers and their ongoing professional development consistently fail to 
address teacher skills in: conceptualizing learning outcomes, developing and using 
assessment tools to make valid inferences about student understanding and thinking, 
interpreting data derived from classroom assessments, communicating assessment results, 
and taking instructional steps to help students obtain deeper understandings of learning 
domains (Buck, Trauth-Nare, & Kaftan, 2010; McMillan, 2003; Pellegrino et al., 2001).   
The validated PALD model offers a dynamic approach to guide teachers’ 
understanding of and development in diagnostic, formative assessment practices.  
Teacher capacity-building efforts can benefit from theoretically grounded models of 
formative classroom assessment like the PALD approach to link assessment practices 
with students’ ongoing cognitive development, such as modifying instructional practices 
to mediate learning when misconceptions are identified and encouraging students to 
monitor their own learning.  Validated frameworks or models like PALD can help 
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teachers develop more informed understandings of diagnostic assessment practices in 
their day-to-day instruction.   
As part of the Race to the Top grant program, the emphasis on improving teacher 
effectiveness, providing effective teacher development support, and improving the 
effectiveness of teacher preparation programs, further highlight the need for such 
frameworks.  Specifically, the resulting domain of teacher practice indicators could 
potentially inform the design of formal coaching and observational procedures that 
facilitate the development of teachers’ diagnostic assessment capacities.  Given the 
complexities inherent in diagnostic classroom assessment, observations can help make 
specific distinctions between sound and unsound teaching practices.  Understandings of 
the processes by which teachers change their assessment practices can be improved.  In 
working towards better measures and methodologies to inform understandings on teacher 
learning and development, such tools would also speak to Desimone’s (2009) 
recommendation for the development of a consistent set of instruments that would benefit 
teacher professional development programs.  
Teacher education policies.  The wider adoption of formative assessment by 
classroom teachers and education systems will also depend on teacher education policies.  
Goe and Stickler (2008) argue that attention to classroom assessment practices and 
strategies that teachers employ to accomplish specific teaching tasks are missing in 
current legislation on teacher certification and licensure, experience, and subject-matter 
knowledge.  Brookhart (2011) also notes that the 1990 Standards for Teacher 
Competence in Educational Assessment of Students has become dated and underscores 
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the need for an “updated list of knowledge and skills teachers need to perform the 
assessment-related aspects of their work in a competent and professional manner” (p. 3).   
Such efforts should highlight skills such as: aligning of instruction with 
assessment, communicating clear learning objectives to students, and asking probing 
questions that require students to improve or elaborate on their original response in order 
to gauge their level of understanding (Black & Wiliam, 2006a; Brookhart, 2007; Dwyer, 
1998; Shepard, 2008; Stiggins, 2007; Wiliam, 2007a).  These skills are all embedded in 
the PALD model (Chatterji, 2006, 2012; Chatterji & Gordon, 2007).  As current policies 
do not emphasize formative assessment as an essential part of good teaching, the results 
of this study could provide information to inform teacher education reforms with respect 
to professional development in classroom assessment. 
Policies to promote the broader practice of diagnostic, formative assessment.  
Informed legislation that promotes the broader practice of diagnostic, formative 
assessment as well as the mechanisms to support implementation and scale-up efforts are 
needed to build stronger bridges between research, practice, and policy.  Educational 
policy needs to detail how such practices might be embedded in the instructional cycle 
and the benefits associated with such an approach.  Policymakers need to recognize and 
affirm well-defined assessment practices and how they are successfully utilized in the 
classroom.  The information must then be used to drive policies that promote effective 
assessment practices to break though the barriers to wider use of diagnostic classroom 
assessment, redress the achievement crisis, and maximize benefits for all. 
Falitz (2011) points out, “While school improvement and gains in student 
achievement are the intended goals of [NCLB], there is very little in the language of the 
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act that would spell out how schools and states will achieve those gains and 
improvements” (p. 38).  Cognitively based models of formative assessment for learner 
diagnosis and mediation, like the PALD approach, can provide a fundamental approach 
to education reform.  Combined with earlier empirical studies that suggest positive 
effects on student achievement (see Chatterji et al., 2009), PALD is a validated and 
replicable model that is theoretically conceived with evidence to show (a) how teachers 
embed and engage in diagnostic classroom assessment to improve student learning and 
(b) the consistency of implementation across different school settings.  
While this study focused on mathematics domains, the PALD approach can be 
transferred to other subject domains (Chatterji & Gordon, 2007).  In fact, at the end of the 
second year, teacher participants in the original study reported that they were able to 
utilize the PALD model in other performance domains such as history, language arts, and 
science.  Despite initial “union-led resistance because of the time demands of the 
intervention on their schedules” (p. 31) and pressure to perform well on district 
assessments, the teachers eventually embraced the philosophy of PALD and deliberately 
used the model to meet the needs of their classrooms as they began to realize the benefits 
of this approach with corresponding student achievement gains on mathematics domains. 
Further, in implementing PALD, teachers can exercise creativity and attain 
greater autonomy as they design and utilize their own developmentally diagnostic 
assessments, gather and interpret diagnostic data to make more informed judgments about 
student development, use evidence of student learning to mediate and shape development 
in defined domains, and use PALD principles to fit other instructional and learner needs 
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(Chatterji, 2006).  Ultimately, the PALD model can empower teachers to take ownership 
of their assessment practices to maximize student learning.  
Inherent in the development, implementation, and effective use of these skills is 
the matter of time, resources, and professional support.  According to Bennett (2011): 
Even if we can find a practical way to help teachers build pedagogical skill, deep 
domain understanding, and a sense of the measurement fundamentals, teachers 
need significant time.  They need time to put that knowledge, skill, and 
understanding to practice, for example, to learn to use or adapt purposefully 
constructed, domain-based, formative-assessment materials. (p. 19) 
To learn and integrate cognitively based formative assessments practices for learner 
diagnosis, new and experienced teachers need time to engage in repeated cycles of use, 
adjustment, and reflection in order to develop a deep and meaningful understanding of 
the processes.  Such was the case of PALD teachers who needed time to scaffold training 
and develop the skills needed to proximally engage in diagnostic, formative assessment 
practices. 
Another facilitating factor in implementing the PALD model was the ongoing 
job-embedded support during the intervention period that included eight workshops, on-
site coaching sessions, modeling of PALD practices, and email communication.  In their 
journey towards becoming more “skilled domain specialists, assessment designers, 
diagnosticians, and users of data” (Chatterji, 2006, p. 4), these services can be essential as 
teachers reconcile prior beliefs and depart from traditional assessment practices 
associated with external, high-stakes testing programs.  
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Limitations of Study  
Although the theoretical indicators of the PALD model were corroborated by the 
findings, the study is limited by its small field test sample of only 11 teachers.  The 
constraint of secondary analysis of data is another limitation of the study—data is limited 
to what already exists and some information may be incomplete.  In fact, there were 
several missing items in different data sources.   
In terms of running records, only seven teachers were observed in Year 1 and 
eight teachers in Year 2.  Determining to what extent certain practices were typical or 
atypical may have been constrained by missing observational data from all treatment 
teachers.  Additionally, journal records were collected from only nine teachers in Year 2.  
Likewise, coaches’ records of teachers’ classroom assessment practices were limited to 
Year 2.  Two years of journal and coaches’ records from all 11 treatment teachers may 
have provided additional insight on teachers’ practices and underscored their 
development over the course of the study.  
While running records data collected from observations was a strength of the 
study that allowed the researcher to analyze teacher practices directly rather than relying 
on self-reported measures of what teachers said they did, the observations may not have 
fully captured the mental processes of teachers related to formative decision-making or 
planning.  In addition, the running records were recorded in 30-minute segments, thus 
limiting the amount of observational data.  Rather than snapshots, shaping our 
understanding of teachers’ diagnostic, formative assessment practices may require 
multiple observations that span the entire instructional unit.   
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Furthermore, there was variability in the types of artifacts teachers included in 
their portfolios.  Some teachers provided comprehensive work samples and reflections 
related to their practices in diagnostic, formative assessment.  Other teachers provided 
portfolios that were incomplete or included documentation that were less telling and did 
not fully capture their efforts and accomplishments.   
Thus, given these limitations, generalizability cannot yet go beyond level, district, 
and math domains.   
Future Research  
Future research could include continuous monitoring of teacher practices, scaling 
up implementation of the PALD model to other schools in the district, state or nation, and 
collecting additional data sources on teacher practices.  Increasing data collection could 
broaden and deepen current understandings of diagnostic and formative approaches to 
classroom assessment.  The new data may also help better understand how 
implementation of the model is affected by context, including barriers to implementation 
or teacher development in the PALD approach.  Detailed analyses on whether support 
and coaching from assessment coaches brought about changes in teacher behavior and 
practices could also be considered for the future.  Lastly, development of an observation 
“codebook” with explicitly delineated behaviors of PALD practices in diagnostic 
assessment as coded vignettes could inform future teacher development and research 
efforts. 
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Appendix A 
An Outcome-driven Model for Classroom Instruction and Assessment 
 
From Designing and Using Tools for Educational Assessment (p. 30), by M. Chatterji, 
2003, Boston, MA: Allyn & Bacon.  Copyright 2009 by Madhabi Chatterji.  Reprinted 
with permission. 
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Appendix B 
Permission Requests for Copyrighted Materials 
 
B1. Copyrights to the book, Designing and Using Tools for Educational Assessment, 
were transferred from Pearson Education to the author, Madhabi Chatterji, in 2009.  The 
author has granted permission to adapt pp. 29-32 and reproduce Figure 2.1 on p. 30.   
 
B2. Permission to reproduce materials from The International Journal of Educational and 
Psychological Assessment is stated below (directly from journal’s website: 
http://tijepa.books.officelive.com/Documents/V9.2_TIJEPA.pdf): 
“This journal is open-access and users may read, download, copy, distribute, print, 
search, or link to the full texts, crawl them for indexing, pass them as data to 
software, or use them for any other lawful purpose, without financial, legal, or 
technical barriers other than those inseparable from gaining access to the internet 
itself.  The only constraint on reproduction and distribution, and the only role for 
copyright in this domain, should be to give authors control over the integrity of their 
work and the right to be properly acknowledged and cited.” 
 
B3. The author, Madhabi Chatterji, has granted permission to adapt pages and reproduce 
the figure on p. 8 from, “The Proximal Assessment for Learner Diagnosis (PALD): A 
model to help teachers diagnose and mediate students’ learning needs.” 
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Appendix C 
Excerpts of Empirical Data Sources 
 
 







Students are sitting in groups. Half of the lights in the room are off so students can see the projection on the screen. 
Teacher is walking around the room making sure that Ss are on task. Problem of the Day is on the board (“The 
letters below are written on pieces of paper and placed in a bag. What is the probability of choosing…” 
“MATHEMATICS”) and Ss are already working on the problem. There is also a question on the board: How do we 
find the probability that either of two events will occur? 
 
T: Okay. So, we put the letters in the bag. What do we know about the letters as you’re looking at the word on the 
screen. Jeremy. Tell me something about the letters you notice. 
S: It’s a word. 
T: Okay, it spells a word. Spells a word. Mathematics. So, knowing that letters, what do we know about the letters?  
S: That there’s 11 of them.  
T: There’s 11 of them. That’s very important. Because we have know our total number of what? When we reach into 
the bag, we need to know our total number of… 
S: (Very softly) outcomes 
T: What? 
S: Outcomes 
T: Outcomes! Total number of outcomes. I know that when I reach into the bag, there’s 11 outcomes that can come 
out. 
T: What do you notice about these 11 outcomes? Cassandra. What do you notice about those 11 outcomes? 
S: Um. They’re all different letters? 
T: They’re all different letters? Well, they’re all letters 
S: I was saying,  
T: What letters do you see? 
S: They’re doubles 
T: What letters do you see that are doubles? 
S: A, T,  
T: Okay. You see As. How many As are there? 
S: 2 
T: How many Ts? 
S: 2 
T: Any other letters you see doubles? 
S: Oh, M 
T: M 
T: Okay. What are the other letters that are not doubles? 
S: H, I, C, S… and E 
T: And E. Okay, very good. So, the question is, when you reach into the bag, and pull out a letter, it could any one 
of these letters, right? 
S: Yes 
T: But what’s the probability that you’re gonna choose M? Anderson. 
S: 2 out of 11. 
T: 2 out of 11. Who agrees with Anderson? (Ss raise hands) 
S: I do!  
T: Anybody disagrees with Anderson? (Writes 2/11 next to M) 
T: What other probability, what other letters have equal probability as M as being selected? Chris. 
S: T and A 
T: T does and A does (writes 2/11 next to T and A). What’s the probability of choosing the C when you stick your 
hand in the bag? James? 
S: 1 out of 11 
T: 1 out of 11 (Writes 1/11) 
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C2. Journal record kept by a teacher who received professional development in the PALD 
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C3. Coach’s record of classroom assessment practices of a teacher who received 
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Appendix D 
Excerpt of a Coded Running Record Using Grounded Theory Analysis 
Line 
Number 
Running record Line-by-line coding Theme  
(Practice Indicator) 
1 T: Aim today. Please get ready to get 
down today’s aim. (Writes down: 
What is the order of operations?) 
 
Teacher specifies the learning 
outcome/aim/domain at the 
beginning of instruction 
Communicates 
learning outcome 
2 T: What is the order of operations? 
 
Teacher begins instruction by 
asking the order of operations  
Introduces concept 
3 T: Have I taught this to you yet? Teacher asks question to 
confirm that the learning 
outcome is clear to students 
Confirms learning 
outcome is clear to 
students 
4 Ss: Yes Students give response to 
confirm that the learning 
outcome is clear 
Students are clear 
about learning 
outcome 
5 T: What is it? Teacher asks probing question 
to elicit students’ current 
understanding of content 
Probing 
6 T: Give me a definition before you 
tell me exactly what it is. What is the 
definition of the order of operations? 
 
Teacher asks two probing 
question to elicit students’ 
current understanding of 
content 
Probing 
7 S: Certain way you get the problem.   Student gives content-related 




8 T: (Writes down “order you follow”) 
It’s an order to follow…to do what? 
Teacher probes as part of 
instructional exchange 
Probing 
9 S: To get the answer Student gives content-related 




10 T: To get an answer (Writes down 
“to get an answer”). Very good. 
Teacher confirms student’s 
response to probing question 
Confirms student 
response  
11 T: Anyone else. Teacher continues to probe by 
asking other students for 
additional answers  
Probing 
12 T: What's the order of operations? 
Yes. 
Teacher probes as part of 
instructional exchange 
Probing 
13 S: It’s PEMDAS. Student gives content-related 





14 T: PEMDAS is an order you have to 
follow. It’s an acronym. 
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Appendix E 
Inter-rater Agreement Study 
E1. Summary of inter-rater agreement study 
  Agreement 
Running record Number of text units f % 
A 30 23.5 78.3 
B 21 13.64 64.9 
  Mean agreement 71.6 
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E2. Coding of running record A by inter-rater A 
Transcript 
unit 
 Running record 
Line 1 Teacher: Answer this now. (Writes 4+3(42)) [Embeds assessment task during instruction 
(PALD-specific indicator)] 
Line 2 Student:  You do 4 square first  
Line 3 Teacher: She’s doing the bracket first. [Affirms student’s content-related response] 
Line 4 Teacher: I’m going to put this here again (Writes PEMDAS). Please excuse my dear aunt... 
[Provides content-specific information to reinforce concepts]  
Line 5 Student: Dear aunt Sally [Student content-related response] 
Line 6 Teacher: And what do they mean? [Probes in instructional context to elicit student’s 
understanding of vocabulary in relation to the order of operations (PALD-specific 
indicator)] 
Line 7 Students:  (Jumbled) Parenthesis, exponents, multiply, divide, add, subtract  
Line 8 Teacher: And these two are (pointing to M and D)? [Probes to confirm student’s 
understanding of vocabulary in relation to the order of operations (PALD-specific 
indicator)] 
Line 9 Student: Interchangeable. [Student content-related response] 
Line 10 Teacher: Interchangeable. Very good. [Affirms student’s content-related response] 
Line 11 Teacher: Sally says we have to do this (pointing to the 42). Now what? [Probes deeper to 
explore student’s procedural knowledge (PALD-specific indicator)] 
Line 12 Student: Rewrite [Student content-related response] 
  … 
Line 13 Teacher: (Writes 4+3(16) on the board) Then? [Probes deeper to explore student’s 
procedural knowledge (PALD-specific indicator)] 
Line 14 Student: 4 plus (mumbles) …no, no, no, no, erase it! [Student content-related response] 
Line 15 Teacher: Okay, we’ll erase it. (Erases the part) Look carefully. [Identifies conceptual error 
based on student’s response and provides feedback to redirect thinking (PALD-
specific indicator)] 
Line 16 Teacher: (To the rest of the class, students raising hands) Let her figure it out. [Encourages 
metacognition by giving the student time to think about what s/he knows in 
relation to the concept (PALD-specific indicator)] 
Line 17 Teacher: (To the student) Any of these (pointing to PEMDAS) look like this? [Recognizes 
a cognitive block based on student’s non-response and mediates immediately with 
targeted feedback to guide student’s thinking (PALD-specific indicator)] 
Line 18 Student: Multiply [Student content-related response] 
Line 19 Teacher: Multiplication? What are we multiplying? [Continues to mediate with probing 
question to redirect student’s thinking (PALD-specific indicator)] 
Line 20 Student: 7 [Student content-related response] 
Line 21 Teacher: No, we can’t do 7 yet. What do we need to check? [Continues to mediate by 
providing targeted feedback to redirect student’s thinking (PALD-specific 
indicator)] 
Line 22 Student: PEMDAS [Student content-related response] 
Line 23 Teacher: We did parenthesis, no, we did exponents in the parenthesis. We still have the 
parenthesis. What’s 3 times 16? [Continues to mediate by coaching and providing 
domain-specific feedback to fill missing knowledge structure in relation to the 
order of operatio145 
ns (PALD-specific indicator)] 
Line 24 Student: 48 [Student content-related response] 
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(Coding of running record A by inter-rater A continue) 
Transcript 
unit 
 Running record 
Line 25 Teacher: Okay. Well, 3 times 6 is 18 and 3 times 16 is 48. Good job. [Affirms student’s 
content-related response] 
Line 26 Teacher: And now what do I do? Now you have it. 4 plus 48. [Continues to mediate by 
probing and coaching (PALD-specific indicator)] 
  … 
Line 27 Student: 52. [Student content-related response] 
Line 28 Teacher: Yes, 52. [Affirms student’s content-related response] 
Line 29 Teacher: Now, Sally, notice. You were able to do these (pointing to above), then you can 
do this. [Provides words of praise and encouragement to increase student affect 
and to create a supportive learning environment] 
Line 30 Teacher: So, one more time. One more time for everybody. Class problem. I’ll start off 
easy. Here’s your first one. Y equals 2. 7 plus 4 parenthesis y square (Writes y=2 
7+4(y2) on the board). [Introduces new developmentally ordered task tied to 
learning outcome as planned practice during instruction (PALD-specific 
indicator)] 
Note. Line-by-line coding is in brackets. 
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E3. Coding of running record B by inter-rater A 
Transcript 
unit 
 Running record 
Line 1 Teacher: Let’s try this. 15 divided by 5 times 3. (Writes 15÷5x3=)  [Embeds assessment 
task during instruction (PALD-specific indicator)] 
Line 2 Teacher: I would do what here? You said you’d do multiplication first? [Probes in 
instructional context to elicit student’s understanding of the order of operations 
(PALD-specific indicator)] 
Line 3 Student: Yes. [Student content-related response] 
Line 4 Teacher: I would do division first. [Identifies conceptual error based on student’s response 
and provides feedback to redirect thinking (PALD-specific indicator)]  
Line 5 Student: But you’re confusing me now. Before you said do multiplication first. [Student 
content-related response and expresses confusion] 
Line 6 Teacher: I’ve been saying from left to right all along and this is how you remember it. So, 
let’s try my way first. [Mediates with targeted feedback and demonstration to 
correct misconception and reinforce concepts (PALD-specific indicator)] 
Line 7 Teacher: Very often, you forget, and now we’re looking back at it, I would do what first 
here? [Encourages metacognition by asking students to reflect on their procedural 
knowledge in relation to the order of operations (PALD-specific indicator)] 
Line 8 Student: Division. [Student content-related response] 
Line 9 Teacher: Divide. So, it’s 15 divided by… [Affirms student’s content-related response and 
continues to mediate by coaching student through the procedural steps of the task 
(PALD-specific indicator)] 
Line 10 Student: 15 divided by 5. [Student content-related response] 
Line 11 Teacher: (Forming a “V” below 15 and 5, writing 5 at the bottom tip of the V) Then? 
[Affirms student’s content-related response and continues to mediate by 
demonstration and probing (PALD-specific indicator)] 
Line 12 Student: 3 times 3 [Student content-related response] 
Line 13 Teacher: (Writes 3 x 3) Then? [Affirms student’s content-related response and continues to 
mediate by demonstration and probing (PALD-specific indicator)] 
Line 14 Student: Equals 9 [Student content-related response] 
Line 15 Teacher: (Writes =9) Good. Let’s try the other way. What would it get? If I did 
multiplication first, then I would do 15, then divided by 15 (brackets 5x3, writes 
15÷15 =1) What would the answer be? [Affirms student’s content-related 
response and continues to mediate by probing and demonstrating how the student 
originally engaged with the task to make the error evident to the student (PALD-
specific indicator)] 
Line 16 Students: One. [Student content-related response] 
Line 17 Teacher: One. So, I’d have 2 answers. 1 or 9. Which answer would be correct? [Affirms 
student’s content-related response and continues to mediate with targeted 
feedback and by probing to redirect student’s thinking (PALD-specific indicator)] 
Line 18 Teacher: 9. Because it’s multiply and divide from left to right. And then? What do you 
think about addition and subtraction? [Continues to mediate by probing and 
providing targeted feedback to reinforce concepts and justify order of operations 
(PALD-specific indicator)] 
Line 19 Student: Left to right. [Student content-related response] 
Line 20 Teacher: Left to right. [Affirms student’s content-related response] 
  … 
Line 21 Teacher: I want each of you to take this problem and look at it right now.  Using what you 
know, I’d like you to try and work with the problem on your own. [Introduces 
new task tied to learning outcome as planned practice during instruction (PALD-
specific indicator)] 
Note. Line-by-line coding is in brackets. 
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 Running record 
1 Line 1 Teacher: Answer this now. (Writes 4+3(42))  [T PRESENTS A MATH 
PROBLEM on order of operations-embeds assessment task during 
instruction] 
1 Line 2 Student:  You do 4 square first [S CONTENT-RELATED RESPONSE] 
.5 Line 3 Teacher: She’s doing the bracket first. [T REINFORCEMENT/affirmative- 
FEEDBACKTO S AND WHOLE CLASS DIRECT 
INSTRUCTION ON RESPONSE] 
0 Line 4 Teacher: I’m going to put this here again (Writes PEMDAS). Please excuse 
my dear aunt... [T DIRECT INSTRUCTION] 
1 Line 5 Student: Dear aunt Sally [S CONTENT-RELATED RESPONSE] 
1 Line 6 Teacher: And what do they mean? [T PROBING-1 CHECKS 
COMPREHENSION OF MATH VOC AND PROCEDURE] 
1 Line 7 Students:  (Jumbled) Parenthesis, exponents, multiply, divide, add, subtract  
[S CONTENT-RELATED RESPONSE] 
1 Line 8 Teacher: And these two are (pointing to M and D)? [CHECKS DEEPER 
COMPREHENSION OF MATH VOC AND PROCEDURE] 
1 Line 9 Student: Interchangeable. [S CONTENT-RELATED RESPONSE] 
1 Line 10 Teacher: Interchangeable. Very good. [T REINFORCEMENT- 
FEEDBACK TO S-AFFIRMATIVE] 
1 Line 11 Teacher: Sally says we have to do this (pointing to the 42). Now what? [T 
PROBING-3 CHECKS NEXT STEPS OF PROCEDURE] 
1 Line 12 Student: Rewrite [S CONTENT-RELATED RESPONSE] 
   … 
0 Line 13 Teacher: (Writes 4+3(16) on the board) Then? [T PRESENTS MATH 
PROBLEM #2 on order of operations-embeds assessment] 
1 Line 14 Student: 4 plus (mumbles) …no, no, no, no, erase it! [S CONTENT-
RELATED RESPONSE] 
0 Line 15 Teacher: Okay, we’ll erase it. (Erases the part) Look carefully. [T 
REINFORCEMENT- FEEDBACK TO S-AFFIRMATIVE; draws 
attention to specific content] 
0 Line 16 Teacher: (To the rest of the class, students raising hands) Let her figure it 
out. [T MANAGING CLASS- class’ behavior during instruction]; 
.5 Line 17 Teacher: (To the student) Any of these (pointing to PEMDAS) look like 
this? [T PROBING-1 PROMPTING/GUIDED INSTRUCTION 
ON NEXT STEPS OF PROCEDURE] 
1 Line 18 Student: Multiply [S CONTENT-RELATED RESPONSE] 
0 Line 19 Teacher: Multiplication? What are we multiplying? [T PROBING-2 
CHECKS COMPREHENSION] 
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 Running record 
1 Line 20 Student: 7 [S CONTENT-RELATED RESPONSE] 
1 Line 21 Teacher: No, we can’t do 7 yet. What do we need to check? [T FEEDBACK 
TO S-ERROR ID, REDIRECTING/MEDIATE; T PROBING-3] 
1 Line 22 Student: PEMDAS [S CONTENT-RELATED RESPONSE] 
.5 Line 23 Teacher: We did parenthesis, no, we did exponents in the parenthesis. We 
still have the parenthesis. What’s 3 times 16?  [T FEEDBACK TO 
S-ERROR ID, REDIRECT/MEDIATE; T PROBING-4] 
1 Line 24 Student: 48 [S CONTENT-RELATED RESPONSE] 
1 Line 25 Teacher: Okay. Well, 3 times 6 is 18 and 3 times 16 is 48. Good job. [T 
REINFORCEMENT- FEEDBACK TO S-AFFIRMATIVE] 
1 Line 26 Teacher: And now what do I do? Now you have it. 4 plus 48. ? [T 
PROBING-5; PROMPTING/GUIDED INSTRUCTION ON 
FINAL STEP OF PROCEDURE] 
   … 
1 Line 27 Student: 52. [S CONTENT-RELATED RESPONSE] 
1 Line 28 Teacher: Yes, 52. [T REINFORCEMENT- FEEDBACK TO S-
AFFIRMATIVE] 
1 Line 29 Teacher: Now, Sally, notice. You were able to do these (pointing to above), 
then you can do this. [T ENCOURAGEMENT- POSITIVE 
ASSESSMENT CULTURE- TO S-AFFIRMATIVE] 
1 Line 30 Teacher: So, one more time. One more time for everybody. Class problem. 
I’ll start off easy. Here’s your first one. Y equals 2. 7 plus 4 
parenthesis y square (Writes y=2 7+4(y2) on the board).  [[T 
PRESENTS NEXT MATH PROBLEM on order of operations-
embeds assessment task AS PRACTICE AFTER INSTRUCTION] 
Note. Line-by-line coding is in brackets. 
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 Running record 
1 Line 1 Teacher: Let’s try this. 15 divided by 5 times 3. (Writes 15÷5x3=)  [T 
PRESENTS A MATH PROBLEM on order of operations-embeds 
assessment task during instruction] 
1 Line 2 Teacher: I would do what here? You said you’d do multiplication first? ? [T 
PROBING-1 CHECKS COMPREHENSION OF MATH 
PROCEDURE] 
1 Line 3 Student: Yes. [S CONTENT-RELATED RESPONSE] 
1 Line 4 Teacher: I would do division first. [T FEEDBACK TO S; ERROR ID, 
REDIRECTING/MEDIATES] 
.3 Line 5 Student: But you’re confusing me now. Before you said do multiplication 
first. [S CONTENT-RELATED RESPONSE; S AFFECTIVE 
RESPONSE ON COGNITIVE DISSONANCE] 
.67 Line 8 Teacher: I’ve been saying from left to right all along and this is how you 
remember it. So, let’s try my way first.  [T FEEDBACK TO S- 
PROMPTING; ERROR ID; REDIRECTING /MEDIATING]   
0    
0 [LOST A 
LINE] 
  
0 Line 9 Teacher: Divide. So, it’s 15 divided by…? [T PROBING-2 CHECKS 
COMPREHENSION OF MATH PROCEDURE] 
1 Line 10 Student: 15 divided by 5. . [S CONTENT-RELATED RESPONSE] 
0 Line 11 Teacher: (Forming a “V” below 15 and 5, writing 5 at the bottom tip of the 
V) Then? [T PROBING-3 PROMPTS OF MATH PROCEDURE]  
1 Line 12 Student: 3 times 3 [S CONTENT-RELATED RESPONSE] 
0 Line 13 Teacher: (Writes 3 x 3) Then?  [T PROBING 4] 
1 Line 14 Student: Equals 9 [S CONTENT-RELATED RESPONSE] 
.67 Line 15 Teacher: (Writes =9) Good. Let’s try the other way. What would it get? If I 
did multiplication first, then I would do 15, then divided by 15 
(brackets 5x3, writes 15÷15 =1) What would the answer be?  [T 
FEEDBACK-AFFIRMATIVE. ERROR ID IN STUDENT’S 
EARLIER APPROACH. MEDIATE/REDIRECT] 
1 Line 16 Students: One. [S CONTENT-RELATED RESPONSE] 
0 Line 17 Teacher: One. So, I’d have 2 answers. 1 or 9. Which answer would be 
correct? [T PROBING 5 CHECKS COMPREHENSION] 
1 Line 18 Teacher: 9. Because it’s multiply and divide from left to right. And then? 
What do you think about addition and subtraction?  [T 
MEDIATE/REDIRECT.  PROBING 6 CHECKS 
COMPREHENSION] 
1 Line 19 Student: Left to right. [S CONTENT-RELATED RESPONSE] 
1 Line 20 Teacher: Left to right. [T FEEDBACK-AFFIRMATIVE. 
   … 
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 Running record 
1 Line 21 Teacher: I want each of you to take this problem and look at it right now.  
Using what you know, I’d like you to try and work with the 
problem on your own.  
T PRESENTS A MATH PROBLEM on order of operations-
embeds assessment task AS PRACTICE] 
 
NOTE: SCAFFOLDED/GUIDED  INSTRUCTION AND 
ASSESSMENT DURING PALDVERSUS INDEPENDENT 
PRACTICE 
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Appendix F 
Excerpt of SPSS Data Set and Corresponding Themes from Cluster Analysis 
F1. Excerpt of SPSS data set  
 
 EmbedPPA CollabLearn Probing SContRe Mediate 
Teacher1 1 1 24 16 14 
Teacher2 0 1 4 1 4 
Teacher3 0 0 4 3 8 
Teacher4 1 2 23 11 2 
Teacher5 0 0 13 7 15 
Teacher6 2 0 8 8 2 
Teacher7 3 0 11 8 17 
Teacher8 1 1 24 16 14 
 
 
F2. Corresponding themes and labels 
Code Theme 
EmbedPPA Embeds paper and pencil tasks for formative assessment (T) (PALD 
indicator) 
CollabLearn Encourages collaborative learning in small/large groups (T) 
Probing Probes in instructional context (T) (PALD indicator) 
SContRe Provides content-related response to probing question (S) 




   
 
 
