Uncovering community structure is an important technique for studying complex networks. While a large bulk of algorithms have been proposed for community detection in recent years, most of them were designed for undirected networks. Considering many real-world networks are by nature directed, it is necessary to develop community detection methods that can handle directed networks. In this work, we formulates a multi-objective framework for community detection in directed networks and proposes a multi-objective evolutionary algorithm for finding efficient solutions under this framework. Specifically, based on the theory that an efficient partition of directed networks should have larger network information flow within the community than that between different communities, we first designed two conflicting objective functions based on PageRank random walk, one of which is to maximize withincommunity transition probability, and the other is to minimize between-community transition probability. By optimizing these two objectives simultaneously, we modelled the problem of community detection as a multi-objective optimization problem, and then developed a novel multi-objective evolutionary algorithm to solve it. Particularly, to guarantee the capability of searching the optimal solution, our proposed method designed/adopted the directed-network-specific population initialization method and evolutionary operator by introducing label propagation algorithm into multi-objective genetic algorithm. Comparison with other four art-of-the-state algorithms, our method showed the competitive performance on both synthetic and realworld networks. Moreover, attributing to the multi-objective framework, the proposed method could generate multiple optimal network partitions in a single run, which provides a hierarchical description of community structure of the network.
I. INTRODUCTION
Increasing studies have been modelling diverse real-world systems as networks by using objects as nodes and interactions among objects as edges to capture their intrinsic feature, structure and dynamics [1] - [4] . Uncovering the community structure of networks is much helpful for revealing the internal organization of complex systems [5] , [6] . Researches on analyzing community structure thus gained much attention in recent years, and a bevy of algorithms for community detection have been developed [6] - [16] . Among the The associate editor coordinating the review of this manuscript and approving it for publication was Xiwang Dong. existing methods, most of them were designed for undirected networks where the relationship among nodes is symmetrical [6] - [13] . Nevertheless, many real-world networks, such as twitter and web hyperlink networks [17] , are by nature directed. Developing community detection algorithms for directed networks thus becomes necessary.
Compared to undirected networks, the community detection in directed networks is much more challenging because the presence of directed edges implies more sophisticated types of communities. Currently, the most common approach to tackle this problem is to ignore the edge directionality and consider the directed network as undirected one, and then adopt existing community detection algorithms proposed for undirected networks to extract communities [17] . Although this kind of methods is easy to implement, they cannot partition networks with high quality due to their failure to capture asymmetric relationships between nodes implied by edge direction. Another widely used strategy is to extend existing community detection methods from undirected version to directed one by incorporating the information of edge directionality into objective functions or methodologies [16] , [18] - [22] . For instance, Arenas et al. [20] extended modularity (i.e., a widely adopted measurement for assessing the quality of community structure in undirected networks) to directed networks by amending its second term to distinguish the directionality of edges. Obviously, this kind of algorithms could achieve a better performance than those based on naive network transformation because the consideration of edge direction provides valuable information for community detection.
It is widely accepted that the community detection problem is generally NP-hard [12] , [13] , [23] . For this kind of problems, heuristics-based methods can provide more efficient solutions than traditional methods. Thus, evolutionary algorithms (EAs) have been widely used in this field during the past decade. Since a community should consider both intra-and inter-links, many studies [11] - [13] , [24] - [26] adopted multi-objective approaches to handle the community detection problem by optimizing intra-and inter-community connections simultaneously. Unlike single-objective approaches tracing one best solution, multi-objective EAs (MOEAs) generate a solution set with multiple optimal network partitions at different resolutions, thus providing a more comprehensive characterization of community structure for complex networks. However, all existing multi-objective based algorithms were focused on undirected networks that fail to generate the good partitions for directed cases.
In fact, the major obstacle for applying MOEAs to solve the community detection problem in directed networks is the lack of the efficient objective criteria for optimization. In undirected networks, a community is generally defined as a set of nodes with higher internal-connections than externalconnections, and thus most of MOEAs for community detection adopted two functions as optimization objectives, one of which is to maximize intra-community link density and the other is to minimize inter-community link density [11] - [13] , [24] , [25] . However, in directed networks, no unified objective functions have hitherto been defined for the multi-objective optimization problem (MOP) in this field because the presence of directed edges largely increases the difficulty of community definition. To address this issue, our work introduced PageRank into the directed network, and designed a new assessment of the given network partition by measuring network information flow [14] , [19] , [27] , i.e., transition probability during the random walk process. Similar to the community detection in undirected networks that consider both intra-and inter-community links, our proposed evaluation index is also consist of two functions, one of which is used for measuring within-community transition probability (WC-TP), and the other is for evaluating between-community transition probability (BC-TP). WC-TP and BC-TP contradict with each other, and, thus, the community detection problem in directed networks can be expressed as a MOP by optimizing these two functions simultaneously.
After modelling the community detection problem in directed networks as a MOP, we developed a novel MOEA, named as LPMOEA, to solve this problem. Particularly, to guarantee the quality of initial individuals at different kinds of networks, our method designed a new population initialization method based on label propagation algorithm (LPA) and locus-based algorithm (LBA). To guarantee the capability of solution searching during the optimization process, we adopted a directed-network-specific evolutionary operator for generating offspring, and employed the framework of non-dominated sorting genetic algorithm II (NSGA-II) [28] for updating the Pareto solution set in each generation. The experiments on both synthetic networks and real-world networks validate our proposed method is effective and efficient. Comparisons with other four representative algorithms show that LPMOEA is competitive and promising. The major contributions of this work are summarized as below:
1) We designed two objective functions based on PageRank random walk, which provides a new assessment of a given partition in directed networks. Based on our proposed objectives, further work can introduce more MOEAs for community detection in directed networks.
2) We developed the first multi-objective community detection algorithm for directed networks. Attributing to the multi-objective framework, our proposed method could provide a hierarchical description of community structure of the given network in a single run.
3) We designed a novel population initialization method by combing LPA and LBA, which ensures high quality of initial individuals at different kinds of networks.
The rest of this paper is organized as follows. Section II briefly introduces the basic knowledge of this work, including MOP, random walk and PageRank. Section III defines two objective functions for community detection in directed networks based on PageRank random walk and model the community detection problem as an MOP. In Section IV, we give a detailed description for our proposed method, including population initialization, evolutionary operator, and solution set updating. In Section V, we evaluate the performance of our proposed method on both synthetic and real-world networks and make the comparisons with other four art-of-the-state algorithms. Finally, the conclusion is given in Section VI.
II. RELATED WORK
This section introduces the necessary background knowledge for this work. The first sub-section introduces the definition of MOP, and the currently widely used frameworks of MOEA. The second and the third sub-sections briefly describe the knowledge of random walk and PageRank, respectively. VOLUME 7, 2019 A. MULTI-OBJECTIVE OPTIMIZATION An MOP can be generally formatted as follows:
where is the variable space and F: →R m contains m objective functions. Very often, the objectives in Eq. (1) contradict each other, and thus no point in can minimize all objectives simultaneously. The best way is to yield a set of Pareto optimal solutions (i.e., Pareto set), each of which corresponds to an optimal balance among m objectives.
Since MOPs are generally NP-hard problems, most of studies adopted MOEA to solve them, and thus developed a number of MOEAs in past decades. The current frameworks of MOEAs could be broadly classified into two categories, i.e., Pareto dominance based and decomposition based algorithms. Pareto dominance based frameworks optimize all objectives in MOPs relying on the Paretodominance principle [29] , such as NSGA-II [28] , strength Pareto evolutionary algorithm II (SPEA-II) [30] and Pareto archived evolutionary strategy (PAES) [31] . Decompositionbased frameworks decompose MOPs into a number of scalar optimization sub-problems and optimize all singleobjective problems simultaneously by evolving a population of solutions, such as MOEA/D [32] . Compared with the decomposition-based framework, the dominance-based methods are generally superior in solution diversity because they have explicit diversity preservation mechanism.
In multi-objective community detection problem, the Pareto solution set theoretically has a hierarchical structure that reveals community structure of a given network from different resolutions [11] , [24] . To give a comprehensive characterization, preserving solution diversity becomes very necessary for MOEAs in the field of community detection. The dominance-based framework was thus adopted in this work. Among the dominance-based MOEAs, NSGA-II is the most popular one for its excellent performance and low computational complexity for MOP on a number of benchmark problems. The advantages of NSGA-II include: 1) adopting a non-dominated sorting technique to drive the solutions to approach the Pareto front; 2) adopting the crowding distance technique to ensure the diversity of solution; 3) adopting the elitist technique to preserve the best solution of the current population in the next generation. Based on these reasons, NSGA-II was selected as the framework to implement our proposed method.
B. RANDOM WALK
Random walk in directed networks is defined as a sequence of nodes formed by a repeated process starting from an initial node and randomly stepping on the outgoing neighboring nodes. The movement of each step depends on the distribution of transition probability among nodes. Suppose an unweighted directed network G = (V , E), where V = {v 1 , v 2 ,. . . , v N } is the set of nodes, and E = {(v i , v j )|v i , v j ∈ V and i = j} is the set of links between nodes, called as edges or arcs. Let A be the adjacent matrix of G, in which each element A ij = 1 represents there is a link from nodes v i to v j . For each node v i , the in-degree k in i is equal to the number of incoming edges, i.e., k in i = N j=1 A ji , and out-degree k out i equals to the number of outgoing edges, i.e., k out i = N j=1 A ij . Suppose that the random walk is currently situated at node v i . At the next step, the probability P ij of random walk moving from nodes v i to v j is defined as
Based on Eq. (2), the transition probability matrix P can be obtained, and each element in P represents the visiting probability from one node to the other during the random walk process. At each step, the probability of the random walk of being at each node in network G is different, which is represented as a vector π = {π 1 , π 2 , . . . ,π N }. Supposing that π 0 denotes initial distribution, π 1 = π 0 P is the distribution after one step, and π t is the distribution after t steps. When random walk reaches a stationary state, the probability distribution π s stops changing, i.e., π s = π s P. It thus describes the probability that random walk is being at the specific node at a stationary state. Based on definition equation, π s corresponds to the eigenvector of P whose eigenvalue equals to 1.
However, it should be noticed that, in many real-world directed networks, there may be some nodes without outgoing edges or incoming edges. If Eq. (2) is used to compute P matrix, it will lead to two issues: 1) random walk may be situated in a node without outgoing edges; and 2) the nodes without incoming edges would never be reached. To overcome these problems, the definition of transition probability is modified in other algorithms, such as PageRank [33] , [34] , which is described in the next section.
C. PAGERANK
The PageRank algorithm is a random walk process on directed networks, which is developed by Google to rank the importance of webpages in the World Wide Web [33] , [34] . It evaluates the probability of a particular page being visited by a random surfer who clicks the hyperlinks in webpages randomly, which can be equated as π s = π s P. In this equation, P is the transition probability matrix of the random surfer, and π s is the PageRank vector, where each element π s i represents the probability that a random surfer is going to visit node v i . As described in above sub-section, PageRank algorithm amends the calculation of transition probability among nodes to avoid the issues in traditional random walks. Specifically, given the directed network G, the transition probability P ij from nodes v i to v j is re-defined as
where (1 − α) ∈ (0, 1) is the teleportation probability, by which the random surfer stops following the hyperlinks and opens a random webpage. By adding α to the definition of P matrix, the random walker would not be trapped in any part of the network during the random walk process and any nodes have the chance to be visited. The parameter α is generally set to 0.85 [14] .
III. OUR PROPOSED OBJECTIVE FUNCTIONS FOR COMMUNTIY DECTETION IN DIRECTED NETWORKS
Currently, the most widely accepted approach to identify communities in directed networks is based on network information flow that a good community should have high information flow within the community and low information flow between different communities [14] , [19] , [27] . The information flow herein is generally measured by transition probability among nodes during the random walk and a higher transition probability indicates the stronger information flow. In this way, an efficient community in directed networks can be defined as a set of nodes with large probability staying within the community, while small probability escaping to the other communities during the random walk process. Motivated by this theory, this work designed two conflicting objective functions based on PageRank for modelling the problem of community detection in directed networks, one of which is to maximize within-community transition probability (i.e., WC-TP), and the other is to minimize betweencommunity transition probability (i.e., BC-TP). This section details how to define these two functions. Given an Firstly, we computed the transition probability matrix P for network G. Considering the potential existence of nodes with no outgoing or incoming links in real-world directed networks, we adopted Eq. (3) instead of Eq. (2) to calculate the transition probability between each pair of nodes. After that, based on P, we computed the probability distribution of nodes at the stationary state (i.e., π s ) and used it as the initial distribution of the random walk by following previous suggestions [14] , [35] .
Secondly, with π s as the initial state, we evaluated the probability of random walk staying at the same community (i.e., P(c → c)) and that escaping to the other communities (i.e., P(c →c)) at the next step. Specifically, supposing that the random walk is currently at community c h , P(c h → c h ) and P(c h →c h ) were respectively defined as:
where π s i is the probability of random walk situated at node v i at initial state, and P ij represents the probability of random walk moving from nodes v i to v j . In Eq. (4), P(c h → c h ) sums the transition probability between any two nodes that both in community c h , while P(c h →c h ) sums the transition probability between two nodes that one is in c h and the other is outside c h . Additionally, to remove the influence of community's initial state on the calculation of transition probability, both P(c h → c h ) and P(c h →c h ) were normalized by dividing the total initial visiting probability of c h .
Finally, after obtaining intra-and inter-transitionprobabilities for all communities of the given partition C, WC-TP and BC-TP were respectively formulated as:
In Eq. (5), the second term of WC-TP sums the total probability of random walk staying within the same community, and BC-TP sums the total probability of random walk escaping to the other communities. From the definitions of WC-TP and BC-TP, these two functions contradict with each other that WC-TP is a decreasing function of the number of communities while the opposite trend happens to the BC-TP function. Thus, it is better to optimize them simultaneously than optimize either of them during the community detection process. In this way, the problem of community detection in directed networks was modelled as a MOP in this work.
IV. LPMOEA
This section details the implementation of our proposed MOEA for community detection in directed networks, including representation scheme, population initialization method, evolutionary operator, and strategy to update Pareto solution set.
A. REPRESENTATION SCHEME AND POPULATION INITIALIZATION METHOD
How to represent solutions in EAs has a great influence on the design of evolutionary operators and algorithmic efficiency. In this paper, we adopted the label-based representation scheme because it is easy to implement and does not need an extra decoding step [36] . In this kind of encoding, each individual is an integer vector, where each element represents the community label of the node at this position. For example, given an unweighted directed network G with N nodes, let I = (g 1 , g 2 , . . . , g N ) be an individual of the population. Each gene g i in I is an integer in the range of 1 to N indicating the community label that node v i belongs to.
Based on label-based representation scheme, the most widely used way for individual initialization is to assign a random integer within [1, N ] to each gene, where N is the number of nodes. However, without using any prior information, the individuals generated with this strategy would be very low efficient, which may affect the convergence speed of the method and the quality of final solutions. To alleviate this issue, we developed a novel population initialization method based on LPA [37] , [38] and LBA [36] that incorporates network topology into the individual generation process. LPA was adopted in this work for its strong ability to capture communities in networks with low computational complexity (i.e., linear time). However, this method has an obvious drawback that the communities composed by core nodes may be over propagated and swallow the weaker communities, making it cannot guarantee the quality of initialized individuals on networks with high-degree nodes. The adoption of LBA compensates this weakness because it assigns the neighboring nodes into the same community by random, and thus reduces the influence of core nodes on network partition. The detailed processes for LBA and LPA are described as follows.
LBA is a neighborhood-based method, which has a low computational complexity (i.e., linear time) [36] . Given an individual I LBA = (g 1 , g 2 , . . . , g N ), each gene was firstly initialized as a node index randomly selected from one of its neighbors. For example, value j assigned to gene g i indicates there is a link from nodes v i to v j or from nodes v j and v i . In this way, the network is divided into several connected components. Each gene g i in I LBA was finally updated to the label of the component that node v i participates in.
N : the number of nodes in G; I old = {g 1 , g 2 ,. . . , g N }: the old individual. Output:
where each element contains the nodes with the same gene in I old ; 4)
for r = 1 to m 5)
for each node v j ∈N l r do 6)
Calculate w ij between nodes v i and v j based on Eq. (7); 7) end for 8)
OF(l r ) = v j ∈N lr w ij ; 9) end for 10) g i ← arg max (OF(l)); 11) end for 12) I new ← I old .
Compared to LBA, the implementation of LPA is a little more complicated. Given an individual I LPA = (g 1 , g 2 , . . . , g N ), each gene was firstly initialized as a unique integer and then updated for RT LPA times based on occurrence frequency of community label among its neighborhood as described in Algorithm 1. Specifically, supposing the label update is currently at node v i , we firstly found its neighboring nodes Neigh(v i ) (Line 2), and classified the nodes in Neigh(v i ) into different groups, i.e., Neigh(v i ) = {N l 1 , N l 2 ,. . . , N l m }, where each element is composed by a set of nodes with the same community label (Line 3). Secondly, for each community label l r , we computed its occurrence frequency OF(l r ) with Eq. (6) to evaluate its probability to be used as the new label for node v i (Lines 4-9):
where w ij is defined as:
In Eq. (7), k in i , k out i and k i are in-degree, out-degree and total degree of node v i , respectively. The motivation to use different equations for in-links and out-links is to distinguish the local information flow direction [39] . After obtaining the frequency occurrence of all community labels from l 1 to l m , the gene corresponding to node v i was finally renewed to the label l with the largest OF(l) (Line 10). The above three steps were repeated until all genes in I old were updated. It should be noticed that, unlike the traditional LPA that repeats Label-Update algorithm until reaching to the steady state, we only run this process for RT LPA times to improve the diversity of initialized population. The setting of RT LPA may have an influence on final solutions. Additionally, the ratio of individuals initialized by LPA and LBA may also impact algorithmic performance. In Section V.B, we would discuss how these two parameters (including r LPA and RT LPA ) affect the performance of LPMOEA.
B. POPULATION EVOLUTION
In this paper, a crossover operator proposed in [40] was adopted to generate the offspring. The pseudo-code was described in the second part of Algorithm 2 (Lines 6-20). Specifically, two parental individuals were firstly selected from the population R at random, which were donated as I 1 and I 2 , and all nodes were marked as unvisited initially. Secondly, a node v i was randomly selected as the crossover seed e, and one individual was randomly chosen from I 1 and I 2 as the source parent I s . Let l be the community label of e in I s and κ be the set of nodes in I s that have the same community label as l. After that, the genes corresponding to all nodes in κ were set to l in the offspring I d . Meanwhile, these nodes were marked as visited. This process was repeated until all nodes were visited. By doing so, the offspring I d can merge the community structures of two parents I 1 and I 2 equally. After obtaining I d , we redefined each gene based on Algorithm 1 to accelerate the convergence speed of the method. By repeating the evolutionary operator described above for numP times, we generated an offspring individual set V with numP individuals.
C. PARETO SOLUTION SET UPDATING
Our work adopted the framework of NSGA-II to update Pareto solution set R in each generation (Lines 21-28 in Algorithm 2) [28] . Specifically, we firstly merged offspring set V into the current solution set R (Line 21 in Algorithm 2). Secondly, we classified all individuals in R into different non-domination fronts and calculated their corresponding crowding distances based on WC-TP and BC-TP (Lines 22-26 in Algorithm 2). Finally, we preserved numP best individuals from R to form the solution set in next generation (Line 27 in Algorithm 2). The detailed processes to determine non-domination level, calculate crowding distance and preserve the solutions in R, are respectively described as follows.
Non-domination Front: To determine non-domination fronts, two indexes were firstly evaluated for each individual I p , including n p (i.e., the number of individuals which dominate I p ) and S p (i.e., a set of individuals that I p dominates). All individuals with n p = 0 were assigned to the first non-dominated front F 1 . Thereafter, for each individual I p in F 1 , we visited each member I q in S p and reduced its domination count n q by 1. By doing so, for any individual I q with n q becoming zero, it belongs to the second nondominated front F 2 . The above procedure was repeated until all fronts were identified.
Crowding Distance: The adoption of crowding distance for solution selection is to improve the population diversity. It estimates the density of solutions surrounding a particular solution in the population. Specifically, for non-dominated front F r , we firstly sorted the individuals in this front based on WC-TP values in descending order. After that, the crowding distances of two boundary individuals, i.e., the individuals with the smallest and largest WC-TP values, were set to infinite values. For other intermediate individuals, the crowding distances were equal to the absolute normalized difference in WC-TP values of two neighboring individuals. This calculation was repeated in BC-TP. Thereafter, the total crowding distance of each individual is the sum of its crowding distance in WC-TP and BC-TP. Notably, to ensure the equal contribution of two objective functions, both WC-TP and BC-TP were normalized before calculating the crowding distance.
Individual Selection: The Pareto optimal solution set R was updated based on individuals' non-domination level and crowding distance. Specifically, for two individuals, if they are in different non-domination fronts, the individual with lower rank will be selected; if they are in the same nondomination front, the individual with higher crowding distance will enter the next generation.
D. OVERALL PROCEDURE OF LPMOEA
The pseudo-code of overall procedure of LPMOEA was described in Algorithm 2, which was composed of two steps: population initialization and population evolution. In the first step, we initialized solution set R based on the method described in Section IV.A, where numP * r LPA individuals were generated with LPA and numP * (1 − r LBA ) were generated with LBA. In the second step, we generated offspring WC-TP(U) and BC-TP(U); 4) Initialize V as an empty set, which is used to store the offspring population; 5) Solution set R ← U LPA ∪U LBA ; 2. Population Evolution: 6) for g = 1 to gen 7) for p = 1 to numP 8) Randomly choose two parent individuals I 1 and I 2 from R; 9) Set all nodes in G unvisited; 10)
Set I d as an empty vector to store the generated offspring; 11) while there are unvisited nodes in G 12)
Randomly select an unvisited node v i ; 13)
Randomly select one individual from I 1 and I 2 as I s , and store the community label of node v i as l;
14)
Find all nodes with community label l in I s and store in κ;
15)
Set the gene of all nodes in κ as l in I d , and mark all these nodes as visited. 16 population V by using evolutionary operator described in Section IV.B, and updated solution set R in each generation with the framework of NSGA-II [28] . This process was VOLUME 7, 2019 repeated for gen times to ensure R reaching to the steady state.
V. EXPERIMENTS AND DISCUSSION
In this section, we designed a series of experiments to validate the performance of our proposed method on both synthetic and real-world networks. Firstly, we introduced the generation model of synthetic networks and two evaluation indexes of the detected community structure in directed networks. Secondly, we discussed how parameters (including RT LPA and r LPA ) in population initialization process affect the performance of LPMOEA. Thirdly, we compared the performance of LPMOEA on synthetic networks with other four state-of-the-art algorithms. Afterwards, LPMOEA was further validated on seven real-world networks. Finally, based on a famous real-world network, the benefit of using a multiobjective framework to handle community detection problem was illustrated.
In all experiments, the parameters of LPMOEA were set as follows. numP and gen were set to 50 and 20, respectively. The settings of RT LPA and r LPA were discussed in Section V.B. All the experiments were carried out on computers with Intel R Core TM i7-7700HQ (2.80GHz) CPU, 16GB RAM, and CentOS-7.0 64-bit operating system.
A. SYNTHETIC NETWORKS AND EVALUATION INDEXES
In this paper, Lacichinetti-Fortunato-Radicchi (LFR) model [41] was used for generating synthetic networks, which could be formatted as LFR(N , k in , k in max , τ 1 , τ 2 , c min , c max , µ). In this model, N is the number of nodes. k in and k in max respectively represent the averaged and maximum in-degrees of nodes. τ 1 and τ 2 are the exponents of the power law distributions that the in-degree of nodes and community size respectively follow. µ is the mixing parameter controlling the ratio of external links to the total links of the network. It ranges from 0 to 1, where µ = 0 indicates all edges are within the community, and µ = 1 indicates all edges are between different communities. With the increase of µ, the optimization problem of community detection becomes more and more difficult. Based on LFR model, we varied each parameter value to generate a series of networks with different topology properties. The settings of LFR parameters follow the suggestions in [38] . The detailed information for synthetic networks used in following experiments of each section was summarized in Table 1 .
To make a quantitative comparison with other four representative algorithms, we adopted two evaluation indexes, i.e., normalized mutual information (NMI) [42] and directed modularity (DQ) [20] to evaluate the quality of the detected community structure. NMI computes the similarity of network partition between the true community structure and the detected one, which could only be used for the network whose true community structure is already known. DQ measures the difference between the fraction of edges within the given communities and the expected fraction if edges are distributed at random, which is suitable for all networks either with or without known community structure. Both NMI and DQ range from 0 to 1, and higher values indicate better solutions. Notably, as a multi-objective algorithm, our proposed method would yield a set of non-dominated solutions in a single run, none of which is superior to the other on both objectives of WC-TP and BC-TP. To compare with singleobjective approaches, we selected one representative partition from solution set in each experiment. NMI was adopted in Sections V.B and V.C for synthetic networks with known ground truth, and DQ was used in Section V.D for real-world networks that the true network partition is unknown.
B. DISCUSSION OF POPULATION INITIALIZATION METHOD
In this section, we first compared the distribution of initialized individuals with LPA and LBA in solution space on different synthetic networks to illustrate why two algorithms were simultaneously used for population initialization in LPMOEA. Second, we tested the influences of r LPA and RT LPA on the performance of LPMOEA on a set of synthetic networks by using NMI as evaluation index. Considering non-deterministic nature of LPMOEA, the community detection on each network at each setting was repeated for 10 independent times. At each run, a solution set with multiple network partitions was generated, and the one with the largest NMI was selected as the representative solution. After that, we averaged NMI values across 10 representative solutions as the final result for comparison.
1) COMPARISON OF SOLUTION DISTRIBUTION BETWEEN LPA AND LBA
This sub-section compares the distribution of individuals generated with LPA and LBA in the solution space based on 4 synthetic networks with different topological properties. For detailed settings of synthetic networks, please refer to the first part of Table 1 . On each network, we generated 50 individuals with LPA and 50 individuals with LBA. In LPA, RT LPA was set to 5. For each generated individual either with LPA or LBA, we calculated its corresponding objective values, i.e., WC-TP and BC-TP, and visualized it in the solution space in Fig. 1 by using WC-TP as the horizontal axis and BC-TP as the vertical axis. Meanwhile, we also calculated WC-TP and BC-TP of the true community structure and visualized it in Fig. 1 as the reference point.
In Fig. 1 , green and blue circles respectively represent individuals generated with LPA and LBA, and the red one is the target point from the ground truth. Using the red circle as the reference, we can observe that the populations initialized by LPA and LBA are distributed in different positions of the solution space, and their relative positions are changed with the mixing parameter µ. Specifically, when µ is set to a small value (e.g., µ = 0.1 in Fig. 1(a) ), the green circles are much closer to the target point than blue ones, indicating that LPA performs much better than LBA on population initialization when the community structure of the given network is clear. With the increase of µ, two methods gradually achieve the equivalent performance, e.g., the green and blue circles display the similar distance to the red circle on network with µ = 0.3 in Fig. 1(b) . When µ continues to increase that makes the network has more external links than internal ones (i.e., µ = 0.5 and 0.7), the individuals generated with LBA gradually approach to the target point, and show better quality than those from LPA (Figs. 1(c) and (d) ). Thus, to generate individuals with high quality at all kinds of networks, it is better to adopt both LPA and LBA than to solely use either of them for population initialization.
2) INVESTIGATION OF PARAMETER r LPA
In this sub-section, we tested whether the ratio of individuals initialized by LPA and LBA has an influence on the performance of LPMOEA. To this end, we set parameter r LPA to multiple values, i.e., 0.1, 0.5 and 0.9, and compared the quality of generated network partitions between these three settings on 16 synthetic networks. The detailed information of networks was summarized in the second part of Table 1 . The averaged NMI values on each network at each r LPA was displayed as the histogram in Fig. 2 for comparison. From Fig. 2 , it can be observed that the effect of r LPA on LPMOEA is related to the network topologies, including k in max and µ. Specifically, when the network has a relatively small k in max (i.e., 10), different r LPA achieve the similar performance on all networks with µ ranging from 0.1 to 0.8 (as shown in Fig. 2(a) ). However, with k in max increasing to 50, LPMOEA with r LPA = 0.1 and 0.5 perform much better than that with r LPA = 0.9 on networks with more external links than internal ones (i.e., µ >= 0.5). Such results may be due to the high-degree nodes and ambiguous community structure in networks exacerbate over propagation problem in LPA, and thus affects the quality of the generated individuals. Additionally, by comparing NMI values between r LPA = 0.1 and r LPA = 0.5, we observed that LPMOEA performs a little better with r LPA = 0.5 than that of r LPA = 0.1 on almost all networks. Therefore, r LPA was set to 0.5 in all following experiments.
3) INVESTIGATION OF PARAMETER RT LPA
As stated in Section III.A, RT LPA has an effect on the diversity of the initialized population, which may affect the algorithmic performance. Thus, in this sub-section, we compared the quality of solutions obtained by setting RT LPA to 5 and 10 on a set of synthetic networks with different topological properties. Detailed information for synthetic networks was presented in the third part of Table 1 . Fig. 3 presents the comparison results between RT LPA = 5 and RT LPA = 10 on different networks.
As shown in Figs. 3(a) and 3(b), when k in max is set to a small value (i.e., k in max = 10), the performance of LPMOEA with RT LPA = 5 and RT LPA = 10 are similar on all networks with different µ. However, when k in max increases to 50 (Figs. 3(c) and 3(d)), LPMOEA with RT LPA = 5 performs much better than that with RT LPA = 10 on networks with more external links than internal ones (i.e., µ > 0.5). Such phenomenon may largely due to the issue of over propagation in LPA, especially when the network has ambiguous community structure. As we known, over propagation is resulted from the presence of nodes with large degrees in the network. With the increase of k in max , the degrees of some specific nodes are dramatically increased. Under this condition, the communities with core nodes have larger probability to swallow weaker communities if the label update is repeated for more times. Based on these results, we set RT LPA = 5 in all following experiments.
C. EXPERIMENTS ON SYNTHETIC NETWORKS
In this section, the performance of LPMOEA was compared with other four representative algorithms, including Infomap [27] , directed Louvain [16] , directed label propagation algorithm (DLPA) [38] , and GA-LP [40] . The four algorithms were selected for comparison as they are either state-of-the-art methods for community detection in directed networks or relevant to LPMOEA in some sense. In detail, Infomap and directed Louvain are two classical methods for community detection in directed networks. DLPA is the directed version of LPA, which is related to our proposed algorithm. GA-LP is the currently representative EA applicable to community detection in directed networks. Infomap and directed Louvain were implemented with C++. DLPA, GA-LP and LPMOEA were developed with Matlab software. In DLPA, the repeat time was set to 50. In GA-LP, the numP and gen were set to same values with our method, i.e., 50 and 20, respectively.
The parameter settings of the synthetic networks used in this section were listed in the fourth part of Table 1 . In this experiment, the networks were set to 1000 and 5000 nodes. µ varied from 0.1 to 0.8 with an interval of 0.05. The indegree properties of the networks, i.e., (k in, k in max ), were set to (5, 10) and (5, 50) . Two parameters controlling the size of community, i.e., (c min , c max ), were set to (10, 50) and (20, 100) . In total, we generated 90 synthetic networks with different topological properties to compare the performance between five community detection algorithms. For non-deterministic algorithms (i.e., directed Louvain, DLPA, GA-LP and LPMOEA), we repeated the community detection for each network for 10 independent times and reported the averaged NMI values. Notably, in our proposed method, each run would yield multiple solutions. We here selected the one with the largest NMI as the representative solution for comparison with other methods. Fig. 4 presented the comparison results of NMI among five algorithms with detailed information summarized in Tables SI -SVI in Supplementary Materials.
From Fig. 4 , three observations can be obtained. Firstly, as expected, the performance of all algorithms decreases with the increase of µ because the community structure of the given network becomes more ambiguous, which increases the difficulty of community detection. Secondly, Infomap and LPMOEA outperform the other three algorithms on almost all synthetic networks. Specifically, comparing with directed Louvain, Infomap and LPMOEA achieve similar performance when µ is smaller than 0.5. With the increase of µ, the performance of directed Louvain dramatically decreases and becomes much worse than Infomap and LPMOEA. For DLPA, its performance is equivalent to Infomap and LPMOEA on network with small µ. However, when µ achieves to 0.45 on networks with 1000 nodes (e.g., Figs. 4(b) and 4(d)) or 0.5 with 5000 nodes (e.g., Fig. 4(f) ), the NMI values generated by DLPA are dropped to zeros. This result may due to the over propagation problem in DLPA, which assigns all nodes into one community. As for GA-LP, Infomap and LPMOEA display much better performance on all networks. Thirdly, when compared LPMOEA with Infomap, LPMOEA achieves higher NMI values than Infomap on networks with µ larger than 0.55. For the other networks, LPMOEA performs slightly better or as well as Infomap when k in max is set to a large value (i.e., 50), but slightly worse than Infomap with a small k in max (i.e., 10). Overall, the performance of both LPMOEA and Infomap are satisfied on community detection, especially for the network with the clear community structure.
D. EXPERIMENTS ON REAL-WORLD NETWORKS
Based on the results on synthetic networks, we can observe that only Infomap is comparable with our proposed method on the partition accuracy on synthetic networks. In this section, we make a further comparison between these two methods on seven real-world networks. Table 2 displays detailed information of each real-world network, including the number of nodes, the averaged and maximum in-degrees, and the representations of nodes and edges. All these networks are obtained from the public data (http://konect.unikoblenz.de/). Since the actual community structures of these real-world networks are unknown, DQ was adopted as the evaluation index to measure the quality of the detected community structure. Considering the non-deterministic nature of LPMOEA, the community detection on each real-world network was repeated for 10 independent times, and the partition with the highest DQ was selected as the representative solution in each run. After that, the averaged DQ across 10 representative solutions was reported for comparison with Infomap.
As shown in Table 3 , LPMOEA obtains higher DQ than Infomap on six out of the seven real-world networks. It is only on the linux network that Infomap can outperform LPMOEA. The disadvantageous performance of LPMOEA on the linux network may be due to the large network size. As we known, with the increasing number of nodes in networks, the solution space of community detection problem is dramatically expanded, which increases the difficulty for our proposed method to find the optimal solution during the population evolution process. Thus, it is necessary to develop novel MOEAs that can handle large-scale directed networks with high effectiveness and efficiency in future. To this end, one efficient way is to divide the large-scale network into multiple small sub-networks and detect the communities in all sub-networks simultaneously. Another alternative approach is to adopt MOEAs specifically designed for largescale MOPs for implementing the proposed method [43] .
E. BENEFIT OF USING A MULTI-OBJECTIVE FRAMEWORK
As a multiobjective algorithm, LPMOEA could generate multiple network partitions in a single run, each of which corresponds to a best tradeoff between two objective functions. Previous studies have claimed that the solutions in Pareto set in MOEAs have a hierarchical structure that can reveal the community structure of the given network from different resolutions [11] , [24] . To validate such a benefit, we further applied LPMOEA to the dolphin social network (the number of nodes is 62), where nodes represent bottlenose dolphins and edges represent the frequent associations, and displayed results in Fig. 5 .
As shown in Fig. 5(a) , eight non-dominated solutions were obtained in Pareto set, none of which is superior to the others on both two objectives. To clarify the hierarchical structure of solutions, three of them (labelled with red circles in Fig. 5(a) ) were selected as representatives to visualize the corresponding layouts of community structures. From Figs. 5(b) to 5(d), we observed that, with the increase of BC-TP, the network is gradually divided into increasing number of communities. As shown in Fig. 5(b) , Solution 1 partitions the network into two communities. In Fig. 5(c) , Solution 2 further sub-divides the communities in Solution 1 and generates a partition with 4 communities. Solution 3 in Fig. 5(d) continues to subdivides the communities in solution 2, and partitions the network into 8 communities. This example confirms LPMOEA can provide hierarchical partitions of the given network and thus allows users to explore the network on different levels.
VI. CONCLUSION
This work, for the first time, modelled the community detection problem in directed networks as a multi-objective optimization problem with two conflicting objective functions (i.e., WC-TP and BC-TP) designed based on PageRank random walk. Among these two objectives, WC-TP is used to maximize the probability of a random walk staying in the same communities, while BC-TP is used to minimize the transition probability between different communities. Afterwards, we proposed a novel multi-objective evolutionary algorithm by using the specific designed strategies for population initialization and evolution to incorporate the edge directionality during the clustering process. Comparisons with other four representative algorithms on both synthetic and real-world networks confirm that our proposed method is competitive and promising. Meanwhile, attributing to the multi-objective framework, the hierarchical structure of communities in the given network could be revealed by a set of non-dominated solutions obtained in a single run.
