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Abstract. In this paper we employ SMT solvers to soundly synthesise
Lyapunov functions that assert the stability of a given dynamical model.
The search for a Lyapunov function is framed as the satisfiability of a
second-order logical formula, asking whether there exists a function sat-
isfying a desired specification (stability) for all possible initial conditions
of the model. We synthesise Lyapunov functions for linear, non-linear
(polynomial), and for parametric models. For non-linear models, the al-
gorithm also determines a region of validity for the Lyapunov function.
We exploit an inductive framework to synthesise Lyapunov functions,
starting from parametric templates. The inductive framework comprises
two elements: a learner proposes a Lyapunov function, and a verifier
checks its validity - its lack is expressed via a counterexample (a point
over the state space), for further use by the learner. Whilst the veri-
fier uses the SMT solver Z3, thus ensuring the overall soundness of the
procedure, we examine two alternatives for the learner: a numerical ap-
proach based on the optimisation tool Gurobi, and a sound approach
based again on Z3. The overall technique is evaluated over a broad set
of benchmarks, which shows that this methodology not only scales to
10-dimensional models within reasonable computational time, but also
offers a novel soundness proof for the generated Lyapunov functions and
their domains of validity.
Keywords: Lyapunov functions, automated synthesis, inductive synthesis,
counter-example guided synthesis
1 Introduction
Dynamical systems represent a major modelling framework in both theoret-
ical and applied sciences: they describe how objects move by means of the laws
governing their dynamics in time. Often they encompass a system of ordinary
differential equations (ODE) with nontrivial solutions.
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This work aims at studying the stability property of general ODEs, without
knowledge of their analytical solution. Stability analysis via Lyapunov functions
is a known approach to assert such property. As such, the problem of constructing
relevant Lyapunov functions for stability analysis has drawn much attention in
the literature [1,2]. A brief introduction to the concepts of Lyapunov stability is
presented in Section 3. By and large, existing approaches leverage Linear Algebra
or Convex Optimisation solutions, and are not fully automated nor numerically
sound.
Contributions We apply an inductive synthesis framework, known as Counter-
Example Guided Inductive Synthesis (CEGIS) [3,4] and recently employed in a
number of control applications [5,6,7,8], to construct Lyapunov functions for
linear, polynomial and parametric ODEs, and (for non-linear ODEs) to con-
structively characterise their domain of validity. CEGIS, originally developed for
program synthesis based on the satisfiability of second-order logical formulae, is
employed in this work with template Lyapunov functions and in conjunction
with a Satisfiability Modulo Theory (SMT) solver [9]. Our results offer a formal
guarantee of correctness in combination with a simple algorithmic implementa-
tion.
The synthesis of a Lyapunov function V can be written as a second-order logic
formula F := ∃V ∀x : ψ, where x represents the state variables and ψ represents
requirements that V needs to satisfy in order to be a Lyapunov function.
The CEGIS architecture is structured as a loop between two components, a
“learner” and a “verifier”. The learner provides a candidate function V and the
verifier checks the validity of ψ over the set of x; if the function is not valid, the
verifier provides a counterexample, namely a point x¯ in the state space where the
candidate function does not satisfy ψ. The learner incorporates the generated
counterexample x¯, subsequently computes a new candidate function, and passes
it back to the verifier.
We exploit SMT solvers to (repeatedly) assert the validity of ψ, given V , over
a domain in the space of x. Satisfiability Modulo Theory (SMT) is a powerful
tool to assert the existence of such a function. An SMT problem is a decision
problem – a problem that can be formulated as a yes/no question – for logical
formulae within one or more theories, e.g. the theory of arithmetics over real
numbers. The generation of simple counterexamples x¯ is a key new feature of
our technique.
Furthermore, in this work we provide two alternative CEGIS implementa-
tions: 1) a numerical learner and an SMT-based verifier, and 2) an SMT-based
learner and verifier. The numerical generation of Lyapunov functions is based
on the optimisation tool Gurobi [10], whereas the SMT-based one leverages Z3
[11].
Related Work The construction of Lyapunov functions is recognisably an im-
portant yet hard problem, particularly for non-linear ODE models, and it has
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been the objective of classical studies [12,13,14]. A know constructive result has
been introduced in [15], which additionally provides an estimate of the domain
of attraction. It has led to further work based on recursive procedures. Broadly,
these approaches are numerical and based on the solution of optimisation prob-
lems. For instance, linear programming is exploited in [16] to iteratively search
for stable matrices inside a predefined convex set, resulting in an approximate
Lyapunov function for the given model. Alternative approximate methods in-
clude [1] ε-bounded numerical methods, techniques leveraging series expansion
of a function, the construction of functions from trajectory samples, and the
framework of linear matrix inequalities. The approach in [17] uses sum-of-squares
(SOS) polynomials to synthesise Lyapunov functions, however its scalability re-
mains an issue. The work in [18] uses SOS decomposition to synthesise Lyapunov
functions for (non-polynomial) non-linear systems: the algorithmic implementa-
tion is know as SOSTOOLS [19,20]. [21] focuses on an analytical result involving
a summation over finite time interval, under a stability assumption. Recent de-
velopments are in [22] and subsequent work, whereas surveys on this topic are
in [1,2].
In conclusion, existing constructive approaches either rely on complex can-
didate functions (whether rational or polynomial), on semi-analytical results, or
alternatively they involve state-space partitions (for which scalability with the
state-space dimension is problematic) accompanied by correspondingly complex
or large optimisation problems. These approximate methods evidently lack either
numerical robustness, being bound by machine precision, or algorithmic sound-
ness: they cannot provide formal certificates of reliability which, in safety-critical
applications, can be an evident limit.
In [23] Lyapunov functions are soundly found within a parametric frame-
work, by constructing a system of linear inequality constraints over unknown
coefficients. A twofold linear programming relaxation is made: it includes in-
terval evaluation of the polynomial form and “Handelman representations” for
positive polynomials. Simulations are used in [24] to generate constraints for a
template Lyapunov function, which are then resolved via LP, resulting in can-
didate solutions. Whilst the authors refer to traces as counterexamples, they do
not employ the CEGIS framework, as in this work. When no counterexamples are
found, [24] further uses dReal [25] and Mathematica [26] to verify the obtained
candidate Lyapunov functions. The sound technique, which is not complete, is
tested on low-dimensional models with non-linear dynamics.
The cognate work in [7,8,27] is the first to employ a CEGIS-based approach
to synthesise Lyapunov functions. [7,8] focuses on such synthesis for switching
control models - a more general setup that ours. [7] employs an SMT solver for
the learner, and towards scalability solves an optimisation problem over LMI
constraints for the verifier over a given domain (unlike our approach). As such,
counterexamples are matrices, not points over the state space, and furthermore
the use of LMI solvers does not in principle lead to sound outcomes. Along the
above line, [8] expands this approach towards robust synthesis; [27] instead em-
ploys MPC (Model Predictive Control) techniques within the learner to suggest
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template functions, which are later verified via semi-definite programming re-
laxations (again, possibly generating counterexamples by solving optimisation
problems over a given domain). Whilst inspired by this line of work, our con-
tribution provides a simple (with interpretable counterexamples that are points
over the state space) yet effective (scalable to at least 10-dimensional models)
SAT-based CEGIS implementation, which automates the construction of Lya-
punov functions and associated validity domains, which is is sound, and also
applicable to parameterised models.
The remainder of the paper is organised as follows. In Section 2 we present the
SMT Z3 solver and the inductive synthesis (IS) framework. The implementation
of CEGIS, for both linear and non-linear models, is explained in Section 3.
Experiments and case studies are in Section 4. Finally, conclusions are drawn in
Section 5.
2 Formal Verification – Concepts and Techniques
In this work we use Z3, an SMT solver, and the CEGIS architecture, to build
and to verify Lyapunov functions.
2.1 Satisfiability Modulo Theory
A Satisfiability Modulo Theory problem is a decision problem formulated within
a theory, e.g. first-order logic with equality [28]. The aim is to check whether a
first-order logical formula within such theory, referred to as an SMT instance, is
satisfied. For example, a formula can be the inequality 3x0 + x1 > 0 evaluated
within the theory of linear inequalities. An SMT solver is a software that checks
the satisfiability of an SMT instance, i.e. whether there exists an instantiation
of the formula that evaluates to True. SMT solvers can be useful for function
synthesis, namely to mechanically construct a function, given requirements on
its output.
2.2 The Z3 SMT Solver
Z3 [11,29] is a powerful SMT solver that integrates SAT solvers, theory solvers for
equalities and interpreted functions, satellite solvers for arithmetic, real, array,
and other theories, and an abstract machine to handle quantifiers. Receiving
an input formula, Z3 represents it as an abstract syntax tree and processes it
with its SAT solver core, until it returns SAT if the formula is satisfiable, UNSAT
otherwise.
Example 1 (Operation of Z3). Consider the formula a = b ∧ f(a) = f(b) in the
theory of equality. To verify its satisfiability, Z3 constructs a syntax tree, with
nodes for each variable (a, b) and formulae (a = b, f(a), f(b), f(a) = f(b)). Once
the tree is built, Z3 merges a with b and f(a) with f(b) to represent the equality
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operation and, in order to verify the correctness of the assertion, applies the
congruence rule
∧n−1
i=0 xi = yi ⇒ f(x0, . . . xn−1) = f(y0, . . . yn−1) to conclude
that a = b⇒ f(a) = f(b). Finally, nodes a = b and f(a) = f(b) are merged and
Z3 returns SAT. 
Of particular interest for the synthesis of Lyapunov functions, is the ability of
Z3 to solve polynomial constraints. Z3 stores and exactly manipulates algebraic
real numbers that are roots of rational univariate polynomials: this is done for
an algebraic real α, by storing a polynomial p(x) for which p(α) = 0 and two
rationals l, u such that p(x) = 0 for x ∈ (l, u) if and only if x = α. In this work,
Z3 has been used through its Python APIs, named Z3Py. An example of a simple
assertion verification follows.
Example 2 (Assertion in Z3). Consider the (valid) formula x ≥ 0⇒ 3x+ 1 > 0.
The code using Z3Py results in:
x = Real('x')
s = Solver()
s.add(Implies(x >= 0, 3 * x + 1 > 0))
print(s.check())
which evaluates (as expected) to SAT. 
2.3 Inductive Synthesis - CEGIS
An approach to solve second-order logic problems, such as those characterising
the synthesis of Lyapunov functions, is inductive synthesis (IS). IS infers general
rules (or functions) from specific examples (observations), entailing the process of
generalisation. Within the IS procedure, a synthesiser attempts the construction
from a (usually small) subset of the original specifications. It then generalises to
the complete specification by identifying patterns in the input data.
An exemplar of IS is the CEGIS framework. Fig. 1 depicts the relation be-
tween its two main components. It sets off with a given specification ψ over a
set I for the synthesis. The synthesis engine (a component that will be also de-
noted as learner) provides a candidate solution for ι, a subset of I, the space of
possible inputs. This candidate solution is passed to a second component, called
verifier, that acts as an oracle: either it approves the solution over the entire I,
so that the process terminates, or it finds an instance x¯ (a counterexample in
I) where the candidate solution does not comply with the specifications. The
learner takes x¯ and adds it to ι, computing a new (more general) candidate solu-
tion for the problem. This cycle is repeated. Note that this algorithm might not
terminate, depending on the structure of I, or might take many cycles to find
a proper solution: in those instances, tailored candidate solutions and insightful
counterexamples are necessary. In this work, the IS is implemented using SMT-
solvers. The verifier finds counterexamples x¯ by seeking a witness of the negated
formula ¬ψ, namely trying to prove that a violation of the formula exists. The
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learner might employ SMT solvers to solve the system of constraints generated
by the counterexamples, i.e. to find a valid instance of such constraints, however
in general it does not need to be sound, as it is the verifier that guarantees
the soundness of the proposed solution. Section 3.1 illustrates the two CEGIS
components, the learner L and the verifier Z in relation to Lyapunov function
synthesis.
Example 3 (CEGIS Operation). Assume the task is the synthesis of a function
g(x) that satisfies the following formula F (g(x)):
∃ g(x) ∀x ∈ R : ψ, where ψ(g(x)) = g(x) + 1 > 0.
The learner L offers an initial (often na¨ıve, random or default) candidate, e.g.
g(x) = x, and passes it to the verifier Z. The verifier checks the validity of
ψ(x) = x + 1 > 0, ∀x ∈ R, by searching an instance x¯ that might invalidate
the formula. Z finds that x¯ = −1 invalidates the formula, thus sends x¯ to L,
which incorporates this counterexample to synthesise a new g(x). The learner
now adds a constraint on the next candidate, as
C := g(−1) + 1 > 0, ∀x ∈ R,
such that the new candidate solution satisfies the formula at x¯ = −1. The
learner now proposes g(x) = x2, which satisfies C, and passes it to Z. The
verifier searches for a counterexample to ψ(x2), but cannot find any. Thus, it
exits the loop with an UNSAT answer, which proves that the synthesised function
g(x) = x2 is valid ∀x ∈ R. 
L Z
x¯
S
done
1
Fig. 1. CEGIS-based inductive synthesis. The iterative procedure loops between a
learner L and a verifier Z. L provides a candidate solution S to the verifier Z, which
asserts its validity or outputs a counterexample x¯. The learner provides a new solution
encompassing also x¯. The procedure stops once no counterexamples are found.
3 Automated and Sound Synthesis of Lyapunov
Functions via CEGIS and SMT
Consider a dynamical system x˙ = f(x), where f : Rn → Rn, and assume that
the point xe ∈ Rn is an equilibrium, namely such that f(xe) = 0 – without
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loss of generality, we assume that xe = 0 (the origin). The goal is assessing
the stability of such equilibrium point via the synthesis of a Lyapunov function
V (x) : Rn → R. The stability of an equilibrium guarantees that trajectories
starting by the equilibrium remain close to it at all times (how close can often be
quantified, as done later in this work). If V (x) fulfils the following two conditions,
∀x ∈ D,
V (x) > 0, V˙ (x) = ∇V (x) · f(x) ≤ 0, (1)
where D is a domain of interest containing xe then the Lyapunov function en-
sures boundedness of the trajectories. In other words, for every initial point
in a neighbourhood of xe, the trajectories of the model do not escape from D
(with reference to notations introduced above, the condition in (1) represents
the requirement ψ, and D denotes the set of inputs I). We use the following
polynomial expression for the Lyapunov function
V (x) =
c∑
l=1
(xl)T Pl x
l, (2)
where xl represents the element-wise exponentiation of vector x, i.e. element
x(j) to the power l, ∀j = 1, . . . , n; Pl ∈ Rn×n is a weighting matrix associated
with xl, and 2c is the order of the polynomial function. In order to obtain a
proper Lyapunov function V (x), the synthesiser is asked to verify the specifica-
tion expressed by the formula
F (V (x)) : ∀x ∈ D, V (x) > 0 ∧ V˙ (x) ≤ 0. (3)
This specification requires the Lyapunov function to be positive definite, and
not to increase along the trajectories of the model. For linear systems, unless
otherwise stated, we consider D = Rn \ {0} and c = 1, as it is known that
quadratic functions are sufficient to prove the stability of linear models over the
whole state space. Formula (3) keeps the elements of P uninterpreted, and thus
they are parameters to be found. Notice that the second-order formula
∃P ∈ Rn×n : ∀x ∈ D, V (x) > 0 ∧ V˙ (x) ≤ 0,
would return a boolean value, i.e. True or False: to obtain the synthesised V (x)
function, we remove the existential quantifier.
3.1 The CEGIS Architecture for Lyapunov Function Synthesis
We introduce the CEGIS architecture to find Lyapunov functions. To better il-
lustrate the methodology, we start by considering linear models (the non-linear
case is further discussed in Section 3.2). As mentioned earlier, two components
characterise the CEGIS approach: a learner and a verifier. The CEGIS architec-
ture takes the system matrix A and outputs a matrix P as the key component
of the function V (x), verifying the conditions in Eq. (1). We denote by P¯i,
i = 0, 1, 2, . . . the candidate matrices yet to be verified, i.e. the outputs of the
learner. As anticipated earlier, referring to Eq. (2), we set c = 1 and D = Rn\{0}.
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Verifier The scope of a verifier is twofold: generate a counterexample to the
validity of the candidate Lyapunov function, or certify its validity over a domain
of interest. We implement the verifier in Z3.
The methodology to assert the correctness of a Lyapunov function is as fol-
lows. Assume the learner computes a candidate Lyapunov function V (x) and
passes it to the verifier (in case of a linear function, the learner offers a matrix
P¯i). The goal of the verifier is to assert the validity of formula F from (3) ac-
cording to the specification ψ in (1). The check is performed by negating F : if
there exists a vector x¯ that satisfies ¬F , it is a counterexample for F ; if it does
not exist, formula F is valid and the candidate Lyapunov function is an actual
Lyapunov function. The domain D is encoded as an additional formula. Assume,
as an example, the domain is an hyper-sphere of radius one: D can be written
formally as d: ||x||2 ≤ 1. The final formula thus results in ¬F ∧ d.
A counterexample x¯ must satisfy the formula V (x¯) ≤ 0∨V˙ (x¯) > 0. Reasoning
on either condition, it is easy to show that if there exists a counterexample x¯
invalidating a matrix P¯ , then there exists an infinite number of counterexamples
for this P¯ . Thus, particularly for high-dimensional models the generation of
meaningful counterexamples is crucial to find a Lyapunov function quickly.
Let us denote x¯i, i = 1, . . . , the series of counterexamples provided by the
verifier and P¯i the series of candidate Lyapunov function matrices provided by
the learner. In this setting, the learner proposes the first default candidate matrix
P¯0; the verifier will (possibly) provide a counterexample x¯0; the learner includes
x¯0 in the set of constraints (cf. Section 3.1) and offers a new candidate P¯1.
In this work, we let Z3 generate counterexamples without any further goals.
However, counterexamples can be generated adding constraints, e.g. linear inde-
pendence or orthogonality. Intuitively, more constraints might generate “better”
candidates by the learner, albeit at an increase in computational cost.
As intuition suggests, if we were to work with models having a diagonal ma-
trix A, then the synthesis of diagonal candidates P¯i and of a diagonal solution P
would reduce the number of variables needed, thus speeding up the computation.
As such, if A is not diagonal but diagonalisable, the algorithm pre-computes the
system diagonalisation and feeds it to the CEGIS architecture returning a ma-
trix P for the diagonal system, which is then converted to a solution for the
original model.
Learner A learner is the CEGIS component designated to suggest a candidate
solution for the problem under consideration. Within our framework, a learner
solves linear inequalities derived from F (V (x¯)) as per Eq. (3), while memorising
the set of counterexamples {x¯i | ¬F (x¯i)} generated by the verifier. Whilst the
verifier works over continuous domains, note that the learner only considers a
finite number of points to synthesise the candidate Lyapunov function. At each
iteration i, the learner is tasked to solve 2i linear inequalities: i inequalities for
V ≥ 0 and i for V˙ ≤ 0 – this is two inequalities per counterexample, so a set of
useful counterexamples is vital to achieve efficiency.
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We implement two learners, for comparison: 1) a numerical and 2) a Z3-
based learner. However, our CEGIS architecture can in principle accommodate
any learner. The first learner uses Gurobi [10], a fast, commercial optimisation
solver for, among others, linear and quadratic programming problems, support-
ing continuous variables. Notice that the synthesis is a linear program: variables
pi,j , the entries of matrix P , appear linearly within the inequalities in F (V (x¯i)).
Gurobi is thus expected to outperform an SMT solver in this specific task. How-
ever these variables do not represent real numbers, but floating point numbers
that are approximated at machine precision. The second learner instead em-
ploys Z3, which is numerically sound and not affected by machine precision. Z3
solves an SMT instance to synthesise V (x): it asserts the satisfiability of Eq. (3)
F (V (x¯i)) for all collected counterexamples x¯i.
As mentioned earlier, the number of inequalities to be solved depends on the
number of counterexamples, which can grow to be quite large. Whilst the verifier
ought to generate useful counterexamples, the learner is optimised to output a
matrix P¯i that is easy to handle. The comparison between a numerical learner
(running on Gurobi) and a sound one (based on Z3) shows that the compromise
between speed and soundness results is evident (cf. Section 4). Z3 is sound, yet
slower when compared to the numerical learner.
Z3 offers an incremental feature to the learner. During each CEGIS loop,
on the verification side the memory is cleared from the previous constraints as
the verifier re-initialises the verification problem with a new candidate V (x).
On the other hand, the learner keeps the previous synthesis instance adding a
new constraint related to the latest counterexample. This incremental approach
reduces the computational effort, as the learner does not initialise a new problem
for every CEGIS loop.
3.2 Lyapunov Function Synthesis for Non-linear Models
The problem of synthesizing Lyapunov functions and their region of validity for
a general non-linear system x˙ = f(x(t)) is approached via linearisation or via
direct computation.
The linearisation approach consists of three steps for the learner: we first
linearise the f(x(t)), obtaining
˙˜x(t) = ALx˜(t),
where AL is the Jacobian of f(x(t)) evaluated at xe; we then compute matrix
P – and quadratic Lyapunov function V (x) = xTPx – on the linearised system;
finally, we find R, defined as the set in which the linear Lyapunov function
is valid. Next, we detail the synthesis of region R. Consider, without loss of
generality, an autonomous non-linear system with (at least one) equilibrium
point xe = 0. Assume the CEGIS procedure is successful, i.e. it finds a Lyapunov
function VL(x) = x
TPx that guarantees the asymptotic stability of system ˙˜x =
ALx˜ around xe. We now compute the region where VL(x) guarantees stability
with the original system, i.e. x˙ = f(x). In view of the existence of VL(x) and by
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definition of linearisation, there exists a neighbourhood of the origin B0 in which
the derivative of the Lyapunov function V˙ (x) is non-positive; formally such set
is defined as
B0 = {x ∈ Rn\{0} | V˙ (x) ≤ 0},
where V˙ (x) is computed on the original system, namely
V˙ (x) = ∇VL(x) · f(x).
Let us define the boundary of B0 as ∂B0 = {x ∈ Rn\{0} | V˙ (x) = 0}. This set
may be composed by single points or regions of the state space: in this case, we
find r, the closest point to the equilibrium that belongs to ∂B0, as
r = min
x∈∂B0
∑
l
x(l)2.
We finally compute region R as a hyper-sphere of radius r,
R = {x ∈ Rn\{0} | ‖x‖2 < r2}, (4)
defining the region where the Lyapunov function is valid. Finally, region R is
tested with the verifier: formula F (V (x)) from Eq. (3) is passed to Z3 with
D = R. Our implementation uses a numerical optimisation technique to com-
pute a value for r that is passed to Z3, as Z3 does not natively handle non-linear
optimisation problems. With this selection, the region R represents a sound
under-approximation of the maximal stability region. The linearisation method
is used in view of its rapid and effective synthesis capability. However, it pro-
duces a Lyapunov function that does not ensures global stability when one of
the eigenvalues of AL is equal to zero. This is a well-known limitation of the
linearisation, which suggests a more formal approach, called direct computation
method.
The direct computation method, as the name suggests, analytically computes
V (x) and V˙ (x) from a template V (x) as in Eq. (2). The learner is tasked with
resolving conditions ψ obtained by a light relaxation of the two inequalities in
(1), namely
V (x) ≥ 0, V˙ (x) = ∇V (x) · f(x) ≤ 0.
Note that the first inequality is not strict: this relaxation allows for a faster
computation of a candidate. The verifier, on the other hand, produces coun-
terexamples for V (x) > 0, thus retaining soundness of the overall procedure.
The CEGIS framework allows the separation between synthesis and verification.
So whilst the learner might propose candidates being completely independent
from domain D, the verifier is responsible to assert or to find the domain of
validity D. Our implementation establishes that at first the verifier checks the
validity of V (x) on the whole state space D = Rn; if the computation is not suc-
cessful – namely, the computational time is greater than a predefined timeout –
the verifier checks its validity over a smaller region, e.g. D = [−1, 1]n, and so on.
If also this program fails, the algorithm returns an empty V (x). Recall that our
algorithm is in general not complete - indeed, consider the trivial problem of the
synthesis of a Lyapunov function for an unstable system, which is not possible:
in this case, the CEGIS procedure will surely return an empty V (x).
Automated and Sound Synthesis of Lyapunov Functions with SMT Solvers 11
3.3 Lyapunov Function Synthesis for Parametric Models
Parametric models represent a challenge for both sound and numerical solvers.
Let us remark that both Gurobi and Z3 cannot synthesise functions in the pres-
ence of uncertainty, whereas Z3 can provide counterexamples using one or more
variables as fixed parameters, using the quantifier ForAll.
Let us consider variable x, a parameter µ and a formula ψ(x, µ): Z3 can find
a counterexample for all values of µ by validating ForAll(µ, ψ). If µ belongs
to a range [l, u], Z3 can find a counterexample by checking ψ ∧ µ ≥ l ∧ µ ≤ u.
This provides a counterexample (x¯, µ¯) for x and µ, respectively.
The synthesis procedure is split into two steps, in view of the inability of
Z3 and Gurobi to propose parametric solutions. The first step synthesises a
candidate Lyapunov function solely using the constraint V (x) > 0, in which no
parameter appears. The second step evaluates the constraint V˙ ≤ 0 to propose
a parametric Lyapunov function exploiting the results from the first step. The
following example details the procedure.
Example 4. Consider a two-dimensional linear parametric system [23] and a can-
didate Lyapunov function{
x˙ = y
y˙ = −(2 + µ)x− y , V (x, y) = p1x
2 + p2y
2.
Assume the first guess of the learner is invalid, i.e. the verifier finds a counterex-
ample for the validity of V (x, y). The counterexample (x¯, y¯) is then sent to the
learner. The synthesis procedure is split into two steps: the first step entails the
synthesis solely accounting for V (x¯, y¯) > 0. The learner is tasked to solve
V (x¯, y¯) = p1x¯
2 + p2y¯
2 > 0,
where p1, p2 are the variables of the inequality. The learner will propose values p¯1
and p¯2 satisfying the inequality. The second step removes one of the synthesised
p¯i, e.g. p¯1, in order to re-synthesise it including the parameters found in V˙ . In
practical terms, the expression of V˙ is evaluated at x¯, y¯ and p¯2, as
V˙ = 2p1x¯y¯ − 2p¯2y¯2 − 2(µ+ 2)x¯y¯ ≤ 0 =⇒ p1 ≤ p¯2
( y¯
x¯
+ 2 + µ
)
.
We choose the value p1 that satisfies the equality. The candidate Lyapunov
function thus results in V (x, y) = p¯2
(
y¯
x¯ + 2 + µ
) · x2 + p¯2 · y2. This procedure
holds as long as x¯ 6= 0: if this is not the case, we can either choose to synthesise
a new value for p2 or simply maintain the numerical values obtained after the
first step. In the latter case, once the candidate Lyapunov function is passed to
the verifier, a new counterexample will be generated and the procedure can be
repeated until a parametric Lyapunov function is found and verified. Another
possible approach is based on the mixed-terms removal: p1 is synthesised so
that the terms carrying x¯y¯ cancel out. Further, the choice of p1 satisfying the
equality is arbitrary: we can add a negative constant to its value to solve the
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strict inequality instead. Finally, more than one parameter p¯i can be removed
in the second step: this can spread the parametric coefficients among more than
one pi. However, this is likely to increase the computational cost in view of the
inequality being a function of more than one variable. 
4 Case Studies and Experiments
In this Section we outline a few experiments to challenge the validity of our
approach. Our technique is coded in Python 2.7 [30], using external libraries as
the numerical solver Gurobi and the SMT solver Z3 (cf. Section 2). Specifically,
we compare two CEGIS architectures:
1. Gurobi learner and Z3 verifier,
2. Z3 learner and Z3 verifier,
later denoted as Gurobi-CEGIS and Z3-CEGIS, respectively, against the optimi-
sation toolbox SOSTOOLS. Whilst Z3 is an efficient verifier, it carries the weight
of exact representations. We therefore compare its use within the learner to that
of a numerical solver such as Gurobi - recall that the learner does not need to be
sound. A relevant feature of the synthesis procedure is its linearity in the entries
of matrix P : we expect an efficient LP solver to outperform an SMT solver. As
such, we study the expected tradeoff between speed and precision. As specified
earlier, the initial candidate for the learner P¯0 is arbitrary: we challenge the pro-
cedure by setting P¯0 = −I, which does not satisfy the first positivity condition
for Lyapunov functions, thus showing that even with an ill-suited initial guess
the procedure can rapidly synthesise a valid Lyapunov function. SOSTOOLS is a
sum-of-squares optimisation toolbox available for MATLAB, equipped with the
solver SeDuMi [31]. It can be used to solve a wide range of problems, from mixed
continuous-discrete optimisations to finding Lyapunov functions for polynomial
dynamical systems.
We consider linear, non-linear and parametric ODEs with the origin as (one
of) the equilibrium(a), and aim to obtain a Lyapunov function guaranteeing the
stability of such equilibrium point. The procedure entails the following steps:
a) a function f(x), x ∈ Rn, is fed as the input;
b) a Lyapunov function V (x), as in Eq. (2), is computed;
c) in the linearisation case, the stability region R in Eq. (4) for V (x) is found.
Let us emphasise that Z3 is unable to fully handle non-polynomial terms, which
represents the only limitation of our approach. Unlike most of the literature,
counterexamples are not limited to a finite set but searched over the whole Rn.
Linear models are certainly an easier task than polynomial systems. The
study with linear models focuses mainly on the scalability of the method, en-
compassed by the average and maximum/minimum computational time, and the
number of iterations performed. We generate N = 100 random linear models of
dimension n ∈ [3, 10]. For each linear system, the entries of matrix A range
within [−1000, 1000] ∈ R. For each test we set c = 1 (cf. Eq. (2)), namely we
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impose a quadratic structure to the Lyapunov function, and collect the num-
ber of iterations of the procedure, i.e. the number of counterexamples needed to
compute a valid Lyapunov function, and the total elapsed time. Recall that the
initial synthesiser’s candidate is P¯0 = −I, which challenges the reliability of our
method with a bad initial condition. A 180 seconds timeout is set for every run.
Results comparing the numerical learner using Gurobi and the sound learner
using Z3 are reported in Table 1. The average values, as well as the minimum
and maximum value among the N random systems, are computed on the syn-
thesis tests that have not timed out. The number of timed out procedures are
also listed in the Table.
With regards to non-linear and parametric models, we assess our approach
over a suite of examples taken from related work on Lyapunov function synthesis
[18], [19], [20], [23], which are reported in the following. The value c from Eq. (2)
is set heuristically as ceil(d/2), where d is the order of the system (this choice
follows the common interpretation of Lyapunov maps as storage functions). Due
to ease of implementation, only Z3-CEGIS performs the synthesis with c > 1
and in the case of parametric models. Results in terms of computational time
and iterations are reported in Table 2. Experiments are run on a 4-core Dell
laptop with Fedora 30 and 8GB RAM.
Example 5. Consider the model [18]
x˙1 = −x21 − 4x32 − 6x3x4, x˙4 = x1x3 + x3x6 − x34,
x˙2 = −x1 − x2 + x35, x˙5 = −2x32 − x5 + x6,
x˙3 = x1x4 − x3 + x4x6, x˙6 = −3x3x4 − x35 − x6.
Z3-CEGIS finds the Lyapunov function V (x) = 2x21 +4x
4
2 +x
2
3 +11x
2
4 +2x
4
5 +4x
2
6,
ensuring stability over the whole state space. SOSTOOLS fails to find a 2nd−
or 4th−order Lyapunov function for this model. 
Example 6. Consider the model [23]{
x˙ = −x3 + y
y˙ = −x− y.
Gurobi-CEGIS finds the Lyapunov function V (x) = 5 · 10−5x2 + 5 · 10−5y2,
whereas Z3-CEGIS finds V (x) = 0.5x2 + 0.5y2, both ensuring global stability.
The linearised Gurobi-CEGIS finds V (x) = 3.2 · 10−3x2 + 3.2 · 10−3y2, whereas
SOSTOOLS finds V (x) = 0.7844(x2 +y2), also ensuring stability over the whole
state space. 
Example 7. Consider the system [20]
x˙1 = −x31 − x1x23,
x˙2 = −x2 − x21x2,
x˙3 = −x3 − 3x3
x23 + 1
+ 3x21x3.
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Note that the term x23+1 is always non-negative, therefore we can consider V˙ (x)·
(x23 + 1) ≤ 0. Gurobi-CEGIS finds the Lyapunov function V (x) = 32 · 10−4x21 +
32 · 10−4x22 + 8 · 10−4x23, whereas Z3-CEGIS finds V (x) = 3x21 + x22 + x23, and
finally SOSTOOLS finds the function V (x) = 6.659x12 + 4.628x22 + 2.073x32,
all ensuring global stability. 
Example 8. Consider the system [23]{
x˙ = −x− 1.5x2y3,
y˙ = −y3 + 0.5x3y2.
Z3-CEGIS finds V (x) = 1/3x2 + y2, valid on the whole R2, whereas SOS-
TOOLS finds V (x) = 0.4707x2 + 1.412y2, with a stability region of radius
r = 68. Gurobi-CEGIS returns an error, as it finds V (x) = 1.00066454641347x2+
2.99933545358653y2 that is not a valid Lyapunov function. The correct solution,
V (x) = x2 + 3y2, can not be attained in view of lack of convergence of the op-
timisation algorithm. On the other hand, the linearised Gurobi-CEGIS delivers
V (x) = 32 · 10−4x2 + 2 · 10−4y2 with a radius r = 1.25. 
Example 9. Consider the system [23]:
x˙1 = −x1 + x32 − 3x3x4, x˙3 = x1x4 − x3,
x˙2 = −x1 − x32, x˙4 = x1x3 − x34.
Z3-CEGIS finds the Lyapunov function V (x) = 2x21 + x
4
2 + 3201/1024x
2
3 +
2943/1024x24, ensuring global stability. SOSTOOLS, on the other hand, finds
a complex 4th order polynomial, omitted here for brevity, with a stability region
that is hard to characterise analytically. 
Example 10. Consider the parametric linear system [23]{
x˙ = y,
y˙ = −(2 + µ)x− y,
where µ ∈ (−2, 5]. Z3-CEGIS discovers the Lyapunov function V (x) = (µ +
2)x2 + y2, ensuring stability on the whole state space. On the other hand, SOS-
TOOLS fails to find a solution when setting V (x, µ) to be independent from,
linear in, or quadratic in µ. 
Example 11. Consider the parametric system [23]{
x˙ = −(1 + µ1)x+ (4 + µ2)y,
y˙ = −(1 + µ3)x− µ4y3,
where µi ∈ [0, 100] for i = 1, . . . 4. Z3-CEGIS discovers the Lyapunov function
V (x) =
µ3 + 1
µ2 + 4
x2 + y2 that asserts stability on the whole state space, whereas
SOSTOOLS can not find a solution considering V (x) independent from, linear
in, or quadratic in µi, where i = 1, . . . , 4. 
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As expected, Gurobi is faster than Z3 in terms of iterations and computa-
tional time. The gap becomes larger with a high-dimensional system, as the SMT
learner does not implement any optimisation techniques. The Z3-CEGIS synthe-
sis is performed via an SMT call, which grows in complexity as the number of
constraints – related to the number of counterexamples – increases. Gurobi, on
the other hand, using optimisation techniques converges faster to a candidate
solution that is closer to the actual solution. Our approach outperforms SOS-
TOOLS in terms of computational time, and it is able to handle parametric and
complex models.
Notice that the coefficients of the Lyapunov function synthesised by Gurobi
are small in magnitude, as the linear programming problem can encompass the
minimisation of coefficients in its setup. On the other hand those obtained from
Z3 (rational fractions) are arguably more interpretable. A very interesting result
comes from Example 8. Gurobi-CEGIS converges towards the correct Lyapunov
function, yet it can not reach the exact numerical values in view of the algorith-
mic precision. Gurobi numerical guidelines [10] suggest that, as a rule of thumb,
the ratio of the largest to the smallest coefficient of the LP problem should
be less than 109. In our setting, the coefficients are the counterexamples found
by Z3, which might require higher precision. In this case, the issue is (proba-
bly) caused by a counterexample x¯ ' [−755145, 1/8], where the first element
is actually represented as a (very long) ratio between two integers. The ratio
between the two x¯ coefficient is in the order of 107. Roughly speaking, the coun-
terexamples generated by Z3 depend on the complexity of the tested model: a
high-order system might generate numerically ill-conditioned counterexamples,
as this example shows. It is also significant how the numerical algorithm tries to
converge to a correct solution. The first candidate Lyapunov function results in
V (x) = 1.07079661938449x2 +2.92920338061551y2 and it takes 99 counterexam-
ples to reach the final value (cf. Example 8), until the procedure stops, resulting
in an infeasible problem. Even enveloping the numerical values with the Python
Sympy objects Rational, Decimal, Fraction, or the function simplify do not
help in this context, the limitation being Gurobi’s numerical precision.
5 Conclusions and Future Work
In this work, we have studied the problem of automated and sound synthesis
of Lyapunov functions. We have exploited a CEGIS framework, equipped with
a sound verifier (the Z3 SMT solver) and with either a numerical LP solver
(Gurobi) or a sound (Z3) learner.
We have provided a simple – yet effective – methodology to synthesise Lya-
punov functions for linear, polynomial and parametric systems and shown ev-
idence of scalability and reliability of our method using benchmarks from the
literature. We have in particular synthesised quadratic Lyapunov functions for
linear models and verified their validity on the whole state space. We have tack-
led non-linear models following two approaches: either 1) the computation of
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n Gurobi-CEGIS Z3-CEGIS
3
4
5
6
7
8
9
10
Iterations Time [sec] Oot
3 [3, 3] 0.48 [0.33, 0.77] –
3.10 [3, 4] 0.53 [0.36, 1.20] –
4.15 [4, 5] 1.33 [1.08, 1.97] –
6.99 [4, 10] 3.88 [2.41, 4.97] –
8.56 [4, 12] 12.64 [2.9, 62.3] –
9.14 [3, 13] 21.50 [3.9, 114.16] 1
15.72 [3, 32] 29.98 [3.87, 78.5] 2
18.45 [3,41] 40.63 [6.17, 46.65] 5
Iterations Time [sec] Oot
3.03 [3, 4] 0.49 [0.4, 0.70] –
5.93 [4, 7] 0.68 [0.54,1.07] –
7.38 [5, 12] 1.67 [1.10, 3.03] –
9.10 [6, 10] 7.48 [2.40, 54.44] –
12.88 [5, 17] 17.63 [5.41, 20.3] 1
16.2 [3, 25] 23.91 [4.05, 35.08] 1
22.47 [4, 35] 34.41 [5.67, 48.96] 5
27.25 [5, 47] 44.63 [6.32, 101.2] 7
Table 1. Comparison between Gurobi-CEGIS and Z3-CEGIS over n-dimensional lin-
ear models. The first values are the average performance on the N = 100 randomly
generated models, and within brackets the minimum and maximum values. Oot is the
number of runs (out of N) not finishing after 180 [sec].
Example # Gurobi-CEGIS Z3-CEGIS SOSTOOLS
5
6
7
8
9
10
11
Time [sec] Iterations
– –
0.32 2
0.37 4
0.16 2
– –
– –
– –
Time [sec] Iterations
18.38 4
1.27 5
0.60 3
0.27 2
9.26 3
0.14 3
0.23 3
Time [sec]
–
3.66
4.38
3.83
21.31
–
–
Table 2. Comparison between Gurobi-CEGIS, Z3-CEGIS and SOSTOOLS for non-
linear models (see Examples description in main text). The result for Gurobi-CEGIS
in Example 8 is obtained via linearisation.
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Lyapunov functions over the linearised system and the synthesis of its validity
region; or 2) the direct computation of a higher-order Lyapunov function.
Future work includes the implementation of synthesis techniques for Gurobi-
CEGIS for high-order and parametric models, together with the study of optimi-
sation techniques for the synthesis in Z3-CEGIS: the tuning of the SMT solvers
leaves much room, for example in order to provide insightful counterexamples
or to additionally optimise an objective function. Further, we aim at embedding
CEGIS with neural networks (as function approximators) to replace the learner,
whilst maintaining the verification in the hands of an SMT solver - this approach
has been recently pursued also in [32].
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