Abstract We investigate the distribution of aftershock zones for large earthquakes (scalar seismic moment M Ն10
Introduction
Earthquake rupture is characterized by three geometric quantities: length of the rupture, l, width, W, and average slip, u. Seismic moment, M, is defined through these quantities as
where l is the elastic shear modulus. The scaling relations between M and the geometrical parameters in (1) have attracted seismologists' attention for many years. Kanamori and Anderson (1975) , Geller (1976) , and Sato (1979) proposed that for small and moderate earthquakes the scalar moment M is proportional to the cube of its focal length l
with d ‫ס‬ 3. However, they suggested that for larger earthquakes, this scaling relation breaks down, with d ‫ס‬ 2 for large earthquakes or even d ‫ס‬ 1 for the largest ones.
The reason for postulating such a breakdown is usually formulated as follows. For small earthquakes the rupture propagates entirely within the brittle crust, whereas for large earthquakes rupture is confined to the upper crust layer of thickness W. Thus, if
the rupture is forced to propagate in a relatively thin brittle layer. We use notation m for the moment magnitude:
where M is measured in N m. The magnitude calculated by (4) is used here only for illustration, all pertinent computations being carried out with the moment M values. Although other geometrical parameters of earthquake rupture have been correlated with seismic moment, the length of the rupture is determined with significantly better accuracy than width or slip. This is reflected, for example, in a higher correlation coefficient of M versus l compared to the correlation of the moment with W or u (Wells and Coppersmith, 1994) : q ‫ס‬ 0.95, 0.84, and 0.75, respectively. Thus, we only use the M versus l correlation in this study.
There is a significant amount of literature on the scaling relation of the aforementioned variables for various faults and earthquakes (Kanamori and Anderson, 1975; Geller, 1976; Sato, 1979; Romanowicz, 1994; Wells and Coppersmith, 1994; Abercrombie, 1995; Pegler and Das, 1996; Scholz, 1997 Scholz, , 1998 Bodin and Brune, 1996; Wang and Ou, 1998; Mai and Beroza, 2000; Stock and Smith, 2000; Fujii and Matsu'ura, 2000; Shaw and Scholz, 2001 , and references therein). Abercrombie (1995) showed no slope break in composite data sets for small and moderate earthquakes and a slope of 3, albeit with a large scatter. Although the scaling exponent d ‫ס‬ 3 for m Յ 6 events is now generally accepted, various empirical and theoretical values for d have been proposed for larger earthquakes: d ‫ס‬ 1.0, 1.5, 2.0, and 3.0.
Two models have been proposed for scaling of slip in large earthquakes: the W-model (Romanowicz, 1994 , and references therein), which assumes that slip is proportional to the rupture width W and consequently is constant as long as condition (3) holds. A second model, called the L-model (Scholz, 1997; , and references therein), assumes that u ϰ l. Assuming that fault width is essentially constant, as discussed previously, the W-model predicts d ‫ס‬ 1, whereas the L-model requires d ‫ס‬ 2. Various empirical data have been used to confirm or refute the aforementioned hypotheses. Because of the poor quality of the data and inappropriate control over data selection, the results have been inconclusive.
Two problems are obvious in previous solutions of the earthquake scaling relation: (1) Statistical techniques: Many magnitude estimates are derived from intensity data or from other less-than-reliable sources. Since their accuracy is low, one must take into account uncertainty in both magnitude and rupture length. (2) Data: As Pegler and Das (1996) suggest, data on rupture length come from different, sometimes unreliable sources that often yield multiple solutions. The accuracy, systematic errors, and selection biases of each length and magnitude determination are not well controlled. Wang and Ou (1998) reanalyzed the data of Wells and Coppersmith (1994) . In addition to the ordinary least-square regression (moment versus length) they used the major-axis least-squares method, which assumes that both regression variables have an associated experimental error. For the ordinary least-squares the value of the d exponent is 2.2-2.5, but it increases to 2.4-3.0 when the more appropriate (majoraxis) method is used. Stock and Smith (2000) analyzed a set of 550 earthquake scaling data that included the Wells and Coppersmith (1994) list. They also took into account uncertainties in both variables. They obtained d ‫ס‬ 3 scaling for all earthquakes other than large strike-slip events (M Ͼ 10 19 N m), for which they suggest d ‫ס‬ 2 as a more appropriate scaling. Their data set contains 14 strike-slip earthquakes with M Ն 10 20 N m (m Ն 7.33), most of which form a point cloud, justifying the approximation d ‫ס‬ 2 for large earthquakes. However, on closer inspection the list reveals that all but one (the 16 July 1990 Philippines) earthquake occurred before 1977 (the Nobi, Japan, earthquake time is 28 October 1891, not 28 October 1981). Thus, almost all the large strike-slip earthquakes on their list are from a predigital or even preinstrumental era, so the scalar moment values were determined with a large error. For preinstrumental earthquakes, the moment value is usually calculated by assuming a W value in (1) equal to 15 or 20 km. Thus, the scaling break is, in effect, postulated. Surface-wave M S and body-wave m b magnitudes saturate for large earthquakes, hence predigital but instrumental results are also not very reliable for the largest events. Therefore, the largest old earthquakes data may be biased. Pegler (1995) and Pegler and Das (1996) obtained a distribution of rupture length scaling for strike-slip earthquakes using systematically uniform unbiased selection criteria and modern interpretation methods. Their data set, which extends to moments larger than 10 21 N m and rupture lengths in excess of 200 km, contains no visual trace of the scaling break (see also Scaling Regression Fit section). Although Pegler and Das (1996) propose that exponent d ‫ס‬ 2 explains their results, it is obvious from their figure 1b that a more gradual regression line should be employed. In a later analysis of these and additional aftershock data, Henry and Das (2001) suggest that a line with the exponent d Ϸ 2.7 is the best fit for strike-slip earthquakes. In the Scaling Regression Fit section, we reinterpret Pegler and Das (1996) data.
In this work we assume that the length of the aftershock zone is proportional to the length of the mainshock rupture. We analyze aftershock sequences in a uniform formal manner to determine their scaling relations. Simultaneously, we try to avoid various systematic effects and biases by applying consistent criteria for data selection and studying the effect of these criteria on obtained results.
Data and Technique Earthquake Catalogs
For our study of aftershock distribution, we take mainshocks from the global catalog of centroid moment tensor (CMT) inversions compiled by the Harvard group (Dziewonski et al., 2001) . The catalog contains 16,598 solutions over a period from 1 January 1977 to 31 December 2000.
The aftershocks are collected from the Preliminary Determination of Epicenters (PDE) (NEIC) worldwide catalog of earthquakes (Preliminary Determination of Epicenters, 2000) that ends on 1 January 2001. The catalog measures earthquake size, using several magnitude scales, of which m b and M S are provided for most moderate and large events. Procedure Pegler and Das (1996) relocated all aftershocks in their study using International Seismological Center (ISC) phasearrival data. Such relocation should on average decrease location errors. However, in addition to the significantly increased effort needed to reinterpret the data, a drawback occurs in such a procedure, which is rarely mentioned in research literature. If investigators prepare data for statistical analysis, there is an increased possibility that both intentional and inadvertent bias may be introduced in the data. Selection of data processing methods, details of techniques, choice of input raw data, and so forth, can influence the final results in a manner that would be difficult to account for. Many relocation techniques, such as the Joint Hypocenter Determination technique, introduce statistical dependence in location errors, since location errors of each aftershock would in a hidden form contain the master event error. Depending on the technique applied, this dependence may make the final statistical analysis questionable. In addition, data processing details are so difficult to communicate fully that the results of such efforts are largely nonreproducible. Reproducibility of an experiment or an observation is an N m, m 7.82). Stars, aftershock epicenters; cross, average aftershock position; circle, centroid vertical projection onto the Earth surface; diamond, NEIC mainshock epicenter. Twodimensional Gaussian approximation of aftershock distribution is shown, and ellipses are drawn at 1r, 2r, and 3r levels.
important part of the scientific method. Thus, to make our results easily replicated, we accept as raw data source coordinates and earthquakes size characteristics (the scalar seismic moment and magnitude) given in the above catalogs. However, we also explore how earthquake location errors affect our results.
The broad outline of our procedure follows:
1. Any large earthquake in the Harvard CMT catalog is considered a mainshock. 2. We designate all earthquakes within a specific timedistance window occurring after a mainshock as an aftershock sequence. Since there are no widely accepted criteria for defining the aftershock zone, we take several reasonable choices for window parameters and demonstrate that the results are largely independent of that selection. 3. An ellipsoidal area is fitted to the spatial distribution of the aftershock sequence. 4. Ellipse parameters are statistically analyzed to find scaling characteristics.
Our aim is to discuss the principles of data selection and then present how we processed the data (see the following section and, in particular, its last paragraph for the preferred choices). We also investigate some variations from the preferred set. The Aftershock Pattern section presents the statistical techniques for the analysis.
To illustrate the subsequent discussion of the data selection and processing, Figure 1 displays an aftershock area for the Kamchatka earthquake 5 December 1997 and its fit by a two-dimensional Gaussian (binormal) distribution. Three ellipses are plotted, corresponding to 1r, 2r, and 3r confidence areas. The probability that a point is inside a k-r ellipse follows the Rayleigh or the the chi-square with two degrees of freedom [v 2 (2)] distribution. The probability is calculated as
This probability is smaller than that for the one-dimensional Gaussian distribution: the 2r probability is 0.86 instead of the familiar 0.95 for the one-dimensional case (see, for example, Press et al., 1992, pp. 688-689) . However, we usually are more interested in the aftershock distribution projected on the major ellipse axis; since this marginal distribution is one-dimensional Gaussian, the one-dimensional approximation can be used.
The fit of the aftershock pattern by the Gaussian distribution cannot be exact. First, some aftershocks occur at large distances from the mainshock where no other traces of earthquake rupture can be found, as the 1992 Landers, California, aftershock sequence (Hill et al., 1993) demonstrated. Second, aftershocks exhibit the feature of secondary clustering, strong aftershocks forming centers of densely concentrated new events. Thus, statistically, aftershocks are not mutually independent in space.
Moreover, the traditional classification of earthquakes into mainshocks/aftershocks is itself a rough approximation. In such an approach, earthquakes are treated as mutually independent points in space and time. In reality, even large earthquakes are accompanied by even stronger events, sometimes well separated in time and space, sometimes not (Kagan and Jackson, 1999) . Aftershock sequences of such mainshocks may intersect, making ambiguous the definition of the focal area. The only appropriate way to resolve these difficulties is by applying stochastic point processes to analyze earthquake occurrence (Kagan, 1991; Kagan and Jackson, 2000; Ogata, 1998) . However, such an analysis requires much more effort; its results are not easy to comprehend and may be subject to biases that are too difficult to estimate. Thus, this work relies upon simpler procedures to evaluate earthquake scaling properties.
Data Selection
Several choices need to be made when selecting and processing data:
1. When fitting a regression line, we may assume uncertainty only in l, or assume that both regression variables have comparable accuracy. 2. A minimum number of events in aftershock sequences (N a ) needs to be specified. Ogata (1998, p. 393) suggests using N a ‫ס‬ 6 when approximating aftershock spatial distribution by the two-dimensional Gaussian law. Below we use two choices N a ‫ס‬ 5 and N a ‫ס‬ 10. 3. In selecting aftershock sequences, a time-distance window can be centered on an epicentroid or on the middle point of the sequence. (We define epicentroid as the vertical projection of the moment centroid onto the surface of Earth.) Thus, in the latter case we make a two-step selection: first to identify the middle point and then to look at earthquakes around this point. 4. The maximum distance over which aftershock sequences are selected (r m ) and its parametrization vary. Some guidance can be obtained from the results of the likelihood analysis of earthquake catalogs (Kagan, 1991; Kagan and Jackson, 2000) . In these studies we approximate the spatial distribution for dependent earthquakes by a Gaussian distribution isotropic in space with a standard error 9.5 km for a m 7 earthquake. But the real distribution of aftershocks is anisotropic, extended along a mainshock fault plane. Thus, we should expect the major ellipse axis to be larger than the previous value and the minor axis to be smaller. Moreover, the aftershock distribution depends on the type of earthquake mechanism, tectonic environment, and other factors, so the best approach would be to determine the spatial parameters once again. One possibility is to use one distance for earthquakes of all sizes; another is to make the distance dependent on the mainshock magnitude. The former choice has an advantage of imposing less prior restriction on scaling parameters. However, some distant aftershocks or independent events, occurring by chance within a window, may bias the results. 5. Depth limit for mainshocks and aftershocks can be selected as D ‫ס‬ 0-70 km or D ‫ס‬ 0-35 km. It is possible to use the same depth range for both sets of earthquakes or select aftershocks having a prescribed depth difference. 6. To define the time span for an aftershock sequence (DT), we can use either 1-day (as in Pegler and Das, 1996) or 7-day limits. Taking a smaller time span would diminish the number of aftershock sequences available for the analysis, whereas using longer intervals means that more sequences would overlap and complicate the analysis. 7. Should all earthquakes in the Harvard list above a certain moment limit be considered as mainshocks, or should the events close in time and space, that is, potential aftershocks or foreshocks themselves, be excluded? (See the last paragraph of the Procedure section). To test the influence of closely occurring mainshocks, in one case we removed all events separated by less than 2DT from the CMT catalog, that is, two days. 8. We may take an aftershock location as given by the catalog, or we can take into account their possible location errors when calculating scaling relations. We explore these possibilities in Table 1 . The numbers in the table correspond to the numbers in the previous list. In addition to the aforementioned choices, some other conditions need to be specified. For most we did not explore alternative possibilities, but for the sake of completeness list them below: 9. A lower moment or magnitude threshold for mainshock selection is another option. (We use m Ն 7.0 consistently in this work. When calculating the moment magnitude (see equation 4), we take the scalar moment value from the Harvard CMT catalog corresponding to the doublecouple source.) The source areas of these earthquakes are significantly larger than location errors. If we were to select smaller mainshocks for the analysis, it would be difficult to exclude influence of the location errors, and the results would become less reliable. The total number of such shallow (depth 0-70 km) earthquakes in the 1977-2000 Harvard catalog is 231; thirteen of them have m Ն 8.0. 10. A lower magnitude threshold for aftershock selection is also an option. We use earthquakes with a body-wave magnitude m b Ն4.5 because this magnitude is most consistently provided by the PDE catalog. Although earthquakes above this threshold value may not be uniformly sampled over the spatial and temporal extent of the catalog, we feel that the catalog inhomogeneity would have only a minor effect on results. 11. Epicenters or hypocenters can be used in determining distance. 12. A probability density threshold selection needs to be made to define the mainshock focal area. After fitting an aftershock spatial pattern with a two-dimensional Gaussian distribution, we select the level (for example, 2r or 3r) at which the zone size is defined. 13. Finally, although it is usually assumed that the scaling dependence between moment and earthquake focal area size (l) is linear in log-log scale, various factors can make this dependence nonlinear. Thus, we can approximate such dependence by either the linear regression, or, for example, a quadratic polynomial formula. Table 1 Values of Parameters for Earthquake Focal Zone Distribution* Earthquakes: *n is the number of aftershock sequences; a 1 is the coefficient of linear regression in (16); and L is the decimal logarithm of the aftershock some length (14) Some of the aforementioned selection criteria are relatively easy to test. For example, we found that for mainshocks with the moment greater than 10
19.5 N m and depth limits 0-70 km, there is little difference in using hypocentral or epicentral distances. In regard to the depth range selection (item 5), it is also moot whether we use common limits for both sets of the events or select aftershocks within a 35-km range of the mainshock depth. To study the influence of other selections, we designate one case as standard and compare the other selection choices.
In the standard case, we assume that only the length l is determined with an error and center our aftershock selection window on the epicentroid. We treat all M Ն10 
Aftershock Pattern
We categorize earthquakes according to the prevalent focal mechanism: thrust, strike slip, and normal. For example, an earthquake is considered to have a normal focal mechanism if its most-compressive principal axis of the moment tensor ( P axis) is more vertical than either the principal axis B or T (Frohlich, 2001) . Similarly, we define earthquakes with the thrust and strike-slip mechanism when the T axis or B axis is more vertical than others, respectively.
To define an earthquake focal area, we employ a formal quantitative algorithm, approximating the aftershock set by a two-dimensional Gaussian distribution. The probability density contours of such a distribution are ellipses. We take the major axis of the ellipse as a measure of the earthquake rupture length. Utsu (1969) suggests that, since small mainshocks have on average fewer aftershocks, regression results may be biased. This bias should be especially strong if one evaluates an aftershock zone size by visual inspection. Employing a quantitative statistical estimation excludes this bias, although, the accuracy of the zone-size determination would of course depend on the available number of events.
To obtain the distribution parameters for an aftershock sequence of N events, we first calculate sums
where x i is the latitude, y i is the longitude of ith aftershock, x is the average latitude for the aftershock sequence, and ȳ is the average longitude. Since the distances over which sequences are considered are less than 500 km, we use simplified formulas (cos (x) in equations 8 and 9) to calculate them. Subsequently, we calculate the correlation coefficient q a , which shows a tilt of the ellipse versus the coordinate axes, and the major r j and minor r n semiaxes of the ellipse. Figure 2 . Aspect ratio minor to major axes (r n /r j ) for aftershock sequence pattern and its dependence on moment magnitude. Correlation coefficient (q) and linear and quadratic regression coefficients are shown, as well as the standard (r) and maximum (e max ) errors and total number of sequences (n). The dashed line is the linear regression, and the solid line is a quadratic approximation. Circle, thrust mainshocks; star, normal mainshocks; plus, strike-slip mainshocks. 
In further analysis, the length of the mainshock focal zone is given as
that is, as the length of the 2r confidence area (the second ellipse in Fig. 1 ). We denote the decimal logarithm of l as
The previous definition of the zone length assumes that the major axis is parallel to the Earth's surface. If fault planes are dipping, the axis may not be horizontal. However, as our tests (see following paragraph and item 13 in the previous list) show, using the three-dimensional determination of distances changes no conclusions.
Results

Aftershock Pattern Phenomenology
Figures 2-4 explore the phenomenology of aftershock sequences. In these and in the rest of the plots we employ the least-squares technique to approximate dependence between two variables. We approximate it either by a linear regression or a quadratic polynomial formula. The behavior of the dependence for the largest earthquakes has the greatest interest where the influence of location and other errors is smaller. Furthermore, as mentioned in the Introduction, the scaling of these largest earthquakes stimulates the most controversial discussion. Therefore, in regression curves we use as a reference point m 8.25; the new, shifted variable is denoted as m r ‫ס‬ m ‫מ‬ 8.25. An additional advantage of such a shift is that, if the quadratic fit is significantly better than the linear regression, the a 1 coefficient in (16) shows the actual exponent value at m 8.25. Similarly, when using the opposite regression, i.e., magnitude against log length, we shift the length reference point toward large values:
The standard deviation of regression curves provides the uncertainty estimate for the fit, a rather insufficient one in our case. The reason for this is that the distribution of variables, especially the distribution of earthquake size, is nonGaussian. The seismic moment is distributed according to the power law; the Gutenberg-Richter relation is a logarithmic transformation of the law (Kagan, 2002a) . In our plots, not all mainshocks are included, only those satisfying the outlined conditions. The size distribution of selected mainshocks may differ from the Gutenberg-Richter law but is clearly much different from the Gaussian distribution. As Press et al. (1992) indicated, for highly non-Gaussian variables, the results of regression are often questionable. Thus, this work deemphasizes formal statistical tests and pays more attention to the consistency of the results.
Taking the above into account, we calculate the standard deviation (r) and standard error (ra 1 ) of a 1 parameter estimates. These r estimates yield at least an approximate measure of error and can be considered as a lower bound of real uncertainties. (4), n is the number of aftershock sequences, and σ σ a n n xx
(20) Figure 2 displays the aspect ratio (r n /r j ) for the ellipses approximating the aftershocks' spatial pattern. Obviously the ratio either does not depend on the earthquake size at all or has a weak dependence with stronger earthquakes exhibiting slightly smaller ratios. If the epicenter positions are perturbed by location errors, these errors increase the ellipse minor axis to a relatively larger degree for smaller earthquakes. There is no significant difference between the earthquakes of various focal mechanisms. Figure 3 shows the distance between the center of the aftershock area and the mainshock epicentroid versus the earthquake size. In general, these two variables should not coincide. Because the catalog compilers use different methods to construct hypocenter and centroid and a different Earth structure, their systematic errors vary (Smith and Ekström, 1997) . Conversely, the distance should not depend on the earthquake magnitude because the systematic effects in both catalogs are not obviously connected to earthquake size. The diagram shows that any correlation between the distance and moment magnitude is low, and distance increases only slightly with magnitude. Figure 4 explores another aspect of the interrelation of two catalogs: the dependence of mainshock epicenterepicentroid distance on the earthquake size. The epicenter marks the point where an earthquake rupture begins, whereas the centroid corresponds to a gravity center of the seismic moment release. The hypocenter is usually located at some distance from the centroid. The location difference is due to location errors and to rupture originating closer to the focal area edge (Smith and Ekström, 1997) . For larger earthquakes, the distance between these two points should on average increase, as the diagram weakly displays.
Scaling Regression Fit
Figure 5 displays Pegler and Das's (1996) results (taken from their table 1) with linear and quadratic regression approximations, as shown in equations (15) and (16). In this plot we assume that only L is determined with an error. The inspection of the plot demonstrates that the linear regression matches the data well. Leonard et al. (2001) obtained a similar result: the linear fit model is not rejected when compared to a change-point model, that is, the regression with two straight lines. For the linear regression log aftershock length versus log moment (opposite to the regression in our Fig.  5 ), they obtained d Ϸ 2.4 (their figure 4b) . Since the log length is determined with a higher error than the seismic moment, as we see in the following section, their d value is estimated with a significant negative bias.
The slope of the line 0.46 in Figure 5 needs to be divided by 1.5 to obtain 1/d, the value of the scaling exponent:
For small values of the ratio r a1 /a 1 , its standard deviation is σ σ 
The d value for the linear regression is 3.25 ‫ע‬ 0.34; thus the exponent value d ‫ס‬ 3 is within the 1r confidence interval. But the d value of 2.0 falls clearly outside the confidence limits. If the saturation effect (the d value decrease) for the largest earthquakes is present in the data, the quadratic correction coefficient should be positive, as in the diagram. However, the value of the slope at m 8.25 is 0.514, corresponding to d ‫ס‬ 2.9. Moreover, the standard deviation (r) value is practically the same for the linear and quadratic regressions. Since the latter regression employs an additional degree of freedom, any statistical test would reject the quadratic regression as an appropriate fit to the data. In Figure 6a -d we display the regression curves for Harvard/PDE earthquakes in the same format as in Figure 5 : all earthquakes are taken together and separately for three choices of focal mechanisms. In all diagrams the standard errors (r) are almost the same for the linear and quadratic regression; the maximum errors (e max ) follow the same pattern. As explained in the previous paragraph, this signifies that the linear regression is sufficient to approximate the data. Although the quadratic regression fit yields no statistically significant improvement in any diagram, for the first three data sets, the sign of the quadratic correction term is negative. Thus, the d value increases at the high magnitude end, and no saturation effect occurs in the data.
As discussed in the Introduction, very large strike-slip earthquakes are expected to exhibit a saturation effect (see Stock and Smith, 2000 , for more explanations). Although the sign of the quadratic correction term for these earthquakes is positive, this effect is caused by just one eventthe Antarctic (Balleny Islands) 25 March 1998 earthquake. Toda and Stein (2000) noted that the exceptionally long aftershock area for this earthquake is over 350 km. Antolik et al. (2000) also suggest that the aftershock zone is about 300 km long. Henry et al. (2000) argued that the mainshock consisted of at least two subevents whose rupture planes are separated by about 100 km. However, their moment tensor solution significantly differs from that in Antolik et al. (2000) . McGuire et al. (2000) analyzed this earthquake, using higher-order seismic moment tensor formalism, and obtained an estimate for a focal zone length 178 ‫ע‬ 46 km.
Although it is common when interpreting new data to obtain different solutions due to the nonunique inversion and varying assumptions, it is very important, as remarked in the Introduction, that all data used in statistical analysis be processed by an identical technique. Otherwise, a selection bias would be practically unavoidable.
In general, most earthquakes have a complex internal temporal and spatial structure that is not considered here. In our calculations, the 25 March 1998 earthquake has the longest focal zone of all mainshocks, 4r j , around 461 km (see the Appendix). Without this earthquake, the values of the regression coefficients for strike-slip events are a 1 ‫ס‬ 0.38 in the linear case and a 2 ‫ס‬ ‫32.0מ‬ in the quadratic.
For earthquakes of different focal mechanisms, no significant difference occurs in the data-point pattern or the values of the regression parameters: the correlation coefficient, the value of the L intersect at m 8.25, and the slope of the line are approximately the same for all earthquake sets. We compute standard errors for linear regression parameters: d ‫ס‬ 3.17 ‫ע‬ 0.25, d ‫ס‬ 3.17 ‫ע‬ 0.29, d ‫ס‬ 2.86 ‫ע‬ 0.36, and d ‫ס‬ 3.28 ‫ע‬ 0.69, for all events, thrust events, normal events, and strike-slip events, respectively. Again, as in Figure 5 , d ‫ס‬ 3 is within the 1r confidence limits for all earthquake sets. The uncertainty in the d value is relatively high because of the small magnitude range in our plots.
Similarly, we calculate the standard deviation for the a 0 value: ra 0 ‫ס‬ 0.030, 0.035, 0.054, and 0.079, respectively. The intersect value (a 0 ) is similar (2.45-2.50) for all diagrams; thus an m 8.25 earthquake of any focal mechanism ruptures about 300 km on average. This value generally agrees with our previous determination of spatial earthquake scatter (Kagan, 1991; Kagan and Jackson, 2000) . For a m 7 earthquake, rj Ϸ 18 km (6), which exceeds the isotropic estimate by a factor of 2 (see Data Selection section, item 4), this difference is expected for a major ellipse axis versus the radius of a circle in approximating an aftershock pattern. Pegler (1995) and Pegler and Das (1996) data (see Fig. 5 ) suggest a slightly smaller value for a 0 ‫ס‬ 2.4, corresponding to about a 250-km rupture length. However, their l definition appears to differ from ours.
If we put the a 0 values from our regression plots (m 8.25, l Ϸ 300 km) into Figure 11 by Abercrombie (1995) , they all match the composite plot at the stress drop value of about 0.3 MPa, slightly lower than most other points. Similarly, our data, if plotted in Stock and Smith (2000, their figures 2-4) diagrams, would correspond to higher L values than most of their entries. However, in these publications the data points for earthquakes are obtained using different for- mal or often informal criteria for earthquake source region determination. For instance, if 1r ellipse (see Fig. 1 ) is taken as the source zone definition, our results would fit in the middle of Abercrombie (1995) or Stock and Smith (2000) data points. Without significant effort it is difficult to resolve how our 2r source specification relates to other determinations of the focal zone. Thus, comparison with other results suggests that the d ‫ס‬ 3 scaling would match the data for all magnitudes and focal mechanisms. Figure 7 displays the regression fit opposite to Figure  6 : we assume that the uncertainties are only in determining magnitude. The standard deviation of the fit here is much higher than in Figure 6 , and the quadratic regression often significantly differs from the linear, especially for earthquakes of different focal mechanisms (separate plots are not shown here to save space). If we calculate the d value using the linear fit, d ‫ס‬ 1.34 ‫ן‬ 1.5 ‫ס‬ 2.01, that is, a much smaller estimate than we obtain in Figure 6 . The reason for such a bias is obvious: errors are much higher for L than for m (see also the first paragraph of Scaling Regression Fit).
Uncertainties and Parameter Variations
The standard errors shown in Figures 6 and 7 are measured along a vertical line because we assume that the abscissa values are measured with no error. In each case, a scatter of data points is significantly higher along the magnitude axis than along the log aftershock area length axis. This implies that the log aftershock length is more inaccurate than the moment magnitude.
We would like to estimate how accurate the measurements of both variables in Figure 6 are to see whether the least-squares method in which both variables have an uncertainty should be used, and, if necessary, to evaluate these errors ratio. To do this, we determine the major and minor axes of the ellipse using equations (10)-(12). For the minor semiaxis (r n ) the values of 0.06-0.12 are obtained. These values are close to the standard errors shown in Figure 6 , confirming that measuring the aftershock area size mostly contributes to the total uncertainties in the regression.
A square of the value of the minor semiaxis is approximately equal to the variances sum of both variables (York, 1967) :
where r m is the uncertainty in the measurement of the moment magnitude, and r a is the standard deviation in the log length for an aftershock zone. The r m estimate can be obtained by comparing the moment values in the catalogs of moment solutions. For example, with shallow earthquakes the standard deviation for the log 10 (M)-difference in the Harvard and U.S. Geological Survey (USGS) (Sipkin et al., 2000 , and references therein) catalogs is about 0.1 (Helffrich, 1997; Kagan, 2002a ). If we assume that the Harvard solution variance is equal to that of the USGS solution, then the uncertainty (r 1 ) in log 10 (M) is
and the standard error for the moment magnitude determination σ σ m = = 1 1 5 0 047 / . . .
(25)
Taking r n ‫ס‬ 0.09 (see the second paragraph), we calculate the variances ratio value k
which is necessary to estimate the regression if both variables have errors (York, 1966; 1967; Press et al., 1992, p. 660; Stock and Smith, 2000) . The k value is smaller than k ‫ס‬ 0.5, assumed by Stock and Smith (2000) . It is not surprising since most earthquakes in their data set are from the predigital era and hence have large magnitude errors. In our plots r n is usually larger than 0.09. Moreover, as Figure 5 in Kagan (2002a) demonstrates, the magnitude errors are smaller for large earthquakes, possibly by a factor of 2. Consequently, the k value is, most probably, significantly smaller than 0.25, and the magnitude uncertainty for the Harvard CMT data can be ignored. It is likely that most uncertainty in the aftershock zone size is caused not by the location and other errors of seismogram processing, but rather by the natural randomness of earthquake occurrence and stochastic scatter of aftershock locations. Thus, even in local catalogs for which seismogram interpretation errors are significantly lower than those of global catalogs, r a values can still be comparable to our estimates.
We use k ‫ס‬ 0.25 to evaluate regression coefficients. As shown in Table 1 (row 2), even for this certainly high k value, the two estimates (the standard case and this one) are very close, and their difference is comparable or smaller than that caused by other selections. We compute standard errors for linear regression parameters using equation (4) of Stock and Smith (2000) : d ‫ס‬ 3.07 ‫ע‬ 0.24, d ‫ס‬ 3.08 ‫ע‬ 0.30, d ‫ס‬ 2.84 ‫ע‬ 0.37, and d ‫ס‬ 3.16 ‫ע‬ 0.70, for all events, thrust events, normal events, and strike-slip events, respectively. These values differ only marginally from the standard case (see previous section), confirming our conclusion. As we mentioned previously, to estimate the scaling exponent for the Harvard data, we can ignore seismic moment errors. Table 1 lists several other cases where the aftershock selection criteria are modified as explained in the Data Selection section. The values of regression parameters are similar to the standard case, the difference usually within a 1r or 2r level. The only exception is the distance window selection, r ‫ס‬ 500 km, meaning that for all mainshocks, aftershocks are selected within a 500-km radius. Apparently, when we use a 500-km circle to select aftershocks, some other randomly occurring nonaftershock events are included.
A change in the minimum number of aftershocks (N a ) does not influence the regression parameter values. This is important because many of 231 m Ն7 shallow mainshocks lack sufficient aftershock sequences to infer their size. However, as mentioned previously, our estimation procedure is not biased. Thus, if catalogs with the magnitude threshold lower than that of the PDE were available, the results should not be substantially altered.
How do location errors influence the size of the aftershock ellipses? Only mutual distances between the aftershocks are significant in our measurements. Thus, relative random location errors affect the ellipse axes size. If location errors are statistically independent, the semiaxes increase as
where e is the location error, r x is a major or minor semiaxis, and r o is its real value. Smith and Ekström (1997) suggested that the combined relative error in the centroid and hypocenter locations is on the order of 25 km. The relative error of earthquake location in the PDE catalog can be roughly estimated from the reported standard deviations of the origin time. These standard errors are on the order of 1 sec on average, so we take e ‫ס‬ 7.5 km to demonstrate how these errors affect the scaling exponent determination (see row 8 in Table 1 ). Again, the regression coefficient values are similar to the standard case. A comparison of matched shallow earthquakes in the PDE and ISC catalogs yields a standard deviation for the difference between the origin times of about 1.6-1.8 sec. If time accuracy is equal in both catalogs, this would imply that the origin time errors in the catalogs are slightly over 1 sec (r t Ϸ 1.7/ ). More details are avail-2 Ί able in the article by .
Discussion
Our results suggest that seismic moment M depends on rupture length l as 3 M ϰ l , (28) up to at least l ‫ס‬ 250 km, that is, for the largest earthquake size registered by the Harvard catalog (M Ն10 21 N m). This relation apparently does not depend on the type of earthquake focal mechanism. Given the small magnitude range of our measurements, the d exponent is determined with a large uncertainty, and a scaling break cannot be reliably investigated. However, we can rule out a significant scaling break simply because d ‫ס‬ 3 for small and intermediate earthquakes (Abercrombie, 1995) , and the exponent seems to have the same value for large (m Ϸ 8) events. The previously held opinion that very large earthquakes (m Ն 7.5) and especially strike-slip events have a smaller slope d has been based on old data that are subject to doubt.
Studies of earthquake size distribution (Kagan, 2002a ) also suggest that distribution is the same for earthquakes of different focal mechanisms. This conclusion contradicts the hypothesis that for strike-slip earthquakes the magnitudefrequency relation should saturate earlier than the other events (Pacheco et al., 1992) . Houston (2001) found that for strike-slip earthquakes total rupture time is equal or even smaller than for those with other focal mechanisms. This finding also seems incompatible with the hypothesis that strike-slip rupture for large events is confined to a long, narrow brittle layer (Stock and Smith, 2000) . If the previous conjecture is true, strike-slip earthquakes of equal size with thrust events should have a more extended rupture and hence a longer rupture time. Pacheco et al. (1992) also suggested that subduction zone earthquakes have a break in the magnitude-frequency relation at about m 7.5 due to a changed scaling relation. This conjecture is not supported by recent studies of earthquake size distribution (Main, 2000; Kagan, 2002a,b; Leonard et al., 2001) . Figures 6 and 7 also lack any scaling break corresponding to m 7.5 events.
The largest event in 1977-2000 was the 19 August 1977 Sumba (Indonesia) earthquake, M 3.59 ‫ן‬ 10 21 N m. No really great earthquakes (M Ն10 22 N m) occurred during this time (more discussion in Kagan, 2002a) , so our conclusions may be considered tentative. Except for the unusual 1998 Antarctic earthquake, the largest aftershock zones do not exceed 300 km (see the Appendix). Much larger earthquake ruptures extending over several hundred km are known from instrumental catalogs of the early and middle twentieth century and from historical records (Wells and Coppersmith, 1994; Stock and Smith, 2000) . Long ruptures of strike-slip earthquakes (for example, in California, extending over 400 km) are especially important here. Since strike-slip earthquakes are less common than thrust events, the historic and instrumental record for them is even spottier. However, their moment-frequency relation, as well as the value of the possible earthquake maximum size, seem similar to the latter events (Kagan, 2002a,b) . This implies that truly great strikeslip earthquakes can occur.
If the reported scaling regularities are correct, what conclusions can be drawn from this? According to equations (1)- (3), as soon as the rupture width W exceeds the thickness of the brittle layer, d ‫ס‬ 3 can be explained either by slip u increasing much faster than
or the width continuing to enlarge as the earthquake size increases. The former case would imply that very large earthquakes should have a larger strain drop than do smaller events, a feature not reliably observed (cf. Toda and Stein, 2000) . Hence d ‫ס‬ 3 suggests that in large earthquakes, rupture penetrates into the lower crust and can be deeper. Although such a conclusion seems paradoxical, particularly for great earthquakes (see above), several studies support such a view.
For example, Anderson and Zhang (1991) analyzed the 23 May 1989 Macquarie ridge earthquake and concluded that a significant slip occurred below the Moho discontinuity during the earthquake. Abercrombie and Ekström (2001) reached a similar conclusion for earthquakes on transform faults. Toda and Stein (2000) argued that the rupture depth for the Antarctic (Balleny Islands) earthquake of 25 March 1998 must have been at least 30 km. If extended to great earthquakes, scaling relations (28) and (29) would require a rupture width W of several tens of kilometers.
Rupture width is usually measured by a depth distribution of aftershocks. For strike-slip earthquakes occurring outside subduction zones, no aftershocks deeper than 20-25 km are observed, that is, where a significant slip during a mainshock seems required by the previous considerations. Apparently aftershocks are caused by stress heterogeneities induced by geometric and other complexities of rupture. Why then do we not observe aftershocks deeper than 20 km?
It is possible that if displacement occurs in the lower crust and upper mantle during and after great earthquakes, it may proceed at a slower rate not registered by standard seismographic equipment. There are indications that some tectonic deformation in the upper crust is released aseismically on the timescale of hours (Heki and Tamura, 1997; Takai et al., 1999) or weeks and months (see, for example, Shen et al., 1994; McCaffrey, 1997; Ozawa et al., 2001) . Such a slip increases the total earthquake moment and may significantly increase the width W. Thus, scaling (28) would extend to great earthquakes if very low frequency were included.
It would be natural then (cf. Scholz, 1990 , section 1.4) to assume that transition from a brittle to plastic deformation, that is, from earthquake rupture to plastic rock flow, is not sharp or discontinuous: a plastic slip in the lower crust and upper mantle would occur seemingly aseismically in the episodes of slow or ultraslow earthquakes with time constants on the order of minutes, hours, and days. Thus, the strain below the brittle upper crust may not occur as a steady-state flow but in relatively concentrated short-term episodes similar to earthquakes. For example, Dragert et al. (2001) (see also Thatcher, 2001) hypothesize that during the summer of 1999 an aseismic slip occurred in the Cascadia subduction zone as a discrete pulse equivalent to an earthquake with magnitude 6.7. These slow quasi earthquakes may not be observable by a seismographic network because their frequency range is largely below 1 mHz. Although this slow episodic deformation in the lower crust and upper mantle may not be seen easily by geodetic or GPS point observations because of its small amplitude at the Earth surface, synthetic aperture radar interferometry (InSAR) may detect such events with a spatially wide correlation technique.
Conclusions
We compare the aftershock zone size and moment magnitude of a mainshock to infer the spatial scaling exponent for earthquakes. The following conclusions can be drawn:
1. A major source of uncertainty in determining the scaling exponent is probably the natural, random scatter of aftershocks. Two times major axis of aftershock ellipse, 2r confidence area length. §
