The identification of crash hotspots is the critical component of the highway safety management process. Errors in hotspot identification (HSID) may result in the inefficient use of resources for safety improvements. One HSID method that is based on the empirical Bayesian (EB) method has been widely used as an effective approach for identifying crash-prone sites. For the EB method, the negative binomial (NB) model is usually needed for obtaining the EB estimates. Recently, some studies have shown that the Sichel (SI) model can be easily used within the EB modeling framework and potentially yield better EB estimates. The objective of this study is to compare the performance of the two crash prediction models (SI and NB models) in identifying hotspots using the EB method. To accomplish the objective of this study, empirical crash data collected at highway segments in Texas were used to generate simulated crash counts. Three commonly used HSID methods (simple ranking, confidence interval and EB) were applied using simulated data. False positives, false negatives and false identifications were calculated and compared across the methods. The simulation results in this study suggest that the SI-based EB method can consistently provide a better HSID result than the NB-based EB method. Moreover, EB methods yield lowest error percentage among the three HSID methods. This study confirms that the EB technique is an effective method for identifying hazardous sites. Based on the findings in this study, transportation safety researchers are recommended to consider the SI model as an alternative crash prediction model when using the EB approach.
INTRODUCTION
Network screening to identify sites with potential for safety treatments and the before-after evaluation of treatments are two important tasks of road safety management (1). The identification of sites with promise, also known as crash hotspots, hazardous locations, high-risk sites, is the first step that is part of the overall safety management process (2) . Transportation management agencies use various hotspot identification (HSID) criteria and methods. Traditionally, observed accident frequency and accident rate are often used as identification criteria. According to Hauer (3; 4) , sites identified by the various ranking criteria are unfortunately not congruent. In other words, some methods and criteria will result in inaccurate hotspots. There are two types of errors when identifying hotspots: (1) false positive (FP, identifying a safe site as hazardous) and (2) false negative (FN, identifying an unsafe site as safe) (5) . These two errors can be the results of inaccurate methods and/or random fluctuation of accidents over time. Either of these two errors in identifying hotspots can result in inefficient investments and additional loss of lives (5; 6) .
Because of the importance in finding adequate HSID precision, discussions about HSID methods have been extensively conducted for decades. For example, Norden et al. (7) suggested using statistical control techniques, analogous of industrial quality control, to the study highway crashes and identify hazardous sites. Morin (8) applied a similar method for a safety improvement project. Tamburri et al. (9) introduced a safety index that assigned weights for different crash severity levels (Equivalent Property Damage Only or EPDO). This was later incorporated a commonly used HSID method based on the idea that sites with severe crashes deserve more attention (3).
The methods mentioned above are all based on historical accidents, while, crash prediction models have been widely used in HSID in recent years. As it is now known, many statistical models have been proposed to predict safety performance by transportation safety analysts (10; 11) . They include the negative binomial (NB), the Poisson-lognormal (12; 13) , the Conway-Maxwell-Poisson (14; 15) , the gamma (16) , and the negative binomial-Lindley models (17) . Miranda-Moreno et al. (12) pointed out that various models and ranking criteria can lead to different lists of hazardous locations. The empirical Bayes (EB) method for estimating traffic safety was introduced by Hauer et al. (18) . It combines estimated crash counts and the historical record. The EB method addresses two problems of safety estimation: it increases the estimation precision and corrects for the regression-to-mean (RTM) bias. [Note: it has recently been shown that the EB could still be affected by the site-selection effects (19) . For this study, it is assumed that the EB is properly estimated.] Higle and Witkowski (20) applied the EB method to identify sites with unusually high accident rates. Hauer (21) documented how the EB method can be used as part of an HSID program based on multivariate regression models.
Due to the two notable advantages, estimation precision and correction for the RTM bias, the EB method significantly outperforms other techniques in identifying hotspots. Cheng and Washington (5) evaluated three commonly used HSID methods: confidence interval, simple ranking and the EB. The results illustrated that the EB technique significantly outperforms the ranking and confidence interval techniques. In a follow up study, Cheng and Washington (22) proposed four quantitative tests for evaluating performance of HSID methods: accident frequency ranking, accident rate ranking, accident reduction potential (also referred to as "Site with Promise"), and the EB. The results also revealed the EB method as the superior method. Elvik (23) assessed five HSID methods using epidemiological criteria (sensitivity and specificity), and the result confirmed the EB technique as the most reliable HSID method. More recently, Montella (2) tested performance of seven HSID methods: crash frequency, crash rate, proportion method, EB, empirical Bayes estimate of severe-crash frequency, and potential for improvement. The HSID methods were compared against four quantitative evaluation criteria.
The tests showed again that the EB method performed better than all other HSID methods.
As discussed before, the EB method combines the expected number of crashes obtained from prediction models and the number of historical crashes occurring at a given site. Among the prediction models, the NB model is probably the most frequently used statistical model due to the over-dispersion commonly observed in crash data (24) . Consequently, the NB model has been extensively used as the crash prediction model for obtaining the EB estimates (2; 5; 22) . Recently, Sichel (SI) distribution has been introduced by Zou et al. (25) for modeling dispersed crash counts. Compared to the NB model, the SI model has three different parameters and a dispersion term that can be used to measure the level of dispersion as well as obtaining the EB estimates. The SI model is more flexible and can handle the observed dispersion more efficiently than the NB model, while maintaining the same logical properties (11; 26) . Zou et al. (11) has also showed that identified hotspots from various models (i.e., the NB and SI model) could be different when using the EB method.
The objective of this research is therefore to examine the performance of the SI and NB models in identifying hotspots. To conduct this examination, properties of empirical crash data are used to generate simulated crash counts at hypothetical sites via the NB and SI models. Three commonly used HSID methods are applied to the simulated crash counts with two levels of confidence, and the models are compared based on the FP, FN as well as False Identifications (FI).
BACKGROUND
This section describes the characteristics of the NB and SI models, the EB method, and some other HSID methods.
Negative Binomial Model
The NB distribution is the most frequently used model in predicting safety performance of transportation elements (24) . The NB model has the following model structure, the number of crashes y during a given time period is assumed to be Poisson distributed, which is given by:
where, y = response variable;  = mean response of the observation; 
Sichel Model
Recently, Zou et al. (11; 25) used the SI distribution, also known as Poisson-generalized inverse Gaussian distribution, to model traffic crashes. The SI distribution has been shown to be particularly useful when modeling highly dispersed crash data. The SI distribution can be viewed as a mixture of Poisson distributions where the Poisson rate  is generalized inverse Gaussian (GIG) distributed. The PDF of the GIG is shown in Equation (5) (27):
The number of crashes y is given by
The SI distribution can be derived by solving the above convolution integral. The PDF of the SI distribution with distribution parameters  ,  and v is defined as:
where, y response variable;  = mean response of the observation;
is the modified Bessel function of the third kind.
When the scale parameter    and shape parameter 0 v  , the SI distribution becomes the NB distribution. Note that the gamma distribution is a special case of the GIG distribution. And for the SI model, the dispersion term can be defined as:
Empirical Bayesian Method
The EB method has been widely applied to correct for the RTM bias. With the EB approach, estimation of the long-term safety of an entity is obtained from two sources, as described above. According to Hauer (29) , let K be the observed number of crashes which is Poisson distributed, and  be the expected crash count, the EB estimator of  is:
 denotes the EB estimate of the expected number of crashes. ( ) E  can be estimated by the crash prediction model (i.e., the NB or SI model). The weight factor w is given as (29):
The weight factor w is a function of mean and variance of  and is always a number between 0 and 1. ( ) VAR  is the variance associated with the model. So far, Equations (8) and (9) do not rest on any assumption about the distribution of  . If  is gamma distributed, then the resulting K follows a NB distribution. If we let  take a GIG distribution, then K follows a SI distribution. For the NB model, the weight factor can be estimating estimated as a function of ( )
Similarly, for the SI model, the weight factor can be estimated as a function of ( )
, which is shown in Zou et al. (11) .
Note that the EB analysis in this study is not the same as the one documented in the Highway Safety Manual, which uses the difference between the EB and safety performance function (SPF) or potential for safety improvement (PSI) (30) . Some previous studies (2) have showed that the EB method performs better than the PSI for identifying hotspots.
Hotspot Identification Methods
The HSID method, as the name implies, is used to identify transportation sites, where crashes occur more frequently than other locations having similar characteristics. These relative hazardous sites can be intersections, road segments, etc. Due to the limited resources, (i.e. funding that can be allocated to implement highway safety improvement projects), HSID has been widely used in various transportation safety management programs. By identifying high risk locations, safety improvement strategies can be conducted to improve the safety performance of these locations. There are three commonly used HSID techniques: (1) Simple Ranking (SR), (2) Confidence Intervals (CI), and (3) the EB methods (5).
The SR is a straightforward method. It is based on the historical crash frequency. By descending order of crash frequencies of locations, the unsafe sites are then identified.
The CI method (5; 31) assumes the crash frequencies follow normal distribution. It identifies a location i by the critical value C ,
where,  = average crash frequency of comparison locations; S = standard deviation of the group of comparison locations;  = cutoff level, typically 0.90, 0.95.
The cutoff level  corresponds to the percent of all sites identified as unsafe sites. So, when  is equal to 0.90 means that the top 10% sites with the most crash counts will be identified as hazardous locations. If the observed crash count at location i exceeds the critical value C , this location will be identified as an unsafe site. Otherwise, the location will be identified as safe.
The third method is the one based on the EB approach, as discussed above. In this study, the ' s  , the Poisson mean, is assumed to be either gamma distributed or GIG distributed.
METHODOLOGY
The main objective of this analysis is to assess the performance of two crash prediction models, the NB and SI, in identifying hotspots. Since simulation experiment is the main method used in this study, the simulation procedures are described in this section.
Before describing the simulation procedures, it is necessary to discuss the motive for using simulation experiments rather than relying on empirical data. As mentioned in the previous section and indicated by previous research (5; 32), due to the random fluctuation in the number of crashes over time, the truly hazardous sites are hardly known when real observed data are used. This makes it extremely difficult to evaluate different prediction models in identifying hotspots. In contrast, we have the advantage of knowing the true safety state for each site when working with simulated data (11) . A priori sites that are hazardous can be established via simulation. This makes it possible to assess the effects of prediction models and HSID methods.
The simulation procedure proposed by Cheng and Washington (5) was adopted in this study, but necessary changes needed to be made. It consists of several specific steps, which are described in the follows:
(1) Generate mean crash frequencies from real data. Crash records from rural two-lane highway segments in Texas are used to determine various distributions of crash means ( ' s  ).
Gamma and GIG distributions are used to fit the observed crash data to capture the heterogeneity in site crash means. The gamma distributed or GIG distributed means are denoted as TPM's for True Poisson Means, which represent the means of crashes across a collection of sites. 1,000 TPM's are generated to take advantage of large sample statistical properties.
(2) Generate random Poisson counts from TPM's. 30 crash counts are randomly generated for each TPM. Thus, for a set of crash counts are simulated, it contains 1,000 sites, and each site has 30 Poisson distributed crash counts representing observed data for 30 different observation periods.
(3) Evaluate the performance of prediction models. Since the true safety conditions of 1,000 sites are known through the TPM's, and each site has 30 "observed" traffic counts, it is possible to conduct the three HSID methods to these data, and the performance of the NB and SI models for the EB method can be evaluated. Specifically, the three HSID methods (i.e., SR, CI and EB methods) are examined in separate simulation runs to rank sites. And these three methods are applied and analyzed column-wise. Moreover, as suggested by Cheng and Washington (5), we assume that rows (data across different observation periods for the same site) can be used to represent the comparison group in order to calculate ( )
To reflect different types of facilities that have varying safety performance functions, real-world crash data are typically classified based on the percentage of zeros and heterogeneity. The crash data are classified in the similar way as in Cheng and Washington (5) . There are three levels of zero percentage: high (denoted by H), where the percentage of zeros is more than 50%; median (denoted by M), where the percentage of zeros is between 20% and 50%; and low (denoted by L), where the percentage of zeros is less than 20%. There are two levels of heterogeneity: high heterogeneity (denoted by H), where the range in of crash counts is more than 50; low heterogeneity (denoted by L), where the range is less than 30. Thus, the crash data are classified into six categories. These six categories of crash data are assumed to reflect different types of roadway facilitates. Each category is named with two letters, and the first letter stands for the zero percentage and the second one stands for the heterogeneity level. For example, MH stands for the crash data with a median percentage of zeros and high heterogeneity.
For each category, the 1,000 TPM's are simulated for each site and then 30 periods of crash counts for each site were randomly generated. Tables 1 and 2 show snapshots of the generated data based on the NB and SI models, respectively. Table 2 have the same denotations. For the characters of the two prediction models and EB assumptions, the data in the two tables are Poisson distributed within the site, while the data of Table 1 and Table 2 , in aggregated format, are NB and SI distributed, respectively.
In Table 1 and Table 2 , three sites (site 28, 29 and 30) can be identified as a priori hazardous, since the TPM's reflect the true underlying safety state. The other 27 sites are considered "safe" or not problematic, so to speak. Using one of the three HSID methods in any "observed" period, the "hazardous" and "safe" sites can be identified. By comparing the identified result with the true state, FPs, FNs and FIs can be calculated. The calculation methods are described as follows (5):
100
where, TH N = number of truly hazardous sites; and, N = total number of generated sites (1,000 in this study).
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TABLE 1 Simulated Crash Counts for 30 Sites and 15 Observation Periods (NB)
Site
DATA DESCRIPTION
The real-world crash counts used in this study to generate the TPMs were collected from rural two-lane highway segments in Texas. These crash counts were collected from 2003 to 2008 with a six-year period. The dataset satisfies the recommendation made by Cheng and Washington (5) that no less than three years of crash history duration should be used in HSID analysis. Crash counts were selected from six counties, and each crash dataset reflects one category of crash data introduced in the previous section. Table 3 provides the summary statistics of the six categories of crash counts. The cumulative distribution of each dataset is shown in Figure 1 . These six datasets are used to try to adequately describe the characteristics of different true crash count distributions. 
MODELLING RESULTS
To generate simulated data from the empirical dataset, gamma and GIG distributions were used to fit the six datasets. Table 4 provides the estimated parameters as well as the goodness-of-fit statistics. The coefficients for both models have plausible values. The goodness-of-fit statistics (i.e., deviance, Akaike information criterion (AIC) and Bayesian information criterion (BIC)) all indicate that the GIG distribution works better than the gamma distribution for the six datasets (for the dataset with a low percentage of zeros and low heterogeneity, the gamma distribution is slightly better). Based on the fitting results in Table 4 , we can observe that the GIG distribution can better describe the empirical crash distributions, and this may help generating more accurate true Poisson means which essentially represent the true safety performance of each site.
The fitted gamma and GIG distributions for each of the six crash datasets were used to generate 1,000 TPM's, respectively. And 30 periods of crash counts were randomly generated from the 1,000 TPM's of each site, under the assumption that the underlying crash process of each site can be well approximated by a Poisson process (33) . Thus 180,000 crash counts, including 1,000 sites during 30 periods of six different types of data, were "observed" using simulation. Three HSID methods with cutoff level  of 0.9 and 0.95 were applied to each period, and error percentages of FNs, FPs and FIs were calculated. Table 5 provides the HSID results using the simulated crash counts for the six categories of dataset. It can be seen that for the dataset of median percentage of zeros and high heterogeneity, the overall results generated from the SI model are better than those produced from the NB model with cutoff  of both 0.9 and 0.95. All of the error percentages from NB model are higher than those of SI model when using the same HSID method. For example, when using SR method with cutoff level  of 0.9, the FN percentage of NB model is 1.6%, it is almost 1.5 times of the value from the SI model, 1.1%. The same results can be seen in the right six columns in Table 5 with the cutoff  of 0.95. The error percentages of the SI model are nearly two-thirds of those from the NB model when using the same HSID method. Generally, the EB method also outperforms the CI and SR methods. The error percentages of CI and SR are nearly 1.7 times of those from EB method under same scenarios. The same result was observed in Cheng and Washington's study (5) . In short, the SI-based EB method provides the best result in terms of hazardous sites identification. For the other five categories of crash counts, the results are similar: (1) when using the EB method, the SI model is more accurate than the NB model in identifying hotspots (except for one FN under CI method with the cutoff  of 0.95); and (2) for the six categories of crash dataset, the SI-based EB method consistently yields the lowest error percentage of FNs, FPs and FIs (except for several FPs under CI method). Table 3 . Definitions of  ,  and  can be seen in Equations (2), (5) and (6). 
SUMMARY AND CONCLUSIONS
The HSID is the first stage for improving roadway safety (3), and it is the critical component of a highway safety management process. HSID errors will lead to inefficient use of resources for safety improvements. Except for the traditional historical crash-based HSID methods, statistical models have been extensively applied in identifying hotspots in recent years. Among these methods, the EB technique has been developed and widely used as an effective approach for identifying crash-prone sites. The NB model is the most frequently used statistical method for obtaining the EB estimates, due to the over dispersion commonly found in crash data. Recently, the SI distribution has been introduced to predict the safety performance of transportation entities and it can be easily used within the EB modeling framework and potentially yield better EB estimates. Furthermore, identified hotspots using the SI model are also different from that of the NB model.
The objective of this study was to examine the performance of the NB and SI models in identifying hotspots. To accomplish the study objective, crash counts at 1,000 hypothetical sites and 30 time periods were randomly generated using real-word crash data of rural two-lane highway segments in Texas. Three commonly used HSID methods, CI, SR and EB, with cutoff levels of 0.9 and 0.95 were applied using simulated data. Error percentages of FNs, FPs and FIs were calculated and compared. The major conclusions can be summarized as follows: (1) the GIG distribution provides better fitting results than that of the gamma, which indicates the GIG distribution is a more reasonable model for describing the true Poisson mean. (2) In identifying hotspot, the SI-based EB method can consistently have smaller error rates than the NB-based EB method, which suggests that the SI model is preferred as the crash prediction model for the EB method. Based on the simulation results, the EB methods yielded lower error percentage of FNs, FPs and FIs, which supports that the EB method is better than the other two HSID methods (CI and SR). Since the SI-based EB methods provide more desirable identification results, transportation safety researchers are recommended to consider the SI model as an alternative crash prediction model when using the EB approach.
One limitation of this study is that the total crash count was used for identifying hotspots. Crash severity and collision type are useful indicators for HSID and to take these factors into consideration, the SI-based EB and the NB-based EB methods were applied using a real crash data (the road type was urban interstate highway segments). Some new criteria (22) were adopted to compare the SI and NB models. Crash severity (fatal, incapacitating injury, and non-incapacitating injury) and collision type (rear-end) were also considered. Although not documented here, the preliminary results generally support the premise that the SI-based EB method performs better than the NB-based EB method. The analyses are still ongoing and the results will be documented in a future publication. Finally, it is also anticipated that the SI-based EB method will be compared with other recent HSID identification techniques (e.g., full Bayesian (34), etc.) using different types of roadways.
ACKNOWLEDGMENT
The authors acknowledge the FHWA's Highway Safety Information System (HSIS) for providing roadway and crash data. The comments and suggestions of reviewers are also gratefully acknowledged.
REFERRENCES
[1] Persaud, B., B. Lan, C. Lyon, and R. Bhim. Comparison of empirical Bayes and full Bayes approaches for before-after road safety evaluations. Accident Analysis and Prevention, Vol.
