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a b s t r a c t
In this paper, we propose a fully discrete Galerkin finite element method to solve the
generalized nonlinear fractional Fokker–Planck equation, which has a multi-fractional-
spatial-operator characteristic that describes the Lévy flight. In the time direction, we use
the finite differencemethod, and in the spatial directionweuse the fractional finite element
method in the framework of the fractional Sobolev spaces. We derive a fully discrete
scheme for the considered equation.We prove the existence and uniqueness of the discrete
solution and give the error estimates. The numerical examples are also included which
support the theoretical analysis.
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1. Introduction
In this article, we mainly focus on constructing and analyzing a kind of efficient numerical scheme for approximately
solving the generalized nonlinear spatial fractional Fokker–Planck equation [1,2]. The considered equation reads as follows:
∂
∂t
p(x, t) = − ∂
α′
∂xα′

λ1(x, t)p(x, t) · ∂
α
∂xα
{λ2(x, t)p(x, t)}

+∆β{λ3(x, t)p(x, t)} − ∇γ {λ4(x, t)p(x, t)}, x ∈ Ω, t ∈ (0, T ];
p(x, t) = ϕ(t), x ∈ ∂Ω, t ∈ (0, T ];
p(x, 0) = ψ(x), x ∈ Ω = [a, b].
(1)
In Eq. (1), p(x, t) is the probability density function, λ1(x, t), λ2(x, t), λ3(x, t) denote the anomalous diffusion coefficients,
λ4(x, t) represents an absorbent (λ4 < 0) (or source (λ4 > 0)) rate related to a reaction process. Throughout the
paper, we always suppose that they satisfy the smooth conditions and are all bounded by M1 > 0 which are necessary
for the theoretical analysis later on. ∂
α
∂xα = (RLDαa,x) denotes the Riemann–Liouville derivative with order α, and ∆β =
κ1 · RLD2βa,x + κ2 · RLD2β∗x,b , ∇γ = κ3 · RLDγa,x + κ4 · RLDγ ∗x,b, in which RLDβa,x and RLDγa,x represent the left Riemann–Liouville
derivatives, RLD
β∗
x,b and RLD
γ ∗
x,b indicate the right ones. And 0 ≤ α, α′, γ < 1, 1/2 < β < 1, α + α′ < 2β, 0 ≤ κi ≤ 1, and
κ1 + κ2 = 1, κ3 + κ4 = 1.
Eq. (1) is often used to describe the probability density function of the position and the velocity of a particle, where
the stochastic processes are the Lévy flights. Generally speaking, the anomalous diffusion has the power law form
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⟨1x2(t)⟩ ∝ 1tµ. The limiting case µ = 0 corresponding to the Helmholtz equation is associated with localized diffusion;
the subdiffusion regime is characterized by the value 0 < µ < 1; the ordinary diffusion (or the classical Brownian diffusion)
corresponds to µ = 1; the superdiffusion regime is associated with 1 < µ < 2; the limiting case µ = 2 corresponds to the
wave equation which is known as ballistic diffusion. In terms of this statistical theory, the media having µ > 2 power law
attenuation are not statistically stable in nature [3–7].
A prominent characteristic feature of the Lévy flights is that they have a power like tail. From Eq. (1), we can conclude that
there exists a competition between the subdiffusion and superdiffusion in the framework of the fractional Fokker–Planck
dynamics.
In Eq. (1), the spatial fractional derivatives describe the Lévy flights, e.g., in chaotic Hamiltonian systems. The operator
RLD
µ
a,x is commonly referred to as the left sided Lévy stable distribution, where the underlying stochastic process is a
Lévy µ-stable flights, see [6,8]. And the right spatial fractional derivatives refer to the right sided Lévy stable distribution.
Intuitively, if the particle jumps have symmetric regularly varying tails with index −µ, it can lead to a more general form
κ1 · RLDµa,x + κ2 · RLDµ∗x,b with symbol κ1 · (−ix)µ + κ2 · (ix)µ where κ1 = 1− κ2 is the asymptotic fraction of positive jumps
as the jump size tends to infinity [9,10]. Also the operator κ3 · RLDγa,x + κ4 · RLDγ ∗x,b has a similar meaning.
With the help of the continuous time randomwalkmodel, the Chapman–Kolmogorov equation for conservation of mass,
and the Fourier transform of the probability density function [6,8,11], the linear form of the generalized Fokker–Planck
equation (1) can be derived as follows
∂
∂t
p(x, t) = ∆βp(x, t)−∇γ p(x, t). (2)
The physical meaning of the fractional nonlinear term in Eq. (1) has been interpreted in [1,7,12–16]. For example,
the displacement of a viscous fluid by a less viscous one requires a more general approach for the nonlinear behavior of
the interface in petroleum reservoirs, and also the fractal or multifractal characteristics of porous rocks in which the oil
is immersed. In particular, the geostatistics of these reservoirs are well described by a fractional Brownian motion and
fractional Lévy motion.
Some works on numerical methods for fractional derivatives and fractional differential equations can be referred
to [17–26] and references cited therein. The property ‘‘fractional differential operators are not local operators’’ makes the
numerical solutions to the fractional differential equations more complicated than the classical differential equations. But
it is unavoidable, just because the singular integral form of the fractional differential operators [25]. Here we will use
the fractional finite element method to find the variational solution of the considered equation. That is, we use the finite
differencemethod in the time direction, and the finite element method in the spatial direction, in which the stiffness matrix
is almost dense [25].
In this paper, we do not investigate the existence and uniqueness of p satisfying (1), but we always assume that a
sufficiently regular solution p to Eq. (1) exists. We first introduce the fractional derivative spaces then discuss the existence
and uniqueness of the finite element solution pnh, and also the error estimates. Finally we present numerical examples which
well confirm the theoretical analysis.
The rest of the paper is constructed as follows. In Section 2 the preliminary definitions of fractional derivatives and
fractional derivative spaces are introduced. The error estimates of the full discrete scheme for (1) are studied in Section 3.
In Section 4, numerical examples are presented to demonstrate the efficiency of the theoretical analysis derived in Section 3.
2. Fractional derivatives and fractional derivative spaces
2.1. Fractional derivatives
In this subsection, we recall some basic concepts of fractional calculus [27–29]. There are several definitions for the
fractional integrals and fractional derivatives, but the Riemann–Liouville integral and the Riemann–Liouville derivative
are often used in mathematics and physics. Their properties can be found in [30–32]. The corresponding physical and
geometrical explanations of the fractional calculus were given in [33].
Definition 2.1. The α-th order left and right Riemann–Liouville integrals of a function p(x) are defined on interval (a, b) as
follows,
RLD−αa,x p(x) =
1
Γ (α)
 x
a
p(s)
(x− s)1−α ds, (3)
RLD−α∗x,b p(x) =
1
Γ (α)
 b
x
p(s)
(s− x)1−α ds, (4)
where α > 0.
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Definition 2.2. The α-th order left and right Riemann–Liouville derivatives of function p(x) defined on interval (a, b) are
given as,
RLDαa,xp(x) =
1
Γ (n− α)
dn
dxn
 x
a
(x− τ)n−α−1p(τ )dτ , (5)
RLDα∗x,bp(x) =
(−1)n
Γ (n− α)
dn
dxn
 b
x
(τ − x)n−α−1p(τ )dτ , (6)
in which n − 1 ≤ α < n ∈ Z+. Obviously, they are the integer derivatives of the left and right fractional integrals
RLD−(n−α)p(x) respectively.
2.2. Fractional derivative spaces
In the subsection, we introduce the fractional derivative spaces and present corresponding properties regarding the
spatial fractional diffusion operator RLDαa,x and RLD
α∗
x,b. These spaces are useful for the following finite element analysis.
The following notations are used: the L2(Ω) inner product is denoted by (·, ·), and the Lp(Ω) norm by ∥ · ∥Lp , with the
special case L2(Ω) and L∞(Ω) norms denoted as ∥ · ∥ and ∥ · ∥∞, respectively. We denote the norm associated with the
Sobolev spaceW k,p(Ω) by ∥·∥W k,p , with a special caseW k,2(Ω) rewritten asHk(Ω)with norm ∥·∥Hk or ∥·∥k and semi-norm| · |Hk or | · |k. When p(x, t) is defined on the entire time interval (0, T ), we define
∥p∥∞,k = sup
0<t<T
∥p(·, t)∥k, (7)
∥p∥0,k =
 T
0
∥p(·, t)∥2kdt
1/2
, (8)
∥p∥(t) = ∥p(·, t)∥. (9)
Lemma 2.1 ([27]). The relation
(RLD−αa,x p(x), v) = (p, RLD−α∗x,b v(x)) (10)
is valid under the assumption that
p ∈ Ls(a, b), v ∈ Lt(a, b), 1
s
+ 1
t
≤ 1+ α, s ≥ 1, t ≥ 1, (11)
with s ≠ 1, t ≠ 1 in the case 1s + 1t = 1+ α.
It is usually called the formula of fractional integration by parts.
One can prove (10) directly by interchanging the order of integration by Dirichlet formula in the left hand side.
Corollary 2.1 ([27]). The formula
(RLDαa,xp(x), v) = (p, RLDα∗x,bv(x)) (12)
is valid under the assumption that p ∈ RLD−αa,x (Ls(a, b)), v ∈ RLD−α∗x,b (Lt(a, b)), 1s + 1t ≤ 1 + α, where the function space
RLD−αa,x (Ls(a, b)) = {f (x)|f (x) = RLD−αa,xφ(x), φ(x) ∈ Ls(a, b)}.
Proof. Under the assumption, we suppose that p(x) = RLD−αa,xφ(x) and v(x) = RLD−α∗x,b ψ(x), in which φ ∈ Ls(a, b), ψ ∈
Lt(a, b). Obviously, we can get that RLDαa,xp(x) = φ(x) and RLDα∗x,bv(x) = ψ(x). By using (10), we have
(RLDαa,xp(x), v) = (φ, RLD−α∗x,b ψ(x)) = (RLD−αa,xφ(x), ψ) = (p, RLDα∗x,bv(x)). 
Corollary 2.2. We can further give the following corollary
(RLD2αa,xp(x), v) = (RLDαa,xp(x), RLDα∗x,bv(x)) (13)
under the assumption that p ∈ RLD−2αa,x (Ls(a, b)), v ∈ RLD−α∗x,b (Lt(a, b)), 1s + 1t ≤ 1+ α.
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Proof. Under the assumption, we suppose that p(x) = RLD−2αa,x φ(x) and v(x) = RLD−α∗x,b ψ(x), in which φ ∈ Ls(a, b), ψ ∈
Lt(a, b). Obviously, we can get that RLD2αa,xp(x) = φ(x) and RLDα∗x,bv(x) = ψ(x). By using (10) and Corollary 2.1, we have
(RLDαa,xp(x), RLD
α
x,bv(x)) = (RLDαa,x · RLD−2αa,x φ(x), ψ(x))
= (RLD−αa,xφ(x), ψ(x))
= (φ(x), RLD−α∗x,b ψ)
= (RLD2αa,xp(x), v). 
Similarly, we have the following corollary.
Corollary 2.3.
(RLD2α∗x,b p(x), v) = (RLDα∗x,bp(x), RLDαa,xv(x)) (14)
under the assumption that p ∈ RLD−2α∗x,b (Ls(a, b)), v ∈ RLD−αa,x (Lt(a, b)), 1s + 1t ≤ 1+ α.
Especially, if functions p and v satisfy the condition as well p(k)(a) = 0, v(k)(b) = 0 for k = 0, . . . , [α] (see [27]), then
this is the special case so (12) and (14) certainly hold.
Now we can restrict to the special case s = t = 1/2, where the above Lemma 2.1, Corollaries 2.1–2.3 are also valid.
Furthermore, the following lemmas hold.
Lemma 2.2 ([18]). Let α > 0. Then for a real valued function p(x)
(RLDα−∞,xp(x), RLD
α∗
x,∞p(x))L2(R) = cos(πα)∥RLDα−∞,xp(x)∥2L2(R). (15)
Lemma 2.3 ([29]). Let α > 0. Then we have the following Fourier transform properties
F (RLD−α−∞,xp(x)) = (−iω)−αF (p), (16)
F (RLD−αx,∞p(x)) = (iω)−αF (p), (17)
F (RLDα−∞,xp(x)) = (−iω)αF (p), (18)
F (RLDαx,∞p(x)) = (iω)αF (p). (19)
Lemma 2.4. Define the following norms of the left (with symbol JαL ), the right (with symbol J
α
R ), the symmetric fractional derivative
spaces (with symbol JαS ) and the fractional Sobolev spaces (with symbol H
α) on the whole real line as follows correspondingly
|p|JαL (R) = ∥RLDα−∞,xp(x)∥L2(R),
∥p∥JαL (R) =
 [α]
k=0
∥Dkp∥2L2(R) + |p|2JαL (R)
1/2
; (20)
|p|JαR (R) = ∥RLDα∗x,∞p(x)∥L2(R),
∥p∥JαR (R) =
 [α]
k=0
∥Dkp∥2L2(R) + |p|2JαR (R)
1/2
; (21)
|p|JαS (R) = |(RLDα−∞,xp(x), RLDα∗x,∞p(x))L2(R)|1/2,
∥p∥JαS (R) =
 [α]
k=0
∥Dkp∥2L2(R) + |p|2JαS (R)
1/2
; (22)
|p|Hα(R) = ∥ |iω|αp∥L2(R),
∥p∥Hα(R) =
 [α]
k=0
∥Dkp∥2L2(R) + |p|2Hα(R)
1/2
. (23)
Then these four norms are mutually equivalent.
If the norm
[α]
k=0 ∥Dkp∥L2(R) is replaced by ∥p∥L2(R), then the definitions of these spaces are consistent with [18]. Similar to the
classical Sobolev spaces theory, one can prove their equivalence.
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We now define the fractional derivative spaces on Ω = (a, b) is a bounded open subinterval of R. By the similar idea
of [18,22–25], we have the following definition and lemmas:
Definition 2.3. Define the spaces JαL,0(Ω), J
α
R,0(Ω), J
α
S,0(Ω) and H
α
0 (Ω) as the closures of C
∞
0 (Ω) under their respective
norms.
Lemma 2.5. The spaces JαL,0(Ω), J
α
R,0(Ω), J
α
S,0(Ω) and H
α
0 (Ω) are same in the sense of equivalent semi-norms and norms.
Therefore, in this paper we always use Hα0 to denote the fractional derivative space equipped with the norm ∥ · ∥α which
can be any one of (20)–(23), and H−α(Ω) the dual space of Hα0 (Ω), with norm ∥ · ∥−α .
Now we are ready to present some inequalities on norms for Sobolev spaces which will be used later.
Lemma 2.6 ([19]). Let α > 0. Then p ∈ Lp(Ω) satisfies
∥RLD−αa,x p(x)∥Lp(Ω) ≤
(b− a)α
Γ (α + 1)∥p∥Lp(Ω). (24)
∥RLD−α∗x,b p(x)∥Lp(Ω) ≤
(b− a)α
Γ (α + 1)∥p∥Lp(Ω). (25)
Lemma 2.7 ([18]). For p ∈ Hα0 (Ω), 0 < β < α, one has
RLDαa,xp(x) = RLDα−βa,x · RLDβa,xp(x) (26)
RLDα∗x,bp(x) = RLD(α−β)∗x,b · RLDβ∗x,bp(x). (27)
Lemma 2.8 ([18]). For p ∈ Hα0 (Ω), v ∈ Hα0 (Ω), α > 0, one has
(RLDαa,xp(x), v) = (p(x), RLDα∗x,bv(x)), (28)
(RLDα∗x,bp(x), v) = (p(x), RLDαa,xv(x)). (29)
Lemma 2.9. For p ∈ H2α0 (Ω), v ∈ Hα0 (Ω), α > 0, one has
(RLD2αa,xp(x), v) = (RLDαa,xp(x), RLDα∗x,bv(x)), (30)
(RLD2α∗x,b p(x), v) = (RLDα∗x,bp(x), RLDαa,xv(x)). (31)
Proof.
(RLD2αa,xp(x), v) = (RLD2αa,xp(x), RLD−α∗x,b · RLDα∗x,bv(x))
= (RLD−αa,x · RLD2αa,xp(x), RLDα∗x,bv(x))
= (RLDαa,xp(x), RLDα∗x,bv(x)).
Similarly, one can prove (31). 
Lemma 2.10 (Fractional Poincaré–Friedrichs [18]). Let Ω ⊂ R be bounded, then for p ∈ Hα0 (Ω), one has
∥p∥L2(Ω) ≤ C∥p∥Hα0 (Ω),
and for 0 < s < α, one has
∥p∥Hs0(Ω) ≤ C∥p∥Hα0 (Ω).
3. Error estimates of the full discrete scheme
In this section, we firstly give a full discrete scheme, then analyze the error estimate. Let Sh denote a uniform partition
on Ω , with grid parameter h. For k ∈ N , let Pk(Ω) denote the space of polynomials on Ω with degree not greater than k.
Then we define Xh as the finite element space on Sh with the basis of the piecewise polynomials of order k ∈ Z+, i.e.,
Xh = {v ∈ X ∩ C(Ω) : v |D ∈ Pk(D), ∀D ∈ Sh}
in which D is the unit of Sh.
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The following property of finite element spaces is necessary for our subsequent analysis [34]: For p ∈ Hk+1(Ω), 0 ≤ µ ≤
k+ 1, there exists v ∈ Xh such that
∥p− v∥µ ≤ Chk+1−µ∥p∥k+1. (32)
The Gronwall’s lemma is also needed for the error analysis.
Lemma 3.1 (Discrete Gronwall’s Lemma [35]). Let1t,H and an, bn, cn, γn (for integer n ≥ 0) be nonnegative numbers such that
aN +1t
N
n=0
bn ≤ 1t
N
n=0
γnan +1t
N
n=0
cn + H, (33)
for N ≥ 0. Suppose that 1tγn < 1 for all n, and set σn = (1−1tγn)−1, then
aN +1t
N
n=0
bn ≤ exp

1t
N
n=0
σnγn

1t
N
n=0
cn + H

(34)
for N ≥ 0.
Lemma 3.2. Let Ω ∈ Rd be bounded, ∂Ω ∈ C1. Then for p and v such that the given norms are finite, we have
∥pv∥µ ≤ C
∥p∥s+µ · ∥v∥d/2−s+µ, 0 < s ≤ d/2;
∥p∥∞ · ∥v∥µ,
∥p∥s+µ · ∥v∥µ, s > d/2.
(35)
Proof. The lemma can be proved by using the embedding property of Sobolev spaces. And it can also be regraded as a
corollary of Lemma 1 in [17]. 
Lemma 3.3. For Ω ∈ R, α + α′ < 2β, p, w ∈ X, there exists C > 0 such that
(w · RLDαa,xp(x), RLDα
′∗
x,b p(x)) ≤ C
(tϵ)−s/t
s

∥w∥s
α′+α
2
· ∥p∥2 + ϵ∥p∥2β

(36)
where s = 4β/(2β − (α + α′)) if 0 < α ≤ 1/2, and s = 2β/(2β − (α + α′)) if α > 1/2.
Proof. Using the duality with respect to the L2 inner product, we have
(w · RLDαa,xp(x), RLDα
′∗
x,b p(x)) ≤ C∥w · RLDαa,xp(x)∥ α′−α
2
· ∥RLDα′∗x,b p(x)∥ α−α′
2
. (37)
By using Lemma 3.2, if α > 1/2, we have
∥w · RLDαa,xp(x)∥ α′−α
2
≤ C∥w∥
α+ α′−α2
∥RLDαa,xp(x)∥ α′−α
2
≤ C∥w∥ α′+α
2
∥p∥ α′+α
2
, (38)
and if 0 < α ≤ 1/2, we have
∥w · RLDαa,xp(x)∥ α′−α
2
≤ C∥w∥
α+ α′−α2
∥RLDαa,xp(x)∥ α′−α
2 + 12−α
≤ C∥w∥ α′+α
2
∥p∥ α′−α
2 + 12
≤ C∥w∥ α′+α
2
∥p∥β . (39)
Because H
α+α′
2 (Ω) is continuously embedded in L2(Ω), and also as an interpolation space between L2(Ω) and Hβ(Ω),
that is
H
α+α′
2 (Ω) = [L2,Hβ ] α+α′
2β ,2
. (40)
Hence,
∥p∥ α+α′
2
≤ C∥p∥1− α+α
′
2β · ∥p∥
α+α′
2β
β . (41)
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Thus, if α > 1/2, we get
∥w∥ α′+α
2
· ∥p∥2α′+α
2
≤ C∥w∥ α′+α
2
· ∥p∥2− α+α
′
β · ∥p∥
α+α′
β
β . (42)
Applying Young’s inequality: uv ≤ |u|s/s + |v|t/t for 1/s + 1/t = 1, with the choice s = 2β2β−(α+α′) , t = 2βα+α′ , we get the
result (36).
If 0 < α ≤ 1/2, we have
∥w∥ α′+α
2
· ∥p∥ α′+α
2
∥p∥β ≤ C∥w∥ α′+α
2
· ∥p∥1− α+α
′
2β · ∥p∥
2β+α+α′
2β
β . (43)
Also applying Young’s inequality with the choice s = 4β2β−(α+α′) , t = 4β2β+α+α′ , we get the result (36).
In the following, we give the full discrete scheme of (1). Let 1t denote the step size for t so that tn = n1t, n = 0,
1, 2, . . . ,N . For notational convenience, we denote pn+1 := p(·, tn+1) and
dtpn+1 := p(tn+1)− p(tn)
1t
. (44)
Let pn+1h of Eq. (1) be the finite element solution at time t = tn+1 of the following fully discrete scheme:
(dtpn+1h , v)+ (λ1 · pnh · RLDαa,x(λ2 · pn+1h ), RLDα
′∗
x,b v)− (∆β(λ3 · pn+1h ), v)+ (∇γ (λ4 · pn+1h ), v) = ⟨f n+1, v⟩,
∀v ∈ Xh, (45)
where (∆β(λ3 · pn+1h ), v) = κ1 · (RLDβa,x(λ3 · pn+1h ), RLDβ∗x,bv) + κ2 · (RLDβ∗x,b(λ3 · pn+1h ), RLDβa,xv). For brevity, we always use
(∆β(λ3 · pn+1h ), v) instead of the right hand side of this equality. But in the process of computation, we use the right hand
side which is the real variational scheme [25]. So does (∇γ (λ4 · pn+1h ), v). And we also define
H(w; p, v) = (λ1 · w · RLDαa,x(λ2 · p), RLDα
′∗
x,b v)− (∆β(λ3 · p), v)+ (∇γ (λ4 · p), v) (46)
for simplicity.
We also use the following induction hypothesis: the computed iterates pjh are bounded independent of h and n,
∥pjh∥ α+α′
2
≤ K , j = 0, . . . , n. (47)
This hypothesis (47) will be proved after the error estimates of the n-th step iteration. 
Lemma 3.4. Assume that ∥pjh∥ α+α′
2
≤ M2, j = 0, 1, . . . , n. For a sufficient small step size1t > 0, there exists a unique solution
pn+1h ∈ Xh satisfying (45).
Proof. Firstly, we prove that (pn+1h , p
n+1
h )/1t + H(pnh; pn+1h , pn+1h ) is positive, which is one of the sufficient conditions for
the existence and uniqueness of pn+1h .
By using Lemmas 2.8, 2.9 and 3.3, and the hypotheses 0 ≤ α, α′, γ < 1, 1/2 < β < 1, α + α′ < 2β , we have
(pn+1h , p
n+1
h )
1t
+ H(pnh; pn+1h , pn+1h )
= 1
1t
∥pn+1h ∥2 + (λ1 · pnhRLDαa,x(λ2 · pn+1h ), RLDα
′∗
x,b p
n+1
h )− (∆β(λ3 · pn+1h ), v)+ (∇γ (λ4 · pn+1h ), v)
≥ 1
1t
∥pn+1h ∥2 − C1M1M2ϵ−C2∥pn+1h ∥2β − C1ϵC2∥pn+1h ∥2 − C3 cos(πβ)∥pn+1h ∥2β + C4 cos(πγ /2)∥pn+1h ∥2γ /2
≥

1
1t
− C1ϵ−C2

∥pn+1h ∥2 + (C3| cos(πβ)| − C1M1M2ϵC2)∥pn+1h ∥2β (48)
where the constants Ci > 0 for i = 1, . . . , 4. Therefore, for1t chosen sufficiently small we have that
(pn+1h , p
n+1
h )
1t
+ H(pnh; pn+1h , pn+1h ) ≥ C∥pn+1h ∥2β . (49)
Besides, by using the fractional Poincare–Friedrichs formula, we can easily get the continuity of (p
n+1
h ,p
n+1
h )
1t + H(pnh; pn+1h ,
pn+1h ). Hence, by using the Lax–Milgram theorem, we have that (45) is uniquely solvable for p
n+1
h . 
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Now, we carry out the error analysis for the full discrete problem.
Theorem 3.1. Assume that (1) has a solution p satisfying pt ∈ L2(0, T ;Hβ ∩ Hk+1(Ω)), ptt ∈ L2(0, T ; L2(Ω)), with p0 ∈
Hk+1(Ω). Andwe always assume that1t ≤ Ch. Then, the finite element approximation (45) is convergent to the solution of (1) on
the interval (0,T) as1t, h → 0. The approximation solution ph satisfies the following error estimates:
∥p− ph∥0,β ≤ C

hk+1∥pt∥0,k+1 +1t

∥ptt∥0,0 + ∥pt∥0, α+α′2

+

hk+1−
α+α′
2 + hk+1−β + hk+1− γ2

∥p∥0,k+1

; (50)
∥p− ph∥∞,0 ≤ C

hk+1∥pt∥0,k+1 +1t

∥ptt∥0,0 + ∥pt∥0, α+α′2

+

hk+1−
α+α′
2 + hk+1−β + hk+1− γ2

∥p∥0,k+1 + hk+1∥p∥∞,k+1

. (51)
Proof. In order to estimate the error, we first discuss the error at t = tn+1, n = 0, 1, . . . ,N−1. Let pn+1 = p(tn+1) represent
the solution of (1), define εn+1 = pn+1 − pn+1h , and for Un+1 ∈ Xh, define Λn+1 and En+1 as Λn+1 = pn+1 − Un+1, En+1 =
Un+1 − pn+1h . So, we have εn+1 = Λn+1 + En+1.
Obviously the true solution of this problem p at t = tn+1 also satisfies
(dtpn+1, v)+ (λ1 · pnh · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b v)− (∆β(λ3 · pn+1),∇v)+ (∇γ (λ4 · pn+1), v)
= ⟨f n+1, v⟩ − (pt − dtpn+1, v)− (λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b v), ∀v ∈ Xh. (52)
Therefore, subtracting (45) from (52) gives
(dtϵn+1, v)+ (λ1 · pnh · RLDαa,x(λ2 · ϵn+1), RLDα
′∗
x,b v)− (∆β(λ3 · ϵn+1), v)+ (∇γ (λ4 · ϵn+1), v)
= −(pt − dtpn+1, v)− (λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b v), ∀v ∈ Xh. (53)
Substituting εn+1 = Λn+1 + En+1, v = En+1 into (53) leads to
(dtEn+1, En+1)+ (λ1 · pnh · RLDαa,x(λ2 · En+1), RLDα
′∗
x,b E
n+1)− (∆β(λ3 · En+1), En+1)+ (∇γ (λ4 · En+1), En+1)
= −(dtΛn+1, En+1)− (λ1 · pnh · RLDαa,x(λ2 ·Λn+1), RLDα
′∗
x,b E
n+1)+ (∆β(λ3 ·Λn+1), En+1)
− (∇γ (λ4 ·Λn+1), En+1)− (pt − dtpn+1, En+1)− (λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1), (54)
where
F(En+1) := −(dtΛn+1, En+1)− (λ1 · pnh · RLDαa,x(λ2 ·Λn+1), RLDα
′∗
x,b E
n+1)+ (∆β(λ3 ·Λn+1), En+1)
− (∇γ (λ4 ·Λn+1), En+1)− (pt − dtpn+1, En+1)− (λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1). (55)
Now that
(dtEn+1, En+1) = 1
1t
((En+1, En+1)− (En, En+1))
≥ 1
21t
(∥En+1∥2 − ∥En∥2), (56)
and
(λ1 · pnh · RLDαa,x(λ2 · En+1), RLDα
′∗
x,b E
n+1) ≥ M1M2(RLDαa,x(λ2 · En+1), RLDα
′∗
x,b E
n+1)
≥ C1M1M2∥En+1∥2α+α′
2
. (57)
By using the coercivity of fractional operator in the inner product, 1/2 < β < 1, and 0 < γ < 1, one has
−(∆β(λ3 · En+1), En+1) = −κ1(RLDβa,x(λ3 · En+1), RLDβ∗x,bv)− κ2(RLDβ∗x,b(λ3 · En+1), RLDβa,xv)
≥ C2∥En+1∥2β , (58)
(∇γ (λ4 · En+1), En+1) = κ3(RLDγa,x(λ4 · En+1), v)+ κ4(RLDγ ∗x,b(λ4 · En+1), v) ≥ C3∥En+1∥2γ
2
. (59)
Multiplying (54) by 21t , summing from n = 1 to l− 1 (l− 1 ≤ N), one has
(∥E l∥2 − ∥E0∥2)+ C4
l−1
n=0
1t

∥En+1∥2α+α′
2
+ ∥En+1∥2β + ∥En+1∥2ν2

≤ 21t
l−1
n=0
F(En+1). (60)
Meanwhile, we always assume the induction hypothesis ∥pjh∥ α+α′
2
≤ K for j = 0, . . . , l−1, and then get the error estimates.
Z. Zhao, C. Li / Computers and Mathematics with Applications 64 (2012) 3075–3089 3083
We now estimate each term in F(En+1):
(dtΛn+1, En+1) ≤ ∥En+1∥ · ∥dtΛn+1∥
≤ 1
2
∥En+1∥2 + 1
2
∥dtΛn+1∥2. (61)
For the second term of the right hand side, one has
(λ1 · pnh · RLDαa,x(λ2 ·Λn+1), RLDα
′∗
x,b E
n+1) ≤ ∥RLDα′∗x,b En+1∥ α−α′
2
· ∥λ1 · pnh · RLDαa,x(λ2 ·Λn+1)∥ α′−α
2
≤ C5∥En+1∥ α+α′
2
· ∥λ1 · pnh∥ α′+α
2
· ∥RLDαa,x(λ2 ·Λn+1)∥ α′−α
2
≤

ϵ∥En+1∥2α+α′
2
+ C6
ϵ
∥λ2 ·Λn+1∥2α′+α
2

, (62)
in which
∥λ2 ·Λn+1∥ α′+α
2
≤ ∥λ2∥∞ · ∥Λn+1∥ α+α′
2
≤ C7hk+1− α+α
′
2 ∥pn+1∥k+1. (63)
And for the term (λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα′∗x,b v), we can rewrite it as the sum of three terms:
(λ1 · (pn+1 − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1) = (λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1)
+ (λ1 · (pn − pnh) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1)
= (λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1)
+ (λ1 · En · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1)
+ (λ1 ·Λn · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1), (64)
where
(λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1)
≤ ϵ∥En+1∥2α+α′
2
+ C8
ϵ
∥λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1)∥2α′−α
2
. (65)
By using Lemma 3.2, if α > 12 , one has
∥λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1)∥2α′−α
2
≤ C9∥λ1 · pn+1 − pn∥2α′−α
2 +α
· ∥RLDαa,x(λ2 · pn+1)∥2α′−α
2
≤ C10∥λ1 · (pn+1 − pn)∥2α′+α
2
· ∥λ2 · pn+1∥2α+α′
2
≤ C11M1M21t∥pn+1∥2α′+α
2
·
 tn+1
tn
∥pt∥2α+α′
2
dt
= C11M1M2(1t)2∥pt∥20, α+α′2 , (66)
and if 0 < α ≤ 12 , one also has
∥λ1 · (pn+1 − pn) · RLDαa,x(λ2 · pn+1)∥2α′−α
2
≤ C12∥λ1 · (pn+1 − pn)∥2α′+α
2
· ∥RLDαa,x(λ2 · pn+1)∥2α′−α
2 + 12−α
≤ C13M1M2(1t)2∥pn+1∥2α′−α
2 + 12
∥pt∥20, α+α′2
≤ C14M1M2(1t)2∥pt∥20, α+α′2 . (67)
And for the term (λ1 · En · RLDαa,x(λ2 · pn+1), RLDα′∗x,b En+1), we have
(λ1 · En · RLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1) ≤

ϵ∥En+1∥2α+α′
2
+ C15
ϵ
∥λ1 · En · RLDαa,x(λ2 · pn+1)∥2α′−α
2

. (68)
Similar to (66) and (67), one gets
∥λ1 · En · RLDαa,x(λ2 · pn+1)∥ α′−α
2
≤ C16M1M2∥En∥ α′+α
2
. (69)
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By using almost the same estimation, one gets
(λ1 ·ΛnRLDαa,x(λ2 · pn+1), RLDα
′∗
x,b E
n+1) ≤ ∥RLDα∗x,b(pn+1RLDα
′∗
x,b E
n+1)∥− α+α′2 · ∥Λ
n∥ α+α′
2
≤ C17M1M2hk+1− α+α
′
2 ∥pn∥ α′+α
2
· ∥En+1∥ α+α′
2
. (70)
And
(∆β(C ·Λn+1), En+1) ≤ ∥Λn+1∥β · ∥En+1∥β
≤

C18
ϵ
∥Λn+1∥2β + ϵ∥En+1∥2β

, (71)
in which
∥Λn+1∥β ≤ C19hk+1−β∥pn+1∥k+1. (72)
Also for the fourth term of the right hand side, one has
− (∇γ (λ4 ·Λn+1), En+1) ≤ ∥λ4 ·Λn+1∥γ /2 · ∥En+1∥γ /2
≤

C20
ϵ
∥Λn+1∥2γ /2 + ϵ∥En+1∥2γ /2

, (73)
in which
∥Λn+1∥γ /2 ≤ C21hk+(2−γ )/2∥pn+1∥k+1. (74)
For the remaining term, we use
(pt − dtpn+1, En+1) ≤ ∥En+1∥ · ∥pt − dtpn+1∥
≤ 1
2
∥En+1∥2 + 1
2
∥pt − dtpn+1∥2. (75)
We now apply the interpolation property of the approximation space to estimate the remaining terms on the right hand
side of (60)
l−1
n=0
1t∥dtΛn+1∥2 =
l−1
n=0
1t
 1∆
 tn
tn−1
1
∂Λ
∂t
dt

2
≤
l−1
n=0
1t

1
∆
2 
Ω
 tn
tn−1
1dt
 tn
tn−1

∂Λ
∂t
2
dt

dx
≤ C22h2k+2∥pt∥20,k+1. (76)
Note that (pt − dtpn+1) can be expressed as
pt − dtpn+1 = 1
1t
 tn
tn−1
ptt(·, t)(tn−1 − t)dt. (77)
Also  tn
tn−1
ptt(·, t)(tn−1 − t)
2
≤ 1
(1t)2
 tn
tn−1
p2tt(·, t)dt
 tn
tn−1
(tn−1 − t)2dt
= 1
3
1t
 tn
tn−1
p2tt(·, t)dt. (78)
Therefore it follows that
l−1
n=0
1t∥pt − dtpn+1∥2 ≤
l−1
n=0
1t

Ω
1
3
1t
 tn
tn−1
p2tt(·, t)dtdx
= 1
3
(1t)2∥ptt∥20,0. (79)
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From (61)–(79) and ∥E0∥ = 0, (60) becomes
∥E l∥2 + C23
l−1
n=0
1t

∥En+1∥2α+α′
2
+ ∥En+1∥2β + ∥En+1∥2γ
2

≤ C24
l−1
n=0
1t∥En+1∥2 + h2k+2∥pt∥20,k+1 + (1t)2

∥ptt∥20,0 + ∥pt∥20, α+α′2

+ C25

h2k+2−(α+α
′) + h2k+2−2β + h2k+2−γ

∥p∥20,k+1. (80)
Finally, by the associations an = ∥E l∥2, bn = C23∥En+1∥2α+α′
2
+ ∥En+1∥2β + ∥En+1∥2γ
2
, γn = C24, cn = 0,H = C25[h2k+2
∥pt∥20,k+1 + (1t)2(∥ptt∥20,0 + ∥pt∥20, α+α′2 ) + (h
2k+2−(α+α′) + h2k+2−2β + h2k+2−γ )∥p∥20,k+1], applying Gronwall’s lemma,
we obtain the bound
∥E l∥2 +
l−1
n=0
1t∥En+1∥2β ≤ C

h2k+2∥pt∥20,k+1
+ (1t)2∥ptt∥20,0 + (1t)2 ∥ptt∥20,0 + ∥pt∥20, α+α′2

+

h2k+2−(α+α
′) + h2k+2−2β + h2k+2−γ

∥p∥20,k+1
:= G(1t, h) (81)
where C = C25 exp(TC24/(1−1tC24)).
Now, we can prove the induction hypothesis (47) is true. Assume that ∥pjh∥ α+α′
2
≤ K for j = 0, 1 . . . , l − 1. Using the
interpolation property, the inverse estimate, and (81), we get that
∥plh∥ α+α′
2
≤ ∥plh − pl∥ α+α′
2
+ ∥p∥ α+α′
2
≤ ∥E l∥ α+α′
2
+ ∥Λl∥ α+α′
2
+ ∥pl∥ α+α′
2
≤ C

h−
α+α′
2 ∥E l∥ + ∥pl∥ α+α′
2

≤ Ch− α+α′2 (hk+1−β +1t)+ C∥plh∥ α+α′
2
. (82)
Thus as C is independent of l, p ∈ L∞(0, T ;Hβ), for1t ≤ ch, we have that ∥plh∥ α+α′
2
is bounded.
Repeat the above progress until l = N . Then by using T = N1t , we have
∥E∥20,β =
N−1
n=0
1t∥En∥2β ≤ C(T + 1)G(1t, h). (83)
Hence, using the interpolation property and that
∥p− ph∥0,β ≤ ∥E∥0,β + ∥Λ∥0,β , (84)
(50) then follows.
Using (83) and approximation properties, we have
∥p− ph∥∞,0 ≤ ∥E∥∞,0 + ∥Λ∥∞,0, (85)
which yields (51). 
4. Numerical examples
Let Sh denote a uniform partition on Ω = [a, b], and Xh the space of continuous piecewise linear functions on Sh, i.e.,
k = 1. In order to implement the Galerkin finite element approximation, we adapt the finite element discrete scheme at
the space axis, and the finite difference scheme along the time axis. We associate the shape function of space Xh with the
standard basis of hat functions on the uniform grid of size h = 1m , wherem is the number of the elements.
Example 4.1. Consider the linear Fokker–Planck equation,
∂
∂t
p(x, t) = ∆βp(x, t)−∇γ p(x, t)+ f (x, t), (86)
where∆β = 12 (RLD2βa,x + RLD2β∗x,b ), ∇γ = 12 (RLDγa,x + RLDγ ∗x,b), β = 0.9, γ = 0.8.
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Table 1
The experiential error results and convergence rates of Example 4.1 (Case I).
h ∥u− uh∥0,0 cv.rate ∥u− uh∥∞,0 cv.rate
1
4 7.9294 · 10−3 – 1.5256 · 10−2 –
1
8 1.7869 · 10−3 2.1498 3.3047 · 10−3 2.2068
1
16 3.7990 · 10−4 2.2338 6.5593 · 10−4 2.3329
1
32 1.1578 · 10−4 1.2675 2.4652 · 10−4 1.4118
Table 2
The experiential error results and convergence rates of Example 4.1 (Case II).
h ∥u− uh∥0,0 cv.rate ∥u− uh∥∞,0 cv.rate
1
4 3.7101 · 10−3 – 5.5124 · 10−3 –
1
8 1.2920 · 10−3 1.5219 1.9214 · 10−3 1.5205
1
16 5.8298 · 10−4 1.1481 1.0932 · 10−3 0.8136
1
32 2.8926 · 10−4 1.0111 6.5947 · 10−4 0.7292
Then if we suppose1t = Ch2−β , we have the convergence rate
∥p(tn+1)− pn+1h ∥0,β ∼ O

h2−β + h2− γ2

, (87)
∥p(tn+1)− pn+1h ∥∞,0 ∼ O

h2−β + h2− γ2

. (88)
Case I If the corresponding boundary and initial conditions satisfy
p(−1, t) = p(1, t) = 0, t ∈ (0, 1], (89)
p(x, 0) = 0, x ∈ [−1, 1], (90)
and
f (x, t) = 2t(1− x2)+ t2

− (x+ 1)
1−2β + (1− x)1−2β
Γ (2− 2β) +
(x+ 1)2−2β + (1− x)2−2β
Γ (3− 2β)
+ (x+ 1)
1−γ + (1− x)1−γ
Γ (2− γ ) −
(x+ 1)2−γ + (1− x)2−γ
Γ (3− γ )

, (91)
then its exact solution is p(x, t) = t2(1+ x)(1− x).
The experiential error results and convergence rates are presented in Table 1.
Case II If the corresponding boundary and initial conditions satisfy
p(−1, t) = 0, p(1, t) = 2e−t , t ∈ (0, 1], (92)
p(x, 0) = x(x+ 1), x ∈ [−1, 1], (93)
and
f (x, t) = −e−tx(1− x)+ e−t

− (1− x)
−2β
Γ (1− 2β) +
(x+ 1)1−2β + 3(1− x)1−2β
2Γ (2− 2β)
− (x+ 1)
2−2β + (1− x)2−2β
Γ (3− 2β) +
(1− x)−γ
Γ (1− γ ) −
(x+ 1)1−γ + 3(1− x)1−γ
2Γ (2− γ ) +
(x+ 1)2−γ + (1− x)2−γ
Γ (3− γ )

,
(94)
then its exact solution is p(x, t) = e−tx(x+ 1).
The experiential error results and convergence rates are displayed in Table 2.
In the following, we construct a nonlinear example purely verifying the error estimates.
Example 4.2. The nonlinear Fokker–Planck equation reads as
∂
∂t
p(x, t) = − ∂
α′
∂xα′

p(x, t) · ∂
α
∂xα
p(x, t)

+∆βp(x, t)−∇γ p(x, t)+ f (x, t), (95)
where α = 0.8, α′ = 0.2, β = 0.9 and γ = 0.2, λi = 1 and κi = 1/2, i = 1, . . . , 4.
Z. Zhao, C. Li / Computers and Mathematics with Applications 64 (2012) 3075–3089 3087
Table 3
The experiential error results and convergence rates of Example 4.2 (Case I).
h ∥u− uh∥0,0 cv.rate ∥u− uh∥∞,0 cv.rate
1
4 7.6616 · 10−3 – 1.4098 · 10−2 –
1
8 1.4511 · 10−3 2.4005 4.0947 · 10−3 1.7837
1
16 6.7375 · 10−4 1.1069 2.1496 · 10−4 0.9297
1
32 3.3114 · 10−4 1.0248 1.1993 · 10−4 0.8419
Table 4
The experiential error results and convergence rates of Example 4.2 (Case II).
h ∥u− uh∥0,0 cv.rate ∥u− uh∥∞,0 cv.rate
1
4 5.7789 · 10−3 – 8.9433 · 10−3 –
1
8 2.5503 · 10−3 1.1801 4.0593 · 10−3 1.1396
1
16 1.2228 · 10−4 1.0605 2.0395 · 10−3 0.9930
1
32 7.9095 · 10−5 0.6285 1.2601 · 10−3 0.6947
Then if we suppose1t = Ch2−β , we have the convergence rate
∥p(tn+1)− pn+1h ∥0,β ∼ O

h2−
α+α′
2 + h2−β + h2− γ2

. (96)
∥p(tn+1)− pn+1h ∥∞,0 ∼ O

h2−
α+α′
2 + h2−β + h2− γ2

. (97)
Case I If the exact solution is
p(x, t) = t2(1+ x)(1− x).
It can be checked that the corresponding boundary and initial conditions satisfy
p(−1, t) = p(1, t) = 0, t ∈ (0, 1], (98)
and
p(x, 0) = 0, x ∈ [−1, 1]. (99)
The experiential error results and convergence rates are given in Table 3.
Case II If the exact solution is chosen as p(x, t) = e−tx(x + 1). Then the corresponding boundary and initial conditions
satisfy
p(−1, t) = 0, p(1, t) = 2e−t , t ∈ (0, 1], (100)
and
p(x, 0) = x(x+ 1), x ∈ [−1, 1]. (101)
The following experiential error results and convergence rates are presented in Table 4.
From the above Tables, the numerical results confirm the theoretical analysis. The following example is not used to verify
the theoretical estimate yet but to show the physical phenomenon.
Example 4.3. In Eq. (1) with absorbing boundary conditions (homogeneous boundary conditions) andwith initial condition
p(x, 0) = δ(x), x ∈ [0, 1], t ∈ (0, 1]. Let λi = 1 and κi = 1/2, i = 1, . . . , 4, and f (x, t) = t2x4, then the tail of
the probability density function p decays as a power law. We plot the solutions in Figs. 1 and 2, where p(x, t|x0, 0) is the
unnormalized probability density at (x, t) starting from t = 0.5with δ(x−x0) as the initial condition, by using the Chebyshev
polynomial approximations discussed in [36], and x0 = 0.5. And in Figs. 1 and 2, p(x, t|0.5, 0) is plotted where the solid line
‘‘–’’ stands for the solution when t = 0.3, the dashed–dotted line ‘‘–’’ stands for the solution when t = 0.5, and the dashed
line ‘‘– –’’ stands for the solution when t = 0.25.
From Figs. 1 and 2, we can see that the unnormalized probability density function p(x, t|x0, 0) has a power like a long
tail, which is the prominent characteristic feature of the Lévy flights. Meanwhile, for a fixed x, the bigger t , the bigger the
peak of p(x, t), which confirms the pattern of the anomalous diffusion.
5. Conclusion
In this paper, we propose a fully discrete Galerkin finite element method to solve the generalized nonlinear fractional
Fokker–Planck equation, which has a multi-fractional-spatial-operator characteristic that represents the Lévy flight.
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Fig. 1. α′ = γ = 0.2, α = β = 0.8.
Fig. 2. α′ = γ = 0.9, α = β = 0.1.
In the time direction, we use the finite difference method, and in the spatial direction we use the fractional finite element
method in the framework of the fractional Sobolev spaces. We construct a fully discrete scheme for this nonlinear fractional
Fokker–Planck equation. Thenwe prove the existence and uniqueness of the discrete solution and derive the error estimates,
where the convergence rate isO(h2−
α+α′
2 +h2−β+h2− γ2 ) if we suppose1t = Ch2−β . The numerical examples are also given
including the linear case and the nonlinear case, which support the theoretical analysis.
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