A model of the vocal-tract area function is described that consists of four tiers. The first tier is a vowel substrate defined by a system of spatial eigenmodes and a neutral area function determined from MRI-based vocal-tract data. The input parameters to the first tier are coefficient values that, when multiplied by the appropriate eigenmode and added to the neutral area function, construct a desired vowel. The second tier consists of a consonant shaping function defined along the length of the vocal tract that can be used to modify the vowel substrate such that a constriction is formed. Input parameters consist of the location, area, and range of the constriction. Location and area roughly correspond to the standard phonetic specifications of place and degree of constriction, whereas the range defines the amount of vocal-tract length over which the constriction will influence the tract shape. The third tier allows length modifications for articulatory maneuvers such as lip rounding/spreading and larynx lowering/raising. Finally, the fourth tier provides control of the level of acoustic coupling of the vocal tract to the nasal tract. All parameters can be specified either as static or time varying, which allows for multiple levels of coarticulation or coproduction.
I. INTRODUCTION
During speech production, coordinated movements of the tongue, jaw, lips, and to some degree the larynx, continuously alter the shape of the vocal tract ͑i.e., pharynx and oral cavity͒. Movement of the soft palate varies the acoustic coupling of the vocal tract to the nasal passages, and also may slightly change the shape of the upper pharynx. Integrated actions of individual articulators facilitate the creation of time-varying acoustic resonances that transform the sound generated by vocal-fold vibration or turbulence, into the stream of vowels and consonants that comprises speech. Specifically, it is the articulators' collective effect on the variation in cross-sectional area along the length of the vocal tract ͑i.e., the area function͒ and coupling to the nasal tract, as well as other possible sidebranch cavities, that is most closely related to the pattern of acoustic characteristics expressed in the speech waveform.
Hence, a simplified view of speech production may consist of a tubular system whose cross-sectional area variation, as a function of time, emulates that of a real vocal tract. This view forms the basis of a certain class of speech production models that operate on a parametric representation of the vocal-tract area function, and allow for calculation of corresponding acoustic characteristics. Area function models contrast with ''articulatory'' models in which the positions of individual articulators or some form of vocal-tract shaping components are represented in the midsagittal plane ͑e.g., Lindblom and Sundberg, 1971; Coker, 1976; Mermelstein, 1973; Maeda, 1990; Dang and Honda, 2004͒ . These are intuitively appealing because of the physiological correlation between model parameters and human articulatory structures, and their ability to replicate observed articulatory movement. As a result, articulatory-type models are well suited for investigating and establishing speech motor control strategies. The relation of the articulatory parameters to the acoustic characteristics is, however, typically mediated by an empirically based conversion of midsagittal cross dimensions to the area function. Hence, control of the detailed vocal-tract shape at the level of cross-sectional area is less direct than with an area function model. A possible exception is a recently developed model that utilizes midsagittally based control parameters, but avoids the cross-dimension transformation to area by generating vocal-tract shapes based on three-dimensional data obtained from MRI ͑Badin et al., 1998; Badin et al., 2002͒. Though admittedly an abstraction of articulatory reality, the area function is the representation that does provide the most direct theoretical connection between vocal-tract shape and resulting acoustic characteristics. A parametric model of the area function is useful for situations in which precise control of the detailed structure of the vocal-tract shape is desired. For example, such a model may have applications in studying source-tract interactions ͑Ishizaka and Flanagan, 1972; Titze and Story, 1997͒ , investigating relations between vocal-tract structure and acoustic characteristics that are relevant to phonetic categories ͑e.g., Fant, 1960; Stevens, 1989͒ and voice quality ͑Story, Titze, and Hoffman, 2001; Story and Titze, 2002; Story, 2004͒ , and understanding tract length scaling effects ͑e.g., Nordström, 1977; Goldstein, 1980; Fitch and Giedd, 1999͒ . In addition, an area function model can be an essential component in synthesizing high-quality speech a͒ A preliminary version of this paper was presented at the 146th Meeting of the Acoustical Society of America.
for presentation to listeners in perceptual tests when vocaltract variables are the quantities to be manipulated rather than acoustic characteristics. There are also possible technological applications of synthesis based on area functions ͑Shadle and Damper, 2001; Sondhi, 2002͒. The most straightforward form of an area function model ͑but perhaps the most inefficient͒ consists of a direct specification of the cross-sectional areas extending from the glottis to the lips. The parameters in this case are simply the areas themselves. Variation over time requires interpolation from one complete area function ͑representing one phonetic element͒ to another. In this approach, area data obtained from imaging studies ͑e.g., Fant, 1960; Narayanan, Alwan, and Haker, 1995; Story, Titze, and Hoffman, 1996; Baer et al., 1991͒ can be used directly, but the ability to create realistic time-varying vocal-tract shapes ͑i.e., area functions that did not exist in the original data set͒ is limited.
Specification of the area function with a small set of physiologically relevant parameters forms the basis for more parsimonious models. Examples are the well-known ''threeparameter '' models ͑Fant, 1960; Stevens and House, 1955͒ , where the constriction location X c ͑distance from glottis or lips to the constriction͒ and area A c are specified along with a ratio of the length of the lip opening to its area (l/A). The areas corresponding to the tongue section are determined by a continuous mathematical function ͑e.g., parabola͒ constrained by the three parameters. To be more flexible in the variety of shapes that can be generated, these models have been modified in various ways. Atal et al. ͑1978͒ extended the number of parameters to five, whereas Lin ͑1990͒ incorporated separate continuous functions for the back and front cavities.
Another type of area function model was proposed by Mrayati, Carré, and Guérin ͑1988͒, where the parameters were derived purely from acoustic considerations. The vocal tract was divided into separate ͑distinct͒ regions, each of which has a sensitivity to formant frequency change that is predictably related to an increase or decrease in crosssectional area of a particular region. To control the first three formant frequencies, the cross-sectional area of eight regions of unequal length must be specified as parameters. This model is perhaps less interpretable than the previous ones in terms of articulation, but is interesting in the sense that sufficient control parameters could be derived in the absence of articulatory knowledge.
An eventual goal of developing a parametric area function model is to accurately reproduce connected speech. That is, speech created by a vocal tract whose shape alternates between those of vowels and consonants or from one vowel to another. Whereas the models discussed previously are most relevant for vowel articulations ͑consonant characteristics are not specifically parametrized͒, it is conceivable that they could be modified or extended to create consonant-like vocal-tract shapes ͑Lin, 1990͒, perhaps by allowing the minimum area to approach or become zero. Simulation of connected speech would then be carried out by interpolating a sequence of parameter values over the time course of an utterance. A linear sequencing of vowel and consonant events, however, is limited in its representation of coarticulation in natural speech. For instance, a spectrographic study of vowel-consonant-vowel ͑VCV͒ syllables led Ö hman ͑1966͒ to suggest that a consonant gesture ͑constriction͒ is superimposed on an underlying vowel substrate. He concluded that ''A VCV utterance of the kind studied here can, accordingly, not be regarded as a linear sequence of three successive gestures.'' The implication is that speech proceeds as a series of independently controlled vowel-to-vowel transitions, interrupted by superposition of consonant perturbations ͑Fujimura, 1992͒. Ö hman ͑1967͒ subsequently proposed a model that allowed for interpolation of the midsagittal cross distance ͑width͒ of one vowel shape to another, over the time course of a syllable. Simultaneously, a consonant constriction function was activated to a degree that also varied over the same time course as the vowel component. At each successive point in time, the consonantal function was superimposed on the modeled vowel substrate to produce a composite tract shape. This view contrasts somewhat with that of Kozhevnikov and Chistovich ͑1965͒, who suggested that the consonant-vowel syllable ͑or C n V, where n denotes multiple consonants͒ is the primary domain over which coarticulation occurs. In other words, the vocaltract shape for a consonant or consonant cluster is significantly influenced by the articulatory characteristics of the following vowel, but less so due to the preceding vowel. In either case ͑and based on much research of coarticulatory processes͒, it is apparent that the vocal-tract shape at any point in time will be affected by the articulatory demands of adjacent vowels and consonants. Hence, an area function model must be capable of representing and combining the influences of consecutive articulatory events. Ö hman's ͑1966, 1967͒ paradigm has influenced various control strategies for articulatory and area function types of models. As discussed by Mattingly ͑1974͒, Nakata and Mitsuoka ͑1965͒, and Ichikawa and Nakata ͑1968͒ implemented the idea of superimposing a consonant on a vowel-vowel transition in a rule-based speech synthesizer. Similarly, Båvegård ͑1995͒ and Carré and Chennoukh ͑1995͒ have both reported vocal-tract area function models where consonant constrictions are superimposed on an interpolation of a vowel-to-vowel transition. In addition, Browman and Goldstein's ͑1990͒ development of ''articulatory phonology'' seems also to be motivated, at least in part, by Ö hman's work. In their view, speech is produced by a series of overlapping gestures created by activation of ''tract variables'' such as constriction location and degree of the tongue body and tip.
The purpose of this paper is to describe a kinematic model of the vocal-tract area function that is loosely based on Ö hman's concept of a vowel substrate and superposition of a consonantal perturbation. The structure of the model is defined by four perturbation ''tiers,'' 1 ͑see Fig. 1͒ that together generate a composite time-varying area function. The starting point is a ''neutral'' area function, defined as a vocaltract shape that produces nearly equally spaced formant frequencies. In tier I, deformation patterns extending from glottis to lips perturb the neutral area function into a specific vowel-like shape, thus forming the vowel substrate. A superposition function is generated in tier II that alters the shape of the vowel area function in specific regions along the vocal-tract length in order to produce consonantal constrictions. Perturbations of the vocal-tract length can be imposed by tier III, whereas a fourth tier incorporates control of the coupling of the vocal tract to the nasal passages. The parameters within each tier can be time varying; hence, the area function at any instant of time is represented as the combination of the vowel substrate, a superimposed consonantal element, possible lengthening or shortening of various portions of the vocal-tract length, and nasalization. The model is also intended to be flexible enough for easy interchange of components that are characteristic of different speakers. That is, the structure of the underlying vocal tract can be specified independently of the model parameters.
The model is presented here to establish a framework for ͑1͒ future studies of the relation between vocal-tract shape and acoustics for connected speech; ͑2͒ generating stimuli for perceptual experiments based on manipulation of area function parameters; and ͑3͒ eventually producing sentencelevel synthetic speech. The specific aim of this paper is limited to a description of the parameters within each of the four tiers and their functional relation to the underlying model. Demonstrations of time-varying area functions and their corresponding acoustic characteristics are also included to verify the concept.
II. AREA FUNCTION MODEL
A schematic representation of the four-tier model is shown in Fig. 1 and descriptions of the components and parameters are given in the Nomenclature. In the first column of the figure are structural components of the vocal tract used to build the foundation of the model. In tiers I and III, these components depend only on the distance from the glottis, as represented by the index i, and are modified ͑by substitution͒ only if a different speaker's vocal-tract characteristics are desired. The index variable i extends from 1 to N vt , where the area function is assumed to contain N vt cross-sectional areas, concatenated as ''tubelets'' and ordered consecutively from glottis to lips. Similarly, a length function will contain N vt sections representing the length of each tubelet in the area function. Other components of the model contributing to the area or length functions must also contain this same number of sections. Throughout this paper, area functions and associated components contain N vt ϭ44 sections.
2 The morphological representation of the nasal tract operates on a different index system j, in which the cross-sectional areas are ordered from the point of vocal-tract coupling to the nares.
The control parameters for each tier, shown in the second column of Fig. 1 , are used to transform the structural elements ͑in column 1͒ into a vocal tract whose shape can be varied over time. Tiers I and II generate time-dependent area perturbations in the form of the vowel substrate V(i,t) and consonantal superposition functions C k (i,t). Together, they produce the composite area function
where N c is the number of consonantal functions. For many cases, only one consonantal function is needed to impose the appropriate constriction. Multiple functions are necessary in cases where simultaneous constrictions may occur. For example, during the production of a consonant cluster such as ͓2!͔, there would be a period of time where both the tongue tip and lips are involved in the creation of two separate constrictions. As will be shown in a later section, all C k 's have exactly the same mathematical form, but the control parameters allow for specification of different characteristics of the constriction. The third tier facilitates length perturbations at the glottal and lip ends of the vocal tract. The output is the timevarying composite length function L(i,t), and contains N vt elements representing the length of each tubelet in the area function at a specific instant of time. A cumulative length function X representing the actual distance from the glottis can be derived from L as
Nasalization is controlled by the fourth tier. At this point, the only parameter is the time-dependent area of the nasal port. It is assigned to a separate tier ͑rather than embedding it in tiers I or II͒ to allow acoustic coupling to the nasal tract for either nasal consonant production or nasalization of vowels. Other parameters may be included in the future that more adequately account for the shape of the velopharynx, location of the coupling port, or other changes that may occur during speech production. Additional ''sidebranches,'' such as the piriform sinuses and sublingual cavities, also contribute to the overall acoustic character of FIG. 1. Diagram of the four-tier area function model. Tier I produces a vowel substrate and tier II generates a superposition function for a consonant. Vocal-tract length changes are generated by tier III, and nasal coupling in tier IV. The ''base structural components'' are dependent only a spatial dimension, whereas the ''final outputs'' are dependent on both space and time.
speech. They are not, however, currently included in this model.
An example area function is shown in Fig. 2 . It is plotted in stair-step fashion to demonstrate the concatenation of tubelets along the vocal-tract length. Each tubelet has a cross-sectional area as shown by its vertical extent on the y axis, and a length as indicated for the Nth tubelet on the right side of the graph. Note that the index i corresponds to the tubelet number; for brevity, these numbers are shown only above the first nine sections. The x axis, however, is shown as ''distance from the glottis'' in units of centimeters, which results from using Eq. ͑2͒ to generate the cumulative length function ͓i.e., A(i) has been plotted against X(i)]. True distance units can be assigned to the x axis of the area function and associated perturbation functions, but many of the figures in subsequent sections will simply use i as the x axis. The nasal coupling location is indicated to be at approximately section 22, or 8.7 cm from the glottis.
It is noted that 14 time-varying control parameters are specified in this model ͑see column 2 in Fig. 1 and the Nomenclature͒. Relative to some existing area function models, this is a relatively large number of parameters for which to specify accurate time variations. As will be shown in subsequent sections, however, the parameters do support a precise description of the area function and allow a wide range of flexibility for specifying how the tract shape changes over time. The model has also been designed so that tiers II, III, and IV can be effectively removed, if desired, by setting the parameters to constant values. To model, for example, constant-length, non-nasalized, vowel-vowel transitions,
, and a np (t) could be set to zero and all of the other parameters in their respective tiers would become irrelevant, essentially reducing the model to the two parameters in tier I. Similarly, any of tiers II, III, or IV could be utilized independently of the others by providing appropriate parameter values. Eventually some parameters may be found to covary and would not necessarily require a separate specified time variation. For instance, the constriction range r c j (t) and skewing quotient s c j (t) are likely to be related to the constriction location l c j (t); hence, three parameters could perhaps be collapsed into one.
A. Tier I: Vowel substrate
The first tier is based on previous work where a principal components analysis was used to decompose a speakerspecific collection of vowel area functions into a neutral tract shape and a set of basis functions, referred to as modes ͑Story and Titze, 1998͒. The modes perturb the neutral tract shape according to the following equation:
where the sum of the terms in brackets represents a set of diameters extending from the glottis to the lips. The squaring operation and scaling factor of /4 converts the diameters to areas. ⍀(i) is referred to as a neutral diameter function 3 and 1 (i) and 2 (i) are the modes. The time-dependent parameters q 1 (t) and q 2 (t) are coefficient values that, when multiplied by the corresponding mode and added to the neutral diameter function as in Eq. ͑3͒, construct a desired vowel. The modes have been shown to capture aspects of vowel articulation that allow the model to produce vocal-tract shapes whose acoustic characteristics span a typical F1 -F2 vowel space ͑Story and Titze, 1998͒. Note that when q 1 ϭq 2 ϭ0, the area function specified as (/4)⍀ 2 (x) is expected to produce nearly equally spaced formant frequencies, hence the name ''neutral. '' This form of the vowel substrate was developed with the assumption that ⍀(i), 1 (i), and 2 (i) could be derived from an adequate inventory of any speaker's vocal-tract area functions. Thus, different speakers' vocal tracts could be modeled by simply interchanging these components. Preliminary data supportive of this assumption were presented in Story ͑2002͒, but future analyses of additional MRI-based area function data will need to be performed for verification of the concept, and to provide vowel substrate components for other speakers. The remainder of this paper will utilize the ⍀(i), 1 (i), and 2 (i) based on MRI-obtained area functions for a single male speaker ͑Story et al., 1996͒. They are given in numerical form in Appendix A.
B. Tier II: Consonant perturbation function
The purpose of the second tier is to generate perturbation functions C k (i,t) that, when multiplied element-byelement with V(i,t), superimpose consonant constrictions on the vowel substrate. The parameters in this tier are the location, area, range, and skewness of the constriction. Location and area roughly correspond to the standard phonetic specifications of place and degree of constriction, whereas the range defines the amount of vocal-tract length over which the constriction will influence the tract shape. The skewness parameter allows for constriction asymmetry along the tract length dimension. An additional parameter is the constriction ''magnitude,'' which is the means by which the constriction is activated or deactivated. Whereas multiple consonant superposition functions C k (i,t) can be generated ͓see Fig. 1 and Eq. ͑1͔͒, they are mathematically identical and their implementation requires only separate specification of the parameters. Hence, only a single constriction will be addressed in the following formulation.
The perturbation has been implemented mathematically with a Gaussian function of the basic form
where l c is the constriction location. The parameter r c is the range, and is defined to be the distance between points along the vocal-tract length where the consonant function C(i) is equal to 0.5. This is assured by use of the constant ln ͑16͒. In this particular formulation, the parameters must be specified in terms of the index i; however, i could be substituted with X(i) ͓Eq. ͑2͔͒ so they could be specified in actual units of distance. The function will have a value of zero at the point where iϭl c , and will asymptotically approach 1.0 on either side of this point. An example is shown in Fig. 3 for the case of l c ϭ24 and r c ϭ8. C(i) is equal to 1 for iϭ͓1,12͔, after which it decreases continuously and becomes zero at iϭ24 ͑i.e., iϭl c ). At locations iϾ24, C(i) gradually increases back to a value of 1. Note that C(i)ϭ0.5 at both iϭ20 and iϭ28, due to the range setting of r c ϭ8.
The Gaussian formulation is straightforward to implement and control because it asymptotically returns to the desired value of 1.0 away from the constriction location. Other functions, such as a cosine, can also be used to create the constriction. These, however, require a piecewise concatenation of linear segments with the cosine to complete the function along the entire length of the tract. Also, care must be taken to ensure that a cosine function behaves properly when the constriction location is near the glottal or lip ends. As partial verification, it will be shown in a later section that a Gaussian-based function, superimposed with the vowel substrate, can reasonably approximate consonant area functions obtained directly from imaging experiments.
To accommodate additional parameters for controlling the shape and timing of the constriction, Eq. ͑4͒ can be modified to take the form
͑5͒
In this equation, d c (t) is considered to be the ''degree'' of the constriction, and is determined by the ratio of the desired cross-sectional area a c (t) at the point of maximal constriction, to the area of the vowel substrate at the location l c (t) at some specific instant of time. It is calculated by
When a c (t) is equal to zero, d c (t) will be 1, as was the case implicitly in Eq. ͑4͒. But, a c (t) can also be assigned a value greater than zero to allow for a constriction that does not occlude the vocal tract, as would be necessary for production of fricative and affricate consonants. 4 The parameters r c b (t) and r c f (t) in Eq. ͑5͒ are determined from the previously defined range r c (t), and a skewing quotient s c (t)
When s c (t)ϭ1, the total range is distributed equally upstream and downstream of the constriction location, creating a symmetric superposition function. A skewing quotient that is less than or greater than 1 will distribute the specified constriction range asymmetrically around l c (t), which may be needed to adequately represent some consonant shapes. Shown in Fig. 4 are two examples of C(i) that were generated with different skewing quotients. In both cases, the constriction location is l c ϭ24 and the range was set to r c ϭ8.
The first case ͓Fig. 4͑a͔͒ is for a skewing quotient of s c ϭ0.3, where a larger portion of the range is distributed to the downstream side ͑toward the lip end͒ of the constriction location. In the second case ͓Fig. 4͑b͔͒, s c ϭ3, and the distribution of the range is reversed; a larger portion of the range is to the upstream side of the constriction location. The parameter m c (t) in Eq. ͑5͒ is the ''magnitude'' of the consonant and serves primarily as a timing function to activate and deactivate the consonantal perturbation. In a sense it can be considered a switch, albeit continuous, that allows the constriction to be formed, more or less, depending on its value at a specific point in time. If m c (t)ϭ0, the consonant perturbation is effectively removed because C(i,t) will have a value of 1 over the entire length of the vocal tract, regardless of the other parameter values. In contrast, when m c (t)ϭ1 the cross-sectional area of the constriction specified by a c (t) is fully realized in the area function. To simulate connected speech at the syllable or word level, m c (t) would need to continuously vary between zero and 1 to impose and remove consonants at the appropriate instants of time. If m c (t) is constrained to a maximum value of 1, however, the constriction area will only be realized over FIG. 3 . Example consonantal superposition function C(i) corresponding to Eq. ͑4͒. In this case l c ϭ24 and r c ϭ8.
a single section along the tract length ͑i.e., the area of tubelet that is closest to l c will be zero͒. For many constriction articulations, an occlusion created by the tongue and lips may consume a larger portion of the tract length than a single tubelet section. Thus, m c (t) is allowed to exceed 1.0 to force the cross-sectional areas of several consecutive tubelets to be zero, if necessary. With the condition
C͑i,t ͒ϭmax͓C͑ i,t ͒,0͔, ͑9͒
the constriction may be ''spread'' over a greater portion of the vocal-tract length. An example combination of a single constriction perturbation and vowel substrate is shown in Fig. 5 for a static case ͑not time dependent͒. The vowel has been set to the neutral shape V(i)ϭ(/4)⍀ 2 (i), and the consonant parameters are, l c ϭ24, a c ϭ0 cm 2 , r c ϭ8, s c ϭ0.5, and m c ϭ1.1, where the location and range are specified in terms of the index i. The figure contains three plots: the vowel is at the top, the consonant perturbation is in the middle, and the composite area function A(i)ϭV(i)C(i) is at the bottom. It is observed that A(i) retains the shape of the vowel, except in those sections where the consonant function is less than 1. In these sections the characteristics of both the vowel and the consonant perturbation are expressed in the final output. Note that setting m c ϭ1.1 causes the area to be zero over approximately four sections, effectively spreading the constriction.
C. Tier III. Length perturbation function
Length modifications are generated in tier III with two superposition functions, similar to those for the consonant constrictions. They are superimposed on a length vector and are designed to either increase or decrease the length of specified portions of the vocal tract.
A nominal or base length vector ͑length of each tubelet in the area function͒ consists of N vt equal elements
where ⌬ϭthe tubelet length.
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The first function, ␣(i,t), is intended to produce a length modification near the glottal end of the vocal tract, roughly corresponding to a lowering or raising of the larynx. The function is written as ␣͑i,t͒ϭ1ϩ p g ͑ t ͒e
where p g (t) is the amount of larynx lowering (p g Ͻ0) or raising (p g Ͼ0). The denominator in the second term of the equation is a scaling factor that allows p g (t) to be specified in actual units of distance ͑e.g., centimeters͒. The parameter l g (t) is the location within the length vector where the length change is centered and maximal. It must be specified in terms of the index i, much like the constriction location in Eq. ͑5͒. The parameter r g (t) is the number of elements within the length vector over which the length change is distributed. The constant K is set to a value of 2 ln (10 000) to ensure that the length change affects only the number of elements specified by r g (t) . A length perturbation function near the lip end of the vocal tract is needed to represent retraction or protrusion of the lips. Mathematically, this is performed with a function identical to that at the glottal end, except the parameter subscripts are changed. Thus ␤͑i,t͒ϭ1ϩ
where p m (t) is the amount of lip retraction (p m Ͻ0) or protrusion (p m Ͼ0) specified in units of distance, l m (t) is the location where the length change is centered, r m (t) is the extent over which the length change is distributed, and K ϭ2 ln(10 000). Typically, the settings for l g and l m are 1 and N vt , respectively, so that the maximal length change occurs at the extreme ends of the vocal tract. Equations ͑11͒ and ͑12͒ are general enough, however, that l g and l m can be set to any location along the vocal tract. The perturbed length function is calculated as the product
resulting in a new length vector with N vt elements, representing modified tubelet lengths. As a demonstration, length changes of p g ϭϪ1 cm at the glottal end, and p m ϭϩ2.0 cm at the lip end, were generated with the length perturbation functions. The locations of maximal length change were l g ϭ1 and l m ϭ44, while both r g and r m were set equal to 8. The product of ␣(i,t)␤(i,t) alone is shown in Fig. 6͑a͒ , where it is less than 1 at the glottal end for the decrease in length, equal to 1 from iϭ9 to iϭ35 for no length change, and greater than 1 near the lips to increase the length. The composite length function L(i,t) is plotted in Fig. 6͑b͒ . It has an identical shape to that in Fig. 6͑a͒ , but the amplitude has been scaled by the nominal length vector. Thus, the plot shows the tubelet length for every element of the length function. The effect of the modified length vector on an area function is shown in Fig. 6͑c͒ . It is plotted in stair-step form as a function of distance measured from the middle of vocal-tract length, so that the increase or decrease in tubelet length can be easily observed. The lip protrusion can be seen at the right side of the plot, where the length of the lip end of the vocal tract has been increased by 2 cm. The contributions to this overall change come from the gradual length increases of tubelets 36 to 44, where the maximum change is at tubelet 44. The length change at the glottal end can be seen at the left side of Fig.  6͑c͒ , where the lengths of tubelets 1 to 8 have been shortened to create the 1 cm reduction in length.
D. Tier IV: Nasalization
As shown previously in Fig. 1 , the cross-sectional area of the nasal port is the sole parameter in tier IV. In this simple implementation, it is assumed that the area function of the nasal tract is essentially static ͑unchanging͒ during speech production except for the nasal port area a np (t). Other than the first section, the basic cross-sectional area morphology of the nasal tract contained in base function N( j) ͑e.g., Dang and Honda, 1994; Story, 1995͒ will essentially pass unchanged through tier IV to the final output as A n ( j,t). The first section, A n (1,t), is set equal to the coupling area a np (t) and will be zero, except during production of nasal consonants and nasalized vowels. Although beyond the scope of the present study, cross-sectional area changes in the velopharynx and main vocal tract when the nasal port is open could be more accurately represented by including additional parameters ͑e.g., Maeda, 1982͒. Volumetric imaging studies of nasal consonants and nasalized vowels would be an ideal method for providing data to establish the appropriate parametric representation.
III. STATIC CONSONANTS

A. Stops, nasals, and fricatives
Consonant area functions measured with MRI were reported by Story et al. ͑1996͒ for the same speaker on which the ''modes'' in Appendix A are based. In addition, four fricative area functions were collected at the same time, but have not been previously published. They are given in numerical form in Appendix B. All were ''static'' consonant shapes because the image acquisition methods required the speaker to maintain a particular vocal-tract configuration for approximately 10 seconds, and repeat it numerous times. Image sets for consonants with an occlusion of the vocal tract were necessarily acquired in their voiceless form, but it is FIG. 6 . Example of vocal-tract length change produced by tier III, based on Eqs. ͑11͒, ͑12͒, and ͑13͒. Parameter p g , representing length change at the glottal end, was Ϫ1 cm, and p m , representing length change at the lip end, was ϩ2 cm. The range at both ends (r g and r m ) was set to be 8 sections. ͑a͒ Product of ␣(i,t)␤(i,t); ͑b͒ length function L(i,t); ͑c͒ effect of modified length vector on an area function. The x axis is shown as distance from the center of the vocal-tract length so that length changes at both ends of the vocal tract can be easily observed.
assumed that these tract shapes could be used to guide the synthesis of either a voiced or voiceless consonant. In an attempt to create a neutral vowel context, the speaker was also asked to produce each consonant as if it were preceded and followed by a schwa ͓.͔. Under these conditions, the resulting area functions do not provide information about coarticulation, but they do specify the constriction location and spatial variations for a variety of consonants. Throughout this section, the measured consonant area functions are used to test the ability of the model described in Sec. II to generate area functions suitable for consonant production. Because the area functions are static, the time dependence of the parameters will be eliminated for the following explanation.
Model parameters for each consonant were first adjusted with an optimization algorithm until a ''best fit'' was determined by minimizing the squared difference between the area functions generated by the model and obtained from measurement. Additional manual tuning was needed to ensure that the portion of the area function dominated by the constriction was fit closely. Comparisons of the original measured and modeled area functions are shown in Figs. 7 and 8. From observation, the fit of the model to the measured consonants appears to be reasonably good, at least in the region of the constrictions. The gross shape in the portions of the area function away from the constrictions also appears well represented in most cases, although there are some large local deviations. For ͓&͔ and ͓)͔, the model captures the appropriate shape variation along the tract length, but the actual areas were considerably different.
To provide an assessment of the similarity of the area function shape produced by the model parameters relative to FIG. 7 . Comparison of measured area functions ͑dashed lines͒ for six consonants with those generated by the area function model ͑solid lines͒. In each plot, a correlation coefficient and the rms error is shown at the upper righthand corner, providing an indication of the fit between measured and modeled area functions. The model parameters for each consonant are given in Table  I . For the three nasal consonants, the coupling point between the vocal tract and nasal passages is indicated with a vertical line. Each measured area function shown in this figure has been smoothed prior to fitting the model parameters.
the original measurements, a correlation coefficient ͑R͒ was calculated for each pair of measured and modeled area functions. The calculation was performed by dividing the covariance of a given pair of area functions by the product of their standard deviations ͑e.g., Taylor, 1982͒ . As an indication of the absolute differences in cross-sectional area between each measured and modeled pair of area functions, an rms error was also calculated. The correlation coefficients and rms values are shown at the upper-right side of each plot in Figs. 7 and 8. For seven of the ten consonants RϾ0.9, indicating that the overall shapes of the model-generated area functions were well correlated with the measured versions. The other three consonants generated with the model are somewhat less correlated with Rϭ0.88, 0.79, 0.83, for ͓!͔, ͓&͔, and ͓)͔, respectively. The maximum rms error was 1.14 cm 2 for ͓&͔, and the minimum was 0.24 cm 2 for ͓%͔. The rms error was generally lowest for the consonants with high correlation coefficients. The exception was ͓G͔, for which Rϭ0.95 and the rms error was 1.02 cm 2 . Parameter values for each consonant resulting from the optimization process are given in Table I . These data are arranged in three groups consisting of stops, nasals, and fricatives. Within each group they are ordered in terms of their location within the vocal tract. The consonants with a complete occlusion of the vocal tract ͓͑!,#,%,&,',G͔͒ all required the magnitude setting m c to be greater than 1. This is to account for the extended region within these area functions where the constriction area a c is zero. In addition to the FIG. 8 . Comparison of measured area functions ͑dashed lines͒ for four fricative consonants with those generated by the area function model ͑solid lines͒. Again, in each plot, a correlation coefficient and the rms error is shown at the upper right-hand corner, providing an indication of the fit between measured and modeled area functions. The model parameters for these consonants are also given in Table I and each measured area function shown in this figure has been smoothed prior to fitting the model parameters. constriction, the nasals also required the nasal coupling a np to be greater than zero. However, a np was not included in the optimization process and the values for it shown in Table I were taken directly from Story et al. ͑1996͒. For the four fricatives, m c was equal to 1, and the constriction area was set slightly greater than zero to allow for a narrow orifice connecting the back and front cavities. In general, the range of the constrictions r c increased as the location was moved from the lips toward the glottis. The exception is in the nasal series where the range of 11 sections for ͓'͔ exceeds the 8 sections for ͓G͔. Skewing quotients (s c ) were determined to be 1.0 for the consonants with constriction locations at or near the lips ͑i.e., ͓!,&,)͔͒. For the stops and nasals with constriction locations farther back in the vocal tract ͓͑#,%,',G͔͒, the skewing quotient needed to be greater than 1. In the fricative series the reverse occurred; s c was less than 1 for all locations posterior to the lips.
If the measured area functions could have been determined from image sets collected during the actual production of a VCV instead of a static posture, q 1 and q 2 should, presumably, have been equal to zero since the speaker was asked to produce each consonant as if it were preceded and followed by a schwa ͓.͔ ͓roughly equivalent to (/4)⍀ 2 (x)]. As shown in Table I , however, q 1 and q 2 were set to values different than zero for most of the consonants; only ͓%͔ had q 1 ϭq 2 ϭ0. It must concluded that either the speaker did not accurately produce the consonant configuration within an ͓.C.͔ utterance, or these are the shape changes that need to be imposed on an ͓.͔ to accommodate a particular constriction. Nonetheless, the important result is that the consonant perturbation model can generate area functions that are reasonably well matched to those measured from volumetric imaging. 
B. Liquids
In addition to the ten consonants discussed previously, Story et al. ͑1996͒ also reported area functions for static productions of ͓É͔ and ͓(͔ ͑for ͓(͔, the cross-sectional areas of the two lateral pathways were summed and incorporated into the area function͒. These were similarly fit with the area function model, but each required two consonant superposition functions to produce an adequate representation of the original. The two upper plots of Fig. 9 show comparisons of the original measured and modeled area functions; the corresponding parameter values are given in the upper part of Table II . For both ͓É͔ and ͓(͔, the first consonantal function was centered at element 12 and set to areas of 1.0 and 3.5 cm 2 , respectively. ͑The sizes of these cross-sectional areas are large enough that they could be considered consonantal ''settings'' rather than constrictions.͒ The second constriction for the ͓É͔ was centered at element 35 and set to an area of 0.6 cm 2 ; for ͓(͔ a similar constriction was imposed at element 40 with area equal to 1 cm 2 . The combination of the two constrictions and the settings of the two vowel substrate parameters given in Table II generates area functions for both consonants that are reasonably close to the originals, as determined both by visual comparison and calculated correlation coefficients of 0.89 for ͓É͔ and 0.86 for ͓(͔. The calculated rms error values are also similar to those determined for the previous consonants.
As noted in Story et al. ͑1996͒, the measured area functions for ͓É͔ and ͓(͔ produced formant frequency patterns that were not closely representative of those determined from recorded speech. This was primarily due to constriction cross-sectional areas that were too large. Two additional area functions were generated with the area function model that better represent the appropriate acoustic characteristics for these consonants. The parameters are given in the lower part of Table II and the area functions are shown in the bottom two plots of Fig. 9 . Specifically, the shift of the second constriction location for ͓É͔ to element 32, the change in crosssectional areas of a c1 and a c2 , and overall reshaping of the area function with different vowel substrate parameters lowers the third formant (F3) from 2.3 kHz for the original to approximately 1.75 kHz, which is more in line with reported values ͑Peterson and Barney, 1952; Lee, Potamianos, and Narayanan, 1999; Espy-Wilson, 1992͒. The primary modification for ͓(͔ was a decrease in the second constriction area as well as a change in the vowel substrate parameters. These changes combine to increase the third formant frequency from 2.7 kHz for the original area function to about 3 kHz, also similar to reported values ͑Espy-Wilson, 1992͒.
It is noted that the area function model ignores the presence and possible effects of lateral pathways for the ͓(͔ and sublingual cavities for both ͓(͔ and ͓É͔ ͑Espy-Wilson, 1992; Espy-Wilson et al., 2000; Alwan, Narayanan, and Haker, 1997; Narayanan, Alwan, and Haker, 1997͒. For more accurate representations, the model may eventually need to be augmented with parameters and associated structural components that more closely replicate these differences. In addition, the attempt in this section has been to use the measured area functions as a starting point for the many possible variants of ͓(͔ and ͓[͔ ͑Alwan and Haker, 1997; Narayanan and Haker, 1997͒. This would require a variety of possible settings of the constriction parameters.
The measured area functions used in this section represent only limited instances of consonant production, but they do provide reasonable test cases for assessing the capability of the area function model. The tests demonstrate that the model does have the flexibility to generate realistic area functions within the consonant superposition paradigm and provides parameter values that can be used as a starting point for simulation of consonants.
IV. TIME-VARYING AREA FUNCTIONS
Throughout the description of the area function model in Sec. II, the parameters were shown as time-dependent variables. In this section, a series of time-varying area functions was generated that simulates possible vowel-vowel ͑VV͒ and vowel-consonant-vowel ͑VCV͒ utterances. For each case, the duration of the utterance was 0.5 s and vocal-tract area variations were accomplished by allowing three parameters to vary with time: two mode coefficients, q 1 and q 2 , that create the vowel substrate, and the consonantal magnitude m c . Other parameters such as the area, location, and FIG. 10 . Mapping between mode coefficients (q 1 and q 2 ) in ͑a͒ and formant frequencies (F1 and F2) in ͑b͒. The curved white lines in the upper plot are the coefficient variations that would produce the corresponding linear formant trajectories for ͓(Ç͔ and ͓ÄÉ͔ in the lower plot. The white dot located at q 1 ϭq 2 ϭ0 in the coefficient plot corresponds to the white dot in the F1 -F2 plot.
range of the constriction were changed for each case but were held constant over the duration of the simulated utterance. Additional cases are presented that utilize more parameters to simulate a two-consonant cluster ͑VCCV͒, vocaltract length change during a VV transition, and a VCV with a nasal consonant.
A coefficient-to-formant mapping ͑Story and Titze, 1998, 2002͒ was used to determine the time variations of the tier I parameters, q 1 (t) and q 2 (t), that would approximate the VV transitions ͓(Ç͔ and ͓ÄÉ͔. The mapping is shown in Fig. 10 . In the upper panel ͓Fig. 10͑a͔͒ is a set of 6400 pairs of q 1 and q 2 coefficients, bounded by the maximum and minimum values given in Table IV . The point where q 1 and q 2 are both equal to zero is indicated with the white dot. The two curves are coefficient trajectories that, when sampled with an appropriate time step (⌬Tϭ0.0125 for the present examples͒, can produce time-varying area functions for ͓(Ç͔ or ͓ÄÉ͔, respectively. The mesh in Fig. 10͑b͒ is comprised of first and second formant frequencies corresponding to the area functions produced with the coefficient pairs in the upper panel mesh. The straight lines in this figure are F1 -F2 formant trajectories that correspond to the q 1 -q 2 coefficient curves for ͓(Ç͔ and ͓ÄÉ͔ in Fig. 10͑a͒ . The F1 -F2 trajectories were deliberately chosen to be linear VV transitions; however, any F1 -F2 trajectory measured from natural, recorded speech could be mapped to corresponding q 1 -q 2 coefficient curves, as long as the formant trajectory remains with the boundaries of the F1 -F2 space ͑black mesh͒ ͑Story and Titze, 2002͒. The coefficients q 1 (t) and q 2 (t) for each vowel transition are shown as functions of time in Figs. 11͑a͒ and ͑b͒.
The time variation for the consonantal parameters was generated by a fifth-order polynomial function that produced a ''minimum jerk'' movement ͑Hogan, 1982͒. Other functions such as cosine, damped second-order system, or minimum energy ͑e.g., Nelson, 1983͒ could also be used. A minimum jerk transition from one position to another can be specified mathematically as where u o and u f are the initial and final positions, respectively, and T is the duration of the movement. Thus, any of the time-varying parameters of the area function model could replace the general variable u, and Eq. ͑14͒ would determine its time course of change from one specified value to another. This method of specifying the time variation of parameters is perhaps overly simplistic, but at this point serves the purpose of demonstrating some of the capabilities of the model.
A. VV simulations
The first case is shown in Fig. 11͑a͒ , where q 1 (t) and q 2 (t) initially specify an approximation of the vowel ͓(͔ and change over time to values representative of the vowel ͓Ç͔. Also shown is m c (t), which is zero across the entire utterance. This means that the consonant tier ͑tier II͒ is effectively shut off, and the result is a VV transition. The variation of the area function over time is presented as a threedimensional plot in Fig. 11͑c͒ , where the transition from ͓(͔ to ͓Ç͔ can be observed in terms of 40 successive area functions, spaced 0.0125 s apart. For each of the area functions within the ͓(Ç͔ transition, a frequency response function was calculated ͑Sondhi and Schroeter, 1987͒, and from it the first three formant frequencies were determined with a peakpicking algorithm. Figure 11͑e͒ shows the variation of F1, F2, and F3 over the time course of the vowel transition. The spacing between the first two formants is initially large for the ͓(͔. F2 then decreases by about 1 kHz in its transition to ͓Ç͔, while F1 remains constant at 0.5 kHz, and F3 changes only slightly.
The second column of Fig. 11 presents an analogous case, but with the mode coefficients set to approximate the transition from ͓Ä͔ to ͓É͔ ͓Fig. 11͑b͔͒ and m c (t) is set to zero over the entire utterance. Figures 11͑d͒ and ͑f͒ show the time variation of the area function and formant frequencies, respectively. Again, 40 successive area functions are plotted, and the formant frequencies were determined from calculation of the frequency response of each area function. Note that the choice of a linear F1 -F2 trajectory ͓see Fig. 10͑b͔͒ causes the cross-sectional area at and near the lips to be reduced prior to the formation of the midtract constriction for the ͓É͔. 
B. VCV simulations
Presented in the next six figures are cases in which the same two vowel substrates shown in Fig. 11 for ͓(Ç͔ and ͓ÄÉ͔ were used, but the consonant tier ͑tier II͒ was also activated by a nonzero time variation of m c (t) to produce a VCV. Parameters in tier II were set to approximate the consonants ͓!,#,%,Y,[͔ and ͓(͔.
Shown in Fig. 12 are two cases where a consonant constriction was imposed at the lips ͑section 44͒ with a crosssectional area of zero, and a range of 4 sections. The time course of q 1 (t), q 2 (t), and m c (t) for each case is plotted in Figs. 12͑a͒ and ͑b͒. The variations of the mode coefficients are the same as the previous case, but m c (t) now rises from zero to 1.1 to activate the constriction, and then decreases back to zero to release it. Whereas the choice to have m c (t) reach its peak 0.25 s into the utterance was arbitrary for these demonstrations, displacing the peak of the consonantal time variation to an earlier or later time point would likely create significant, and potentially interesting, changes in the formant frequency characteristics. In addition, if the goal were to match the formants to a specific production ͑recording͒ of the utterance, m c (t) would likely need to follow some other time course as well.
The parameters displayed at the top of the area function figures ͓Figs. 12͑c͒ and ͑d͔͒ were kept constant, and, with the exception of q 1 and q 2 , are the same values as those shown in Table I for ͓!͔. The resulting area functions are shown in Figs. 12͑c͒ and ͑d͒ and are essentially the same as those in Fig. 11 , except in the region near the lip end, where the cross-sectional area is decreased to zero over a time period from approximately 0.2 to 0.27 s. Note that m c (t) is greater than zero from 0.1 to 0.4 s, but the vocal tract is occluded for only the period of time where m c (t) is greater than or equal to 1.
The effect of the constriction on the formant frequencies can be seen in Figs. 12͑e͒ and period of time in which the vocal tract was fully occluded by the constriction. In both cases, the constriction perturbs all three formant frequencies downward just prior to the occlusion, and upward after its release. Formant characteristics like these for a bilabial consonant are well known ͑Stevens, 1998͒ and the figures themselves are reminiscent of those reported by Ö hman ͑1966͒ for similar initial and final vowels.
Time-varying parameters for the next two cases ͓Figs. 13͑a͒ and ͑b͔͒, appear similar to those in the previous figure. The exception is that m c (t) rises to maximum value of 1.3. More significant, however, are the changes imposed on the constant parameters, where the constriction location is set to section 39, the range is set to 6 sections, and the skewing quotient has been increased to 1.1. These settings are roughly representative of an alveolar stop consonant ͑see Table I͒ . The constriction can be seen in both time-varying area functions ͓Figs. 13͑c͒ and ͑d͔͒ by following element 39 along the time axis, where the occlusion begins at about 0.18 s and is released at 0.3 s. For the case in the left column ͑Ϸ͓(#Ç͔͒, the constriction causes F1 to decrease by a small amount prior to the vocal-tract occlusion and then it rises following the release of the consonant. During the same time period F2 and F3 both rise prior to the occlusion and then fall after it is released. The case in the right column ͑Ϸ͓Ä#É͔͒ generates the same directions of formant frequency change, even though the underlying vowel transition is different.
Two simulations of a VCV with an approximation of a velar stop consonant are shown in Fig. 14 . The time-varying parameters are, again, nearly identical to the previous cases, but with a maximum value of m c (t)ϭ1.2. The constriction location is at section 32 with a range of 10 sections, and the skewing quotient is set to 1.5. ͑Note that in Table I , l c ϭ30 was specified for this consonant; in the two vowel contexts used for these demonstrations it was necessary to set l c ϭ32 to produce formant transitions representative of a velar consonant.͒ The time-varying area function in Fig. 14͑c͒ indicates the constriction forming along the time axis at section 32; the occlusion is indicated by the arrow. In Fig. 14͑d͒ , the constriction is more difficult to see because the oral cavity portion of the vowel area function is expanded in the early stage of the utterance. Following section 32 along the time axis, however, indicates a depression in the area function that occurs at about 0.19 s. Figure 14͑e͒ shows the time-varying characteristics of F1, F2, and F3 for ͓(%Ç͔, where F1 and F3 both fall prior to the occlusion and rise after its release. F2 exhibits the opposite behavior, rising during the onset of the consonant and falling as it is released. The formant characteristics are similar for ͓Ä%É͔ ͓Fig. 14͑f͔͒, at least in terms of the direction of change for each formant.
The next two cases contain a constriction area that is nonzero, representative of a fricative consonant. Timevarying parameters are shown in Figs. 15͑a͒ and ͑b͒. The consonant magnitude m c (t) has a maximum value of 1, but, because a c ϭ0.05 cm 2 , the minimum area that is achieved during the simulated utterance will be greater than zero. The constriction parameters are taken directly from Table I for the consonant ͓Y͔. The formation of the constriction can be seen along element 42 in the time-varying area function plots ͓Figs. 15͑c͒ and ͑d͔͒, and the corresponding formant frequency patterns are displayed in Figs. 15͑e͒ and ͑f͒. Because an occlusion does not occur during the time course of the two VCVs, the formant frequencies are continuous. In both cases, F1 and F2 are perturbed downward in frequency during the presence of the consonant, whereas F3 is barely affected. Because the area function is not occluded in this case, the formant frequencies could be calculated over the entire utterance as shown in Figs. 15͑e͒ and ͑f͒, but an actual production of ͓Y͔ would be unvoiced and a spectrogram would show a discontinuity in the formant frequencies. The present ''simulation'' of the VCV is only of the time-varying area function and the resulting formant frequencies, not speech itself. Hence, the appearance of formants is not affected by the presence or absence of voicing.
Area function simulations that included ͓[͔ and ͓(͔, are given in Figs. 16 and 17 , respectively. The vowel substrate was either ͓(Ç͔ or ͓ÄÉ͔, and each consonant require two magnitude functions ͓m c1 (t) and m c2 (t)] that, in this case, both followed the same time course with a maximum value of 1. The constant parameters are those presented in Table II ͑for the ''b'' versions͒ and are shown at the top of the area function plots in each figure. The phonetic symbol ͓[͔ is used here because the constriction function creates a time-varying utterance, rather than a sustainable sound such as ͓É͔.
For the ͓[͔, a depression in the time-varying area functions ͓Figs. 16͑c͒ and ͑d͔͒ can be seen along the time axis of section 12, most significantly at time 0.25 s. Similarly, at the same point in time, the second constriction can be observed along the time axis of section 32. In either vowel substrate context, the primary effect of the constrictions on the formant frequencies ͓Figs. 16͑e͒ and 15͑f͔͒ is to lower F3 by almost 0.8 kHz to bring it momentarily to a value of about 1.77 kHz. In addition, the constrictions perturb F2 upward in frequency, whereas F1 is perturbed downward.
Area functions for the two simulations with ͓(͔ ͓Figs. 17͑c͒ and ͑d͔͒ show a slight expansion along the time axis for section 12, opposite of the constrictive effect imposed by the ͓[͔ on this same section. At section 40, the second constriction can be seen to take effect during the same time period as the first. In both vowel substrate contexts, the constrictions displace F3 upward in frequency, although the pattern of variation over time is different.
C. VCCV simulations
During speech production, two or more consonants may occur consecutively in a cluster without an intervening vowel. For example, in the word /2!((#/, multiple constrictions are rapidly formed and released prior to production of the vowel. Two area function simulations of a two-consonant cluster are presented in Fig. 18 . The vowel substrates ͓Figs. 18͑a͒ and ͑b͔͒ were again the same ͓(Ç͔ and ͓ÄÉ͔ transitions used in all of the previous examples. The two intended consonants superimposed on the vowel substrates were, in sequence, ͓!͔ and ͓[͔. Their production requires specification of three constrictions, one for ͓!͔ and two for ͓[͔, whose parameters will be the same as those in Tables I and II The resulting time-varying area functions are shown in Figs. 18͑e͒ and ͑f͒, where the three arrows indicate the location and time of each constriction. As dictated by the time course of the constriction magnitudes, there is considerable temporal overlap of the consonants, creating more complex coarticulation than in any of the previous cases. Specifically, the constrictions for the ͓[͔ begin to form during production of the ͓!͔, and are fully in place just shortly after the occlusion is released.
The formant frequencies for each case ͓Figs. 18͑g͒ and ͑h͔͒ are perturbed downward by the ͓!͔ constriction, although by different absolute amounts. In the ͓(Ç͔ context, F1 decreases by 0.25 kHz, while F2 drops by 0.8 kHz. The decrease in F1 for the ͓ÄÉ͔ context is more than 0.45 kHz, whereas the change in F2 is only 0.12 kHz. In both cases, F3 drops by about 0.2 kHz. At the point in time when the ͓!͔ constriction is released, the vocal tract is nearly configured to produce the ͓[͔, and in both cases, the third formants are located at about 1.85 kHz and decrease as the ͓[͔ becomes fully expressed in the area function. As the ͓[͔ constrictions fade, all of the formants rise to their locations for the final vowel. Most notably is F3, which increases in both cases by nearly 0.8 kHz.
D. VV simulations with vocal-tract length change
In this section, a vowel-to-vowel transition is simulated with the area function model while localized changes to the vocal-tract length are simultaneously imposed. A transition from ͓(͔ to ͓Ç͔ was generated that had a duration of 0.5 s and followed a time course dictated by the same mode coefficients as in the previous cases. Length variations were imposed by having p g (t) and p m (t) in Eqs. ͑11͒ and ͑12͒ follow the time courses shown in Fig. 19͑a͒ . Initially, p g (t) was set to Ϫ0.5 cm to simulate a shortening at the glottal end of the vocal tract and then was increased to ϩ0.5 cm. Similarly, at the lip end p m (t) was set to initially generate a 1-cm decrease in length, followed by the same amount of increase to lengthen the tract. Figure 19͑b͒ shows the length of each section ͑tubelet͒ over the time course of the utterance. Most of the 44 sections are maintained at a constant length throughout, with the exception of the glottal end ͑near section 1͒ and lip end ͑near section 44͒, which are first short- ened and then lengthened over time. The resulting timevarying area function is shown in Fig. 19͑c͒ , where the view angle has been set so that the length variations can be observed. The x axis indicates the distance from the middle of the vocal tract, as was used in Fig. 6 . Formant frequencies were determined in the same manner as the previous simulations, except that the length variations were included in the calculations. Resulting timevarying formants are plotted in Fig. 19͑d͒ ; for comparison, the dashed lines represent formants calculated in the case of constant length. In the initial 0.2 s of the utterance, the shortened tract creates an expected increase in all three formants. At 0.24 s, both p g (t) and p m (t) pass through zero, hence, the formants at this point are the same as in the constant length case. As p g (t) and p m (t) increase, the three formants are observed to decrease, as expected.
E. VCV simulations with a nasal consonant
The final two simulations were produced with the bilabial nasal consonant ͓&͔ imposed on the same ͓(Ç͔ and ͓ÄÇ͔ vowel contexts used in the previous examples. The consonant parameters were set to be identical to those for the ͓(!Ç͔ and ͓Ä!É͔ examples ͑see Fig. 12͒ , except that the nasal coupling area a np was allowed to be nonzero so that sound could be coupled to the nasal passages. The time variation of a np is shown in Figs. 20͑a͒ and ͑b͒, along with the area variation of the lip termination section in the main vocal tract ͑i.e., area of section N vt ). The nasal coupling area begins to increase from 0 cm 2 prior to the occlusion of the vocal tract, and remains nonzero until after the occlusion is released. The maximum area of a np was equal to 0.1 cm 2 , but to show the lip area on the same plot, a np was multiplied by 10. The combined resonances of the vocal and nasal tracts, over the time course of the two utterances, are shown in Figs. 20͑c͒ and ͑d͒. At the beginning of both ͓(&Ç͔ and ͓Ä&É͔, only the vocal tract formants (F1, F2, and F3) are present. As soon as a np becomes nonzero, resonances ͑poles͒ R1 and R2 emerge, along with a zero, labeled Z1 ͑notation for the poles and zero during the nasal consonant are the same as in Stevens, 1998͒ . During the time period when the lip section is occluded ͑from 0.2 to 0.27 s͒, R1 is approximately 0.4 kHz, R2 is 0.85 kHz, and Z1 is nearly 0.9 kHz. These are roughly in line with expected values for a bilabial nasal consonant ͑Stevens, 1998͒.
V. DISCUSSION
The results presented in Secs. III and IV demonstrate that the four-tier parametric model is capable of producing area functions representative of a wide variety of vowels and consonants, in both static and time-varying situations. By itself, the model could be used for studying the relation between the vocal-tract shape and formant frequencies. The separation of the input parameters for the vowel substrate, consonant constriction͑s͒, length variation, and nasalization allows for controlled studies of the effect of each tier alone, or simultaneously. Further, the ''base structural components'' that were specified in Fig. 1 are the only part of the model that is speaker specific. Hence, as data like those given in Appendix A become available for additional speakers, these could be used as the structural components, and the model would represent a different speaker, at least with regard to the underlying physical structure.
As mentioned in the Introduction, the eventual goal of this type of modeling is not only to generate area functions, but to synthesize connected speech. That is, to create an acoustic waveform that would result from wave propagation through the time-varying vocal tract. This requires coupling computational models that simulate both the voice source and propagation of acoustic waves, with the parametric area function model presented here that would specify the vocaltract shape at any specific point in time. This type of synthesis could provide stimuli to test the effect of various vocaltract parameters on the perception of speech. For example, the effect of constriction location on the identification of stop consonants could be tested by presenting to listeners, a series of audio samples synthesized with successive changes in l c ͑cf. Li and Story, 2003͒ . Through such experiments a connection may be made between vocal-tract shape, acoustics, and perception, rather than just the latter two, which is typical of many speech perception experiments ͓although this is similar to Stevens' ͑1989͒ approach to speech production and perception͔.
At this point, there are still some significant limitations of the area function model. In particular, specification of the appropriate time course for the parameters is not well established, especially for the parameters in tier II, III, and IV. A next step is to pursue studies that could result in development of mappings between model parameters and acoustic characteristics, similar to that already developed for tier I ͑see Fig. 10͒ , but would include the parameters for constriction formation, length change, and nasalization. The precise nature of the time variation of the model parameters is also likely to be speaker specific. Hence, the development of such mappings would need to be based on the speech of many speakers.
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NOMENCLATURE Independent variables
APPENDIX B: AREA FUNCTIONS FOR FRICATIVE CONSONANTS
Four fricative area functions are provided in Table V . These were derived from image sets obtained with magnetic resonance imaging ͑MRI͒. These images were collected at the same time as those reported in Story et al. ͑1996͒, but were not published. The image analysis and determination of the area function were carried out using exactly the same techniques as the previous study. A problem is that the images were acquired in the axial plane. Hence, the detailed structure of the constricted air channels were not well defined, as they may have been with, say, a coronal imaging plane ͑e.g., Narayan et al., 1995͒. Thus, they are not adequate to provide information for aerodynamic modeling of turbulence generation ͑Shadle, 1991; Sinder, 1999͒, but they do indicate the types of shape information needed for the present area function model. 1 The term ''tiers'' is used to denote multiple levels of area function control. This is similar, but not identical, to the use of the term by Browman and Goldstein ͑1990͒. 2 Representation of an area function by 44 elements is not a requirement of the general structure of the model. The number derives from the approximate spatial resolution obtained in MRI-based reconstructions of vocaltract shape ͑Story et al., 1996͒. It is also convenient to use 44 elements for simulating speech with acoustic waveguide models because it allows for a sampling frequency of 44.1 kHz when the tract length is approximately 17.5 cm ͑typical adult male͒. The formulation of the model, however, is general enough that area functions with any number of elements can be produced. 3 The symbol ⍀ is used as a mathematical variable describing the ''neutral'' diameter function. It should not be confused with the rarely used phonetic symbol ͓⍀͔ for a midback rounded vowel ͑Pullum and Ladusaw, 1996͒. 4 It is acknowledged that the details of fricative sound production will not be adequately modeled by a simple constriction of the type proposed here. Rather, it is assumed that a model of turbulent noise generation ͑e.g., Sinder, 1999͒ could be inserted just downstream of the point of minimum area. 5 For the set of male vocal-tract data used in this paper, ⌬ϭ0.396 825 cm.
Combined with a 44-section area function, the vocal-tract length will be 17.46 cm. It is not suggested that this level of accuracy is required for the tubelet length. Rather, this number originates from the particular type of wave propagation algorithm used by author to synthesize speech ͑Liljencrants, 1985; Story, 1995͒, where ⌬ϭspeed of sound(c)/2 ϫ sampling frequency (F s ). Choosing cϭ35 000 cm/s and F s ϭ44 100 Hz, ⌬ϭ0.396 825. TABLE V. Area functions for the fricative consonants ͓), Y, 2, b͔. i is an index that numbers cross-sectional areas from glottis to lips. The last line indicates the length of each tubelet within the area function. 
