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ABSTRACT
Empowered by the cognitive radio technology, and motivated by the sporadic channel uti-
lization, both spatially and temporally, dynamic spectrum access networks (also referred to as
cognitive radio networks and next generation wireless networks) have emerged as a solution
to improve spectrum utilization and provide more flexibility to wireless communication. A
cognitive radio network is composed of wireless users, referred to as secondary users, which
are allowed to use a given licensed spectrum band as long as there are no primary, licensed,
users occupying this band in their vicinity. This restricted spectrum access strategy leads to
heterogeneity in channel availability among secondary users. Heterogeneity in channel avail-
ability forms a significant source of performance degradation for cognitive radio networks, and
poses a great challenge on protocol design. In this dissertation, we propose spectrum allocation
algorithms that take this heterogeneity property and its effect on the network performance into
consideration.
The spectrum allocation solutions proposed in this dissertation address three major objec-
tives in cognitive radio mesh networks. The first objective is maximizing the network coverage,
in terms of the total number of served clients, and at the same time simplifying the communi-
cation coordination function. To address this objective, we proposed a received based channel
allocation strategy that alleviates the need for a common control channel, thus simplifying the
coordination function, and at the same time maximizes the number of clients served with link
reliability guarantees. We show the superiority of the proposed allocation strategy over other
existing strategies.
The second objective is improving the multicast throughput to compensate for the per-
formance degradation caused by the heterogeneity in channel availability. We proposed a
xiv
scheduling algorithm that schedules multicast transmissions over both time and frequency and
integrates that with the use of network coding. This algorithm achieves a significant gain,
measured as the reduction in the total multicast time, as the simulation results prove. We also
proposed a failure recovery algorithm that can adaptively adjust the schedule in response to
temporary changes in channel availability.
The last objective is minimizing the effect of channel switching on the end-to-end delay and
network throughput. Channel switching can be a significant source of delay and bandwidth
wastage, especially if the secondary users are utilizing a wide spectrum band. To address
this issue, we proposed an on-demand multicast routing algorithm for cognitive radio mesh
networks based on dynamic programming. The algorithm finds the best available route in
terms of end-to-end delay, taking into consideration the switching latency at individual nodes
and the transmission time on different channels. We also presented the extensibility of the
proposed algorithm to different routing metrics. Furthermore, a route recovery algorithm that
takes into consideration the overhead of rerouting and the route cost was also proposed. The
gain of these algorithms was verified by simulation.
1CHAPTER 1. INTRODUCTION AND RESEARCH GOALS
Empowered by the cognitive radio technology and motivated by the sporadic channel uti-
lization, both spatially and temporally, dynamic spectrum access networks (also referred to as
cognitive radio networks and next generation wireless networks) have emerged as a solution to
improve spectrum utilization and provide more flexibility to wireless communication. In this
chapter, we first give a brief background about cognitive radio networks, including motivation
and network architecture. Then, we layout the research issues related to cognitive radio net-
works that we consider in this dissertation. We then review the literature for existing work
that addresses these issues.
1.1 Cognitive Radio Networks: background and motivation
The need for dynamic spectrum access was motivated by two main observations; spectrum
crowdedness and spectrum underutilization. These two problems resulted from the current
fixed channel assignment policy, like the one adopted by the Federal Communications Com-
mission (FCC) in the United States. According to this policy, spectrum bands are assigned
to some license holders or services on a long term basis. In most cases, the assigned spectrum
bands are also reserved over vast geographical regions [1]. Therefore, unlicensed spectrum is
becoming more scarce and insufficient to accommodate the increasing spectrum demand. An-
other disadvantage of the fixed channel assignment policy comes from the current spectrum
usage pattern. FCC reports indicate that variations in the utilization of assigned spectrum
bands range from 15% to 85% [1].
The enabling technology of dynamic spectrum access networks is the technology of cognitive
radio [2, 3]. A cognitive radio is a software defined radio that is able to identify idle frequency
2channels, or so called spectrum holes, through spectrum sensing. Furthermore, a cognitive radio
is able to identify the best available spectrum to meet certain quality-of-service requirements
through spectrum analysis. Spectrum mobility is another functionality of a cognitive radio
which enables it to change its frequency of operation, and therefore enables dynamic spectrum
access. In general terms, a “cognitive radio” is defined as a radio that can change its transceiver
parameters based on interaction with the surrounding environment.
These aforementioned functionalities of a cognitive radio form the basic characteristics
of the new communication paradigm for dynamic spectrum access networks (cognitive radio
networks). In this paradigm, wireless users are classified into two categories based on whether
they are licensed to use a particular spectrum band or not, and those are primary, i.e, licensed,
users (PUs) and secondary, i.e, unlicensed, users (SUs). SUs are allowed to opportunistically
use the spectrum as long as they do not cause harmful interference to active PUs. Therefore,
for an SU, the term “available (or idle) channel” is used to refer to a frequency channel that
can be used by an SU such that no harmful interference will affect any nearby PU receiver.
This is achievable if PU receivers are far enough from the SU transmitter, i.e., spatial channel
availability, or no PU receivers are receiving while the SU transmitter is transmitting, i.e.,
temporal channel availability. This opportunistic and dynamic communication paradigm leads
to higher spectrum utilization, and provides SUs with good service availability and reliability
because they can access any part of the spectrum as long as they do not interrupt an ongoing
PU transmission, and can also hop to a different part of the spectrum when needed.
Although the potential of cognitive radio networking appears promising, it entails several
challenges that are not present in traditional wireless networks. One of the biggest challenges
facing cognitive radio networking is how to find the set of “available channels”. Saying that a
particular frequency channel is available for an SU means that no PU transmission that may be
harmed by the SU transmission is currently active on that particular channel. Monitoring PU
activity is usually referred to as spectrum sensing in the context of cognitive radio networking.
The challenging issue in spectrum sensing is for an SU to conclude that there is an activity,
i.e, transmission, on a particular channel and whether this activity corresponds to PUs and
3not to some other SUs. A more detailed review of spectrum sensing techniques and challenges
are provided in Chapter 2.
Another big challenge in cognitive radio networks is spectrum sharing. Spectrum sharing
defines the set of rules and strategies that regulate the behavior of secondary users regarding
spectrum mobility, allocation, and access. In general, spectrum sharing architectures are clas-
sified into two categories: centralized and distributed [1]. For the centralized case, a spectrum
management entity controls both spectrum allocation and spectrum access [4, 5, 6, 7]. In a
distributed architecture, on the other hand, each SU is responsible for the channel allocation
and access decisions. The SU may make its decisions based on its local observation of the net-
work and spectrum status or by cooperating with other SUs to have a more global observation
[8, 9, 10, 11].
1.1.1 Cognitive Radio Wireless Mesh Networks (CR-WMNs)
A wireless mesh network is a communication network that consists of a number of wireless
nodes organized in a mesh topology. These wireless nodes are usually classified into three major
categories based on their roles in the network: mesh routers (MRs), mesh clients (MCs), and
gateway routers. Gateway routers connect the wireless mesh network to a backbone network,
or the Internet. Each mesh router, on the other hand, manages a number of mesh clients in
its cell and connects them with the backbone network over multiple hops of mesh routers, and
eventually through gateway routers. Lastly, mesh clients are end-users’ equipment, like desktop
computers, laptops, cell-phones etc., used to connect the user to the mesh network. Figure
1.1 shows a general architecture of a wireless mesh network. Three network architectures are
known for wireless mesh networks (WMNs) [12]. The first one is called Infrastructure WMN
in which mesh routers form an infrastructure for mesh clients, and we assume this architecture
in this dissertation. The second architecture is referred to as clients WMN in which no mesh
routers are needed. In this architecture, mesh clients form the actual network to perform
routing and network reconfiguration. Having the two previous architectures combined in the
same network forms the third architecture, which is referred to as Hybrid WMN.
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Figure 1.1: A general architecture of a wireless mesh network.
A cognitive radio mesh network is a WMN that deploys cognitive radios (for both routers
and clients) and relies on opportunistic and dynamic spectrum access for its operation [13,
14, 15]. In addition to the fundamental motivations of increasing spectrum utilization and
overcoming spectrum scarcity, cognitive radio mesh networks were motivated by a number of
potential applications, like:
1. Alleviating congestion in traditional WMNs: exploiting cognitive radios allows mesh
routers to search for available channels in the primary band (i.e., the licensed band) so
they can reduce the congestion on the operational band of the WMN (usually a sub-band
of the 2.4 GHz ISM band 1) by shifting the mesh clients they serve to those available
channels [14, 16].
2. Increasing network coverage: in some situations, mesh clients may demand some QoS
guarantees regarding SINR (signal to interference and noise ratio) and BER (Bit-Error-
Rate). To achieve such guarantees, mesh routers and clients need to restrict their trans-
mission power levels so that the interference they cause at the location of other mesh
1The ISM band is a radio band reserved for industrial, scientific, and medical applications.
5clients in neighboring cells stays within a pre-calculated threshold that insures the re-
quired SINR. However, restricting the transmission power means restricting the network
coverage. Exploiting cognitive radios allows mesh routers to heal this problem by ex-
tending their coverage on any available channels in the primary, i.e., licensed, band [17].
3. Integration of heterogeneous wireless access networks: different heterogeneous wireless
access networks currently exist, like wireless personal area networks (WPAN), wireless
local area networks (WLAN), wireless metropolitan area networks (WMAN), and wireless
regional area networks (WRAN). As spectrum reuse (provided that reliable communica-
tion is maintained for licensed systems) is becoming a crucial need to increase spectrum
utilization and overcome spectrum scarcity, the merging of the aforementioned frequency
separated access networks is inevitable. Recent research initiatives suggest the integra-
tion of these heterogeneous access networks into one cognitive radio mesh network using
the ability of cognitive radios to adapt to different transmission/reception parameters
like power, frequency, modulation, and medium access [18, 19]. For the mesh client side
(especially mobile clients), deploying cognitive radios clients them to work with different
wireless access networks, allowing seamless mobility. Therefore, a mobile mesh client
can observe the performance (in terms of throughput, service availability, and reliability)
of different coexisting wireless access networks and select the network that best fits its
requirements [20]. Mesh routers, on the other hand, can also exploit cognitive radios
to provide customized service to different mesh clients based on their requirements and
interface standards.
The development of efficient protocols and algorithms that can boost the performance of
cognitive radio mesh networks is the goal of this dissertation. In the following section, we
layout the research issues addressed in this dissertation.
1.2 Research Issues
Cognitive radio networking entails a vast domain of research issues. The most critical
among which is spectrum sensing, and it has been the focus of mainstream research in this
6area (see Section 2.1 for more details). Spectrummanagement and sharing is another important
issue that has received considerable attention by the research community [1]. In this disserta-
tion, we address three categories of networking research issues in cognitive radio wireless mesh
networks that are explained the following subsections.
1.2.1 The communication coordination function and spectrum allocation
Although the technology of cognitive radios gives SUs more flexibility and adaptability (by
allowing them to change their communication parameters dynamically), it makes the coordi-
nation of the communication process much more complicated. This complexity arises from the
fact that SUs might be operating on different frequency channels at different times. This re-
quires the communicating pair of SUs to negotiate their channel availability and decide on one
channel for communication. But, the negotiation itself must take place over a common channel
that is known to the communicating pair a priori; this channel is usually referred to as the
common control channel (CCC). At the network level, this CCC has to be common network
wide to guarantee network operation. However, relying on a CCC has several drawbacks, like:
(1) Depending on the network size (area and number of nodes), the number and distribution
of PUs, and the pattern of primary channels usage, the probability of having a CCC
might be very low [8].
(2) From a security point of view, a denial of service (DoS) attack that jams the CCC will
break the operation of the entire network.
(3) Sharing one control channel between all SUs might lead to congestion on this channel
which will consequently cause performance degradation for the overall network.
These drawbacks motivated the research community to come up with alternative solutions
to the CCC approach (we review some of these approaches in Chapter 2). A recent paradigm
that assigns the task of spectrum sensing to a dedicated sensor network infrastructure (see
Chapter 2 for details) frees SUs from the burden of spectrum sensing, and consequently from
the need for a CCC to coordinate the sensing process. In effort to completely alleviate the need
7for a CCC, we propose in Chapter 3 a channel allocation mechanism that does not require a
CCC to coordinate the communication process.
1.2.2 Performance degradation due to channel heterogeneity
Depending on the activity of the PUs in their vicinity, different SUs may observe different
channel availabilities. This heterogeneity in channel availability leads to the following problems
that affect all modes of communication, i.e., unicast, multicast, and broadcast:
1. Broadcast deformation: when an SU has neighbors that do not (all) share a common
channel with this SU, it cannot broadcast a data unit to all neighboring SUs in one
transmission. Therefore, a broadcast might become a number of multicast transmissions,
or in the worst case a number of unicast transmissions. This leads to excessive reduction
in network capacity and significant increase in the end-to-end delay especially in multicast
applications.
2. Switching delay : another source of capacity wastage and delay increase is channel switch-
ing [21]. Assume that SU i receives from SU j and forwards the data to SU k. If i cannot
find a common channel with j and k together, then it has to use two different channels
for transmission over the two links j → i and i → k. Depending on how separated the
two channels are, the switching delay could be significant. The problem worsens when
an SU has to receive from and/or transmit to multiple SUs.
In traditional multichannel wireless networks, the use of multiple radio interfaces was widely
adopted as a solution to make full use of the capacity provided by the multiple channels
and to avoid the switching delay problem [22]. However, it is usually the case in traditional
multichannel wireless networks that the same set of channels is available to all nodes in the
network, which is not the case in cognitive radio networks. Therefore, new solutions are needed
for cognitive radio networks.
81.2.3 Dynamic spectrum availability
As spectrum availability is dynamic, in terms of both the set of available bands and the
distribution of availability/outage time of different bands, a great challenge is imposed on the
design of networking protocols and algorithms for cognitive radio networks. For example, for
a routing protocol designed for a wireless cognitive radio mesh network to be efficient, it must
have a reconfiguration capability that ensures fast response, i.e, re-routing, to any channel
failure, i.e., channel unavailability, along a particular route. This fast response is important to
minimize the potential network outage (disconnectivity) time.
1.3 Contributions of Our Research
In this dissertation, we study three research problems in cognitive radio wireless mesh net-
works (CR-WMNs). First, we study the problem of spectrum allocation with QoS guarantees
in CR-WMNs assuming that both mesh clients (MCs) and mesh routers (MRs) employ cogni-
tive radios, and that they rely on opportunistic spectrum access for their operation. Second,
we study the problem of multicast scheduling in CR-WMNs. Our objective in this study is
to propose a scheduling approach that can overcome the degradation in multicast throughput
due to the channel heterogeneity problem. Third, we study the effect of channel switching on
the performance of multicast routing in CR-WMNs. The contributions of this research are the
following:
1. Receiver-Based Channel Allocation [17]: we propose a receiver-based channel allocation
strategy that has the following advantages over traditional strategies.
• It simplifies the communication coordination function in a CR-WMN by alleviating
the need for a CCC.
• It increases the service capacity, i.e., number of served MCs, in a CR-WMN.
We formulate the proposed allocation strategy, as well as two other traditional strategies,
as integer linear programs to obtain optimal solutions. We also prove the NP-hardness of
the channel allocation problem in cognitive radio mesh networks. A heuristic algorithm
9with polynomial runtime is also proposed to obtain a suboptimal solution at a reduced
complexity. Numerical results were obtained to evaluate the efficiency of the proposed
heuristic solution.
2. Assisted Multicast Scheduling [23]: we propose a receiver-assisted multicast scheduling
algorithm to reduce the effect of the channel heterogeneity problem on the multicast
process. We also exploit network coding to further enhance the performance of the
proposed scheduling algorithm. Integer linear program (ILP) formulations and heuristic
algorithms were proposed for the studied problem. Furthermore, we propose solutions
to build and maintain collision free schedules across different cells in the CR-WMN.
Numerical results show that significant increase in multicast throughput can be achieved
using the proposed assistance mechanism.
3. On-demand Multicast routing [24]: we study the effect of channel switching on the mul-
ticast routing performance. We also propose an on-demand multicast routing algorithm
based on dynamic programming. The algorithm tries to jointly find a route to the gate-
way and allocate channels along that route to minimize the end-to-end delay. The gain
of the proposed approach is validated through simulation.
1.4 Organization
The rest of this dissertation is organized as follows. We review related work in chapter
2. A receiver based channel allocation strategy for cognitive radio mesh networks is proposed
in Chapter 3. In Chapter 4, we propose a multicast scheduling mechanism that reduces the
effect of channel heterogeneity on the multicast throughput through receiver assistance and
network coding. An on-demand multicast routing algorithm that takes into consideration the
heterogeneity in channel availability and its effect on the end-to-end delay is presented in
Chapter 5. We conclude this dissertation and layout our future work directions in Chapter 6.
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CHAPTER 2. RELATED WORK
In this chapter, we review the literature on some related research issues. Although we do
not address the problem spectrum sensing in this dissertation, we review the work that has
been done in this area so we can comment later on the compatibility of our solutions with each
of the existing spectrum sensing techniques. Then, we summarize the solutions that have been
proposed over the past few years to overcome the challenging drawbacks of the common control
channel (CCC) approach. After that, we review some very recent research efforts addressing
the multicast problem in cognitive radio networks. Then, we give a brief introduction to
network coding and review some studies that used this technique in cognitive radio networks.
Finally, we review some related work on the routing problem in cognitive radio networks.
2.1 Spectrum Sensing
Two main tracks shape the research efforts undertaken by the wireless communication
research community over the past decade to reach to an efficient spectrum sensing mechanism,
namely cooperative and non-cooperative sensing. In non-cooperative sensing [25, 26, 27], each
SU relies on its sole effort to detect the presence of a PU transmission on a particular spectrum
band. Two methods were proposed in literature to detect the presence of a PU transmission
without any form of cooperation between SUs, and those are energy detection [25, 26, 28] and
signal feature detection [29, 27, 30]. Using the energy detection approach, an SU concludes
that a neighboring PU is receiving on a particular spectrum band if a weak PU signal (the
signal’s energy is above certain threshold) is detected at the SU. This approach suffers from
two major disadvantages:
1. Cumulative noise: this approach does not distinguish between the actual nearby trans-
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Table 2.1: A summary of the characteristics of different spectrum sensing paradigms.
Sensing Paradigm SUs need a CCC Why CCC is needed? Accuracy
Non-Cooperative Yes Synchronizing silence periods Low
Cooperative Yes Exchanging sensing information Medium
Sensor network-aided No - High
mission of a PU and the case of accumulated noise that exceeds the detection threshold.
Therefore, false-positives may be encountered by SUs under such approach which will
limit spectrum accessibility, especially is noisy environments.
2. Silence synchronization: another major problem of energy detection sensing is the fact
that an SU cannot distinguish between PUs transmissions and fellow SUs transmissions.
Therefore, an SU may avoid accessing a particular spectrum band because of the cur-
rent activity of other SUs on that band, and not because the licensed users (PUs) are
actually using it. To overcome this problem, researchers proposed that SUs must syn-
chronize their sensing activity, in a so called silence period, so that the case of detecting
SU transmissions instead of PU transmissions is avoided. However, this solution poses
another challenge, which is how to synchronize SUs. The widely adopted approach to
tackle this challenge is to exploit a control channel that is common, i.e, available, to all
SUs which is usually referred to the common control channel (CCC). Finding a CCC is a
very challenging issue that has received a considerable attention over the past few years.
We will address the CCC issue in more detail later in this chapter.
The second method used in non-cooperative sensing is signal feature detection. Using this
method, an SU looks for some feature in the received signal to confirm that it is coming from
a PU. These features are usually modulation-dependent. Most modulated signals have some
built-in features, like for example the periodicity of signals transmitted over sine-wave carriers,
that make them distinguishable from noise. Therefore, this method is more resistant to the
cumulative noise problem from which the energy detection method suffers. However, feature
detection sensing is computationally complex and requires longer detection time.
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On other hand, cooperative sensing [31, 32, 33, 34, 35, 36] allows SUs to cooperate and
consolidate their spectrum sensing efforts in order to reach a more accurate conclusion about
spectrum availability. This approach of spectrum sensing comes as a solution to a major
drawback of non-cooperative sensing, that is the effect of the hidden node problem on the
sensing outcome. If the SU which is currently sensing the spectrum, non-cooperatively, is
hidden from the PU transmitter, it will not be able to detect the PU signal. Therefore, the
SU will conclude that the corresponding spectrum band is vacant, and start using it and
consequently harming the PU receiver. The same scenario may happen due to shadowing.
Such scenarios can be avoided if SUs cooperate with each other to estimate spectrum status
instead of independently doing this estimation on their own. Cooperative sensing can be either
distributed [34] or centralized [33, 35]. In the distributed implementation, SUs exchange their
personal sensing outcomes over a CCC and then use a certain estimation model to map all
received outcomes to a final decision about the status of the corresponding spectrum band.
In the centralized implementation, on the other hand, all personal sensing outcomes are sent,
over a CCC, to a centralized entity where the decision about spectrum status is made and then
sent back, again over the CCC, to SUs.
Recently, a new spectrum sensing paradigm based on wireless sensor networks has emerged,
and it is usually referred to as sensor-network-aided spectrum sensing [37, 38, 39]. Under
this paradigm, an infrastructure sensor network dedicated for spectrum sensing is deployed
in a field to allow coexistence between licensed and unlicensed users. SENDORA, SEnsor
Network for Dynamic and cOgnitive Radio Access [40], is a research project started in 2008
by a number of research institutes in Europe that adopts the sensor network paradigm to
obtain high spectrum sensing accuracy, and therefore enable coexistence between licensed and
unlicensed users. SUs can obtain information about spectrum availability by querying the
infrastructure sensor network. This paradigm has the following advantages:
1. Simplicity for SUs: under this paradigm, SUs are free from the burden of spectrum
sensing. Therefore, they do not need to synchronize their silence periods as required by
the non-cooperative sensing paradigm, or hunt for a common control channel as required
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by cooperative sensing.
2. Higher sensing accuracy : as the sensor network is deployed as an infrastructure network
dedicated for spectrum sensing, higher sensing accuracy can be achieved by carefully
designing the sensor network (in terms of density and deployment). This basically means
better service for SUs and better protection for PUs.
3. Promising potential : this sensing paradigm paves the way for a new generation of wireless
technology and communication paradigms that can highly enhance spectrum utilization
and provide a new opportunistic class of services at a fairly low cost for unlicensed users,
while at the same time reducing the service cost for licensed users. This can be achieved
using spectrum leasing [41]. A PU may lease the spectrum it uses in its vicinity, i.e,
allowing interference in its vicinity on the leased spectrum channel, to SUs through the
infrastructure sensor network when it (the PU) is not in need for the spectrum.
Table 2.1 summarizes the major differences between the three spectrum sensing paradigms
discussed in this section. Current research efforts that propose architectures and frameworks
for cognitive radio mesh networks rely on cooperative spectrum sensing to identify spectrum
holes [42, 14]. Mesh clients in a cell sense the spectrum and send their sensing results to
the mesh router managing that cell, which may cooperate with other mesh routers to reach
an accurate estimate of the spectrum status. Other research efforts rely on non-cooperative
sensing such that each SU builds its list of available channels based on the outcome of its
own spectrum sensing [43]. The solutions proposed in this dissertation are independent of the
spectrum sensing paradigm as we avoid the cross-layer design [17, 23].
2.2 The Common Control Channel (CCC) Problem
A number of alternatives to the fixed CCC approach were proposed in literature. We review
some of these alternative solutions next.
Local control channels instead of a single control channel common to all SUs [44], Zhao
et al. [8] proposed the use of local control channels (LCCs) each of which is common to only
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a group of SUs. Using this approach, SUs at group boundaries, i.e., those that have neighbors
in two different groups, might have to use (listen to and transmit on) more than one control
channel. Although this approach is better than the CCC approach, it has its own drawbacks.
First, the jamming problem is not alleviated although the scale of its effect is reduced to a
group-level rather than a network-level. Second, SUs at group boundaries need to be either
equipped with multiple transceivers or keep switching a single transceiver to listen to multiple
LCCs, as well as the data channel. This will result in an increase in inter-group communication
delay and degradation in network throughput.
Selective broadcasting another alternative solution is to broadcast control information
either over all available channels [45] or over a small subset of channels which covers all the
neighbors of a node [46]. In [46], each node transmits the control information on a selected
group of channels instead of a single control channel and this is why the approach is called
selective broadcasting. Similar to the previous solution, a node might have to listen to more
than one control channel. This requires the channel activity operations (listening/transmitting)
to be synchronized in order for a communicating pair of nodes to successfully exchange control
information.
Common Frequency Hopping the third alternative is to have all SUs share a com-
mon frequency hopping sequence which they use for spectrum sensing and data transmission
[47, 48]. This common sequence will guarantee that a pair of neighboring SUs that both ob-
serve a particular licensed channel to be available will be tuned to that channel at the same
time. Therefore, communication can take place without coordination between transmitters
and receivers. This approach faces a number of challenging issues. First, there is the need
to maintain the synchronization of the hopping process for such an approach to operate ef-
fectively. Second, switching the radio transceiver to a different frequency band might take a
non-negligible amount of time, referred to as the switching latency, that is usually directly
proportional to the separation between the current and the new frequencies.
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2.3 Multicasting in Cognitive Radio Networks
Fundamental operational issues, like spectrum sensing and management, have been the fo-
cus of mainstream research in the area of cognitive radio networking for many years. Therefore,
there was little research on upper-layer issues like routing and group communication. Recently,
a number of studies have come to focus on multicasting in CRNs.
In [49], a cross-layer optimization approach was proposed to enable video multicasting
in CRNs. The study aims at optimizing the overall received video quality, while achieving
fairness among multicast users and avoiding interference with licensed users. This study takes
into consideration different factors like video coding, video rate control, spectrum sensing,
spectrum access, modulation, and multicast scheduling.
Subcarrier assignment and power allocation to multicast groups of secondary users, under
the constraint of tolerable interference to primary users, was studied in [50] for OFDM-based
cognitive radio multicast network. This work considers a single-cell wireless system in which a
single base station (BS) serves both primary and secondary users. Subcarriers in the available
spectrum that are not used for transmitting to PUs are exploited, by the BS, to serve SUs.
As subcarries may not necessarily be orthogonal, mutual interference between PUs and SUs
to the transmission on adjacent subcarriers was also considered in the paper. The results of
this can only be applied to scenarios in which the primary network manages the spectrum,
through the BS, and determines what parts of the spectrum to sublease to SUs. Therefore,
SUs cannot form their own network. Instead they have to be second-class users in an existing
primary network.
One of the very first (and few) studies that tackle the multicast-tree construction in CRNs
is [43]. The proposed approach tries to minimize the number of forwarding nodes (nodes that
are non-receiver members of the multicast tree) to minimize the switching delay by adopting
a tree structure routing rather than a mesh style. Switching delay is attributed to two sources
at forwarder nodes; receiving data on one channel and forwarding it on another, or forwarding
the packet to multiple nodes on different channels. This approach is not optimal as the channel
assignment is made locally at each node without taking the total switching time over the tree
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into consideration.
The multicast capacity of multihop cognitive radio networks was studied in [51]. The
paper studies a network model that consists of two ad hoc networks. The first is a primary
(i.e., licensed) ad hoc networks (PaN), and the second one is a secondary (i.e., unlicensed)
ad hoc network (SaN). The two networks overlap in both space and spectrum. Primary and
secondary nodes are distributed in a unit square region according to a poisson point process
with intensities n and m respectively. The paper assumes the existence of multicast traffic in
both the PaN (ns sessions exist) and the SaN (ms sessions exist) networks. Sizes and actual
members of the multicast sessions in both networks are selected randomly. The paper tries
to answer the following question: given that the PaN network adopts a multicast protocol that
can achieve the optimal throughput (with the SaN out of the picture), what is the maximum
achievable multicast throughput for the SaN? Under the system model described earlier, and
the assumption that both networks operate a TDMA-based medium access scheme with equal
slot times, the paper concludes that both networks can achieve their asymptotic capacities as
if they were operating disjointly through careful design of the multicast schemes.
2.4 Network Coding in Cognitive Radio Networks
Network coding (NC) [52, 53] has emerged as a very promising technique to enhance mul-
ticast throughput [54, 55] and provide protection and survivability [56, 57, 58] in wireless
networks. This technique allows nodes in a network to combine packets instead of just for-
warding them unchanged. Three variants of network coding have been proposed in literature,
namely digital network coding (DNC) [52], physical-layer network coding (PNC) [59], and ana-
log network coding (ANC). DNC requires packet combining to be done at layer 2 or above,
i.e., both packets must be correctly and independently received before combining. In PNC.
packets, or more precisely the electromagnetic waves of those packets, are combined at the
physical layer. Then, the combined signal is mapped into an interpretable output signal that
is then forwarded to the final destinations. PNC works for 2-way relay network, and requires
symbol-level, carrier-frequency, and carrier-phase synchronization between the two combined
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signals. ANC was proposed to overcome this synchronization problem in PNC, and it in fact
relies on the lack of synchronization for its operation, while keeping the coding operation at
the signal level [60].
Very few studies have proposed applying NC to CRNs. Recently, a study was conducted
in [61] to exploit network coding to increase the throughput of SUs in a CRN and decrease the
amount of incurred interference and consumed energy. In a more recent study [62], the capacity
of a cognitive radio relay network was investigated. Network coding is utilized to enable a
cognitive system (pairs of SUs and sinks) to exchange information through a cooperative relay
network that a primary system (pairs of PUs and sinks) is using to relay its own traffic. The
effect of the interference of the cognitive system on the capacity of the primary system is
studied. Moreover, the maximum achievable capacity for the cognitive system has also been
studied. This work has shown that using network coding to make primary resources available
for a cognitive system through cooperative relaying is a viable approach that achieves spectrum
efficiency at network throughput. It is to be noted that these two studies use digital network
coding (DNC).
Analog network coding (ANC) was used in [63] to enhance the throughput of Inter-cluster
communication in wireless cognitive radio mesh networks. Gateway nodes (those that are
connecting clusters) exploit ANC to relay data between two adjacent clusters with minimum
time, while at the same time control their transmission powers such that no harmful interference
is caused to PUs. In another study, [64], network coding was used as a means to enhance the
performance (throughput) of a distributed virtual control channel proposed to overcome the
common control channel problem. The basic idea is allow SUs to exchange control information
whenever they meet on a particular channel, exploiting network coding for better dissemination
performance.
2.5 Routing in Cognitive Radio Networks
The current literature work in cognitive radio networks (CRNs) is mostly focused on ef-
ficient spectrum utilization, and few studies consider the effect of heterogeneity in channel
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availability on multicast routing performance. In [65], a cross-layer optimization approach
for video multicast on heterogeneous channels was proposed. The study aims at optimizing
the overall received video quality, while achieving fairness among multicast users and avoid-
ing interference with licensed users. The work in [66], on the other hand, proposes multihop
multicast protocols for cognitive radio networks by employing techniques of network coding,
power control and cooperative communication. In [67], the problem of constructing minimum
energy multicast tree in CRNs is studied. The study considers the energy consumption at SUs
due to spectrum sensing and data transmission.
An algorithm for routing and channel allocation in CRNs based on a layered graph model
was proposed in [68]. The algorithm assumes multiple interfaces per node, and aims at max-
imizing network connectivity. It also tries to diversify the channel in order to minimize the
interference between adjacent links.
Given the dynamism of channel availability in cognitive radio networks, route maintenance
comes into the picture as an important routing metric. Minimum maintenance cost routing
in cognitive radio networks was studied in [69]. The problem was formulated as an integer
program optimization, for which a heuristic alternative was also proposed.
As cognitive radio networks can operate on a very wide spectrum of channels, there is a
need for routing strategies that take the extra, potentially significant, latency and throughput
degradation caused by switching the radio interface between frequency channels. We propose
such a strategy in Chapter 5.
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CHAPTER 3. CHANNEL ALLOCATION FOR MAXIMIZED
COVERAGE AND SIMPLIFIED COORDINATION
In this chapter, we study the channel allocation problem in cognitive radio wireless mesh
networks (CR-WMNs). We aim at finding an allocation strategy that guarantees quality
of service (in terms of link reliability), maximizes network coverage, and alleviates the need
for a common control channel to coordinate the communication process. The allocation of
a particular channel to a mesh client (MC) is considered feasible if the MC can establish
connectivity with the backbone network in both upstream and downstream directions, and
has the SINR (signal to interference and noise ratio) of the uplink and the downlink with
its parent mesh router (MR) within a predetermined threshold. A receiver-based channel
allocation model that achieves the aforementioned objectives is proposed in this paper. We
prove that the channel assignment problem using the proposed receiver-based approach is NP-
complete. We then formulate a mixed integer linear program (MILP), of the proposed model,
and compare its performance to that of two other baseline models, namely, transmitter-based
and all-tunable channel allocation strategies. The results prove the superiority of the proposed
model. Due to the hardness of the problem, we also develop a heuristic algorithm, which is
shown to be an accurate algorithm.
The problem of channel allocation in CR-WMNs has been addressed in a number of studies
over the past few years. In [44], a cluster-based approach was proposed such that the network
is clustered into 1-hop clusters based on channel availability. Nodes that belong to the same
cluster use the same control channel. Inter-cluster communication takes place through gateway
nodes that operate on multiple control channels. Therefore, the channel allocation problem
was mainly the allocation of control channels. This LCC based approach does not restrict the
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users to use specific data channels, but rather allows them to negotiate their data channels on
the control channel. Therefore, no inter-cell interference guarantees were obtained.
In [70], the problem of downlink channel assignment and power control was studied. The
objective was to assign channels to downlinks such that the interference at PU locations is
bounded and the downlink channel reliability is above a predefined threshold. This work
considers the downlink case only and does not study the uplink case and the overall network
connectivity. Our work in this chapter, on the other hand, considers all the three aspects
together, namely, the downlink, the uplink, and the network connectivity.
The problem of channel selection in multihop cognitive mesh networks was studied in
[71]. The main objective was to select a channel that a node can transmit on such that
the interference temperature1 within the transmission range of the node does not exceed a
predefined threshold. Fixed and adaptive power control strategies were proposed for this
purpose.
The rest of this chapter is organized as follows. In Section 3.1, we present the network
model and layout the assumptions of this work. The receiver-based channel allocation strategy
is presented in Section 3.2. In Section 3.3, we study the complexity of the receiver-based
channel allocation problem and propose a mixed integer linear program (MILP) formulations
for different channel allocation strategies. In Section 3.4, we propose a heuristic algorithm
for the receiver-based channel allocation problem in wireless cognitive mesh networks. The
performance of the proposed heuristic algorithm is evaluated in Section 3.6. We also evaluate
the optimal performance of the proposed receiver-based channel allocation strategy versus
other possible allocation strategies in Section 3.6.
3.1 System Model
In this section, we present the system model and assumptions and state the objectives of
this chapter.
1A new metric proposed by FCC that accounts for the cumulative radio frequency energy from transmissions
and sets a maximum limit on their aggregate level.
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3.1.1 Assumptions
The general network structure consists of a number of MRs, some of them are directly
connected to a backbone network, each of which manages all the MCs in its cell. This structure
has the following properties:
- Each MC is associated with exactly one MR, and communication within the cell takes
place in one hop.
- All MCs and MRs are equipped with cognitive radios, and they communicate with each
other through wireless communication over the unused licensed channels to reach the
backbone network.
- We assume that a subset of MRs, that we call gateways, are directly connected to the
backbone network. Therefore, each non-gateway MR should be able to reach at least
one of the gateways in multiple hops of MRs in order to establish connectivity with the
backbone network. From now on, we use the word gateway to refer to an MR that is
directly connected to the backbone network, and use the abbreviation MR to refer to a
mesh router regardless of whether it is a gateway or not, and use the word node to refer
to an SU (MR or MC).
- For each served MC, the reliability of its uplink (MC → MR) and that of its downlink
(MR→MC) must meet a given QoS requirement (a threshold reliability).
Throughout this chapter, we assume the following:
- The channel availability at a node (MC or MR) is quasi-static, i.e., the channel status
does not change in a short period of time. Therefore, this work is more suited to spatial
spectrum underutilization than temporal underutilization. However, it can still be used
for the case of temporal spectrum underutilization if the PU activity (occupying and
vacating channels) is not very dynamic.
- A simple path loss model for channel attenuation.
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- The CR-WMN relies on a spectrum management and sensing entity (SSME) to identify
the set of available channels at each node. This entity shall use any of the sensing
approaches proposed in literature, also reviewed in Section 2.1.
3.1.2 Objective
Our objective is to evaluate the performance of different channel allocation strategies for
CR-WMNs. For any allocation strategy to be feasible, the following two conditions must be
satisfied for all served MCs.
(1) A path from the MC to at least one gateway must exist; we call this the upstream
connectivity constraint. Also, a path from at least one gateway to the MC must exist;
we call this the downstream connectivity constraint. The two paths may be disjoint, also
the upstream and downstream gateways may be different.
(2) Potential interference caused by intra-cell communication from cells other than the parent
cell of an MC must be bounded to achieve a predetermined SINR to guarantee a BER
(bit error rate) QoS requirement.
Therefore, we aim at finding the best channel allocation strategy that satisfies the above two
conditions for the maximum number of MCs.
3.2 Receiver-Based Channel Allocation
Based on the joint temporal and spatial distribution of the availability of the licensed
spectrum, different SUs might observe different sets of available channels. Therefore, four
modes of operation can be defined for each node’s transceiver:
1. Tunable Transmitter - Tunable Receiver (TT-TR): an SU can transmit/receive on any
of the available channels.
2. Tunable Transmitter - Fixed Receiver (TT-FR): an SU can transmit on any of the avail-
able channels, but receives on a fixed channel.
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3. Fixed Transmitter - Tunable Receiver (FT-TR): an SU can receive on any of the available
channels, but transmits on a fixed channel.
4. Fixed Transmitter - Fixed Receiver (FT-FR): an SU transmits/receives on a fixed chan-
nel.
TT-TR is the most commonly assumed communication paradigm in multihop cognitive
radio networks. It allows an SU to use any of its available channels for transmission and/or
reception. Therefore, the channel allocation problem under this paradigm will be to assign
channels to links. This means that a node might use different channels for its incoming and
outgoing communication links with its neighbors. The drawback of this paradigm, which is
shared with the FT-TR paradigm, is that a common control channel (CCC) is needed for
channel negotiation. In other words, these two communication paradigms cannot be used
without a CCC because the transmitter needs to inform the receiver about its intention to
transmit so that the receiver can tune to the transmitter’s channel. Because of the problems of
the CCC approach discussed earlier, and the fact that the probability that a CCC exists could
be low [8], it is a necessity to devise a new communication paradigm in which the requirement
of a CCC is avoided. In this chapter, we propose a channel allocation strategy based on the TT-
FR paradigm, we call this strategy a receiver-based channel allocation (RBA). Based on this
allocation strategy, each node (MC or MR) is allocated a fixed channel to receive on, but it is
allowed to transmit on different channels. Therefore, if each node knows the channels allocated
to its neighbors, no channel negotiation is needed, and consequently no CCC is needed as well
for this purpose. To be specific, if node A wants to communicate with node B, where B is
assigned channel fB, then node A must have channel fB among its list of available channels.
If so, node A tunes its transceiver to fB and initiates communication with B according to the
MAC mechanism used. Then, communication takes place on channel fB. We do not consider
the FT−FR mode in this study because it is a special case of the TT−FR that has advantage
of not requiring a CCC, but the disadvantage of limited connectivity.
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3.2.1 Issues and challenges
In this subsection, we would like to emphasize on some issues and challenges related to the
proposed RBA approach.
Degree of connectivity it is expected that the assignment of one channel for each node
to receive on will result in a decreased level of connectivity. One might think that the TT-TR
approach will result in the highest degree of connectivity, because transmission and reception
are allowed on any channel, which intuitively implies that the number of served MCs will be
higher compared to TT-FR. However, this is not necessarily true because of the following:
- The TT-TR approach requires the existence of a CCC, while the TT-FR approach does
not, and the probability that the network is connected depends on the probability that
a CCC exists.
- The channel used as a CCC cannot be used for data communication. This gives the
TT-FR one more channel to use for data communication.
- The effect on connectivity depends on the channel availability distribution at a node
and its neighbors. It is more likely for a channel available at a particular node to be
available at its neighbors, which lowers the likelihood that a node gets disconnected from
its neighbors when it is assigned a fixed channel to receive on.
Deafness Problem the deafness problem is recognized in wireless networks with direc-
tional antennas [72]. Deafness is caused when node A wants to communicate with node B
while B is currently communicating with node C. Node A translates the absence of a reply
from B (caused by the fact that B’s antenna is tuned to the direction of node C) as a collision
at B, and consequently backs-off 2. The problem becomes worse if B has multiple packets
to transmit, which will cause A to unnecessarily back-off several times. The same problem
may occur under the proposed RBA approach. Let fA, fB, and fC be the frequency channels
2This is based on CSMA/CA medium access.
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assigned to nodes A, B, and C for reception respectively . Assume that node A wants to com-
municate with node B which is currently communicating with node C on channel fC . Then,
A will fail to reach B on fB because B is currently tuned to fC , and unnecessarily backs-off,
i.e., node A, which results in the same deafness problem recognized in the directional antennas
case. This problem is not present in the TT-TR and FT-TR approaches because the neigh-
bors of the transmitter will know about the ongoing communication by overhearing the control
information transmitted on the CCC to set up the communication session.
Multi-channel hidden node problem the last challenge is the hidden node problem.
This problem is well known in wireless communication, however, it is a bit different using
the TT-FR approach. In traditional single-channel wireless networks, under an IEEE 802.11
based MAC protocol, an RTS/CTS handshake between the transmitter and the receiver solves
the hidden node problem. However, following the TT-FR mode, hidden nodes may exist on
multiple channels. This means that the RTS/CTS handshake must be cloned on multiple
channels, which results in significant delay if a single radio interface is used.
3.3 MILP formulations for the channel allocation problem
Before we give a formal definition of the receiver-based channel allocation problem in CR-
WMNs, we present some notations and terminology.
- B is the set of non-gateway MRs .
- G is the set of gateways.
- Ai is the set of MCs that belong to the cell administrated by MR i. A is the set of all
MCs in the network, i.e., A = ⋃i∈B∪G Ai.
- Li is the set of available (idle) channels at node i obtained from the infrastructure sensor
network. And let L be the set of all available channels in the system such that |L| = K.
These channels are assumed to be orthogonal to each other. Moreover, Lj ⊆ Li ∀j ∈ Ai
because an MC cannot make use of a channel that is not available at its parent MR.
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- P ki is the transmission power of node i on channel k such that P
k
i ≤ Pmaxr ∀i ∈ B ∪ G,
and P ki ≤ Pmaxc ∀i ∈ A. Pmaxr and Pmaxc are the maximum transmission powers of an
MR and an MC respectively.
- Ψkij is the channel power gain from i to j on channel k.
- ζkij is the maximum amount of interference that the cell managed by MR i may produce
at the location of node j on channel k.
ζkij = max{max
w∈Ai
P kwΨ
k
wj, P
k
i Ψ
k
ij} (3.1)
- ζmaxij is the maximum amount of interference that the cell managed by MR i produces
at the location of node j at maximum transmission power, i.e.,
ζmaxij = max{max
w∈Ai
max
k∈Lw
Pmaxc Ψ
k
wj,max
k∈Li
Pmaxr Ψ
k
ij} (3.2)
- N0 is the channel noise power, and it is assumed to be the same at all locations on all
channels.
- γ is the minimum SINR value required to guarantee a certain BER at a node (reliability
threshold).
- ckj is a binary variable that is set to 1 if channel k is assigned to node j, and 0 otherwise.
3.3.1 Receiver-based channel allocation (RBA) problem
The receiver-based channel allocation (RBA) problem in wireless cognitive mesh networks
is defined as follows:
Definition 3.3.1. RBA problem: given a wireless cognitive mesh network of G gateway MRs,
B non-gateway MRs, and Ai MCs managed by MR i for all i ∈ B∪G. Also, for all j ∈ B∪G∪A,
the geographic location of j and its channel availability Lj are given. Find a TT−FR channel
allocation that maximizes the number of served MCs such that for each served MC, the following
conditions are satisfied:
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1. A path from each MC (through its parent MR) to at least one MR in G exists.
2. A path from at least one MR in G to each MC (through its parent MR) exists.
3. The SINR of the uplinks (MC →MR) and the downlinks (MR→MC) is at least γ.
Note that the upstream and downstream paths for an MC must go through its parent MR.
Therefore, the RBA problem be decomposed into two subproblems: (1) channel allocation
to MRs such that the upstream/downstream connectivity constrain is satisfied for MRs. (2)
channel allocation to MCs such that reliable uplinks/downlinks with MRs are established for
the maximum number of MCs. The first subproblem can be represented as a network flow
formulation as we show throughout this subsection. By adding few more constraints to jointly
model the second subproblem, the whole RBA problem can then be formulated as an MILP.
To show the complexity of the RBA problem, let us just consider the upstream/downstream
connectivity subproblem.
Definition 3.3.2. Upstream/downstream connectivity problem (UDCP): given the network
graph G(B∪G, E), where E is the set of connectivity edges between MRs, and the channel
availability at each MR (Li∀i∈B∪G). Is there a receiver-based channel assignment that guar-
antees upstream and downstream connectivity for each non-gateway MR.
Theorem 3.3.1. The UDCP problem is NP-complete.
Proof. See appendix B.
It can also be shown that the optimization version of the UDCP problem (connectivity is
established for the maximum number of MRs) is NP-hard.
Theorem 3.3.2. The RBA problem is NP-hard.
Proof. As UDCP is a subproblem of the RBA problem, and UDCP is NP-hard, then the RBA
problem is at least as hard as the UDCP problem.
Let us start with the network flow formulation for the first subproblem, i.e., upstream/downstream
connectivity. Define a graph G = (V,E ∪ E) of a set of vertices V = B ∪ G ∪ {s, s, d, d} and
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a set of edges E ∪ E. The vertices s and d represent a hypothetical source and hypothetical
sink for the upstream flow respectively. On the other hand, s and d¯ represent a hypothetical
source and a hypothetical sink for the downstream flow respectively. E and E are the sets of
upstream and downstream edges respectively. The set E is defined as follows:
- A directed edge e = (s, j) exists for each vertex j ∈ B ∪ G. The flow on such an edge is
equal to the number of served MCs that belong to Aj, i.e.,
∑
i∈Aj
∑
k∈Li c
k
i .
- A directed edge e = (i, d) exists for each vertex i ∈ G.
- A directed edge e = (i, j) exists for any pair of MRs i, j ∈ B∪G if the following condition
is satisfied for at least one channel k ∈ Li ∩ Lj,
ΨkijP
max
r ≥ Pth, (3.3)
where Pth is a threshold received signal strength requirement to detect the transmission.
The capacity of such an edge is given as |A| ·∑k∈Li∩Lj ckj , i.e., the end-node j must be
assigned a channel that belongs to the list of available channels at the start-node i in
order for a flow upper-bounded by |A| to pass through the edge e.
On the other hand, the set E is defined as follows:
- A directed edge e = (s, j) exists for each vertex j ∈ G.
- A directed edge e = (i, d) exists for each vertex i ∈ B ∪ G. The flow on such an edge is
equal to the number of served MCs that belong to Ai, i.e.,
∑
j∈Ai
∑
k∈Lj c
k
j .
- A directed edge e = (i, j) exists for any pair of MRs i, j ∈ B ∪ G if condition (3.3) is
satisfied for at least one channel k ∈ Li ∩ Lj . The capacity of such an edge is given as
|A| ·∑k∈Li∩Lj ckj .
We define two flow commodities, one for the upstream flow (through the edges in E) and one
for the downstream flow (through the edges on E¯. Let fij denote the flow on edge (i, j) ∈ E,
i.e. upstream flow, and gij denote the flow on edge (i, j) ∈ E¯, i.e. downstream flow. The
network flow representation is shown in Figure 3.1.
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Figure 3.1: The network flow representation of the upstream (left) and the downstream (right) con-
nectivity. Bounds on the flow on the three groups of edges (from source to MRs, between MRs, and
from MRs to destination) are shown below the graph drawing.
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Let us now consider the second subproblem we mentioned earlier, i.e., channel allocation
to MCs. First of all, it is of no benefit to assign a channel to an MC j unless its parent MR,
say i, is assigned one that is common between the two, otherwise, MC j will not be able to
access its parent MR i which means that j cannot be served. Therefore,
∑
k∈Lj
ckj ≤
∑
k∈Li∩Lj
cki , ∀ i ∈ B ∪ G, j ∈ Ai
Then, the downlink (from an MR to an MC) reliability is achieved if the following inequality
is satisfied:
ΨkijP
k
i − γ
(
N0 +
∑
m∈B∪G\{i} ζ
k
mj
)
≥
γ(ckj − 1)
(
N0 +
∑
m∈B∪G\{i} ζ
max
mj
)
,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(3.4)
Note that if MC j is assigned channel k, then the right hand side is equal to 0 and P ki must be
set to a value that satisfies the required SINR threshold γ at MC j. On the other hand, if MC
j is not assigned channel k, i.e., ckj = 0, then the inequality is satisfied for any positive (≥ 0)
value of P ki because the term between parentheses in the right-hand side is an upper bound
on the term between parentheses in the left-hand side.
Similarly, the uplink (from an MC to an MR) reliability is achieved if the following inequal-
ity is satisfied:
ΨkjiP
k
j − γ
(
N0 +
∑
m∈B∪G\{i} ζ
k
mi
)
≥
γ(cki +
∑
w∈Lj c
w
j − 2)
(
N0 +
∑
m∈B∪G\{i} ζ
max
mi
)
,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(3.5)
The right hand side is equal to 0 if MR i assigned channel k and the MC is assigned a channel.
In this case, P kj must be set to a value that satisfies the required SINR threshold γ at MR i.
On the other hand, if channel k is not assigned to MR i or MC j is not assigned a channel,
then the inequality is satisfied for any positive (≥ 0) value of P kj using the same argument as
before. Finally, the RBA problem can be formulated as an MILP as follows:
Maximize
∑
i∈A
∑
k∈Li
cki , subject to:
31
(a) Channel assignment:
∑
k∈Lj
ckj ≤ 1, ∀ j ∈ B ∪ G ∪ A. (3.6)
∑
k∈Lj
ckj ≤
∑
k∈Li
cki , ∀ i ∈ B ∪ G, j ∈ Ai (3.7)
(b) Upstream connectivity constraints:
∑
j:(i,j)∈E
fij −
∑
j:(j,i)∈E
fji = 0, i ∈ B ∪ G. (3.8)
∑
j:(s,j)∈E
fsj =
∑
j:(j,d)∈E
fjd (3.9)
fsj =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G. (3.10)
fij ≤ |A| ·
∑
k∈Li∩Lj
ckj , (i, j) ∈ E. (3.11)
(c) Downstream connectivity constraints:
∑
j:(i,j)∈E
gij −
∑
j:(j,i)∈E
gji = 0, i ∈ B ∪ G. (3.12)
∑
j:(s,j)∈E
gsj =
∑
j:(j,d)∈E
gjd (3.13)
gjd =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G. (3.14)
gij ≤ |A| ·
∑
k∈Li∩Lj
ckj , (i, j) ∈ E. (3.15)
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(d) Power control constraints:
P ki ≤ Pmaxr ·
∑
j:{j∈Ai,k∈Lj}
ckj , ∀ i ∈ B ∪ G, k ∈ Li (3.16)
P ki ≤ Pmaxr , ∀ i ∈ B ∪ G, k ∈ Li (3.17)
P kj ≤ Pmaxc · cki , ∀ i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj (3.18)
(e) Inter-cell interference:
ζkij ≥ P ki Ψkij, ∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G\(Ai ∪ {i}),
k ∈ Li ∩ Lj.
(3.19)
ζkij ≥ P kmΨkmj , ∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G\(Ai ∪ {i}),
m ∈ Ai, k ∈ Lm ∩ Lj .
(3.20)
(f) Link reliability constraints:
ΨkijP
k
i − γ
(
N0 +
∑
m∈B∪G\{i} ζ
k
mj
)
≥
γ(ckj − 1)
(
N0 +
∑
m∈B∪G\{i} ζ
max
mj
)
,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(3.21)
ΨkjiP
k
j − γ
(
N0 +
∑
m∈B∪G\{i} ζ
k
mi
)
≥
γ(cki +
∑
w∈Lj c
w
j − 2)
(
N0 +
∑
m∈B∪G\{i} ζ
max
mi
)
,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(3.22)
The above two equations are the same as equations (3.4) and (3.5), and are repeated here for
clarity.
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3.3.2 Transmitter-based channel allocation (TBA)
We refer to the channel allocation strategy that follows the FT-TR mode as the transmitter-
based channel allocation (TBA). In TBA, a node (MC or MR) is assigned a fixed channel to
transmit on, while it can receive on any of the channels available to it. As explained earlier, this
strategy requires the existence of a CCC so that the transmitter node can make the receiver
node tune to its channel. Therefore, we study this allocation strategy under two assumptions:
first, a preassumed CCC exists; second, the existence of a CCC depends on channel availability
and it is not preassumed. The TBA problem is defined similar to the RBA problem except
that the FT−TR is used instead of the TT−FR approach. The ILP formulation of this case
is presented in Appendix C.1.
3.3.3 All-tunable channel allocation (ATA)
Following the TT-TR mode, we propose the All-tunable channel allocation (ATA) strategy,
under which channels are assigned to links rather than nodes. Therefore, an MR might have to
listen/transmit on different channels. As for the MC, it will have to receive on one channel (the
one assigned to the downlink from the MR to the MC), and transmit on one channel (the one
assigned to the uplink from the MC to the MR). We also study this allocation strategy under
two assumptions: first, a preassumed CCC exists; second, the existence of a CCC depends
on channel availability and it is not preassumed. The ATA problem is defined similar to the
RBA problem except that TT-TR mode is used. The MILP formulation of the ATA problem
is presented in Appendix C.2. Table 3.1 summarizes the differences between the three channel
allocation strategies.
3.4 Heuristic Solution for RBA
As our results, presented in Section 3.6, imply the superiority of RBA strategy over other
allocation strategies, we propose in this section a heuristic solution for the RBA problem. We
solve the problem in three phases:
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Table 3.1: Differences between the RBA, TBA, and ATA channel allocation strategies
RBA TBA ATA
Rx Ch. Tx Ch. Rx Ch. Tx Ch. Rx Ch. Tx Ch.
MR fixed tunable tunable fixed tunable tunable
MC fixed fixed fixed fixed fixed fixed
CCC No Yes Yes
(1) Channel assignment to MRs: in this phase, MRs are assigned channels such that their
upstream and downstream connectivity with the gateway(s) is maintained.
(2) Finding the maximum number of reliable uplinks: based on the channel assignment made
in the first phase, and the channel availability at each MC, we assign transmission powers
to MCs such that the number of reliable uplinks (MC→MR) is maximized. This power
assignment is achieved using the power control algorithm we propose in Subsection 3.4.2.
(3) Channel assignment to MCs: to the MCs that have reliable uplinks after phase (2), we
allocate channels and transmission powers such that the number of reliably served MCs
is maximized. An MC is reliably served if both its uplink and downlink are served within
the reliability threshold γ.
3.4.1 Phase 1: Channel assignment to MRs
The first phase in our solution to the RBA problem is to allocate channels to MRs such that
the upstream and downstream connectivity with the backbone network is established for the
maximum number of MRs. Before introducing the algorithm, we first give some definitions:
- L(t) is an Nr × K matrix where Nr is the total number of MRs, and K is the total
number of channels available in the system. This matrix represents channels that an MR
can transmit on, hence the (t) is the subscript of L. Thus, the (i, k)th element of L(t) is
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defined as,
L(t)[i, k] =


1 if k ∈ Li
0 otherwise
(3.23)
- L(r) is an Nr × K matrix that represents the channels that an MR can receive on.
Although this matrix is initially the same as L(t), it will become different when MRs are
assigned channels to receive on as we will see later. The (i, k)th element of L(r) is initially
defined as,
L(r)[i, k] =


1 if k ∈ Li
0 otherwise
(3.24)
- I is an Nr ×Nr matrix that represents the accessibility between MRs. In other words,
I[m,n] =


1 if ∃ k ∈ Lm ∩ Ln : ΨkmnPmaxr ≥ Pth
0 otherwise
(3.25)
- W is an Nr ×K matrix that represents the weights of assigning channels to MRs. The
element W[i, k] is the weight of assigning channel k to MR i defined as the number of
MCs in Ai that can access i on channel k.
- C(u) is a row-vector of length Nr such that C(u)[i]=1 if there exists a directed path from
MR i to the gateway3, and equals 0 otherwise. This connectivity is evaluated assuming
that i is assigned all the channels that have their values in the row-vector L(r)[i, ∗] set
to 1.
- C(d) is a row-vector of length Nr such that C(d)[i]=1 if there exists a directed path
from the gateway to MR i, and equals 0 otherwise. Similar to C(u), this connectivity is
evaluated assuming that i is assigned all the channels with their values in the row-vector
L(r)[i, ∗] set to 1.
3We assume that a single gateway exists in the system. However, the proposed algorithm can be easily
extended to the case of multiple gateways by assuming a hypothetical gateway that has all the channels available
and is connected to all the actual gateways.
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- Define:
argmax
x
(f(x), g(x)) := {x | ∀y : f(y) ≤ f(x), and if
f(y) = f(x) then g(y) ≤ g(x)}
The Routers Channel Allocation (RCA) algorithm is outlined in Algorithm 1. First, the
matrices L(t) and L(r) are calculated using equations (3.23) and (3.24) respectively. These
two matrices are then used to evaluate the upstream and downstream connectivity vectors
C(u) and C(d) respectively (line 2). The algorithm, then, operates iteratively and selects one
MR at each iteration for processing. The gateway is selected first, then MRs are selected in
breadth first manner based on their connectivity with already processed MRs. Let MR i be
the one selected at the current iteration. If there exists a subset of channels L∗i ⊆ Li such that
each channel of which preserves (if assigned alone to MR i) the connectivity in C(u) and C(d)
(lines 6-11), then MR i must be assigned a channel from L∗i . From L∗i , channels that were not
assigned to adjacent cells are preferred over other channels. The channel kˆ with the maximum
weight, i.e., W[i, kˆ], is selected, and ties are broken based on the number of MRs that can
access MR i on kˆ.
If subset L∗i is empty (which means that there is no channel that if assigned to MR i,
the connectivity will be preserved), then the channel that allows the maximum number of
neighboring MRs to access MR i is selected (lines 12-13).
After allocating a channel to MR i, the connectivity vectors C(u) and C(d) are updated.
Also, all the MCs that belong to Ai and cannot access MR i on the selected channel kˆ must
be removed. Moreover, all MCs that have their parent MRs disconnected from the backbone
network (either in the upstream or the downstream direction) must be removed.
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Algorithm 1: RCA: Routers Channel Allocation algorithm
input : T = B ∪ G, Li ∀ i ∈ B ∪ G
output : channel assignment matrix L(r).
Calculate L(t) and L(r) using equations (3.23) and (3.24) respectively;1
Evaluate upstream and downstream connectivity (C(u) and C(d) respectively);2
repeat3
Pick up an MR i from T ;4
Let L∗i ⊆ Li be the subset of channels from Li such that if any of these channels is assigned5
to MR i, the connectivity in C(u) and C(d) will be preserved;
if L∗i 6= ∅ then6
Let S ⊆ L∗i be the subset of channels from L∗i that are not assigned to any MR of the7
cells adjacent to cell i;
if S 6= ∅ then8
kˆ = argmax
k∈S
(W[i, k],
Nr∑
j=0
I[i, j] · L(t)[j, k])
9
else10
kˆ = argmax
k∈L∗
i
(W[i, k],
Nr∑
j=0
I[i, j] · L(t)[j, k]);
11
else12
kˆ = argmax
k∈Li
(I[i, ∗]× L(t)[∗, k]);
13
L(r)[i, ∗] = −→1 kˆ;14
Update C(u) and C(d);15
forall w ∈ B do16
if C(u)[w] = 0 or C(d)[w] = 0 then17
Aw = ∅;18
forall j ∈ Ai do19
if kˆ /∈ Lj then20
Ai = Ai\{j};21
T = T \{i};22
until T = ∅ ;23
return L(r);24
3.4.2 Phase 2: Finding the maximum number of reliable uplinks
Before we move into the second phase of our solution strategy, we propose a power control
algorithm (PCA). The PCA algorithm takes as an input two sets of links: a set of uplinksQu(k)
and a set of downlinks Qd(k), as well as the channel k on which those links operate. If there
exists a power allocation for all links’ transmitters such that the SINR at all links’ receivers is at
least γ, then the algorithm returns 1, otherwise it returns 0. To test the existence of a feasible
power allocation (one that achieves the reliability of all links), we propose a simple linear
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programming (LP) formulation that aims at finding any feasible solution, i.e., no optimization
objective. The LP is outlined in Algorithm 2. The first and the second constraints correspond
to the interference caused by active cells at the receivers in other active cells (similar to the
inter-cell constraints (3.19) and (3.20) in Section 3.3. An active cell is a cell that has at least
one link in Qu(k)∪Qd(k). The third and the fourth constraints, on the other hand, correspond
to the reliability requirement of the uplinks and downlinks respectively. r(e) and t(e) denote
the receiver node and the transmitter node of link e respectively.
Now, we can explain our solution for the second phase, i.e., maximizing the number of
reliable uplinks. This phase is outlined in lines [6-13] in Algorithm 3. The output of the first
phase is the allocation of exactly one channel k ∈ Li for each MR i ∈ B ∪ G. The idea is to go
over the channels in L one by one. For each channel k, we find the set of potential uplinks on
channel k, denoted as Qu(k), as shown in line 7. If Qu(k) is not empty, then for each uplink
e, we find the maximum channel gain, λe, between t(e) and all the receiving MRs in Qu(k)
except r(e) as follows:
λe = max
i:∃(j,i)∈Qu(k),i6=r(e)
Ψkt(e),i (3.26)
Then, we process the uplinks in Qu(k) in ascending order of their λe values. For each uplink,
we use the PCA algorithm to find out whether it can be supported, i.e., reliably served, without
affecting, i.e., breaking the reliability of, already reliably served uplinks. If so, the uplink is
added to the set of reliable uplinks Qru(k), otherwise it will not be added.
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Algorithm 2: PCA: Power control Algorithm
input : Qu(k), Qd(k), channel k
output : An integer in {0, 1}.
// Find the set of active, being an uplink receiver or a downlink transmitter for at least one link
in Qu(k) ∪ Qd(k), MRs B¯.
B¯ := {i : ∃e = (i, j) ∈ Qd(k) | e = (j, i) ∈ Qu(k)};1
// For each MR i, find the subset A¯i ⊂ Qu(k) ∪ Qd(k) of links that do not belong to the cell
managed by i.
A¯i := {e ∈ Qu(k) : r(e) 6= i} ∪ {e ∈ Qd(k) : t(e) 6= i};2
Solve the following LP:3
Maximize 0
Subject to:
Ψkt(e1),r(e2)P
k
t(e1)
≤ ζkr(e1),r(e2), ∀e1∈Qu(k), e2∈A¯r(e1);
Ψkt(e1),r(e2)P
k
t(e1)
≤ ζkt(e1),r(e2), ∀e1∈Qd(k), e2∈A¯t(e1);
Ψkt(e),r(e)P
k
t(e)−γN0−γ
∑
m∈B¯\{r(e)}
ζkm,r(e)≥0, ∀e∈Qu(k);
Ψkt(e),r(e)P
k
t(e)−γN0−γ
∑
m∈B¯\{t(e)}
ζkm,r(e)≥0, ∀e∈Qd(k);
if the above LP has a feasible solution then4
return 1;
else5
return 0;
3.4.3 Phase 3: Channel allocation to MCs
The last phase is channel allocation to MCs, i.e., downlinks. First of all, the MCs to be
considered in the phase are only the ones that have reliable uplinks with their parent MRs
after the second phase. Therefore, in lines [15-16] of Algorithm 3, we set Ai ∀i ∈ B∪G to those
MCs that have reliable uplinks with MR i. Similar to what we did with uplinks, we need to
process potential downlinks in ascending order of their maximum channel gains. However, the
case now is different. Each MC may have several channels available, i.e., Lj > 1 for j ∈ A.
This provides us with multiple choices for each downlink, in contrary to the uplink case where
each uplink has only one choice, i.e., the channel assigned to the MR of that uplink. Therefore,
for each MC j, we will find |Lj| maximum channel gains each on one of the channels in Lj.
Let P be the set of all possible (MC, channel) pairs defined as follows:
P = {(i, k) : i ∈
⋃
j∈B∪G
Aj, k ∈ Li}. (3.27)
40
Recall that this set is evaluated after removing MCs that cannot be served on the uplink.
Therefore, all MCs represented by at least one pair in P have passed the second phase, i.e.,
can be served reliably on the uplink. Let p(i) denote the parent MR of MC i. Then for each
pair (i, k) ∈ P, the maximum channel gain λ(i,k) is calculated as follows:
λ(i,k) =
max{ max
j:(j,k)∈P,p(i)6=p(j)
Ψkij, max
j∈B∪G\{p(i)}:∃(m,j)∈Qru(k)
Ψkij}
(3.28)
The above equation finds the maximum channel gain λ(i,k) on channel k between MC i and
any other MC that has channel k available or a MR that was assigned channel k in the first
phase. Then, we process the pairs in P in ascending order of their maximum channel gains.
For each pair (i, k), we add the downlink (p(i), i) to the current set of reliable downlinks on
channel k, Qrd(k) (initially empty), and the uplink (i, p(i)) to the current set of reliable uplinks
on channel k′, Qru(k′) (which is initially empty) where k′ is the channel assigned to p(i), i.e,
L(r)[i, k
′] = 1. Using the PCA algorithm, if both the uplink and the downlink can be served
reliably without breaking the reliability of any link in Qrd(k) and Qru(k′), then this MC is added
to the set of reliable MCs Ar and the downlink and the uplink are admitted to the set Qrd(k)
and Qru(k′) respectively. Otherwise, the two links will be removed from Qrd(k) and Qru(k′) and
the MC will not be added to Ar. Once an MC is added to Ar by one of its pairs, other pairs
of this MC in P will be ignored. This process is presented in lines [21-34] in Algorithm 3.
Finally, to find a final power allocation for MRs and MCs, we run the PCA algorithm once for
each channel over the set of reliable uplinks and downlinks on that channel.
The algorithm that combines all the three phases together is presented in Algorithm 3,
which we call the heuristic receiver-based channel allocation (HRBA) algorithm. In the next
section, we outline some possible medium access solutions that can work with the proposed
RBA strategy.
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Algorithm 3: HRBA: Heuristic Receiver Based Channel Allocation Algorithm
input : L; B; G; Ai∀i ∈ B ∪ G; Li∀i ∈ B ∪ G ∪ A.
output : Set of reliable MCs Ar; transmission powers; channel allocation to MRs L(r); channels
allocation to MCs L¯(r).
//Phase 1: allocate channels to MRs.1
L(r) = GRA(B ∪ G,Li∀i ∈ B ∪ G);2
R = ∅;3
P ki = 0, ∀i ∈ B ∪ G ∪ A, k ∈ Li;4
//Phase 2: find the set of reliable uplinks.5
forall k ∈ L do6
Qu(k) = {e : r(e) ∈ B ∪ G, t(e) ∈ Ar(e), k ∈ Lt(e),L(r)[r(e), k] = 1};7
if Qu(k) 6= ∅ then8
For e ∈ Qu(k) find λe using equation (3.26);9
Qru(k) = ∅;10
forall e ∈ Qu(k) in ascending order of λe do11
if PCA(Qru(k) ∪ {e}, ∅, k) = 1 then12
Qru(k) = Qru(k) ∪ {e};13
//Phase 3: allocate channels to MCs.14
Ai = ∅, ∀i ∈ B ∪ G;15
Ai = {j : (j, i) ∈
⋃
k∈LQru(k)}, ∀i ∈ B ∪ G;16
Find the set P using equation (3.27);17
For each pair (i, k) in P find λ(i,k) using equation (3.28);18
Qrd(k) = ∅, Qru(k) = ∅;19
Let L¯(r) be an |A| ×K matrix initially set to 0;20
forall (i, k) ∈ P in ascending order of λ(i,k) do21
if i ∈ Ar then22
continue;23
k′ := {k : L(r)[p(i), k] = 1};24
Qrd(k) = Qrd(k) ∪ {(p(i), i)};25
Qru(k′) = Qru(k′) ∪ {(i, p(i))};26
x = PCA(Qru(k),Qrd(k), k);27
y = PCA(Qru(k′),Qrd(k′), k′);28
if x=1 and y=1 then29
Ar = Ar ∪ {i};30
L¯(r)[i, k] = 1;31
else32
Qrd(k) = Qrd(k)\{(p(i), i)};33
Qru(k′) = Qru(k′)\{(i, p(i))};34
//Find final power allocation35
P ki = 0, ∀i ∈ B ∪ G ∪ A, k ∈ Li;36
forall k ∈ L do37
PCA(Qru(k),Qrd(k), k);38
Ai = Ai ∩ Ar, ∀i ∈ B ∪ G;39
return Ar; P ki ∀i ∈ B ∪ G ∪ A, k ∈ Li; L(r); L¯(r);40
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3.5 Medium Access Control (MAC)
There is a need to devise a medium access control mechanism that can work with the
proposed receiver based channel allocation strategy. Designing such a mechanism is challenged
by the three major issues which we have discussed earlier; namely, the broadcast deformation
problem, the mutlichannel hidden node problem, and the deafness problem. In this section, we
discuss some of the possible medium access solutions that can be adopted under the proposed
RBA strategy.
3.5.1 Synchronized Hybrid MAC
A hybrid TDMA-CSMA/CA mechanism can be used to overcome all of the three afore-
mentioned challenges. The basic idea is to assign each SU a time slot (the length of which
should be designed to guarantee a certain success probability) during which it acts as a receiver
only. At the beginning of the slot assigned to a particular SU, say i, all other SUs that want to
communicate with i must tune to the channel assigned to i. Then, they contend to gain access
to that channel using the traditional CSMA/CA with RTS/CTS handshake. Although such
an approach overcomes all of the aforementioned challenges, it requires centralized scheduling
of listening slots, which makes it inflexible especially with dynamically changing traffic rates.
3.5.2 Synchronized MAC Protocol For Multi-Hop Cognitive Radio Networks
(Sync-MAC)
T.R. Kondareddy and P. Agrawal proposed a synchronized MAC protocol for multihop
cognitive radio networks that does not require a common control channel [73]. This protocol
assumes that nodes are equipped with two radio transceivers. One of the two radios is dedicated
to listening to control signals, while the other is used for transmitting and receiving data. Each
of the exploited channels is assigned dedicated time slot in a periodic fashion. The slot is long
enough to exchange control signals to coordinate the communication between a pair of nodes
(like RTS-CTS). When node A wants to transmit to node B, it chooses the slot of a common
channel between the two, starts a backoff counter, and when the backoff finishes it sends an
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RTS if the channel is idle. B replies with the CTS, and then the communication starts. Nodes
that have heard either the RTS or the CTS will realize that both nodes will not be available
for the NAV value (Network Allocation Vector). Note that no node will miss any control
packets transmitted over a particular channel at any time, even if it is currently transmitting
on another channel, because it has a dedicated radio for that purpose (i.e., listening to control
messages). This protocol can be used for medium access control under the RBA allocation
strategy. The only difference here is that each node can receive on one channel only (the one
assigned to it under the RBA strategy). According to [73], this MAC protocol outperforms
CCC based MAC in terms of both throughput and network connectivity.
The problem in using this MAC protocol for the specific network studied in this chapter
is that it does not guarantee that multihop transmissions (between MRs) will not cause inter-
ference to single-hop transmissions (those between an MR and the MCs it serves). Our MILP
formulations assumed disjointness between multihop and single hop transmissions. Another
drawback is the two radios per node requirement. Therefore, we propose a modified version of
the the Sync-MAC to tackle the specifics on the network studied in this chapter.
3.5.3 Synchronized MAC for RBA
We now present a modified version of the synchronous MAC protocol discussed in the
previous subsection which does not require two radio transceivers at the MCs and at the same
time protects upstream/downstream links within each cell from interference caused by multihop
communication. Initially, MRs use the synchronized MAC in its original form proposed in [73],
with one difference which is that the time is divided intro frames as shown in Figure 3.2. The
purpose of dividing the time into equal frames is to control the interference between multihop
and single hop links. An MR operates in two modes, the inter-cell (multihop) mode, and the
intra-cell (single hop mode). In the former, it exchanges data with its neighboring MRs using
the Sync-MAC discussed earlier. When an MR wants to exchange data with MCs, it switches
into the intra-cell mode. This switching can be done only at the beginning of a frame to keep
all intra-cell transmissions across cells aligned, and so easy to protect. Before switching into
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the intra-cell mode, an MR must inform the neighboring MRs about its intention to schedule
a periodic intra-cell communication sub-frame to disseminate/collect data to/from MCs. The
bandwidth allocated to intra-cell communication (i.e., the percentage of time allocated to
intra-cell communication) depends on the number of MCs associated with that cell and can
be regulated at the network level. The MR can later change the length or frequency of this
intra-cell communication period depending on the activity of the MCs in the intended cell.
Adjacent MRs will avoid doing inter-cell communication on a channel, say k, during the intra-
cell communication period of an adjacent cell if the latter has an uplink/downlink that used
channel k.
We now describe the intra-cell communication and how it works. To initiate the intra-
cell period for the first time, the MR notifies the MCs individually on their channels with an
INITIATE control packet. This packet synchronizes the MCs with their parent MR, informs
them about when the period will start and about its length, and finally the order of their
assigned control mini slots shown in Figure 3.2. Each MC is assigned one mini slot during
which it informs the MR about the number of packets it has ready for transmission, including
control packets. The MR then calculates a schedule for the current period, and polls the MCs
individually. The polling starts with a poll packet transmitted by the MR on the channel
assigned to the MC. The MC then replies with its data packet to the MR. Finally the MR
sends back the ACK, and then polls the next MC. This operation is summarized in Figure 3.3.
Frame
Intra-cell sub-frame
MC transmission request slots,
one per MC.
a1 a2 aAaA-1aA-2aA-3 Intra-cell data
communication
a3
Inter-cell sub-frame
Figure 3.2: The format of the modefied Sync-MAC frame
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(1) Initially, MRs hop over control slots and conted for transmission.
RTS CTS
Backoff
DATA ACK
NAV protected transmission
CCP
Backoff
(2) An MR sends Cell Communication Period (CCP) notification to all 
adjacent MRs.
CCP
Backoff
CCP
Backoff
The intra-cell communication period The inter-cell
communication period
(3) The MR now has two periods, one for inra-cell and another for 
inter-cell communication.
(4) MCs send their traffic requirements during their dedicated control
slots. to the MR using "Transmission Request (TREQ)" packets.
The MR use polling to achieve fairness between MCs.
TREQ
DATA
MR polls an MC
The polled MC sends data
to the MR on the MR's 
channel.
The MR sends a data packet
to an MC.
ACKPOLL DATA ACK
Mini slots for MCs 
to request transmissions
Figure 3.3: The operation of the MAC-RBA mechanism.
The performance of this MAC protocol depends on how the parameters (including the mini-
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slot length, the intra-cell sub-frame length, the inter-cell sub-frame length, etc.) are selected.
To give an example that illustrates this dependency, we simulated a network of one MR and ten
MCs with the parameters summarized in Table 3.2. We simulated unidirectional traffic (from
MCs to MR) under different arrival rates and measured the aggregate throughput as well as
the average latency (waiting time at each MC). The frame length is always fixed, while we vary
the length of the intra-cell sub-frame. We also vary the packet mean arrival rate, and consider
both cases of fixed and exponentially distributed packet inter-arrival time. The aggregate
throughput under the fixed and exponentially distributed packet inter-arrival time are shows
in figures 3.4 and 3.6 respectively, while the average delay results are shown in Figures 3.5 and
3.7 respectively. As the figure shows, the aggregate cell throughput depends on the amount
of time allocated to that cell for intra-cell communication. Increasing the percentage of the
frame time dedicated to intra-cell communication from 34.67% to 52% resulted in an increase
in saturation throughput by ≈ 50%, and ≈ 200% decrease in average delay.
Parameter Value
Number of MCs 10
Frame length 27.55ms
Data packet size 512B
Data+Poll+ACK time 0.9 ms
Mini slot length 50us
Table 3.2: The simulation parameters of the MAC experiment
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Figure 3.4: The aggregate throughput under different lengths of the intra-cell communication period,
and fixed packet inter-arrival time.
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Figure 3.5: The average delay under different lengths of the intra-cell communication period, and
fixed packet inter-arrival time.
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Figure 3.6: The aggregate throughput under different lengths of the intra-cell communication period,
and exponentially distributed packet inter-arrival time.
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Figure 3.7: The average delay under different lengths of the intra-cell communication period, and
exponentially distributed packet inter-arrival time.
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3.6 Performance evaluation
In this section, we compare the optimal performance of all the three allocation strategies
proposed in Section 3.3 in terms of the number of MCs served, and evaluate the performance
of the proposed HRBA algorithm. To vary the channel availability distribution at different
SUs, we vary the number and locations of PUs. The network is deployed in an A ×A square
area. The area is divided into Nr cells, such that Nr = |B| + |G|. We obtained the optimal
solutions for Nr = 4, and 9 MRs and 100 MCs. In all scenarios, we assume the existence
of a single gateway MR located at the right-bottom cell. The number of PUs is varied to
achieve different channel availability distributions. Each PU is randomly assigned one of the
K orthogonal channels available in the system. An SU (an MC or an MR) cannot use channel
k if the user is less than Rp apart from an active PU that is assigned channel k. Rp is set equal
to the cell radius, i.e., Rp =
A
2
√
Nr
. The maximum transmission power of an MR is calculated
as
(
2.5A
2
√
Nr
)α
N0γ and of an MC as
(
A√
Nr
)α
N0γ, where γ = 15dB and N0 = 10
−11 Watt. These
values will guarantee that each MR will be able to reach the four adjacent (up, down, left, and
right) MRs, and that each MC will be able to reach its parent MR. For all the experiments in
this section, the path-loss exponent α = 3.76.
3.6.1 Performance without a preassumed CCC
We first study the optimal performance of the three allocation strategies without presuming
the existence of a CCC in the network. Figures 3.8 and 3.10 show the optimal performance
of the three strategies for the case of 4 MRs and 9 MRs respectively. The number of active
PUs is varied from 15 to 40 for the case of 4 MRs, and from 30 to 55 for the case of 9 MRs.
Each point on each of the curves is the average of 100 randomly generated topologies. As
the figures imply, the RBA approach outperforms the other two approaches. Notice that the
difference in performance between RBA and ATA is higher for fewer PUs (i.e., the fewer the
PUs the higher the channel availability). For instance, the number of served MCs using the
RBA approach, in Figure 3.10, is on average 1.5 times that using the ATA approach for 30
PUs, however, this number jumps to 3.5 for the case of 55 PUs. The TBA approach, on the
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other hand, is always outperformed by the ATA approach, which is expected because they
both require a CCC, but the ATA approach can use all the channels for transmission while the
TBA approach is restricted to one channel only.
3.6.2 Performance with a preassumed CCC
In this subsection, we evaluate the performance of the three allocation strategies with the
presumption that a CCC exists. We add one more channel and make it available to all nodes,
i.e., no PU can use this extra channel. Figures 3.9 and 3.11 show the optimal performance
of the three strategies for the case of 4 MRs and 9 MRs respectively. The number of PUs is
varied from 15 to 40 for the case of 4 MRs, and from 30 to 55 for the case of 9 MRs. Each
point in the two figures is the average performance of 100 randomly generated topologies. As
the figures indicate, the RBA still outperforms the other two strategies even though a CCC
is preassumed. However, the difference between RBA and the other approaches is less in this
case than the case when no CCC is preassumed. The figures also show that for fewer PUs
(which means high channel availability), the performance of the RBA strategy is very close to
that of the ATA strategy.
3.6.3 Performance of the HRBA algorithm
In this subsection, we compare the performance of the HRBA algorithm to the optimal
performance obtained using the MILP formulation in Section 3.3. In Figure 3.12, we show the
number of served MCs (the average over a new, other than the experiments of Subsections
3.6.1 and 3.6.1, 100 randomly generated topologies) obtained using the HRBA algorithm and
the MILP formulation for |B| = 8, |G| = 1, |A| = 100 and K = 6. As the figure shows, the
performance of the HRBA algorithm is close to the optimal solution, within with ≈ 14.7% of
the optimal (on average). Figure 3.13 shows the same results for |B| = 15, |G| = 1, |A| = 100
and K = 6. Again, the HRBA algorithm is, on average, within ≈ 12% of the optimal solution.
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Figure 3.8: The performance of the three allocation strategies without a preassumed CCC. |B| = 3,
|G| = 1, |A| = 100, and K = 6.
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Figure 3.9: The performance of the three allocation strategies with a preassumed CCC. |B| = 3,
|G| = 1, |A| = 100, and K = 7.
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Figure 3.10: The performance of the three allocation strategies without a preassumed CCC. |B| = 8,
|G| = 1, |A| = 100, and K = 6.
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Figure 3.11: The performance of the three allocation strategies with a preassumed CCC. |B| = 8,
|G| = 1, |A| = 100, and K = 7.
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Figure 3.12: The performance of the HRBA algorithm compared to the optimal solution. |B| = 8,
|G| = 1, |A| = 100, and K = 6.
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Figure 3.13: The performance of the HRBA algorithm compared to the optimal solution. |B| = 15,
|G| = 1, |A| = 100, and K = 6.
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3.7 Chapter Summary
In this chapter, we studied the channel allocation problem in CR-WMNs. By controlling the
tunability of the transmission and reception parts of the cognitive radio, four different modes of
operation were defined for cognitive transceivers. Three channel allocation strategies based on
the aforementioned modes were defined, namely receiver-based allocation RBA, transmitter-
based allocation TBA, and all-tunable allocation ATA. MILP formulations were proposed RBA,
TBA, and ATA strategies with the objective of maximizing the number of served MCs with a
reliability guarantees on the uplink and downlink for each MC. Results show that the proposed
RBA strategy outperforms the TBA and the ATA strategies even when a CCC is preassumed.
We have also discussed a number of alternative MAC options which can be used with the
proposed RBA strategy.
We also proposed a heuristic solution for the RBA problem. Results show that the accuracy
of the proposed algorithm is, on average, within 28% of the optimal solution. We also outlined
the possible MAC solutions that can work with the proposed RBA policy.
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CHAPTER 4. EXPLOITING MULTICHANNEL DIVERSITY FOR
COOPERATIVE MULTICAST
After focusing on the fundamental operational issues, like channel sensing, allocation, and
management, over the past few years, recent studies in cognitive radio research have turned
more to the application side, like security and video multicasting. In this chapter, we consider
the multicast problem in cognitive radio wireless mesh networks (CR-WMNs). Due to the
potential heterogeneity in channel availability among the members of a multicast group(s), the
total multicast time may increase due to transmitting the multicast data over multiple channels.
We propose, in this chapter, an assisted multicast strategy with the objective of minimizing
the total multicast time. This assistance is composed of two main activities, first, allowing
the receivers in a multicast group to forward the data they have received to other members
of the multicast group(s), and second, allowing the transmission of coded (bitwise XORed)
packets so that receivers belonging to different multicast groups can decode and extract their
data concurrently. We show that the proposed assistance paradigm achieves a considerable
reduction in the total multicast time, which in turn increases the system throughput. We
formulate the problem of finding the optimal schedule for a single multicast group as an ILP
(integer linear program), and then propose a heuristic algorithm that works for any number
of multicast groups. The performance of the proposed heuristic is then evaluated against
the optimal multicast schedule with no assistance from receiver nodes and no use of network
coding.
We also study the issue of resolving potential conflict between the schedules of adjacent
cells. Two solutions are proposed to guarantee collision-free schedule for the entire network;
reactive collision resolution and proactive collision avoidance. Lastly, we propose a recovery
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algorithm to cope with the transmission failures due to PU activities. The performance of
these solutions is also validated through simulation.
4.1 Introduction
In this chapter, we are interested in the multicast problem in cognitive radio wireless mesh
networks (CR-WMNs) [14]. Generally speaking, a wireless mesh network consists of a number
of mesh routers (MRs) each of which manages a group of mesh clients (MCs) forming a cell.
MRs are connected through a gateway to a backbone network, like the Internet. An MC
may reach the backbone network through its parent MR first, and then through multiple hops
of MRs until reaching the gateway. The property of heterogeneous channel availability in
cognitive radio networks may force the multicast process to take place over multiple channels,
depending on the channel availability at different nodes. This may increase the time needed
for a source to deliver the multicast data to all of its neighboring receivers. We study, in this
chapter, the problem of minimizing the total multicast time in CR-WMNs by scheduling the
multicast activity over both time and frequency and by also using the technique of network
coding [53]. For this purpose, we propose a multicast mechanism that relies on three types
of cooperation, namely; intra-group assistance, inter-group assistance, and the use of network
coding. Three major operations facilitate these types of cooperation. The first operation
is called assistance, in which some of the receiving members of a multicast group assist the
multicast transmitter by forwarding the data on its behalf to other members of their group (or
other groups). The second operation is called overhearing, in which some receiving members
of a multicast group overhear the data destined to another group. This operation has two
advantages; it first enables the inter-group assistance (forwarding) between different multicast
groups, and also facilitates the delivery of multiple packets to different groups at the same
time by using the third operation; the codeword exchange operation. In the codeword exchange
operation, coded packets (bitwise XORed packets), which we refer to as codewords, are used
in the assistance operation so that members of different multicast groups can decode and
extract their own data using packets they have overheard from previous transmissions. Formal
57
definitions of these operations will be given in Section 4.3.2.
4.1.1 The Multicast Scheduling Problem
Tremendous research has been conducted on multicast in multi-channel wireless networks
to come up with efficient routing and/or channel allocation algorithms that maximize a number
of different objectives. Energy-efficiency [74], spectrum efficiency [75, 76], throughput max-
imization [77, 78, 79, 80], and delay minimization [77, 81] are examples of these objectives.
Multicasting in CRNs is different than that in traditional multi-channel wireless networks. In
traditional multi-channel wireless networks, the same set of frequency channels is available at
all nodes. This assumption may not hold in CRNs due to the heterogeneity property mentioned
earlier, as illustrated in the example in Figure 4.1. The example shows three primary users p1,
p2, and p3, where each PU pi utilizes frequency channel i. The gray grid-line circle around each
PU represents the protection range of that PU, within which no SU is allowed to concurrently
utilize (transmit or receive) the frequency channel with the PU. This range may be determined
based on different criteria. One criterion, for example, is to guarantee certain bit-error-rate
performance for PUs. Also, six SUs exist in the network where one of them acts as a multicast
source, while the others act as multicast receivers. Note how the geographical distribution of
the nodes affects the channel availability at different SUs (summarized by the set of channels
shown besides each SU). This difference (or heterogeneity) forces the source SU to transmit the
multicast data over the three frequency channels in order to cover all the multicast receivers.
This summarizes the spatial part of the heterogeneity property.
The temporal part of the heterogeneity property is attributed to the channel usage distri-
bution of PUs. For example, assume that at some point in time, p2 is not using its frequency
channel (i.e., channel 2). Then, all SUs will be able to use that channel, and consequently the
source SU will be able to transmit the multicast data to all receivers over the same channel,
i.e., channel 2. On the other hand, when the PU is back on the channel, SUs need to vacate it.
This makes it a must for any scheduling algorithm to have a failure recovery plan because the
return of the PU might break a some links in the previously calculated schedule. In addition
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Figure 4.1: An example that illustrates the heterogeneity property of CRNs.
to its effect on the multicast throughput, in which we are interested in this chapter, the het-
erogeneity property leads to several other differences between CRNs and traditional wireless
networks. We refer the reader to [82] for more information about this issue.
4.1.2 Contributions
We address the multicast scheduling problem in CR-WMNs in three stages. In the first
phase, we study the scheduling of the multicast activity within a single cell. The contributions
related to this phase are:
- A scheduling strategy that exploits diversity in channel availability to enhance multicast
throughput.
- A centralized implementation of the proposed scheduling strategy within a single cell.
In the second phase, we study the issue of resolving potential conflict between the schedules
of adjacent cells. We propose two solutions to guarantee collision-free schedule for the entire
network; reactive collision resolution and proactive collision avoidance. In the last phase, we
propose a recovery algorithm to cope with the transmission failures due to PU activities. We
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finally evaluate the performance of the proposed algorithms and the effect of different network
parameters on the achievable gain.
4.1.3 Organization
The system model is presented in Section 4.2. In Section 4.3, we formally define the assisted
multicast scheduling problem and present some motivational examples. Then, in Section 4.4, we
elaborate on the problem complexity and propose ILP formulations for unassisted multicast
scheduling and assisted multicast scheduling problems. A heuristic approach to solve the
assisted multicast scheduling problem is proposed in Section 4.5. Resolving collisions between
adjacent cells and recovering failed transmissions are studied in sections 4.6 and 4.7 respectively.
We evaluate the performance of the proposed algorithms in Section 4.8, and conclude in Section
4.9.
4.2 System Model
We consider a time-slotted CR-WMN that consists of a number of mesh routers (MRs) con-
nected in multiple hops to a gateway MR(s) that provides access to the backbone network. The
network is synchronized and operates in frames of time slots. Each MR, including the gateway
MR, manages a set of mesh client (MCs) forming a cell. For cell i, let Ai = {a0,i, a1,i, · · · , aAi,i}
be the set of nodes (the MR and the MCs) in that cell, where Ai is the total number of MCs
in the cell (i.e., Ai = |Ai| − 1 as a0,i is MR and the rest are MCs). The only way for an MC to
access the backbone network is through its parent MR. The CR-WMN coexists with a primary
network that utilizes a set of orthogonal channels L.
Secondary users (MRs and MCs) obtain the set of available channels (those which can
be used without harming the primary network) through spectrum sensing using any of the
techniques proposed in literature [83, 40, 84]. In this chapter, we assume that the channel
availability at secondary users is quasi-static, i.e., does not change in a short period of time.
This assumption is more suited to situations where PUs do not change their operating frequency
very often. We further assume the presence of a common control channel on which nodes can
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exchange control information. Let Li ⊆ L denote the set of available data channels at node
(MR or MC) i, where L is the set of all channels in the system. Furthermore, each MC must
share at least one data channel with its parent MR to be serviced by the MR. Lastly, we
assume that each node is equipped with only one cognitive radio for data transmission.
We treat the multicast process as a two-stages process. The first stage is to deliver the
multicast data from the gateway to the MRs which have some of their MCs subscribing to
the intended multicast session(s). The second stage is for each MR to deliver the received
multicast data to the subscribing MCs within its cell. In this chapter, we are concerned with
the second stage.
Figure 4.2: An example that shows the benefit of using assisted multicast in reducing the total
multicast period.
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Table 4.1: Enhancing throughput by introducing different assistance mechanisms
Scenario Tx/Rx T1 T2 T3 T4 T5 T6
Without
assis.
Tx (n0, a, 0) (n0, a, 2) (n0, a, 3) (n0, b, 0) (n0, b, 4) (n0, b, 1)
Rx ({n1, n6}, a, 0) ({n2, n3}, a, 2) (n4, a, 3) (n5, b, 0) (n7, b, 4) (n8, b, 1)
Intra-
group
assis.
Tx (n0, a, 0) (n0, a, 2) (n3, a, 3),
(n0, b, 0)
(n0, b, 4) (n0, b, 1) -
Rx ({n1, n6}, a, 0) ({n2, n3}, a, 2) (n4, a, 3),
(n5, b, 0)
(n7, b, 4) (n8, b, 1) -
Inter-
group
assis.
Tx (n0, b, 1) (n0, a, 2),
(n6, b, 4)
(n3, a, 3),
(n0, b, 0)
(n0, a, 0) - -
Rx ({n8, n6}, b, 1) ({n2, n3}, a, 2),
(n7, b, 4)
(n4, a, 3),
(n5, b, 0)
({n1, n6}, a, 0) - -
Codeword
exchange
Tx (n0, b, 1) (n0, a, 2),
(n6, b, 4)
(n3, a, 3),
(n0, a⊕ b, 0)
- - -
Rx ({n1, n6, n8}, b, 1) ({n2, n3, n5}, a, 2),
(n7, b, 4)
(n4, a, 3),
({n1, n5, n6}, a⊕
b, 0)
- - -
4.3 Motivation and Problem Definition
Before we formally define the assisted multicast problem, we would like to present an
example that illustrates the motivation behind this work, and then give some definitions.
4.3.1 Motivational Example
Consider the network (a single cell) in Figure 4.2. The figure shows two multicast groups:
the white MC nodes form the group G1 = {n1, n2, n3, n4, n6} that should receive packet a, and
the gray MC nodes form the group G2 = {n5, n7, n8} that should receive packet b. The set
besides each MC represents the channels available to that MC. Node n0 represents the MR
of the cell, and it has all the five channels available (following the CM channel availability
model). Table 4.1, summarizes the basic idea of assisted multicast for the network in Figure
4.2. The first two rows show an optimal multicast schedule without any form of assistance,
the first of the two shows the transmissions as (transmitter, packet, channel) tuples, and the
second shows the receptions as (receivers, packet, channel) tuples. Similar pairs of rows are
presented for three levels of assistance, each of which corresponds to exploiting an additional
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assistance operation. Columns in Table 4.1 correspond to time slots. As the table explains,
under no form of assistance, the best the MR can do is 6 time slots. By adding intra-group
assistance, i.e., allowing members of the same group to forward packets to each other, the total
multicast time was reduced to 5 slots. By extending the assistance to inter-group the total
time was further reduced to 4 time slots. Finally, by allowing nodes to exchange coded (bitwise
XORed) packets, the total time was reduced to 3 slots.
In the schedule in the last pair of rows (which uses the three levels of assistance), note
that MCs n1 and n6 (interested in packet a) have received packet b in slot T1, and MC n5
(interested in packet b) has received packet a in slot T2. Therefore, all the three MCs will
be able to decode the a ⊕ b packet they received in slot T3 and extract their own data. This
schedule is presented in Figure 4.2. It is worth pointing out that scheduling the overhearing
opportunities can highly affect the achievable gain.
4.3.2 Definitions
We present, in this subsection, some necessary definitions.
Definition 4.3.1. Codeword: is a group of packets (could be a single packet) coded (bitwise
XORed) into one packet.
Definition 4.3.2. Assistance operation: is the process of having one MC forward to another
MC in slot t a codeword that the latter can use, possibly with the codewords it has overheard
in [0, t−1], to extract the data destined to it. If the two MCs belong to the same group, then
this operation is called Intra-group assistance. Otherwise, it is called Inter-group assistance.
Definition 4.3.3. Codeword exchange: is the process of allowing the exchange of codewords
in the assistance operation.
Definition 4.3.4. Multicast period: is the number of time slots needed by the MR to deliver
the data packet destined to a multicast group to all the members of that group.
Definition 4.3.5. Multicast schedule: is a schedule of the multicast activity over time and
frequency. The schedule should determine for each member of a multicast group (including
63
the MR) what to transmit/receive (codeword), on what frequency (channel), and at what time
(slot). A multicast schedule is feasible iff the following conditions are satisfied.
1. Interference constraint: at any slot t, there can be at most one transmission per channel
(We assume that all the nodes of a cell (MCs and the MR) are within the interference
range of each other).
2. Radio constraint: at any slot t, there can be at most one transmission per node (single
radio/node).
3. Precedence constraint: For an MC to transmit codeword v at time t, it must receive a set
of codewords in [1, t−1] sufficient to construct v.
Then, the assisted multicast scheduling (AMS) problem in CR-WMNs is defined as follows:
Definition 4.3.6. AMS problem in CR-WMNs: Given M multicast groups {G1,i, · · · ,GM,i}
managed by MR a0,i in cell i, find a feasible multicast schedule within the cell, with both
assistance and codeword exchange operations enabled, that results in the minimum multicast
period.
Table 4.2 summarizes all the notations of this chapter.
4.4 Problem Complexity and Formulation
In this section, we study the complexity of the AMS problem and propose two integer linear
programs (ILP’s) the cases of unassisted multicast and single multicast group with intra-group
assistance.
4.4.1 Single multicast group complexity
We first consider the case of a single multicast group in a single cell of the CR-WMN.
In such a case, the only possible form of assistance is the intra-group assistance between the
members of the multicast group. To understand the complexity of the “AMS for a single
group” problem, let us study that of the normal, unassisted, multicast scheduling problem as
the latter is a special case of the former.
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Table 4.2: Summary of Notations
Ai Ai = {a0,i, · · · , aAi,i} is the set of nodes in cell i. a0,i is the MR managing the cell, and
a1,i, · · · , aAi,i are the MCs of the cell. Ai = |Ai| − 1 is the number of MCs in cell i.
c(u) the cell to which node u belongs
S the set of multicast sessions in the network, |S| = M .
p(j) the current packet to be delivered of multicast session j
Gj,i the set of multicast receivers of session j in cell i, thus Gj,i ⊂ Ai
Gj,i the set of multicast receivers of session j in cell i that have received packet p(j)
Gi = ∪
|S|
j=1Gj,i the set of all multicast receivers of all multicast sessions in cell i
Nj,i(u) the set of neighbors of node u in Gj,i ∪ {a0,i}\{u}
Ni(u) the set of neighbors of node u in Gi\{u}
L the set of licensed channels opportunistically utilized by the CR-WMN, such that |L| = K
Lj ⊆ L the set of channels available to node j
pON the probability of a PU being active, i.e., using its channel
ζ the interference range
Vu the set of codewords overheard by MC u
Vu the set of all combinations of the codewords in Vu
Xi[t] the set of multicast transmissions scheduled in cell i in time slot t. Each transmission
x ∈ Xi[t] is represented by the tuple (z, v, k,R), where z is the transmitter, v is the
codeword, k is the channel, and R is the set of receivers.
Xi the multicast schedule of cell i such that Xi = {Xi[1], · · · ,Xi[t], · · · ,Xi[Tf ]},
where Tf is the frame length.
Definition 4.4.1. Unassisted Multicast scheduling for a single group (UMS-Single): for a cell
i, given a single multicast group Gj,i managed by MR a0,i and the set of available channels
for each node u∈Gj,i ∪ {a0,i}. Find a multicast schedule that results in the minimum multicast
period given that a0,i is the only transmitter (i.e., no assistance).
Theorem 4.4.1. The UMS-Single problem is NP-hard.
Proof. See Appendix A.
As the UMS-Single is a special case of the AMS-Single, the latter is also NP-hard. In other
words, any instance of the UMS-Single problem can be mapped into an instance of the AMS-
Single problem with all edges between MCs removed (to prevent assistance between MCs).
Next, we present two ILP formulations for the two problems. These ILPs will be used in the
results section to evaluate the gain of using the assistance operation. Before giving the ILPs,
we need to present some notations:
- Tj,i is the maximum number of time slots needed to deliver the multicast packet of group
Gj,i to all the members of that group, and is given as Tj,i=min{|La0,i |, |Gj,i|}.
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- νt is a binary variable that is set to 1 if a transmission exists in slot t on any of the
channels in L.
- ytu,k is a binary variable that, if set to 1, means that u transmits on channel k at slot t.
4.4.2 ILP for the UMS-Single problem
The UMS-Single problem for a cell i is formulated as follows, where uˆ is the MR of i (i.e.,
a0,i).
ILP-UMS: Minimize
Tj,i∑
t=1
νt, subject to:
∑
k∈Luˆ
ytuˆ,k ≤ νt, 1 ≤ t ≤ Tj,i (4.1)
∑
k∈Lu∩Luˆ
Tj,i∑
τ=1
yτuˆ,k ≥ 1, u ∈ Gj,i (4.2)
The objective is to minimize the total number of used time slots. Constraint 4.1 guarantees
at most one transmission per time slot. Constraint (4.2) guarantees that each MC will receive
the data by forcing the MR to transmit on at least one of the channels available to that MC.
4.4.3 ILP for the AMS-Single problem
The ILP presented for the UMS-Single problem can be modified to formulate the AMS
problem with intra-group assistance for a single multicast group. We just need to allow MCs
to forward the data they receive to their neighbors. The ILP formulation of the AMS-Single
problem is as follows:
ILP-AMS: Minimize
Tj,i∑
t=1
νt, subject to:
∑
k∈Lu
ytu,k ≤ νt, u ∈ Gj,i ∪ {a0,i}, 1 ≤ t ≤ Tj,i (4.3)
∑
k∈Lu
y1u,k = 0, u ∈ Gj,i (4.4)
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∑
k∈Lu
ytu,k≤
∑
w∈Nj,i(u)
∑
k∈Lu∩Lw
t−1∑
τ=1
yτw,k, u∈Gj,i, 2≤t≤Tj,i (4.5)
∑
w∈Nj,i(u)
∑
k∈Lu∩Lw
Tj,i∑
τ=1
yτw,k ≥ 1, u ∈ Gj,i (4.6)
∑
u∈Gj,i∪{a0,i}:k∈Lu
ytu,k ≤ 1, k ∈ L, 1 ≤ t ≤ Tj,i (4.7)
Constraint (4.3) guarantees that at most one transmission per node (MR or MC) exists
in a time slot. Using constraint (4.4), we forbid MCs from transmitting in the first time slot
as they have not received the multicast packet yet. Constraint (4.5) guarantees that no MC
transmits on any channel at slot t before it receives the packet from at least one neighbor, on
a channel common between the two, in [1, t−1]. We guarantee the delivery of the multicast
packet to each MC by constraint (4.6). Constraints (4.7) and (4.3) guarantee one transmission
per channel and one transmission per node in each time slot respectively.
4.4.4 The complexity of the AMS problem with multiple multicast groups
Apparently, the AMS problem with multiple multicast groups is at least as hard as the
AMS with a single group, which is NP-hard as proved in the previous subsection. In fact,
the ILP formulation of the AMS problem with multiple groups is more complicated because
of the codeword exchange operation. Specifically, an MC cannot transmit a codeword v at
time t unless it receives a set of codewords sufficient to construct v. To embed this fact
into the ILP, we need to take into consideration all combinations of native multicast packets
which will increase the number of variables and constraints exponentially. Moreover, the
constraint which ensures that each MC receives its multicast packet is also more complicated.
Instead of a unique packet that satisfies the constraint in the case of a single group, a group of
decodable codewords can satisfy the delivery constraint in the case of multiple groups with the
codeword exchange operation. This requires us to take into consideration all the combinations
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of decodable codewords from which an MC can extract its packet. This will also increase the
number of constraints exponentially. Therefore, we do not propose an ILP formulation for the
AMS problem with multiple groups.
4.5 Heuristic Solution for the AMS problem
In this section, we propose a heuristic algorithm to solve the AMS problem with multiple
multicast groups. The algorithm is greedy-based in the sense that it deals with each slot
independently and tries to make the optimal decision at this slot. However, finding this optimal
decision in each time slot is not an easy task. In fact, it can be shown that for the case of a
single multicast group, scheduling the transmissions of the MR and covered MCs at a time slot
t (those which have received the multicast packet in [1, t− 1]) in a slot t such that the packet
is delivered to the maximum number of uncovered MCs is NP-hard (assuming of course that
covered MCs may assist uncovered ones). Therefore, we divide the scheduling task in a single
time slot t into three phases.
- Phase-1: Scheduling the MR transmission (what codeword to transmit, and on which
channel).
- Phase-2: Scheduling the assistance operation for each assistance candidate (what code-
word to transmit and on which channel). An assistance candidate is an MC that was
not scheduled to receive data in the first phase, and has received at least one codeword
in [1, t− 1].
- Phase-3: Scheduling overhearing opportunities for overhearing candidates. An over-
hearing candidate is an MC that was not scheduled as a transmitter (assistant MC) or
a receiver in the first two phases. Such an MC has the choice to overhear any of the
scheduled codeword transmissions it can. It shall overhear the codeword transmission
that has the highest potential of being beneficial to the MC itself or any of its neighbors
later.
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Note that all these operations are scheduled over frequency channels only and not over
time. Before presenting the details of each of the three phases, we provide some terminology.
Let Vu be the set of overheard codewords by MC u up until the current time slot. Also,
let p(j) be the current packet to be delivered of multicast session j, and let an MC u ∈ Gj,c(u)
where c(u) is the cell to which u belongs. Assume that Vu does not produce p(j), i.e., no
combination of the codewords in Vu can produce p(j). Then, the set of useful codewords to u
(those that u can use along with Vu to decode and extract p(j) from) can be determined as
follows. Define Vu as the set of all combinations, bitwise XORs, of the codewords in Vu, i.e.,
|Vu| = 2|Vu| − 1. Then, p(j) ⊕ V lu is a useful codeword for MC u, where V lu denotes the lth
combination (codeword) of Vu, for all 1 ≤ l ≤ |Vu|.
Let us consider Phase-1, and let Gj,i ⊆ Gj,i be the set of MCs in cell i that belong to
session j and have received p(j). Then, the best (codeword, channel) schedule for the MR uˆ
that belongs to cell i in a given time slot is found as follows:
(v∗, k∗) = argmax
(v∈V ,k∈Luˆ)
∑
j∈S
∑
u∈Gj,i\Gj,i


1 If k ∈ Lu, v=p(j)
or v ⊕ p(j)∈Vu
0 otherwise
(4.8)
where S is the set of multicast sessions, and V is defined as,
V =

p(j) ∪
|Vu|⋃
l=1
p(j) ⊕ V lu : ∀j ∈ S, u ∈ Gj,i\Gj,i

 (4.9)
Equation (4.8) finds, for the MR, the (codeword, channel) pair that serves the maximum
number of unserved MCs at a particular time slot1. The same approach is used for the second
phase, namely, scheduling the assistance operation. For an assistance candidate MC u, where
c(u) = i, the optimal (codeword, channel) in a time slot t is found as follows:
(v∗u, k∗u)=
argmax
(v∈Vu,k∈Lu/K[t])
∑
j∈S
∑
w∈Gj,i\Gj,i


1 if k ∈ Lw, v=p(i)
or v⊕p(j)∈Vw,
w∈Ni(u)
0 otherwise
(4.10)
1Note that u ∈ Gj,i\Gj,i implies, by definition, that p(j) /∈ Vu in (4.8).
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where K[t] is the set of busy channels in time slot t.
The last phase is to schedule the overhearing operation for MCs that are not receiving
data or participating in the assistance operation. The basic idea is for an MC to overhear the
codeword that is useful to the maximum number of its neighbors. Let Xi[t] be the set of all
transmissions in cell i at time slot t, represented as (transmitter, codeword, channel, receivers)
tuples. Let zl, vl, kl, and Rl denote the transmitter, codeword, channel, and set of receivers of
multicast transmission xl. Then, for an overhearing candidate MC u, where c(u)=i, the best
transmission x∗=(z∗u, v∗u, k∗u,R∗u) to overhear is given as:
(z∗u, v∗u, k∗u,R∗u) =
argmax
(z,v,k,R)∈Xi[t]
∑
j∈S
∑
w∈Gj,i\Gj,i


1 if v∈
|Vw|⋃
l=1
V lw ⊕ p(j),
w ∈ Ni(u)
0 otherwise
(4.11)
The AMS heuristic approach, denoted HAMS, is outlined in Algorithm 4. The first phase,
i.e., scheduling the MR transmission, is expressed by lines [7 − 15]. The phase of scheduling
the assistance operation is expressed by lines [18 − 32]. The phase of scheduling overhearing
opportunities is expressed in the loop starting at line 33. Finally, unnecessary scheduled
overhearings (those which were not used to decode any useful packet) are removed at line 37.
4.6 Collision-free Scheduling across Multiple cells
So far, we have been concerned with scheduling the multicast activity within a single cell.
The potential conflict between adjacent cells, due to collisions, was not taken into consideration.
In this section, we investigate possible solutions to prevent conflicts between the schedules
of adjacent cells and limit the effect of such conflict on the gain achieved by the proposed
assistance mechanism. We will investigate two approaches to avoid/resolve conflicts; a proactive
approach that guarantees conflict-free schedules, and a reactive approach that allows conflicts,
and then resolves any conflicts after they are detected.
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Algorithm 4: HAMS: Heuristic solution for the AMS problem for cell i.
input : Multicast groups {G1,i, · · · ,GM,i}, Li ∀i ∈ Gi ∪ {a0,i}.
Vu ← ∅ ∀u ∈ Gi, Gj,i ← ∅ ∀j ∈ S, t = 0;1
while ∃j ∈ S : |Gj,i| < |Gj,i| do2
t← t+ 1;3
B[t]← ∅; //Busy MCs in slot t4
Xi[t]← ∅; //Transmissions in slot t5
K[t]← ∅; //Busy channels in slot t6
Find the optimal (codeword, channel) for the MR using eq. (4.8), let it be (v∗, k∗) ;7
R← ∅;8
forall (j, u) : j ∈ S, u ∈ Gj,i\Gj,i, k∗∈Lu, v∗ ⊕ p(j) ∈ Vu do9
R← R∪ {u};10
Vu ← Vu ∪ {v∗};11
Gj,i ← Gj,i ∪ {u};12
B[t]← B[t] ∪ {a0,i} ∪ R;13
K[t]← K[t] ∪ {k∗};14
Xi[t]← Xi[t] ∪ {(a0,i, v∗, k∗,R)};15
R← ∅;16
//Schedule the assistance operation17
while |Gi\B[t]| > 2 do18
forall u ∈ Gi\B[t] do19
Find the optimal (codeword, channel) for MC u using eq. (4.10) and let that20
be (v∗u, k∗u), and let the value of the maximum be α∗u;
uˆ = argmax
u∈Gi\B[t]
α∗u;
21
if α∗uˆ = 0 then22
break;23
else24
R← {u : ∃j ∈ S where u ∈ (Gj,i\Gj,i)∩(Ni(uˆ)\B[t]) , v∗uˆ⊕p(j) ∈ Vu, k∗uˆ ∈ Lu};25
Xi[t]← Xi[t] ∪ {(uˆ, v∗uˆ, k∗uˆ,R)};26
B[t]← B[t] ∪ {uˆ} ∪ R;27
K[t]← K[t] ∪ {k∗uˆ};28
forall (j, w) : j ∈ S, w ∈ Ni(uˆ) ∩ Gj,i\Gj,i, k∗uˆ ∈ Lw, v∗uˆ ⊕ p(j) ∈ Vw do29
Gj,i ← Gj,i ∪ {w};30
B[t]← B[t] ∪ {w};31
Vw ← Vw ∪ {v∗u};32
forall u ∈ Gi\B[t] do33
Find the optimal transmission x∗ = (z∗, v∗, k∗,R∗) ∈ Xi for MC u to overhear34
using eq. (4.11);
Vu ← Vu ∪ {v∗u};35
Add u to the receivers, i.e. R∗, of the multicast transmission.36
Remove unused overhearings for all MCs;37
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4.6.1 Proactive approach
Under this approach, whenever an MR calculates the schedule of the cell it manages, it
informs all the adjacent cells about the channels it uses in each time slot. Therefore, any MR
that needs to calculate/update the multicast schedule of the cell it manages must refrain from
using any channel during a particular slot t that an adjacent cell is using in that slot. In other
words, when an MR uses the HAMS algorithm to calculate the schedule, it shall add to the set
of busy channels in slot t, i.e., K[t], all the channels that are used by adjacent cells in slot t.
When a particular channel is no longer used in a specific time slot in a cell, the MR managing
that cell must inform adjacent cells about this change.
This approach guarantees collision free schedules. Therefore, no post-scheduling phase is
needed for resolving collisions. Moreover, it is simple to implement. However, this approach
may limit the potential gain of the proposed assistance mechanism because some cells may
not be able to utilize the full set of channels available to its nodes (in order to avoid collision
with adjacent cells). Furthermore, maintaining up-to-date channel usage information across
adjacent cells incurs communication overhead.
This approach is outlined in Algorithm 5. When an MR is ready to activate the schedule of
the cell it manages, it sends a scheduling request to all adjacent cells (line 0). This request will
help us resolve concurrent activation of schedules which may result in collisions. Each MR that
receives a scheduling request from an adjacent MR will reply with a positive acknowledgment
if it is not in the process of activating its own schedule in the current frame (line 15). However,
if the MR that has received a scheduling request is currently in the process of activating
its own schedule, it will reply with a negative (positive) acknowledgment if it has a lower
(higher) priority than the MR sending the request (lines 9-14). The MR that receives positive
acknowledgments from all of its adjacent MRs activates its schedule in the next frame (line
3-5 ). It shall also update all adjacent MRs with the channels it uses in each time slot.
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Algorithm 5: Proactive Collision-Avoidance (PCA)
if an MR a0,i needs to activate the multicast schedule of cell i then1
It broadcasts a scheduling request packet to all adjacent MRs (those managing2
adjacent cells);
if all adjacent MRs accept the request by sending a positive acknowledgment3
(+ACK) then
Activate the schedule in the next frame;4
Inform all adjacent MRs about the used channels in each slot;5
else6
Retry the activation in the next frame7
if MR a0,i receives a scheduling request from an adjacent MR a0,j then8
if a0,i is trying to activate its schedule in the current frame then9
if cell i has a higher priority than cell j then10
a0,i replies with a negative acknowledgment to a0,j ;11
else12
a0,i sends a positive acknowledgment to a0,j;13
a0,i aborts the schedule activation and retries in the next frame;14
else15
a0,i sends a positive acknowledgment to a0,j ;16
4.6.2 Reactive approach
Under this approach, each MR calculates the schedule of the cell it manages without taking
adjacent cells into consideration. This means that collisions may occur in some time slots
between adjacent cells. Therefore, a collision resolution procedure is needed. The advantage of
this approach is that each cell can obtain the full gain of the proposed assistance mechanism.
Before discussing the collision resolution procedure, we need to highlight some properties of
the schedule that the HAMS algorithm produces.
1. The precedence property : the first property is the precedence relationship imposed on
transmissions. This relationship resembles the fact that an assistance candidate MC
cannot perform its assistance by transmitting a particular codeword unless it has already
received it (or a combination that can produce it) through an earlier transmission(s).
For example, transmissions x1={z1, v1, k1, (z3, · · · )} and x2={z2, v2, k2, (z3, · · · )} must
precede transmission x3={z3, v1⊕v2, k3, (· · · )}. We represent this precedence relationship
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using the following notation, x2≺x3 and x1≺x3. In general, xi≺xj if the codeword vi
was necessary to construct the codeword vj in the original cell schedule.
2. The conflict property : the second property is that any two multicast transmissions x1 and
x2 cannot be scheduled in the same time slot if any of the following collision conditions
hold.
(a) z1 = z2.
(b) R1 ∩R2 6= ∅.
(c) k1 = k2 and c(z1) = c(z2).
(d) k1=k2, c(z1)6=c(z2), and ∃r1∈R1 : ‖r1, z2‖≤ζ or ∃r2∈R2 : ‖r2, z1‖≤ζ where ζ is the
interference range.
Let z(xi, xj) be the collision function defined as follows:
z(xi, xj) =


1 if any of the collision conditions
mentioned earlier is satisfied
0 otherwise
(4.12)
Given the two properties explained earlier, proposing a distributed algorithm that can
resolve collisions without wasting the gain achieved by the assistance operation is not an
easy task. Therefore, we adopt the proactive approach as the solution for collision resolution.
Furthermore, we propose an ILP formulation to resolve the collisions for the reactive approach.
The performance of this ILP will be used a baseline reference to evaluate the performance of
the reactive approach. The basic idea of the ILP is to fit the schedules of C cells in the shortest
time frame possible, we refer to this frame as the network span, such that no collisions happen
in any time slot. The shorter the network span the better because it leads to higher throughput
for the CR-WMN and smaller probability of collision with the primary network.
Given the multicast schedules {X1, · · · ,XC} of the total C cells in the network, such that
Xi = {Xi[1], · · · ,Xi[τi]} where τi is the length of the schedule Xi which is obtained using
Algorithm 4. Let X i =
⋃τi
t=1 Xi[t]. Also, let τmax = max1≤i≤C τi. Then, the ILP formulation
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is shown next.
Minimize
τmax∑
t=1
t · νt, subject to:
ωj,n,t ≤ νt, 1 ≤ n ≤ C, xj ∈ X c (4.13)
ωj,n,t + ωi,m,t ≤ 1, 1 ≤ t ≤ τmax, 1 ≤ n,m ≤ C,
xi 6=xj , xi∈Xm, xj∈X n,z(xi, xj)=1
(4.14)
ωj,n,t ≤
t−1∑
tˆ=1
ωi,n,tˆ, 1 ≤ t ≤ τmax, 1 ≤ n ≤ C,
xi, xj ∈ X n, xi ≺ xj
(4.15)
τmax∑
t=1
ωj,n,t = 1, 1 ≤ n ≤ C, xj ∈ X n (4.16)
The objective of this ILP is to minimize the length of the network span. Constraint (4.14)
guarantees collision free solution. Constraint (4.15), on other hand, maintains the precedence
relationship between the multicast transmissions within the same cell. Lastly, constraint (4.16)
guarantees that each transmission is scheduled in a time slot.
4.7 Handling transmission failures
In a cognitive radio network, channel availability is not guaranteed for SUs. The presence
of a PU in a particular slot will force the SU transmitter which is scheduled to transmit in this
slot to abandon its schedule and back off. Therefore, there is a need to devise a mechanism to
cope with the potential interruption in the calculated schedules due PU activity. We introduce
such a mechanism in this section.
We need to distinguish here between the recovery of an MR and an MC failed transmissions.
The HAMS algorithm guarantees that the MR has something to transmit in each slot of the
frame. Therefore, if it fails to transmit in a particular slot, there is no way for it to recover
that failed transmission without discarding some other scheduled transmission(s). Therefore,
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when the MR fails to transmit, and the delivery delay exceeds the maximum tolerable delay
for the multicast application, rescheduling will be triggered and extra slots will be added to
help the MR drain its queues, as it will be explained below.
On the other hand, the MC transmitters might have some transmission opportunities
throughout the frame to use for recovery. It would be beneficial to make use of such op-
portunities not just to deliver the missed transmission earlier, but also to unblock any future
transmissions which are pending on the reception of the codeword of the missed transmission.
For example, assume that MC z is supposed to transmit codeword v = p1 ⊕ p2 in slot t given
that it has received p1 in slot t− 1 and p2 in slot t− 2. If a PU occupies the channel at t− 2
causing the scheduled transmission to fail, both codewords p2 and p1⊕ p2 will be delayed.
4.7.1 Recovery process
As explained earlier, we need a recovery process to fix the schedule in case of any inter-
ruptions caused by PU activity. In this subsection, we propose an online recovery scheduling
algorithm that monitors the dynamics of a queueing system maintained at each node and based
on which calculates the recovery schedules. Before we propose the recovery algorithm, we need
to illustrate the queueing strategy on which the recovery algorithm will rely. Each node, i,
that is scheduled to transmit in at least one slot (either the MR or an assistance MC) will
maintain the following queues:
• Input queue (IQ): this queue holds the received codewords, and it is parameterized by
the frame ID (i.e., a node i will maintain separate IQ’s for each frame f , IQi[f ]).
• Availability queue (AQ): this is a virtual queue that holds all combinations of the
codewords in IQ and is again parameterized by the frame ID, AQi[f ]. Please note that
this is a virtual queue used to simplify the algorithm presentation and it is not a physical
queue. It is used to indicate that all the combinations needed to construct a scheduled
codeword have been received.
• Delayed Queue (DQ): this is a virtual queue holding all the codewords that a trans-
mitter was unable to transmit because they are not yet available (i.e., not present in AQ
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(b) Transmitter i has a codeword v 
scheduled for transmission at frame 
f and slot t.
DQ [t]
i
OQ [t]
i
Yesv exists in 
AQ [f]
i
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}
IQ [f] AQ [f]
i i
Enqueue v
Find all combinations
(a) Reception of codeword v at node i,
at frame f and slot t
Current scheduled codeword v
Figure 4.3: Interaction between different queues.
at the time of transmission). This queue is parameterized by the slot ID, DQi[t].
• Output Queue (OQ): this is a physical queue holding the codewords that are available
(i.e., present in AQ) but the transmitter is unable to transmit because the channel is
unavailable at the scheduled transmission time. This queue is parameterized by the slot
ID, OQi[t].
Figure 4.3 illustrates the interaction between these four queues. Two more points to add:
• Whenever queue AQi[f ] is updated, the following check is performed: ∀v ∈ DQi[t]
(0 ≤ t ≤ F ): if v ∈ AQi[f ], then dequeue v from DQi[t] and enqueue it into OQi[t],
where F is the frame length.
• Whenever a codeword v is moved out of DQ to the OQ, all codewords in the IQ which
are no longer needed to construct a codeword in DQ are removed.
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Whenever an MC i fails to use the slot scheduled for it to transmit, say t, it informs the MR
via the CCC together with the size of OQi[t] (we assume that the MR either has a separate
radio for control, or uses time multiplexing). Before the beginning of the next frame, the MR
calculates recovery schedules for all nodes with non-zero OQ’s giving priority to the ones with
the largest OQ size as outlined in Algorithm 6. The MR then informs the MCs about the
calculated recovery schedule via the control channel as it will be described later. The extra
transmissions scheduled for recovery purposes are valid for one frame only, and the MR will
recalculate recovery schedules every frame, as needed.
The MR calculates the recovery schedule for MCs in a greedy manner as outlined in algo-
rithm 6. The OQ with the largest size is processed first. Let that be OQi∗ [t
∗]. The MR looks
up the transmission details (i.e., codeword and receivers) from the original schedule (calcu-
lated by HAMS). Then, it iterates over the slots in the frame trying to schedule a transmission
that serves the maximum number of receivers and at the same time does not conflict with
any scheduled transmission in the original schedule. If it succeeds to serve all the receivers of
the failed transmission, it adds the found transmission opportunities to the original schedule.
Otherwise, it ignores this OQ (by setting the size to zero to make it ignorable). This oper-
ation repeats until there is no more non-zero OQ’s to process. The MR then sends the new
calculated schedule to all MCs via the control channel (please recall that the extra scheduled
transmissions are valid for one frame only). It is also possible that no recovery is possible for
some transmitters. In such case, the MR will do nothing. It will just wait for a notification
from a receiver MC that the packet delay has exceeded the maximum tolerable delay by the
multicast application. If the MR receives such a notification, it triggers the full rescheduling
(i.e., running the HAMS again) taking into consideration the avoidance of the channels which
have caused consistent growth in OQ’s. The MR will also add the minimum number of extra
slots that the transmitters (including the MR itself) which have non-zero OQ’s can share (us-
ing Algorithm 6) to drain their OQ’s. If such extra slots are added, the MR will have some
idle slots to use for recovering its own OQ’s. Once all transmitters drain their OQ’s, the MR
will shrink the schedule back by removing the extra slots it added earlier, and notify the MCs
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about this change. Any changes made to the schedule are communicated with the adjacent
cells (via the CCC) to maintain the collision free atmosphere.
To explain the recovery behavior, we present the example summarized in Figure 4.4. We
simulate the schedule in Figure 4.4 with packet size of 1555 bytes and slot length of 2.43 ms
for six seconds. The simulation results are presented in Figure 4.5. In period [1, 2], we blocked
channel 3 in slot 3 (i.e., used by a PU) only, and at the same time we disabled failure recov-
ery. Thus, the size of OQ4[3] increased linearly until it hit 58. Then we enabled the failure
recovery in [2− 3], while keeping channel 3 busy in slot 3 during this period. According to the
schedule, node n4 can make use of channel 3 in slots {0, 1, 5, 6} for recovery. Therefore, the
MR scheduled those slots to be used by n4 to drain OQ4[3], and the queue quickly drained at
rate 4 packets/frame. In period [3 − 4], we blocked channel 3 in slot 2 and disabled failure
recovery, and therefore OQ5[2] has built up. We enabled the recovery back at time t = 4,
and blocked channel 3 in slots 0 and 1 till the end to the simulation period. According to the
schedule, node n5 can make use of channel 3 in slots 5 and 6. Therefore, the MR schedules
those slots for n5 to use. While OQ5[2] is draining at rate 2 packets/frame, OQ4[3] is building
up because it now has an input rate that is higher than its output rate and at the same time
is unable to win any recovery slots because the size of OQ5[2] is still higher. When the sizes
of OQ4[3] and OQ5[2] became equal, the MR started to make slots 5 and 6 shareable between
n4 and n5 for recovery and the recovery rate became 1 packet/frame/node until time 4.7. At
t = 4.7, we blocked channel 3 in slot 5 leaving only one slot available for recovery purposed.
Therefore, the recovery rate dropped down to 1 packet/frame until the OQ’s of nodes n4 and
n5 completely drained at t = 5.4. Also, note that the size of DQ4[3] matches that of OQ5[2]
as expected.
79
Slot Transmitter Channel Codeword Receivers
0 n0 0 a {n1, n5, n6}
1 n0 0 b {n1, n5, n6}
2 n5 3 a {n4}
2 n0 1 a {n7, n8}
3 n4 3 a {n3}
3 n0 1 b {n7, n8}
4 n0 3 a⊕ b {n3, n4}
5 n0 2 a {n2}
6 n0 2 b {n2}
Figure 4.4: A case study to illustrate the recovery processes. The figure to the left shows the network
topology and channel availability, while the table to the right shows the calculated schedule.
Algorithm 6: Greedy approach to recalculate recovery schedules
input : OQi[t], ∀i ∈ Z, 0 ≤ t < F ;
Z: the set of transmitters in the permanent schedule of the next frame;
F : the frame length;
output: Xtotal: The schedule of the next frame including temporary recovery
transmissions;
Copy the permanent schedule of the next frame into Xtotal;1
while ∃(i, t) : OQi[t] > 0 do2
Let OQi∗ [t
∗] be the OQ with the largest size;3
From the permanent schedule, look up the scheduled transmission at slot t∗. Let4
that be x∗ = {i∗, v, k,R};
X ← ∅;5
for τ = 0; τ < F ; τ ++ do6
if |R| = 0 then7
break;8
if i∗ and at least one receiver in R are idle in Xtotal[τ ] and shares a common idle9
channel then
Let k∗ ∈ Li∗ be an idle channel in τ that is available to the maximum10
number of receivers represented by the set R∗ ⊆ R;
X ← X ∪ (i∗, v, k∗,R∗);11
R← R\R∗;12
if |R∗| < |R| then13
OQi∗[t] = 014
else15
Xtotal ← Xtotal ∪ {x}, ∀x ∈ X16
return Xtotal;17
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Figure 4.5: The queue dynamics of the case-study summarized in Figure 4.4.
4.8 Performance Evaluation
In this section, we evaluate the performance of the proposed assistance and collision reso-
lution mechanisms. Before presenting the results, we illustrate the channel availability models
we used in our simulations. In this section, M will denote the number of multicast sessions,
i.e., M = |S|.
4.8.1 Channel Availability Models
In this subsection, we outline a number of possible channel availability models in CRNs.
However, we only use the third, i.e., CM, model for our simulations.
1. The spatial model (SM): under this model, a number of PUs, NPU , are uniformly dis-
tributed in the network field. Each PU is assigned one frequency channel selected uni-
formly at random from a pool of K channels. An SU j can use a frequency channel k iff
all PUs which are assigned channel k are at least at a distance Rp away from j.
2. The hybrid model (HM): as in the spatial model, a number of PUs, NPU , are uniformly
distributed in the network field. Each PU is assigned one frequency channel selected
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uniformly at random from a pool of K channels. A PU is active (i.e., using the assigned
channel) with probability pON , and inactive with probability 1− pON . An SU j can use
a frequency channel k iff all active PUs which are assigned channel k are at least Rp
away from j.
3. The coexistence model (CM): each MR serves both primary and secondary clients, which
means that MRs can utilize all frequency channels. SUs are treated as second class
users which receive best effort service. Therefore, the set of available channels at SUs
will depend on many different factors including, spatial distribution of PUs and SUs,
primary traffic loads, load balancing between frequency channels, pricing function (in
case of spectrum auction), etc. To keep the model simple, we make all channels available
to all MRs, while a channel is made available to an MC with probability Pa.
4.8.2 The gain of receiver assistance
To evaluate the gain of the proposed assistance mechanism, we study a single cell with
the number of MCs varying from 5 to 50. The MCs are distributed uniformly at random in
a square area of 500m × 500m around the MR which is located in the center of the square
area. All nodes (MCs and the MR) are assumed to have the same communication radius of
√
2 × 5002 = 353.55m over all channels. We vary the number of multicast groups M between
1, 3, 4, and 5. Each MC is assigned to any of the M groups uniformly at random, i.e., each
MC belongs to exactly one multicast group. Lastly, we have the number of channels K = 6
in all experiments. Available channels are determined at each node (MC or MR) according to
the CM model.
Intra-group assistance Figure 4.6 shows the gain of using intra-group assistance in a
single multicast group. The gain is defined as the percentage reduction in the multicast period
of the unassisted multicast achieved by using assisted multicast (unassisted−assistedunassisted ×100%). The
optimal solutions for the two cases of unassisted multicast and intra-group assisted multicast
were obtained using the two ILPs proposed in Section 4.4. We also evaluated the gain of intra-
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group assisted multicast by scheduling the problem using the HAMS algorithm. Each point
is the figure is the average over a 100 randomly generated topologies. As the figure shows,
the intra-group assistance achieves a significant gain over the unassisted case that increases
with increasing the group size. On the other hand, the HAMS algorithm is performing well
by achieving a considerable gain and being always within, on average, one time slot of the
optimal solution obtained by ILP formulation of the AMS-Single problem. In fact, HAMS
was, on average, ≈ 0.63 slots higher than the optimal assisted multicast schedule, and ≈ 2.11
slots less than the optimal unassisted multicast schedule.
Inter-group assistance We now evaluate the benefit of using each of the three assistance
operations: intra-group assistance, inter-group assistance, and the codeword exchange operation
for multiple multicast groups. We vary the number of groups M between 3, 4 and 5. For each
case, we evaluate the gain using intra-group assistance only, intra- and inter-group assistance,
and intra- and inter-group assistance with network coding. For the unassisted multicast case, we
find the optimal schedule for each one of the M groups and summing up the optimal multicast
periods for all individual groups to obtain the total multicast period. As for the assisted
multicast scheduling, we used the HAMS algorithm. Figures 4.7, 4.8, and 4.9 correspond to
the cases of M = 3, 4, and 5 respectively with each point in the figure be the average over a
100 randomly generated topologies. As the figures show, each level of assistance achieves some
extra gain in the total multicast period. However, it is apparent that inter-group assistance
has more influence on the total gain than the codeword exchange operation, yet the codeword
exchange operation can still improve the scheduling performance. Figure 4.10 shows the actual
averages of the multicast period for the data presented in Figures 4.7, 4.8, and 4.9.
The effect of channel availability To understand the effect of channel availability on
the achievable gain of the assisted multicast, we varied Pa from 0.1 to 0.7 for the cases ofM = 1
and M = 5 as shown in Figures 4.11 and 4.12 respectively. The number of MCs in a single cell
is varied between 10, 30, and 50. All MCs are assumed to be members of all multicast groups
to nullify the effect of diversity in group membership on the achievable gain. Each point on
83
the curve of any of the two figures is the average of 200 randomly generated instances. As
the two figures show, the gain increases as Pa increase until reaching a peak and then starts
decreasing. The Pa at which the gain is maximized offers the highest level of diversity in the
network, the basic property on which the proposed assistance mechanism relies. Another thing
to note from these two figures is that the gain is higher with higher values of M .
4.8.3 Proactive vs. reactive collision resolution
In this section, we study a network of four cells, all of which have the same number of
MCs and share the same pool of channels. The number of channels is chosen from the set
{4, 6, 8, 10, 12}, while the number of multicast groups is set to 3. All MCs are members of all
multicast groups to nullify the effect of diversity in group membership on the achievable gain.
The number of MCs in each cell is chosen from the set {20, 50}. In each experiment, all the
cells have the same number of MCs. The number of cells in the network is 9, arranged in a grid
of 3× 3 in a field of area 500m× 500m. The communication radius for all nodes is √2× 5006 ,
and ζ is twice the communication radius.
Each cell calculates its multicast schedule using the HAMS algorithm. Then, we use the
proactive (the PCA algorithm) and the reactive (the ILP) to resolve collisions between adjacent
cells. Figure 4.13 shows the performance of the two approaches represented by the ratio of the
proactive approach to the reactive approach for both 20 and 50 MCs in each cell. Each point
on the curve is the average of 100 randomly generated instances. As the figure indicates, the
performance of the proactive approach is close to that of the reactive approach with optimal
collision resolution (less than %5 difference). The figure also shows that for small number of
channels (4 for example), the proactive performs better than the reactive approach. Therefore,
given the simplicity of implementing the proactive approach (compared to the reactive), and
the good performance the figure implies, we adopt the proactive PCA algorithm as the collision
resolution procedure.
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4.9 Chapter Summary
In this chapter, we studied the problem of assisted multicast scheduling in CR-WMNs. We
proposed an assistance paradigm that relies on receiver nodes to forward the multicast data to
other receivers that have not yet received their own data. Furthermore, network coding was
also proposed as another assistance technique that further reduced the total multicast period.
Results show that the proposed assistance paradigm achieves a significant gain in reducing the
total multicast period, i.e., overall throughput. A proactive collision resolution procedure was
also proposed to allow collision-free schedules across multiple cells in a CR-WMN.
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Figure 4.6: The gain of using intra-group assistance in a single multicast group (Pa = 0.25).
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Figure 4.8: Average gain of assisted multicast using different levels of assistance (M = 4, Pa = 0.25).
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Figure 4.9: Average gain of assisted multicast using different levels of assistance (M = 5, Pa = 0.25).
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CHAPTER 5. ON-DEMAND MULTICAST ROUTING
The routing problem in cognitive radio networks faces unique challenges which are not
present in traditional wireless networks. Under the open spectrum model, it may no longer
be true that all frequency channels utilized by the network share the same characteristics, like
bandwidth and achievable throughput for example. Depending on how the primary (licensed)
network utilizes and shares its spectrum resources with the secondary (unlicensed) network,
channel availability might be different at different locations and times, and therefore the nodes
that belong to the secondary network will observe heterogeneous sets of available channels.
Given these facts, there is a need for novel routing algorithms for cognitive radio networks
that can optimize the route selection taking into consideration the specific challenges imposed
by the coexistence between licensed and unlicensed wireless users.
In this chapter, we address multicast routing and introduce an on-demand multicast routing
and channel allocation algorithm that takes the heterogeneity in channel characteristics and
availability into consideration. The algorithm is based on dynamic programming and aims
at establishing the minimum-cost (maximum-revenue) route to the multicast tree for new
members joining a multicast session. The algorithm is general and can be used with different
routing objectives.
5.1 Introduction
The multicast routing problem in multihop cognitive radio networks faces some major chal-
lenges that are not present in traditional wireless networks. These challenges are mainly caused
by the heterogeneity in channel characteristics, and heterogeneity in channel availability among
different Secondary Users (SUs). Some examples of these heterogeneities are summarized next:
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1. Channels can have different bandwidths and maximum allowed transmission powers.
Such constrains may be set by spectrum regulators (like the constraints imposed on the
maximum transmission power by FCC). Another possible scenario is for the operators
of the licensed network to enforce restrictions on the amount of bandwidth they want
to share out of a given band, and the limits on the transmission power on that shared
portion of the spectrum to maintain some performance objectives. With such restrictions,
different channels can achieve different throughputs.
2. Another form of heterogeneity is that of the channel availability at different SUs. This
can be due to the fact that SUs may observe different sets of available (idle) channels
depending on the activity of the Primary Users (PUs) in their vicinity. The heterogeneity
in channel availability leads to the following unique issues of cognitive radio networks
(assuming a single radio interface):
(a) Broadcast deformation: when an SU has neighbors that do not (all) share a common
channel with this SU, it cannot broadcast a data unit to all neighboring SUs in one
transmission. Therefore, a broadcast might become a number of multicast trans-
missions, or in the worst case a number of unicast transmissions. This significantly
reduces network capacity and increases end-to-end delay.
(b) Switching delay : another source of capacity wastage and delay increase is channel
switching [21]. Assume that SU i receives from SU j and forwards the data to
SU k. If i cannot find a common channel with j and k together, then it has
to use two different channels for transmission over the two links j→i and i→k.
Depending on spectral separation between the two channels, the switching delay
could be significant. The problem worsens when an SU has to receive from and/or
transmit to multiple SUs.
3. From the perspective of SUs, the link reliability can be measured as the probability of a
PU interrupting an ongoing SU transmission. This can be heterogeneous across channels
and geographical locations depending on the geographical and spectral distribution of
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PUs as well as the dynamism of their activities.
Given the examples above, traditional routing algorithms, like shortest path routing, are not
suitable for cognitive radio networks and new routing strategies are needed. We propose in this
chapter an on-demand dynamic-programming based multicast routing and channel allocation
algorithm for wireless cognitive radio mesh networks under the assumption of a single radio
interface. The proposed algorithm is generalized in terms of the routing metric, i.e., the same
algorithm can be used to find the best route for different routing metrics.
The rest of this chapter is organized as follows. In Section 5.2, we layout the system model
and the assumptions. The motivation of this work and the problem formulation are presented
in Section 5.3. An optimal channel allocation algorithm along a single path is proposed in
Section 5.4. The multicast routing and channel allocation algorithm (OMRA) is then proposed
in Section 5.5. The extendability of the proposed routing algorithm to other routing metrics
is discussed in Section 5.6. We address the issue of rerouting upon link failures, due to PU
activity on the allocated channels, in Section 5.7. In Section 5.8, we evaluate the performance
of the proposed OMRA algorithm. We conclude the chapter in Section 5.9.
5.2 System Model
In this section, we layout the system model and assumptions. We consider a wireless cog-
nitive mesh network that consists of a number of mesh routers (MRs), each of which manages
a set of mesh clients (MCs), and a single gateway that connects the network to the Internet.
Any MR can reach the gateway either directly or through multiple hops of MRs. We are only
concerned with multicast traffic that originates from the Internet (like watching TV broadcasts
or some special events, like online games) and passes through the gateway to be finally received
by SUs, which are members of the multicast session, in the cognitive mesh network. Therefore,
we treat the gateway as the (hypothetical) source of all multicast traffic.
We assume the existence of a spectrum sensing and management entity (SSME) that pro-
vides an SU (MR or MC) with a list of channels which can be used by that specific SU. In
addition to the straightforward implementation of having each SU perform the role of the
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SSME itself (or cooperatively with neighboring SUs), a number of other implementations have
been proposed in literature. One of these implementations is to have a wireless sensor network
infrastructure that is specifically designed to achieve accurate spectrum sensing and provide
SUs with information about spectrum occupancy [85]. Spectrum auction is another implemen-
tation of an SSME in which some spectrum leasing entity (could be PUs themselves) leases
the spectrum to SUs for a specified amount of time [86, 87]. Whatever the adopted implemen-
tation of the SSME is, we always assume that each SU has a list of available channels at any
point in time. We further assume the existence of a common control channel (CCC) between
neighboring SUs. The proposed solutions in this chapter work with any implementation of the
CCC, like an actual fixed frequency channel [44], or a virtual CCC [45].
5.3 Motivation and Problem Definition
We will use the end-to-end delay routing metric as a case study to explain the motivation
and the algorithm details. In Section 5.6, we will show how the proposed routing algorithm
can be used with different routing metrics. Until then, all the discussions and analysis will be
under the assumption that end-to-end delay is the routing metric.
To explain the motivation behind this work, consider the example shown in Figure 5.1.
The set besides each SU in Figure 5.1.(a) represents the list of channels available to that SU.
Two different channel assignments are presented in Figures 5.1.(b) and 5.1.(c) to explain the
effect of channel assignment on the throughput and end-to-end delay of multicast traffic. Let
us investigate the total time that the forwarding node f needs to relay the multicast data to
the multicast receiver-nodes r1 and r2, after receiving it from the multicast source s. Assume
that the switching delay between two channels operating at central frequencies f1 and f2 is a
linear function denoted by dsw(f1, f2). Let dsw(f1, f2)=α|f1−f2|, where α is the tuning speed
(in seconds/Hz ) of the spectrum processor1. Also, let Li,jn be the packet transmission time
from MR i to MR j on channel n. This will depend on the packet size and achievable channel
bit-rate (i.e., Shannon capacity), which in turn depends on the transmission power, the channel
1For example, the suggested value of α for the TCI 715 spectrum monitoring system is 1ms/10MHz [88].
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bandwidth, the coding and modulation schemes, and the link quality between i and j.
To keep the example simple, assume that a packet transmission on any channel takes the
same time of L, i.e., Li,jn = L ∀i, j, n. Then, the total relay time at node f for case in Figure
5.1.(b) is L+α; α (in seconds) to switch from channel 3 to channel 4, and L for one transmission
on channel 4 to r1 and r2. For the case in Figure 5.1.(c), on the other hand, the total relay
time is 2L+ 4α calculated as follows:
total relay time = dsw(1, 4) + L+ dsw(4, 5) + L = 2L+ 4α
Let τb and τc denote the throughput of node f in case b and c respectively. Then, τb =
1
(L)+L+α+(α) =
1
2L+2α , and τc =
1
(L)+2L+4α+(4α) =
1
3L+8α . The term (L) in the dominator of
both of the formulas above represent the time to receive the packet from s, and the terms (α)
and (4α) represent the switching time from the last channel used for transmission back to the
channel used for reception for cases (b) and (c) respectively. For 10 Mbps channel rate, 1500
byte packet size, and 1ms baseband switching delay, the ratio τc/τb evaluates to ≈ 38%, which
is a significant reduction of f ’s throughput.
On the other hand, the end-to-end delay is also affected. For example, in Figure 5.1, it will
take the multicast data 2L+ α to reach r1 and r2 in case (b). However, the end-to-end delay
is 2L+ 3α to r1 and 3L+ 4α to r2 in case (c). Based on the practical values used before, the
ratio of the end-to-end in case (c) to case (b) is 158.82% for r1 and 223.53% for r2.
Based on these motivational examples, it can be clearly realized that an on-demand solution
is needed for such a network because the delay and throughput measures depend on the current
situation of the MRs along a candidate route in terms of (1) the channel availability, (2) the
number of flows an MR is currently serving, and (3) the channels on which these flows are
served. The purpose of this study is to propose such a solution. Without loss of generality, we
assume that a single gateway exists in the network from which all multicast sessions originate.
Furthermore, we only consider data multicast between MRs as the problem of transmitting
the multicast data from an MR to its MC was studied by the authors in chapter 4.
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Figure 5.1: An example that illustrates the effect of channel assignment on the throughput and
end-to-end delay of multicast traffic.
Figure 5.2: A toy example of a path of five MRs from n1 to n5, lists under the nodes represent
available channels at each node.
5.4 Optimal Channel Assignment on a Route
In this section, we describe the channel assignment problem assuming that the routing
problem has been solved. The problem of optimal channel assignment is therefore solved in
terms of end-to-end delay along a single path. Then, we will extend the solution proposed
for this case to include multicast routing. Consider the path shown in Figure 5.2 under the
assumption that all channels have the same rate and bandwidth (i.e. the same packet trans-
mission time L) and using the frequency-switching delay function dsw(f1, f2) defined earlier.
By investigating all possible channel assignments, it can be easily shown that the channel
assignment {5, 5, 8, 8} for the links {n1→n2, n2→n3, n3→n4, n4→n5}, respectively, is the opti-
mal with an end-to-end delay of 4L+ 3α, and the assignment {2, 5, 3, 8} is the worst with an
end-to-end delay of 4L+ 10α. To find the optimal channel assignment on a route, a dynamic
program is proposed next.
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Table 5.1: All possible channel assignments and their end-to-end delays
(n1 → n2) (n2 → n3) (n3 → n4) (n4 → n5) Cost
2 4 3 8 4L+ 8α
2 4 8 8 4L+ 6α
2 5 3 8 4L+ 10α
2 5 8 8 4L+ 6α
4 4 3 8 4L+ 6α
4 4 8 8 4L+ 4α
4 5 3 8 4L+ 8α
4 5 8 8 4L+ 4α
5 4 3 8 4L+ 7α
5 4 8 8 4L+ 5α
5 5 3 8 4L+ 7α
5 5 8 8 4L+ 3α
5.4.1 Dynamic programming approach for channel assignment
Given a route (or path) R that consists of |R| MRs, numbered from 1 to |R|, and the
data flows from MR |R| to MR 1, i.e, MR |R| is the source and MR 1 is the destination.
The objective is to allocate a channel to each link along R such that the end-to-end delay is
minimized. A formal definition of a dynamic program consisting of stages, states, transitions,
and transition cost is now developed. MRs along a path are mapped into stages, available
channels to MRs into states, and channel assignments into transitions. Let,
- Li be the set of channels available at MR i.
- Ci−1,in,m be the cost of making a transition from state n at stage i−1 to state m at stage i.
For a single path, this cost is given as Ci−1,in,m =dsw(n,m)+L
i,i−1
n . The cost will be slightly
different for multicast routing (see Section 5.5).
- f∗(i,m) be the delay under the optimal solution starting from state m at stage i and ending
at stage 1.
- f∗(|R|) be the minimum end-to-end delay under the optimal solution (channel allocation)
for path R.
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Figure 5.3: The dynamic program formulation of the path in Figure 5.2.
Choosing state m at stage i (i < |R|) means that MR i receives data from MR i + 1
on channel m. Finally, the dynamic program is outlined in Table 5.2. Equation (5.6) finds
the optimal channel assignment, i.e., the one with the minimum end-to-end delay, along the
entire route. Equation (5.7), on the other hand, finds the optimal channel assignment starting
from MR i and ending at MR 1, such that MR i receives from MR i + 1 on channel m. A
boundary condition that gives all channel assignments equal cost of “0” at MR 1 is defined in
(5.8). Figure 5.3 shows the formulation of the path given in Figure 5.2 excluding the packet
transmission time (because it was assumed to be the same on all links and it, therefore, does
not affect the selected channels).
5.4.2 Distributed optimal allocation
We devise a distributed implementation based on the above dynamic program formulation,
that can be used in cognitive radio networks. To setup a connection from the source MR |R|
to a destination MR 1 along the path R, two phases are executed; the forward phase and the
backward phase as summarized in Figure 5.4. In the forward phase, which starts from the
destination and ends at the source, the dynamic program proposed earlier is used to calculate
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the optimal cost (end-to-end delay) along the route. In the backward phase, which starts from
the source and ends at the destination, the channels to be used at each link to obtain the
calculated end-to-end delay are identified at each MR along the route. The assumption that
the destination starts the channel allocation process is suitable for multicast routing. In the
case of multicast routing, the source MR (which is the gateway) sends a JOIN REQ packet
to the destination MR (the MR that should join a multicast session) on any available route
(like an existing control route). Then, the destination MR starts a search process to find the
optimal (minimum end-to-end delay) path to the gateway. That is why we assume the forward
phase is initiated by the destination MR (for more details see Section 5.5). The forward phase
operates as follows,
- The destination calculates the value f(1,m) ∀m ∈ L1 (see Table 5.2) and sends it in one
packet to the next hop along the path, i.e., MR 2, through the CCC. We call this packet the
allocation cost packet (ACP). Let ACP(i) denote the ACP packet sent by MR i to MR i+1,
and ACP(i)·cost(m) is a field of ACP(i) used to carry the cost of using channel m for the
link (i→ i+ 1). The source MR, i.e., MR 1, fills the fields of its ACP packet as follows:
ACP(1)·cost(m) = 0, ∀m ∈ L1 (5.1)
- Then, upon receiving ACP(i−1) (i < |R|), MR i prepares its ACP packet as follows:
ACP(i)·cost(m)= min
n∈Li∩Li−1
Ci−1,in,m +ACP
(i−1)·cost(n) (5.2)
- Finally, when the source MR, i.e, MR |R|, receives the ACP packet of MR |R|−1, it calculates
f∗(|R|) as follows:
f∗(|R|)= min
n∈L|R|∩L|R|−1
L|R|,|R|−1n +ACP
(|R|−1)·cost(n) (5.3)
The backward phase, on the other hand, operates as follows,
- The source MR identifies the optimal channel on the link between |R| and |R| − 1. Let this
channel be k∗|R|,|R−1|, then
k∗|R|,|R|−1= argmin
n∈L|R|∩L|R|−1
L|R|,|R|−1n +ACP
(|R|−1)·cost(n) (5.4)
The source node |R| informs the previous node on the route, i.e, |R−1|, about the identified
channel.
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Figure 5.4: An illustrative example of the forward and backward phases of the route establishment
process.
- Then, at each MR i on the route, for 1 < i < |R|, the channel k∗i,i−1 is identified as follows,
k∗i−1,i= argmin
n∈Li∩Li−1
(
Ci−1,in,k∗
i,i+1
+ACP(i−1)·cost(n)
)
(5.5)
- Finally, the destination, i.e., MR 1, receives, from MR 2, information about the channel
assigned to the link (2→ 1).
The distributed implementation described above requires all MRs along R to maintain the
ACP packets they receive until they hear back from MR |R|. This also requires defining a
timeout period such that if, within which, an MR does not hear back from MR |R|, the ACP
packet will be discarded.
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Table 5.2: A Dynamic program for optimal channel allocation along a route R
f∗(|R|) = min
m∈L|R|∩L|R|−1
L|R|,|R|−1m + f
∗(|R| − 1,m) (5.6)
f∗(i,m) = min
n∈Li∩Li−1
(
Ci−1,in,m + f
∗(i− 1, n)) (5.7)
f∗(1,m) = 0, ∀m ∈ L1 (5.8)
5.5 Multicast Routing: Challenges and Solutions
In this section, we use the dynamic program developed in Section 5.4 for the case of a single
path as a building block to design an on-demand multicast routing and channel allocation
algorithm. A common multicast routing design in wireless mesh networks is the tree-based
structure, in which a multicast tree originates from the source of the multicast session and
reaches every member of that session. We adopt this structure in this work. We introduce
a decentralized dynamic tree construction algorithm by which an MR may attach itself to an
existing multicast tree (or be the first in a new one) while jointly minimizing the end-to-end
delay and throughput wastage at MRs along the selected route.
To understand the complexity of the problem, consider an MR, say i, that wants to join
a multicast session. For i to find the route with the minimum end-to-end delay that connects
it to the existing multicast tree (which could be only the gateway at the beginning), it must
inspect all possible routes. This inspection is more complicated in cognitive radio networks
than it is in traditional wireless networks because of the fact that “longer paths, in terms
of number of hops, do not necessarily impose longer delays because of the channel switching
delay”. In such a case, the search domain may include the entire network. Therefore, we
need a systematic way to constrict the search domain and achieve a near optimal solution. A
widely used technique is what we call the level-based approach which is based on the shortest
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Figure 5.5: An example to illustrate how channel availability can affect the hop distance between SUs.
hop-count to the gateway. Based on this approach, each MR maintains its hop-count (on
the shortest route) to the gateway. This can be achieved using a breadth first search (BFS)
that starts from the gateway and traverses the whole network. It is worth pointing out that
the hop-count distance should be updated regularly due to the varying channel availability.
Consider the example in Figure 5.5
5.5.1 Finding the minimum hop distance (level) of MRs
To find the shortest hop-count distance,i.e., level, from the gateway to every other MR in
the network, the gateway starts a search process on the CCC. Each MR i maintains a local
level counter li, which is used to maintain the shortest hop distance to the gateway. This
counter is initialized to ∞, except for the gateway for which the level is initialized to 0. Before
describing the process of evaluating (and reconfiguring) the levels, we need to present some
definitions. For an MR j in level lj , define the following:
- Neighbors of j: the set of MRs that are within the transmission range of MR j, even if they
do not share a common data channel with j. This set is denoted by N (j).
- Parents of j: the set of MRs in level lj−1 that MR j can reach, which is denoted by P(j).
- Children of j: the set of MRs in level lj+1 which can reach MR j , and is denoted by C(j).
It is worth pointing out that reachability between a pair of MRs requires two things. First, the
two MRs are within the communication range of each other. Second, they share a common data
101
channel (other than the CCC). The search process starts by having the gateway broadcasts a
control packet, that we call LEVEL UPDATE packet, with a “level” field initialized to 0, and
a “sender” field initialized to 0 (the ID of the gateway MR) over the CCC.
Every MR, other than the gateway, runs the procedure shown in Algorithm 7. The
algorithm guarantees that the level counters remain up-to-date for all MRs. The first if -
statement (line 3) updates the level counter li (using the equation in line 6) upon receiving
a LEVEL UPDATE message from some MR j ∈ N (i). If the value of li is different from
the current one, using the aforementioned equation, then all MRs in N (i) are notified about
the new value (using the SendLevelUpdate(·) function as shown in line 7), and li is updated
(line 8). If the channel availability at MR i, represented by the set of available channels Li,
changes, then the second if -statement (line 9) will be executed. In that statement, MR i will
first provide its neighbors, i.e., N (i), with the updated Li (line 10). Then, it updates its level
counter li and informs its neighbors about any change in li as shown in lines 12 and 13. Finally,
the third if -statement (line 14) updates level li upon receiving an updated channel availability
from some MR j∈N (i), and inform nodes in N (i) if li changes.
5.5.2 Multicast Routing Algorithm
The gateway sends a JOIN REQ packet over the CCC to an MR(s) that should join a
multicast group. This packet should contain enough information to identify the multicast
session (like a group number). This packet is sent over the CCC. Upon receiving this packet,
the MR needs to find the path that connects it with the multicast tree of the intended session
with the minimum end-to-end delay. The search for this shortest path involves allocating
channels to the links of that path for which no channels have been allocated yet (by other
flows). At the same time, the bandwidth wastage due to channel switching should be kept as
low as possible.
Before proposing the algorithm, we need to define a cost metric that can jointly represent
the delay (transmission and switching) and bandwidth wastage. For the single path case in
Section 5.4, the cost metric Ci−1,in,m included the switching delay and transmission time only,
because we did not address existing flows that pass through an MR. Let L(i) ⊆ Li be the set
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Algorithm 7: Level Evaluation and Reconfiguration
For an MR i (other than the gateway):1
begin2
if a LEVEL UPDATE message is received then3
j = LEVEL UPDATE.sender ;4
lj = LEVEL UPDATE.level ;5
lnewi =
{
lj + 1 if Li ∩ Lj 6= ∅ and li > lj + 1
li otherwise6
SendLevelUpdate(i,li,l
new
i );7
li = l
new
i ;8
if Li changes then9
Provide all MRs in N (i) with the new set Li;10
lnewi = min
j∈N (i)|Li∩Lj 6=∅
{∞ if P(j) = {i}
lj + 1 otherwise11
SendLevelUpdate(i,li,l
new
i ) ;12
li = l
new
i ;13
if an updated Lj for some j ∈ N (i) is received then14
Find lnewi as described in line 12;15
SendLevelUpdate(i,li,l
new
i );16
li = l
new
i ;17
end18
SendLevelUpdate(i,loldi ,l
new
i )19
if lnewi 6= loldi then20
Create a new LEVEL UPDATE message;21
Set LEVEL UPDATE.sender=i;22
Set LEVEL UPDATE.level=lnewi ;23
Broadcast LEVEL UPDATE over the CCC;24
end25
of channels used to handle (i.e., receive or transmit) the flows (unicast or multicast) that are
served by MR i. Then, we define the function ∆i(·) that takes as an argument a set of channels
S, and returns the maximum possible switching delay between any pair of channels in S ∪ Li.
Therefore,
∆i(S) = dsw( max
m∈S∪Li
m, min
n∈S∪Li
n) (5.9)
Equation (5.9) is based on the assumption that the cognitive radio remains tuned to the
last used channel. If a different radio management policy is used (like having the cognitive
radio always tuned to a particular channel during idle times), a different definition of the ∆i(·)
function is needed. By including the ∆i(·) function into the cost metric Cj,in,m, channels closer
to the ones already allocated to some incoming or outgoing links of MR i will be preferable
over others that are farther away in the spectrum. Therefore, the nodal delay due to switching
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between flows served by the MR on different channels will be less, which intuitively means less
bandwidth wastage.
The proposed on-demand multicast routing and channel allocation (OMRA) algorithm is
outlined in Algorithm 8, and is based on the forward and backward phases of the distributed
implementation of the dynamic program proposed in Section 5.4.2. When the MR that is
supposed to join a multicast session, say MR i, receives a JOIN REQ packet from the gateway,
it prepares for each MR j ∈ P(i) an ACP packet as described in Section 5.4.2 (equation (5.1))
and sends it to j over the CCC. Then, every other MR that receives an ACP packet, from
one of its children, does the same. In other words, it prepares an ACP packet for each of its
parents as described in Section 5.4.2 (equation (5.2)) and sends it over the CCC. Therefore, the
gateway will receive multiple ACP packets that originated at MR i, each of which corresponds
to a distinct path between i and the gateway. The gateway then chooses the path with the
minimum cost and initiates the backward phase described in Section 5.4.2 along that path.
5.6 Other Routing Metrics
In this section, we give two examples to show the extensibility of the proposed routing
algorithm in terms of using other routing metrics. Consider the case where it is required to
find the best route in terms of a particular metric, other than the end-to-end delay, while at
the same time enforcing a limit on the maximum tolerable switching latency at a node. Such
a metric can be, for example:
1. End-to-end throughput : this metric aims at finding the route that has the maximum
end-to-end throughput, i.e, the maximum minimum link throughput.
2. Maximize the minimum link lifetime: this metric aims at finding the route that has the
maximum minimum link expected lifetime. The link expected lifetime is defined as the
length of the period from the moment a channel becomes available on a particular link
until it becomes unavailable due to PU activity (see Figure 5.6 for an example).
This metric is important to avoid frequent rerouting. Longer lifetime for a particular
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Figure 5.6: An example to explain the lifetime of a link on a give channel. The curve shows
the PU usage of the channel across time slots (1 means the PU is using the channel).
link means longer periods between reroutings caused by failures of this link. Please note
that the calculation of the link lifetime depends on how to define that a link has become
unavailable. Unavailability for a single slot or a few slots, for example, may be tolerable
and not sufficient to announce the end of the channel availability (i.e., lifetime) and
trigger rerouting. Instead, a threshold, like say 10 slots, can be set as the cutoff point to
announce channel unavailability. In any case, the calculation of the channel lifetime is
independent from the routing decision as the former is just an input to the latter.
Let r(i, j,m) denote the measure of a the routing metric on link (i, j,m), where i is the
transmitter, j is the receiver, and m is the channel. Then, the following dynamic program can
be used to find the optimal channel allocation along a route R.
f∗(|R|) = max
m∈L|R|∩L|R|−1
min{r(|R|, |R| − 1,m), f∗(|R| − 1,m)} (5.10)
f∗(i,m) = max
n∈Li∩Li−1
dsw(n,m)≤ζ
min{r(i, i− 1, n), f∗(i− 1, n)} (5.11)
f∗(1,m) = 0 (5.12)
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dsw(n,m) denotes the switching latency between channels n and m, and ζ denotes the
maximum acceptable switching latency at a node. If we let r(i, j,m) denote the link through-
put, then this algorithm will find the channel allocation along the route that results in the
maximum minimum link throughput. Similarly, if we let r(i, j,m) denote the expected link
lifetime, then this algorithm will find the channel allocation along the route which results in
the maximum minimum link lifetime. Then, this algorithm can be extended to the multicast
routing case in the same way we extended the end-to-end delay formulation.
Algorithm 8: On-Demand Multicast Routing and Channel Allocation (OMRA)
Input : Multicast group ID g, an MR i
Output: A multicast route with channel allocation.
if i is the MR that has received the JOIN REQ then1
foreach j ∈ P(i) do2
Create a new ACP packet, ACP(i);3
ACP(i)·cost(m) = ∆({m}), ∀m ∈ Li;4
Send ACP(i) to MR j;5
else if i is the gateway then6
Find the optimal path from all received ACP’s using (5.3);7
Start the backward phase (see Section 5.4.2);8
else if i ∈ T (g) then /* On the multicast tree of g, i.e., T (g) */9
upon receiving ACP(j) from some j ∈ C(i) do10
Create a new ACP packet, ACP(i);11
Let k be the parent of i on the multicast tree;12
Let ν be the channel allocated to link (i, k);13
ACP(i)·cost(m) =∞, ∀m ∈ Li/{ν};14
ACP(i)·cost(ν)= min
n∈Li∩Lj
(
Cj,in,ν+ACP
(j)·cost(n)
)
15
else /* Not on the multicast tree T (g) */16
upon receiving ACP(j) from some j ∈ C(i) do17
Create a new ACP packet, ACP(i);18
if link (i, k) is allocated a channel ν then19
Cj,in,m =∞,∀m∈Li/{ν};20
Cj,in,ν = dsw(n, ν)+L
i,j
n +∆i({n, ν});21
else22
Cj,in,m=dsw(n,m)+L
i,j
n +∆i({n,m}),∀m∈Li;23
ACP(i)·cost(m)=min
n∈Li∩Lj
(
Cj,in,m+ACP
(j)·cost(n)
)
;
24
Send ACP(i) to all MRs k ∈ P(i);25
26
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5.7 Rerouting After Link Failures
Another important issue to address is the rerouting in case of link failures. In cognitive
radio networks, link failures can, most of the time, mean that a PU is present on the channel
and SUs have to vacate it. Depending on how frequently the PU reoccupies the channel,
recalculating the route again by the disconnected members of the multicast tree can introduce
significant overhead. We introduce a rerouting algorithm in this section that addresses the
trade-off between route quality and the amount of overhead associated withe the route recovery
process.
When a link on a route fails, the multicast member which created this route (i.e., initiated
the forward phase) can start the route search process again by triggering the forward phase.
Although this will result in the best possible solution under the OMRA algorithm, it will
be a costly solution that produces lots of overhead especially with short channel lifetimes.
Therefore, we need a solution that trades off the quality of the selected route for reducing the
overhead of route reestablishment. The basic idea of our proposal is that if a node maintains
the cost vector, i.e., the ACP packet, for each admitted route, it can then use it to resume the
forward phase when the link between itself and its parent on a route breaks. Figure 5.7 shows
an example of this process. There is a number of questions to answer regarding this recovery
approach:
1. If a link between node i and its parent on channel k breaks, and this link serves multiple
routes, how is node i going to recover all the routes together?
2. If more than one failure occur at the same time, how to avoid the redundant search done
by the node closer to the gateway?
Let us first present the routing table that each node maintains. The table is presented in
Figure 5.8, and it has the following columns:
1. Originator : the node that originated the route request (i.e., initiated the forward phase).
2. Parent : the parent of the current node on the route.
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Figure 5.7: An illustrative example of the failure recovery process.
3. Child : the child of the current node on the route.
4. ACP : the ACP cost packet that was received from the child.
The route recovery process is outlined in Algorithm 9. When a link l = (n + 1, n, k)
that belongs to route R fails (where n + 1 is the upstream node (closer to the MR), n is the
downstream node, and k is the channel used on the link), node n runs the recovery algorithm.
If n is the originator of R (i.e., n = 0) or R is the only route in n’s routing table that is using
link l, n resumes the forward phase as discussed earlier using the saved ACP packet [lines
4-7]. Otherwise, it informs the downstream node to recover the route [line 7]. This answers
the first question we asked earlier, “If a link between node i and its parent on channel k breaks,
108
ORIGINATOR PARENT CHILD ACP
Figure 5.8: The format of the routing table.
and this link serves multiple routes, how is node i going to recover all the routes together?”
Unless the node is the originator of the route, it should never recover any route if multiple
ones exist on the same link. Instead, it sends a notification downstream to recover the route.
This downstream notification will continue until reaching a node that has only this single route
served on the link with its upstream parent, or it is the originator of the route.
Lines 5 and 6 answer the second question “If more than one failure occur at the same
time, how to avoid the redundant search done by the node closer to the gateway?” The node
sends a notification downstream before starting the recovery process. If no downstream node
initiates a recovery process within a timeout threshold, the current node assumes that there
are no downstream failures and start the recovery. The timeout threshold is the round-trip
latency between the current node and the originator of the route. This step is needed when
the probability of multiple link failures on a route is high. If this is not the case, this step can
be ignored and the current node can start the recovery process right away.
5.8 Performance Evaluation
5.8.1 OMRA routing
To evaluate the performance of the proposed routing algorithm, we study a cognitive radio
mesh network of N MRs organized in a grid topology, and deployed in a square area of A×A
meters. One of these N MRs is a gateway to the Internet, and is placed at the upper-left corner
of the network field. Each MR can physically reach only the MRs in its left-hand, right-hand,
upper, and lower cells in the grid (i.e., the communication range is A√
N
). We have a total of
K=10 licensed channels, each has an achievable rate of 10 Mbps. Channels are evenly spaced,
and the separation between channels will be varied between 4 and 10 MHz. For all experiments
in this subsection, N is set to 49, A to 500m, packet size is 1500 bytes, and the switching cost
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Algorithm 9: The route recovery algorithm.
Input : Route R
Broken link l = (n+ 1, n, k) where n is the order of the downstream node on
the route (|R| is the order of the gateway on the route).
Node n looks up the routing table record that corresponds to route R, let that be1
RTn(R);
if n = 0 then2
n restarts the route search (forward phase) again.3
else if n > 0 AND route R is the only route in the routing table that is using link l4
then
n sends a notification downstream informing the nodes about the upcoming route5
recovery;
if n does not receive recovery updates for R within a timeout period (this depends on6
the length of the portion of the route from n to originator) then
n resumes the forward phase as described in section 5.5 using the saved ACP7
packet RTn(R).ACP ;
else8
n informs n− 1 on the route, i.e., RT (R).child, to recover the path;9
α to 1ms/10MHz.
We compare the end-to-end delay between four different routing schemes: 1) OMRA routing
where an MR investigate the possible paths through all of its parents (OMRA-all). 2) OMRA
routing where an MR randomly picks one of its parent as the next hop on the path, and use
the dynamic program to allocate channels along that path (OMRA-one). 3) Shortest path
routing where an MR randomly picks one of its parents as the next hop on the path. The
closest available channel (CAC) to that allocated to the link between the MR and its child, is
allocated to the link between the MR and its parent. The member MR randomly selects the
first channel from the its set of available channels. We denote this approach as SPF-CAC. 4)
The last scheme is similar to the SPF-CAC except that the channel to be allocated to a link
is chosen randomly. We denote this scheme as SPF-RAND.
We obtain average results for the end-to-end delay for the cases of single multicast session
and multiple multicast sessions. Each point on the curves in Figures 5.9-5.14 corresponds to
the average over 1500 randomly generated instances. In each instance, we vary the channel
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availability at each MR. An MR has channel k available with probability p and unavailable
with probability 1− p. p is set to 0.393 for all experiments.
We first study the case of routing a single multicast session. Members of a session join the
multicast group sequentially. The size of the multicast session is varied from 1 to 25. Figures
5.9, 5.10, and 5.11 show the average delay over all the members of a session for 4, 7, and 10
MHz channel spacing respectively. As the figures convey, the proposed OMRA algorithm, in its
both variants, outperforms SPF-CAC and SPF-RAND. However, the gain is less when a single
parent is explored at each MR (OMRA-one) than that when all parents are explored (OMRA-
all). The SPF-CAC approach, on the other hand, is better that the SPF-RAND approach, and
is close to the OMRA-one. However, they are all far outperformed by OMRA-all. Furthermore,
as implied in Figures 5.9-5.11, the gain achieved by using the OMRA algorithm increases as
the spacing between channels increases. For OMRA-all, the average gain over SPF-RAND is
≈ 23% in the case of 4 MHz spacing, while it is ≈ 33% in the case of 10 MHz spacing. Similarly,
the gain of using OMRA-one is ≈ 10% in the case of 4 MHz spacing, and ≈ 14% in the case
of 10 MHz spacing.
To evaluate the performance of the OMRA algorithm under the existence of multiple mul-
ticast sessions, we vary the number of sessions from 2 to 10, where each session has a size
that is drawn uniformly at random from the range [2, 15]. Figures 5.12, 5.13, and 5.14 show
the average end-to-end delay (over all sessions) for 4, 7, and 10 MHz spacings respectively.
The results in these three figures confirm the superiority of the OMRA algorithm, in both of
its variants, over the other approaches. Furthermore, the gain of using the OMRA algorithm
(relative to the SPF-RAND approach) increases as the increase in the number of sessions in
the network. For instance, the gain of OMRA-all increases from ≈ 25% for 2 sessions to ≈ 29%
for 10 sessions at 4 MHz spacing, and from ≈ 35% for 2 sessions to ≈ 40% for 10 sessions at
10 MHz spacing.
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Table 5.3: The mean times of the ON/OFF periods for all experiments
Physical hop distance Mean time of the ON/OFF period
[1− 5] 3min
[6− 14] 5min
[15− 27] 7min
[28− 44] 9min
5.8.2 Route recovery
In this subsection, we evaluate the performance of the route recovery algorithm. We sim-
ulate the network in Figure 5.15. In this network, one gateway exists (in red), and one node
(in blue) is trying to establish a route to the gateway using the OMRA-all algorithm (we refer
to this node as the originator as it originates the route searching process). We randomize
the channel availability at the nodes in the levels between the originator and the gateway to
trigger rerouting. At each node in these levels, channel availability follows an ON-OFF model
where the ON/OFF period follows an exponential distribution with means as summarized in
Table 5.3. The availability of a particular channels is independent from other channels, and
is independent across nodes as well. There are five channels, one of them is a CCC and the
others are data channels each of which has a data rate of 10Mbps. The data packet size is
2272 bytes. Adjacent channels are separated by 10Mhz, while the channel switching factor is
1ms/10Mhz.
We simulated the network for 24 hours, and compared two recovery approaches. The first
is the one proposed in Section 5.7 where the recovery process starts from the point of failure.
This one is referred to as ”Reroute From Failure”. The other approach is for the originator to
start the recovery process, and this one is referred to as ”Reroute From Originator”.
Figure 5.16 shows the average number of ACP packets transmitted per second in the entire
network during the forward phase using the settings in Table 5.3. As the figure shows, the
overhead associated with the recovery from the point of failure is 45% less than that associated
with the recovery from the originator. However, the average cost of the constructed route, as
shown by Figure 5.17, is less when the recovery starts from the originator, as expected, but the
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difference is very small (around 5%). Figure 5.18 shows the actual cost of constructed routes
over time.
Figure 5.19 shows the average number of ACP packets received by the gateway. This
measures the average number of paths from the node that started the recovery process to
the gateway. According to this Figure, the search domain when the recovery starts from the
originator is around 36% wider than that when the recovery starts from the point of failure.
5.9 Chapter Summary
In this chapter, we studied the multicast routing and channel assignment problem in cog-
nitive radio wireless mesh networks, with the objective of minimizing the end-to-end delay.
A distributed on-demand routing and channel allocation algorithm that is based on dynamic
programming was proposed. Numerical results show that the proposed algorithm outperforms
other baseline routing and channel allocation schemes, namely, shortest path routing with
”any-available-channel” allocation and shortest path with “closest-available-channel” alloca-
tion.
Figure 5.9: Average end-to-end delay for a single session with 4 MHz spacing.
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Figure 5.10: Average end-to-end delay for a single session with 7 MHz spacing.
Figure 5.11: Average end-to-end delay for a single session with 10 MHz spacing.
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Figure 5.12: Average end-to-end delay for multiple sessions with 4 MHz spacing.
Figure 5.13: Average end-to-end delay for multiple sessions with 7 MHz spacing.
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Figure 5.14: Average end-to-end delay for multiple sessions with 10 MHz spacing.
Gateway
Routing request
originator
Transmission
range
Nodes in these levels will have varying channel
status, except the gateway.
Nodes in these levels will
have all channels available 
at all times
Figure 5.15: The network used to for the experiments in Section 5.8.2
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Figure 5.16: The average number of transmitted ACP packets during the forward phase in the entire
network.
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Figure 5.17: The average cost of the selected route reported at the gateway.
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Figure 5.18: The actual cost of the selected route reported at the gateway.
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Figure 5.19: The average number of ACP packets received by the gateway for the same route.
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK
In this dissertation, we studied the channel allocation problem in cognitive radio wireless
mesh networks. By controlling the tunability of the transmission and reception parts of the
cognitive radio, four different modes of operation were defined for cognitive transceivers. Three
channel allocation strategies based on the aforementioned modes were defined, namely receiver-
based allocation RBA, transmitter-based allocation TBA, and all-tunable allocation ATA.
MILP formulations were proposed RBA and ATA strategies with the objective of maximizing
the number of served MCs with reliability guarantees on the uplink and downlink for each MC.
Results show that the proposed RBA strategy outperforms the TBA and the ATA strategies
even when a CCC is preassumed to exist. We also proposed a heuristic solution for the RBA
problem. Results show that the accuracy of the proposed algorithm is, on average, within 28%
of the optimal solution.
Furthermore, we studied the problem of assisted multicast scheduling in cognitive radio
wireless mesh networks. We proposed an assistance paradigm that relies on receiver nodes
to forward the multicast data to other receivers that have not yet received their own data.
Furthermore, network coding was also proposed as another assistance technique that further
reduced the total multicast time. Results show that the proposed assistance paradigm achieves
a significant gain in reducing the total multicast period, i.e., enhancing the overall throughput.
Lastly, we studied the effect of channel switching on the multicast routing performance in
wireless cognitive mesh networks. A generalized routing protocol based on dynamic program-
ming was proposed. The proposed algorithm achieved a significant reduction in end-to-end
delay compared to base-line approaches. We also proposed a route recovery algorithms that
can reduce the amount of overhead associated with route reestablishment, and yet obtain good
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delay performance.
We plan to build on the observations and results from this dissertation to propose similar
solutions for ad hoc cognitive radio networks. The ad hoc case is of course more challenging
due to the lack of a central entity, an mesh route in the case of mesh networks, where decision
to improve performance can be made.
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APPENDIX A. The proof of theorem 4.4.1
Proof. A reduction from the set-cover problem can be easily drawn. The set cover problem has,
as input, a universe U and a group of subsets S = {S1, · · · , SM}, and the objective is to find the
minimum number of subsets that cover the universe U , i.e., Minimize |C| : C ⊆ S, ⋃c∈C c = U .
To map an instance of the set-cover problem into an instance of the UMS-single, we do the
following:
- Create a hypothetical node n and mark it as the MR.
- For each member u ∈ U in the set-cover problem, create an MC u in the UMS-Single
problem and extend an edge between u and n.
- Map each subset Sk in the set-cover problem into a channel k in UMS-Single problem.
Then, make channel k available to every MC u iff u ∈ Sk.
- Make all channels available to the MR n.
Note that in the UMS-Single problem, MR n is the only transmitter and it transmits on one
channel at each time slot. Also, note that any solution that has the MR transmits on the same
channel in different time slots is not optimal, because the exact same set of MCs will receive
the packet in both transmissions. Therefore, the minimum number of time slots to deliver
the multicast packet to all MCs maps directly, by construction, to the minimum number of
sets that can cover U . In the other direction, the minimum number of subsets that cover the
universe maps, also by construction, to the minimum number of time slots (because we use
one channel per slot) needed to deliver the multicast packet.
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APPENDIX B. The proof of Theorem 3.3.1
To prove the NP-hardness of the UDCP problem, we first prove the NP-completeness of a
decision version of UDCP termed D-UDCP. The NP-completeness of the D-UDCP is proven
by a reduction from the Maximum Satisfiability (MAX-SAT) problem. Before proceeding with
the proof, we give the definitions of both the MAX-SAT and the D-UDCP problems.
Definition B.0.1 (MAX-SAT). Given a set of boolean variables X = {x1, · · · , xN}, each of
which appears in at least one clause from the set of clauses C = {C1, · · · , CM}, where a clause
is the OR operation of a number of variables each of which appears in either a negative of a
positive form. For an integer k ≤ M , is there a boolean assignment for the N variables that
satisfies at least k clauses (i.e., make them evaluate to TRUE)? Let us denote this problem as
MAX-SAT〈X , C, k〉. The MAX-SAT problem is NP-complete [89].
Definition B.0.2 (D-UDCP). Given the network of MRs as a graph G(B ∪G, E), where E is
the set of connectivity edges between MRs, and the channel availability at each MR (Li ∀i ∈
B ∪ G). For an integer u ≤ |B|, is there a receiver-based channel assignment that guarantees
both upstream and downstream connectivity for at least u non-gateway MRs? Let us denote
this problem as D-UDCP〈B,G, E,Li ∀i ∈ B ∪ G, u〉.
Lemma B.0.1. D-UDCP ∈ NP.
Proof. Let ω = |B|+ |G| + 1. Then, after adding a hypothetical node to the graph, the total
number of directed edges, which result from the receiver-based channel assignment, in the
graph is upper bounded by ω(ω − 1). The following verifier is linear in the size of the graph
(number of vertices plus number of edges).
Verifier D-UDCP〈B,G, E,Li ∀i ∈ B ∪ G, u〉:
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1. Add a hypothetical node s to the graph and make it bi-connected with all nodes in G.
O(1)
2. Run a Depth-First-Search (DFS) algorithm starting from s and mark all reachable nodes
as downstream connected. O(ω + ω(ω − 1) = O(ω2)
3. Reverse all edges in the graph.
4. Run a Depth-First-Search (DFS) algorithm starting from s and mark all reachable nodes
as upstream connected. O(ω + ω(ω − 1) = O(ω2)
5. If the total number of nodes from B that are upstream AND downstream connected is
greater than or equal to u then accept, otherwise reject. O(|B|)
Lemma B.0.2. MAX-SAT ≤p D-UDCP.
Proof. Any instance of the MAX-SAT problem, say MAX-SAT〈X , C, k〉, can be mapped into
an instance of the D-UDCP problem as follows:
• Add a gateway MR g to G and define its set of available channels to be {0, 1}.
• Add a non-gateway MR for each variable, and a non-gateway MR for each clause to B
with the set of available channels be {0, 1} in both cases. Extend an edge between the
gateway MR and every non-gateway MR that represents a variable, and add the edges
to E.
• For each non-gateway MR that represents a clause, say Ci, add three non-gateway MRs
ni, bi, and pi which we call auxiliary MRs to B. Then, extend edges between MR ni
(resp. pi) and the MR that represents Ci as well as those which represent the variables
that appear in a negative (resp. positive) form in the clause Ci and add them to E.
Finally, extend edges between bi and both ni and pi, and also add them to E. The sets
of available channels for ni, bi, and pi are {0}, {0, 1}, and {1} respectively. We refer to
set {ni, bi, pi} as the auxiliary set of the MRs that represents clause Ci.
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• u = 4× k +N , where N = |X |.
The above mapping can be written in a mathematical form as follows:
G = {g}
B = {xi : xi ∈ X} ∪ {Ci, ni, bi, pi : Ci ∈ C}
E = {(g, xi) : xi ∈ X} ∪ {(ni, bi), (bi, pi), (pi, Ci), (ni, Ci) : Ci ∈ C} ∪ {(ni, xj) : xj ∈ Ci} ∪
{(pi, xj) : xj ∈ Ci}
Lni = {0}, Lpi = {1}, Lbi = Lxi = LCi = {0, 1}
Note that all edges in E are now undirected. However, the solution will return directed edges
due to the receiver-based nature of the channel assignment.
An example of this mapping process is shown in Figure B.1. Let an MR that represents
a clause be denoted by CMR, an MR that represents a variable be denoted by VMR, and an
auxiliary MR be denoted by AMR. According to the mapping procedure described above:
1. All VMRs are always upstream-and-downstream connected regardless of what channels
are allocated to those VMRs and the gateway MR.
2. If at least one AMR from the auxiliary set of a CMR is upstream-and-downstream con-
nected with the gateway, then there exists a channel allocation solution that guarantees
all other AMRs of that set as well as the CMR to be upstream-and-downstream con-
nected as shown in Figure B.2. It follows that if more than one AMR (i.e., two AMRs)
are upstream-downstream connected, then the CMR and all AMRs in its auxiliary set
are also upstream-and-downstream connected. It also follows that if neither the ni AMR
nor the pi AMR is upstream-and-downstream connected, then the CMR Ci and all the
AMRs in its auxiliary set are not upstream-and-downstream connected. In other words,
a CMR and its auxiliary set are either upstream-and-downstream connected together, or
not upstream-and-downstream together.
SupposeMAX-SAT〈X , C, k〉 has a boolean assignment X ∗, whereX ∗(i) ∈ {TRUE,FALSE}
is the boolean value of xi, that satisfies the subset of clauses C∗ ⊆ C such that |C∗| ≥ k. Then,
there must be a receiver-based channel assignment that guarantees both upstream and down-
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stream connectivity for at least u = 4 × k + N non-gateway MRs. This can be easily proven
as follows. Allocate either channel 0 or 1 to the gateway MR g. Then, for each variable xi,
if X ∗(i)=TRUE (resp. =FALSE) allocate channel 1 (resp. 0) to VMR xi. This guarantees
upstream and downstream connectivity to all the N VMRs. Then, allocate channel 0 to all
ni’s and channel 1 to all pi’s. For each clause Ci ∈ C∗, one of the following must hold true:
• At least one variable, say xj , that appeared in a positive form in Ci has X ∗(i) =TRUE.
Therefore, VMR xj, which is (by construction) a neighbor of pi, must be allocated channel
1. As pi is also allocated channel 1, and VMR xj is upstream-and-downstream connected,
then pi is also upstream-and-downstream connected. As explained in Figure B.2, there
exists a receiver-based channel allocation that makes CMR Ci and its auxiliary set all
upstream-and-downstream connected.
• At least one variable, say xj , that appeared in a negative form in Ci has X ∗(i) =FALSE.
Therefore, VMR xj, which is (by construction) a neighbor of ni, must be allocated
channel 0. As ni is also allocated channel 0, and VMR xj is upstream-and-downstream
connected, then ni is also upstream-and-downstream connected. As explained in Figure
B.2, there exists a receiver-based channel allocation that makes CMR Ci and its auxiliary
set all upstream-and-downstream connected.
As the auxiliary set of each CMR is of size 3, the total number of upstream-and-downstream
connected non-gateway MRs is N + |C∗| + 3 × |C∗| ≥ N + 4 × k. Conversely, suppose D-
UDCP〈B,G, E, u = 4×k+N〉 has a receiver-based channel assignment L∗, where L∗(i) ∈ {0, 1}
is the channel allocated to MR i. Then, there is a boolean assignment to X such that at least k
clauses from C are satisfied. Simply, for each VMR that is assigned channel 0 (resp. 1), assign
the variable it represents a value of FALSE (resp. TRUE). Then, the same arguments made
above can be used to show that at least k clauses will be satisfied. If a CMR Ci is upstream-
and-downstream, then at least one of the two AMRs pi and ni must also be upstream-and-
downstream connected. If pi (resp. ni) is upstream-and-downstream connected, then there
must be at least one VMR that represents a variable, say xj, that appeared in a positive
(resp. negative) form in clause Ci which is assigned channel 1 (resp. channel 0). Given the
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channel-to-boolean mapping described earlier, clause Ci is satisfied in the MAX-SAT〈X , C, k〉
instance. Therefore, the MAX-SAT〈X , C, k〉 instance has at least u−N4 ≥ k satisfied clauses.
This concludes the proof that D-UDCP is NP-complete. As UDCP is the optimization
version of D-UDCP, then UDCP is NP-hard.
Figure B.1: Mapping a maximum K-SAT problem into an UDCP problem.
Figure B.2: A receiver-based channel allocation that can make the CMR i and its auxiliary set
upstream-and-downstream connected given that either pi, ni, or both are upstream-and-downstream
connected (gray colored).
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APPENDIX C. MILP Formulations for TBA and ATA strategies
C.1 MILP formulation for the TBA problem
Let νk be a binary variable that is set to one if channel k is chosen as the CCC in the
network. The channel allocation problem for the cognitive mesh network studied in this dis-
sertation can be formulated as follows using the TBA strategy. cki = 1 means, in this case,
that channel k is assigned for node i for transmission (i.e., uplink).
Maximize
∑
i∈A
∑
k∈Li
cki , subject to :
(a) Channel assignment:
∑
k∈L ν
k ≤ 1 /* One channel can be selected as
the CCC. */
∑
k∈Lj
ckj ≤ 1, ∀ j ∈ B ∪ G ∪ A /* At most one channel is allocated
to each node (MC or MR). */
∑
k∈Lj
ckj ≤
∑
k∈Li∩Lj
cki , ∀ i ∈ B ∪ G, j ∈ Ai /* No channel is allocated to an
MC unless its parent MR is allocated
a channel that is shared between the
two (to establish a downlink). */
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∑
k∈Lj
ckj ≤
∑
k∈Lj
νk, j ∈ A /* No channel is allocated to an
MC unless a CCC is selected from its
set of available channels. */
ckj + ν
k ≤ 1, ∀ j ∈ A ∪ B ∪ G, k ∈ Lj /* The CCC cannot be allocated for
data. */
(b) Upstream connectivity constraints:
∑
j:(i,j)∈E
fij −
∑
j:(j,i)∈E
fji = 0, i ∈ B ∪ G /* Flow conservation constraint. */
∑
j:(s,j)∈E
fsj =
∑
j:(j,d)∈E
fjd =
∑
j∈A
∑
k∈Lj
ckj /* Supply/demand constraint. */
fsj =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G /* Each MR
receives an amount of flow equal to
the number of MCs in its cell which
have been allocated channels. */
fij ≤ |A| ·
∑
k∈Li∩Lj
cki , (i, j) ∈ E
fij ≤ |A| ·
∑
k∈Li∩Lj
νk, (i, j) ∈ E


/* Flow capacity constraints.
For a flow to pass from MR i to MR
j, the channel allocated to i must
be available at j, and the selected
CCC must be belong to the set of
available channels of both i and j.
*/
(c) Downstream connectivity constraints:
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∑
j:(i,j)∈E
gij −
∑
j:(j,i)∈E
gji = 0, i ∈ B ∪ G
∑
j:(s,j)∈E
gsj =
∑
j:(j,d)∈E
gjd =
∑
j∈A
∑
k∈Lj
ckj
gjd =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G
gij ≤ |A| ·
∑
k∈Li∩Lj
cki , (i, j) ∈ E
gij ≤ |A| ·
∑
k∈Li∩Lj
vk, (i, j) ∈ E


/* Similar to the constraints in
the previous case, but now for the
downstream flow commodity g instead
of the upstream flow commodity f.
*/
(d) Power control constraints:
P ki ≤ Pmaxr · cki , ∀ i ∈ B ∪ G, k ∈ Li
P kj ≤ Pmaxc · ckj , ∀ j ∈ A, k ∈ Lj


/* A node
cannot transmit on a channel unless
it is allocated that channel. The
transmission power must not exceed
Pmaxr (resp. P
max
c ) for MRs (resp.
MCs). */
(e) Maximum inter-cell interference:
ζkij ≥ P ki Ψkij, ∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G/(Ai ∪ {i}), k ∈ Li ∩ Lj.
ζkij ≥ P kmΨkmj , ∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G/(Ai ∪ {i}), m ∈ Ai, k ∈ Lm ∩ Lj.
(f) Link reliability constraints:
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Downlink:
ΨkijP
k
i −γ

N0+ ∑
m∈B∪G−{i}
ζkmj

 ≥ γ(cki+ ∑
w∈Lj
cwj −2)

N0+ ∑
m∈B∪G−{i}
ζmaxmj

 ,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
Uplink:
ΨkjiP
k
j − γ

N0 + ∑
m∈B∪G−{i}
ζkmi

 ≥ γ(ckj − 1)

N0 + ∑
m∈B∪G−{i}
ζmaxmi

 ,
∀i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(f) Bounds:
ckj ∈ {0, 1}, j ∈ B ∪ G ∪ A; k ∈ Lj
νk ∈ {0, 1}, k ∈ L
fij ≥ 0, (i, j) ∈ E; i, j /∈ {s, d}
gij ≥ 0, (i, j) ∈ E¯; i, j /∈ {s¯, d¯}
gjd¯, fsj ≥ 0, j ∈ B
gs¯j, fjd ≥ 0, j ∈ G
P ki ≥ 0, i ∈ B ∪ G ∪ A; k ∈ Li
The constraints in set (a) guarantees the following: at most one channel is selected as the
CCC, at most one channel is assigned for each node to transmit on, no MC is assigned a channel
unless its parent MR is assigned a channel, and that the channel used as a CCC is not assigned
as a data channel to any node (MC or MR). The last two constraints in set (b) makes sure
that no upstream flow is possible between MR i and MR j unless the CCC chosen is common
between the two MRs and the channel assigned to i is shared with j. Similar constraints are
used for the downstream connectivity case in set (c). Other constraints are similar to those
used in the formulation of the RBA in Section 3.3.
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C.2 MILP formulation for the ATA problem
Let ckji be a binary variable that is set to 1 if channel k is assigned to the uplink (i, j) from
MC i to its parent MR j. Also, let ckj be a binary variable that denotes the assignment of
channel k to the downlink of MC j, and νk be a binary variable that is set to one if channel k is
chosen as the CCC in the network. The ATA problem can be formulated as an MILP as follows.
Maximize
∑
i∈A
∑
k∈Li
cki , subject to :
(a) Channel assignment:
∑
k∈L
νk ≤ 1 /* One channel can be selected as
the CCC. */
∑
k∈Lj
ckj ≤
∑
k∈Li∩Lj
ckji, ∀ i ∈ B ∪ G, j ∈ Ai /* No MC is assigned
a channel on the downlink unless it
has been assigned a channel on the
uplink. */
∑
k∈Li∩Lj
ckji ≤
∑
k∈Li∩Lj
νk, ∀ i ∈ B ∪ G, j ∈
Ai
/* No MC is assigned
a channel on the uplink unless the
selected CCC is common between that
MC and its parent MR. */
ckj + ν
k ≤ 1, ∀ j ∈ A, k ∈ Lj
ckji + ν
k ≤ 1,∀ i ∈ B ∪ G, j ∈ Ai, k ∈ Lj ∩ Li


/* The channel selected as a CCC cannot be used for data. */
(b) Upstream connectivity constraints:
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∑
j:(i,j)∈E
fij −
∑
j:(j,i)∈E
fji = 0, i ∈ B ∪ G /* Flow conservation constraints.
*/
∑
j:(s,j)∈E
fsj =
∑
j:(j,d)∈E
fjd =
∑
j∈A
∑
k∈Lj
ckj /* Supply/demand constraints. */
fsj =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G /* Each MR
receives an amount of flow equal to
the number of MCs in its cell which
have been allocated channels. */
fij ≤


|A| ·
∑
k∈Li∩Lj
νk, if |Li∩Lj|≥2, (i, j)∈E
0, if |Li∩Lj|≤1, (i, j)∈E
/* For a flow to pass from MR i to MR j, the selected CCC must be shared
between i and j as well as one other channel to use for data communication. */
(c) Downstream connectivity constraints:
∑
j:(i,j)∈E
gij −
∑
j:(j,i)∈E
gji = 0, i ∈ B ∪ G
∑
j:(s,j)∈E
gsj =
∑
j:(j,d)∈E
gjd =
∑
j∈A
∑
k∈Lj
ckj
gjd =
∑
i∈Aj
∑
k∈Li
cki , j ∈ B ∪ G
gij ≤


|A| ·
∑
k∈Li∩Lj
νk, if |Li∩Lj|≥2, (i, j)∈E
0, if |Li∩Lj|≤1, (i, j)∈E


/* Similar to the constraints in the previous case, but now for the
downstream flow commodity g instead of the upstream flow commodity f. */
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(d) Power control constraints:
P ki ≤ Pmaxr ·
∑
j:{j∈Ai, k∈Lj}
ckj , ∀ i ∈ B ∪ G, k ∈ Li
P ki ≤ Pmaxr , ∀ i ∈ B ∪ G, k ∈ Li
P kj ≤ Pmaxc · ckji, ∀ i ∈ B ∪ G, j ∈ Ai, k ∈ Li ∩ Lj
(e) Maximum inter-cell interference:
ζkij ≥ P ki Ψkij,∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G/(Ai ∪ {i}), k ∈ Li ∩ Lj
ζkij ≥ P kmΨkmj ,∀i ∈ B ∪ G, j ∈ A ∪ B ∪ G/(Ai ∪ {i}), m ∈ Ai, k ∈ Lm ∩ Lj
(f) Link reliability constraints:
Downlink:
ΨkijP
k
i −γ

N0+ ∑
m∈B∪G−{i}
ζmj

 ≥ γ(ckj−1)

N0+ ∑
m∈B∪G−{i}
ζmaxmj

 ,∀i ∈ B ∪G, j ∈ Ai, k ∈
Li ∩ Lj
Uplink:
ΨkjiP
k
j −γ

N0+ ∑
m∈B∪G−{i}
ζmi

 ≥ γ(ckji+∑
w∈Lj
cwj −2)

N0+ ∑
m∈B∪G−{i}
ζmaxmi

 ,∀i ∈ B ∪ G, j ∈
Ai, k ∈ Li∩Lj
(f) Bounds:
ckj ∈ {0, 1}, i ∈ A, k ∈ Lj
νk ∈ {0, 1}, k ∈ L
ckji ∈ {0, 1}, i ∈ B ∪ G, j ∈ Ai, k ∈ Lj ∩ Li
νk ∈ {0, 1}, k ∈ L
fij ≥ 0, (i, j) ∈ E; i, j /∈ {s, d}
gij ≥ 0, (i, j) ∈ E¯; i, j /∈ {s¯, d¯}
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gjd¯, fsj ≥ 0, j ∈ B
gs¯j, fjd ≥ 0, j ∈ G
P ki ≥ 0, i ∈ B ∪ G ∪ A; k ∈ Li
The constraints in set (a) guarantees the following: at most one channel is selected as
the CCC, at most one channel is assigned for the downlink (ckj ) and one for the uplink (c
k
ji),
no downlink is assigned a channel unless the uplink is assigned one and a CCC that is shared
between the MC and it parent MR is selected. The channel used as a CCCmust not be assigned
to any link (i.e., for data communication). The last constraint in set (b) guarantees that no
upstream flow is possible between MR i and MR j unless the CCC chosen is shared between
the two MRs and they have at least one more shared channel to use for data transmission. A
similar constraint is used for the downstream connectivity case in set (c). Other constraints
are similar to the those used in the formulation of the RBA problem in Section 3.3.
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