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Summary
Researchers working in various areas such as biology, chemistry, physics and eco-
nomics are often facing a similar problem of extracting information and making
conclusions about the dynamics of complex systems, based on the knowledge of
one or several realizations of such a system.
One of the typical questions arising in relation to this problem is, whether
a seemingly chaotic time series is indeed chaotic and how chaotic is it? Since
the works of C. Shannon on information theory, a traditional way of evaluating
complexity is assigning a specic non-negative number to the source of data, called
the entropy. In dynamical systems the notion of entropy was further developed by
A.N. Kolmogorov and Ya.G. Sinai in the sixties. The so-called measure{theoretic
entropy plays an important role in the description of dynamical systems when they
are viewed from a probabilistic point of view. It is also clear that, despite a widely
accepted understanding of entropy as one of the most important characteristics
of dynamical systems, for many purposes assigning just one number to a complex
system cannot be adequate.
A. Renyi, in the early seventies, proposed an innite number of entropy char-
acteristics, generalizing the Shannon entropy. These quantities, now known as the
Renyi entropies, became widely accepted in information theory, probability the-
ory and mathematical statistics. The main idea of Renyi was that the standard
Shannon entropy is obtained as a certain average, and by using dierent averaging
procedures, we, in principle, can get new types of entropies. The question is of
course what are the meaningful averaging procedures which one should use. Renyi
has solved this problem in an elegant way. He devised an axiomatic approach to
entropy: by choosing a small number of useful properties of the Shannon entopy
and taking these as axioms. A remarkable result of Renyi's is that the (generalized)
entropies, which satisfy these axioms, form a smooth one-parameter family.
The Renyi entropies were brought into dynamical systems by H.G.E. Hentschel
and I. Procaccia in 1983. They argued that the Renyi entropies will provide new
information about dynamical systems, and in particular, they will be useful for
the purposes of the multifractal analysis. In approximately the same time, using a
similar motivation, F. Takens proposed a dierent family of generalized entropies.
His approach was motivated by the so-calledReconstruction Theorem, which states
that under some mild assumptions certain aspects of a dynamical system, like its
dimension and entropy, can be recovered from one suÆciently long time series.
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The family of generalized entropies proposed by F. Takens is the main subject of
this thesis.
We have to mention that the ideas of Renyi to use dierent ways of averaging
were not applied to entropies only, but to dimensions as well. Also, at the moment
when the research, presented in this thesis, began, the theory of generalized di-
mensions was developed much further than the corresponding theory of entropies.
One of the main goals of the research was to bring the theory of generalized en-
tropies to a similar level. Throughout this thesis we compare analogous results for
dimensions and entropies. From these comparisons we see that the correspond-
ing results for entropies are valid for a larger class of dynamical systems than
those for dimensions. For example, the multifractal formalism for local entropies
is valid for hyperbolic dieomorphisms on manifolds of arbitrary dimension, while
the corresponding multifractal formalism for local dimensions is established only
for hyperbolic systems in dimensions 1 and 2. Moreover, most probably, the mul-
tifractal formalism for local dimensions is not valid for all hyperbolic systems in
dimensions 3 and higher. This allows us to claim that the theory for entropies is
more natural, in a certain sense, than the corresponding theory for dimensions.
This thesis is organized as follows. In the introduction we give an overview of
the basic concepts of dynamical systems such as the notions of attractors, hyperbol-
icity, physical (SRB) measures. We give denitions of local (pointwise) dimensions
and entropies, and also we dene the families of generalized dimensions and en-
tropies, which are global quantities. The fundamental relation between local and
global dimensions or entropies, is known as the Multifractal Formalism. We cite
the results on the multifractal formalism for dimensions and compare them with
the analogous results (established in the thesis) for entropies. One of the main
results of this thesis (chapter 5) implies the validity of the multifractal formal-
ism for local entropies for expansive homeomorphisms satisfying the specication
property and their invariant Gibbs measures. This class of transformations is not
as widely used as, for example, the more restrictive class of hyperbolic dynami-
cal systems. There are certain similarities and essential dierences between these
classes of dynamical systems. The last part of the introduction is devoted to a
comparison between them.
In the second chapter we establish the basic properties such as monotonicity
and continuity of the family of the generalized entropies proposed by F. Takens. We
also obtain explicit expressions for the generalized entropies of symbolic dynamical
systems in the case of Bernoulli and Gibbs measures. Possible singularities in the
family of generalized entropies { the so-called phase-transitions, are demonstrated
by two examples of non-uniformly hyperbolic interval maps.
Chapters 3 and 4 are devoted to the study of the Renyi entropies of measure-
preserving dynamical systems. The main result of chapter 3 states that for er-
godic dynamical systems with positive measure-theoretic entropy the Renyi en-
tropy of order q is either innite, or is equal to the measure-theoretic entropy,
depending whether q is smaller or larger than 1, respectively. Hence the Renyi en-
tropies, as measure-theoretic invariants of a dynamical system, do not provide any
new information for ergodic systems with positive entropy. In the fourth chapter
the assumptions of ergodicity and positivity of the measure-theoretic entropy are
dropped. Then the result is slightly dierent: for q < 1, the Renyi entropies are
still innite, but for q > 1, the Renyi entropies are equal to the essential inmum
of the measure-theoretic entropies, taken over all ergodic measures constituting
the decomposition into ergodic components. The latter can be strictly smaller
than the measure-theoretic entropy itself. It is surprising that the entropy-like
invariants of a dynamical system can detect ergodicity. So in the non-ergodic case
the situation is slightly dierent. However on the whole, the Renyi entropies give
practically no new information. We have to mention that Hentschel and Procac-
cia used a similar denition of the Renyi entropies, but their implementation is
equivalent to the entropies proposed by F. Takens.
In general, one should expect the multifractal formalism for local entropies to
be valid without strong assumptions on the underlying dynamics and the invariant
measure. In the fth chapter we show that under very mild assumptions on the
invariant measure, the Legendre transform of the generalized entropies gives an
upper estimate of the multifractal spectrum of local entropies.
In the sixth chapter we discuss the most general situation when the validity
of the multifractal formalism for local entropies has been established. Namely we
prove this for the expansive homeomorphisms with the specication property and
their invariant Gibbs measures.
The seventh chapter is dedicated to the study of the absolutely continuous
invariant measures for interval maps with indierent xed points, the so-called
Manneville-Pomeau type maps. Our interest in these dynamical systems was mo-
tivated by the fact that the generalized entropies have a singularity, namely, they
are discontinuous at q = 1. It turns out that the absolutely continuous invari-
ant measures for the Manneville-Pomeau maps are not Gibbs, but weakly Gibbs
measures. The notion of weakly Gibbs states is currently attracting attention in
Statistical Physics with regards to Dobrushin's reconstruction program.
In the last chapter we present methods for numerical estimation of the gener-
alized entropies based on one suÆciently long orbit. We apply these methods to
the time series produced by the skew-tent map, the Manneville-Pomeau map and
the Henon map. We show that for the skew-tent map, for which we know the true
results from analytic considerations, one can consistently estimate the generalized
entropies. For the Manneville-Pomeau map our results are well explained by the
phase transition, which we already discussed. For the Henon family our results
are consistent with those reported in the literature.

