The paper is devoted to a detailed study of some remarkable semisimple elements of (extended) Chevalley groups that are diagonalizable over the ground field -the weight elements. These are the conjugates of certain semisimple elements h ω (ε) of extended Chevalley groups G = G(Φ, K), where ω is a weight of the dual root system Φ ∨ and ε ∈ K * . In the adjoint case the h ω (ε)'s were defined by Chevalley himself and in the simply connected case they were constructed by Berman and Moody. The conjugates of h ω (ε) are called weight elements of type ω. Various constructions of weight elements are discussed in the paper, in particular, their action in irreducible rational representations and weight elements induced on a regularly embedded Chevalley subgroup by the conjugation action of a larger Chevalley group. It is proved that for a given x ∈ G all elements x(ε) = xh ω (ε)x −1 , ε ∈ K * , apart maybe from a finite number of them, lie in the same Bruhat coset BwB, where w is an involution of the Weyl group W = W (Φ). The elements h ω (ε) are particularly important when ω = i is a microweight of Φ ∨ . The main result of the paper is a calculation of the factors of the Bruhat decomposition of microweight elements x(ε) for the case where ω = i . It turns out that all nontrivial x(ε)'s lie in the same Bruhat coset BwB, where w is a product of reflections in pairwise strictly orthogonal roots γ 1 , . . . , γ r+s . Moreover, if among these roots r are long and s are short, then r + 2s does not exceed the width of the unipotent radical of the ith maximal parabolic subgroup in G. A version of this result was first announced in a paper by the author in Soviet Mathematics: Doklady in 1988. From a technical viewpoint, this amounts to the determination of Borel orbits of a Levi factor of a parabolic subgroup with Abelian unipotent radical and generalizes some results of Richardson, Röhrle, and Steinberg. These results are instrumental in the description of overgroups of a split maximal torus and in the recent papers by the author and V. Nesterov on the geometry of tori.
Introduction
Let Φ be a reduced irreducible root system in an l-dimensional Euclidean space V . The inner product in V is denoted by ( , ) . For two roots α, β ∈ Φ, denote by β, α = 2(β, α)/(α, α) = (β, α ∨ ) the corresponding Cartan number, where α ∨ = 2α/(α, α) is the dual root. Let Φ ∨ = {α ∨ , α ∈ Φ} denote the dual root system. By Q(Φ) we denote the root lattice generated by all α ∈ Φ. Furthermore, P (Φ) is the weight lattice consisting of all ω ∈ V such that (α ∨ , ω) ∈ Z for all α ∨ ∈ Φ ∨ . Fix a fundamental subsystem Π = {α 1 , . . . , α l } in Φ. Let Φ + and Φ − be the corresponding sets of positive and negative roots, respectively. The choice of Π endows P (Φ) with a partial order as follows: λ µ if λ − µ = m i α i , where all m i ≥ 0.
Next, let K be a field; P a lattice lying between Q(Φ) and P (Φ); G = G(Φ, K) a Chevalley group of type Φ, P over K; and T = T (Φ, K) a split maximal torus in G.
In the case where P = P (Φ), the group G = G sc is said to be simply connected and if P = Q(Φ), then the group G = G ad is adjoint. Usually we suppose that the group G is simply connected. For a root α ∈ Φ and an element ξ ∈ K we denote by x α (ξ) the corresponding elementary root unipotent in G. For a fixed α the set of all x α 's forms an elementary unipotent root subgroup X α = {x α (ξ), ξ ∈ K}.
Let ω ∈ P (Φ ∨ ). Then, by definition, (α, ω) ∈ Z for all α ∈ Φ. Thus, for any ε ∈ K * we can define a K-character χ = χ ω,ε of the root lattice Q(Φ) by χ ω,ε (α) = ε (α,ω) . Now we can consider the diagonal automorphism associated with this character (see [34, 43] ). We denote by h ω (ε) an element conjugation by which realizes this diagonal automorphism. In other words, this element should commute with all elements in T and satisfy the following commutator relation:
for all α ∈ Φ, ξ ∈ K. In general, these elements do not belong to G, but belong to its diagonal extension G, the extended Chevalley group, which stands in the same relation to the Chevalley group itself as the general linear group GL(n, K) does to the special linear group SL(n, K), or the general symplectic group GSp(2l, K) does to the symplectic group Sp(2l, K). We call an element h of G a weight element of type ω if it is conjugate to some h ω (ε). Our purpose in this paper is to study the behavior of these elements and their conjugates in some detail. For the adjoint groups, weight elements were studied by C. Chevalley himself in his original paper [36] . For the simply connected case, the situation is much more complicated and the corresponding elements are defined by equation (0) only modulo a central factor. The first explicit uniform construction of the group G scand thus of the weight elements -was given by S. Berman and R. Moody in [40] . Of course, for most (all?) cases the groups themselves had been known before as the groups of similarities of the corresponding bilinear or multilinear forms, or as Clifford groups. The classical cases are well known; see the references in [76] for the exceptional ones. In this paper we give some further constructions of these elements. In particular, in Theorem 1 we describe the action of these elements in the irreducible representations of the group G. In Theorem 2 we study which weight elements are induced by conjugation by the elements of a Chevalley group G on regularly embedded Chevalley subgroups, in particular on the irreducible Levi factors of parabolic subgroups of G.
Of course, especially important are weight elements corresponding to the fundamental weights ω = r of Φ ∨ . Expressions of the elements h ω (ε m ) in terms of semisimple root elements can be easily derived from the expressions of mω in terms of the fundamental roots; see [79] . These elements lie in the center of Levi factors of maximal parabolic subgroups. In the usual Chevalley groups over small fields there may be no nontrivial weight elements for a given fundamental weight. However, in the extended simply connected Chevalley groups they always form a one-parameter subgroup isomorphic to the multiplicative group K * of the ground field K. The conjugates of such one-parameter subgroups under the action of the Weyl group very often generate the whole extended split maximal torus T sc , at least up to a central factor. In Proposition 1 we show that for this it is necessary that ω generate the lattice P (Φ ∨ ) over the lattice Q(Φ ∨ ).
The elements h ω (ε) have a particularly transparent structure when ω is a microweight of Φ ∨ , "poids minuscule" in the sense of N. Bourbaki [4] . We refer to [76, 56, 58, 80] for a thorough discussion of the relevance of microweights and the corresponding bibliography. Recall that the following weights are microweights: all fundamental weights for A l ; l for B l ; 1 for C l ; 1 , l−1 and l for D l ; 1 and 6 for E 6 ; and 7 for E 7 . The systems of types E 8 , F 4 , G 2 have no microweights. A weight ω of Φ ∨ is a microweight precisely when the unipotent radical of the corresponding parabolic subgroup in G is Abelian, or, what is the same, when the set Σ ω = {α ∈ Φ | (α, ω) > 0} is Abelian in the sense that the sum of any two of its roots is not a root. Weight elements of type ω, where ω is a microweight of Φ ∨ , will be called microweight elements.
We are primarily interested in the Bruhat decomposition of microweight elements. Let U and U − denote the subgroups of G spanned by all unipotent root subgroups X α , where α ∈ Φ + or, respectively, α ∈ Φ − . Let B = U T be the standard Borel subgroup of the extended 1 simply connected Chevalley group G = G sc (Φ, K). Next, let N = N (Φ, K) be the subgroup of G generated by T and all w α (1), α ∈ Φ; see [3, 36, 43] . Almost always N coincides with the normalizer of T in G. The quotient group N /T is isomorphic to the Weyl group W = W (Φ) of the root system Φ. As usual, we denote by w γ the reflection with respect to a root γ ∈ Φ. For an element w ∈ W we denote by n w its preimage in N . For example, one can take n w α = w α (1) . In general, we tend to choose our n w from the extended Weyl group W (Φ), i.e., the subgroup of N generated by all w α (1), α ∈ Φ; see [75] . When no confusion may possibly arise, we simply write w instead of n w . Then the Bruhat decomposition for G asserts that G may be written as a disjoint union of Borel double cosets BwB, w ∈ W . We denote by m = m(ω) the maximal number of pairwise orthogonal long roots contained in the set Σ ω = {α ∈ Σ | (α, ω) > 0}.
Theorem 1.
Let ω be a microweight of the root system Φ ∨ . Suppose that charK = 2 if Φ = B l , C l . Then any weight element xh ω (ε)x −1 , x ∈ G, ε ∈ K * , of type ω belongs to one of the Bruhat cosets
where γ 1 , . . . , γ r+s are pairwise strictly orthogonal roots. Moreover, if γ 1 , . . . , γ r are long and γ r+1 , . . . , γ r+s are short, then r + 2s ≤ m(ω). For a fixed x ∈ G, the element w in the Bruhat decomposition of xh ω (ε)x −1 does not depend on the choice of ε = 0, 1.
Recall that two roots α, β are said to be strictly orthogonal if α ± β are not roots (see [4] ). Any two orthogonal long roots are strictly orthogonal, but this is not necessarily true for short roots. Below we list the values of m for various microweights (see [10] , compare also the table at the end of [62] , §2). Table 1 A l ω = k m = min(k, l + 1 − k)
We recall that here ω denotes a weight of the dual root system -the list in N. Bourbaki [5, Chapter VII, §7.4] obviously contains two mistakes for B l and C l -precisely because each author attempted to take duality into account. But the number of odd authors turned out to be even. 2 1 The reader who is not willing to think in terms of extended Chevalley groups may henceforth assume that we always consider adjoint Chevalley groups -as defined in [36] ! -and remove bars everywhere, putting the subscript ad instead. All results make as much sense in this setting as they do for the extended simply connected Chevalley groups. However, the author feels much more comfortable with GL n than he does with PGL n . 2 The list in [4, Exercise 6.4.15 ] is correct. One can assume that the main text and the exercises were compiled by different individuals.
Actually, the result could have been stated in a much more precise form. Namely, we could derive a lot of information concerning Borel factors as well, or rather the factors u = u(ε), v = v(ε), in the unipotent radical U , as we collect together all diagonal factors, xh ω (ε)x −1 = duwv. It turns out that not merely one factor, as in the general case, but both of them may be chosen in the subgroup
Furthermore, for an appropriate ordering of positive roots, most of the coefficients u α , v α in the expansions
do not depend on the choice of ε = 0, 1 and, moreover, u α = −v α . The remaining coefficients u α (ε) and v α (ε) are rational functions in ε, with numerators and denominators of degree at most one. This additional information is requisite to apply our theorem to the description of subgroups in G containing the split maximal torus T . We intend to return to these issues in one of our joint papers with Vladimir Nesterov.
The paper is organized as follows. In §1 we discuss the general context and some related results. In §2 we recall basic notation pertaining to Chevalley groups. In § §3-5 we discuss the definition of weight elements and elucidate it in the classical examples. In §6 we recall the Berman-Moody construction, while in §7 we calculate the action of weight elements in irreducible representations. In §8 we answer the question as to when weight elements of a given type generate the whole split maximal torus, and in §9 we completely determine which weight elements are induced by conjugation on regularly embedded subgroups. In § §10-12 we study Borel orbits of Levi factors for the case of parabolic subgroups with Abelian unipotent radical. In §13 we prove a result on the typical Bruhat decomposition of a weight element. Finally, in §14 we prove Theorem 1, and in §15 we state some open problems. Part of the content of the present paper was announced without proofs in [10, 14, 16] , while most of the proofs circulated in the form of a preprint; see [77] . §1. Background and history This theorem was conceived in the 1980s, out of the desire to extend to all Chevalley groups the approach towards classification of overgroups of split maximal tori, proposed for the general linear groups in the work by Zenon Borewicz and the author; see [1, 2, 6] . Namely, the proofs in those papers were based on the study of groups generated by two conjugates of a one-parameter group of pseudoreflections {d i (ε), ε ∈ K * }. The methods of those papers were definitely construed in [9, 55] .
In the terminology of the present paper, a pseudoreflection in the general linear group is nothing else but a microweight element corresponding to the first fundamental weight 1 of the simply connected Chevalley group of type A l , in the fundamental representation of highest weight 1 . In [7, 9] , the proofs from the papers [1, 2, 6] were recast so as to avoid any reference to matrices whatsoever, and effectively expressed in terms of Bruhat decomposition. In particular, those papers contained the simplest case of the above theorem, namely that of pseudoreflections in the general linear group.
In full generality this theorem was first announced in [10] , but a detailed proof has never been published. It asserts that, for all types, the microweight elements behave in the best possible way and that -apart from the case C l -one can always find small microweight elements. This was instrumental in the proof of analogs of results from [1, 2, 6] for other extended Chevalley groups. The case of the general symplectic group is exceptional. Its analysis in the paper [20] by the author and Elizaveta Dybkova was from the very start based on the analysis of semisimple root elements; 3 the elements h l (ε) were only used at the very last moment. In [11, 16] and [17] we used this theorem in the proof of conjugacy and classification theorems for subgroups of extended Chevalley groups containing a split maximal torus. A general overview of this topic and many further references can be found in [26, 28, 15, 16, 78, 79, 50] .
Subgroups of finite Chevalley groups containing a split maximal torus were described by Gary Seitz [69] . Generalizations of his results to infinite fields (see [16, 78] ) require more complicated semisimple elements than the microweight ones. As a matter of fact, the groups of types E 8 , F 4 , and G 2 have no microweights at all. But even for the special linear group SL(n, K) the use of microweights leads to somewhat exaggerated lower bounds on the cardinality |K|; see [8] . Next to the microweight elements, the nicest semisimple elements are semisimple long root elements. They were studied in a similar context by the author and Andrei Semenov [12, 13, 14, 22, 23, 31, 32, 71] ; see below.
From a technical viewpoint, the above theorem amounts to determining Borel orbits for the Levi factor L Q of a parabolic subgroup Q with Abelian unipotent radical U Q in its action on the radical U Q by conjugation. Thus, the present paper has a nontrivial intersection with the paper [62] by R. Richardson, G. Röhrle, and R. Steinberg, where explicit representatives of the L Q -orbits on U Q were determined. However, our results are more general than Theorem 1.2 of [62] in the following two respects. First, we determine orbits of the Borel subgroup B Q of the Levi factor L Q , rather than those of L Q itself. Second, we do not assume our ground field K to be algebraically closed. As a result, our answer is somewhat more complicated than that in [62] . First, since we are interested in Borel orbits, we cannot restrict ourselves to the subsequences of a maximal system of orthogonal long roots. Instead, we need to consider all such sequences, and short roots must also be taken into account. Second, since our field is not algebraically closed, we cannot simultaneously make all of the coefficients to be equal to 1 in the final answer: some of the coefficients have to run over representatives of K * modulo K * 2 .
One may note that all representations induced by the conjugation actions of L Q on U Q are small-dimensional. At least for the case where charK = 0, the orbits of L Q itself have been well known for some 40 years. The earliest reference for the 27-dimensional representation of L Q ∼ = G(E 6 , K), which appears as a Levi factor in G(E 7 , K), is perhaps [53] . Notice that this work describes the orbits of the extended Chevalley group of type E 6 . In this case there are four such orbits: 0, white, grey, and black vectors; see [46, 76] . Observe that the usual group G(E 6 , K) may have infinitely many orbits if K is not algebraically closed.
All other Levi factors arising in the proof of the theorem are classical. For them the corresponding orbits must have been enumerated even before that. At least for algebraically closed fields of characteristic 0, Borel orbits in (not necessarily) linear actions of reductive groups have been intensively studied by A.Èlashvili, V. Popov, M. Brion and many others (see references in [41, 30, 27] ). A very vivid description of some classical cases can be found in the papers of W. Hesselink and H. Bürgstein [52, 42] . For some representations of exceptional groups, in particular for the representations appearing in the above theorem, Borel orbits were calculated around 1984, independently and using different methods, by A.Èlashvili and the present author. I can recall no good reason why these results have never been published.
To calculate the Bruhat decomposition of other weight elements, one must consider Borel orbits of Levi subgroups in the unipotent radicals (or, rather, consecutive quotients of the lower central series of the unipotent radicals) for other parabolic subgroups. These quotients and the corresponding representations (the so-called internal Chevalley modules) have been intensively studied by many authors, notably by Röhrle and Popov [39, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68] . We do not try to attach a complete bibliography concerning the geometry of such actions, modality calculations, etc.
The next case after the parabolic subgroups with Abelian unipotent radical is that of the special unipotent radical, where the center coincides with the commutator and is isomorphic to the additive group K + . The corresponding weight elements are the usual semisimple long root elements. The Bruhat decomposition of such elements has been studied by the author and Semenov [12, 14, 22, 23, 31, 32, 71] . For this case, it is no longer true that all elements xh α (ε)x −1 , ε = 0, 1, lie in the same Bruhat double coset. However, all of them lie in the cosets BwB coming from some subsystem ∆ ⊆ Φ which is a subsystem of D 4 , possibly twisted. A preliminary form of this reduction can be found in [12, 14] , whereas in [22, 23, 71 ] a more precise statement referring to the long root tori was established in full generality. This reduction to D 4 was rediscovered by Gerhard Röhrle [65] . Of course, here again the orbits of the Levi factor L Q itself on the quotient group of U Q modulo the center might have been determined long ago -at least in characteristic 0. The senior case that occurred here is that of the 56-dimensional representations of L Q ∼ = G(E 7 , K), arising in a parabolic subgroup of G(E 8 , K). For this case the orbits were classified in [51] . Of course, again to study Bruhat decomposition we need to calculate Borel orbits.
The only other case which has been understood completely is that of weight elements in the general linear group GL(n, K). Actually, in this case it is relatively easy to describe all elements arising in the Bruhat decomposition of any m-dimensional transformation, i.e., of an element x ∈ GL(n, K) such that rk(x − e) = m. The case of m = 1, which includes microweight elements of type 1 and unipotent root elements, was considered in [9] . The case where m = 2, which includes, for example, semisimple long root elements of the special linear and the symplectic groups and weight elements of type 1 in orthogonal groups, was considered in [13, 31] . In the recent paper [48] by Erich Ellers and Nikolai Gordeev, one can find similar results for the elements of large residue. §2. Chevalley groups
In this section we describe the basic notation and some requisite facts concerning Chevalley groups; see [3, 5, 34, 35, 43 ].
1 o . Chevalley groups. Let Φ be a reduced root system of rank l, and let P be a lattice lying between the root lattice Q(Φ) and the weight lattice P (Φ). We denote by G P (Φ, K) the Chevalley group of type (Φ, P ) over K, and T = T P (Φ, K) is a fixed split maximal torus. When P does not have any particular role, we omit it in the notation.
The usual constructions of Chevalley groups are based on the fact that a Chevalley base can be chosen in a complex semisimple Lie algebra L = L C of type Φ. Fix an order on Φ, with Φ + , Φ − , and Π = {α 1 , . . . , α l } being the sets of positive, negative, and fundamental roots, respectively. A Chevalley base {e α , α ∈ Φ; h α , α ∈ Π} is a normalized Weyl base such that all structure constants are integers. The integral lattice L Z spanned by a Chevalley base is called an admissible Z-form or a Chevalley order in L. The easiest way to construct the adjoint Chevalley group G ad (Φ, K) over a field K is to regard it as an automorphism group of the Chevalley algebra L K = L Z ⊗ K generated by certain unipotent and semisimple automorphisms [3, 36, 43, 70] . However, the necessity to invoke semisimple automorphisms is often forgotten, which leads to incessant mistakes. Now, let π : L → gl(V ) be a representation of the complex semisimple Lie algebra L = L C in a finite-dimensional vector space V over C. We often omit the symbol π when denoting the action of G on V , and for x ∈ L and u ∈ V we simply write xu instead of π(x)u. A lattice V Z in V is said to be admissible with respect to L Z if it is invariant under the action of the divided powers e for all α ∈ Φ, m ∈ Z + . It is well known that such a lattice always exists and is the direct sum of its weight components [3, 34, 35] . Set x α (ξ) = x π α (ξ) = exp(ξπ(e α )), where α ∈ Φ, ξ ∈ R, and exp is defined by the usual formula. By the very definition of an admissible lattice, the elements
Here ξ m acts on the second component while e (m) α acts on the first. The group
is called the elementary Chevalley group of type Φ over R in the representation π.
Over a field K, the Chevalley group G π (Φ, K) is generated by E π (Φ, K) and certain semisimple elements. In many important cases, for example, when K is algebraically closed, or when G π = G sc is simply connected, we have G π (Φ, K) = E π (Φ, K).
Thus, if the lattice of weights P (π) of the representation π equals P , then from the very start the groups E P (Φ, K) and G P (Φ, K) arise together with their representation on the vector space V K = V Z ⊗ K, which we denote by the same letter π.
2 o . Root elements. With any root α ∈ Φ, one can associate unipotent root elements x α (ξ), ξ ∈ K. If we wish to stress that these root unipotents correspond to a given choice of a split maximal torus, we call them elementary root unipotents. In general, any conjugate of an elementary root unipotent is called a root unipotent. A root unipotent gx α (ξ)g −1 is long or short depending on whether the root α is long or short. Now, suppose α ∈ Φ and ε ∈ K * . As usual, we set h
The elements h α (ε) and their conjugates are semisimple root elements. They are called long or short depending on whether the root α is long or short.
Most calculations in Chevalley groups are based on the familiar Steinberg relations among the elements x α (ξ), w α (ε), h α (ε). The most important among these relations are the additivity of x α (ξ) in ξ, the multiplicativity of h α (ε) in ε, and the Chevalley commutator formula, which asserts that
for any α, β ∈ Φ with α + β = 0 and any ξ, η ∈ R.
Here for two elements x, y of a group G we denote by [x, y] their commutator xyx −1 y −1 , whereas the product on the right-hand side is taken over all roots of the form iα+jβ ∈ Φ, i, j ∈ N, in a fixed order. The constants N αβij do not depend on ξ and η, but, in general, they may depend on the order. The integers N αβij are called the structure constants of the Chevalley group; we refer the reader to [43, 72, 76, 81, 82] for the details and further references.
For a fixed α ∈ Φ, the map x α : ξ → x α (ξ) is a homomorphism of the additive group R + of R to the one-parameter subgroup X α = {x α (ξ) | ξ ∈ R}, which is called the elementary unipotent root subgroup corresponding to α. In fact, x α is an isomorphism of R + onto X α . When it does not lead to confusion, we omit the specifications elementary and unipotent and simply speak of root elements and root subgroups.
3 o . Bruhat decomposition. Now, let N = N (Φ, K) be the subgroup in G generated by T = T (Φ, K) and all elements w α (1), α ∈ Φ. It is well known that for |K| ≥ 4 the group N coincides with the normalizer of T in G; see [34] . The quotient group N/T is canonically isomorphic to the Weyl group W , and for each w ∈ W we fix a preimage n w of w in N . Usually, when we speak of subgroups containing T , we identify w and n w . For instance, we write BwB instead of Bn w B to denote the double Borel cosets.
Then U = U (Φ, K) is the product of elementary root subgroups X α , α ∈ Φ + , in any fixed order. In other words, any element u ∈ U may be written in the form u = x α (u α ), where α runs over the set Φ + of positive roots and the coefficients u α ∈ K are uniquely determined by u itself and by the order on Φ + . The product B = B(Φ, K) of the groups T and U is called the standard Borel subgroup of G corresponding to a given choice of T and Φ + . The group U is called the unipotent radical of B. The product
The Bruhat lemma asserts that the n w , w ∈ W , form a system of double coset representatives for B in G. In other words, any element x of G = G(Φ, K) can be written as
and w is uniquely determined by x. This decomposition of x is referred to as its Bruhat decomposition. 4 o . Standard subgroups. The groups U and U − considered in the preceding subsection are special cases of the groups E(S) = E(S, R), which can be ascribed to any closed subset S in Φ. Recall that a subset S in Φ is said to be closed if for any two roots α, β ∈ S such that α + β ∈ Φ we have α + β ∈ S. Define E(S) = E(S, R) as the subgroup generated by all elementary root subgroups X α , α ∈ S,
In this notation, U and U − coincide with E(Φ + ) and E(Φ − ), respectively. The groups E(S) are particularly important when the set S is special alias unipotent, in other words, S ∩ (−S) = ∅. In this case E(S) is precisely the product of all X α , α ∈ S, in any fixed order. Set G(S) = T (Φ)E(S).
Again let S ⊆ Φ be any closed set of roots. Then S is the disjoint union of its reductive alias symmetric part S r , which consists of α ∈ S such that −α ∈ S, and its unipotent part S u , which consists of α ∈ S such that −α ∈ S. The set S r is a closed subsystem of Φ whereas the set S u is special. Moreover, S u is an ideal in S; in other words, if α ∈ S, β ∈ S u , and α + β ∈ Φ, then α + β ∈ S u . We avoid the common notation S + and S − , preferring to reserve them for S + = S ∩ Φ + and S − = S ∩ Φ − . It is easily seen that the group G(S) is the semidirect product of the reductive subgroup G(S r ), which is called a Levi subgroup of G(S)), and the unipotent subgroup E(S u ), which in its turn is called the unipotent radical of G(S). Similarly, the group E(S) is the semidirect product of E(S r ) and E(S u ).
Two sets of roots S 1 , S 2 ⊆ Φ are said to be conjugate if there exists an element w of the Weyl group W = W(Φ) such that wS 1 = S 2 . For conjugate sets S 1 and S 2 , there exists n ∈ W (Φ) such that nG(S 1 )n −1 = G(S 2 ). We say that an element w ∈ W normalizes S if wS = S. The set X(S) of all w ∈ W that normalize S is called the Weyl normalizer of S. It is clear that X(S) contains the Weyl subgroup W (S) = W (S r ). Furthermore, if S = S r is a root subsystem, then X(S) coincides with the normalizer of W (S) in W ; see [43] . Denote by N (S) the subgroup of G generated by G(S) and n w , w ∈ X(S). A theorem of Tits [74] implies that almost always N (S) coincides with the normalizer of G(S) in G. The only cases where this identity may fail are those of the fields K = F 2 , F 3 , and even over those fields it only fails for some Φ and S. one. It is well known that the parabolic subsets fall into 2 l conjugacy classes, where l = rk(Φ) is the rank of Φ. The standard parabolic subsets are pairwise nonconjugate and correspond bijectively to the subsets J ⊆ Π of the fundamental system. Namely, for a subset J ⊆ Π we define P J to be the smallest closed set of roots containing Φ + and −J. The most important parabolic subsets are the maximal ones. A maximal parabolic subset corresponds to a set J = J r , 1 ≤ r ≤ l, that contains all fundamental roots apart from α r . The corresponding parabolic set P J r is maximal among the closed subsets and will be denoted simply by P r . Thus, there are precisely l conjugacy classes of maximal parabolic subsets.
The standard parabolic subgroups of a Chevalley group G are subgroups containing the standard Borel subgroup B. In turn, the parabolic subgroups are conjugates of the standard parabolic ones. A classical theorem of Tits asserts that the map P J → G(P J ) is a bijection between the set of standard parabolic subsets and the set of standard parabolic subgroups. For a parabolic subset P , we denote by U P and L P the unipotent radical and (the standard) Levi subgroup of the parabolic subgroup G(P ), respectively. For a maximal parabolic subset P = P r we simply write U P = U r and L P = L r . 6 o . Root subsystems. Subsystems of a root system were classified by Borel-de Siebenthal and Dynkin [25] with the help of the following remarkable construction. The resulting tables and many further references can be found in [44, 24] and in [50] .
Let Π = Π ∪ {α 0 } be the extended fundamental system, obtained by adjoining to Π the root α 0 = −δ, where δ is the maximal root with respect to Π. Let ∆ r , 1 ≤ r ≤ l, be the smallest closed set of roots containing all roots ±α, where α ∈ Π \ {α r }. Then ∆ r is a maximal rank subsystem in Φ; in other words, rk ∆ r = rk Φ. This subsystem ∆ r may be reducible. It may also coincide with Φ, and this is always the case for Φ = A l . As the next step we can repeat the same procedure starting with any irreducible component of ∆ r , etc. As a result, we get all closed maximal rank subsystems of Φ; see [25, Table 10 ].
To get all closed root subsystems of Φ, we proceed as follows. Let ∆ be a maximal rank subsystem of Φ and Σ a fundamental root system of ∆. Take an arbitrary subset J in Σ and consider the closure of −J ∪ J. Applying this procedure to all subsets of fundamental roots of maximal rank subsystems, we get all closed root subsystems of Φ up to conjugacy. For the classical root systems such a classification is obvious; see [25, Table 9 ]. It turns out that up to conjugacy there are 5 proper subsystems in Φ = G 2 , 23 in F 4 , 20 in E 6 , 46 in E 7 , and 76 in E 8 ; see [25, Table 11 ].
Almost always two isomorphic root subsystems are conjugate. Since later we need the precise answer, we list all exceptions.
• When Φ is multiply laced, whereas ∆ is simply laced, then, generally speaking, ∆ may be embedded in Φ in two essentially different ways: at the long roots and at the short roots. To distinguish these embeddings, we write ∆ ≤ Φ for the short root embedding and ∆ ≤ Φ for the long root embedding.
• In the root systems B l and D l we must distinguish 2
• In the root systems D l , E 7 , and E 8 some root subsystems ∆ of type A l 1 + · · · + A l r , where all l i are odd, fall into two conjugacy classes, which will be denoted by ∆ and ∆ , respectively. In the D l case these two classes are fused by an external automorphism. §3. Diagonal extensions
In this section we discuss diagonal automorphisms of Chevalley groups. First, we recall the construction of some semisimple elements that, together with the elementary subgroup, generate the whole Chevalley group 4 or even slightly larger groups, see [40, 10, 12, 14, 16] .
Recall that the split maximal torus of the group G = G P (Φ, K) is isomorphic to the group of K-characters of the weight lattice P :
At the same time, generally speaking, the intersection of T with the elementary subgroup E = E P (Φ, K), usually denoted by H = H P (Φ, K), is somewhat smaller:
This means that the elements of H correspond not to all characters of P , but rather to the characters that can be extended to the entire weight lattice P (Φ). Clearly, for the simply connected case we have T sc (Φ, K) = H sc (Φ, K). Later we think of P as being fixed and suppress it in the notation. Actually, we have
see, e.g., [34] . As a matter of fact, not all h α (ε)'s are needed to generate H: some of them would already suffice. For example, one can take only h α (ε)'s for the fundamental roots α ∈ Π, or only those for the long roots α ∈ Φ l . For the simply connected case, H is isomorphic to the direct product of l copies of the multiplicative group K * . Namely, each element h ∈ H sc can be written uniquely in the form h = h α 1 (ε 1 ) · · · h α l (ε l ) for some ε 1 , . . . , ε l ∈ K * . For the adjoint case such a product becomes trivial when ε
corresponding to a character χ ∈ Hom(P, K * ) acts on the elementary generators x α (ξ) as follows:
This formula can be generalized, and an arbitrary K-character of the lattice Q(Φ) -and not merely a character of P -can be taken as χ in this formula. Such a map realizes a not necessarily internal diagonal automorphism of the group G; see [34, 43] . Namely, let α → χ(α) be an arbitrary map from the fundamental system Π to K * . This map can be extended uniquely by linearity up to a homomorphism Q(Φ) → K * , i.e., up to a K-character of the lattice Q(Φ):
Lemma 58 in [34] asserts that there exists a unique automorphism φ χ of the group G = G(Φ, K) such that φ χ (x α (ξ)) = x α (χ(α)ξ) for all α ∈ Φ, ξ ∈ K. Such automorphisms are said to be diagonal. Sometimes by diagonal automorphisms one means the cosets of diagonal automorphisms modulo internal diagonal automorphisms. However, we say that an automorphism φ of G is diagonal if it is constructed by the above procedure, or,
The bulk of diagonal automorphisms are internal. Among all diagonal automorphisms the internal ones are characterized by the fact that they correspond to the K-characters of Q(Φ) that can be extended to characters of the entire weight lattice P (Φ). This means that, for the simply connected group, the quotient group of diagonal automorphisms modulo the internal ones is isomorphic to the direct product of the quotient groups K * /K * mi , where the m i run over all elementary divisors of the finite Abelian group P (Φ)/Q(Φ). In particular, when Φ = B l , C l , or D l with l even, or Φ = E 7 , all diagonal automorphisms are internal if and only if K * = K * 2 . For Φ = E 6 , the necessary and sufficient condition is that K * = K * 3 , and when Φ = D l with l odd, the necessary and sufficient condition is that K * = K * 4 . Sometimes it is convenient to consider extensions of a Chevalley group where all diagonal automorphisms become internal.
There is no need to extend adjoint groups in this manner. It suffices to consider linear operators h ad (χ) on the Chevalley algebra that act on a Chevalley base as follows: [70, 43] . Then the group T ad = T ad (Φ, K), consisting of all such h(χ) for χ ∈ Hom(Q(Φ), K * ), normalizes E ad , and the product G ad = T ad E ad is precisely the adjoint Chevalley group of type Φ over K. In [70] one can find identification of these groups for the classical series.
These extended groups are precisely the groups considered by Chevalley himself in his original paper [36] . Also, they are precisely the groups of points of the adjoint Chevalley-Demazure group schemes. No wonder, the main objective of Chevalley was exactly to construct semisimple algebraic groups. For an expert in algebraic groups, the adjoint group of type A l is PGL l+1 , rather than PSL l+1 , as (preposterously!) presumed by laymen. Later, the interest in finite simple groups shifted attention to the elementary Chevalley groups to such an extent that in [34] they were even -erroneously!!! -called Chevalley groups. Thus, in the terminology of [34] , the adjoint Chevalley group of type A l is PSL l+1 ; see the table at the end of §3 therein. One need not go far to observe the resulting devastating confusion; it suffices to compare this with the items of the same table, identifying groups of types B l and D l ! It is somewhat more difficult to construct such an extension for the simply connected case because here, to keep the maximal torus connected, one must increase its dimension by one (or by two when the universal center is not cyclic). An elementary construction of such an extension was only given in 1975 in [40] , and we recall this construction in §6. As examples of extended simply connected Chevalley groups, one may think of GL(n, K) for type A l and of GSp(2l, K) for type C l . §4. Weight elements
Recall that a semisimple root element h α (ε) acts on unipotent root elements x β (ξ) as follows:
is the corresponding Cartan number, while α ∨ = 2α/(α, α) is the dual root of α. Thus, conjugation by h α (ε) realizes an internal diagonal automorphism on G that corresponds to the K-character χ = χ α,ε specified by
. This character is linear in ω:
as an element such that the conjugation by h ω (ε) furnishes the diagonal automorphism of G = G(Φ, K) corresponding to the character χ ω,ε :
Clearly, this formula implies that h ω (ε) commutes with all h α (η). Indeed, we have
We have not stipulated that h ω (ε) is semisimple. However, as we shall see in the next section, this automatically follows from (1), whenever h ω (ε) is identified with its image in the group GL(V ) for some finite-dimensional irreducible representation V of the Chevalley group G. Since h ω (ε) is only defined up to a central factor, we may assume from the very start that h ω (ε) is semisimple.
In the adjoint case, (1) already determines the element h ω (ε) uniquely, because here h ω (ε) = h ad (χ ω,ε ). As has been mentioned, in the simply connected case the element h ω (ε) is defined by this formula only up to a central factor. Let C denote the center of the extended Chevalley group G = G(Φ, K). In most calculations, the element h ω (ε) can be viewed as a coset modulo C, rather than a genuine element of the group G. However, since a central factor does not affect the element w in the Bruhat decomposition, we tend to speak of h ω (ε) as genuine elements. Another justification of such a viewpoint is that the construction in [40] makes it possible to specify central factors so that for classical cases the resulting elements coincide with the usual elements described in the next section.
As a matter of fact, we wish h ω (ε) to be linear in ω, i.e., to satisfy the following two identities:
h
Thus, we only need to specify h ω (ε) for a generating system of P (Φ ∨ ), say, for the fundamental weights ω = r (Φ ∨ ). On top of that, we wish h ω (ε) to be compatible with the action of the Weyl group, i.e., to satisfy the identity h wω (ε) = n w h ω (ε)n −1 w . Thus, all h ω (ε)'s are uniquely determined by one of them, namely, by that corresponding to a weight ω whose Weyl orbit generates the entire weight lattice P (Φ ∨ ). In the next section we illustrate this choice in classical examples. §5. Classical cases
In this section we describe what weight elements look like in the natural representations of classical groups.
• Let Φ = A l . Then Φ ∨ = Φ. Consider the group G = G(Φ, K) in the usual vector representation of dimension l + 1, i.e., the representation with the highest weight 1 . This representation furnishes the simply connected group SL(n, K). For a fundamental
where the number of ε's equals k. It is obvious that these elements act on x β (ξ) by formula (1) . Together with linearity, this choice determines h ω (ε) uniquely for any weight ω. Additionally imposing compatibility with the action of the Weyl group, we only need to specify h 1 (ε).
should lie in H, up to a central factor. This is indeed the case. Recall that in this representation the semisimple root elements are conjugate to
The group generated by SL(n, K) and all h 1 (ε), ε ∈ K * , is the general linear group GL(n, K), which may thus be viewed as the extended Chevalley group of type A l . The weight elements h 1 (ε) = d 1 (ε) and their conjugates are the usual pseudoreflections.
Again, consider the group G = G(Φ, K) in the usual (2l + 1)-dimensional representation, i.e., the first fundamental one. This representation furnishes the group SO(2l + 1, K), the adjoint Chevalley group of type B l . For ω =
, where both the number of ε's and the number of ε −1 's are equal to k. This identifies h ω (ε) almost uniquely for any weight ω. In fact, this representation is not faithful, so strictly speaking we should describe elements h ω (ε) in the spin representation. As before, the most interesting weight elements are h 1 (ε). If we require compatibility with the action of the Weyl group, then the choice of h 1 (ε) uniquely determines the images of all other weight elements in this representation. Since 1 generates P (C l ) modulo Q(C l ), these elements generate T modulo H. In fact, H is generated by semisimple long root elements, which in this case are conjugate to h 2 (ε) = h e 1 +e 2 (ε). Since 2 1 ∈ Q(C l ), the elements h 2 1 (ε) = h 1 (ε 2 ) should, modulo a central factor, lie in H for any ε ∈ K * . In this case they lie in H itself. Indeed,
. The elements h 1 (ε), ε ∈ K * , already belong to the Chevalley group SO(2l+1, K) in this case, which shows that it is already extended in the above sense. The only possible further diagonal extension by scalar matrices, the general orthogonal group GO(2l + 1, K), is trivial. But the spin group Spin(2l + 1, K) admits a nontrivial diagonal extension that covers SO(2l + 1, K). At the same time, Spin(2l + 1, K) itself only covers Ω(2l + 1, K). In [40] , one can find a construction of this extension and its identification in terms of the Clifford group.
• Let Φ = C l . Then Φ ∨ = B l . The usual 2l-dimensional representation, the first fundamental one, furnishes the simply connected Chevalley group Sp(2l, K). For ω = (B l ), k ≤ l − 1, the corresponding weight elements h ω (ε) have the same form as those described above for Φ = B l , while for ω = l (B l ) we may choose h ω (ε) = diag(ε, . . . , ε, 1, . . . , 1), where both the number of ε's and the number of 1's are equal to l. Since in this case h 1 (ε) is a semisimple long root element, all h k (ε), 1 ≤ k ≤ l − 1, belong to H. This is not true for h l (ε), however. Namely, since 2 l ∈ Q(B l ), the square of h l (ε) is in H modulo the center. Indeed,
where both the number of ε's and the number of ε −1 's are equal to l. The second factor is the product of semisimple root elements h α (ε), taken over all positive long roots. Now, the group generated by Sp(2l, K) and all h l (ε), ε ∈ K * , is the general symplectic group GSp(2l, K), which thus may be viewed as the extended Chevalley group of type C l .
• Let Φ = D l . Then Φ ∨ = Φ. The usual 2l-dimensional representation, the first fundamental one, furnishes the group SO(2l, K). For ω = (D l ), k ≤ l − 2, the corresponding weight elements h ω (ε) have the same form as above for Φ = B l , and for the role of ω = l (D l ) we may choose the same element as for l (C l ). Finally, for ω = l−1 (D l ) we set h ω (ε) = diag(ε, . . . , ε, 1, ε, 1, . . . , 1) ,
where both the number of ε's and the number of 1's are equal to l. Essentially, this case is very close to the cases of B l and C l already considered. There are some small distinctions, though. Namely, if l is odd, then 4 k ∈ Q(D l ), k = l−1, l, but 2 k ∈ Q(D l ). In this case we do not have h 1 (ε) at our disposal, but only the semisimple root elements h 2 (ε). Thus, it is impossible to present h ω (ε 2 ) as a product of an element of H and a central factor. On the other hand, since h 1 (ε 2 ) always belongs to H, we can, in the same way as in the C l case, express h ω (ε 4 ) as a product of an element of H and a central factor. As opposed to that, if l is even, then already h ω (ε 2 ) itself can be expressed as the product εh e 1 +e 2 (ε)h e 3 +e 4 (ε) · · · h e l−1 +e l (ε). The special orthogonal group SO(2l, K) is already extended by some, but in general not all, diagonal automorphisms. Here, as in the B l case, the image of the simply connected group coincides with the kernel of the spinorial norm Ω(2l, K). A further diagonal extension is furnished by the product of SO(2l, K) and all h l (ε), ε ∈ K * , which is the general orthogonal group GO(2l, K). This last group may thus be viewed as an extended Chevalley group of type D l . In [40] one can find a construction of a similar diagonal extension of the spin group Spin(2l, K) and its identification in terms of the Clifford group. §6. Berman-Moody construction
In this section we recall a construction of the extended maximal torus T sc in the simply connected case, under the assumption that the quotient group P
Then the group T sc = T sc (Φ, K) is defined as T sc ∼ = Hom(P , K * ).
Although these groups are isomorphic, sometimes it is convenient to distinguish elements of T sc from those of Hom(P , K * ). We do this in the same way as for T ad . Namely, we write h(χ) = h sc (χ) for the element of T sc corresponding to a K-character χ ∈ Hom(P , K * ). For a character χ we denote by χ res its restriction to Q(Φ). Now, we can define a homomorphism res : T sc → T ad sending an element h sc (χ) ∈ T sc to h ad (χ res ) ∈ T ad . Clearly, res is in fact an epimorphism, while its kernel coincides with the set of all h(χ) such that χ(α i ) = 1 for all 1 ≤ i ≤ l. For any ε ∈ K * , we define a character χ ε ∈ Hom(P , K * ) by
Then the assignment ε → χ ε gives rise to a homomorphism δ : K * → T sc forming, together with res, a short exact sequence. Now, we define an embedding incl of the group Hom(P (Φ), K * ) into the group Hom(P , K * ), by setting
for a χ ∈ Hom(P (Φ), K * ). By definition, incl depends on λ, but in [40] it was shown that, apart from the case of A l , the resulting groups G sc do not depend on λ. Now, let mλ ∈ Q(Φ), i.e., mλ = m 1 α 1 +· · ·+m l α l , where m i ∈ Z and the greatest common divisor of m, m 1 , . . . , m l equals 1. This allows us to define a homomorphism det : T sc → K * sending an element h(χ) to det(h(χ)) = χ(−mα − m 1 α 1 − · · · − m l α l ).
The homomorphisms incl and det form a short exact sequence; together with the above homomorphisms and the obvious homomorphisms they can be included in the following commutative diagram:
Next, we define an action of T sc on the Chevalley group G sc = G sc (Φ, K). Namely, we make h(χ), χ ∈ Hom(P , K * ), act on G sc via the diagonal automorphism φ χ res ; see §3. Thus, we get a homomorphism ψ of the group T sc into the automorphism group Aut(G sc ) of the group G sc , which can be included in the following commutative square:
Now we are all set to construct the extended simply connected Chevalley group G sc . Namely, we put G sc = (G sc T sc )/M , where M is a central normal subgroup of the semidirect product G sc T sc defined by
It is easy to check (this was done in [40] ) that for G sc we get the same commutative diagram with exact columns and rows as for T sc . One only has to replace T by G and H by E in the above diagram. It is easy to adapt this construction to the case where the quotient group P (Φ)/Q(Φ) is not cyclic; one only has to start with a lattice Q of rank l + 2.
Now we can eliminate all ambiguity in the definition of h ω (ε), ω ∈ P (Φ ∨ ), by setting h ω (ε) = h sc (χ) for a character χ ∈ Hom(P , K * ) such that χ(α i ) = ε (α i ,ω) , 1 ≤ i ≤ l, or, in other words, χ res = χ ω,α . To uniquely specify the character χ, we need to define the value of χ(α). We may set, for instance,
The correct choice of χ(α) identifies our det either with the usual determinant, or with the spinorial norm, or with something similar.
Observe that the resulting groups G sc are usually well known. For classical cases they can be interpreted either as the similarity groups of the corresponding bilinear forms or in terms of the corresponding Clifford groups. There are similar interpretations also for the types E 6 and E 7 . Namely, it is known that the simply connected groups G(E 6 , K) and G(E 7 , K) are isomorphic to the isometry groups of a certain 3-linear form on a 27-dimensional space and, respectively, of a pair consisting of a symplectic form and a certain 4-linear form on a 56-dimensional space. Such constructions go back to the works of Dickson, Chevalley, Freudenthal, Springer and others and were finalized by Aschbacher [38] (see [76] , where many further references can be found). In these cases the corresponding extended groups G(E 6 , K) and G(E 7 , K) may be interpreted as the groups of transformations preserving the above forms up to similarity. §7. Weight elements in irreducible representations
In this section we describe the action of weight elements in irreducible representations. Let π be an irreducible representation of the complex semisimple Lie algebra L of type Φ, and let V K be the corresponding Weyl module of the Chevalley group G = G(Φ, K). Here we present another construction of weight elements, by specifying their action on V K .
, as the scalar multiplication by c λ = c λ (ω, ε) = 0. For any two weights λ, µ ∈ Λ(π), we have
. Proof. We prove this theorem by induction on λ with respect to the usual order on Λ(π). Recall that we write λ > µ if and only if λ−µ = m 1 α 1 +· · ·+m l α l is a linear combination of fundamental roots with nonnegative integral coefficients. Among the weights of π there is a unique weight maximal with respect to this order, called the highest weight of this representation and denoted by λ 0 . It suffices to prove (2) only for µ = λ 0 . First, observe that h ω (ε) commutes with H elementwise, and thus it stabilizes all weight subspaces V λ , λ ∈ Λ(π). In the case where λ = λ 0 there is nothing to prove. Indeed, the corresponding weight space V λ 0 is one-dimensional and (2) is vacuous. Assume that for all µ > λ we have already proved that V µ is generated by eigenvectors of h ω (ε) corresponding to the eigenvalues c µ . Moreover, assume that formula (2) is true for all pairs (µ, ν), µ, ν > λ, or, what is the same, for all pairs (µ, λ 0 ), µ > λ. We wish to prove that then the same is true also for λ.
First, observe that x α (ξ) = exp(ξe α ) with nilpotent e α , and thus formula (1) implies that
Now, since the representation π is irreducible, the weight subspace V λ is spanned by the vectors e −α v, where v ∈ V λ+α , α ∈ Φ + , λ + α ∈ Λ(π). By the inductive hypothesis, all v ∈ V λ+α are eigenvectors of V with the same eigenvalue c λ+α . Now, (3) implies that e −α v is an eigenvector of h ω (ε) with the eigenvalue ε −(α,ω) c λ+α . This means that V λ is spanned by eigenvectors of h ω (ε), so that the restriction of h ω (ε) to this subspace is semisimple. It only remains to observe that the corresponding eigenvalues coincide, i.e., ε −(α,ω) c λ+α = ε −(β,ω) c λ+β for all α, β ∈ Φ + such that λ + α, λ + β ∈ Λ(π). But this is precisely the inductive hypothesis. Finally, set c λ = ε −(α,ω) c λ+α for some α ∈ Φ + . As we have proved, the value c λ does not depend on the choice of α ∈ Φ + such that λ + α ∈ Λ(π). Then, clearly,
, and this finishes the proof of the theorem.
If we require additionally that the eigenvalues of h ω (ε) be powers of ε, then h ω (ε) is determined by this theorem up to a scalar factor ε m . Now, the requirement that h ω (ε) have the largest possible multiplicity of 1 as an eigenvalue, or that h ω (ε) be linear with respect to ω, suffices to determine it uniquely.
For example, in the usual 27-dimensional representation of the Chevalley group G = G(E 6 , K), i.e., the representation with the highest weight 1 , an appropriate weight element h 1 (ε) has one eigenvalue ε, 16 eigenvalues 1, and 10 eigenvalues ε −1 (see [76, §6] , where this example is considered in some detail). Of course, there is no way to prove a similar result for reducible representations. First, the difference of two weights of a reducible representation does not necessarily belong to the root lattice Q(Φ), so that the exponent of ε on the right-hand side is not an integer. Indeed, there is no a priori relationship among the eigenvalues of h ω (ε) on various irreducible components. Even worse than that, it is not at all obvious why h ω (ε) should be semisimple. In fact, the semisimplicity of h ω (ε) in a reducible representation does not follow from (1); it should be imposed separately. §8. Generation of the maximal torus T sc In this section we study the generation of T sc by the Weyl orbit of a single weight, which allows us to specify all h ω (ε) once we know one of them. It turns out that this happens rather often, at least modulo the center. In fact, using the explicit construction described in previous sections, we can normalize these elements is such a way that they generate the extended torus.
Lemma 1.
Let ω 1 , . . . , ω s be a set of weights generating P (Φ ∨ ). Then the corresponding weight elements h ω 1 (ε), . . . , h ω s (ε) generate the group T modulo the center of the group G.
Proof. This immediately follows from the definitions. If ω = m 1 ω 1 + · · · + m s ω s , then the conjugation action of h = h ω 1 (ε) m 1 · · · h ω s (ε) m s on the root unipotents x α (ξ) coincides with the conjugation action of h ω (ε) on these elements. Thus, h and h ω (ε) coincide up to a central factor.
Recall that Φ l and Φ s denote the sets of long and short roots in Φ, respectively. Lemma 2. Suppose that a weight ω of the root system Φ ∨ possesses the following two properties:
• ω generates P (Φ ∨ ) over Q(Φ ∨ ), and • the greatest common divisor gcd(ω, α) of the inner products (ω, α), α ∈ Φ l , coincides with 1. Then the lattice P generated by the Weyl orbit W (Φ ∨ )ω of the weight ω coincides with P (Φ ∨ ).
Proof. We only need to prove that P ≥ Q(Φ ∨ ). Then our claim follows, in view of the first condition. Indeed, for any root α ∨ ∈ Φ ∨ we have w α ∨ (ω) − ω = (ω, α)α ∨ ∈ P . Clearly, the lattice P (Φ) contains all vectors (ω, α)α ∨ = ω − w α ω. Since P is invariant under the action of the Weyl group W = W (Φ ∨ ) and the greatest common divisor of (ω, α), α ∈ Φ l , equals 1, P contains all dual roots α ∨ , α ∈ Φ l . Obviously, these roots generate Q(Φ ∨ ).
These two lemmas immediately imply the following result.
Proposition 1. Suppose a weight ω of the root system Φ ∨ satisfies the conditions of Lemma 2. Then
Again, especially significant is the case where ω = i is an appropriate fundamental weight. In particular, Proposition 1 implies that T sc is generated by the Weyl orbit of h 1 (ε) for Φ = A l , B l , E 6 , by the orbit of h 7 (ε) for Φ = E 7 , and by the orbit of h l (ε) for Φ = C l . For Φ = D l , generally speaking, none of the Weyl orbits of h 1 (ε), h l−1 (ε), or h l (ε) alone spans the entire extended torus, but any two of them do. This explains why Theorem 1 of the present paper naturally arises in the study of subgroups containing T . Take a one-parameter subgroup of weight elements whose Weyl orbit generates the whole torus and consider its conjugates. The symplectic case is an exception, because the elements h l (ε) are fairly complicated. In fact, in all classical cases we work with h 1 (ε). These are microweight elements for A l , B l , D l and semisimple long root elements for C l . For E 6 we work with h 1 (ε), or, what is essentially the same, with h 6 (ε). Finally, for E 7 we work with h 7 (ε). §9. Induced diagonal automorphisms
In this section we calculate which diagonal automorphisms are induced by a Chevalley group acting by conjugation on a regularly embedded Chevalley subgroup. This gives us one more construction of the extended Chevalley group G sc of types E 6 and E 7 .
First, let Φ be any root system, and let ∆ be its subsystem. Then some Chevalley group G ∆ = G(∆, K) of type ∆ naturally embeds in G Φ = G(Φ, K) . This is what Dynkin calls a regular embedding, roots to roots. Notice though that even for an adjoint group G Φ its regularly embedded subgroup of type ∆ may be simply connected. A natural question is which diagonal automorphisms of G ∆ are induced by the inner diagonal automorphisms of G Φ . The answer to this question is given by the following result, which will be used in the proof of Proposition 3.
Theorem 3.
Let Φ be an irreducible root system, and let ∆ be its irreducible subsystem. Almost always conjugation by elements of the group T sc (Φ, K) induces all diagonal automorphisms on the regularly embedded subgroup G(∆, K) ≤ G sc (Φ, K). All possible exceptions are listed in Table 2 .
The last column of this table lists the diagonal automorphisms of G(∆, K) that are induced by internal diagonal automorphisms of the group G(Φ, K). In particular, '-' in this column means that T sc does not induce any diagonal automorphism on G(∆, K) apart from the internal ones.
Proof.
To determine which diagonal automorphisms of G(∆, K) are induced by the inner diagonal automorphisms of G sc (Φ, K), we recall that the group T sc is generated by the semisimple root elements h α (ε), α ∈ Π. Thus, we only need to determine which diagonal automorphisms are induced on G(∆, K) by h α (ε), α ∈ Π, α ∈ ∆. We do this case by case.
• When Φ = A l , it is clear that h k+1 (ε −1 ) induces on ∆ = α 1 , . . . , α k the diagonal automorphism corresponding to h k (ε). This automorphism generates T sc modulo the inner ones.
• The system Φ = B l has the following proper irreducible subsystems:
In the case of ∆ = A k , 1 ≤ k ≤ l − 2, all diagonal automorphisms are already induced in A l−1 . For ∆ = A l−1 , the short fundamental root induces on G(∆, K) the diagonal automorphism corresponding to h l−1 (ε 2 ) -in fact this automorphism is induced already in D l . But this automorphism generates the same group as h l−2 (ε) modulo the inner automorphisms of G(A l−1 , K) . Indeed,
Thus, the answer depends on the parity of l. If l is odd, this group coincides with the entire group of diagonal automorphisms of G ∆ , but if l is even, it has index 2 in that group. Clearly, the root α l−k is orthogonal to all fundamental roots of B k = a l − k + 1, . . . , a l apart from the first one, and thus induces h 1 (ε) on the subgroup of K) , so that the answer for ∆ = D k is the same as for Φ = D l .
• The system Φ = C l has the following proper irreducible subsystems: −1 , K) the diagonal automorphism corresponding to h l−1 (ε), which generates the entire group of diagonal automorphisms modulo the inner ones. However, h α k−1 (ε) gives nothing new on C k .
• The system Φ = D l has the following proper irreducible subsystems: A k , 1 ≤ k ≤ l − 1, and D k , 1 ≤ k ≤ l − 1. We have no need to worry about A k , 1 ≤ k ≤ l − 2. Now, if l is even, then Φ has two conjugacy classes of subsystems of type ∆ = A l−1 , namely, A l−1 = α 1 , . . . , α l−2 , α l−1 and A l−1 = α 1 , . . . , α l−2 , α l . In each case, the fundamental root of D l not belonging to ∆ induces the diagonal automorphism corresponding to h l−2 (ε). Finally, if ∆ = D k = α l−k+1 , . . . , α l , then h α l−k (ε) induces on G(∆, K) the same diagonal automorphism as h 1 (ε).
• The system Φ = E 6 has the following proper irreducible subsystems: A k , 1 ≤ k ≤ 5; D 5 ; D 4 . Everything is clear for A k , 1 ≤ k ≤ 4. Now, A 5 = α 1 , α 3 , . . . , α 6 . Clearly, h α 2 (ε) induces the same diagonal automorphism on A 5 as h 3 (ε). If ∆ = D 5 = α 1 , . . . , α 5 , then h α 2 (ε) induces the same diagonal automorphism on G(∆, K) as h 5 (ε), which generates the entire group of diagonal automorphisms modulo the inner ones. Finally, if ∆ = D 4 = α 2 , . . . , α 5 , then h 1 (ε) is induced already in D 5 , and h 4 (ε) is induced by h α 6 (ε), as above.
• The system Φ = E 7 has the following proper irreducible subsystems: A k , 1 ≤ k ≤ 7; D k , 4 ≤ k ≤ 6; E 6 . The subsystems of type A 5 fall into two conjugacy classes: those of class A 5 are contained in a subsystem of type A 7 and those of class A 5 are not. For systems of types A k , k = 1, 2, 3, 4, 6, and for A 5 all diagonal automorphisms are already induced in A 7 . A subsystem ∆ = A 7 may be generated by all fundamental roots α i , i = 2, and the negative highest root α 0 . The only fundamental root α 2 that is not in ∆ induces on G(∆, K) the same diagonal automorphism as h 4 (ε), the corresponding group having index 4 in the group of all diagonal automorphisms. Next, a subsystem ∆ = A 5 may be generated by α 2 , α 4 , . . . , α 7 . The element h α 3 (ε) induces the same diagonal automorphism on ∆ as h 2 (ε). Now, ∆ = D 6 = α 2 , . . . , α 7 and h α 1 (ε) induces the same diagonal automorphism on G(∆, K) as h l (ε), the corresponding group having index 2 in the group of all diagonal automorphisms. Together with the inner diagonal automorphisms of type D 6 , it induces all diagonal automorphisms for ∆ = D 4 , D 5 . Finally, h α 7 (ε) induces h 6 (ε) on the subgroup of type ∆ = E 6 = α 1 , . . . , α 6 .
• The system E 8 has the following proper irreducible subsystems:
The subsystems of type A 7 fall into two conjugacy classes: those of class A 7 are contained in a subsystem of type A 8 and those of class A 7 are not. Everything is clear for the systems of types A k , 1 ≤ k ≤ 6, A 7 , and E 6 . A subsystem ∆ = A 8 may be generated by all fundamental roots α i , i = 2, and the negative highest root α 0 . The only fundamental root α 2 that is not in ∆ induces the same diagonal automorphism on G(∆, K) as h 3 (ε), the corresponding group having index 3 in the group of all diagonal automorphisms. Next, a subsystem ∆ = A 7 may be generated by α 2 , α 4 , . . . , α 8 , α 0 . The element h α 3 (ε) induces the same diagonal automorphism on ∆ as h 2 (ε). Now ∆ = D 6 = α 2 , . . . , α 8 , α 0 , and h α 1 (ε) induces the same diagonal automorphism on G(∆, K) as h l (ε), the corresponding group having index 2 in the group of all diagonal automorphisms. Together with the inner diagonal automorphisms of type D 8 , it induces all diagonal automorphisms for ∆ = D k , 1 ≤ k ≤ 7. Finally, h α 8 (ε) induces h 7 (ε) on the subgroup of type ∆ = E 7 = α 1 , . . . , α 7 .
• The system F 4 has the following proper irreducible subsystems:
All Chevalley subgroups of rank 4 have the same maximal torus as F 4 itself. On the other hand, A 2 and A 1 may be embedded in A 3 ; A 1 and A 2 may be embedded in C 3 , and B 3 , B 2 may be embedded in B 4 , so that there is no problem for these subsystems. It remains to consider only the cases of A 3 and C 3 . Since the torus does not change, the answer for the case A 3 is the same as for the embeddings A 3 ⊆ B 4 and A 3 ⊆ D 4 . But for C 3 = α 2 , α 3 , α 4 the element h α 1 (ε) induces the same diagonal automorphism as h 3 (ε), thus giving the entire group of diagonal automorphisms.
• Finally, for the G 2 case there are three proper irreducible subsystems: A 2 , A 1 , and A 1 . The torus for G 2 is the same as for A 2 , so that nothing new is induced on a subgroup of type A 2 . On the other hand, it is obvious that all diagonal automorphisms are induced on subgroups of types A 1 and A 1 .
This theorem suggests the easiest way to think of the extended simply connected Chevalley groups of types E 6 and E 7 . Namely, they may be regarded as subgroups of the usual Chevalley groups G sc (E 7 , K) and G sc (E 8 , K), respectively. One could define these groups by
respectively. Unfortunately, it is impossible to construct extended Chevalley groups of types C l and D l in a such a straightforward way. §10. Abelian unipotent radicals In this and the following two sections we study Borel orbits of Levi factors for the case of parabolic subgroups with Abelian unipotent radicals in their conjugation action on these radicals.
Let ω = i be a microweight of the dual root system P (Φ ∨ ), and let
be as in the Introduction. Since ω is a microweight, the coefficient of α i in the expansion of the highest root with respect to the fundamental system equals 1. Thus, Σ ω consists of all roots α ∈ Φ such that the coefficient of α i in their expansion as a linear combination of the fundamental roots equals 1. We consider this set as a partially ordered set with respect to the usual order defined by a choice of the fundamental system. In other words, α β if and only if α−β = m i α i , where m i ≥ 0 for all 1 ≤ i ≤ l. Consider the Hasse diagram of this poset. In other words, the vertices of this diagram correspond to the roots of Σ ω , and two vertices α and β are joined by a bond if their difference is a fundamental root α i . In this case we mark this bond with i. As in many other works in which these diagrams are employed, our positive direction is from right to left and from bottom to top. In other words, a bond marked with i when read from left to right expresses subtraction and not addition of α i . Another convention is that we omit the marks that may be restituted using the fact that the marks on the opposite sides of a parallelogram coincide.
Next, let ∆ = ∆ ω be the closure of the set Π \ {α i }. In other words, ∆ ω = {α ∈ Φ | (α, ω) = 0}. Thus, if the difference of two roots in Σ ω is a root, it must belong to ∆ ω . The diagram of the set Σ ω coincides with the weight diagram of some representation of the Chevalley group G(∆ ω , K) of type ∆ ω (see, for example, [73] and the references in [76, 58, 80] ). Indeed, since the set Σ ω is Abelian, the Chevalley commutator formula shows that the group E(Σ ω ) is Abelian. In fact, this group is precisely the unipotent radical of the maximal parabolic subgroup Q i = G(∆ ω ∪ Σ ω ). In particular, it is invariant under conjugation by elements of the Levi factor of Q i . The group G(∆ ω , K) is a semisimple subgroup of this Levi factor and thus acts on E(Σ ω ) by conjugation:
For all pairs (Φ, ω), in Table 3 we list the type of ∆ = ∆ ω , the highest weight ρ, and the dimension n of this representation. Table 3 Φ
In what follows, we view E(Σ ω ) as a vector space V of dimension n with a base v γ labeled by the roots γ ∈ Σ ω . In other words, addition in V is defined by multiplication in E(Σ, K), and scalar multiplication by ξ ∈ K in V corresponds to the simultaneous multiplication by ξ of all coefficients a γ in the expression v = x γ (a γ ), γ ∈ Σ ω , of an element v ∈ E(Σ, K) in terms of elementary root unipotents. We can choose any nontrivial elements x γ ( * ) ∈ X γ as such a base, for example, the elements v γ = x γ (1). As we have seen above, this V affords a representation of the Chevalley group of type ∆. With the exceptions of B l and C l , this representation is itself a microweight representation, and the action of the unipotent root elements x α (ξ), α ∈ ∆, ξ ∈ K, is expressed as follows:
This is precisely the Chevalley commutator formula for these cases. It is also worthwhile to compare this with Matsumoto's lemma [54, 73, 76] . In the cases of B l and C l , the resulting representation is not a microweight one, and the formulas may become slightly more complicated. Observe, though, that for the B l case this representation is still basic in the sense of Matsumoto [34] . In the second formula the coefficient 2 appears if both α and γ are short roots; this is precisely why we must exclude fields of characteristic 2 for these cases. On the other hand, when α is short but γ is long, the formula becomes
This action may be visualized in terms of the above diagram. Conceive a vector v ∈ V as a marked graph obtained by putting marks c λ and c 0 α at the corresponding vertices of the weight diagram of type (∆, ρ). Expand a root α ∈ ∆ with respect to the fixed base of the root system: α = m i α i , α i ∈ Π(∆). Then x α (ξ) acts on v as follows. Assume that there is a directed path from γ to δ, having precisely |m i | bonds with mark i for all i appearing in the expression of α. Recall that we go in the positive/negative direction if m i are positive/negative. Then x α (ξ) multiplies the coordinate of v standing at the vertex γ by ±ξ and adds it to the coordinate standing at the vertex δ. There are slightly more complicated rules if there are two paths with the same set of marks that start/stop at the same vertex. In those cases we multiply some coordinates by ±2ξ or ±ξ 2 . See [73, 76] and the references therein for a description of calculations with such diagrams and many further references. Below we use diagrams to visualize our calculations. §11. Orbits of the Borel unipotent radical
Now we pass to the study of Borel orbits for the cases listed in Table 3 . We start with the orbits of the unipotent radical U (∆, K). These are precisely the representations that arise in the proof of the main theorem. Table 3 . Suppose that charK = 2 if either ∆ = B l−1 and ρ = 1 , or ∆ = A l−1 and ρ = 2 1 . Then each orbit of U = U (∆, K) on V contains a vector v = a γ v γ whose support S(v) = {γ ∈ Σ ω | a γ = 0} consists of mutually strictly orthogonal roots. Any two such vectors lie in distinct U -orbits.
Proposition 2. Let (V, ρ) be one of the representations listed in
Proof. We analyse all arising representations case by case. To slightly simplify notation, we study orbits of the unipotent radical U − = U − (∆, K) of the opposite Borel subgroup B − (∆, K). Symmetry with respect to the positive and negative roots guarantees that the answer carries over to the Borel subgroup B(∆, K) itself.
• First, let ∆ = A k + A l−k−1 , ρ = ( 1 , 1 ). Then the corresponding poset Σ = Σ ω has the diagram depicted in Figure 1 .
We prove the proposition by induction on min(k, l − k − 1). Due to symmetry of the factors, without loss of generality we may assume that k ≤ l − k − 1. Take any vector v = a γ v γ in V . If v = 0, there is nothing to prove.
First, let k = 0. Then the corresponding poset is a chain, and all its bonds have distinct marks. Look at the largest root δ such that a δ = 0. If γ δ, then, by the definition of δ, we have a γ = 0. On the other hand, if γ ≺ δ, then α = γ − δ is a negative root in ∆. Thus, we can multiply v by x α (±a γ /a δ ) ∈ U − (∆, K) and kill the coordinate with label γ, without changing any other coordinate. Doing this, for all γ ≺ δ we get a Figure 1 vector lying in the U − -orbit of v and such that all its coordinates are zeros except for the coordinate with label δ. Now, let k > 0. Suppose we have already proved the proposition for the system ∆ = A k−1 + A l−k−1 . First, let δ be the highest root. Look at the coordinates a γ ,
If all of them are zeros, then we are done by the inductive hypothesis. Suppose that some of these coordinates are not zero. Let δ be the largest root in Θ such that a δ = 0. Let Ω be the set of roots in Σ ω orthogonal to δ. The poset Σ \ Ω is a join of two chains with a unique common point δ. All marks on the bonds of these two chains are distinct. If γ ∈ Σ \ Ω, then γ − δ is a negative root in ∆. By the definition of δ, we have a γ = 0 for all γ ≺ δ. Now, if γ ∈ Σ \ Ω, γ δ, then we can multiply v by x α (±a γ /a δ ) ∈ U − (∆, K) and kill the coordinate with label γ without changing other coordinates with labels belonging to Σ \ Ω. Repeating this procedure we may assume that the only nonzero coordinates, apart from the coordinate with label δ, have labels belonging to Ω. Now, Ω has the same structure as Σ, but has one less column and one less row. Namely, the space V = v γ , γ ∈ Ω affords the representation with the highest weight ( 1 , 1 ) for the root subsystem ∆ = A k−1 + A l−k−2 generated by all fundamental roots α i ∈ ∆ such that δ ± α i is not a root, and by the root
In the preceding paragraph we established that by transformations belonging to U − our vector v may be reduced to the form ξv δ + v with some ξ ∈ K * , v ∈ V . It only remains to apply the inductive hypothesis to v and to observe that the roots α i such that δ ± α i is not a root, and also the root α , are all orthogonal to δ, so that any additions in V stabilize v δ .
• Let ∆ = B l−1 , ρ = 1 . Then the corresponding poset Σ = Σ ω has the diagram as in Figure 2 .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For v = 0 there is nothing to prove. Let δ be the largest root such that a δ = 0. We distinguish two cases.
First, suppose that δ is long. Then there is precisely one root δ * in Σ orthogonal to δ. By the definition of δ, we have a γ = 0 for any root γ δ. Now, let γ ≺ δ, γ = δ * . Then α = γ − δ is a negative root in ∆. Thus, we can multiply v by x α (±a γ /a δ ) ∈ U − (∆, K) and kill the coordinate with label γ. Doing this, we do not change any other coordinate, apart possibly from that with label δ * . Repeating this procedure, we may assume that all the coordinates of v are zeros except for the coordinates with labels δ, δ * . On the other hand, we have no control over the coordinate with label δ * . Indeed, let ( , ) be the usual inner product on V invariant under the action of G (∆, K) . Should the initial vector v be anisotropic, it would remain anisotropic after reduction with elements of U − (∆, K) . But the scalar square of a vector with only two nonzero coordinates a δ and a δ * equals 2a δ a δ * . Now, let δ be short. Then there are no roots orthogonal to δ, and by the definition of δ we have a γ = 0 for all γ δ. For any γ ≺ δ the difference α = γ − δ is a root, and multiplying v by x α (±a γ /2a δ ) we may kill the coordinate with label γ without changing any other coordinate. Recall that charK = 2 in this case! Repeating this procedure, we get a vector whose only nonzero coordinate is that with label δ.
• Let ∆ = A l−1 , ρ = 2 1 . The diagram of the corresponding Σ = Σ ω is depicted in Figure 3 .
We prove the proposition by induction on l. If l ≤ 2, we fall into the situation considered in the preceding case. Now, assume that l ≥ 3 and that the proposition is already proved for the pairs (A k , 2 1 ) for all k < l − 1. Take any vector v = a γ v γ in V . If v = 0, then there is nothing to prove. First, let δ be the highest root. Look at the coordinates a γ , γ ∈ Θ = {δ, δ − α 1 , . . . , δ − α 1 − · · · − α l−1 }. If all of these coordinates are zeros, then we are done by the inductive hypothesis. Suppose some of these coordinates are not zero. Let δ be the largest root in Θ such that a δ = 0. Now we can argue exactly as in the case of ∆ = A k + A l−k−1 , ρ = ( 1 , 1 ). Let Ω be the set of roots in Σ ω orthogonal to δ. At this point we need to distinguish two cases.
If δ is long, then it is the highest root and the poset Σ \ Ω is a chain. All the marks on the bonds of this chain are distinct. If γ ∈ Σ \ Ω, then γ − δ is a negative root in ∆. Now, for any γ ∈ Σ \ Ω, γ ≺ δ, we can multiply v by x α (±a γ /a δ ) ∈ U − (∆, K) and kill the coordinate with label γ without changing any other coordinate with labels in Σ \ Ω. Repeating this procedure, we may assume that the only nonzero coordinates have labels from Ω, apart from the coordinate with label δ. Now, Ω is of the same structure as Σ, but has one less column and one less row. Namely, the space V = v γ , γ ∈ Ω affords the representation with the highest weight 2 1 for the root subsystem ∆ = A l−2 generated in ∆ by all fundamental roots α i except for α 1 . We have proved above that by transformations belonging to U − our vector v may be reduced to the form ξv δ + v , for some ξ ∈ K * , v ∈ V . It only remains to apply the inductive hypothesis to v and to observe that all roots α i , i ≥ 2, are orthogonal to δ, so that any additions in V stabilize v δ .
Life is somewhat more complicated when δ is short. In this case the structure of the poset Ξ = {γ ∈ Σ \ Ω | γ ≺ δ} is as in Figure 4 ,
where α h = α 1 is the fundamental root of ∆ such that δ − α h is a root and α = α 1 + · · · + α h−1 . If there is no such root α h , then we must set α = α 1 + · · · + α l−1 . If γ ∈ Ξ, then γ − δ is a negative root in ∆. Now, for any γ ∈ Ξ we can multiply v by x α (±a γ /a δ ) if γ is short and by x α (±a γ /2a δ ) if γ is long and kill the coordinate with label γ without changing other coordinates with labels in Ξ. Repeating this procedure, we may assume that the only nonzero coordinates have labels in Ω, apart from the coordinate with label δ. Now, Ω is of the same structure as Σ, but has two fewer columns and two fewer rows. The space V = v γ , γ ∈ Ω affords the representation with the highest weight 2 1 for the root subsystem ∆ = A l−3 generated in ∆ by all fundamental roots α i except for α 1 , α h−1 , α h , and by the root α = α h−1 + α h . We have proved that, by transformations belonging to U − , our vector v may be reduced to the form ξv δ + v , for some ξ ∈ K * , v ∈ V . It only remains to apply the inductive hypothesis to v and to observe that the roots α i , i = 1, h − 1, h, and the root α are orthogonal to δ, so that any additions in V stabilize v δ .
• Let ∆ = D l−1 , ρ = 1 . The corresponding Σ = Σ ω has a diagram as in Figure 5 .
This case is settled by precisely the same argument as the case where ∆ = B l−1 , ρ = 1 . It is even easier, because there are no short roots here and only the first half of the proof should be repeated.
• Let ∆ = A l−1 , ρ = 2 . The diagram of the corresponding Σ = Σ ω is depicted in Figure 6 .
This case is settled by basically the same arguments as the case where ∆ = A l−1 , ρ = 2 1 . It is even somewhat easier because there are no short roots here. Or, rather, all roots behave like short roots, so that we only need to reproduce the second part of the induction step. Again, we prove the proposition by induction on l. If l = 2, then there is nothing to prove. Now, assume that l ≥ 3 and that the proposition is already proved for the pairs (A k , 2 ) for all k < l − 1. Take any vector v = a γ v γ in V . For v = 0 there is nothing to prove. First, let δ be the highest root. Look at the coordinates a γ , γ ∈ Θ = {δ, δ − α 2 , . . . , δ − α 2 − · · · − α l−1 }. If all of these coordinates are zeros, then we are done by the inductive hypothesis. Suppose some of these coordinates are not zero. Now, let δ be the largest root in Θ such that a δ = 0. Let Ω be the set of roots in Σ ω orthogonal to δ. Consider the poset Ξ = {γ ∈ Σ \ Ω | γ ≺ δ}. It consists of the roots
Multiplying v by x α (±a γ /a δ ), where α = γ − δ is a negative root in ∆, we can kill the coordinate of v with label γ. Repeating this procedure, we may assume that the only nonzero coordinates have labels in Ω, apart from the coordinate with label δ. Now, we can repeat the arguments for the case of ∆ = A l−1 , ρ = 2 1 word for word. Again, Ω has the same structure as Σ, but has two fewer columns and two fewer rows. The space V = v γ , γ ∈ Ω affords the representation with the highest weight 2 for the root subsystem ∆ = A l−3 generated in ∆ by all the fundamental roots α i except for α 1 , α h−1 , α h , and the root α = α h−1 + α h . We have proved that, by transformations belonging to U − , our vector v may be reduced to the form ξv δ + v , for some ξ ∈ K * , v ∈ V . It only remains to apply the inductive hypothesis to v and to observe that the roots α i , i = 1, h − 1, h, and also the root α , are all orthogonal to δ, so that any additions in V stabilize v δ .
• Let ∆ = D 5 , ρ = 5 . The diagram of the corresponding Σ = Σ ω is as in Figure 7 . Take any vector v = a γ v γ in V . For v = 0 there is nothing to prove. Now, let δ be a maximal root such that a δ = 0. Multiplying v by x α (±a γ /α δ ), where α = γ − δ, we may kill any coordinate with label γ such that γ is not orthogonal to δ and γ ≺ δ.
Recall that all coordinates corresponding to γ δ are zeros by the definition of δ. Let Ω be the set of all roots γ that are orthogonal to δ, and let V = v γ , γ ∈ Ω be the corresponding subspace in V . We have proved that under the action of U − any vector v ∈ V is equivalent to a vector of the form ξv δ + v , for some v ∈ V . But the set Ω of
all roots γ orthogonal to δ is a chain of length 5 affording the representation of a group of type ∆ = A 4 with the highest weight 1 . From the first case we know that under the action of U − (∆ , K) such a vector can be reduced to the form ζv γ for some γ ∈ Ω. Since all roots in ∆ are orthogonal to δ, this action of U − (∆ , K) does not spoil the rest of the picture, and any vector in V is equivalent to a vector of the form ξv δ + ζv γ for some orthogonal roots γ and δ and some ξ, ζ ∈ K.
• Finally, let ∆ = E 6 , ρ = 1 . The corresponding Σ = Σ ω has the diagram as in Figure 8 .
We argue as in the preceding case. Take any vector v = a γ v γ in V . For v = 0 there is nothing to prove. Now, let δ be a maximal root such that a δ = 0. Multiplying v by x α (±a γ /α δ ), where α = γ − δ, we may kill any coordinate with label γ such that γ is not orthogonal to δ and γ ≺ δ -all coordinates corresponding to γ δ are zeros by the definition of δ. Let Ω be the set of all roots γ orthogonal to δ, and let V = v γ , γ ∈ Ω be the corresponding subspace in V . We have proved that under the action of U − any vector v ∈ V is equivalent to a vector of the form ξv δ + v for some v ∈ V . But the set Ω of all roots γ orthogonal to δ forms the diagram of the representation of a group of type ∆ = D 5 with the highest weight 1 . From the fourth case we know that under the action of U − (∆ , K) such a vector can be reduced to the form ζv γ + ηv γ * for some γ ∈ Ω, where g * is determined by γ as in the second case. Since all roots in ∆ are orthogonal to δ, these additions from U − (∆ , K) do not influence coordinates with labels not belonging to Ω, so that any vector in V is equivalent to a vector of the form ξv δ + ζv γ + ηv γ * for some orthogonal roots δ, γ and γ * and some ξ, ζ, η ∈ K.
This completes the proof of the proposition. §12. Borel orbits
In this section we conclude the analysis of Borel orbits with respect to the extended Borel subgroup B(∆, K). Namely, we show that each element v in the representations under study can be reduced to a linear combination of base vectors corresponding to a set of mutually orthogonal roots in Σ with some very special coefficients. In the following proposition we set B(∆, K) = U (∆, K) · T (Φ, K). In fact, in most cases any vector can be reduced to the desired form by an element of a smaller group, often B(∆, K) itself. However, we do not use this slightly stronger fact in the proof of the main theorem. Proposition 3. We keep the assumptions of Proposition 3 and let Θ be a set of representatives of K * modulo K * 2 .
• If (∆, ρ) = (B l−1 , 1 ), (A l−1 , 2 1 ), then each orbit of B = B(∆, K) on V contains a vector v Γ = v γ whose support Γ = {γ ∈ Σ ω | a γ = 0} consists of mutually strictly orthogonal roots.
consists of mutually strictly orthogonal roots and all a γ ∈ Θ. For all short roots and one more long root appearing in this expansion with nonzero coefficients we may take a γ = 1.
• Any two vectors considered in the above items lie in distinct B-orbits.
Proof. Comparison of the lists in Table 3 and Proposition 2 shows that, with the only exception of A l−1 and D l−1 in D l , the group T (Φ, K) already induces all the diagonal automorphisms on G (∆, K) .
The last claim of the proposition is clear for the typical case -it follows already from Proposition 3 -and will follow from the considerations required to prove the second item in the exceptional cases.
We start with the first item. For the case of ∆ = A k + A l−k−1 everything is clear. Here the conjugates h = h w 1 (ε) of h 1 (ε) under the action of the Weyl group have the following properties.
• For every root γ there is a conjugate h such that hx γ (ξ)h −1 = x γ (εξ) or, what is the same, hv γ = εv γ .
• If h does not commute with x γ (1), then h commutes with x δ (1) for all roots δ orthogonal to γ, or, what is the same, hv δ = v δ for all such roots. Now, let v ∈ V be a vector whose support S(v) consists of pairwise orthogonal roots. Then for every root γ ∈ S(v) there exists h such that the coordinate of hv with label γ is equal to 1, while all other coordinates remain unchanged.
Consider the case where ∆ = D l−1 . Here, it is more convenient to think directly in terms of T (Φ, K). This means that, unlike other cases, i refers to the fundamental roots of Φ rather than those of ∆. Proposition 3 implies that, by a transformation of class U − (∆, K), any vector v ∈ V may be reduced to the form v = ξv γ + ζv γ * . Now,
If ∆ = A l−1 , ρ = 2 , then the desired effect is obtained easily by the conjugates h = h w 1 (ε) of the first fundamental weight element h 1 (ε) under the action of the Weyl group (they have the same properties as in the first case).
For the case where ∆ = D 5 , ρ = 5 , the desired elements exist already in T (∆, K). Indeed, for any two orthogonal roots γ, δ ∈ Σ there exists a root α ∈ ∆ such that γ ± α ∈ Σ and one of the roots δ + α or δ − α belongs to Σ. This is obvious for the case where γ is the highest root, and the general case follows by passing to its conjugates under W (∆). Take v = ξv γ + ζv δ as in Proposition 2. Multiplying v by h β (ξ −1 ) with an appropriate β ∈ ∆, we may assume that v = v γ + ηv δ . It only remains to multiply v by h α (η ∓1 ), where α is the root defined above.
The most interesting case is, of course, that of ∆ = E 6 . In fact, in this case our statement follows from the results of [53] . For completeness, we give a direct proof. Let v = ξv δ + ζv γ + ηv γ * be as in the preceding proposition. The action of the Weyl group W (E 6 ) on the set of 270 triples (δ, γ, γ * ) of this kind is transitive; compare [76, §7] or [80] . Thus, without loss of generality we may content ourselves with any one of them. Let, for example, δ be the highest root and γ the largest root among the roots in Σ orthogonal to δ. This is exactly the distinguished triple considered in [76] . An easy calculation shows that
see [76, §7] for a detailed description of the elements h 1 (ε), h α 1 (ε), h α 6 (ε). Now we pass to the second item. First, let ∆ = B l−1 . Let v = ξv γ , where γ ∈ Σ, or v = ξv γ + ζv γ * , where γ ∈ Σ is a long root, as in Proposition 2. Multiplying v by h 1 (ξ −1 ), we may assume without loss of generality that ξ = 1. Now, h γ * (ε) multiplies v γ * by ε 2 without changing v γ , so that ζ can be changed by any element in its class modulo K * 2 , but we cannot go any further.
Finally, let ∆ = A l−1 , ω = 2 1 . As above, by Proposition 2 we may assume that v = a γ v γ , where the support of v consists of mutually strictly orthogonal roots. For any short root γ there exists a long root α such that h α (ε)v γ = εv γ and h α (ε)v β = v β for any root strictly orthogonal to γ. Thus, we may assume that a γ = 1 for all short roots γ. If γ is long, then h γ (ε) multiplies v γ by ε 2 and leaves all other v δ invariant. This means that we can reduce the coefficients a γ modulo K * 2 . Finally, multiplying v by h l (ε), we can make one of the coefficients a γ equal to 1. Clearly, there are no further transformations in T sc (C l , K). §13. Typical Bruhat decomposition of a weight element
In this section we prove the last subsidiary result we need for the proof of Theorem 1. Since it holds for an arbitrary weight and is of independent interest, we produce a general statement.
Theorem 4.
Let ω ∈ P (Φ ∨ ) and x ∈ G. Then for all ε ∈ K * apart from a finite number of them, the weight elements xh ω (ε)x −1 belong to the same Borel double coset BwB = Bw 0 B. Furthermore, w 0 is an involution.
Proof. First, observe that the second assertion immediately follows from the first. Indeed, for any ε we have xh ω (ε −1 )x −1 = xh ω (ε)x −1 ∈ Bw −1 B. The first assertion implies that for almost all values of ε both ε and ε −1 belong to the same double coset Bw 0 B. Thus, for any ε in general position, xh ω (ε −1 )x −1 belongs both to Bw 0 B and to Bw −1 0 B. Now the uniqueness of the Weyl factor in the Bruhat decomposition implies that w 0 = w −1 0 . Next, observe that to prove the theorem we only need to prove it for the case of the general linear group. Indeed, fix a faithful rational representation ρ of the group G. This representation identifies G with a subgroup of GL(V ), where V is the representation space of dimension n = dim ρ. It is well known (see [34] ) that a base in V can be chosen in such a way that after identification of GL(V ) with GL(n, V ) the split maximal torus T is contained in the diagonal subgroup D(n, K), its normalizer N is contained in the monomial subgroup N (n, K), and the unipotent radical of the standard Borel subgroup U is contained in the upper unitriangular subgroup U (n, K). Let B denote the standard Borel subgroup B(n, K) = D(n, K)U (n, K) of GL(n, K). Then the image of any Borel double coset BwB of G is contained in a Borel double coset Bw B of the general linear group GL(n, K). Vice versa, if the intersection of some class Bw B with G is nonempty (i.e., w ∈ N ), then this intersection coincides with the class BwB. Thus, the question about a typical Weyl factor w for the group G is completely reduced to a similar question for the general linear group GL(n, K).
It remains to prove the theorem for the case of the general linear group. Consider the algorithm for finding w in the Bruhat decomposition of an element of the general linear group, discussed in [34, §3] . Clearly, the condition that an element y = (y ij ) ∈ GL(n, K) belongs to a given Borel double coset Bw B is a set of algebraic conditions -equations and inequalities -in the entries of y. In fact, these conditions require that some minors of y be equal to 0, while some other minors be distinct from 0. Let f 1 (y ij ), . . . , f s (y ij ) be the complete set of polynomials that determine the permutation w. As a matter of fact, this is the set of all proper minors of y in such an order that the subsequent ones start to play a role if the values of some of the preceding ones are 0.
For instance, first we look at whether y n1 is zero or not. If y n1 = 0, then we start to look at y n2 and y n−1,1 . If y n2 is also zero, then we start to look at y n3 and y n−1,2 . In turn, if y n−1,1 is zero, then we start to look at y n−1,2 and y n−2,1 , etc. On the other hand, if y n1 = 0, then all of the above do not arise, but we start to look at the minor ∆ 12 n,n−1 (y) = y n1 y n−1,2 − y n−1,1 y n2 . Now, if ∆ 12 n,n−1 (y) = 0, then we start to look at the next minors of the same size, namely at ∆ 13 n,n−1 (y) and ∆ 12 n,n−2 (y), etc. But if ∆ 12 n,n−1 (y) = 0, then we start to look at the bottom left minor of the next size ∆ 123 n,n−1,n−2 , etc., etc.
It only remains to apply the arguments from the previous paragraph to the matrices y(ε) = xd(ε)x −1 , where ε ∈ K * , x is a fixed matrix in GL(n, K), and d(ε) = diag(ε m 1 , . . . , ε m n ) is a diagonal matrix. Every entry of the matrix y(ε) is a Laurent polynomial in ε. Set F 1 (ε) = f 1 (y ij (ε)), . . . , F s (ε) = f s (y ij (ε)). Some of the Laurent polynomials F 1 , . . . , F s , say the polynomials with indices h 1 , . . . , h q , are zeros. All other polynomials have only finitely many zeros altogether. This means that for all ε's apart from a finite number of them, the matrices y(ε) belong to the same Borel double coset, namely to the coset defined by the polynomial conditions F h = 0 for h = h 1 , . . . , h q and F h = 0 otherwise. Actually, as we shall see below, for a microweight ω all the nontrivial elements xh ω (ε)x −1 belong to one and the same Bruhat double coset. In the Thesis of Semenov it was established that all the semisimple long root elements xh α (ε)x −1 apart from at most three of them (the trivial one and at most two additional ones) belong to one and the same Bruhat double coset; see [31, 32, 22, 23, 71] . §14. Bruhat decomposition of microweight elements
We are all set to finish the proof of Theorem 1 stated in the Introduction. Indeed, let x = uwvd, where u ∈ U , w ∈ W , v ∈ U − w , and d ∈ T , be the right reduced Bruhat decomposition of an element x ∈ G. We start to calculate y(ε) = xh ω (ε)x −1 . First, look at vh ω (ε)v −1 . Write v in the form v = x α (v α ), where the product is taken over all α ∈ Φ + , in the order described below. We recall that, since v ∈ U − w , a coefficient v α may be distinct from 0 only for α ∈ Φ + ∩ w −1 Φ − . We arrange factors in the following order: first all factors corresponding to the roots in Σ = Σ ω , in any order -since Σ is Abelian, these factors commute -then all factors corresponding to the roots in ∆ = ∆ ω , in any order. In the expression for vh ω (ε)v −1 all factors belonging to G(∆, K) disappear. Indeed, by the definition of a weight element, h ω (ε) commutes with all x α (ξ), α ∈ ∆. On the other hand, (α, ω) = 1 for all α ∈ Σ, whence
Next, we look at the product z(ε) = wvh ω (ε)v −1 w −1 . It is well known; see [43, Theorem 2.5.8], that every element w of the Weyl group W (Φ) may be uniquely expressed in the form w = w w , where l(w) = l(w ) + l(w ), w ∈ W (∆), and w has the following property: w ∆ + ⊆ Φ + . The element w permutes the roots in Σ. Thus, without loss of generality we may assume that w = e and w = w . It follows that z(ε) = x wα (±(ε − 1)v α )h wω (ε), α ∈ Σ (the factors corresponding to the roots α ∈ Σ for which wα > 0 are trivial automatically). The set wΣ is of the same structure as the set Σ itself. In particular, it has a unique smallest root and all other roots in wΣ are obtained from that root by consecutive additions of the roots wβ, β ∈ Π ∩ ∆. In general, the roots wβ are not fundamental; nevertheless, by our condition on w, they are all positive. This means that we can apply Proposition 3 to the vector consisting of the coordinates of z(ε) and conclude that there exists a matrix u ∈ U such that (u ) −1 z(ε)u equals
Here the product is taken over a set Ω of pairwise strictly orthogonal positive roots contained in −wΣ and the coefficients a γ do not depend on ε. The conjugating matrix u does not depend on ε and is a product of elementary factors x α ( * ) taken over the roots of Φ + not orthogonal to at least one γ ∈ Ω. Now, expressing x −γ ((ε − 1)a γ ) in terms of w γ ( * ) and x γ ( * ), and taking into account the fact that the unipotents corresponding to strictly orthogonal roots commute, we get
where all products are taken over γ ∈ Ω. Conjugating this last expression by u we see that y(ε) ∈ B( w γ )B, as claimed. This finishes the proof of the theorem. §15. Concluding remarks
In the present paper we classified the Weyl factors appearing in the Bruhat decomposition of microweight elements. This result was originally motivated by applications to overgroups of maximal split tori in extended Chevalley groups; see [16, 17, 78] . Presently, the author and Vladimir Nesterov have returned to the study of microweight elements in connection with the following problem, mentioned in [19] .
Problem 1. Describe the orbits of a Chevalley group G(Φ, K) acting by simultaneous conjugations on pairs of microweight tori
and the corresponding spans.
For the majority of the real world applications, the following qualitative result in this direction would already suffice. After that one could apply the known results by Timmesfeld, Bashkirov, and others, classifying the subgroups that contain quadratic elements of small residue.
Problem 2.
Establish that a subgroup generated by a pair of noncommuting microweight tori X, Y ∼ {h ω (ε) | ε ∈ K * } contains a small unipotent element.
To simplify calculations in these problems, one should first solve the following problem, mentioned in the Introduction. Below we allude to yet another variation of this theme, which can facilitate calculations arising in the solution of Problems 1 and 2. Namely, we propose to determine the small Bruhat cells [21, 29, 55] containing microweight elements, rather than the ordinary cells. Problem 4. Find the small Bruhat cells hosting the elements of a microweight torus X ∼ {h ω (ε) | ε ∈ K * }.
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