Positive solutions of a prey–predator model with predator saturation and competition  by Wang, Mingxin & Wu, Qiang
J. Math. Anal. Appl. 345 (2008) 708–718Contents lists available at ScienceDirect
J. Math. Anal. Appl.
www.elsevier.com/locate/jmaa
Positive solutions of a prey–predator model with predator saturation
and competition✩
Mingxin Wang a,b,∗, Qiang Wub
a Department of Mathematics, Southeast University, Nanjing 210018, PR China
b School of Mathematical Science, Xuzhou Normal University, Xuzhou 221116, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 July 2007
Available online 29 April 2008
Submitted by C.V. Pao
Keywords:
Prey–predator model
Positive solutions
Existence
Multiplicity
Bifurcation
Stability
In this paper, we study the existence, multiplicity, bifurcation and stability of positive
solutions to a prey–predator model with predator saturation and competition⎧⎪⎨⎪⎩
−u = u(a − u − bv f (u, v)), x ∈ Ω,
−v = v(c − v + du f (u, v)), x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
where
f (u, v) = 1
(1+ αu)(1+ βv) ,
and parameters are all positive constants, and u and v are the densities of the prey and
predator, respectively.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Considering the destabilizing force of predator saturation and the stabilizing force of competition for prey, Bazykin [1]
proposed the functional response
f (u, v) = 1
(1+ αu)(1+ βv)
in the prey–predator model instead of the classical Holling type II functional response. For this type functional response,
the prey–predator model takes the form⎧⎪⎨⎪⎩
du
dt
= u(a− u − bv f (u, v)),
dv
dt
= v(c − v + du f (u, v)). (1.1)
In this paper, we consider the positive solution of the boundary value problem of the following elliptic system corresponding
to the system (1.1)
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−u = u(a− u − bv f (u, v)), x ∈ Ω,
−v = v(c − v + du f (u, v)), x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(1.2)
where the parameters are all positive constants, and Ω is a bounded domain in RN with smooth boundary ∂Ω .
In papers [8,16], positive solutions were studied for the elliptic systems with ratio dependent functional response⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−u = u
(
a − u − bv
u +mv
)
, x ∈ Ω,
−v = v
(
c − v + du
u +mv
)
, x ∈ Ω,
k1
∂u
∂ν
+ u = k2 ∂v
∂ν
+ v = 0, x ∈ ∂Ω,
(1.3)
and non-monotonic functional response⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−u = u
(
a − u − bv
1+mu + βu2
)
, x ∈ Ω,
−v = v
(
c − v + du
1+mu + βu2
)
, x ∈ Ω,
k1
∂u
∂ν
+ u = k2 ∂v
∂ν
+ v = 0, x ∈ ∂Ω,
(1.4)
here ν is the outward unit normal vector of the boundary ∂Ω , and k1 and k2 are non-negative constants.
Motivated by the papers [8,16], in the present paper, we study the positive solution of (1.2). In Section 2, we calculate
the ﬁxed point index by use of a well-known abstract theorem (Proposition 1). In Section 3, we apply the results obtained
in Section 2 to study the existence of positive solutions. In Section 4, we discuss the stability and multiplicity of the positive
solution when α  1, or β  1, or b  1. In Section 5, we investigate the bifurcation of positive solutions by using a and
c as the main bifurcation parameters, respectively. And study the multiplicity and instability of positive solutions when
d is suﬃciently small. We should note that, the results of this paper are also true for the problem (1.2) instead of the
homogeneous Dirichlet boundary conditions by the homogeneous Robin boundary conditions as that in (1.3).
For the related works on positive solutions of elliptic systems corresponding to prey–predator models, except the prob-
lems (1.3) and (1.4), the reader can refer to [2,5,6,9–15] and references therein.
Before ending this section, we give the a priori estimates of positive solutions of (1.2). It is well known that the following
boundary value problem{
−u = u(a − u), x ∈ Ω,
u = 0, x ∈ ∂Ω, (1.5)
has a unique positive solution ua if and only if a > λ1, and ua satisﬁes
∂ua
∂ν |∂Ω < 0. When c > λ1, we denote by vc the
unique positive solution of the problem{
−v = v(c − v), x ∈ Ω,
v = 0, x ∈ ∂Ω.
The non-negative solutions (ua,0) and (0, vc) are usually called semi-trivial solutions of the system (1.2).
Theorem 1. Any non-negative solution (u, v) of (1.2) has an a priori bounds:
u(x) a, v(x) R := c + ad
1+ aα .
Proof. Since u satisﬁes
−u = u(a− u − bv f (u, v)) u(a − u),
then u(x) a by the maximum principle. Applying the maximum principle to the equation of v we get v(x) R . 
2. Calculations of the ﬁxed point index
Let E be a Banach space. W ⊂ E is called a wedge if W is a closed convex set and βW ⊂ W for all β  0. For y ∈ W ,
we deﬁne
Wy =
{
x ∈ E: ∃r = r(x) > 0, s.t. y + rx ∈ W }, S y = {x ∈ W y: −x ∈ W y}.
710 M. Wang, Q. Wu / J. Math. Anal. Appl. 345 (2008) 708–718We always assume that E = W − W . Let T : Wy → Wy be a compact linear operator on E . We say that T has property α
on W y if there exist t ∈ (0,1) and w ∈ W y \ S y , such that w − tT w ∈ S y .
For any δ > 0 and y ∈ W , we denote B+δ (y) = Bδ(y)∩W . Assume that F : B+δ (y) → W is a compact operator and y is an
isolated ﬁxed point of F . If F is Fréchet differentiable at y, then the derivative F ′(y) has the property that F ′(y) : W y → W y .
We denote by indexW (F , y) the ﬁxed point index of F at y relative to W .
Proposition 1. (See [4,11,15,17].) Assume that I − F ′(y) is invertible on W y. Then, we have
(i) if F ′(y) has property α, then indexW (F , y) = 0,
(ii) if F ′(y) does not have property α, then indexW (F , y) = (−1)σ , where σ is the sum of multiplicities of all eigenvalues of F ′(y)
which are greater than one.
For a linear operator A, we denote by r(A) the spectral radius of A.
Proposition 2. (See [11,13].) Let q(x) ∈ Cα(Ω¯) and M be a positive constant such that M − q(x) > 0 on Ω¯. Let λ1(q) be the ﬁrst
eigenvalue of the problem{
−u + q(x)u = λu, x ∈ Ω,
u = 0, x ∈ ∂Ω. (2.1)
We have the following conclusions:
(a) λ1(q) < 0⇒ r[(M − )−1(M − q(x))] > 1,
(b) λ1(q) > 0⇒ r[(M − )−1(M − q(x))] < 1,
(c) λ1(q) = 0⇒ r[(M − )−1(M − q(x))] = 1.
We introduce the following notations:
E = C10(Ω¯) × C10(Ω¯), where C10(Ω¯) =
{
w ∈ C1(Ω¯): w|∂Ω = 0
}
,
W = K × K , where K = {w ∈ C10(Ω¯): w(x) 0},
D = {(u, v) ∈ W : u < a + 1, v < R + 1}, D◦ = int D.
It is easy to prove that
(i) W (0,0) = K × K , S(0,0) = {(0,0)},
(ii) W (ua,0) = C10(Ω¯) × K , S(ua,0) = C10(Ω¯) × {0},
(iii) W (0,vc) = K × C10(Ω¯), S(0,vc) = {0} × C10(Ω¯).
From Theorem 1 we see that the non-negative solution of (1.2) must be in D . Take M = 1+ a+ (1+ b)(1+ R), then the
functions
u
(
a − u − bv f (u, v))+ Mu and v(c − v + du f (u, v))+ Mv
are non-negative on D¯ . Deﬁne an operator F : E → E by
F (u, v) = (− + M)−1
(
u(a − u − bv f (u, v)) + Mu
v(c − v + du f (u, v)) + Mv
)
,
then F is compact, and F : D → W . Observe that (1.2) is equivalent to (u, v) = F (u, v). For t ∈ [0,1], we deﬁne a positive
and compact operator by
Ft(u, v) = (− + M)−1
(
tu(a − u − bv f (u, v)) + Mu
tv(c − v + du f (u, v)) + Mv
)
,
then F = F1.
Since we are only concerned with the non-negative solutions, in the sequel, the ﬁxed point means that the non-negative
one. Denote λ1(0) = λ1 for the simplicity, here λ1(q) is the ﬁrst eigenvalue of the problem (2.1).
Lemma 1. Assume that a > λ1 . We have
(i) degW (I − F , D) = 1, here degW (I − F , D) is the degree of I − F in D relative to W ,
(ii) if c = λ1 , then indexW (F , (0,0)) = 0,
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(iv) if c < λ1(− dua1+αua ), then indexW (F , (ua,0)) = 1.
Proof. (i) It is easy to see that F has no ﬁxed point on ∂D . So, the degree degW (I − F , D) is well deﬁned. For each t , a ﬁxed
point of Ft is a solution of the following problem⎧⎪⎨⎪⎩
−u = tu(a− u − bv f (u, v)), x ∈ Ω,
−v = tv(c − v + du f (u, v)), x ∈ Ω,
u = v = 0, x ∈ ∂Ω.
(2.2)
As in Theorem 1, we see that the ﬁxed point of Ft satisﬁes u(x) a and v(x) R on Ω¯ for each t ∈ [0,1], and so all ﬁxed
points of Ft are in D◦ . The degree degW (I − Ft , D) is independent of t . Therefore,
degW (I − F , D) = degW (I − F1, D) = degW (I − F0, D).
Note that the problem (2.2) has only the trivial solution (0,0) when t = 0, we have degW (I − F0, D) = indexW (F0, (0,0)).
Set
L = F0′(0,0) = (− + M)−1
(
M 0
0 M
)
.
It is easy to check that r(L) < 1 by Proposition 2. This implies that I − L is invertible on W (0,0) and L does not have property
α on W (0,0) . So, indexW (F0, (0,0)) = 1 by Proposition 1. The conclusion (i) is true.
(ii) Observe that F (0,0) = (0,0) and F is compact on D¯ . Let L = F ′(0,0). Then
L = (− + M)−1
(
a+ M 0
0 c + M
)
.
Assume that L(ξ,η) = (ξ,η) for some (ξ,η) ∈ W (0,0) . Then{
−ξ = aξ, x ∈ Ω,
ξ = 0, x ∈ ∂Ω.
If ξ > 0, then a = λ1, which is a contradiction, and so ξ ≡ 0. Similarly, η ≡ 0. Thus I − L is invertible on W (0,0) .
Since a > λ1, by Proposition 2 we see that ra
= r[(− + M)−1(a + M)] > 1, and ra is the principal eigenvalue of the
operator (− + M)−1(a + M) with a corresponding eigenfunction φ > 0. Set t0 = r−1a , then 0 < t0 < 1 and (I − t0L)(φ,0) =
(0,0) ∈ S(0,0) . This shows that L has property α. Thus, indexW (F , (0,0)) = 0 by Proposition 1.
(iii) Set L = F ′(ua,0). Then we have
L = (− + M)−1
(
a− 2ua + M − bua1+αua
0 c + dua1+αua + M
)
.
Assume that L(ξ,η) = (ξ,η) for some (ξ,η) ∈ W (ua,0) . Then⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ξ + (2ua − a)ξ = − bua
1+ αua η, x ∈ Ω,
−η − dua
1+ αua η = cη, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.
(2.3)
Taking account of η ∈ K , it follows from the second equation of (2.3) that c = λ1(− dua1+αua ) if η ≡ 0 (Proposition 2). Since
c > λ1(− dua1+αua ), we have η ≡ 0. If ξ ≡ 0, then 0 is an eigenvalue of the following problem{
−φ + (2ua − a)φ = λφ, x ∈ Ω,
φ = 0, x ∈ ∂Ω.
Thus λ1(2ua − a)  0. Using the comparison property of eigenvalues, it yields λ1(2ua − a) > λ1(ua − a) = 0. We get a
contradiction. Therefore, (ξ,η) = (0,0), i.e. I − L is invertible on W (ua,0) .
We claim that L has property α on W (ua,0) . In fact, set
A (− + M)−1
(
c + dua + M
)
.1+ αua
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= r(A) > 1 is an eigenvalue of A with a corresponding eigenfunction
φ > 0. Set t0 := r−1c . Then t0 ∈ (0,1), (0, φ) ∈ W (ua,0)\S(ua,0) , and
(I − t0L)
(
0
φ
)
=
(
(− + M)−1 t0buaφ1+αua
φ − t0(− + M)−1(c + dua1+αua + M)φ
)
=
(
(− + M)−1 t0buaφ1+αua
0
)
∈ S(ua,0).
This proves that L has property α. Therefore, indexW (F , (ua,0)) = 0 by Proposition 1.
(iv) Similar as (iii), I − L is invertible on W (ua,0) . Now we prove that L does not have property α on W (ua,0) . Since
c < λ1(− dua1+αua ), we have r(A) < 1. On the contrary we suppose that L has property α on W (ua,0) . Then there exist 0 < t < 1
and (φ1, φ2) ∈ W (ua,0)\S(ua,0) , such that (I − tL)(φ1, φ2) ∈ S(ua,0) . So
φ2 − t(− + M)−1
(
c + dua
1+ αua + M
)
φ2 = 0.
Since φ2 ∈ K\{0}, it follows that 1/t > 1 is an eigenvalue of the operator A, which is a contradiction to r(A) < 1. So L does
not have property α on W (ua,0) . By Proposition 1,
indexW
(
F , (ua,0)
)= (−1)σ ,
where σ is the sum of the multiplicities of all real eigenvalues of L which are greater than 1.
Assume that 1/μ > 1 is an eigenvalue of L with a corresponding eigenfunction (ξ,η). Then
(− + M)−1
(
(a − 2ua + M)ξ − bua1+αua η
(c + dua1+αua + M)η
)
= 1
μ
(
ξ
η
)
,
equivalently,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−ξ + Mξ = μ
(
(a − 2ua + M)ξ − bua
1+ αua η
)
, x ∈ Ω,
−η + Mη = μ
(
c + dua
1+ αua + M
)
η, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.
(2.4)
If η ≡ 0, it follows from the second equation of (2.4) that
0= λ1
(
M(1− μ) − μ
(
c + dua
1+ αua
))
> λ1
(
−
(
c + dua
1+ αua
))
= −c + λ1
(
− dua
1+ αua
)
,
which is a contradiction to c < λ1(− dua1+αua ), and so η ≡ 0. Thus ξ ≡ 0. Observe that ua  a, it follows from the ﬁrst equation
of (2.4) that
0= λ1
(
M(1− μ) − μ(a− 2ua)
)
> λ1
(−μ(a − ua)) λ1(−(a − ua))= 0.
This contradiction shows that L has no eigenvalues being greater than 1. Consequently, σ = 0. Hence indexW (F , (ua,0)) =
1. 
Similar to the above, we can prove the following lemma.
Lemma 2. Assume that c > λ1 . We have
(i) if a > λ1(
bvc
1+βvc ), then indexW (F , (0, vc)) = 0,
(ii) if a < λ1(
bvc
1+βvc ), then indexW (F , (0, vc)) = 1.
3. Existence of positive solutions
Theorem 2.
(i) If c > λ1 and a > λ1(
bvc
1+βvc ), then (1.2) has at least one positive solution.
(ii) If the problem (1.2) has a positive solution (u, v), then a > λ1 and u < ua.
(iii) Assume that c < λ1 . Then (1.2) has positive solution if and only if a > λ1 and c > λ1(− dua1+αua ).
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degW (I − F , D) − indexW
(
F , (0,0)
)− indexW (F , (ua,0))− indexW (F , (0, vc))= 1.
So (1.2) has at least one positive solution.
The conclusion of (ii) is obvious.
(iii) We ﬁrst prove the suﬃciency. Since c < λ1, the problem (1.2) has no solution taking the form (0, v) with v(x) > 0.
If a > λ1 and c > λ1(− dua1+αua ), note that c < λ1, by Lemma 1 we have
degW (I − F , D) − indexW
(
F , (0,0)
)− indexW (F , (ua,0))= 1.
Hence (1.2) has at least one positive solution.
Conversely, assume that (u¯, v¯) is a positive solution of (1.2). Then a > λ1 and u¯ < ua by (ii). Since (u¯, v¯) satisﬁes{
−v¯ = v¯(c − v¯ + du¯ f (u¯, v¯)), x ∈ Ω,
v¯ = 0, x ∈ ∂Ω,
one has
0= λ1
(
v¯ − c − du¯ f (u¯, v¯))> λ1(−c − dua
1+ αua
)
. 
Theorem 3. If one of the following holds, then (1.2) has no positive solutions:
(i) a c and b (1+ αa)(1+ βR);
(ii) b < (1+ αa)(1+ βR) and c − a [1− bf (a, R)]R.
Proof. Suppose that there is a positive solution (u, v) of (1.2). For the case (i), in view of Theorem 1 we have
0= λ1
(
u − a+ bv f (u, v))> λ1(v − c − du f (u, v) + (bf (u, v) − 1)v)
> λ1
(
v − c − du f (u, v) + (bf (a, R) − 1)v) λ1(v − c − du f (u, v))= 0,
which is a contradiction.
For the case (ii), the assumption implies that a < c. Similar to the above, we have
0= λ1
(
u − a+ bv f (u, v))> λ1(v − c − du f (u, v) + c − a + (bf (u, v) − 1)v)
> λ1
(
v − c − du f (u, v) + c − a+ (bf (a, R) − 1)R) λ1(v − c − du f (u, v))= 0,
which derives a contradiction. 
4. Stability and multiplicity of positive solutions
In this section, the stability and multiplicity of the positive solution when α  1, or β  1, or b  1 will be studied.
Since β is upsides with α, we only discuss the case α  1, or b  1. We ﬁrst discuss the case of α  1. For this aim, an
asymptotic result is given ﬁrstly.
Lemma 3. Assume that a > λ1 and c > λ1 . For any given small ε > 0 satisfying ε < a − λ1 , there exists α¯(ε) > 0, such that when
α  α¯(ε), (1.2) has at least one positive solution (u, v) and satisﬁes
ua−ε  u  ua, vc  v  vc+ε. (4.1)
Proof. Let u = (u, v) = (ua−ε, vc) and u¯ = (u¯, v¯) = (ua, vc+ε). It is easy to check that functions u(a − u − bv f (u, v)) and
v(c − v + du f (u, v)) are Lipschitz continuous in 〈u, u¯〉. If we can prove that u¯ and u are the upper and lower solutions
of (1.2), respectively, then the problem (1.2) has at least one positive solution (u, v) and satisﬁes (4.1).
To do this, it suﬃces to require that the following hold:
u¯ + u¯(a− u¯ − bv f (u¯, v)) 0, (4.2)
u + u(a− u − bv¯ f (u, v¯)) 0, (4.3)
v¯ + v¯(c − v¯ + du¯ f (u¯, v¯)) 0, (4.4)
v + v(c − v + du f (u, v)) 0. (4.5)
Inequalities (4.2) and (4.5) are obvious. Next we check (4.3) and (4.4). By the direct calculation,
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v¯ + v¯(c − v¯ + du¯ f (u¯, v¯))= vc+ε(−ε + dua f (ua, vc+ε)). (4.7)
Since ua(x) = 0 and vc+ε(x) = 0 on ∂Ω . The right-hand side of (4.6) is positive and that of (4.7) is negative near ∂Ω . Since
bvc+ε f (ua−ε, vc+ε) → 0, dua f (ua, vc+ε) → 0
uniformly on any compact subset of Ω as α → ∞, the right-hand side of (4.6) is positive and that of (4.7) is negative on
any ﬁxed compact subset of Ω when α  1. Therefore, inequalities (4.3) and (4.4) hold when α  1. 
Theorem 4. Assume that a > λ1 and c > λ1 . Then, as α  1, the problem (1.2) has at least one non-degenerate and linearly stable
positive solution (u, v).
Proof. Choose 0 < εi → 0. By Lemma 3, there exists α¯(εi)  1, such that when α  α¯(εi), the problem (1.2) has a positive
solution, denoted by (uα, vα), and satisﬁes
ua−εi  uα  ua, vc  vα  vc+εi . (4.8)
We shall prove that, when i  1, such a positive solution (uα, vα) is non-degenerate and linearly stable. That is, to prove
that the corresponding linearized eigenvalue problem for (1.2) at (uα, vα) has no eigenvalue μ satisfying Re(μ) 0. If this
is not true, we can ﬁnd αi → ∞, μi with Re(μi) 0 and (ξi, ηi) ≡ (0,0) satisfying ‖ξi‖22 + ‖ηi‖22 = 1, such that⎧⎪⎨⎪⎩
−ξi − (a − 2ui − f i)ξi + f ∗i ηi = μiξi, x ∈ Ω,
−ηi − giξi −
(
c − 2vi + g∗i
)
ηi = μiηi, x ∈ Ω,
ξi = ηi = 0, x ∈ ∂Ω,
(4.9)
where (ui, vi) = (uαi , vαi ), and
f i = bvi
(1+ αiui)2(1+ βvi) , f
∗
i =
bui
(1+ αiui)(1+ βvi)2 ,
gi = dvi
(1+ αiui)2(1+ βvi) , g
∗
i =
dui
(1+ αiui)(1+ βvi)2 .
Multiplying the equations of (4.9) by ξ¯i and η¯i respectively, and integrating them over Ω , and adding the results, we have
μi =
∫
Ω
(|∇ξi |2 + |∇ηi |2)dx+ ∫
Ω
[|ξi |2( f i + 2ui − a) + f ∗i ηi ξ¯i]dx− ∫
Ω
[
giξi η¯i + |ηi |2
(
c − 2vi + g∗i
)]
dx, (4.10)
where ξ¯i and η¯i are the complex conjugates of ξi and ηi , respectively. Since ui and vi are bounded (Theorem 1), and
Re(μi) 0, ‖ξi‖22 + ‖ηi‖22 = 1, it follows from (4.10) that Re(μi) and Im(μi) are bounded. So {μi} is bounded. Without loss
of generality we assume that μi → μ with Re(μ) 0. Using the Lp theory to (4.9) we see that ξi and ηi are bounded in
W 2p(Ω) for all p > n. There exists a subsequence, denoted by itself, such that ξi → ξ , ηi → η in W 1p(Ω).
In view of εi → 0 and the estimate (4.8), taking the limit in (4.9) we have that, in the weak sense, (ξ,η) satisﬁes⎧⎪⎨⎪⎩
−ξ − ξ(a − 2ua) = μξ, x ∈ Ω,
−η − η(c − 2vc) = μη, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.
(4.11)
Since ξ,η ∈ W 1p(Ω) ↪→ Cα(Ω¯), (4.11) is satisﬁed in the classical sense by the regularity theory of elliptic equations. Since
the problem (4.11) is symmetric, μ is real, and in turn μ 0.
If ξ ≡ 0, then μ is an eigenvalue of the problem{
−φ + (2ua − a)φ = μφ, x ∈ Ω,
φ = 0, x ∈ ∂Ω.
This implies 0μ λ1(2ua − a). As λ1(2ua − a) > λ1(ua − a) = 0, we get a contradiction. So ξ ≡ 0. Similarly, η ≡ 0. It is a
contradiction since ‖ξ‖2 + ‖η‖2 = 1. 2 2
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bvc
1+βvc ). Then (1.2) has at least two positive solutions when α  1.
Proof. By Theorem 4 we know that, when α  1, the problem (1.2) has at least one non-degenerate and linearly stable posi-
tive solution (u˜, v˜). So I− F ′(u˜, v˜) is invertible on W (u˜,v˜) and F ′(u˜, v˜) has no real eigenvalue being greater than 1. Note that
W (u˜,v˜) = [C10(Ω¯)]2 = S(u˜,v˜) , it is easy to see that F ′(u˜, v˜) does not have property α. By Proposition 1, indexW (F , (u˜, v˜)) = 1.
If the problem (1.2) has only such one positive solution (u˜, v˜), applying Lemmas 1 and 2, we have
1= degW (I − F , D) = indexW
(
F , (0,0)
)+ indexW (F , (ua,0))+ indexW (F , (0, vc))+ indexW (F , (u˜, v˜))
= 0+ 0+ 1+ 1,
which is a contradiction. 
Next, we discuss the stability of the positive solution as b → 0+ . If the problem (1.2) has positive solutions, then a > λ1
by (ii) of Theorem 2. When c  λ1, we have c > λ1(− dua1+αua ). When c < λ1, we have c > λ1(− dua1+αua ) by (iii) of Theorem 2.
In a word, if the problem (1.2) has a positive solution then a > λ1 and c > λ1(− dua1+αua ). Note that the function h(x, v) :=
c − v + dua(x) f (ua(x), v) is monotone decreasing for v > 0, and h(x, v) < 0 when v  1, in view of c > λ1(− dua1+αua ) we see
that the problem{
−v = v(c − v + dua f (ua, v)), x ∈ Ω,
v = 0, x ∈ ∂Ω, (4.12)
has a unique positive solution, denoted by vˆ .
Theorem 6. If a > λ1 , then the positive solution (u, v) of (1.2) (if it exists) converges to (ua, vˆ) as b → 0+ .
Proof. It is easy to see that the compact operator F (u, v) converges to the compact operator
F˜ (u, v) = (− + M)−1
(
u(a − u) + Mu
v(c − v + du f (u, v)) + Mv
)
in D◦ as b → 0+ . So the ﬁxed points of F (u, v) converge to the ﬁxed points of F˜ (u, v) in D◦ as b → 0+ . Since F˜ (u, v) has
a unique ﬁxed point (ua, vˆ) in D◦ , the result follows. 
Theorem 7. If a > λ1 and c > λ1(− dua1+αua ), then λ1(2vˆ − c − dua(1+αua)(1+β vˆ)2 ) > 0.
Proof. Since vˆ is a positive solution of (4.12), we see that λ1(vˆ − c − dua f (ua, vˆ)) = 0. Let g(x, v) = c − v + dua f (ua, v),
then
gv = −1− βdua
(1+ αua)(1+ βv)2 < 0.
It follows that
0= λ1
(−g(x, vˆ))< λ1(−g(x, vˆ) − vˆ gv(x, vˆ))= λ1(vˆ − c − dua
(1+ αua)(1+ β vˆ) + vˆ +
βdua vˆ
(1+ αua)(1+ β vˆ)2
)
= λ1
(
2vˆ − c − dua
(1+ αua)(1+ β vˆ)2
)
. 
Theorem 8. If a > λ1 , then there exists a positive constant b∗ such that (1.2) has at most one positive solution when b b∗ . Moreover,
the positive solution (if it exists) is non-degenerate and linearly stable.
Proof. When b  1. If (1.2) has a positive solution, the uniqueness is an immediate consequence of the Implicit Function
Theorem using b as the main parameter and using Theorems 6 and 7. Similar to the proof of Theorem 4(ii), the positive
solution (if it exists) is non-degenerate and linearly stable. 
5. Bifurcation, instability and multiplicity of positive solutions
In the last section, we have discussed the instability and multiplicity of the positive solution when α  1, or β  1,
or b  1. In this section, we will investigate the bifurcation of positive solutions by using a and c as the main bifurcation
parameters, respectively. And study the multiplicity and instability of positive solutions when d is suﬃciently small.
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(i) Assume that c > λ1 and denote a˜ = λ1( bvc1+βvc ). Then the point (0, vc, a˜) is a bifurcation point of the positive solution of (1.2).
Moreover, when 0 < s  1, the bifurcating positive solution (u(s), v(s),a(s)) from (0, vc, a˜) takes the form⎧⎪⎨⎪⎩
u(s) = sΦ + O (s2),
v(s) = vc + sΨd + O
(
s2
)
,
a(s) = a˜+ a1s + O
(
s2
)
,
(5.1)
where Ψd = d(−− c+ 2vc)−1( vc1+βvc Φ), and Φ is the positive eigenfunction corresponding to a˜ with
∫
Ω
Φ2 dx = 1. By substi-
tuting (u(s), v(s),a(s)) into the ﬁrst equation of (1.2) we obtain
a1 =
∫
Ω
[(1+ βvc)2Φ2 − αbvc(1+ βvc)Φ2 + bΨdΦ]dx∫
Ω
(1+ βvc)2Φ dx . (5.2)
(ii) Assume that a > λ1 and denote c˜ = λ1(− dua1+αua ). Then the point (ua,0, c˜) is a bifurcation point of the positive solution of (1.2).
Moreover, when 0 < s  1, the bifurcating positive solution (u(s), v(s), c(s)) from (ua,0, c˜) has the form⎧⎪⎨⎪⎩
u(s) = ua + sΨ̂ + O
(
s2
)
,
v(s) = sΦ + O (s2),
c(s) = c˜ + c1s + O
(
s2
)
,
where Ψ̂ = b(− − a + 2ua)−1(− vc1+βvc Φ̂ ), and Φ̂ is the positive eigenfunction corresponding to c˜ with
∫
Ω
Φ̂ 2 dx = 1. By
substituting (u(s), v(s),a(s)) into the second equation of (1.2) we have
c1 :=
∫
Ω
[(1+ αua)2Φ̂ 2 + βdua(1+ αua)Φ̂ 2 − dΨ̂ Φ̂ ]dx∫
Ω
(1+ αua)2Φ̂ dx .
Proof. We only prove the conclusion (i). Deﬁne a mapping F : E ×R→ E by
F(u, v,a) :=
(
u + u(a − u − bv f (u, v))
v + v(c − v + du f (u, v))
)
.
By the simple calculation, for each (ξ,η) ∈ E ,
F(u,v)(u, v,a)
(
ξ
η
)
=
⎛⎝ ξ + ξ(a − 2u − bv f (u,v)1+αu ) − bu f (u,v)1+βv η
η + dv f (u,v)1+αu ξ + (c − 2v + du f (u,v)1+βv )η
⎞⎠ ,
and so
F(u,v)(0, vc, a˜)
(
ξ
η
)
=
⎛⎝ ξ + ξ(a˜ − bvc1+βvc )
η + dvc1+βvc ξ + (c − 2vc)η
⎞⎠ .
Claim 1. dim(KerF(u,v)(0, vc, a˜)) = 1 and KerF(u,v)(0, vc, a˜) = span{(Φ,Ψd)}.
Suppose that F(u,v)(0, vc, a˜)(ξ,η) = (0,0) for some (ξ,η) ∈ E , then we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−ξ − ξ
(
a˜ − bvc
1+ βvc
)
= 0, x ∈ Ω,
−η − dvc
1+ βvc ξ − (c − 2vc)η = 0, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.
It follows that ξ = span{Φ} since a˜ = λ1( bvc1+βvc ), and so η = span{Ψd}.
Claim 2. Codim(RF(u,v)(0, vc, a˜)) = 1.
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ξ + ξ
(
a˜ − bvc
1+ βvc
)
= ξ˜ , x ∈ Ω,
η + dvc
1+ βvc ξ − (c − 2vc)η = η˜, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.
(5.3)
It follows that
∫
Ω
Φξ˜ dx = 0 since Φ is the eigenfunction corresponding to a˜ = λ1( bvc1+βvc ). So (ξ˜ , η˜) is orthogonal to (Φ,0).
Conversely, if (ξ˜ , η˜) is orthogonal to (Φ,0), then the ﬁrst equation of (5.3) has a unique solution ξ . Therefore, the
second equation of (5.3) has a unique solution η since  − c + 2vc is invertible. Thus (ξ˜ , η˜) ∈ RF(u,v)(0, vc, a˜). And so
Codim(RF(u,v)(0, vc, a˜)) = 1.
Claim 3. F(u,v),a(0, vc, a˜)(Φ,Ψd) /∈RF(u,v)(0, vc, a˜).
Since RF(u,v)(0, vc, a˜) is orthogonal to (Φ,0) and F(u,v),a(0, vc, a˜)(Φ,Ψd) = (Φ,0), we have
F(u,v),a(0, vc, a˜)(Φ,Ψd) /∈RF(u,v)(0, vc, a˜).
Finally, applying the bifurcation theorem [3], we conclude the desired results. 
From the above proof we see that (0, vc, a˜) is the bifurcation point of positive solutions for the small d > 0. The following
theorem asserts that the bifurcating positive solution from (0, vc, a˜) is unstable provided that d is small.
Theorem 10. Assume that c > λ1 and
∫
Ω
Φ3(1− αbvc1+βvc )dx = 0. Then, as d  1, the local bifurcation of positive solution (u(s), v(s))
bifurcating from (0, vc, a˜) is non-degenerate. Moreover, (u(s), v(s)) is unstable if
∫
Ω
Φ3(1− αbvc1+βvc )dx < 0, and stable if
∫
Ω
Φ3(1−
αbvc
1+βvc )dx > 0. If in addition, the constant a1 determined by (5.2) is negative. Then, as d  1, a < a˜ and nears a˜, the problem (1.2) has
at least two positive solutions.
Proof. Step 1. Choose sequences {si}∞i=1 and {di}∞i=1 with si,di → 0+ . Denote ai = a(si) and (ui, vi) = (u(si), v(si)). Then the
corresponding linearized problem at (ui, vi) can be written as
Li
(
ξ
η
)
= μ
(
ξ
η
)
, Li =
(
M11i M
12
i
M21i M
22
i
)
,
where
M11i = − −
(
ai − 2ui − bvi f (ui, vi)1+ αui
)
, M12i =
bui f (ui, vi)
1+ βvi ,
M21i = −
di vi f (ui, vi)
1+ αui , M
22
i = − −
(
c − 2vi + diui f (ui, vi)1+ βvi
)
.
It is obvious that, as i → ∞,
Li → L0 =
(
− + ( bvc1+βvc − a˜) 0
0 − − (c − 2vc)
)
.
Since a˜ = λ1( bvc1+βvc ), it is easy to see the 0 is the ﬁrst eigenvalue of the operator − + bvc1+βvc − a˜. On the other hand,
since c = λ1(vc) < λ1(2vc), the ﬁrst eigenvalue of − − (c − 2vc) is positive. Therefore, 0 is the ﬁrst eigenvalue of L0
with the corresponding eigenfunction (Φ,0). Moreover, all the other eigenvalues of L0 are positive and apart from 0. By
the perturbation theory of linear operators (see [7, Chapter IV, Section 3.5]), we know that for the large i, Li has a unique
eigenvalue μi satisfying μi → 0 and all the other eigenvalues of Li have positive real parts and apart from 0.
Now we determine the sign of Re(μi) as i  1. Let (ξi, ηi) be the corresponding eigenfunction to μi such that (ξi, ηi) →
(Φ,0). Multiplying the ﬁrst equation of Li(ξi, ηi) = μi(ξi, ηi) by ui and integrating the results over Ω , we obtain
−
∫
Ω
uiξi dx−
∫
Ω
uiξi
(
ai − 2ui − bvi f (ui, vi)1+ αui
)
dx+
∫
Ω
bu2i f (ui, vi)
1+ βvi ηi dx = μi
∫
Ω
uiξi dx. (5.4)
By multiplying ξi to the ﬁrst equation of (1.2) with (u, v) = (ui, vi) and integrating the results over Ω , we have
−
∫
uiξi dx = −
∫
ξiui dx =
∫
ξiui
(
ai − ui − bvi f (ui, vi)
)
dx.Ω Ω Ω
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μi
∫
Ω
uiξi dx=
∫
Ω
ξiu
2
i
(
1− bαvi f (ui, vi)
1+ αui
)
dx+
∫
Ω
bu2i f (ui, vi)
1+ βvi ηi dx. (5.5)
Recall that (ui, vi) = (siΦ + O (s2i ), vc + siΨdi + O (s2i )), and ξi → Φ , ηi → 0, taking the real part in (5.5) ﬁrstly, then dividing
the results by s2i and letting i → ∞ ﬁnally, we have
lim
i→∞
Re(μi)
si
=
∫
Ω
Φ3(1− αbvc1+βvc )dx∫
Ω
Φ2 dx
= 0,
which implies Re(μi) = 0 for large i. Since all the other eigenvalues of Li have positive real parts and apart from 0, the ﬁrst
conclusion is true.
Step 2. Now we prove the second conclusion. A contradiction argument will be used. Assuming that (1.2) has a unique
positive solution (uˆ, vˆ). Since a1 < 0, a < a˜ and nears a˜, by the conclusion (i) of Theorem 9 we know that (uˆ, vˆ) must
be the positive solution bifurcating from (0, vc, a˜). That is, (uˆ, vˆ) = (u(s), v(s)). It is non-degenerate by the conclusion of
Step 1. Therefore, I − F ′(u(s), v(s)): W (u(s),v(s)) → W (u(s),v(s)) is invertible. Similar to the proof of Theorem 5, F ′(u(s), v(s))
does not have property α. Consequently, indexW (F , (u(s), v(s))) = ±1 by Proposition 1. Note that λ1 < a < a˜ = λ1( bvc1+βvc ),
applying Lemmas 1 and 2, we have that
1= degW (I − F , D)
= indexW
(
F , (0,0)
)+ indexW (F , (ua,0))+ indexW (F , (0, vc))+ indexW (F , (uˆ, vˆ))
= 0+ 0+ 1± 1,
which is a contradiction. This completes the proof. 
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