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COMPACTNESS OF ISO-RESONANT POTENTIALS FOR
SCHRO¨DINGER OPERATORS IN DIMENSIONS ONE AND
THREE
PETER D. HISLOP AND ROBERT WOLF
Abstract. We prove compactness of a restricted set of real-valued, com-
pactly supported potentials V for which the corresponding Schro¨dinger op-
erators HV have the same resonances, including multiplicities. More specif-
ically, let BR(0) be the ball of radius R > 0 about the origin in R
d, for
d = 1, 3. Let IR(V0) be the set of real-valued potentials in C
∞
0 (BR(0);R)
so that the corresponding Schro¨dinger operators have the same resonances,
including multiplicities, as HV0 . We prove that the set IR(V0) is a compact
subset of C∞0 (BR(0)) in the C
∞-topology. An extension to Sobolev spaces
of less regular potentials is discussed.
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1. Statement of the problem and results
We are interested in the resonances of Schro¨dinger operators HV = −∆+V ,
acting on L2(Rd), for d = 1, 3, with compactly supported, real-valued potentials
V ∈ C∞0 (R
d). Resonances are the poles of the meromorphic continuation of the
cut-off resolvent of HV defined as follows. For any V ∈ C
∞
0 (R
d), we denote by
χV ∈ C
∞
0 (R
d) any smooth, real-valued, compactly supported function such that
χV V = V . For Imλ > 0, the cut-off resolvent RV (λ) := χV (HV − λ
2)−1χV is
meromorphic operator-valued function with at most finitely-many poles on the
positive imaginary axis. These poles at iλj , with λj > 0, are distinguished by
the fact that −λ2j is a negative eigenvalue of HV . This operator-valued function
RV (λ) admits a meromorphic continuation as a bounded operator on L
2(Rd)
across the real axis to the lower half-complex plain when d > 1 is odd. The
poles of the continuation are the resonances of HV . They are independent of
the choice of cut-off χV satisfying the above conditions.
Our goal is to characterize the set of potentials so that the corresponding
Schro¨dinger operators are iso-resonant, that is, they have the same resonances
with the same multiplicities. However, if V and V˜ are related by a Euclidean
symmetry, the Schro¨dinger operators HV and HV˜ are iso-resonant. Conse-
quently, we must remove translational invariance from the problem to get a
meaningful result. We fix a ball BR(0) of finite radius R > 0 and consider a
fixed potential V0 ∈ C
∞
0 (BR(0);R). The iso-resonant set of V0, denoted here
by IR(V0), is the set of all V ∈ C
∞
0 (BR(0)) so that HV has the same resonances
as HV0 , including multiplicities. This set is invariant under the action of the
compact rotation group. Our main result is the following theorem.
Theorem 1. The set IR(V0) of iso-resonant potentials to V0 ∈ C
∞
0 (BR(0)) is
compact in the C∞-topology in dimensions d = 1, 3.
Theorem 1 is the analog of the compactness result for iso-spectral poten-
tials of Bru¨ning [5]. He considered a compact Riemannian manifold (M,g) and
Schro¨dinger operators HV = −∆g+V , where −∆g > 0 is the Laplace-Beltrami
operator on M for metric g, and the real-valued potential V ∈ C∞(M). These
self-adjoint, lower semi-bounded operators HV have only discrete spectrum ac-
cumulating at infinity. For a fixed metric g, given V0 ∈ C
∞(M), the iso-
spectral set of V0 is the set of real-valued potentials V ∈ C
∞(M) so that
the corresponding Schro¨dinger operators have the same eigenvalues, including
multiplicity, as HV0 . For dimM = 2, 3, Bru¨ning proved that the iso-spectral set
of V0 is compact in the C
∞-topology. The restriction of the dimension comes
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from use of the Sobolev Embedding Theorem, Theorem 19. This result was
improved and extended by Donnelly [10].
The existence of infinitely-many resonances for Schro¨dinger with nonzero,
real-valued potentials V ∈ C∞0 (R
d;R) in odd dimensions greater than or equal
to three was proven first by Melrose [18] using the Poisson formula and wave in-
variants discussed in section 3. This result was extended for more general poten-
tials, including super-exponentially decaying potentials of noncompact support,
by Sa´ Barreto and Zworski [22, 23]. The existence of resonances for Schro¨dinger
operators in even dimensions d > 4 was proven by Sa´ Barreto and Tang [21].
We note that these results prove the resonance-rigidity of the zero potential.
Since H0 = −∆ has no resonances, the iso-resonance set of V0 = 0 contains
precisely one element among super-exponentially decaying real-valued poten-
tials. This rigidity is also a consequence of the analysis of the heat invariants
in section 3.
The present work focuses on real-valued potentials. Christiansen [6, 7] proved
that there are many complex-valued potentials for which the Schro¨dinger opera-
tor HV has no resonances. This implies that among complex-valued potentials,
the iso-resonance set of V0 = 0 is large. In fact, Christiansen [6] constructs a
large family of nontrivial complex-valued potentials with no resonances.
In a recent work [25], Smith and Zworski relaxed the smoothness assump-
tion and proved that a nontrivial real-valued potential in L∞0 (BR(0);R), for
d > 3 odd, has at least one resonance. Furthermore, they proved that if
two potentials Vj ∈ L
∞
0 (R
d;R), for j = 1, 2, are iso-resonant, then V1 ∈
Hm(Rd) if and only if V2 ∈ H
m(Rd), for any m ∈ N. We can then define iso-
resonant classes for less regular potentials. If V0 ∈ H
m(BR(0);R), for m > 2,
then V0 ∈ L
∞
0 (BR(0);R) since d 6 3.
We define ImR (V0) ⊂ H
m(BR(0)) as the iso-resonant class of V0 in
Hm(BR(0)). Although the Poisson formula (3.7) holds for the wave trace if
V ∈ L∞0 (R
d), we do not know if a finite term small t-expansion holds for the
wave trace as Smith and Zworski [25] proved for the heat trace (see section 6
for a discussion.) As a consequence, we must make an assumption:
WTE. For V ∈ Hm(BR(0)), with m > 2 and d = 3, the wave trace admits a
small t asymptotic expansion of the form
Tr(WV (t)−W0(t)) ∼ w1(V )δ(t) +
m+2∑
j=2
wj(V )|t|
2j−3 + rm+2(t), (1.1)
where rm+2(t) ∈ C
2m+1(R).
We prove the following result on the compactness of less regular iso-resonant
potentials.
Proposition 2. We suppose the dimension d = 1, 3.
(1) For any V0 ∈ C
∞
0 (BR(0);R), if a potential V ∈ L
∞
0 (BR(0);R) is iso-
resonant to V0, then V ∈ C
∞
0 (BR(0);R). Hence, the iso-resonant set
of V0 in L
∞
0 (BR(0);R) is the same as the iso-resonant set of V0 in
C∞0 (BR(0);R).
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(2) If V0 ∈ H
m(BR(0);R) for m > 3, d = 3, and (WTE) holds, then I
m
R (V0)
is compact in the Hm−3-topology.
There seem to be few results on the characterization of iso-resonant poten-
tials. The one-dimensional problem was studied by Zworski [29]. He proved
that if V0 ∈ L
∞
0 (R;R) and is even, the poles of the S-matrix determine V0
uniquely if HV0 does not have a half-bound state (a resonance) at zero. If V0
has a half-bound state at zero, Zworski proved that there exists exactly one
other potential V1 6= V0 whose S-matrix has the same poles. The poles of the
meromorphic continuation of the S-matrix are contained in the set of resolvent
resonances defined here. Other results on the inverse problem for Schro¨dinger
operators on R may be found, for example, in Korotyaev [17], Bledsoe [4], and
Bennewitz, Brown, and Weikard [3] and references therein.
Datchev and Herazi [9] considered the iso-resonant problem for smooth, pos-
itive, real, super-exponentially decaying radial potentials V (x) = R(|x|) in di-
mension d > 1 odd in the semiclassical regime. Additionally, the potentials are
monotonic with R′(r = 0) = 0 and at any other point where R(r) = 0. They
proved that if two such potentials V0 and V have the same resonance set up
to o(h2), then there exists a vector x0 ∈ R
d so that V (x) = V0(x − x0). This
shows that the resonances uniquely determine, in the semiclassical sense, the
radial potential up to translations.
There are some results on iso-resonant and iso-phasal metrics for the Laplace-
Beltrami operator on various families of noncompact Riemannian manifolds.
Hassell and Zworski [14] proved uniqueness for obstacle scattering in three-
dimensions. If a bounded, connected obstacle Ω ⊂ R3 has the same resonances
as a ball of the same volume, then the region is such a ball. This proves
resonance rigidity of the ball in R3.
We mention that Theorem 1 should hold for d = 2. However, the Poisson
formula of Zworski [30] is not strong enough to allow us to prove that the
wave invariants are constant across IR(V0) from the small t-asymptotics of
the wave trace. In recent work [8], Christiansen proved (among other results)
that the heat invariants are constant across the iso-resonant class IR(V0) for
Schro¨dinger operators in even dimensions d > 2 using different methods. As
a consequence, Christiansen proves [8, Theorem 1.3] compactness of the iso-
resonant class IR(V0) for the d = 2 case.
1.1. Idea of the proof and contents. The idea of the proof of Theorem
1 is as follows. The Poisson formula for the regularized trace of the wave
group shows that any potential V ∈ IR(V0) has the same regularized wave
trace as V0 since they have the same resonances, including multiplicities. From
the small time asymptotic expansion of the regularized wave trace, it follows
that the coefficients of powers of t in the expansion are the same for any V ∈
IR(V0). The coefficients in the small t-expansion of the wave trace are known
constant multiples of the heat coefficients occurring in the small time expansion
of the regularized heat trace. These heat invariants are integrals of V and its
derivatives. Using the machinery developed by Bru¨ning [5] and by Donnelly [10]
for the iso-spectral case, extended to our noncompact case, the equality of these
coefficients across the iso-resonance set imply that families of Sobolev norms
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are uniformly bounded on the set IR(V0). We then prove that this implies
compactness of IR(V0) in the C
∞-topology using the uniform bounds on the
Sobolev norms and the regularized determinant.
We review basic facts concerning Schro¨dinger operators and their resonances
in section 2 including the meromorphic continuation of the resolvent. We define
the regularized determinant and introduce the analytic functions whose zeros
coincide with the resonances of HV . We prove a continuity result for these
functions. The Poisson formula is described in section 3. Compactness of
IR(V0) for smooth potentials is proved in section 5. The case of less regular
potentials is presented in section 6.
1.2. Notation. For an open subset Ω ⊂ Rd, with boundary satisfying the cone
condition, see Theorem 19, we denote the associated Sobolev spaces by Hs,p(Ω)
and their norms by ‖ · ‖s,p. When s = 0, we write H
0,p(Ω) as Lp(Ω), and we
write ‖ · ‖p for ‖ · ‖0,p. When p = 2, we write H
s,2(Ω) as Hs(Ω), and we write
the norm as ‖ · ‖s,2. We also write ‖ · ‖∞ for the L
∞-norm.
2. Resonances of Schro¨dinger operators
In this section, we recall the characterization of the resonances of a
Schro¨dinger operator HV as the zeros of a holomorphic function and present
some continuity results for this functions with respect to the potential. The
resonances of HV are defined via the meromorphic extension of the cut-off re-
solvent RV (λ) ≡ χV (HV − λ
2)−1χV of HV . This truncated resolvent may be
expressed in terms of the cut-off resolvent for the Laplacian H0 = −∆, defined
as R0(λ) ≡ χV (H0 − λ
2)−1χV . The cut-off resolvent R0(λ) of the Laplacian
H0 = −∆ is a holomorphic, bounded, operator-valued function on L
2(Rd) for
λ ∈ C for d > 1 odd, and for λ ∈ Λ, for d > 4 even. For d = 2, the cut-off free
resolvent is holomorphic on Λ\{0}, with a logarithmic singularity at λ = 0.
An application of the second resolvent formula allows us to write the cut-off
perturbed resolvent RV (λ) for HV as
RV (λ)(1 + VR0(λ)) = R0(λ). (2.1)
The resolvent RV (λ) is analytic for Imλ >> 0, and it is meromorphic for Imλ >
0 with at most finitely-many poles with finite multiplicities corresponding to the
eigenvalues of HV . Thanks to (2.1) and the meromorphic Fredholm Theorem
(see, for example, [20, Theorem XIII.13]), the cut-off perturbed resolventRV (λ)
extends as a meromorphic, bounded operator-valued function on C if d > 1 is
odd, and onto the Riemannn surface Λ if d > 4 is even, with an additional
logarithmic singularity at λ = 0 when d = 2. The poles of these continuations
are the resonances of HV . They are independent of the choice of χV satisfying
the above conditions.
From (2.1), the resonances of the Schro¨dinger operator HV are the zeros
of the meromorphic continuation of the bounded operator 1 + VR0(λ) =
1 + V χVR0(λ)χV to the lower-half complex plane, or the Riemann surface
Λ, depending on the parity of the dimension. It is convenient to introduce a
holomorphic function whose zeros correspond with these zeros. Since for d > 2,
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the operator KV (λ) := VR0(λ) is no longer trace class, it is necessary to use
the p-regularized determinant (see, for example, [11, Appendix B.7]).
We denote the pth von Neumann-Schatten trace ideal of operators by Lp. A
bounded operator A ∈ Lp if the singular values µj(A) of A satisfy
∑
j µj(A)
p <
∞.
Definition 3. For any operator A ∈ Lp, with p > 1, we define the operator
Rp(A) by
Rp(A) := (I +A) exp
(
p−1∑
i=1
(−A)i
i!
)
− 1. (2.2)
It is easy to check that Rp(A) is a trace class operator. As a consequence,
the regularized determinant of A may be defined using Rp(A).
Definition 4. For any operator A ∈ Lp, with p > 1, the regularized p-
determinant of A is defined to be
det
p
(I +A) := det(I +Rp(A)) = det

(I +A) exp

p−1∑
j=1
(−A)j
j!



 . (2.3)
Applying these definitions to the resolvent of H0, we have the basic result.
Proposition 5. Let KV (λ) := V R0(λ)χV , on L
2(Rd), denote the extension of
the bounded operator V R0(λ)χV for Imλ >> 0 to C or Λ, depending on the
dimension, described above.
(1) The operator KV (λ) := V R0(λ)χV belongs to the trace ideal Lp, with
p = 1 when d = 1, p = 2 for d = 2, 3, and, in general, KV (λ) ∈ Lp for
p > (d+ 1)/2 when d > 3.
(2) The regularized p-determinant of KV (λ),
Dp,V (λ) := det
p
(1 +KV (λ)) = det(1 +Rp(KV (λ))),
extends to an entire function on C or Λ, depending on the parity of d.
(3) The zeros of Dp,V (λ) occur at values λ for which λ
2 is an eigenvalue or
resonance of HV . Moreover, the multiplicities of the zeros of Dp,V (λ)
equal the (algebraic) multiplicities of the eigenvalues or resonances of
HV .
The proof of this standard theorem may be found in [11, section 3.4]. For
simplicity, we will occasionally omit the index p from the notation for the reg-
ularized determinant and simply write DV (λ).
The multiplicity mV (λ) of a pole of VR0(λ) at λ is defined as follows (see,
for example, [11, section 4.2]). The multiplicity of any nonzero resonance λ0 of
RV (λ) is given by
mV (λ0) := Rank
[∫
γ0
RV (λ) 2λ dλ
]
,
where Γ0 is a simple closed contour about λ0 containing no other pole. The
multiplicity at zero is slightly more complicated as there may be a resonance
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and an eigenvalue at zero:
mV (0) :=
1
2
Rank
[∫
γ0
RV (λ) dλ
]
+Rank
[∫
γ0
RV (λ) 2λ dλ
]
.
If the second integral vanishes, and the first one does not, there is only a
resonance at zero energy. We can now define the resonance set of HV .
Definition 6. The resonance set R(V ) of HV be the set of λ ∈ C consisting
of values iλ, λ > 0, so that −λ2 is an eigenvalue (necessarily nonpositive) of
HV , and all λ ∈ C
− that are poles of RV (λ), including multiplicities mV (λ):
R(V ) := {(λ,mV (λ)) | mV (λ) 6= 0}.
Let mD(λ) be the order of zero of DV (λ) at λ. The equality of these two
multiplicities is proved in Dyatlov and Zworski [11, Theorem 8.3.3]:
mV (λ) = mDV (λ).
This relation plays an important role in our compactness argument.
The continuity properties of DV (λ) with respect to the potential V is impor-
tant in order to prove the compactness of IR(V0).
Proposition 7. Suppose Vj ∈ L
∞
0 (BR(0)) converges to V∞ in the L
∞-norm.
Then the analytic functions D2,Vj (λ) converge uniformly on compact subsets of
C to the analytic function D2,V∞(λ).
Proof. 1. We give the proof for d = 3. Let {Vi} ⊂ L
∞(BR(0)) be a sequence of
potentials converging in the L∞-topology to V∞. We let
ν0 := max{sup
j
‖Vj‖∞, ‖V∞‖∞} (2.4)
denote the uniform bound on the family of potentials. Let Ki(λ) := ViR0(λ)χR,
where χR is the characteristic function on BR(0) and note that χRVi = Vi,
and similarly for K∞(λ). We also write K0(λ) := χRR0(λ)χR. We note that
these operators KX(λ), for X = 0, i,∞, are in the Hilbert-Schmidt class for
any λ ∈ C and ‖KX(λ)‖2 6 C(λ). For d = 3, we recall that R2,Vi(λ) :=
(I +Ki(λ))e
−Ki(λ) − I ∈ I1, so that by a standard trace ideal identity (see, for
example [24, Theorem 3.4])
|DVi(λ)−DV∞(λ)| = |det(I +R2,Vi(λ))− det(I +R2,V∞(λ))|
6 ‖R2,Vi(λ)−R2,V∞(λ)‖1 exp{1 + ‖R2,Vi(λ)‖1 + ‖R2,V∞(λ)‖1}
6 CV0,λ‖(I +Ki(λ))e
−Ki(λ) − (I +K∞(λ))e
−K∞(λ)‖1. (2.5)
It follows from the convergence estimates proved below that the function
Cν0,λ := exp{1 + ‖R2,Vi(λ)‖1 + ‖R2,V∞(λ)‖1}
is locally uniformly bounded in λ and depends only on ν0 defined in (2.4). Upon
expanding the exponentials on the right side of (2.5), we have
(I+Ki(λ))e
−Ki(λ)−(I+K∞(λ))e
−K∞(λ) =
∞∑
m=2
(m− 1)(−1)m
m!
[Km∞(λ)−K
m
i (λ)].
(2.6)
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2. We consider the terms Km∞(λ)−K
m
i (λ) and factor the difference as
Kmi (λ)−K
m
∞(λ) =
m∑
ℓ=1
Kℓ−1i (λ)(Ki(λ)−K∞(λ))K
m−ℓ
∞ (λ). (2.7)
To compute the trace norm of the summands in (2.7), we consider two cases:
m > 3 and m = 2. For m > 3 and ℓ > 3, we estimate a typical term on the
right in (2.7) as
‖Kℓ−1i (λ)(Ki(λ)−K∞(λ))K
m−ℓ
∞ (λ)‖1
6 ‖Vi − V∞‖∞‖K
ℓ−1
i (λ)‖1‖K0(λ)K
m−ℓ
∞ (λ)‖
6 ‖Vi − V∞‖∞‖Ki(λ)
2‖1‖Ki(λ)‖
ℓ−3‖K0(λ)K∞(λ)
m−ℓ‖
6 ‖Vi − V∞‖∞‖Ki(λ)‖
2
2‖K0(λ)‖‖Ki(λ)‖
ℓ−3‖K∞(λ)‖
m−ℓ.
(2.8)
For m > 3 and ℓ = 2, the bound is
‖Vi − V∞‖∞‖Ki(λ)‖‖K0(λ)‖2‖K∞(λ)‖2‖K∞(λ)‖
m−3,
and for m > 3 and ℓ = 1, we obtain
‖Vi − V∞‖∞‖K0(λ)‖‖K0(λ)‖2‖K∞(λ)‖2‖K∞(λ)‖
m−2.
Similarly, for the case of m = 2, we find the bound of
‖Vi − V∞‖∞[‖Ki(λ)‖2 + ‖K∞(λ)‖2]‖K0(λ)‖2. (2.9)
As a consequence of (2.7)–(2.9), and using the uniform bound on ‖KX(λ)‖
given in (8.3), we obtain
‖Kmi (λ)−K
m
∞(λ)‖1 6
m∑
l=1
‖Ki(λ)
l−1(K∞(λ)−Ki(λ))K∞(λ)
m−l‖1
6
m∑
l=1
m‖Vi − V∞‖∞〈CV0λ〉
me−c(Imλ)m. (2.10)
3. Returning to the main estimate of the trace norm of (2.6), we obtain
‖(I +Ki(λ))e
−Ki(λ) − (I +K∞(λ))e
−K∞(λ)‖1
6
∞∑
m=2
(m− 1)
m!
‖(Ki(λ))
m − (K∞(λ))
m‖1
6 ‖Vi − V∞‖∞
(
∞∑
m=2
(m− 1)me−c(Imλ)m
m!
)
6 C(| Imλ|, ν0)‖Vi − V∞‖∞. (2.11)
The ratio test shows that the sum converges for all λ ∈ C. The constant
C(| Imλ|, ν0) > 0 is locally uniformly bounded on compact subsets of C and
depends on the uniform bound ν0 (2.4) on family of potentials Vj . Since ‖Vi −
V∞‖∞ → 0, estimates (2.5) and (2.11) imply the locally uniform convergence
of the functions DVi(λ) to DV∞(λ). 
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We will apply this proposition to a sequence of potentials in C∞0 (BR(0);R)
in the proof of Theorem 1, and to a sequence of potentials in Hm(BR(0)) for
Proposition 2.
3. Poisson formula for the wave trace and the wave invariants
In this section, we recall the Poisson formula for the wave trace (see, for
example [11, Part 1, chapter 3] or [18, chapter 4] and its connection with the
resonances. We then derive a Gilkey-type formula for the wave invariants using
a representation of the heat invariants due to Hitrik and Polterovich [15].
3.1. Poisson formula. The Poisson formula connects the regularized wave
trace with the resonance set R(V ) of HV . We briefly recall the formulation
of the wave trace, for further details see, for example, [18, Chapter 4]. The
operators H0 and HV are associated with initial value problems for the wave
equation on Rd. We write HX for H0 or HV . Let u(x, t) denote the solution of
the initial-value problem for the wave equation:
(∂tt −HX)u(x, t) = 0, u(x, t = 0) = u0(x), ∂tu(x, t)|t=0 = u1(x). (3.1)
Letting w(x, t) := (u(x, t), (∂tu)(x, t))
T, it is easy to check that w(x, t) solves
the system of equations
− i
∂
∂t
w(x, t) = LXw(x, t), (3.2)
with initial conditions w(x, 0) = u0(x), u1(x)). The operator LX is the matrix-
valued operator on the Hilbert space H1(Rd)⊕ L2(Rd) given by
LX :=
(
0 1
HX 0
)
, X = 0, V. (3.3)
The wave group WX(t) associated with the Schro¨dinger operator HX is the
matrix-valued unitary operator
WX(t) := e
itLX . (3.4)
It implements the time evolution w(x, t) = WX(t)w(x, t = 0). The associated
regularized wave trace is the distribution defined by
Tr(WV (t)−W0(t)) = 2Tr(cos tH
1/2
V − cos tH
1/2
0 ), t 6= 0. (3.5)
It is well-known that the regularized wave trace is a distribution, even in
t 6= 0, whose explicit formula depends on the resonance set R(V ), the eigen-
values and resonances of HV . We define the resonance set R(V ) of HV be
the set of complex numbers consisting of values iλ, λ > 0, so that −λ2 is an
eigenvalue (necessarily nonpositive) of HV , and all λ ∈ C
− that are poles of
RV (λ), including multiplicities: R(V ) := {(λ,mV (λ)) | mV (λ) 6= 0}. In the
case of odd dimensions, the wave trace is related to the resonance set by the
following Poisson formula.
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Theorem 8. [18, Proposition 4.2] Let d > 3 be odd, and let R(V ) be the
resonance set of HV . Let WX(t) be the wave group for HX , for X = 0, V .
Then, as distributions,
Tr(WV (t)−W0(t)) =
∑
λ∈R(V )
mV (λ)e
i|t|λ, t 6= 0.
The small time asymptotics of the regularized wave trace in odd dimensions
d > 3 are given by
Tr(WV (t)−W0(t)) ∼
d−1
2∑
j=1
wj(V )D
n−1−2jδ(t)+
N∑
j= d+1
2
wj(V )|t|
2j−d+rN (t), (3.6)
where rN (t) ∈ C
2N−d(R). We note that in dimension d = 3, the expansion of
the wave trace has the form
Tr(WV (t)−W0(t)) ∼ w1(V )δ(t) +
N∑
j=2
wj(V )|t|
2j−3 + rN (t). (3.7)
These formulas may be found in [18, Lemma 4.1].
It is known that the wave invariants wj(V ) are dimension-dependent multi-
ples of the heat invariants associated to the pair (H0,HV ), see, for example,
[23, Proposition 2.3]. The heat invariants are the coefficients occurring in the
small time asymptotic expansion of the regularized heat trace
Tr(e−tHV − e−tH0) ∼
1
(4πt)
d
2
∞∑
j=1
cj(V )t
j . (3.8)
Sa´ Barreto and Zworski [23] noted that the basic formula
e−tx
2
=
1
(4πt)
1
2
∫
e−
s2
4t cos(sx)ds,
may be used to express the regularized heat trace (3.8) in terms of an integral
of the regularized wave trace. Substituting the asymptotic expansion (3.7) into
this integral results in the following identities relating the heat invariants to the
wave invariants:
wj(V ) =
{
22(j−d)+1
Mj
cj(V ) 1 6 j 6
d−1
2
22(j−d)+1
Nj
cj(V ) j >
d+1
2
:= djcj(V ). (3.9)
The constants Nj and Mj are given by
Mj =
[(
d
dθ
)d−1−2j
e−θ
2
]
θ=0
, 1 6 j 6 d−12 ,
Nj =
∫
e−θ
2
|θ|2j−ddθ, j > d+12 .
(3.10)
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We record here well-known [18, section 4.1] expressions for the heat invari-
ants:
c1(V ) =
∫
Rd
V (x) ddx
c2(V ) =
∫
Rd
V (x)2 ddx
c3(V ) =
∫
Rd
[
V (x)3 +
1
2
|∇V (x)|2
]
ddx. (3.11)
3.2. Gilkey-type formulas for the wave invariants. In this section, we will
prove explicit formulas for the heat invariants cj(V ) in terms of the potential
V and its derivatives. These will yield formulas for the wave invariants from
(3.9). For Schro¨dinger operator on a compact manifold, as studied by Bru¨ning
[5] and by Donnelly [10], the heat invariants cj(V ), as defined in (3.9), may be
explicitly written in terms of the potential and the metric. Gilkey [13] provided
a general formula valid for compact manifolds similar to formula (3.14) for the
heat invariants. In the noncompact case of Rd, both Ban˜uelos and Sa´ Barreto [2]
and Hitrik and Polterovich [15] proved formulas for the heat invariants cj(V ).
We show that formulas similar to those otained by Gilkey hold for suitable
potentials starting with the formulas derived by Hitrik and Polterovich [15].
These authors proved that the heat invariants cj(V ) are obtained by
cj(V ) =
∫
Rd
cj(x) d
dx,
where the densities cj(x) are given by
cj(x) = (−1)
j
j−1∑
k=0
cj,k
(HV )
k+j
y (‖x− y‖2k)|x=y
4kk!(k + j)!
, (3.12)
where (HV )y denotes the Schro¨dinger operator HV in the y-variable. The nu-
merical coefficients cj,k are given by
cj,k =
(
j − 1 + d2
k + d2
)
.
Due to the relation between the heat and the wave invariants (3.9), we have
the following result. We define the index set of k-tuples Aj,k, for j > 3 and
3 6 k 6 j as:
Aj,k =

α = (α
1, . . . , αk)
∣∣∣∣∣∣∣∣
αm = (αm1 , . . . , α
m
d ) ∈ N
d
0
|αm| =
∑d
ℓ=1 α
m
ℓ 6 j − k∑k
m=1 |α
m| = 2(j − k)∑k
m=1 α
m
ℓ ∈ 2N,∀ℓ = 1, . . . , d.


(3.13)
Proposition 9. Suppose V ∈ C∞0 (R
d;R). Then the wave invariants wj(V ),
j > 3, appearing in the small time asymptotics of the wave trace (3.6)–(3.7),
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are given by
wj(V ) = dj
∫
Rd
|∇j−2V |2 +
∑
α∈Aj,k
cα
∫
Rd
(Dα
1
V )(Dα
2
V ) · · · (Dα
k
V ) ddx,
(3.14)
where dj is the constant defined in (3.9) and the index Aj,k is defined in (3.13).
As a consequence, a bound on the Sobolev norm of V is obtained from a re-
arrangement of (3.14). For each j > 3, we have the bound
‖V ‖2j−2,2 6 Cj

1 + j∑
k=3
∑
α∈Aj,k
∫
Rd
|(Dα
1
V )(Dα
2
V ) · · · (Dα
k
V )| ddx

 ,
(3.15)
where Cj > 0 depends on wj(V ). In our application, the constant is independent
of our choice of V from the iso-resonant set IR(V0), depending only on j and
V0. We will utilize this bound in section 5 to obtain uniform bounds on the
Sobolev norms for IR(V0).
4. Properties of the iso-resonant set: Uniform bounds on the
Sobolev norms
We will successively bound the higher-order Sobolev norms by induction.
Theorem 10. Let us assume that ‖V ‖j−3,2 6 C, for some j > 3. For d = 1,
there is a constant C > 0 so that
‖V ‖2j−2,2 6 C,
whereas for d = 3, there is a constant C > 0 and β with 0 6 β < 2 so that
‖V ‖2j−2,2 6 C(1 + ‖V ‖
β
j−2,2)
Consequently, if ‖V ‖0,2 is uniformly bounded for V ∈ IR(V0), then for each
s ∈ N, there is a finite constant Cs(V0) > 0, depending only on s and V0, so
that for all V ∈ IR(V0), we have the uniform bound
‖V ‖s,2 6 Cs(V0). (4.1)
The strategy of the proof of Theorem 10 is to show that each term∫
Rd
|(Dα
1
V )(Dα
2
V ) · · · (Dα
k
V )| ddx
is bounded by a constant independent of our choice of V ∈ IR(V0) (d = 1) or
by a multiple of 1 + ‖V ‖βj−2,2 with β < 2 (d > 3). Together these bounds yield
a uniform bound on ‖V ‖j−2,2 for each j. The details of this argument, similar
to those in [5] and in Donnelly [10], are sketched in the appendix in section 7.
We mention, as in [5] and in [10], why the iteration procedure does not work
for d > 4. The heat invariant c3(V ) is given by
c3(V ) =
∫
Rd
[
V (x)3 +
1
2
|∇V (x)|2
]
ddx. (4.2)
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We want to extract the H1-bound on V from this expression. In particular, We
need to prove a bound of the form∣∣∣∣
∫
Rd
V (x)3 ddx
∣∣∣∣ 6 C(‖V ‖2)‖V ‖β1,2, (4.3)
for some 0 6 β < 2. Using the generalized Ho¨lder inequality, we obtain∣∣∣∣
∫
Rd
V (x)3 ddx
∣∣∣∣ 6 ‖V ‖24‖V ‖2. (4.4)
We recall from the Sobolev Embedding Theorem, Theorem 19, the inequality
‖u‖q 6 C‖u‖k,p, (4.5)
for indices
1
q
=
1
p
−
k
d
.
We are interested in p = 2. In that case, for k = 0, we have q = 2 which is the
L2-norm. For k = 1, we obtain q = 2d(d − 2)−1, so for d = 3, we obtain q = 6
whereas for d = 4, we obtain q = 4. Applying the interpolation result (20) in
the case d = 3, this interpolation result has the form:
‖V ‖4 6 ‖V ‖
1
4
2 ‖V ‖
3
4
6 . (4.6)
As a consequence, substituting these bounds into the right side of (4.4), we
obtain for d = 3: ∣∣∣∣
∫
Rd
V (x)3 ddx
∣∣∣∣ 6 ‖V ‖24‖V ‖2
6 ‖V ‖
3
2
2 ‖V ‖
3
2
6
6 C‖V ‖
3
2
2 ‖V ‖
3
2
1,2 (4.7)
Since the exponent of ‖V ‖1,2 is less than two, and the L
2-norm is constant
across IR(V0), the term on the left of (4.7) can be absorbed into the left side
of the inequality of (4.1). Repeating the same analysis for d = 4 (and similarly
for d > 5), with the appropriate interpolation estimate (20), we find the bound∣∣∣∣
∫
Rd
V (x)3 ddx
∣∣∣∣ 6 C‖V ‖ 322 ‖V ‖21,2, (4.8)
and this cannot be used in the inductive step because the exponent of the term
‖V ‖1,2 is two and thus cannot be absorbed in the left side of (4.1).
5. Compactness of the iso-resonant set IR(V0)
In this section, we combine the results of section 3 and 7 to prove the main
Theorem 1. We fix a nontrivial, real-valued potential V0 ∈ C
∞
0 (BR(0);R) and
recall that IR(V0) is the set of similar potentials iso-resonant with V0. It follows
from the Poisson formula, Theorem 8, and the relation between the wave and
the heat invariants (3.9), that for all V ∈ IR(V0), we have the equality
cj(V0) = cj(V ), j >
d+ 1
2
, d > 3 odd. (5.1)
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For d = 3, it follows that the equality c2(V0) = c2(V ) implies that
‖V ‖2 = ‖V0‖2, ∀V ∈ IR(V0).
This provides the first step of the induction in Theorem 10 so we conclude that
for each s ∈ N, there is a finite constant Cs(V0) > 0 so that ‖V ‖s,2 6 Cs(V0)
for all V ∈ IR(V0).
It now remains to prove compactness. Let Cs := {Cs | s ∈ N} be any
sequence of finite, nonnegative constants. We first consider a larger set VR(Cs) ⊂
C∞0 (BR(0);R) consisting of all V ∈ C
∞
0 (BR(0);R) such that ‖V ‖s,2 6 Cs, for
all s ∈ N. It is clear that IR(V0) ⊂ VR(Cs), for a suitable sequence Cs.
We recall the Fre´chet metric on C∞0 (R
d) defined as follows.
Definition 11. Let α : N → Nd be a bijective map so that α(i) =
(α(i)1, . . . , α(i)d) ∈ Nd. For any V,W ∈ C∞0 (R
d), we define the Fre´chet metric
by
ρF (V,W ) =
∑
i∈N
2−i
‖Dα(i)(V −W )‖2
1 + ‖Dα(i)(V −W )‖2
. (5.2)
Proposition 12. The family VR(Cs) ⊂ C
∞
0 (BR(0);R) is compact with respect
to the Fre´chet metric (5.2).
The proof follows from an application of the Ascoli Theorem [19, Theorem
I.28]. We begin with a lemma.
Lemma 13. The family VR(Cs) is equicontinuous in every derivative.
Proof. The family VR(Cs) is equicontinuous in each derivative if, for each i ∈ N
and for any ǫ > 0, there exists a δ > 0 such that for all V ∈ VR(Cs), the
condition ‖x− y‖ 6 δ, for x, y ∈ BR(0), implies
|Dα(i)V (x)−Dα(i)V (y)| 6 Ciδ,
for a constant Ci depending only on i. From the Sobolev Embedding Theorem,
Theorem 19, we have
‖V ‖∞ 6 ‖V ‖s,2 for s >
d
2
.
which implies
‖Dα(i)V ‖∞ 6 ‖V ‖|α(i)|+s,2, for s >
d
2
.
Since for all V ∈ VR(Cs), the ‖V ‖s,2 6 Cs, for all s ∈ N, we get a uniform bound
on the L∞-norms of Dα(i)V which depends only on |α(i)|. By the Mean Value
Theorem for x, y ∈ BR(0), we have
|Dα(i)V (x)−Dα(i)V (y)| 6 ‖∇(Dα(i)V )‖∞‖x− y‖ 6 C|α(i)|+1+s‖x− y‖,
for s > d2 and where C|α(i)|+s is uniform with respect to VR(Cs). This establishes
the equicontinuity of the family VR(Cs) in the α(i)
th derivative for each i ∈
N. 
Proof of Proposition 12
ISO-RESONANT POTENTIALS 15
Proof. 1. Let {Vj} ⊂ VR(Cs) be an arbitrary sequence. By equicontinuity, there
exists a subsequence {Vji} that converges uniformly. By Lemma 13, for i ∈ N
and multi-index α(i) ∈ Nd, the sequence {Dα(i)Vj} is also equicontinuous and
so has a uniformly convergent subsequence {Vjm(α(i))}. So for each multi-index
α(i), there is a subsequence m → jm(α(i)) so that {D
α(i)Vjm(α(i))} converges
uniformly. Diagonalizing the sequence of subsequences {Vjm(α(i))}m yields the
subsequence {Vjmℓ (α(i))}ℓ such that it and all the subsequences {D
α(i)Vjmℓ(α(i))}ℓ
converge uniformly on BR(0). Hence the limit potential V ∈ C
∞
0 (BR(0);R).
2. We next prove that Vjmℓ → V in the Fre´chet metric defined in (5.2). Because
the series on the right in (5.2) converges, given ǫ > 0, there exists L > 0,
independent of j, so that
∞∑
i=L+1
2−i
‖Dα(i)Vjmℓ −D
α(i)V ‖2
1 + ‖Dα(i)Vjmℓ −D
α(i)V ‖2
<
ǫ
2
. (5.3)
To control the sum up to L, we note that for each multi-index α(i), we can
choose J(i) such that j > J(i) implies
‖Dα(i)Vjmℓ −D
α(i)V ‖2 <
2i−1ǫ
L+ 1
.
Setting J > max{J(i) | i = 1, . . . , L}, it follows that for j > J
L∑
i=0
2−i
‖Dα(i)Vjmℓ −D
α(i)V ‖2
1 + ‖Dα(i)Vjmℓ −D
α(i)V ‖2
<
ǫ
2
. (5.4)
Combining (5.4) and (5.3), we obtain ρF (Vjmℓ , V ) < ǫ, for j > J . We then
note that subsequential limit point V ∈ C∞0 (BR(0);R) and that ‖D
α(i)V ‖2 <
Cα(i) for all multi-indices α(i). So V ∈ VR(Cs). This means that {Vn} has a
convergent subsequence so VR(Cs) is compact. 
Lemma 14. Suppose {Vj} ⊂ IR(V0) converges to V∞ in the C
∞-Fre´chet met-
ric. Then Dp,V∞(λ) has the same zeros with the same orders as Dp,V0(λ) for
λ ∈ C and p = 1 if d = 1 and p = 2 if d = 3. Consequently, the potential
V∞ ∈ IR(V0). Thus, the set IR(V0) is a closed subset of VR(Cs) and hence
compact.
Proof. The second heat invariants satisfy c2(V0) = c2(Vj) =
∫
V 20 6= so as
lim c2(Vj) = c2(V∞), the limit potential V∞ is not identically zero. Since
V∞ ∈ C
∞
0 (R
d;R), the corresponding Schro¨dinger operator has infinitely many
resonances [22]. This means that the analytic function Dp,V∞(λ) is not iden-
tically zero so we can apply the Hurwitz Theorem. The family of analytic
functions {Dp,Vj (λ)} all have the same zeros, including order, as the function
Dp,V0(λ). If Dp,V∞(λ) did not have a zero at a zero of Dp,V0(λ), it would con-
tradict Hurwitz Theorem. Similarly the order of the zero has to be the same
as the order of the zero of Dp,V0(λ). Hence, the potential V∞ ∈ IR(V0). 
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6. Compactness of the iso-resonant set ImR (V0)
We discuss Proposition 2 concerning less regular potentials in this section.
For dimension d = 3 and V0 ∈ H
m(BR(0);R), we let I
m
R (V0) denote the set
of real potentials in Hm(BR(0);R) that are iso-resonant with V0. The first
statement part of Proposition 2 follows directly from [25, Theorem 1.2].
As for the second part, suppose that V0 ∈ H
m(BR(0)), for m > 3. Then, the
resonances determine the wave trace through the Poisson formula. Assumption
(WTE) guarantees that the wave invariants satisfy wj(V ) = wj(V0), for j =
2, 3, . . . ,m + 2, for all V ∈ ImR (V0). Thus, for any V ∈ I
m
R (V0), the heat
invariants satisfy
cj(V ) = cj(V0), j = 1, . . . ,m+ 2. (6.1)
It is a consequence of the formula (3.14), the identity (3.9), (6.1), and the
induction of section 7, that for j = 0, . . . ,m, we have uniform bounds on the
Sobolev norms across the iso-resonant class:
‖V ‖j,2 6 Cj , ∀ V ∈ I
m
R (V0). (6.2)
As in the proof of equicontinuity in Lemma 13, the derivatives of V are uni-
formly bounded in the L∞-norm up to and including order m − 2 for d = 3.
Finally, the same argument shows uniform equicontinuity of the derivatives of
the potentials up to order m− 3. The compactness of ImR (V0) ⊂ H
m−3(BR(0))
now follows by the same argument as in section 5.
7. Appendix: Proof of the uniform Sobolev bounds
In this appendix, we present the details of the uniform Sobolev bounds on
the iso-resonant class of potentials IR(V0) presented in Theorem 10. We use
standard notation Hs,p(Ω), for Ω ⊂ Rd, an open set (with a boundary satisfying
the cone condition, see Theorem 19), for the space of functions with s-weak-
derivatives in Lp(Ω). The norm is denoted by ‖ · ‖s,p.
We recall from (3.13) the index set of k-tuples Aj,k, defined for j > 3 and
3 6 k 6 j by:
Aj,k =

α = (α
1, . . . , αk)
∣∣∣∣∣∣∣∣
αm = (αm1 , . . . , α
m
d ) ∈ N
d
0
|αm| 6 j − k∑k
m=1 |α
m| = 2(j − k)∑k
m=1 α
m
ℓ ∈ 2N, ∀ ℓ = 1, . . . , d.

 . (7.1)
From Proposition 9 and (3.15), the Sobolev norm ‖V ‖2j−2,2, for j > 3, is
bounded above as
‖V ‖2j−2,2 6 Cj

1 + j∑
k=3
∑
α∈Aj,k
∫
Rd
|Dα
1
(V )Dα
2
(V ) · · ·Dα
k
(V )| ddx

 , (7.2)
where the constant Cj > 0 is independent of our choice of V from the iso-
resonant set. Proceeding inductively, we must find an upper bound on the sum
(7.2) for the Hj−2,2-norm of V in terms of the lower Sobolev norms of V .
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7.1. The one-dimensional case. We first discuss the case d = 1 for which
the bounds are easier to obtain. We begin with a simple and useful bound.
Lemma 15. For any u ∈ C10 (R), we have
‖u‖∞ 6 C‖u‖1,2,
where the constant depends on the support of u.
The first step of an inductive proof of the uniform Sobolev bounds is the
following proposition.
Proposition 16. Let d = 1, j > 3, and suppose that ‖V ‖j−3,2 6M . We then
have ∫
R
|Dα
1
(V )Dα
2
(V ) · · ·Dα
k
(V )| 6 Cj, (7.3)
where Cj > 0 depends on M and j.
Proof. 1. Since we are in one dimensions, we write αm for αm1 . We use the
bounds on the order of the Dα
i
(V )-terms to conclude: 1) since k > 3, we have
αm 6 j − 3, 2) we have the constraint
∑k
m=1 α
m 6 2(j − 3), and 3) there at at
most two terms with order (j − 3), since
k∑
m=1
αm = 2(j − k) 6 2(j − 3).
These restrictions, together with Lemma 15, will then allow us to get the desired
bounds as follows:
2. Case 1: We assume that the product contains no terms of j − 3. Then,
using Lemma 15 for each i,
|Dα
i
(V )| 6 C‖Dα
i
(V )‖1,2 6 C‖V ‖j−3,2. (7.4)
This gives ∫
R
|Dα
1
(V )Dα
2
(V ) · · ·Dα
k
(V )| 6 CkMk 6 CjM j , (7.5)
where we assume that C,M > max(1, |BR(0)|).
3. Case 2: We assume that the product contains one term of order j − 3, say
α1. Using the results from Case 1, together with the Ho¨lder inequality, we have∫
R
|Dα
1
(V )Dα
2
(V ) · · ·Dα
k
(V )| 6 Ck−1Mk−1
∫
R
|Dα
1
(V )|
6 Ck−1Mk−1|BR(0)|‖V ‖j−3,2
6 CjM j . (7.6)
3. Case 3: We assume the product contains two terms of order j − 3. Using
the results of Case 1 and the Ho¨lder inequality, we obtain∫
R
|Dα
1
(V )Dα
2
(V ) · · ·Dα
k
(V )| 6 Ck−2Mk−2
∫
R
|Dα
1
(V )Dα
2
(V )|
6 Ck−2Mk−2‖V ‖2j−3,2 6 C
jM j . (7.7)

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It follows from the bound in Proposition 16 and (7.5)–(7.7) that
‖V ‖2j−2,2 6 Cj , (7.8)
where the constant depends on M . Consequently, the constant is uniform over
all V ∈ IR(V0).
7.2. The d > 3 dimensional case. For d > 3, we follow the idea of the
proof given by Donnelly [10]. This requires reordering the Dα
i
(V ) terms in
the integral of (7.2) according to their order |αi|. For fixed k, we write the
integrand of the integral in (7.2) as
T =: Dα
1
(V )Dα
2
(V ) · · ·Dα
ℓ
(V )Dα
ℓ+1
(V ) · · ·Dα
k
(V ), (7.9)
where the ordering is chosen such that
i 6 ℓ ⇒ d > 2(j − |αi| − 3) (7.10)
i > ℓ ⇒ d 6 2(j − |αi| − 3). (7.11)
We will bound the integral in (7.2) using the generalized Ho¨lder’s inequality
(8.7) and the Sobolev Embedding Theorem, Theorem 19. The conditions on
|αi| determine which case of the Sobolev Embedding Theorem, Theorem 19, for
p = 2 and k = (j − |αi| − 3) is appropriate.
Proposition 17. [10, Lemma 4.6] If d > 3, j > d2 +1, and ‖V ‖j−3,2 6 C1, then∫
Rd
|Dα
1
(V )Dα
2
(V ) · · ·Dα
ℓ
(V )Dα
ℓ+1
(V ) · · ·Dα
k
(V )| 6 C2
(
1 + ‖V ‖βj−2,2
)
,
(7.12)
where β < 2 and C2 depends on C1.
Proof. 1. We will look at the possible values of ℓ and for each case the general
strategy will be to use the generalized Ho¨lder’s inequality (8.7)to show∫
Rd
|T | 6 C
k∏
i=1
‖Dα
i
(V )‖ri , (7.13)
with
k∑
i=1
1
ri
= 1. We recall that the integrand T in (7.2) is ordered as in (7.9) with
ℓ determined as in (7.10). For the factors with i > ℓ+1, so that 2(j−|αi|−3) > d,
we have
‖Dα
i
(V )‖∞ 6 C‖V ‖j−3,2, (7.14)
and when i is such that 2(j−|αi|−3) = d, for any ri with 2 6 ri <∞, we have
‖Dαi(V )‖ri 6 C‖V ‖j−3,2. (7.15)
These two inequalities result in the bound∫
Rd
|T | 6 C
k∏
i=1
‖Dα
i
(V )‖ri 6 C˜‖V ‖
k−ℓ
j−3,2
ℓ∏
i=1
‖Dα
i
(V )‖ri . (7.16)
The remainder of the proof is devoted to showing that for 1 6 i 6 ℓ, we
can choose ri in (7.13) in order to apply the appropriate Sobolev inequality in
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Theorem (19). We first note that when ℓ = 0 the estimate holds for β = 0 using
the above method.
3. Case 1: For ℓ = 1, we have d > 2(j − |α1| − 3), so setting
r1 =
2d
d− 2(j − |α1| − 3)
yields
‖Dα
1
(V )‖r1 6 C‖D
αi(V )‖j−|α1|−3,2 6 C‖V ‖j−3,2,
by the Sobolev inequality in Theorem (19). The only condition on j is 2 6
2d
d−2(j−|α1|−3) or j − 3 > |α
1| which is true for every αi and j as in (3.13). Since
1
r1
6 12 , we can choose the remaining ri’s to meet the condition
k∑
i=1
1
ri
= 1. So
for ℓ = 1 we have the bound with β = 0.
4. Case 2: For ℓ = 2, we argue as follows. If |α1| and |α2| are such that r1 and
r2 (as chosen in case ℓ = 1) satisfy
1
r1
+
1
r2
< 1
then we proceed as in the case ℓ = 1 and apply the generalized Ho¨lder’s inequal-
ity to get the result with β = 0. Now assume 1r1 +
1
r2
= 1. Since |αi| 6 j − 3,
this implies |α1| = |α2| = j − 3 and thus r1 = r2 = 2. We may then apply the
generalized Ho¨lder’s inequality to get:
∫
Rd
|T | 6 C‖Dα
1
(V )‖r1+ε
k∏
i=2
‖Dα
i
(V )‖ri ,
where ε > 0 and ri for i > 3 are chosen to satisfy the Ho¨lder condition. Further-
more if we choose ε such that r1 + ε <
2d
d−2 then the general Sobolev inequality
in Theorem 19 gives that
‖Dα
1
(V )‖r1+εi 6 C1‖D
α1(V )‖1,2 6 C2‖V ‖j−2,2,
so we get the result with β = 1.
5. Case 3: We now consider ℓ > 3 and we suppose that d > 2(j − |αi| − 2) for,
say, i = 1, 2. Let ri be as in cases 1 and 2 and set
si =
2d
d− 2(j − |αi| − 2)
.
The standard Lp interpolation (4.6) estimate allows us to conclude that for any
0 < εi < 1, there exists a 0 < βi < 1 such that
‖Dα
i
(V )‖ri+εi 6 ‖D
αi(V )‖βiri ‖D
αi(V )‖1−βisi . (7.17)
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Using the generalized Ho¨lder’s inequality we have∫
Rd
|T | 6 C‖Dα
1
(V )‖r1+ε1‖D
α2(V )‖r2+ε2
k∏
i=3
‖Dα
i
(V )‖ri
6 ‖Dα
1
(V )‖β1r1 ‖D
α1(V )‖1−β1s1 ‖D
α2(V )‖β2r2 ‖D
α2(V )‖1−β2s2
k∏
i=3
‖Dα
i
(V )‖j−|αi|−3,2
6 C‖V ‖β1j−3,2‖D
α1(V )‖1−β1s1 ‖V ‖
β1
j−3‖D
α2(V )‖1−β2s2
k∏
i=3
‖V ‖j−3,2
6 C‖Dα
1
(V )‖1−β1s1 ‖D
α2(V )‖1−β2s2
6 C‖V ‖βj−2,2, (7.18)
where β < 2. The index ri may be chosen arbitrarily for i > l and as in case 1
for i 6 l. Consequently, in order to satisfy the Ho¨lder condition we require:
1
r1 + ε1
+
1
r2 + ε2
+
l∑
i=3
1
ri
< 1. (7.19)
For sufficiently large ε1, ε2 > 1, this is implied by
1
s1
+
1
s2
+
l∑
i=3
1
ri
< 1.
Substituting for si and ri gives
2∑
i=1
d− 2(j − |αi| − 2)
2d
+
l∑
i=3
d− 2(j − |αi| − 3)
2d
< 1, (7.20)
which may be rewritten as
(d− 2j − 6)l + 2
l∑
i=1
|αi| < 2d+ 4.
Because
l∑
i=1
|αi| 6 2(j − k), it is sufficient to show
(d− 2j − 6)l + 4(j − k) < 2d+ 4.
Using assumption l > 3 lets us rewrite the inequality as
d
2
+ 3−
2k − 4
l − 2
< j.
Then k > l > 3 gives 2k−4l−2 >
2k−4
k−2 = 2. Consequently, the condition on the
indices for the generalized Ho¨lder inequality (7.19) is satisfied provided
d
2
+ 1 < j,
which is an assumption on j and d > 3 in Proposition 16.
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6. Case 4: We now consider ℓ > 3 and we suppose the complementary situation
to case 3: d 6 2(j − |αi| − 2) for, say, i = 1, 2. For 2 6 s < ∞, we have the
embedding
‖Dα
i
(V )‖s 6 C‖D
αi(V )‖j−|αi|−2,2 6 C‖V ‖j−2,2.
Then, standard Lp interpolation given in Theorem 20, gives for 2 < t < s
‖Dα
i
(V )‖t 6 ‖D
αi(V )‖βis ‖D
αi(V )‖1−βi2 .
We may take t to be arbitrarily large reducing the Ho¨lder condition to
l∑
i=3
1
ri
< 1.
If ℓ = 3, the condition is met as r3 > 2, so we assume l > 4. Substituting for ri
and rewriting the inequality we get
(ℓ− 2)(d− 2j + 6) + 2
ℓ∑
i=3
|αi| < 2d.
Using the inequality
l∑
i=3
|αi| 6
k∑
i=1
|αi| 6 2(j − k) gives the sufficient condition
(l − 2)(d − 2j + 6) + 4(j − k) < 2d,
which can be recast as
(l − 4)d+ 6(l − 2)− 4k < (2l − 8)j.
If ℓ = 4, then the inequality reduces to 12 − 4k < 0 which always holds as
4 = ℓ 6 k. For ℓ > 5, we rewrite the inequality as
d
2
+ 3
l − 4
l − 4
+ 3
2
l − 4
−
2k
l − 4
< j,
which reduces to
d
2
+ 3−
(2k − 6)
ℓ− 4
< j.
Since k > l > 5, it is sufficient for the following inequality to hold:
d
2
+ 3−
(2k − 6)
k − 4
< j.
With k > 5, this is satisfied if
d
2
+ 1−
4
k − 4
< j,
which is guaranteed by the hypothesis d2 + 1 < j. 
8. Appendix: Various estimates
We summarize various estimates necessary for the proofs. Complete descrip-
tions for the material in sections 8.1 and 8.2 may be found in, for example, [11],
and for section 8.3 in, for example, [12] and [1].
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8.1. Resolvent bounds. The kernels of the resolvent R0(λ) = (H0−λ
2)−1 in
dimensions d = 1 and d = 3 are given by
R0(x− y;λ) =
i
2λ
eiλ‖x−y‖, d = 1, (8.1)
R0(x− y;λ) =
1
4π2
eiλ‖x−y‖
‖x− y‖
, d = 3. (8.2)
Let ρ ∈ L∞0 (R
d) be a compactly supported function. be the characteristic
function on a ball of radius R > 0. For all λ ∈ C\{0}, the free resolvent in
d = 1 satisfies the bound:
‖ρR0(λ)ρ‖ 6 Cρ
1
|λ|
e−αρ Imλ. (8.3)
For all λ ∈ C, the free resolvent in d = 3 satisfies the bound:
‖ρR0(λ)ρ‖ 6 Dρe
−βρ Imλ. (8.4)
The finite positive constants Cρ,Dρ, αρ, βρ > 0 depend on ρ.
8.2. Singular value estimates. If ρ > 0 is a compactly supported C2-
function, then
µj(ρR0(λ)ρ) 6
C
j
2
d
. (8.5)
Recall that for V ∈ C∞0 (BR(0);R), the operator KV (λ) := V R0(λ)χR, where
χR is the characteristic function on BR(0). We then have
µj(KV (λ)) 6
C(V )
j
2
3
, (8.6)
where C(V ) depends only of ‖V ‖∞ and is locally uniformly bounded in λ. A
consequence of (8.6) is that KV (λ) is in the Hilbert Schmidt class.
8.3. Inequalities. Section 7 makes repeated use of the following results.
Generalized Ho¨lder Inequality
Theorem 18. [12, Appendix B.2.g.] Let Ω ⊂ be an open subset of Rd. For
indices 1 6 p1, . . . , pm 6∞ satisfying
m∑
j=1
1
pj
= 1,
for any uk ∈ L
pk(Ω), we have∫
Ω
|u1 · · · um| 6
m∏
j=1
‖uk‖pj . (8.7)
General Sobolev Inequality
The Sobolev Embedding Theorem and corresponding inequalities are used
through section 7 and 6. The general theorem holds for domains Ω ⊂ Rd with
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the cone conditions [1, Definition 4.6]. We state only the cases used in the
present paper.
Theorem 19. [1, Theorem 4.12] [12, Theorem 6, section 5.6] Let Ω ⊂ Rd be
an open set with the cone condition and let j > 0 and m > 1 be integers.
(1) Let u ∈ Hk,p(Ω). If 0 < k < dp , then u ∈ L
q(Ω), where the indices
satisfy 1q =
1
p −
k
d , and
‖u‖q 6 C‖u‖k,p,
for a finite constant C > 0 depending on k, p, d and Ω.
(2) For any u ∈ Hj+m,2(Ω), with m > d2 , we have
‖u‖j,q 6 C‖u‖j+m,2, (8.8)
for 2 6 q 6∞ and a finite constant C > 0 depending on j,m, d and Ω.
Lp-interpolation Inequality
Theorem 20. [12, Appendix B.2.h.] Let Ω ⊂ Rd be an open bounded subset of
R
d. If 0 < α < 1 and 1 6 r < p < s, for all u ∈ Lp(Ω), we have,
‖u‖p 6 ‖u‖
α
r ‖u‖
1−α
s , (8.9)
provided the indices satisfy
1
p
=
α
r
+
1− α
s
.
References
[1] R. A. Adams, J. J. F. Fournier, Sobolev spaces, second edition, Pure and Applied Math-
ematics series vol. 140, Elsevier Science, Academic Press, Amsterdam, 2003.
[2] R. Ban˜uelos, A. Sa´ Barreto, On the heat trace of Schrdinger operators, Comm. Partial
Differential Equations 20 (1995), no. 11–12, 2153-2164.
[3] C. Bennewitz, B. M. Brown, R. Weikard, A uniqueness result for one-dimensional in-
verse scattering, Math. Nachr. 285 (2012), no. 8-9, 941-948.
[4] M. Bledsoe, Stability of the inverse resonance problem on the line, Inverse Problems 28
(2012), no. 10, 105003.
[5] J. Bru¨ning, On the compactness of isospectral potentials, Comm. Partial Differential
Equations 9 (1984), no. 7, 687-698.
[6] T. J. Christiansen, Schro¨dinger operators with complex-valued potentials and no reso-
nances, Duke Math. J. 133 (2006), no. 2, 313-323.
[7] T. J. Christiansen, Isophasal, isopolar, and isospectral Schro¨dinger operators and ele-
mentary complex analysis, Amer. J. Math. 130 (2008), no. 1, 49-58.
[8] T. J. Christiansen, Resonant rigidity for Schro¨dinger operators in even dimensions,
preprint 2017; arXiv:1712.07636.
[9] K. Datchev, H. Hezari, Resonant uniqueness of radial semiclassical Schro¨dinger opera-
tors, Appl. Math. Res. Express, AMRX 2012, no. 1, 105-113.
[10] H. Donnelly, Compactness of isospectral potentials, Trans. Amer. Math. Soc. 357 (2005),
no. 5, 1717-1730 (electronic).
24 P. D. HISLOP AND R. WOLF
[11] S. Dyatlov, M. Zworski, Mathematical theory of scattering resonances, available online
at S. Dyatlov’s website (2016).
[12] L. C. Evans, Partial differential equations, second edition, Americann Mathematical
Society, Provdence, RI, 2010.
[13] P. B. Gilkey, Invariance theory, the heat equation, and the Atiyah-Singer Index Theorem,
second edition, Boca Raton: CRC Press, 1995.
[14] A. Hassell, M. Zworski, Resonant rigidity of S3, J. Funct. Anal. 169 (1999), 604–609.
[15] M. Hitrik, I. Polterovich, Regularized traces and Taylor expansions for the heat semi-
group, J. London Math. Soc. 68, no. 2, (2003), 402-418.
[16] T. Kato, Perturbation theory for linear operators, Springer-Verlag, New York, 1966.
[17] E. Korotyaev, Inverse resonance scattering on the real line, Inverse Problems 21 (2005),
no. 1, 325-341.
[18] R. Melrose, Geometric scatttering theory, Cambridge University Press, 1995.
[19] M. Reed, B. Simon, Methods of modern mathematical physics I: Functional analysis.
Revised and enlarged edition, Academic Press, Boston, 1980.
[20] M. Reed, B. Simon, Methods of modern mathematical physics IV: Analysis of operators,
Academic Press, New York, 1978.
[21] A. Sa´ Barreto, S.-H. Tang, S Barreto, Existence of resonances in even dimensional
potential scattering, Comm. Partial Differential Equations 25 (2000), no. 5–6, 1143-
1151.
[22] A. Sa´ Barreto, M. Zworski, Existence of resonances in three dimensions, Comm. Math.
Phys. 173 (1995), no. 2, 401-415.
[23] A. Sa´ Barreto, M. Zworski, Existence of resonances in potential scattering, Commun.
Pure Applied Math. XLIX (1996), 1271–1280.
[24] B. Simon, Trace ideals, Providence, RI: American Mathematical Society, 2XXX.
[25] H. F. Smith, M. Zworski, Heat traces and existence of scattering resonances for bounded
potentials, Ann. Inst. Fourier (Grenoble) 66 (2016), no. 2, 455-475.
[26] G. Vodev, Sharp bounds on the number of scattering poles in even-dimensional spaces,
Duke Math. Journ. 74 (1994), 1-17.
[27] G. Vodev, Sharp bounds on the number of scattering poles in the two dimensional case,
Math. Nachr. 170 (1994) 287-297.
[28] Robert Wolf, Compactness of Isoresonant potentials, (2017). Theses and Dissertations–
Mathematics, available online: https : //uknowledge.uky.edu/mathetds/45/
[29] M. Zworski, Poisson formulae for resonances, Se´minaire EDP, Ecole Polytechnique,
1997. MR1482819
[30] M. Zworski, Poisson formula for resonances in even dimensions, Asian J. Math. 2, no.
3, (1998), 615-624.
[31] M. Zworski, A remark on isopolar potentials, SIAM J. Math. Anal. 32, no. 6, (2001),
1324–1326.
Department of Mathematics, University of Kentucky, Lexington, Kentucky
40506-0027
E-mail address: peter.hislop@uky.edu
Department of Mathematical Sciences, University of Cincinnati, Cincinnati,
OH 45221-0025
E-mail address: robert.wolf@uc.edu
