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Abstract of thesis entitled: 
Multi-sample Analysis of Latent Curve Models with Longitudinal Latent Variables 
Submitted by CHEN Qiu-ting 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in July 2011. 
ABSTRACT 
In multivariate statistical analysis, latent variable models (LVMs) are very helpful to ex-
plore the relationships between the manifest variables and latent variables. Latent curve 
models (LCMs) are important types of LVMs. There are wide applications for LCMs 
including behavioral, educational, social, financial and psychological research. LCMs are 
popular longitudinal techniques for analyzing individual differences in the patterns of 
change of multiple variables measured at multiple time points. The pattern of changes is 
usually represented by latent growth factors such as random intercept and random slope, 
which are paired to form a different trajectory over time for different individuals. Some lon-
gitudinal latent variables whose corresponding manifest variables are measured at multiple 
time points may exist in some situations. So we also need to deal with the dynamic changes 
of longitudinal latent variables, which lead to evaluation of both first- and second-order 
latent variables. Then the interactive effect among the latent growth factors will be stud-
ied. Bayesian approach will be used to do the whole model estimations. Furthermore, to 
accommodate multi-sample situations, we investigate the similarities or differences among 
the models in different groups and carry out model comparisons. Deviance Information 
Criterion (DIG) will be adopted here. Finally, we will conduct simulations to demonstrate 
the proposed models and model comparisons using DIG. For illustration, we will apply 
our models to a real financial dataset related to capital structure analysis for Chinese 
listed companies. Many longitudinal latent variables appear in the context of this kind of 
dataset like ownership structure and profitability. 
Keywords: Structural equation models, Latent curve models, Multi-sample analysis, 
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In behavioral, educational, social, financial and psychological research, there are often 
two kinds of variables involved, namely latent variables and observed variables. Observed 
variables, just as the name implies, are variables that can be measured directly. But latent 
variables can not be directly observed, we must operationally define the latent variables of 
interest in terms of some indicator variables, or say manifest variables; they will represent 
the underlying constructs of interest and capture different aspects of the corresponding 
constructs. Some examples of latent variables may be quality of life, intelligence or student 
creativity. 
Latent variable models (LVMs) are routinely used as very useful statistical methods to 
study the relationship between the observed and latent variables. The method for studying 
the relationships between latent variables and the related observed variables was originated 
by psychometricians (Spearman, 1904; Guttman, 1944; Thurstone, 1945) in the first place. 
And structural equation models (SEMs) are well recognized as one of the most important 
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LVMs for continuous latent variables (Joreskog, 1978; Rentier, 1983; Bollen, 1989; Lee, 
2007). SEMs generalize the factor analysis model by adding a structural equation to assess 
the interrelationships among endogenous latent variables and exogenous latent variables. 
To be more specific, in SEMs, there are both measurement models, or confirmatory factor 
analysis models，confined to represent the constructs as functions of the indicators, and 
fully simultaneous models allowing interdependence between the constructs. 
One of the most widely used models in practice is the LISREL model (Joreskog and 
Sorbom, 1996). The measurement models can be defined as follows: 
y 二 AyT7 + ey, (1.1) 
X = AxC + €x, (1.2) 
where y(mi x 1) and x(m2 x 1) are the observed variables. Ay {mi x n) and Ax{m2 x r2) 
are the loading matrices. ri{ri x 1) is the endogenous latent variable and $(7*2 x 1) is 
the exogenous latent variable. €y{mi x 1) and €a:{m2 x 1) are random vectors of error 
measure with joint distribution iV[0,屯e]. It is assumed that the latent variables r) and i 
are independent with error random variables e奴 and €工.The relationship between latent 
variables r? and i are defined via the following structural equation modeling: 
r j ^U r f + T^ + d, (1.3) 
where n(r i x n) and T{ri x ”2) are matrices of regression coefficients on rj and 忘；$ and 
S are independently distributed as N[0, and iV[0, ^s . 
In longitudinal studies, we often need to measure multiple variables at multiple time 
points and to investigate individual differences in patterns of change on those variables. 
The pattern of change is usually represented by a random intercept and a random slope, 
which can be grouped together and viewed as latent growth factors. Latent curve models 
(LCMs) are popular longitudinal techniques and are models in which we have random 
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intercepts and random slopes that permit each case in the sample to have a different 
trajectory over time. That is to say, our core interest is the unobserved trajectory that 
gives rise to those repeated measures in LCMs. Those random coefficients will later be 
incorporated into the structural equation models in the SEMs framework by considering 
them as continuous latent variables representing initial status and rate of change. Then 
we can explore the possible relationship among those latent variables. 
Techniques of LCMs have been proposed through the incorporation of SEMs (Meredith 
and Tisak, 1990; Bollen and Curran, 2006) and we can capitalize on all of the strengths of 
SEMs. LCMs can catch the information not only concerning the population or group, but 
also concerning changes in the individual; so we are able to study the developmental trends 
from both an inter- and intra，individual perspective. A bunch of papers and books have 
well demonstrated that LCMs can be useful tools for analyzing patterns of change (see, 
for example, Muthen and Curran, 1997; Muthen, 2002; Bollen and Curran, 2006; Duncan 
et al., 2006; Pan et al., 2008, among others). For most previous studies, only the patterns of 
change of the observed variables at different time points are taken into account. However, 
we also consider longitudinal latent variables which usually occur when the corresponding 
manifest variables are measured at multiple time points. Dynamic change of longitudinal 
latent variables will also be studied. 
Most analysis of LCMs have been carried out under the framework with the assumption 
that the individual observations are independent, and the data are obtained from a single 
population. However, in real applications, the data are often collected from different 
identified groups. Then each group can associate with a hypothesized model of interest 
and we can investigate the similarities or differences among the models in different groups. 
巍 
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1.2 Bayesian Approach 
Classical SEMs methods implementing SEMs are based on Maximum likelihood (ML) by 
minimizing a discrepency between the observed covariance and the predicted covariance 
under the model. The statistical properties of the ML estimates are established on the basis 
of large sample assumptions. However, many important articles in Bayesian analysis of 
SEMs (see, for example, Sclieines et al., 1999; Duiison, 2000; Lee and Song, 2004; Lee, 2007， 
among others) have pointed out that the sampling-based Bayesian approaches depend less 
on asymptotic theory, and have the advantage to output more reliable results even with 
small samples. Therefore, a more statistically sound method, Bayesian approach, has 
been widely applied to a variety of statistical models coupled with powerful Markov chain 
monte carlo (MCMC) techniques such as the Gibbs sampler (Geman and Geman, 1984), 
data augmentation (Tanner and Wong, 1987) and the Metropolis-Hastings (MH) algorithm 
(Metropolis et al., 1953; Hastings, 1970). With these efficient statistical tools, our proposed 
model will be analyzed by Bayesian methods. In fact, many complex models can be 
handled by Bayesian methods very well. Generally speaking, this approach has some 
distinct advantages due to the availability of samples from the joint posterior distributions 
of the model parameters and latent variables, which can often provide valuable insight into 
structural relationships. In many practical problems, statisticians may have good prior 
information from some sources, for example the knowledge of the experts and analysis of 
similar data and/or past data. In the absence of such information, vague priors can be 
chosen. 
For analysis of multiple samples, the traditional approach of testing invaxiance applies 
the likelihood ratio test using the asymptotic chi-square distribution, see Bollen (1989). 
But for more complex SEMs, obtaining the test statistic is not easy because it is math-
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ematically challenged to derive the asymptotic distributions of the test statistics. This 
can be addressed by Deviance Information Criterion (DIG) (Spiegelhalter et al.，2002) 
in a Bayesian approach, too. A hierarchy of hypotheses will be followed to assess the 
invaxiance for the SEMs in different groups. 
1.3 Outline of the thesis 
-.. 
In this thesis, we focus on the Bayesian analysis of multi-sample LCMs with longitudinal 
latent variables. Only a limited amount of work has been developed on the Bayesian 
analysis of LCMs. Hence, there is a need to propose a more complex LCMs. The thesis 
is organized as follows. In Chapter 2, the latent curve models with longitudinal latent 
variables will be described step-by-step and it will be generalized to the multi-sample 
case. In Chapter 3，a Bayesian approach coupled with Gibbs sampler for solving this kind 
of model will be discussed. In addition, model comparison using DIG will be considered. 
In Chapter 4，a simulation study will be carried out to demonstrate the methodology. In 
Chapter 5，a real financial data related to capital structure will be used as an illustrative 
example. Conclusion and further discussions will be presented in Chapter 6. And some 
relevant technical details are given in the Appendices. 





2.1 Basic Latent Curve Models 
In LCMs, our primary interest is to investigate the trajectory parameters such as random 
intercepts and random slopes. Prom the SEMs perspective, the basic latent curve model 
can be viewed as a common factor analysis model: 
Yi 二 A” i + eiy, (2.1) 
where yi is a T x 1 vector of repeated measures for individual i, A (T x m) is a parameter 
matrix of sequential known values of the growth curve records, r^ is an m x 1 endogenous 
latent growth factors that contains scores on the m factors for the given individual i, and 
ei双 is a T X 1 vector of residual errors. The pattern of A can be interpreted as representing 
a particular aspect of change in yi across the T occasions. The distribution for eiy is 
assumed to be 7V(0,屯y), where 屯y is a diagonal matrix with diagonal elements 知,for 
t 二 1，2,... ,T. 
The equation for the latent growth factor 77.^  can be written as: 
=卢 + Br7i + <5i， （2.2) 
6 
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where ^ is an m x 1 vector of the population average of the latent individual growth 
factors, B is an m X m matrix of coefficients expressing the structural relations between 
the variables r/^ , and is an m x 1 vector of residuals. The main diagonal of B is always 
zero. That is, we suppose a variable is not an instantaneous cause of itself. In addition, it 
is assumed that (I - B) is nonsingiilar. 
To illustrate the model framework in details, a two-factor (m 二 2) linear LCM in 
fitting T repeated measures is expressed in the following matrix form: 
/ \ / \ ( \ 
Vii 1 0 eiyi 
2/。二 1 1 卜 1)+ 〜2 (2.3) 
： ： ： J '' 
W V 
where latent growth factor r/^  contains random intercept r/a and random slope r}i2 which 
form the basic linear trajectory model for individual i. The loadings of r/a are all fixed 
to 1.0 (the first column in A), that is, rjn equally influences all repeated measures across 
time. For 恥,the loadings are fixed to 0,1，2，...，T 一 1. The equally spaced units reflect 
equal time passage between assessments. Beginning the coding of the loadings of 恥 with 
0 allows for rjn to reflect initial status of y^  at the first assessment period. 
There are other alternative methods to code the loadings of r]i2 to allow estimation of 
an optimal pattern of change over measurement occasions: 
1. fix Ai,2 = 0 and 入2,2 — 1 to set the metric of latent growth factor, the remaining 
入 3 , 2 , . . . , At, 2 are estimated freely. 
2. fix Ai,2 = 0 and At,2 = 1 to set the metric of latent growth factor, the remaining 
A2,2, ... , At-1,2 are estimated freely. 
4 
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The equation for latent growth factors can be expressed as follows: 
” 1 = + . (2.4) 
The path diagram of this two-factor linear LCMs with T = 4 is depicted in Figure 2.1. 
2,2 Latent Curve Models with Exogenous Latent Variables 
The previous models can be extended to embed the below exogenous latent growth factors: 
/ \ / \ / \ / \ 
Xii A O " 0 til ^ixl 
Xi2 0 A ... 0 i n � e细2 
= + , (2.5) 
• • • • • • • 
, 會 • » • • • 
泰 • • » • • • 
yO 0 … A y \eixr ^ 
where 0 is a T x m matrix with element 0. For A; = 1,2，...，r，态认 is an m x 1 vector 
which stands for the k-th exogenous latent growth factors for individual i, Xik and Ci^ k 
are similarly defined as yi and eiy in Equation (2.1). In addition, it is assumed that 
Si^ k follows iV[0,屯xfc], where 屯:rfc is a diagonal matrix with diagonal elements p^xkt, for 
Let = . . . , � T , the equation for latent growth factors can then be expressed 
as a more general form with the involvement of exogenous latent variables: 
rji = /3 + Brji-h TC^ + Si, (2.6) 
where B and S are similarly defined as in Equation (2.2) and T is an m x mr matrix 
of unknown regression coefficients. is distributed as N[0, Si is a vector of residuals 
with distribution N[0,屯5], in which 屯5 is a diagonal matrix, and 17^  and ^^  are indepen-
dent. Note that 屯 has covariances and variances information of exogenous latent growth 
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factors which describe the relationships between the aspects of change represented by the 
various growth curve parameters for different variables. These relationships contain useful 
information for analysis. 
To illustrate the case when r = 1 and m 二 2, we may express the exogenous latent 
growth factors model as: 
/ \ / \ ( \ 
a^iii 1 0 Uxi 
•似 1 = 1 1 i + qw . (2.7) 
： ： ： \fi21 / : 
^XiTiy r一 1/ \eixTJ 
If we combine the above Equation (2.7) with Equation (2.3)，then the LCM with 
exogenous latent growth factor can be expressed by Equation (2.7) and Equation (2.3), 
and the following equation: 
/ \ / \ / \ \ \ rjii] Pi 71,1 71,2 o-a 
= + + , (2.8) 
\rii2J \P2) \72,1 72,2/ \621/ 
where B = 0 in this case. 
The path diagram for the above LCM models with r = 4 is depicted in Figure 2.2. 
2.3 Latent Curve Models with bo th Exogenous Variables 
and Longitudinal Latent Variables 
Longitudinal latent variables are commonly encountered in social, financial, psychological 
and behavioral studies. To incorporate the q longitudinal latent variables, we need to 
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further include one more measurement model: 
/ \ / \ / \ / \ 
Uii Ai 0 … 0 ujii ^iui 
Ui2 0 A2 • • • 0 UJi2 == + . v^ -y； 
. . . • • • ： 
. . . • • 
. . ‘ ‘ ‘ • ‘ 
�Uiq) 乂 0 0 … A q j yUJiqj ) 
For /c = 1,2, •.. , ^ u^ ifc is a r X 1 vector and stands for the T unobserved values for the 
k-the longitudinal latent variable of individual z, and _ may have different dimensions 
since different longitudinal variables may have a different number of manifest variables. 
For example, suppose the 1-st longitudinal latent variable has 3 indicator variables. So u^ 
will be a 3T X 1 vector of the form: u^ = (uin,ui2i,ui3i,... , Wi’3T-2，i, 
(uin,Ui2i,Ui3iy^ is a 3 X 1 vector of the values of three indicator variables in the 1-st 
time point for individual i sequentially. Similarly, Oi,3T-2’i,'WI,3T-I,I,购，3T，I)t is a 3 X 1 
vector of the values of three indicator variables in the T-th time point for individual i 
sequentially. Moreover, Ai will be a 3T x T matrix of the form: 
/ 
1 A2，I A3，I 0 0 0 ••• 0 0 0 
0 0 0 1 As,2 A6,2 .. . 0 0 0 ( 2 1 0 ) 
• • • ' ' . . . . • 
�0 0 0 0 0 0 .. . 1 A3T-I，T A3T,T j 
where Is and Os in the loading matrix are fixed for identification purpose. Finally, for 
k 二 1,2,... €iuk is a T X 1 vector and is assumed to follow iV[0,屯wfc] where ^wfc is a 
diagonal matrix. 
To investigate the patterns of change in those longitudinal latent variables, we should 
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further use the following model: 
/ \ / \ / \ / \ 
a?a A O . . � 0 
吻 = 0 A … 0 + � 2 (2.11) 
. . • • • • • , • • • • • • 
• . • • • • • 
、叫 q) 0 •• k) \^hr+q / J 
For fc = r +1,.. . , r + ^ 态认 are all m X 1 vectors and can all be incorporated in the general 
structural equation (2.6). The path diagram in relation to Equation (2.9) and (2.11) is 
depicted in Figure 2.3. In that figure, we assume T 二 4, m 二 2, g 二 1，r = 0 and this 
only longitudinal latent variable has 3 indicator variables. 
To combine Equations (2.1), (2.5), (2.9), (2.11) and (2.6), we can have a more compact 
model framework with just three equation systems. To illustrate clearly, let us assume 
T = 4, m = 2, r = 1 and q = 1. In addition, the longitudinal variable is assumed to 
be measured by 2 manifest variables. Moreover, our response variable ujy is also assumed 
to be longitudinal and is measured by 3 manifest variables. 
The first equation is a measurement equation to extract latent growth parameters: 
I \ ( \ I \ 
� ( 4 x 1 ) � A 0 0 rii 
X,1(4x1) = 0 A 0 (2.12) 
�Wil(4xl)7 0 A乂 
I V'， / 1 1 1 1 
where A is of the form: and €a is a 12 x 1 vector following iV[0,屯i], 
�0 1 2 3 y 
in which 屯 i is a diagonal matrix. 
The second equation is also a measurement equation to relate manifest variables mea-
sured at multiple time points to the longitudinal latent variables: 
CHAPTER 2. MODEL DESCRIPTIONS 12 
/ \ / \ 
u 切(3X4) 二 Ai 0 a;似 4X1) +62， （2.13) 
\Uii(2x4)/ \ 0 ^2/ \i^il{4xl)J 
where Ai is of the similar form with T = 4 as Equation (2.10). By following the indices 
in Ai, A2 will look like: 
/ 
1 AI4,5 0 0 … 0 0 
0 0 1 Axe,a … 0 0 (2.14) 
• • • • • • • 
• • • • • • • • • • • • • • 
0 0 0 . • • 1 A20,8^  
Moreover,似 is a 20 x 1 vector following N[0,屯2] where 屯2 is a diagonal matrix. 
The third equation is a structural equation to relate the latent growth factors together. 
/ \ 
^ill 
= P i ) + P l ’ l ,，2 九 3 71,4) fel + 氏， (2.15) 
\ 0 2 / \ 7 2 , 1 7 2 , 2 7 2 , 3 7 2 , 4 / 
W 
where = 仏 2 , 6 2 2 ) ' ^ follows iV[0, #] and is a 2 x 1 vector following iV[0, 
with 屯5 being diagonal. 
2.4 multisample analysis 
In multisample analysis, each group is associated with a hypothesized model of interest. 
We generalize the situation in Equations (2.12)-(2.15). And we use A^^ and to indicate 
the loading matrix in Equations (2.12)-(2.13). We can extend the standard LCM model 
system to a multisample case and let G be the number of independent groups. For g = 
« 
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1,2，." ’ G : 
(、(沒） 
^iy 
Xii ( W \(分） 
A 0 ••• 0 \ rji 
• . 
X. = 0 A … 0 = + (2.16) 
• t » • • • • • • • 
乂 0 0 •• AJ 
/ \ (5) / �� / \ 
Uiy\ f Al 0 ... 0 U^iy 
Uii 二 0 A2 … 0 +€;《)二 Alf)a4")+4")(2.17) 
. . • • • • 
: : : : : : 
^Uiqj 乂 0 0 … A g + 1 y 
”严 =⑷ + B(〜！众)+ r (々 ！分)+ ⑷， (2.18) 
where e g , 4 ) and follows iV[0,对叫，iV[0,屯?)] and iV[0,屯respectively. ^ [ ‘ \ 
屯^g) and 屯^力 are all diagonal matrices. Additionally �=($�1,...，$i,r+g)�了 follows 
JVlO 屯⑷ 1. iJg) and can be viewed as first-order and second-order latent variables, 
L ， J Z t 
respectively. Some elements in A伊 are fixed to Is and Os for identifying the models. 
For Equation (2.18), we can rewrite (/3⑷，B⑷，r�)as and this equation becomes a 
similar format as in measurement equation. 
In our LCMs framework, we notice that the A,爪 is actually the same for multiple groups 
since the metric of time is fixed, so we do not need to impose any constraints on that matrix 
across different groups. For others, we may have restrictions like = A^ ?^  = •.. = Ap). 
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For the structural equation, we may impose restrictions like A^) = A f^) = •.. 二 Ap). 
We can further put some other constraints under various hypotheses of interest. Some 
examples are: 
屯 ⑴ 二 <$(2) 二 … 二 屯(1” = = ..•二 屯(尸)； 
* 
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Figure 2.1: Path diagram of the basic two-factor linear LCM in Section 2.1. 
式 J 
^ ^ ^ ^ ^ ^ ^ yi ^左 1 
A ~ • I Slope 7/2 \ 
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Figure 2.2: Path diagram of model defined in Section 2.2. In this figure, the error terms 
are not displayed for brevity. 
A 
« 
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Figure 2.3: Path diagram of model defined in Section 2.3. In this figure, the error terms 
are not displayed for brevity. 
1 / Rate of change: J 
— i / C 
U34 
• End of chapter . 
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Chapter 3 
Bayesian Estimation and Model 
Comparison 
3.1 Bayesian analysis for parameter est imation 
We will introduce the Bayesian estimation of the unknown parameters for the proposed 
L C M S . Usually in multisample analysis, we use 0 � to represent the unknown parameter 
vector in the identified model corresponding to the group. Let 0 be the vector that 
contains all unknown parameters in 0�,.•.，0(G) and it will be considered to be random 
with a prior distribution p{0). 
Let Ng be the number of cases in the g-th group and N = N1+N2+…Let X � = 
(x(/), •.. 乂另I) where = (x?;，... ,xl)�了 ^ ^ i 二 1 ,2 ,…為 .X = ( X � , • . . ’X(G)) 
will be the first kind of observed continuous data. Let U � = ( u严，...， u约 where 
u!分）二（u5,…，u�位)(观 for i 二 1，2，." ,Ng. U 二（U �’…，U(G)) will be the second 
kind of observed continuous data. In addition, Let D = (X，U) where X and U include 
those two kinds of manifest variables defined in Equation (2.16) and Equation (2.17). 
18 
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The Bayesian inference will be based on the p{e) and observed data D. If p(权,D) 
denotes the probability density function of the joint distribution, it follows that p(0，D)= 
p{G\'D)p(D) and p(0|D) oc p(D\0)p{e). The function p{6\D) is the posterior density func-
tion and it incorporates both the sample information and the prior information through 
p{I)\e) and p{0). Let Oi and Q<i be the unknown parameters associated with the first and 
the second measurement equation generally no matter what constraints are imposed; and 
03 be the unknown parameters in the structural equation model and the covariance matrix 
for exogenous latent growth factors. It is natural to assume that the prior distributions 
of 02 and 03 are mutually independent, that is, = (权2)P(权3). When the 
sample size is very large, the prior will play a less important role and the posterior density 
function will be closer to the log-likelihood function. Hence, Bayesian and ML approaches 
are asymptotically equivalent. It is common to use the posterior mean as our Bayesian 
estimate of Q. 
In the context of our proposed model, it is literally hard to get the posterior mean due 
to the existence of both first- and second-order latent variables and unobserved continuous 
variables. Our strategy to circumvent this problem is to adopt a technique in statistics 
that involves two steps. 
Firstly, we consider data augmentation (Tanner and Wong, 1987). Let S �=(C(/),...，Ci?^ 
where C!") 二 (rjJ\ 猛，…,錄r+g)��for z = 1,2，... S = (S ⑴，...’3(’ includes 
all latent growth factors. And let � = . . . 欺)where o;产=(cvT, u / f i , . . . ， � � 
for z = 1,2, ••• ,Ng. ft = (^^�’...，⑦）includes all longitudinal latent variables. In 
posterior analysis, the observed data D will be augmented with {'B^fl) and the com-
plete data set is actually (X,U,S,n). More specifically, treating as random un-
known quantities, the joint posterior density p{0, S, n |D) will be of our interest. We note 
« 
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that once S and ft are observed, the measurement equations and the structural equa-
tion all reduce to the regular simultaneous regression model. Besides, p(S|权)==p(S|03)， 
p(X, n | S , 0) 二 p(X, n | S , ^i), and e) = p{lJ\n,�).Hence, 
03|d, h, n) oc [p(x, n |H, e2)p{e2)]\p{^\03)p{e3)Y 
Because the first term of the product on the right hand side relies only on Oi, the sec-
ond and the third terms rely only on 02 and O3 in the meantime, we find out that the 
marginal conditional densities of Ou O2 and 63, which are p(0i|S,X,n), and 
p(03|S), are proportional to [ p ( X ’ n | S , [ p ( U | n , ^ 2 ) ^ ( ^ 2 ) ] and 
respectively. Those conditional densities can then be treated separately. 
Secondly we will apply Gibbs sampler to generate a sequence of observations, say 
{(0(j),S(j),^ |(j))，j == 1,...，J} from this join posterior distribution. To apply Gibbs 
sampler, we iteratively sample observations from the following conditional distributions: 
丨 S , n ， D ) ， D ) and We notice here that p(OjS,Q,D) is much 
more simpler than p(0, S, n |D) since S, H are given rather than random, hence the cor-
responding equations are essentially the regression equations with continuous scale. The 
conditional distribution p(0|S,n,D) will be further decomposed into components con-
cerning various parameters in the different group models: 
p(0jD, 3, n) = p(0i,O2, OsjD, 3, ft) oc X, Q)p(02lU, n)p(6^3|S). 
It has been shown (Geman and Geman, 1984; Geyer, 1992) that the joint distribution 
of the observations (0⑴，S��)geomet r i ca l ly converges in distribution to the joint 
posterior distribution of [0,H,r2|D] after a sufficiently large number of iterations, say J. 
Usually observations obtained at the early iterations should be discarded because they 
still do not belong to the target distribution. The components in G are different under 
4 
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various hypotheses of interest. For non-constrained parameters, the prior distributions 
are assumed to be independent. For constrained parameters across groups, we only need 
one prior distribution for theses constrained parameters, and all data across groups will 
be combined into the estimation procedure (Song and Lee, 2001). Guided by the recom-
mendations ofLindley and Smith (1972), Broemeling (1985), Lee (1981) and Lee and Zhii 
(2000) for the analysis of linear models, we use conjugate prior distributions for As 
pointed out in the cited work, the conjugate prior distributions are sufficiently flexible 
in most applications. An obvious advantage of conjugate prior distributions is that the 
resulting posterior distribution is tractable and will follow the same parametric form of 
the prior distribution (Gelman et al., 2004) which may lead to an easy derivation of the 
conditional distributions. 
Unlike the case we deal with Bayesian analysis for single group models, we do not 
intend to take a joint prior distribution for the factor loading matrix and the unique 
variance of the error measurement. And similar reasoning is applied to the structural 
equation. We first focus on the second measurement equation (2.17) of the g-th group 
model, let i/ !^) and A盟�be the k-th diagonal element of 屯!f) and the k-th row of A伊)， 
respectively. If we give a joint prior distribution for them as: 
where 么，鄉k,八(o么紐(1 H^?* are the hyperparameters. In practice, we usually assign 
fixed known values for hyperparameters in the conjugate prior distribution. Many existing 
works in Bayesian analysis of SEMs，such as Song and Lee (2001), used prior distributions 
with given hyperparameter values and it has been shown that these distributions work 
well for many SEMs. Otherwise, things can become very tedious if we further treat 
hyperparameters as unknown. In that case, we need to additionally specify hyperprior 
• 
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distributions for a full Bayesian analysis. However, joint prior distribution will cause 
problems under the constrained situation where A^i) 二 A!?) A? )^ 二 Aw and 
屯P + —..•—屯&G)，since it is strange to select based on a set of different 
恕.Hence, we follow the suggestion of Song and Lee (2001) and select independent prior 
distributions for A.jf) and 屯、��such that 
KA》)，屯约二 :p(A約屯约， 
for 沒=1，2，...，G. Under this kind of specification style, the prior distribution of K 
under constraint A i^) = a P = ... = Af'^ = Aw is given by K k == ^lAowfctHowfc], which 
is independent of xp�盈.Without that constraint, the prior of each A^fj is "[A f^二 . 
The prior of V ^ f i is again Gamma[4|]^，盆]without constraint on (屯g)，...，屯尸）. 
For constrained case 屯 ^ i)=屯『）=...二 屯 f)=屯 2, = Gammalao2k, 0o2k . 
Similarly, we select the prior distribution for the inverse of the k-th diagonal ele-
ment 空—1 of 屯(/) in the measurement equation (2.16) to be G a m m a o r 
Gamma[aoik, l^ oik] for unconstrained and constrained situations, respectively. 
For the structural equation, the prior distribution for 屯⑷ without constraint is IW 
R^f)—1，and is IW[Ro \po ] under constrain 屯⑴=中⑵ 二 ... = 二 屯 The prior 
distribution of A” under constraint A ^ 二 A ^ = ... = A^g)=八” is given by � k = 
N[Aorjk,iiQr}k] for the k-th row of A,,. Without that constraint, the prior of each A^^ ) is 
iV[A盜知,14么].For (屯y)，屯 2^)，…,屯义GO), the prior is Gamrna[aQSk, Posk] for the inverse 
of the k'the diagonal element t/^空—1 under constrain 屯f ： = 屯 = … 二 屯『）二 屯占 
For unconstrained case, it is Gammala^Q^^, Pofkl-
For notational simplicity, the posterior analysis will be carried out under the assump-
tion that the constraints are imposed for all corresponding parameter matrices: 
A^i) = = …二 ^(G) 二 A,,; M P = A;；^)=…=Af) = A,; 
* 
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屯⑴=<^ (2) = ... = = ^；屯=屯(i2)=...：=屯产）=屯 1; 
=屯『二…二屯 f ) 二屯 2 ;屯 P = 屯『二…=屯 f ) 二屯& 
Let us still focus on the second measurement equation (2.17) first and let xl^ 2k and 
Alf^ be the k-th. diagonal element of 屯2 and the k-th row of A^, respectively. Then the 
following conjugate prior distributions will be used: 
P ( _ ( 2 : l � ) �爪爪A ) 2 / c 1 , Kik �"^lAowfe, Howfc]， 
where ao2fe, ft)2fc，^Quk and Ho^ f^c are hyperparameters whose values are assumed to be 
assigned already. Let u f be the k-th row of U⑷，and it can be shown (see Appendix) 
that the conditional distributions of the parameters in $2 are equal to: 
A^fclU, rX, ip2k � M a — A^fc], 
where a . , = + and A . , 二 ^ 
•O" —1 1—1. "OtifcJ ， 
where a^k = N/2 + and P^k = Po2k + - 2 A � , n � U[ 了 + 
A S ^ n � n � � ] . 
For the first measurement equation (2.16)，let tpij, and A^^ be the A;-th diagonal 
element of 屯 1 and the k-th row of Am, respectively. Then the following conjugate prior 
distributions will be used: 
where aoik and /Sou are hyperparameters with given values. For convenience, we define 
…，x|>�i，…’u;|；)� r i n equa t i on(2 .16) tobe f f，F�= (fi�’…’f足))and 
F = (F(i)，... F(G)). Let F^ P) be the A;-th row of F('9)’ and it can be shown (see Appendix) 
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that the conditional distributions of the parameters in Oi are equal to: 
where ai^ = N/2 + aou and hk = Poik + l/^ZUl^k^^k^^ " 炉 + 
For the structural equation (2.18)，the derivations are similar as previous. In addition, 
we break down the E and let S(/) = (”(/)，”?),...，”！?:)，S?) 二 (炉’ ,嫂)where 
I \ 1 1 … 1 
� …，在 ?；； + J 穿 ) = …為 .Wed e f i n e S f = ”严 ”？） … ”贸 . 
、 炉 … 煤 》 
We specify the following conjugate prior distributions for 
P〔城�G^a爪爪(^QJOJfc, A f^c N iV[Ao77fc,Ho77fc],屯�JVr[R�i，Po], 
where ao<5fc, /3o5fc, Aor?fc, R^ i and po are hyperparameters. Let S�盈 be the k-th row 
of s f . Then the conditional distributions are respectively equal to: 
〜斤[aryfc, A”fc], 




where a � = N / 2 ^ a o s k and"狄=A)狄+1/2 E ,G=i [ S ; i )S�-2A; ; ,4 " )S� 
A”fc]; 
#|SP，…，Sf)�W[R, AT + po], 
where R = S 作 , + Rq—”-丄. 
Now we discuss the conditional distribution of p(S�|0，F(")). We notice that the 
derivation will be based on the distributional properties of the random vectors f-^ ^ and 
I 
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In addition, we note that for�二 1,2，. • • cl^ ^ axe mutually independent; and 






Since the conditional distributions of C 产 given 63 and f严 given (cP, are TV["严，^f] 
and iV[An乂严,屯i]，respectively, where is the mean and S产 is the covariance of 
Let Bo = I - B, they are derived as: 
⑷ ( b M 一沒）(Bo- i ( iw〜屯卯 u\ = ’ 2J/-= , 
It can be shown (see Appendix) that the conditional distribution of C!沒）given 分） 
is equal to: 
[ch0’f：严]〜iV[/x ⑷，s �*], 
where 一) = S ⑷ *[A》rif/') + — 5：⑷ * 二 (A》 r%n + 4分)’—1. 
The conditional distribution of 叫0’D�)wi l l be derived similarly. To demon-
strate more clearly the posterior formulas, we first break Equation (2.16) into two parts 
as: 
/ \ (5) ( w 、⑷ 
� ) f A 0 .. . 0 71i 
的 1 � 0 A . . . 0 � 一 .Jg) (9) (3 1、 
. * . . . . . . • t • • • , » _ _ • 等 
、叫 q) � ... A 乂 \^i,T+qJ 
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and 
/ \ (9) / \ / \ � 
xa ] I A 0 • • • 0 I i n 
Xi2 � 0 A . . . 0 ii2 (g)—广⑷{g) (3 2) 
争 . • • • • 
• • • • • • 
, • • • • ‘ 
H (0 0 … a J � “ J 
where e^^ and follows iV[0,屯i?)] and iV[0,屯if)] with 屯L") and 屯if) being diagonal. 
We can have this decomposition since all the residual errors are uncorrelated. For 
posterior analysis, we notice here that 
Ng 
⑷丨 0，u�,:s(")) = Ilp(u4")|0,uiw，ch 
i=l 
=fip(4’i,M")’c,⑷） 
w h e r e � given (02，叫 follows a nd c j ,� given (01,ci力 followsN[A^<:t\ 
屯J. It can be shown that (see Appendix) that the conditional distribution of given 
(0，u,|")’C严）is equal to: 
[a；,[叫 力,ch 〜叫…)，刃 1?)]， 
where i / � 二 + 屯？A“；力 and sl?)=(屯：丄 + A J ^ ^ ' A . ) - ^ 
The conditional distributions we need for the Gibbs sampler are all in familiar form: 
gamma, normal and Wishart distribution. Simulating observations from these distribu-
tions is straightforward. Let {du'Buftt,t = 1，2,." , r } be the random observations 
generated with the Gibbs sampler from the joint posterior distribution after the J burn-in 
iterations. The joint distribution of St, fit) converges at an exponential rate to the 
desired posterior distribution [0,S，17|D]，after the sufficiently large number of iterations 
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J. To be more specific, the joint Bayesiaii estimate of 0 � is obtained as follows: 
t=i 
Posterior covariance for showing the dispersions of the estimates can also be easily got from 
the generated observations. The posterior covariance matrix of 0 � will be estimated by: 
Other useful statistical inference on 0 can be achieved based on the simulated sample. For 
example, the 2.5%, 50%, and 97,5% quantiles of the sampled distribution of an individual 
parameter can give a 95% credible interval and also convey skewiiess in its marginal 
posterior density. The construction of the posterior interval does not depend on any 
asymptotic results. In addition, the total number of draws needed for analysis depends 
on the form of the posterior distribution. However, for linear SEMs being similar as our 
model, usually 2000 draws are enough. 
As we notice, the above derivation for posterior conditional distributions of A^ and 
Ajj are given for the cases where all its elements are unknown parameters. They can 
be extended to handle the general situation with some fixed known elements only with 
slight modifications. Following the suggestions of Lee (2007), that kind of situation can 
be handled very easily. Moreover, the posterior distributions for parameters without any 
constraint can be similarly obtained too. 
3.2 Bayesian model comparison 
In many situations we are interested in whether a measurement or structural model for one 
group has the same parameter values as that in another group. Comparability in models 
represents a continuum. One is model form and the other is similarity in parameter values. 
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Two models are said to be of the same form if the model for each group has the same 
parameter matrices with the same dimensions and the same location of fixed, free, and 
constrained parameters (Bollen, 1989). 
In most applications to date, researchers assume that the form of two models is the 
same, and they just concentrate on the similarity of parameter values within a given form. 
Testing comparability is possible for all of the SEMs. The suggested testing order is: 
Hi： with no constraints; 
H2： … 二 Af) ; 
H 3 : A P � . = Af),A‘i) = � = Af) ; 
H4： ALD = … = A f u . ? ) = … = A ‘ g ) ,屯⑴ 二…= 
Other orders of testing are possible. It should be decided on a case-to-case basis. For 
example, H2 could be A^) 二…二 A � . 
Under the modeling framework, both the measure of fit and complexity will be taken 
into consideration. The measure of fit is typically a deviance statistic and the complexity 
usually concerns with the number of free parameters. These two quantities have a trade-
off effect since a better fit is accompanying increasing complexity. Criteria such as BIC 
(Schwarz, 1978) and AIC (Akaike, 1973) both trade off model fit against model complexity. 
However, model comparison using AIC and BIC both require the specification of the 
number of parameters in each model and, more importantly, the maximum likelihood 
estimates (MLE) of the parameters. However, according to Spiegelhalter et al. (2002), the 
model complexity might not be unique since it will depend on the number of parameters 
in focus. Furthermore, the inclusion of a prior induces a dependence between parameters 
that is likely to reduce the effective dimensionality, although the degree of reduction may 
depend on the data that are available. Heuristically, complexity reflects the difficulty in 
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estimation and hence it seems reasonable that a measure of complexity may depend on 
both the prior information concerning the parameters in focus and the specific data that 
are observed. So we consider to use the DIG proposed by the above mentioned paper 
because it can handle models of arbitrary structure and is definitely more powerful. The 
most crucial advantage of DIG is that it can be used in the Bayesian context and does not 
require the MLE. 
The quantity concerning the model fit is based on a deviance, defined by: 
D{e) - 一2log /(y|6>) + 2log /i(y), 
where /i(y) is a fully specified term which is a function of the data alone and 0 includes 
all unknown parameters. 
The quantity concerning the model complexity is based on the effective dimension, 
defined by: 
PD=Wi-D{h 
where D{0) is the posterior mean deviance, 
W) = Ee[-2log f{y\0)\y] + 2log /i(y), 
and 6 is an estimate of 9 depending on y. 
Usually the posterior mean 6 = 五 i s a natural choice for 0. The construction of 
Die is as follows: 
Die ==雨 + PD = D{e) + 2pD = 2DW) - D(e) 二 f{y\e)\y] + 2log f(y\e). 
For model comparison, we need to set h{y) = 1, for all models, so we take 
D{0) 二 -2log f{y\e). 
Based on MCMC simulation, both 0 and Ee[log /(y|6')|y] are very easy to obtain. 
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In the context of our proposed model, 6 in the above formulas includes not only 
unknown parameters Ou O2 and O3 but also the unobserved data U and S. Following the 
notation in Equation (3.2), the log likelihood function specifically looks like: 
log fiy\0) = 
= + T . r • ln{2n)] 
5=1 
Ng 
+ ( — 众 ) 一 二)尸，屯？—i(x!分)-A�)cg)] 
JL 
. N g 
+ — A 伊 屯 i K � -
么i=i 
• End of chapter . 
Chapter 4 
A simulation study 
4.1 Simulation for parameter est imations 
In this chapter, a simulation study will be carried out to demonstrate the performance 
of Bayesian methods for the proposed model. We will consider the case of two groups. 
The model formulation for each group is defined similarly as Equations (2.12)-(2,15). 
Notations labeling the groups in Equations (2.16)-(2.18) will be incorporated into our 
current simulation studies correspondingly since multi-sample case will be analyzed here. 
To show our model formulation in more details: 
/ \ (^ ) / W � � 
〜(4x1)) [ a 0 o \ m 
• 1 ) = 0 A 0 二 A ‘⑷ + 4 ? ) , (4.1) 
乂 0 0 AJ 
31 
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/ 1 1 1 1 
where A is of the form: and e j f is a 12 x 1 vector following N[0,屯(/)]， 
\0 I 2 S ) 
in which 屯严 is a diagonal matrix. 
/ \ ⑷ / \ ( " ) / \ ⑷ 
�(3X4) 二 P ^ i 0 �(4X1) +4") = A&g)u;!") + 6!?)’ (4.2) 
\Uii(2x4)y \ 0 \^ili4xl)/ 
where A(/) is of the form with T = 4： as: 
/ \ • 
1 入2’1 A3,I 0 0 0 … 0 0 0 
0 0 0 1 As,2 A6,2 ... 0 0 0 (4 3) 
• • • • • • • • • • ‘ . . . . : : : : : ： . . . . 
0 0 0 0 0 ... 1 All,4 A 12,4^  
By following the indices in A(/)，A? will look like: 
/ \ � T 
1 AI4,5 0 0 … 0 0 
0 0 1 AI6,6 ... 0 0 (4 4) 
• • • • • • • 
• * • 書 • 雄 • 
* t • • • • • 
0 0 0 . . . 1 入 2 0’8乂 
Moreover, is a 20 x 1 vector following N[0,屯》)]where 屯^� is a diagonal matrix. 
/ \ (⑷ 
/ \⑷ / \(力 / \(沒） 
mi \ 71,1 71,2 71,3 71,4 1 621 � 
= + , (4.5) 
、似乂 \/?2/ \72,1 72,2 72,3 72,4/ 
W 
where $！沒）=fen,仏i,仏2，fi22)�了 follows iV[0,企⑷]and 夕）is a 2 x 1 vector following 
Ar[0，屯i叫 with 屯》）being diagonal. We rewrite (/3⑷，r�)as A.^沒). 
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Our simulation study will be under the assumption A^ /^  = .. • = aI^^ = A^ and 
A“i) 二…=A f ) = A”. 
The linear trajectories are designated as ti = 0，£2 二 1，力3 二 2 and t^ = 3. Thus 
/ 1 1 i V ， 
A 二 in Equation (4.1). Moreover, =幼i)：] = ... 二 城]I2 = 0.49 and 
乂0 1 2 3y 
,421) 二 4 2 2 ) = …二 <1)2 二 0.36. 
For Equation (4.2), all free parameters in loading matrix h^u equal to 0.6. In addition, 
= 二…二 4 % = 0.49 a n d t/；泛 二 二 … = = 0-36. 
’ ， / \ 
(0.4 0.8 0.8 0.8 0.8 \ ⑴ ，⑴ 
For Equation (4.5), A” = . In addition, ^p'si =吻52 = 0.49 
\0A 0.5 0.5 0.5 0.5y 
and 劝f?=成）=0.36.中⑴ 二 w i t h 叙知 二 1 and (hj = 0.2, k ^ j;中⑵= 
(0fej)4x4 with (pkk = 1 and (pkj == 0.4, k + j. 
Two settings of prior inputs will be considered to give a sensitivity analysis: 
Type I: All free elements in Ao f^e, Ao^ f^c are taken to be their corresponding true values, 
a忠 = 1 0 and 赠 = 4; 二 10 and 德二 4; a忠 = 1 0 and 想 \ 二 4 for " = 1,2. 
Houk and Hor^ fc are identity matrices. p^Q^  二 8 and R f — i = 3中[^” where equals to 
the true value of 中⑴；p���二 8 and = 3中[)2) where 中 e q u a l s to the true value of 
中(2). 
Type II: All free elements in Aou fc，a r e taken to be 0. a^f^l = 10 and 鄉 = 8; 
二 10 and 忠=8; 4公=10 and "盈,=8 for ^ = 1,2. Houk and Horjk axe diagonal 
matrices with diagonal elements 4. /？！)” = 8 and = where 屯[>1) equals to the 
true value of 少 ⑴ ； 二 8 and R[)2)-i = where 屯(Q?) equals to the true value of 
中(2). 
The posterior distributions for those model parameters will be similarly derived as in 
the previous chapter with only slight modifications since the constraints we imposed are 
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not the same. The logic of mathematical derivations is the same following the details in the 
Appendix. Bayesian methods with Gibbs sampler are adopted for the whole estimation 
process. 
When a variable X follows Gamma[a, /3], the inverse of X follows Inv 一 Gamma[a, . 
We note that for inverted Gamma distribution with parameters ao and ft)，the mean 
equals to and the variance equals to (匆—i)f�—2)- For example, for the Type I 
prior inputs a忍=10 and 思 二 4，they indicate that we have confidence that AjfcU；!” 
is a good predictor of ug) in the second measurement equation. Since the mean of 岭① 
is 0.44 which is close to the true value 0.49, and the variance of ip^ )^  is around 0.025. 
For the situation of Type II prior input 乂丄丄=10 and 0 忍 = 8 , we have less confidence 
than the previous one. The mean of il^ ^^ k with this prior input is 0.89 and the variance 
is around 0.099. Similarly, we can consider the choice of po and Rq^ of a r-dimensional 
R-l 
inverted-Whishart prior distribution for 屯.The mean of 少 is 风)—(;—i. Hence, if we have 
confidence that 屯 is not too far away from the true 屯，we can choose RQ^ and po such 
that R^i = {pQ-r- 1)^0 where 屯 o =屯.For example, the p^Q^  in both settings of prior 
inputs are 8. However, for the Type I setting, the mean of the prior equal to the true 
value of 中⑴ since r 二 4 and R^”—"("[^” -4-1) equals to 中� .However, the mean of 
the prior for Type II setting is twice of the true values. 
Besides, the effect of different sample sizes will be taken into account. We consider two 
cases: Ni = 300, N2 二 350 and Ni = 600, N2 = 700, which means that we will consider 
four simulation studies in total combined with the two types of prior inputs. 
The Bayesian estimates of the unknown parameters based on 100 replications were 
conducted using R package. First, we performed a few tests and found that the Gibbs 
sampler converged in around 500 iterations. We took a burn-in phase of 500 iterations, 
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and further collected T 二 1500 observations to obtain the Bayesian estimates in each 
replication. 
The means and root mean squares of the Ba^ysain estimates are reported in Tables 
4.1 - 4.6. From those tables, we see that the means of Bayesian estimates of the unknown 
parameters are fairly close to the true values and the root mean squares of the Bayesian 
estimates based on 100 replications are reasonably small, which indicates the Baeysian 
estimates are accurate. To be more specific, for the same type of prior inputs, the estimates 
under the case with a larger sample size tends to have smaller biases and root mean 
squares, which is expected by our experience since a large sample size always produces 
more accurate estimates. Besides, for the estimates under the case with the same sample 
sizes, Type I prior tends to result in smaller biases, which is reasonable since Type I prior 
inputs are given based on the true parameter values and the expected values of those prior 
distributions equal to or very close to the true values. The loading matrix parameters in 
A ,^ and the coefficients of the structural equation in Ar^  are the focus and interest of our 
analysis since they contains the most important information for the data's behavior. We 
note that the means of the Bayesian estimates for those parameters are quite accurate 
no matter what prior inputs are used. Although the Bayesian estimates obtained under 
different prior settings have some minor differences. To sum up, the overall empirical 
performance of Bayesian approach is satisfactory. 
4,2 Simulation for model comparison using DIG 
To illustrate the application of DIG to model comparison, we will consider two cases. 
For the first case, the true model has two constraints which are A^^ = A^^ 二 Ki and 
A^) = A^) = A卞 The parameter values are set exactly the same as those in Section 4.1. 
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While for the wrong model, we do not impose any constraints. 
For the second case, the true model has no constraints. The model setting is as 
the followings: all free parameters in A /^) equal to 0.6 while those in A?^ equal to -
,1� [oA 0.8 0.8 0.8 0.8� � /-0.4 -0.8 -0.8 -0.8 -0.8 
0.6; aJ i^) = while A ^ 二 ； 
0.5 0.5 0.5 0.5/ \-0.4 -0.5 一0.5 — 0.5 -0.5/ 
other parameter settings are the same as those in Section 4.1. For the wrong model, we 
impose two constraints on the model which are A ^ = aI^^ = A,, and A ^ = A&2) 二 A^ ”. 
The posterior distributions for all these parameters of different model settings are 
similarly derived as in the previous chapter and Gibbs sampler will again be used to do 
the whole estimation. By using the formula in Section 3.2，we can calculate the DIG values 
and then we will see the rate of picking out the true model correctly by the help of DIG. 
For the first case, we consider two types of prior inputs for the true model. 
Type I is a relatively good prior setting with small variances and expected values close 
to the true values: 
All free elements in Aoufc, Xorjk are taken to be their corresponding true values, o^f於 二 10 
and 忠=4 ; ^ ^ = 10 and 想 ^ = 4; a^ = 10 and = 4 for g = 1,2. Honk and 
Ho f^c are identity matrices. = 8 and ！^”—丄=where ^^^^ equals to the true 
value of 屯 ⑴ ； 二 8 and R&2)—i 二 where equals to the true value of 屯⑵. 
Type II is a relatively bad prior setting with large variances and expected values far 
from the true values: 
All free elements in A � — ^Or^ k are taken to be 0. a(ofl = 10 and = 8; 二 10 and 
jg^ll = 8; = 10 and 想 k = 8 for 5 = 1,2. Uouk and Hor,fc are diagonal matrices with 
diagonal elements 4. p^ ^^  = 8 and R[)1)—丄=where 屯[>1) equals to the true value of 
中(1); pi^) = 8 and RP—1 = where ^^Q^ equals to the true value of 屯⑵. 
For the wrong model, we only consider one type of prior input with large variances: 
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All free elements in A^ f丄，恭 for = 1,2 are taken to be 0. a ^ l = 10 and 盐=8; 
= 10 and 忠=8; a忠=10 and 忠=8, for g = l,2. Houk and Ho f^c axe diagonal 
matrices with diagonal elements 4. p^” 二 8 and r I / H 二 6对）where 少f equals to the 
true value of 屯⑴；p^ �）二 8 and 1^ 2)—1 二 純 f where equals to the true value of 
屯(2). 
For the second case, we also consider two types of prior inputs for the true model. 
Type I is a relatively good prior setting with small variances and expected values close 
to the true values: 
All free elements in A f^J^  for 分二 1,2 are taken to be their corresponding true values, 
a监 二 10 and 忠 二 4; == 10 and 二 4; a ^ l == 10 and 盈 二 4, for p 二 1,2. 
and Ho f^c are identity matrices. /^工）=8 and R^”一 1 = 3#忘1) where equals to 
the true value of 屯 ⑴ ； = 8 and 1^ 2)—1 = 3屯f where 屯[f) equals to the true value of 
屯(2). 
Type II is a relatively bad prior setting with large variances and expected values far 
from the true values: 
All free elements in 丄,A^f”^  for fif = 1,2 are taken to be 0. = 10 and 二 8; 
= 10 and 想 k = 8; 4公 二 10 and "绍)知=8, for p = l,2. Ho f^c and H�纳 are diagonal 
matrices with diagonal elements 4. p&i) = 8 and R^ i)—工=6中gi) where 屯^丄）equals to the 
true value of 屯⑴；p^ Q^  二 8 and 二 6屯[j?) where 屯[>2) equals to the true value of 
屯(2). 
For the wrong model, we only consider one type of prior input with large variances 
since the simulated data are generated under the true model: 
All free elements in Aowfc，Ao袖 are taken to be 0. = 10 and 忠 = 8 ; 越 ^ = 10 and 
品\ = 8； OL�盈k 二 10 and = 8, for p = 1,2, B.ouk and Ho^ f^c are diagonal matrices with 
t 
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diagonal elements 4. p^ Q^  = 8 and = 6屯^ where equals to the true value of 
#(1); = 8 and = 6屯[>2) where equals to the true value of 屯⑵. 
The results of previous analysis are displayed in Table 4.7. Our criteria is to pick out 
the model with smaller DIG value as the correct model. Except the first case with bad 
prior inputs for true model, others have 100% rate to correctly pick out the true model. 
To investigate more for the non-100% case, we list out the the relative differences for 20 
out of 100 replications. The formula is x ^00%.The range for these 20 
replications is around 0.00%-0.04%. Actually, they are all negligible. We should always 
bear in mind that there is a，parsimonious, guideline when it comes to model comparison. 
The criterion to pick the model with smaller DIG value is not necessarily to be viewed as a 
strict rule. In our situation, the model with the two constraints is definitely simpler than 
the model without any constraints. So it is fair enough if we still tend to choose the true 
model out as the correct model for these 20 cases, which may rectify the rate to 100%. 
A plausible explanation for the situation that DIG may pick the model wrongly based 
only on the absolute difference DlCtme 一 DlC^rarig is that: for the first case, the data are 
generated under the constraints on loading matrix and coefficients only, the error variances 
are still different for the two groups. Then the data is used to estimate the model without 
any constraint. That is to say, the two groups of data are used separately to estimate 
the corresponding parameters for the non-constraint model. Things may go wrong then. 
This might be a minor disadvantage of using DIG, Generally speaking, model selection 
should always be approached on a problem-by-problem basis. As for the second case, the 
data is generated under the true model of which the loading matrices and coefficients are 
poles apart for the two groups. Then the data is used to estimate the model under two 
constraints, it is not surprising that it is easier to pick out the true model as the correct 
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one in this case than for the first case. Besides, we observe that the mean DIG differences 
between true and wrong models are much more obvious for the second case. 
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Table 4.1: Performance of the Bayesian estimates for A^ and A" in the simulation study 
with sample size Ni = 300, N2 = 350 with Type I and Type II prior inputs. 
Type I Type II 
Par True Mean RMS Mean RMS 
A„2,i 0.6 0.599 0.013 0.599 0.011 
入,3，i 0.6 0.600 0.011 0.596 0.014 
入u5，2 0.6 0.600 0.006 0.598 0.007 
入《6，2 0.6 0.600 0.007 0.598 0.007 
0.6 0,601 0.005 0.599 0.005 
A„9,3 0.6 0.599 0.005 0.599 0.005 
A,,11,4 0.6 0.600 0.004 0.599 0.004 
A„i2，4 0.6 0.600 0.004 0.599 0.004 
A,,14,5 0.6 0.610 0.026 0.594 0.030 
A i^6,6 0.6 0.603 0.017 0.599 0.017 
A,,18,7 0.6 0.600 0.011 0.599 0.010 
A^ 20.8 0.6 0.600 0.008 0.601 0.009 
0.4 0.406 0.041 0.397 0.046 
711 0.8 0.808 0.059 0.792 0.059 
712 0.8 0.790 0.051 0.798 0.048 
713 0.8 0.830 0.077 0.837 0.075 
714 0.8 0.781 0.060 0.791 0.053 
/32 0.4 0.397 0.031 0.400 0.030 
721 0.5 0.511 0.046 0,509 0.040 
722 0.5 0.491 0.036 0.488 0.044 
723 0.5 0.509 0.055 0,517 0.051 
724 0.5 0.486 0.043 0.486 0.046 
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Table 4.2: Performance of the Bayesian estimates for 屯i and 屯2 in the simulation study 
with sample size Ni = 300，N2 = 350 with Type I and Type II prior inputs. 
Group 1 Group 2 
Type I Type II Type I Type II 
Par True Mean RMS Mean RMS Tnie Mean_RMS Mean_RMS_ 
t/ji’i 0.49 0.484 0.080 0.548 0.080 0.36 0.374 0.050 0.421 0.073 
/^；l’2 0.49 0.481 0.068 0.537 0.075 0.36 0.371 0.043 0.407 0.059 
叙 3 0.49 0.474 0.065 0.529 0.072 0,36 0.362 0.049 0.412 0.064 
0.49 0.487 0.089 0.599 0.123 0.36 0.390 0.065 0.478 0.127 
紅 5 0.49 0.503 0.062 0.559 0.094 0.36 0.372 0.048 0.438 0.088 
V,i’6 0.49 0.482 0.049 0.516 0.055 0.36 0.366 0.029 0.396 0.048 
•口 0.49 0.486 0.052 0.506 0.048 0.36 0.354 0.031 0.378 0.034 
也,8 0.49 0.477 0.076 0.593 0.125 0.36 0.389 0.062 0.465 0.114 
也’9 0.49 0.512 0.097 0.597 0.125 0.36 0.396 0.073 0.478 0.128 
t/Vio 0.49 0.489 0.082 0.544 0.079 0.36 0.372 0.045 0.420 0.070 
也，11 0.49 0.482 0.070 0.523 0.064 0.36 0.368 0.047 0.417 0.069 
1/；1，12 0.49 0.488 0.083 0.636 0.160 0.36 0.399 0.080 0.520 0.169 
t/;2,i 0.49 0.485 0.062 0.528 0.062 0.36 0.368 0.043 0.400 0.052 
,/；2,2 0.49 0.490 0.043 0.514 0.048 0.36 0.363 0.032 0.389 0.039 
'02.3 0.49 0.494 0.045 0.514 0.051 0.36 0.368 0.033 0.381 0.038 
V�,4 0.49 0.482 0.062 0.531 0.071 0.36 0.366 0.039 0.403 0.057 
-02,5 0.49 0.495 0.046 0.518 0.052 0.36 0.363 0.028 0.385 0.039 
^2,6 0.49 0.481 0.039 0.515 0.047 0.36 0.363 0.030 0.384 0.041 
y;2,7 0.49 0.492 0.061 0.531 0.068 0.36 0.367 0.040 0.405 0.055 
V>2，8 0.49 0.489 0.045 0.510 0.043 0.36 0.362 0.029 0.391 0.046 
/^；2，9 0.49 0.481 0.043 0.517 0.052 0.36 0.368 0.029 0.385 0.041 
2^,10 0.49 0.492 0.071 0.541 0.080 0.36 0.371 0.047 0.415 0.067 
权 u 0.49 0.484 0.045 0.516 0.053 0.36 0.360 0.033 0.387 0.040 
V;2,i2 0.49 0.494 0.054 0.513 0.051 0.36 0.367 0.034 0.381 0.034 
？/^2,13 0.49 0.486 0.072 0.540 0.074 0.36 0.378 0.053 0.429 0.081 
V"2，14 0.49 0.484 0.049 0.517 0.049 0.36 0.362 0.032 0.390 0.044 
V;2,i5 0.49 0.490 0.071 0.533 0.070 0.36 0.368 0.039 0.409 0.060 
V^2’16 0.49 0.485 0.046 0.522 0.054 0.36 0.364 0.031 0.394 0.043 
0.49 0.483 0.074 0.531 0.070 0.36 0.374 0.053 0.402 0.054 
2^,18 0.49 0.485 0.048 0.520 0.054 0.36 0.358 0.026 0.388 0.041 
论 2,19 0.49 0.476 0.068 0.571 0.101 0.36 0.382 0.047 0.446 0.095 
如，20 0.49 0.486 0.049 0.512 0.052 0.36. 0.361 0.033 0.384 0.038 
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Table 4.3: Performance of the Bayesian estimates for # and 屯5 in the simulation study 
with sample size Ni = 300, N2 = 350 with Type I and Type II prior inputs. 
Group 1 Group 2 
Type I Type II Type I Type II 
Par True Mean RMS Mean RMS True Mean RMS Mean RMS 
板 0.49 0.470 0.071 0.552 0.087 0.36 0.362 0.049 0.426 0.077 
畅 0.49 0.478 0.058 0.514 0.058 0.36 0.357 0.044 0.387 0.043 
(?H，1 1.00 0.966 0.117 0.954 0.108 1.00 0.981 0.108 0.930 0.116 
0i’2 0.20 0.203 0.074 0.232 0.074 0.40 0.409 0,058 0.426 0.071 
(/>i’3 0.20 0.197 0.080 0.205 0.082 0.40 0.390 0.068 0.403 0.066 
0.20 0.199 0.068 0.206 0.063 0.40 0.398 0.061 0.395 0.066 
0.20 0.203 0.074 0.232 0.074 0.40 0.409 0.058 0.426 0.071 
1.00 0.991 0.091 1.000 0.099 1.00 0.993 0.072 0.987 0.076 
^23 0.20 0.199 0.069 0.202 0.072 0.40 0.392 0.074 0.395 0.059 
如’ 4 0.20 0.193 0.068 0.203 0.066 0.40 0.398 0,069 0.403 0.060 
031 0.20 0.197 0.080 0.205 0.082 0.40 0.390 0.068 0.403 0.066 
如 0 . 2 0 0.199 0.069 0.202 0.072 0.40 0.392 0.074 0.395 0.059 
如，3 1.00 0.960 0.148 0.903 0.150 1.00 0.938 0.128 0.908 0.131 
c/>34 0.20 0.214 0.081 0.257 0.098 0.40 0.418 0.068 0.439 0.075 
如，1 0.20 0.199 0.068 0.206 0.063 0.40 0.398 0.061 0.395 0.066 
(^ 4,2 0.20 0.193 0.068 0.203 0.066 0.40 0.398 0.069 0.403 0.060 
043 0.20 0.214 0.080 0.257 0.098 0.40 0.418 0.068 0.439 0.075 
(^4，4 0.20 0.987 0.095 0.982 0.109 1.00 0.989 0.079 0.967 0.091 
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Table 4.4: Performance of the Bayesian estimates for A„ and A" in the simulation study 
with sample size Ni = 600，N2 二 700 with Type I and Type II prior inputs. 
Type I Type II 
Par True Mean RMS Mean RMS 
A«2，i 0.6 0.599 0.008 0.598 0.008 
A,,3,1 0.6 0.600 0.009 0.599 0.008 
A„5,2 0.6 0.600 0.005 0.599 0.005 
A„6，2 0.6 0.601 0.005 0.600 0.005 
入沾’ 3 0.6 0.600 0.004 0.600 0.004 
A,,9,3 0.6 0.600 0.004 0.600 0.004 
A,,11,4 0.6 0.600 0.003 0.600 0.003 
A„‘I2，4 0.6 0.601 0.003 0.600 0.003 
A 以 i4’5 0.6 0.599 0.021 0.597 0.021 
A«I6，6 0.6 0.602 0.013 0.599 0.011 
A,,18,7 0.6 0.601 0.008 0.600 0.008 
A«20’8 0.6 0.600 0.006 0.600 0.006 
I3i 0.4 0.398 0.029 0.397 0.027 
711 0.8 0.808 0.042 0.805 0.038 
712 0.8 0.801 0.033 0.789 0.037 
713 0.8 0.812 0.043 0.822 0.050 
714 0.8 0.789 0.038 0.797 0.039 
(32 0.4 0.401 0.020 0.400 0.022 
721 0.5 0.508 0.028 0.504 0.028 
722 0.5 0.496 0.025 0.496 0.026 
723 0.5 0.501 0.034 0.512 0.039 
724 0.5 0.496 0.028 0.492 0.031 
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Table 4.5: Performance of the Bayesian estimates for 屯i and 屯2 in the simulation study 
with sample size Ni = 600, N2 = 700 with Type I and Type II prior inputs. 
Group 1 Group 2 
Type I Type II Type I Type II 
Par True M 隱 RMS M 醒 RMS True Mean RMS——Mean RMS 
紅 1 0.49 0.486 0.061 0.519 0.056 0.36 0.369 0.040 0.401 0.053 
也’,‘2 0.49 0.498 0.062 0.515 0.051 0.36 0.361 0.034 0.387 0.043 
叙 3 0.49 0.489 0.057 0.507 0.056 0.36 0.363 0.034 0.391 0.043 
论 i’4 0.49 0.484 0.077 0.555 0.085 0.36 0.382 0.058 0.435 0.086 
咖，5 0.49 0.496 0.051 0.530 0.060 0.36 0.372 0.037 0.397 0.050 
'如，6 0.49 0.496 0.033 0.503 0.038 0.36 0.359 0.023 0.379 0.028 
也,7 0.49 0.493 0.040 0.493 0.035 0.36 0.357 0.027 0.364 0.026 
也’8 0.49 0.487 0.074 0.549 0.083 0.36 0.377 0.048 0.428 0.080 
也 0 . 4 9 0.505 0.074 0.550 0.078 0.36 0.378 0.054 0.441 0.091 
也，10 0.49 0.476 0.063 0.514 0.055 0.36 0.368 0.033 0.394 0.045 
如 u 0.49 0.472 0.067 0.510 0.058 0.36 0.356 0.038 0.386 0.044 
也，12 0.49 0.489 0.085 0.585 0.115 0.36 0.394 0.070 0.468 0.117 
板 1 0.49 0.488 0.048 0.506 0.046 0.36 0.362 0.034 0.384 0.040 
也，2 0.49 0.485 0.036 0.503 0.038 0.36 0.364 0.022 0.373 0.026 
叙 3 0.49 0.490 0.029 0.502 0.032 0.36 0.358 0.024 0.372 0.026 
论2:4 0.49 0.482 0.043 0.506 0.045 0.36 0.370 0.034 0.383 0.036 
/^；2，5 0.49 0.486 0.035 0.502 0.032 0.36 0.365 0.024 0.371 0.025 
紅 6 0.49 0.484 0.030 0.499 0.033 0.36 0.363 0.022 0.381 0.029 
0.49 0.482 0.051 0.509 0.048 0.36 0.362 0.033 0.380 0.034 
也’8 0.49 0.487 0.035 0.506 0.037 0.36 0.357 0.019 0.372 0.025 
也’’9 0.49 0.488 0.032 0.504 0.037 0.36 0.362 0.021 0.369 0.022 
如 0 . 4 9 0.481 0.055 0.518 0.055 0.36 0.370 0.036 0.389 0.046 
V,2，i 0.49 0.492 0.030 0.499 0.032 0.36 0.363 0.023 0.375 0.028 
«02，12 0.49 0.490 0.034 0.500 0.035 0.36 0.357 0.024 0.371 0.025 
V�’.i3 0.49 0.493 0.059 0.512 0.048 0.36 0.368 0.037 0.391 0.041 
0.49 0.492 0.038 0.502 0.039 0.36 0.359 0.025 0.376 0.028 
功2:15 0.49 0.498 0.060 0.522 0.060 0.36 0.364 0.033 0.383 0.037 
也，16 0.49 0.480 0.041 0.501 0.035 0.36 0.359 0.022 0.375 0.026 
如 0 . 4 9 0.495 0.056 0.511 0.049 0.36 0.366 0.039 0.386 0,041 
V々 ，i8 0.49 0.490 0.032 0.508 0.038 0.36 0.360 0.023 0.370 0.024 
也，19 0.49 0.482 0.069 0.526 0.067 0.36 0.361 0.038 0.404 0.057 
如 20 0.49 0.490 0.041 0.505 0.037 0.36‘ 0.363 0.025 0.374 0.027 
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Table 4.6: Performance of the Bayesian estimates for $ and 屯5 in the simulation study 
with sample size Ni = 600，N2 = 700 with Type I and Type II prior inputs. 
Group 1 Group 2 
Type I Type II Type I Type II 
Par True Mean RMS Mean RMS True Mean RMS Mean RMS 
如 1 0.49 0.478 0.066 0.517 0.064 0.36 0.355 0.039 0.391 0.044 
如 2 0.49 0.484 0.040 0.498 0.035 0.36 0.358 0.027 0.373 0.028 
(^1，1 1.00 0.980 0.089 0.978 0.073 1.00 0.977 0.071 0.979 0.076 
紅 2 0.20 0.207 0.054 0.211 0.055 0,40 0.400 0.040 0.412 0.041 
0.20 0.199 0.053 0.199 0.050 0.40 0.398 0.045 0.393 0.050 
c/>i,4 0.20 0.200 0.052 0.201 0.051 0.40 0.396 0.046 0.403 0.049 
如，1 0.20 0.207 0.054 0.211 0.055 0.40 0.400 0.040 0.412 0.041 
^2,2 1.00 1.010 0.066 0.996 0.067 1.00 0.993 0.053 0.990 0.054 
^2,3 0.20 0.199 0.050 0.201 0.048 0.40 0.394 0.044 0.394 0.051 
^2,4 0.20 0.198 0.049 0.196 0.046 0.40 0.404 0.041 0.398 0.041 
03，i 0.20 0.199 0.053 0.199 0.050 0.40 0.398 0.045 0.393 0.050 
032 0.20 0.199 0.050 0.201 0.048 0.40 0.394 0.044 0.394 0.051 
033 1.00 0.978 0.095 0.955 0.095 1.00 0.974 0.080 0.918 0.106 
0.20 0.201 0.058 0.234 0.071 0.40 0.412 0.050 0.429 0.051 
</>4，i 0.20 0.201 0.052 0.201 0.051 0.40 0.396 0.046 0.403 0.049 
04,2 0.20 0.198 0.049 0.196 0.046 0.40 0.404 0.041 0.398 0.041 
(^4，3 0.20 0.201 0.058 0.234 0.071 0.40 0.412 0.050 0.429 0.051 
(5^4,4 0.20 0.999 0.075 0.981 0.074 1.00 0.982 0.067 0.980 0.058 
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Table 4.7: Performance of model comparison using DIG with sample size Ni = 300, N2 = 
350. 
First case Second case 
Type I priors Type II priors Type I priors Type II priors 
correct pick 100% 80% 100% 100% 
Mean of D ie of 35276.82 35868.73 35310.28 35865.43 
true model 
SD of D ie of 196.18 185.50 181.11 225.12 
true model 
Mean of DIG of 35854.04 35882.05 44773.02 44741.1 
wrong model 
SD of D ie of 180.53 185.03 209.06 228.84 
wrong model 
• End of chapter . 
« 
Chapter 5 
An illustrative example 
5.1 Background introduct ion 
When people refer to capital structure, they are most likely referring to a firm's debt-
to-equity ratio, which provides insight into how risky a company is. Usually a company 
more heavily financed by debt poses greater risk, as this firm is relatively highly levered. 
Capital structure may include different types of both equities and liabilities and it has 
long been the subject of debate concerning its determination, evaluation, and accounting. 
There are many theorems proposed to provide some insights into the capital structure 
decisions. For example, the Modigliani-Miller theorem, proposed by Franco Modigliani 
and Merton Miller, forms the basis for modern thinking on capital structure. But many 
assumptions are imposed for that theorem. For instance, the market is perfect; there are 
no agency cost, taxes, or bankruptcy cost; perfect information exists in the market. Later, 
other theorems tried to relax the assumptions imposed in the previous theorem. Trade-
off theory and Pecking order theory are the two famous theorems. In Trade-off theory, 
bankruptcy cost is allowed; in Pecking order theory, the cost of asymmetry information is 
47 
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considered. Some major unobservable theoretical attributes identified by those different 
capital structure theories will be included in our study and we will construct proxies 
for these attributes. Our data concerns the Chinese listed companies. We will have a 
longitudinal study focusing on a consecutive 9-year data for capital structure and those 
related attributes of those companies. Our objective is to relate the latent growth factors of 
capital structure to the latent growth factors of other attributes and see whether the state-
owned listed companies and non-state-owned listed companies have similar coefficients in 
the structural equation. China has the largest developing economy in the world and 
draws the global attentions, so we are quite interested in studying those Chinese listed 
firms. Booth et al. (2001) pointed out that it is more important to know a firm's country 
than a firm's characteristics when forecasting a firm's leverage situation. They imply that 
cross-country differences in taxes, institutional environments, and even investor protection 
might profoundly affect the firm's leverage. China has a very special institutional setting 
from many different aspects. To be more specific, for example, the government usually 
provides preferential tax rate of 15% according to the regional differences in order to 
stimulate the economic development. Moreover, Chinese legal system is still incomplete 
and immature which might cause harm to the debt holders when it comes to bankruptcy 
procedures. One more unique feature in Chinese capital market is that there are strict 
restrictive regulations imposed for the issuance of bond, which limits the financing options 
of those listed companies. Lastly, those listed firms are mostly assisted by the Chinese 
government, which help them gain the favor of the bank for financing purpose. All of the 
above mentioned features make Chinese list companies quite unique. 
« 
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5.2 Some firm-specific factors t ha t may affect the capital 
s t ruc ture 
How to choose the measurements for capital structure is still on debate due to the lack 
of a formal definition for that. So we would like to combine some measurements to-
gether as the indicators for Capital structure. The first one is simply the ratio of total 
debt over total assets (TDR). It is the broadest definition of leverage and includes both 
long-term and short-term debt. The second one is the ratio of long-term debt over to-
tal assets (LDR). The third one is the ratio of short-term debt over total assets (SDR). 
Especially for Chinese companies, we notice the short-term debt plays a crucial role in 
corporate finance. We refer back to Equation (2.16)-(2.17), to be more specific, u绍）二 
卵 Rii,LDRa,SDE4i,TDRt2,LDRi2 邵 Ri2,…,TDRi9,LDRi9, SDR i9)� 丁 for g 二 
1,2 and the longitudinal latent variable for g 二 1,2 represent the 9-year unobserved 
information for Capital structure. � for g = 1,2 indicates the intercept and slope in-
formation for the 9-year's change of Capital structure. The followings are some major 
attributes that may be relevant to the capital structure of a firm. 
1. Operational risk (Xii) 
An operational risk is, as the name suggests, a risk arising from execution of a company's 
business functions. Determining appetite for operational risk is a discipline which is still in 
its infancy. Therefore the standard deviation of prime operating revenue ratio (SDPOR) 
is used as an indicator of Operational risk in our study. If we refer back to Equation 
(2.16)-(2.17), 二 { ^ D P O R i i , S D P O R i 2 , … f o r " = 1,2 and e j f for 
g = 1,2 contains the information of the intercept and slope for the 9-year's change of 
Operational risk. 
2. Size {iVii) 
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Large firms are more diversified than small ones and they are able to stand higher debt. 
Besides, the asymmetric information may be less severe for large firms. Thus outside 
investors favor the large firms and make them have an easier access to debt financing. 
Meanwhile, the cost for equity financing is also low for large firms since the market values 
of large firms are barely twisted such that they tend to have equity financing rather than 
debt financing. Thus, the effect of Size on Capital structure is undecided yet. Indicators 
for this factor include the natural logarithm of total assets (LTA) and the natural log-
arithm of prime operating revenue (LPOR). If we refer back to Equation (2.16)-(2.17), 
二 成 f o r g = h2, for 
g = l,2 contains the 9-year information for this factor Size, and for ^^  == 1,2 includes 
the information of the intercept and slope for the 9-year's change of Size. 
3. Profitability {0^12) 
The profitability of a firm is its ability to make money. When it comes to financing, the 
firms will usually have a priority order as: retained earnings, bond issuance, and finally 
external equity. Since using retained earnings costs the least, it is the favorite way for 
fund raising. Consequently profitable firms tend to have less debt. Meanwhile, the ability 
of profitable firms to generate economic benefit is very strong, such that they may borrow 
more. And this will help shield incomes from corporate tax. So the effect of Profitability 
on Capital structure is also not clear. We use return on equity (ROE), return on assets 
(ROA), net profit margin on sales (NSR), sales gross profit rate (NGR) and earnings 
per share (EPS) as indicators of profitability. If we refer back to Equation (2.16)-(2.17), 
= {ROEii, ROAii, NSRii, NGRn, EPSn …，ROEiQ, ROAiQ, NSRig, NGRig, 
� T for p = 1,2, for = 1,2 contains the 9-year information for this factor 
Profitability, and 专绍）for g = 1,2 includes the information of the intercept and slope for 
CHAPTER 5. AN ILLUSTRATIVE EXAMPLE 51 
the 9-year's change of Profitability. 
4. Liquidity (u?� 
Liquidity is the degree to which an asset or security can be bought or sold in the market 
without affecting the asset's price. So it is characterized by a high level of trading activity. 
It is well accepted that firms with high liquidity tend to borrow less since liquid assets are 
easy to be turned into cash. However, they may tend to have more short-term loans since 
more liquid assets lead to higher debt-paying ability. That is to say, the effect of Liquidity 
on Capital structure is unknown yet. Two indicators are used to measure liquidity, they 
are the liquidity ratio (LR) and quick ratio (QR). If we refer back to Equation (2.16)-
(2.17), u这）二 (LRii,QRii, LRi2, Q 凡 2,... , LRiQ, � 了 for " = 1,2，4《） r^ 9=1,2 
contains the 9-year information for this factor Liquidity, and for g = l,2 includes the 
information of the intercept and slope for the 9-year's change of Liquidity. 
5. Ownership structure (0；《4) 
Ownership structure is of significant importance because it determines the incentives of 
managers and thereby the economic efficiency of the firms they manage. Chinese listed 
companies have a different and unique ownership structure since the shares structures 
are classified into state-held shares, legal-person shares and tradable shares. The state 
ownership is the most controversial part. Firms with substantial state-held shares are 
more possible to have a higher debt ratio. When the level of legal person shares is 
high, the managerial behavior will be more closely monitored and therefore there tends 
to be less debt. Lastly, it is self-evident that tradable shares are expected to be nega-
tively correlated with leverage. As a whole, the Ownership structure's effect on Capital 
structure needs to be investigated. Indicators of Ownership structure include the ra-
tios of state shares (STATEP), legal persons shares (LEGALP), and Circulation shares 
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(CIRA) over issued and outstanding shares. If we refer back to Equation (2.16)-{2.17), 
= ^ATEPii,LEGAmuCIRAn,..�STATEFi9,LEGALPi9,CIRAi9�^T fo^ 
g = 1,2，o^ l) for p = 1,2 contains the 9-year information for this factor Ownership 
structure, and for p = 1,2 includes the information of the intercept and slope for the 
9-year's change of Ownership structure. 
5.3 Real da ta illustration 
The Table 5.1 summarizes the above information for different factors. Our whole data 
set contains 852 companies of which 314 are state-owned listed companies (Group 1) and 
538 are non-state-owned listed companies (Group 2). If we refer back to the models 
formulation of Equation (2.16)-(2.18), r = 二 4 for this data set. By following the 
order of the indicator variables for each latent factor in that table, Uiy will be 27 x 1 vector 
containing the 9-year records for the 3 indicator variables of factor Capital structure; un 
will be a 18 X 1 vector containing the 9-year records for the 2 indicator variables of factor 
Size. The same logic can be applied to define Uj2 to u^. will be a 9 x 1 vector 
containing the 9-year records for Operational risk. Since we only consider a linear growth 
curve for each trajectory, m = 2 for this 9-year study. A in Equation (2.16) equals to 
1 1 1 1 1 1 1 1 � T 
.Simultaneously, rf^  and 忘for j == 1,.. • ,5 will all be a 
�0 1 2 3 4 5 6 7 8 ) 
2 x 1 vectors. Aj in Equation (2.17) can be similarly defined as in (2.10) based on how 
many indicators a factor has. For the structural equation formula, BCQ) is defined to be 
I \ 
71,1 0 71,3 0 ••. 71,9 0 . ^ i j zero and r � is . That is to say, we would like 
乂 0 72,2 0 72,4 ... 0 72,10/ 
to simply regress the intercepts of other factors' trajectories on the intercept related to 
Capital structure and to regress the slops of other factors' trajectories on the slope related 
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to Capital structure. Figure 5.1 shows the path diagram of Operational risk with its latent 
growth factors. Figure 5.2 shows the path diagram of Size with its indicator variables and 
latent growth factors. The case for latent variables Profitability, Liquidity and Ownership 
structure can be similarly pictured. Figure 5.3 demonstrates the path diagram for Capital 
structure with its indicator variables and latent growth factors. Lastly, Figure 5.4 shows 
the relationship of endogenous and exogenous latent growth factors of the proposed model. 
For this real data analysis, we should first try to examine possible constraints between 
parameters in the two groups. To do so, we compare two models first: 
Model 1: no constraint. 
Model 2: model with one constraint on the loading matrix = A f^) = A^. 
For model 1, relatively flat priors are given since we do not have too much information for 
this model: all free elements in A^^i, Aq?,!； for g = 1,2 are taken to be 0 . 知 = = 1 0 and 
卢恕fc = 8; a(品\ = 10 and 想 \ = 8; = 10 and = 8, for " = 1 , 2 . and Hq,,^ . 
are diagonal matrices with diagonal elements 4. p[f) = 6 and equals an identity 
matrix for ^ = 1,2 . 
For model 2, we still choose relatively flat priors: all free elements in Aoufc, ^o^k ^ot g = 1,2 
are taken to be 0. 二 10 and 盐 = 8 ; o^红=10 and = 8; a^^f, 二 10 and 鄉 二 8 
for g = 1,2. Houfc and Hor^ fc are diagonal matrices with diagonal elements 4. p》）=6 and 
沒)—1 equals an identity matrix g = 1，2.、 
The Die value for model 1 is = 120227.4 while D2 = 123166.9 for model 2. The 
difference is not minor, so we can not pick Model 2. We continue to try another model 
formulation with one constraint. 
Model 3: model with one constraint on the coefficients aJ,” = A‘2) 二 a”. 
For model 3: all free elements in for g = 1,2 and Ao j^k are taken to be 0. ag]^ = 10 
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and fi盐=8; = 10 and 烟 ^ 二 8 ;必么 二 10 and P激=8 for p = 1,2. Uouk and Ho灿 
are diagonal matrices with diagonal elements 4. = 6 and 卜i equals an identity 
matrix for ^ = 1,2. The DIG value for model 3 is 二 120915.4. Although it is still larger 
than Di. But the difference is negligible based on this formula: ^ ^ ^ x 100%. In addition, 
we always favor the simpler model So Model 3 is a possible model for our analysis. To 
follow the hierarchy of model comparison, we would like to add one more constraint on 
model 3. We do not intend to add constraint A^^ = aI^^ = K on model 3. Picking 
Model 3 over Model 1 already assures us that the two groups have the similar coefficients, 
so the association degree of each longitudinal latent variable with the indicator variables 
in aJ?) for 沒二 1,2 no longer matters that much. What draws more of our attention is 
that whether the correlations of those exogenous latent growth factors in the structural 
equation model are the same or not. 
Model 4: model with two constraints: A ^ = A^) = Ar, and 屯⑴ 二 屯⑵ = 屯 
For model 4: all free elements in X^^^ for p = 1,2 and Aor;fc are taken to be 0. 二 10 
and 盐 二 8; ajf^l 二 10 and 體,二 8; 二 10 and 鄉^^ 二 8 for “ 二 1,2. Ho,,’ and 
Horyfc are diagonal matrices with diagonal elements 4. /9o == 6 and Rq^ equals an identity 
matrix. 
The Die value for model 4 is LU = 122502.6. It is comparatively larger than D3. So 
Model 3 will be our final model. At this stage, we do not intend to try other constraints 
situations for practical purpose. Our subsequent analysis for this data set will be carried 
out under the framework of model 3 setting. 
The estimates for unknown parameters in loading matrix aL分）for g= 1,2 are all sig-
nificant which indicates strong associations between observed variables and corresponding 
latent factors. Part of the estimates for unknown parameters in A ^ for g = 1,2 will be 
4 ‘ 
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reported in Table 5.2. 
Our main interest is the effects of pattern of change for other attributes on the pattern 
of change for Capital structure. Specifically, we are interested in the structural equation 
coefficients for the two groups and studying how the dynamic changes of those factors 
influence the response latent factors ru. The estimated structural equations are given as 
follows. The values in parentheses provide the standard error estimates of the associated 
parameters. 
rjii = 0.029 - 0.174Ca,i 一 0.001^ 2^,1 一 p.442&,i 一 0.046^4,1 — 0.24065,1, 
糾 ( 0 . 0 1 5 ) (0.251) ’ (0.050) (0.383) (0.051) (0.169) 
r)i2 二 0.357 - 0.2啦 1,2 + 0.147^ 2^,2 — p.l20£i3,2 — 0 一 0 18165,2. 
叫 （ 0 . 1 1 5 ) (0.120) , (0.063) (0.044) (0.015) (0.101) 
To begin our conclusion, we start with the analysis of coefficients in structural equation 
model. Firstly, for example, Pi 二 0.029(0.015) and 02 = 0.357(0.115) are statistically 
significant based on a p-value of 0.1 and 0.05 respectively. Secondly, 72,2 = —0.291(0.120)， 
72，4 = 0.147(0.063) and 72,6 = -0.120(0.044) are statistically significant based on a p-
value of 0.05. 72,2 represents the negative effect of rate of change in Operation risk on the 
rate of change in Capital structure. This negative effect shows that as a firm increases 
the rate of change in Operation risk over time, the rate of change in Capital structure 
decreases. This is reasonable since as the risk for a firm is larger, it is more difficult for 
this firm to get extra fund. 72,4 represents the positive effect of rate of change in Size on 
the rate of change in Capital structure. This positive effect shows that as a firm increases 
the rate of change in Size over time, the rate of change in Capital structure also increases. 
This makes sense since when the firm is developing, it should have a high-growth. Usually 
high-growth companies are favored by outside debtors during the processing of enlarging, 
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then the number related to debt ratios often increase. 72,6 represents the negative effect 
of rate of change in Profitability on the rate of change in Capital structure. This negative 
effect shows that as a firm increases the rate of change in Profitability over time, the rate 
of change in Capital structure decreases. That is to say, based on our data, a firm may 
tend to use retained earnings other than loaning to get fund when its ability to make 
money is strong, which will result in a reduction for the need to have debt. Thirdly, 72,8 
is small and insignificant. If a further study is possible, it is interesting to see whether 
an interaction effect exist between the latent growth factors of this and other attributes'. 
Finally, 72,10 are comparatively small, but it is significant based on a p-value of 0.1. This 
represents the negative effect of rate of change in Ownership structure on the rate of 
change in Capital structure. This negative effect shows that as a firm increases the rate 
of change in Ownership structure, the rate of change in Capital structure decreases. It is 
a little bit hard to explain this since we can not say the ownership structure is high or 
low. Anyway, this coefficient value gives us some information about how the behavior of 
Ownership structure influences that of Capital structure. 
To investigate more, we see in details for variances in both the intercept and slope of the 
two g r o up s .妙= 0.101(0.009) and 二 0.060(0.005) for Group 1. ipf^ = 0.071(0.005) 
and = 0.031(0.002) for Group 2. These variances are significant in both the intercept 
and the slope for the two groups, which indicates that there are significant individual 
differences in both initial level and growth in Capital structure over years for both groups. 
Lastly, almost all covariances in 屯⑴ and 屯� are very small or insignificant except 
that 0毀 二 2.938, = 4.943 and 0毀=7.566 for group 1 and 0器=2.897，0爲 二 5.565 
and (j)fl = 6.329 for group 2. These three numbers tell us that the rate of change for 
Liquidity has high correlation with that for Operational risk, Size and Profitability. This 
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phenomenon may lead to the insignificant coefficients 72,8 in the structural equation. Al-
though the diagonal elements …，(t)%o for y 二 1，2 are small, they are all significant 
since the standard errors are small. That is to say, there are significant individual differ-
ences in both initial level and rate of change in Operation risk, Size, Profitability, Liquidity 
and Ownership structure for individuals of both two groups. Due to the enormous size of 
中(5) for 沒二 1,2 (it is a 10 x 10 matrix), we only report the diagonal values in Table 5.3. 
* 、 
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Table 5.1: Measurements of Variables (Firm-specific factors and Indicators) 
Firm-specific Accounting Measurements 
Factors Indicator Total Debt Ratio Ratio of total debt to total assets 
(TDR) 
Capital Long-term Debt R^tio of long-term debt to total assets 
Structure Ratio (LDR) 
Short-terai Debt R^tio of of short-term debt to total assets 
Ratio (SDR) 
LTA Natural logarithm of Total Assets 
Size Natural logarithm of Prime Operating LPOR „ Revenue 
ROE Net Profit/(Total Assets - Total Debt) — 
ROA Net Profit/Total Assets 
Net Profit Margin ^et Profit/Prime Operating Revenue 
Profitability on Sales (NSR) 
Sales Gross Profit Revenue/(Cost of Sales - Sale Revenue) 
Rate(NGR) 
EPS Net Profit/Issued and Outstanding Shares 
- Liquidity Ratio Current Asse ts / Current Liabilities 
,•」、 jm 
Liquidity (Current Assets - Inventory)/ Current Quick ratio(QR) STATEP State Shares/ Issued and Outstanding Shares 
Legal Persons Shares/ Issued and Outstanding 
Ownership LEG ALP Shares 
Structure Circulation Shares/ Issued and Outstanding 
CIRA eu 
Shares 
“ Prime Operating Standard Deviation of Prime Operating 
Operation Revenue Ratio Revenue / Average of Prime Operating 
馳 (SDPOR) Revenue 
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Table 5.2: Performance of the Bayesian estimates for some elements in aL】）and A^ ?). 
Group 1 Group 2 
Par Est Std Est Std 
A2,i 0.104 (0.024) 0.133 (0.016) 
入5:2 0.119 (0.025) 0.125 (0.015) 
Ag'a 0.105 (0.023) 0.115 (0.016) 
Aii'4 0.085 (0.020) 0.112 (0.016) 
Ai4,5 0.403 (0.027) 0.100 (0.015) 
Ai7:6 0.246 (0.022) 0.114 (0.015) 
A2o,7 0.152 (0.018) 0.113 (0.015) 
A23,8 0.101 (0.015) 0.095 (0.013) 
A26,9 0.101 (0.015) 0.097 (0.013) 
A29，’io 0.045 (0.022) 0.034 (0.011) 
Aai'n 0.056 (0.024) 0.038 (0.012) 
Aaa'is 0.057 (0.024) 0.033 (0.011) 
； 3^5:13 0.063 (0.023) 0.029 (0.010) 
入37:14 0.066 (0.023) 0.025 (0.009) 
入39:15 0.063 (0.022) 0.021 (0.008) 
A4I'I6 0.061 (0.022) 0.015 (0.006) 
入43’17 0.062 (0.022) 0.015 (0.005) 
入45:18 0.070 (0.021) 0.016 (0.005) 
入47:19 0.600 (0.057) 0.828 (0.063) 
入52:20 0.622 (0.038) 0.817 (0.045) 
\57:21 0.563 (0.044) 0.809 (0.038) 
A62,22 0.542 (0.039) 0.824 (0.033) 
入67:23 0.560 (0.037) 0.875 (0.037) 
A72,24 0.595 (0.042) 0.929 (0.045) 
入77:25 0.652 (0.044) 1.016 (0.058) 
A82,26 0.664 (0.052) 1.051 (0.068) 
A87:27 0.666 (0.053) 1.087 (0.081) 
A92,28 -0.197 (0.059) 0.009 (0.000) 
A94:29 0.658 (0.029) 0.008 (0.000) 
入96:30 0.461 (0.053) 0.006 (0.001) 
入眠31 -0.418 (0.070) 0.003 (0.001) 
Aioo,32 -0.232 (0.036) -0.002 (0.004) 
入102’,33 -0.219 (0.023) 0.004 (0.001) 
入 104:34 -0.459 (0.042) 0.002 (0.001) 
Aio6,35 -0.133 (0.070) -0.004 (0.002) 
Aiosise -0.398 (0.040) 0.002 (0.001) 
Alio,37 0.060 (0.020) 0.321 (0.038) 
Ang'as 0.096 (0.033) 0.236 (0.038) 
Aug,39 0.005 (0.008) 0.136 (0.031) 
Al 19,40 0.084 (0.031) 0.170 (0.032) 
Ai22:4i 0.091 (0.031) 0.053 (0.016) 
Ai25:42 0.024 (0.015) 0.127 (0.031) 
Ai28:43 0.072 (0.021) 0.104. (0.023) 
Ai3I',44 0.041 (0.020) 0.054 (0.014) 
Ai34:45 0.071 (0.017) 0.097 (0.025) 
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Table 5.3: Performance of the Bayesian estimates for diagonal elements of 屯⑴ and 屯⑵. 
Group 1 Group 2 
Par Est Std Est Std 
0i，i 0.004 (0.000) 0.002 (0.000) 
(f)2,2 0.105 (0.009) 0.116 (0.008) 
<^3，3 0.044 (0.004) 0.044 (0.004) 
04，4 0.105 (0.019) 0.028 (0.019) 
05,5 0.016 (0.002) 0.004 (0.002) 
(?^6，6 0.110 (0.011) 0.089 (0.011) 
07，7 0.004 (0.000) 0.003 (0.000) 
08,8 0.254 (0.025) 0.350 (0.026) 
(/>9,9 0.005 (0.000) 0.028 (0.000) 
010,10 0.554 (0.057) 0.351 (0.057) 
4 
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Figure 5.1: Path diagram of Operation risk with its latent growth factors. In this figure, 
the error terms are not displayed for brevity. 
SDPORl 
SDP0R3 l A y ^ 讓 
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Figure 5.2: Path diagram of Size with its indicator variables and latent growth factors. In 
this figure, the error terms are not displayed for brevity. 
LPORl X Z V i y A Nv 
LP0R8 p \ = = \ y O 9
« 
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Figure 5.3: Path diagram of Capital structure with its indicator variables and latent 
growth factors. In this figure, the error terms are not displayed for brevity. 
TDRl » -J f 
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Figure 5.4: Path diagram of structural equation model for the proposed models. In this 
figure, the error terms are not displayed for brevity. 
level ^^^^^^^^^^^^^^^^^^^^  ‘4^1^^^^ ^^^ ^^^ ^^^ ^^^ ^^^ ^^  
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• End of chapter . 
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Chapter 6 
Conclusion and further discussion 
Latent curve models and structural equation models are both widely applied in behavioral, 
educational, social, financial and psychological studies. Our proposed model incorporated 
SEMs techniques to analyze the LCMs. In this thesis, we focus on the Bayesian analysis 
of LCMs with longitudinal latent variables. However, we relax the traditional assumption 
tha t all individuals are from a single population and develop the models to the multi-
sample analysis framework. This methodology development is potentially useful in many 
practical applications since it frequently happens in daily life that the each individual 
comes from an identified and known group. Moreover, the use of DIG for model comparison 
is developed under the proposed model background. Both a simulation study and an 
illustrative application involving capital structure have been demonstrated to show the 
proposed model and related Bayesian methodology. 
In practice, we often encounter a more sophisticated situation that the membership 
of each case in the sample is unknown and need to be inferred from the data. So for 
further research, we can generalize the LCMs with longitudinal latent variables to the 
latent class model by introducing an indicator variable. Another possible way for further 
65 
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development is that we include the inter-reactive effects between latent growth factors. 
Like it is shown in Chpater 5, it maybe reasonable to add some non-linear terms for a 
better fit. In addition, a semi-parametric Bayesian approach may be proposed to relax 
the normal assumption of the random error terms in analyzing LCMs. It is more practical 
and more flexible for other complicated cases. 
• End of chapter . 
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Appendix: equation derivation 
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where a2k = N/2 + ao2fc and P^k = Am + 一 �ui^ 分)T + 
A [ 妒 ⑷ 
For 屯1, Aq and we can derive the posterior formulas in a similar way. The details 
will not be presented. 
3. Conditional distribution of 屯 given sf)，...，S 严 Suppose this Wishart Distribution 
is r-dimensional: 
G 
p(剩D，n,S) = p(刮 S 2)ocEP(#)P(S�叫 
&=1 
a ；屯|-(P()+杆 1)�於丢tr(Ro-1 中-1)}) 
5=1 
1 Ng 
X � 2 e 邵 1 忘,�}) � 1 
oc I 少 | 一 ( 肿 鄉 即 + R o — 1 ] } . 
Thus, 
<&|S&i)，...，Sf)�T^R,iV + po]， 
where R 二 + Ro-”-丄. 
4. Conditional distribution o/S� given 6, F � 
P ( c !叫… f；⑷）=叫� , � f / " ) ) 
oc M f f l c i A � )KCh役3) 
oc e邵{--(c!力-/4印巧一 
X 臺(f；⑷—A饥 d 即 *⑷— A 爪 d沒)). 
Thus, 
[C严叫〜TV[一)，:S�*], 
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where 一 ) = S � 屯「丄^?) + and S � * = {Al^T^Am + 5：广 Y � 
b. Conditional distribution o/n� given 6, U⑷，S� 
OC � — 力 ) � 2 - I ( U ! 力 一 A U C ^ H ) 
X — � - A 乂 屯 ; -
Thus, 
[ 4 叫 力，c!叫〜ivM"),：^!?)], 
where � 二 �� + 屯：丄八。 ^力 and S�==(屯;：丄 + AJ屯2—丄八,)—丄. 
• End of chapter. 
4 
Bibliography 
Akaike, H. (1973). Information theory and an extension of the maximum likelihood prin-
ciple. Second International Symposium on Information Theory, pages 267 281. 
Bentler, P. (1983). Some contributions to efficient statistics in structural models: Specifi-
cation and estimation of moment structures. Psychometrika, 48(4):493-517. 
Bollen, K. (1989). Structural equations with latent variables. Wiley New York. 
Bollen, K. and Curran, P. (2006). latent curve models: A structural equation perspective. 
Hoboken,NJ:Wiley. 
Booth, L., Avivazian, V., Demirguc-Kunt, A., and Maksimovic, V. (2001). Capital struc-
tures in developing countries. The Journal of Finance, 1:87-430. 
Broemeling, L. (1985). Bayesian analysis of linear models. New York: Marcel Dekker. 
Duncan, T , Duncan, S.，and Strycker, L. (2006). An introduction to latent variable growth 
curve modeling (2nd ed), Mahwah, NJ: Lawrence Erlbaum. 
Dunson, D. B. (2000). Bayesian latent variable models for clustered mixed outcomes. 




Gelman, A., Carlin, J., Stern, H.，and Rubin, D. (2004). Bayesian data analysis (2nd 
edition). London: Chapman k Hall. 
Geman, S. and Geman, D. (1984). Stochastic relaxation, gibbs distributions, and the 
bayesian restoration of images. IEEE Trans. Pattern Anal, Mach, IntelL, 6:721-741. 
Geyer, C. J. (1992). Practical markov chain monte carlo (with discussion). Statistical 
Science, pages 473- 511. 
Guttman, L. (1944). General theory and methods for matric factoring. Psychometrika, 
9(1):1-16. 
Hastings, W. (1970). Monte carlo sampling methods using markov chains and their appli-
cations. Biometrika, 57(1):97-109. 
Joreskog, K. (1978). Structural analysis of covariance and correlation matrices. Psychome-
trika, 43(4) :443 -477. 
Joreskog, K. and Sorbom, D. (1996). LISREL 8: Structural Equation Modeling with the 
SIMPLIS Command Language. Scientific Software. 
Lee, S. (1981). A bayesian approach to confirmatory factor analysis. Psychometrika, 
46:153-160. 
Lee, S. (2007). Structural equation modeling. Wiley. 
Lee, S. and Zhu, H. (2000). Statistical analysis of nonlinear structural equation models 
with continuous and polytomous data. British Journal of Mathematical and Statistical 
Psychology, 53:209- 232. 
BIBLIOGRAPHY 73 
Lee, S. Y. and Song, X. Y. (2004). Evaluation of the bayesian and maximum likelihood 
approaches in analyzing structural equation models with small sample sizes. Multivariate 
Behavioral Research, 39:653 686. 
Lindley, D. and Smith, A. (1972). Bayes estimates for the linear model (with discussion). 
Journal of the Royal Statistical Society, Series B, 34:1-42. 
Meredith, W. and Tisak, J. (1990). Latent curve analysis. Psychometrika, 55:107-122. 
Metropolis, N., Rosenbluth, A., Rosenbluth, M.，Teller, A., and Teller, E. (1953). Equation 
of state calculations by fast computing machines. The Journal of Chemical Physics, 
21 (6): 1087. 
Muthen, B. (2002). Beyond sem: General latent variable modeling. Behaviormetrika, 
29:81-117. 
Muthen, B. and Curraii, J. (1997). General longitudinal modeling of individual differences 
in experimental designs: A latent variable framework for analysis and power estimation. 
Psychological Methods, 2:371 402. 
Pan, J , Song, X., Lee, S” and Kwok, T. (2008). Longitudinal analysis of quality of life 
for stroke survivors using latent curve models. Stroke, 39:2795-2802. 
Schemes, R., Hoijtink, H.’ and Boomsma, A. (1999). Bayesian estimation and testing of 
structural equation models. Psychometrika, 64:37—52. 
Schwarz, G. (1978). Estimating the dimension of a model. The Annals of Statistics, 
6:461—464. 
Song, X. and Lee, S. (2001). Bayesian estimation and test for factor analysis model with 
BIBLIOGRAPHY 74 
continuous and polytomous data in several populations. British Journal of Mathematical 
and Statistical Psychology, 54:237 -263. 
Spearman, C. (1904). General intelligence, objectively determined and measured. Ameri-
can Journal of Psychology, 15(2) :201-293. 
Spiegelhalter, D. J., Best, N” B.R, C., and van der Linde, A. (2002). Bayesian measures of 
model complexity and fit. Journal of the Royal Statistical Society, Series B, 64:583 640. 
Tanner, M. A. and Wong, W. H. (1987). The calculation of posterier distribution by 
data augmentation (with discussion). Journal of the American Statistical Association, 
86:79 86. 












































. . r 。 •








 . 、 ； ： - . ‘ • -
 <
 i - 「 T V - 二 i - . i s . .






















 j r ,
 、从 











































 ^ ^ 

























































 . . - . . / ” - . , 、 —
 .
 .
 r - v —







 . . . . .
 .
 ,







 h , .







 — . ，















































 ： . 





 U 4 《 
















 . r 
推 ——>























































































 \ 、 ， ： . ： ： . . 丨 、 ， ， . ； . i 
> i 〜 ： ’ .-
 ,
 ' ' . I 
J ” 缚 1 H V




 i . . : 〜 ， . . j -




 、 “ ： 悬 . " i 
样 二 " v r





 i 《 l ; - ? 力 2 ^ / 」 
E F r r , .
 .
 、 .
 . ， ： ； ： l ^ 
. » 
‘‘iiK.. 
CUHK L i b r a r i e s 
004777752 
I 
