A dynamic Poisson model is used with a Bayesian approach to modeling to predict cancer mortality. The complexity of the posterior distribution prohibits direct evaluation of the posterior, and so parameters are estimated by using a Markov Chain Monte Carlo method. The model is applied to analyze lung and stomach cancer data which have been collected in Japan.
Introduction
The number of cases of stomach cancer in the Japanese male population is tabulated in Table  1 , by five year period, and by 5 year age group. Periods are identified in the Table by The goal of this article is the development trend models for these data, and in particular, the development of methods for short to medium term prediction, which will be important from the perspective of public health planning. The entries in Table 1 for the 2005 and  2010 periods are, in fact, predictions, calculated as described in section 5 below. In assessing trends in such data, care must be taken to accommodate for trends in the underlying population structure.
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In particular, the reduction in numbers of cancers at increased age is due primarily to the reduction in the associated number of individuals at risk. To accommodate for the number of individuals at risk, we focus on the incidence rate, equal to the number of events divided by the number at risk. Table 2 shows the incidence rate as numbers of stomach cancers per million males, calculated by dividing the raw incidence numbers from Table 1 by the population size (the total number of males in the associated age group), and multiplying by one million. The population cohort numbers were obtained from the Japanese Ministry of Internal Affairs and Communications.
There are some notable trends in the incidence rate data of Table 2 . In particular, except for the oldest few age groups, the incidence rate is increasing with age, in each period. On the other hand, at least up until age 65 or 70, the incidence rate within age group appears to be more or less decreasing over time. Incidence rates for female stomach cancer, and for male and female lung cancer, were similarly calculated, and are illustrated in the appendix, together with predictions for the periods centered at 2005 and 2010. Patterns similar to the males for the rate of female stomach cancer are noted (Table 5) , and with respect to rates of lung cancer in both males and females, the data appear to show increasing rates over age group, and over time (Tables 6 and 7) . 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010   15-19  9  9  15  17  19  9  5  5  11  5  4  5  5   20-24  27  30  46  72  80  59  28  21  18  20  18  18  18   25-29  65  106  127  158  162  162  104  87  49  49  30  45  45   30-34 166  196  300  353  346  309  308  196  102  77  70  87  95   35-39 359  395  470  615  628  562  526  453  315  207  142  171 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 15 -19  2  2  3  3  4  2  1  1  2  1  1   20-24  7  7  11  16  15  13  7  5  4  4  4   25-29  23  28  31  38  36  30  23  22  12  11  6   30-34  70  70  80  85  83 The numbers of deaths from cancer represent count data, and as such, statistical models for counts, rates or proportions are appropriate. Cancer mortality rates have often been modeled using a classical age-periodcohort model, which is a type of Poisson regression model, and was used to make predictions for lung cancer mortality rates in England and Wales (Osmond, 1985) , for example. In particular, for the data in Tables 1  and 2 
Here i α , j β and k γ are the effects of age group i , period j and cohort k respectively. The size of the population at risk, assumed to be known without error from census data, is denoted as ijk n , and was used to transform the raw incidence data in Table 1 to the rates in 
Detailed discussions of this model, including identifiability issues, are included, for example, in Osmond and Gardner (1982) , Clayton and Schifflers (1987a, b) , and Holford (1991), and various methods have been suggested to overcome the non-identifiability problem, for example, imposing constraints on the parameters (Osmond & Gardner, 1982; Holford, 1991) , or restricting consideration to certain estimable functions of the parameters (Clayton & Schifflers, 1987a; Holford, 1991) . Clayton & Schifflers (1987a, b) advised the use of a reduced age-period or age-cohort model whenever possible and the use of the full ageperiod-cohort model only when no other model provides a satisfactory fit. Tango (1985) showed that nonlinear effect parameters can be uniquely determined by imposing restrictions on each block of parameters, for example,
, with the nonlinear age effects being specified as:
where
It is important to note that while individual age, period and cohort parameters are not identifiable, forward prediction is possible (Holford, 1985) .
Different cohorts are typically unequally represented in age-period-cohort data. In the present case, there are single observations on cohorts 1 and 26, two observations on cohorts 2 and 25, eleven observations on each of cohorts 11 through 16, and so on. Therefore, the precision of estimated cohort effects will differ markedly, which has important consequences for prediction. For example, simple predictive models that carry forward estimated cohort effects may lead to predictions with a high degree of variability. Recently, Bayesian models have been used to smooth predictions by incorporating a priori beliefs about the smoothness of the model parameters. Berzuini and Clayton (1994) predicted lung cancer mortality rates using a Bayesian age-periodcohort model. Besag, et al. (1995) fit a Bayesian logistic regression to prostate cancer mortality rates in the USA, with age, period and cohort as explanatory variables, and Bray (2000 Bray ( , 2002 used Gaussian autoregressive priors for incidence rates of Hodgkin's disease. This paper is organized as follows: A dynamic Poisson model and a dynamic ageperiod-cohort model are specified, Markov Chain Monte Carlo is reviewed and the estimation method is discussed in detail, a prediction method is described, and the result of the analysis of Japanese cancer data is provided. Finally, concluding remarks are given.
Model Specification
Throughout in this section, t y denotes the t-th in a sequence of observations, Kitagawa and Gersch (1996) . There is currently much activity in the development of algorithms for general state space models, focusing primarily on socalled particle filters. For example, see Kitagawa (1998) or Doucet, et al. (2001 
This assumes that the system equation corresponds to three independently evolving random walks for age, period and cohort effectthe same model as considered by Knorr-Held and Rainer (2001 
Other prior was applied to the dynamic ageperiod-cohort model, but the result was similar to non-informative priors.
Where there are A age groups, P periods and C cohorts, it follows that the joint posterior for 
( ; , ) ( ; , ). 
Estimation Method
A Bayesian approach is taken to estimate parameters using posterior means. As analytical calculation of integrals with respect to the posterior distribution is typically intractable, a Markov chain Monte Carlo method has been used to approximate the posterior means. The Gibbs sampler was used to generate samples from the joint posterior distribution. General discussions of the Gibbs sampler are provided, for example, by Geman and Geman (1984) and Gammerman (1997) . The WinBugs implementation was used to carry out computations (Spiegelhalter, et al., 2003) , with non-informative hyper-priors referred to previously.
As described, Tango (1985) was followed in defining nonlinear age and period effects after applying zero sum constraints. Such mean constraints were also used by Berzuini and Clayton (1994) and Bray (2000 Bray ( , 2002 .
In order to assess convergence of the sampler, two chains of 10,000 iterations were run from different initial values and time series plots of the MCMC samples were examined. As an example, Figure 1 shows a plot of the sampled values of 1 γ , for the male stomach cancer data. And Figure 2 shows the autocorrelation function of 1 γ . The plot suggests that convergence was achieved, and it was confirmed that all other parameters were convergent in the same manner.
Prediction
Osmond (1985) used a standard ageperiod-cohort model (1) to project lung cancer mortality rates for England and Wales. In this method, unknown period and cohort effects for future periods are estimated using linear regression, while estimated age effects need not be extrapolated. A criticism of the regression, while estimated age effects need not be extrapolated. A criticism of the method is the arbitrariness introduced by the choice of past values to use in the regression, and the type of regression model (e.g., weighted or unweighted). More recently, parametric bootstrap methods have been used to make projections, for example, by Berzuini and Clayton (1994) and Bray (2000 Bray ( , 2002 . In particular, to obtain a prediction for
where Ŵ and T θˆ are estimates based on
This process is repeated J times leading to Table 3 shows predicted values and simulated 95% prediction intervals for male stomach cancer in 2005.
Predictions were also made using the traditional age-period-cohort model (1). To estimate age and period effects, a simple linear regression was used on one previous period or age group. To assess the adequacy of models for fitting and prediction, the first nine periods for model fitting were used and projections for the tenth and eleventh periods were constructed. Estimates and predictions were compared with observed counts using the following estimates of residual and prediction error. (11) where i ŷ is the fitted value for period i and j ỹ is the predicted value for period j . Table 4 shows these estimates of residual and prediction errors for the age-period-cohort model and a dynamic Poisson models. The estimates of residual error are consistently a bit smaller for the age-period-cohort model, as compared to the dynamic Poisson model.
For the male stomach cancer data, the estimated prediction error is a bit smaller using the age-period-cohort model. However, in the other three cases, the prediction error is smaller using the dynamic Poisson model, and dramatically so in the case of male lung cancer. This suggests that the dynamic Poisson model is the preferred method for making future predictions.
The latter two columns of Tables 1, 5 Under this assumption, we have observed that some estimated variances were very large, leading to imprecision of predictions. For example, children born during the years when war occurred, might be faced high risk, then the cohort effect become extremely large than children born at another time. In an attempt to reduce the variability in predictions, the model has been generalized to include non-constant variance, as follows.
,~0, , Table 5 shows the estimated variances for the fixed and heterogeneous variance models.
Conclusion
In the data sets considered, it was observed that the classical age-period-cohort model provided a better fit to past data than did the dynamic ageperiod-cohort model. On the other hand, when the focus is on making projections, it was found that the classical age-period-cohort model, which makes strong parametric and regression assumptions, was out performed by the dynamic model. Under the assumption of homogeneous error variances in the system equations of the dynamic age-period-cohort model, large standard errors were observed in several cases. It is possible that at least some of this imprecision is the result of natural variation in the Monte Carlo algorithm. Further research will focus on incorporating heterogeneous variances into the model.
The focus has been on the dynamic Poisson model, but the dynamic model can be extended in a straightforward manner to incorporate generalized linear models. 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 
