We present some new uniqueness criteria for the Cauchy problem
Introduction
The question about existence and uniqueness of solution for the initial value problem x (t) = f (t, x(t)), x(t 0 ) = x 0 , ( 3 )) = t.
In [3] we prove the following alternative version of Lipschitz criterion for the scalar case: if f : U ⊂ R × R → R is continuous in the open set U , (t 0 , x 0 ) ∈ U , f (t 0 , x 0 ) = 0 and f is locally Lipschitz continuous with respect to t, then problem (1.1) has a unique local solution. This surprising result can be applied, for example, to the problem (1.2) for which the usual Lipschitz criterion fails.
The present paper is organized as follows: in section 2 we establish a local equivalence between two initial value problems, which will be fundamental in the proof of our results. In section 3 we generalize the version of Lipschitz uniqueness criterion given in [3] to systems of differential equations. Some corollaries and examples are also given. In section 4 we prove that continuity implies local uniqueness for a class of two dimensional autonomous systems, which includes the Hamiltonian ones, provided that the initial condition is not a critical point. This result is closed related to that of [10] .
and (t 0 , x 0 ) ∈ U . We consider the initial value problem
We say that a function x : I x → R n is a solution of problem (2.3) if satisfies the following conditions: (ii) for all t ∈ I x , (t, x(t)) ∈ U ;
(iii) for all t ∈ I x there exists x (t) and
We point out that from (iii) it follows that x belongs to C 1 .
As usual, we define the norm
and the open ball with center x ∈ R N and radius r > 0 as
there exist open intervals J i ⊂ R, with i ∈ {0, 1, . . . , n}, such that setting
Then we can definef :
.
and we consider the initial value problem
The proof of the following result is based on the chain rule and the formula for the derivative of the inverse. 
In the following example we illustrate the theorem 2.1
and the problem
Hence, as (y 1 (t), y 2 (t)) = (cos(t), sin(t)) for all
defines a solution of (2.5) .
Next, we establish that the local uniqueness for problem (2.4) implies the local uniqueness for problem (2.3) . This result is fundamental in the following sections. 
By hypothesis there exists a unique solution y : [r 0 −α, r 0 +α] →B of (2.4). Moreover, y n is continuous, increasing and y n (r 0 ) = t 0 . Then,
Existence of a solution on the interval
[t0 − α, t0 + α]. By part (II) of theorem 2.1 the function x : yn([r0 −α, r0 +α]) → B, defined as x = (y1 • y −1 n , . . . , yn−1 • y −1 n , y −1 n ) is a solution of (2.3). Moreover [t0 − α, t0 + α] ⊂ yn([r0 −α, r0 +α]) and therefore x is a solution of (2.3) in [t0 − α, t0 + α].
Uniqueness of solution on the interval
We will prove that
and suppose that there exists t 1 ∈ Ix such that x(t 1 ) − x 0 ∞ ≥ b 1 (we suppose that t 1 > t 0 ; the case t 1 < t 0 can be treated analogously). Put
in contradiction with the definition of t2.
Then, sincex : Ix → R n is a solution of (2.3) andx(Ix) ⊂ B, by part (I) of theorem 2.1 we have that the functionȳ :xn(Ix) →B, defined
n ) is a solution of (2.4). Moreover, x n (Ix) ⊂ (r 0 −α, r 0 +α) and then we have that y(r) =ȳ(r) for all r ∈x n (Ix). Therefore, for all t ∈ Ix we have that
3 An alternative version of Lipschitz uniqueness criterion
We say that f is locally Lipschitz continuous when fixing component Next, we present the main result of this section. we have that
On the other hand, if i = n we have that
Then, takingK := max{ 
Example 3.1 The following autonomous initial value problem
         x 1 = 1 , x 1 (0) = 1, x 2 = |x2| , x2(0) = 0,|f (t, x 1 ) − f (t, x 2 )| ≤ g(|x 1 − x 2 |) for all (t, x 1 ), (t, x 2 ) ∈ U ,where g : [0, ∞) → R is continuous, nondecreasing, g(0) = 0, g(z) > 0 if z > 0 and lim ε→0 + 1 ε dz g(z) = ∞.
Then there exists α > 0 such that the problem (2.3) has a unique solution in [t0
− α, t0 + α].
When f is scalar, Lipschitz criterion is a particular case of Osgood's (taking g(z) = Kz). Therefore, for a scalar f the following theorem is more general than theorem 3.2.
Alternative version of Osgood's criterion:
We suppose that f is continuous, f (t0, x0) = 0 and
Then there exists α > 0 such that the problem (2.3) has a unique
solution in [t0 − α, t0 + α].
Some consequences of theorem 3.2
We are going to give some corollaries and particular cases of theorem 3.2.
3.1.1
Global existence results. Then, given (t 0 , x 0 ) ∈ U there exists a unique maximal solution x :
Proof. By theorem 3.2 problem (2.3) has an unique local solution trough any initial condition (t, x) ∈ U . Then, standard arguments (see theorem 5.6 in [8] ) imply that for a fixed initial condition (t0, x0) ∈ U there exists a unique maximal solution x : J → R n of problem (2.3).
Example 3.2 We consider the function
f (t, x) =          e √ x + t 3 sin x , if x ≥ 0, x ln(t 2 + 1) + cos x , if x < 0.
It is easy to check that f is locally Lipschitz continuous with respect to x in

R 2 \{(t, 0) : t ∈ R} and that it is not Lipschitz continuous with respect to x
in any neighbourhood of (t0, 0), with t0 ∈ R. Nevertheless f (t0, 0) = 1 = 0 and moreover f is Lipschitz continuous when fixing component i0 = 1 in every bounded neighbourhood of (t 0 , 0), for all t 0 ∈ R. Hence, corollary 3.3 ensures that there exists a unique maximal solution through each initial
3.1.2 Autonomous problems. 
has a unique local solution.
is not Lipschitz continuous in any neighbourhood of (0, 0). However, 
We have proved in corollary 3. 
Example 3.4 We consider the problem
. . . 
Scalar problems.
The following result was proved in [3] . In the autonomous case it is obvious that f is locally Lipschitz continuous with respect to t. Therefore, from corollary 3.5 it follows immediately the following result.
ous and f (x 0 ) = 0, then there exists a unique local solution for problem
This result is well-known and was proved by Peano in [9] . It also can be 
The main result of this section is the following. 
i.e., the system    x 1 = µ(x1, x2)P (x1, x2), 
The first equation of this system is a scalar differential equation for which µ is an integrating factor, i.e., the equation 
