A Connected Dominating Set (CDS) can be used to construct a virtual backbone for wireless and mobile ad-hoc networks to make the system hierarchical and efficient. A virtual backbone can significantly improve network throughput, optimize broadband utilization, extend network lifetime, and reduce interference as well as packet retransmissions. Calculating a minimum backbone for a network is critical to reduce routing computation and energy consumption. This problem is a well-known NP-hard optimization problem, which has various applications in practice. In this paper, we propose a new problem based on customer fairness, which looks for a minimum CDS in a given communication model with shortest path constraints. It guarantees that any two clients can communicate with each other through this CDS with hop counts the same as the best path from the original graph, which means that routing on such a CDS will not bring additional traffic for every client. We name this problem as shortest path connected dominating set (SPCDS) and prove its NP-hardness by reduction from Hitting Set. Then we propose a centralized greedy algorithm and an efficient distributed approximation algorithm with approximation ratio ∆ to solve SPCDS, where ∆ is the maximum vertex degree in the given topology. We also analyze the time complexity, message complexity, and evaluate the efficiency of our distributed heuristic by several numerical experiments and comparisons with previous literatures.
Problem statement
Although CDS is an efficient virtual backbone for routing protocols, if every node sends packets through this backbone, the routing path between some pairs of nodes might increase greatly. Figure 1 is an example showing this case. In this figure, given a graph G, if v 1 wants to send a packet to v 7 , it only needs to send the packet through a path with 2-hop length, v 1 → v 6 → v 7 , shown as black arrows in Fig. 1(a) . However, if we select a CDS for G (shown as grey nodes in Fig. 1(b) ), v 1 must send 
packets via this CDS, which is a 4-hop path to v
. The second path is twice as long as the first one. This example shows that CDS may cause additional traffic for some clients, which creates unfairness and inefficiency. However, if we insert v 6 into this CDS, the total size of CDS only increases by one, but the total traffic for v 1 will reduce significantly. Therefore, we have a trade-off between CDS size and client fairness. Previous literature provided some results to deal with this constraint. Wu [31] introduced a simple distributed algorithm to construct a CDS with all shortest paths property, that is, all the intermediate nodes along all shortest paths from u to v are included in this CDS. Each node can decide if it is part of the CDS given information of its 2-hop neighborhood. This takes O(∆ 2 ) time and O(∆v) messages, where ∆ is the maximum node degree in this communication graph. They also provided pruning policies to deal with redundant nodes. Node u can be removed from the CDS if it has a neighbor with greater id which covers all the other nodes u covers, or if it has two neighbors with greater id which together cover all nodes u covers. The pruned CDS may be smaller, but the all shortest paths property is not maintained. And even with this extension, Wan [29] 
proves their approximation ratio is O(n).
Wang [30] described a distributed algorithm for constructing a k-spanner. They constructed a subgraph such that the shortest path between any two nodes is at most a constant factor larger than the shortest path in the original graph. The algorithm attempted to construct a spanner with few links and low node degree but the number of nodes that must participate in routing may be large.
Our contribution
The goal for this paper is to find a CDS with small size, such that for any pair of nodes, this CDS offers at least one path which has the same length as the shortest path from the original graph. We name this problem as Shortest Path Connected Dominating Set (SPCDS). We prove its NP-hardness by reduction from Hitting Set, then prove that SPCDS is equivalent to another optimization problem named SPP-2. Next, we proposed an efficient centralized greedy heuristic for SPP-2. Since in wireless ad-hoc networks, each node will make its decisions independently according to their local information, we also design a distributed approximation for SPP-2. We provide correctness, time complexity, message complexity, and approximation ratio for these two algorithms and then evaluate their efficiency by several simulations. We compare the output with previous works in [31] , which demonstrates that the size of our solution is smaller. Our algorithm is the first distributed approach to select a CDS which guarantees fairness for clients.
The rest of this paper is organized as follows. Section 2 provides some preliminaries and shows the equivalence of SPCDS and SPP-2. In Sec. 3, we propose a centralized algorithm to solve SPP-2, with performance analysis and detailed discussion. Section 4 describes a distributed version of the algorithm for SPP-2, with Efficient Distributed Algorithms for Topology Control Problem 441 the help of a coloring procedure. In this section we also analyze the correctness, time complexity, message complexity and approximation ratio for this algorithm. Section 5 provides several numerical experiments to evaluate our algorithm. We test our algorithm in different environments, and provide a comparison with optimal solutions in small scale networks, and another comparison with Wu's work [31] in large scale networks. Finally, Sec. 6 gives the conclusion and future work.
Preliminaries
In this section, first we list several assumptions needed to model our problem, and then predigest this problem into an equivalent problem, with several related assumptions, concepts, and theorems.
Assumptions
We have the following assumptions for our communication model:
• The topology is stable during a period of time.
• We consider an arbitrary undirected graph.
• The distributed system is asynchronous.
• The network is homogenous. (Or the graph does not have weight function.)
• There is no failure in the system (e.g. no crashes).
Problem predigestion
We firstly define our problem named shortest path connected dominating set (SPCDS), which includes the following requirements.
Definition 2.1 (SPCDS).
Given an undirected connected graph G(V, E) where V and E are the node and edge set of the graph, respectively. The shortest path connected dominating set (SPCDS) problem is to find a set S ⊆ V such that (1) S is a dominating set; (2) the induced graph G[S] is connected; (3) S satisfies the shortest path property -for any two nodes u, v, there is a shortest path from u to v all of whose intermediate nodes are in S.
Note that for one-hop paths, we will not consider the shortest path property (e.g. for a path (u, v), S may not include both u and v), since nodes at each side can communicate directly.
We can see that SPCDS has three requirements. However, the first and second requirements are superfluous. From the following analysis, we prove that they can be removed so long as G is not a complete graph. 
The SPP-k problem is to find a minimum S ⊆ V such that S satisfies the SPP-k property.
Here SPP-k property is the shortest path property for paths of length k or less. It is easy to see that SPP-2 is a special case of SPP-k where k = 2. In SPP-2, we are aiming at selecting a smallest subset Proof. We use induction to prove the equivalence. Let D denote the diameter of graph G. It is trivial if S satisfies SPP-D, S is a solution of SPCDS. Next, let's prove that if S satisfies SPP-2, then S satisfies SPP-k for any integer k > 2.
Assume for induction that SPP-n holds for S, n ≥ 2. Pick up any node pair u, v ∈ V with |P V (u, v)| = n + 1, then there is a path of length n + 1 from u to v written as P V (u, v) = {u, p 1 , p 2 , . . . , p n , v}. By the inductive hypothesis, there is a path of length n from u to p n , with intermediate nodes x 1 , x 2 , . . . , x n−1 ; x i ∈ S, ∀ 1 ≤ i ≤ n − 1. Since x n−1 and v are both neighbors to p n , there is a path of length 2 between them. Furthermore, x n−1 and v cannot be neighbors, otherwise there is a path of length n from u to v. By the inductive hypothesis, there is a path of length 2 between x n−1 and v with intermediate node x n ∈ S. Therefore, x 1 , x 2 , . . . , x n are intermediate nodes in S along a path of length n + 1 from u to v. So SPP-(n + 1) holds. This construction is shown in Fig. 2 . By induction, if SPP-2 holds, then SPP-k holds. Thus SPCDS problem is equivalent to SPP-2 problem.
In the following sections, we will focus on algorithms for SPP-2, since its solution will fit the requirements of SPCDS.
A Greedy Algorithm for SPP-2

Algorithm description
In this section, we will introduce a simple centralized greedy algorithm to solve SPP-2. The idea is that we first consider all nodes in V as the required nodes, then iteratively remove redundant nodes. The algorithm can be described in Algorithm 1.
To evaluate whether S-{v} satisfies SPP-2 in Line 6, we only need to check the neighbors of v, to see whether they can find a path through S-{v} with 2 hops.
Performance analysis
In this subsection, we will go over GSPP-2 in detail by analyzing the performance including correctness, time complexity, and approximation ratio. 
for all v ∈ V 6: if S − {v} satisfies SPP-2
7:
S ← S − {v} 8: endif 9: endfor Output S. 10: End Theorem 3.1. GSPP-2 selects a minimal node set satisfying SPP-2.
Proof. First let us prove that the output S is feasible. Initially, S = V , so it must be feasible. It is a loop invariant that S remains feasible. Thus the output S is feasible. Next, we show that S is minimal. If not, then some v ∈ S can be removed, but then v would have been removed when it was encountered in the loop. Thus, Theorem 3.1 is true based on the selection procedure of GSPP-2. 
Theorem 3.3. GSPP-2 has approximation ratio ∆.
Proof. Let G = (V, E) be an instance of SPCDS, S opt be an arbitrary optimum solution, S alg be an arbitrary minimal solution selected from our algorithm. We partition V into four sets as follows:
B: S opt ∩ S alg (nodes in both solutions) P : S opt \S alg (nodes only in the optimum solution) M : S alg \S opt (nodes only in the minimal solution) N : all remaining elements of V (nodes in neither solution)
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If P = ∅, then by the minimality of S alg , S alg = S opt . Otherwise, let M i be those nodes u ∈ M such that the closest node v ∈ P is i hops away. Then we will have:
Suppose for contradiction such a node u exists. By minimality of S alg , there is some pair of nodes a and b such that u is their only common neighbor in S alg , and hence B ∪ M . Since u ∈ M , a and b share no common neighbor in B.
Since u is at least three hops away from any node in P , a and b share no common neighbor in P . So a and b have no common neighbor in S opt , contradicting the feasibility of S opt . (2) If u ∈ M 2 then u has a neighbor v ∈ B, and v has a neighbor w ∈ P .
Pick up any u ∈ M 2 . Then there is a path of length 2 from u to some node w ∈ P , and u and w are not neighbors. By the feasibility of S opt , u and w must share a common neighbor in B or P . Since u ∈ M 2 , u has no neighbor in P . So u and w share a neighbor v ∈ B.
Since all nodes in M 2 have a neighbor in B, and itself has a neighbor in P ,
which implies that GSPP-2 is a ∆-approximation.
A Distributed Algorithm for SPP-2
In this section, we discuss how to implement GSPP-2 in a distributed manner. Here two observations provide the basis of the distributed version, Algorithm 2.
The first observation is that when deciding whether S-{v} satisfies SPP-2, we do not need to know S in its entirety. Instead, v's 2-hop neighborhood is sufficient. Removing v from S can only cause SPP-2 to fail if there is some path of length 2 with v as an intermediate node, and no other node in S fills that role. Any such path will appear in v's 1-hop neighborhood, and all alternate paths will show up in v's 2-hop neighborhood.
The second observation is that the nodes need not be tested strictly sequentially. For instance, if two nodes u and v share two common neighbors a and b, where a and b are not neighbors, then we say that u and v interfere with each other. One of the common neighbors of a and b must be in S to maintain SPP-2. However, if u and v do not interfere, their status in S can be decided simultaneously. That is, if S-{u} is safe, and S-{v} is safe, and u, v do not interfere, then S-{u, v} is safe. Any two interfering nodes will be separated by at most two hops. We say (V, {(u, v)|u and v interfere}) is the interference graph. 
Algorithm description
Based on two observations, the main idea of Algorithm 2 can be described as follows. First, each node constructs its 2-hop neighborhood from the 1-hop neighborhoods of its neighbors. From this, it determines which nodes it interferes with. Second, every node v should decide whether S-{v} is feasible. The nodes do not have to do this step in a strict sequential order, but neither can they all execute it at once. So we are going to use coloring to schedule the execution of nodes. Any distributed graph coloring algorithm can be used to color the nodes of the interference graph. (Neighbors in the interference graph might not be neighbors in G, so an intermediate node may need to relay messages between interfering nodes.)
A simple distributed graph coloring algorithm is described in [19] . In each round, every uncolored node chooses a number from 0 to ∆, the degree of the node. The node may not choose the color of any of its colored neighbors. If a node chooses a color not chosen by any of its neighbors that round, the node keeps it. Otherwise, the node remains uncolored.
Once a node and all its neighbors in the interference graph are assigned colors, the node waits for higher priority interference neighbors (as determined by the Algorithm 2 Distributed Selection for SPP-2 (DSPP-2) 1: Input: an undirected connected network G(V, E), where V and E are the node and edge set of the graph G, respectively. 2: Output: A node set S ⊆ V satisfying SPP-2. Send 1-hop neighborhood information to all neighbors.
5:
Wait to receive 1-hop neighborhood information from all neighbors.
6:
Calculate neighbors in the interference graph.
7:
Color the interference graph.
8:
Wait for decisions from all interference neighbors with higher priority.
9:
If v not being in the set is consistent with higher priority neighbor decisions and SPP-2, then v decides itself not to be part of the set; else v decides itself to be part of the set.
10:
Send decision to all interference neighbors with lower priority. 11: End coloring). Once those nodes have decided whether to be in or out of S, the node makes its own decision. Say, it checks if it has a pair of neighbors a and b, a and b not themselves neighbors, and all other common neighbors of a and b are nodes which have decided not to be in S. If so, the node decides to be in S. Otherwise, it decides not to be in S. It then informs its lower priority interference neighbors of its decision. Algorithm 2 shows the details. Each node v will run a copy.
The result set includes all nodes which decide themselves to be part of the set.
One scenario for DSPP-2
In this subsection, we show one possible running scenario for DSPP-2. Figure 4 is an example for such a run. The left figure is the original topology of graph G, including 12 nodes and 17 edges. The right figure is the induced interference graph for G, we name it as G (This is calculated from Line 4 to Line 6 in DSPP-2).
Next, we will run the coloring algorithm and get one potential result for G . Figure 5 illustrates the process of the coloring step. The left figure is the potential color numbers for each node, which is correlated to the node degree. For instance, [0-2] in Fig. 5(a) means that this node can choose its color from {0, 1, 2}. Next, after running the coloring algorithm, we can have one possible coloring result as shown in Fig. 5(b) . Here we choose color number from 0 to 3, and these numbers denote different colors: 0 is blue, 1 is yellow, 2 is red and 3 is black (This step is described in Line 7 in DSPP-2). Let 0 be the highest priority, and 3 the lowest. After the coloring process, we have the priority order for each node. Then they can decide whether they belong to target set S independently according to priorities. Figure 6 shows the results for each priority. Figure 6 (a) illustrates decision process for nodes with priority 0 (blue color); after all blue nodes make their decision, nodes with priority 1 (yellow color) will make decisions (shown in Fig. 6(b) ); next, nodes with priority 2 and 3 will run this algorithm in turn (shown in Figs. 6(c) and 6(d) ). Finally, all "checked" nodes will be selected in S as our final result. This process is described from Line 8 to 10. Note that DSPP-2 is asynchronous, so node v can start its run when all its neighbors with higher priority have made their decision, regardless of whether nodes with higher priority elsewhere have finished.
Performance analysis
In this subsection, we discuss the performance of DSPP-2, including correctness, time complexity, message complexity and approximation ratio. Let n = |V |, m = |E|, ∆ = maximum degree of G. In the following, we assume message sizes of at most O(lg n) to make the time complexity and message complexity discussion meaningful (it means that node identifier takes space O(lg n)). 
Part 2:
In Line 7 DSPP-2 colors the interference graph. In this step, we run the coloring algorithm in [19] on the interference graph induced from Part 1 (not G), so we must simulate it.
Simulating a round of the coloring algorithm takes two steps. In the first step, messages between immediate neighbors in G are sent, as well as the first hop of messages between 2-hop neighbors in G. In the second step, the second hop is sent. Given u and v, u will send at most ∆ messages to v in step 1. One intended for v itself, and one to be relayed to each of v's other neighbors. In step 2, u will send v at most ∆ − 1 messages, relaying one message from each of u's other neighbors. So we increase the time complexity of the coloring algorithm at most by a factor of ∆.
The algorithm in [19] terminates in O(lg n) time with high probability. It assigns at most ∆ + 1 colors, where ∆ is the maximum degree of the interference graph. So our simulation terminates in O(∆ lg n) time with high probability. Trivially, it uses O(m∆ lg n) messages with high probability. 
Theorem 4.2. DSPP-2 selects a minimal node set satisfying SPP-2.
Proof. To prove the correctness of DSPP-2, we want to show that the output of DSPP-2 is a potential output of the centralized greedy algorithm GSPP-2. Suppose we run DSPP-2. In Part 2 we choose a coloring. Then consider a run of GSPP-2, in which nodes are ordered consistent with the coloring we chose in Part 2. We order the nodes as {v 1 , v 2 , . . . , v t }. We want to argue that the outputs of these two algorithms are the same. Now we use induction to prove v i the statement.
Assume for induction, the nodes in queue before v i all make the same decision in GSPP-2 and DSPP-2. Now we prove that v i makes the same decision in GSPP-2 and DSPP-2. Consider the interference neighbors of v i . From coloring procedure, each interference neighbor has either higher or lower priority than v i . By the ordering of nodes, neighbors with higher priority have smaller subscript than v i . Therefore, by inductive hypothesis, these neighbors make the same decision.
We can separate these neighbors into two sets, one includes all neighbors which decide themselves in the SPP-2 set (named as N in ), while the other includes neighbors which decide themselves not in the SPP-2 set (named as N out ). Similarly, neighbors with lower priority have greater subscript than v i . We consider them as the third set (N un ). Let S G be the value of S in GSPP-2 before we consider v i . N in ⊆ S G by inductive hypothesis. Similarly, N out ∩ S G = ∅. Now we prove that N un ⊆ S G . That is true because neighbors with lower priority have not decided yet, so they must be in S G . We can conclude that v i will make the same decision in GSPP-2 and DSPP-2.
According to Theorem 4.2, we can see that DSPP-2 has approximation ratio ∆.
Performance Evaluation
To measure the effectiveness of our distributed algorithm for SPP-2 (DSPP-2), we simulate DSPP-2 on several randomly generated connected topologies. Simulation results show that DSPP-2 not only produces good results, which are very close to the optimal solution in the small scale networks, but also achieves better performance than Wu's algorithms [31] (even his improved algorithm) in large scale networks.
Simulation environment
As mentioned above, we simulated DSPP-2 on randomly generated connected topologies. To evaluate DSPP-2 with different node densities (which represents the size of our network), we simulate this algorithm on topologies with different numbers of nodes in a square region of 100 × 100 m 2 . We first deploy nodes in the area randomly with uniform distribution. Then if the distance between two nodes is less than the maximum transmission range, we generate the edge between them. We need to check the connectivity after deployment. Since we consider connected dominating set, we should guarantee that the topology we generate is connected. If the result is not connected, we drop this topology and redo the deployment until we get a feasible topology. Figure 7 shows some typical topologies for our simulation. It exhibits four topologies with different N and R values in this square region. Here N is the number of nodes in one topology, and R is the maximum transmission range. algorithm as Wu-Sim algorithm, and Wu's algorithm with the two rules improvement as Wu-Imp algorithm. All experimental results in this section are the averages of one thousand runs with the same N and R.
Verification of DSPP-2
In this subsection, we compare the results of optimal solution for shortest path connected dominating set (SPCDS) to the results produced by DSPP-2, Wu-Sim, and Wu-Imp algorithms. Since the SPCDS problem is NP-hard, we only check the optimal solution for small scale network topologies. We vary the total number of nodes N from 10 to 30 and the maximum transmission range R from 5 to 20. We randomly generate the topologies based on these two parameters, and calculate results on these topologies. Table 1 shows the results for small scale networks. It shows the CDS size obtained by the optimal solution and the other three algorithms. From the optimal results, we find that when N increases, the optimal CDS size increases as well because we need more nodes in the set to guarantee that between any pair of nodes, there is a shortest path in the dominating set. On the other hand, when we fix N and increase R, the optimal CDS size decreases a little. The reason behind this is that (1) With fixed node locations, increasing R will increase the number of edges, and a more strongly connected graph can be covered more cheaply. This explains when R increases, the optimal size decreases; (2) With small transmission range, some topologies will not connected, and thus discarded by our topology generation procedure. The same topologies with a larger transmission range will be connected, and such type of topologies will require a large CDS. Such CDSs will make the average result larger. This is why the optimal size decreases only a little when R increases.
From Table 1 , first of all, we can find that the output of DSPP-2 is closer to the optimal solution than Wu-Sim or Wu-Imp. We find that on average, the output of DSPP-2 is 0.01% larger than the optimal CDS, while the output of Wu-Imp is around 30% larger than the optimal solution and Wu-Sim gets about twice the number of nodes as the size of the optimal solution. Secondly, our two observations in the previous paragraph apply to Wu-Imp and DSPP-2 as well. However, when we keep N fixed and increase R, Wu-Sim does not show the same trend compared with the optimal solution. Therefore, DSPP-2 achieves results very close to the optimal solution, much better than the other two heuristic algorithms.
CDS size
In this subsection, we check one of the most important parameters for the algorithm, the CDS size. We vary the experimental setup from small scale topologies to large scale topologies. The number of nodes in the CDS determines the number of wireless devices which participate in the routing process, maintain routing tables, and exchange packets, which costs a large amount of energy. Thus this parameter is crucial for network performance. We choose N from 10 to 100 and we test four different maximum transmission ranges R: 15, 20, 25, and 30. Figure 8 shows the results obtained by DSPP-2 as well as Wu-Sim and Wu-Imp. The CDS ratio is defined as the CDS size divided by the total number of nodes N . Next, we discuss several observations from these results. Figure 8 shows that our DSPP-2 always achieves the lowest CDS ratio among these three algorithms. It means that fewer nodes will maintain the routing table when using our algorithm. More specifically, from the figures, we find that Wu-Sim always selects 65%-98% of the total nodes for the CDS. In other words, almost every node maintains the routing table. Wu-Imp achieves better solutions, in which about 45% of the nodes will be selected for the CDS when N is small, while around 70% of the nodes will be selected when N is large. Our DSPP-2 always gets the best results, and less than 50% of the nodes will be selected for the CDS even when the topology is large.
Performance of our heuristic:
Trend discussion: All three algorithms show the same trend, as we discussed in Sec. 5.2. In detail, the CDS size increases when N increases. On the other hand, when we keep N fixed, Wu-Imp and DSPP-2 show a slightly decreased CDS size as R increases, with the same reason as we discussed before. However, Wu-Sim exhibits an opposite trend, pushing more nodes into the CDS as R increases.
Explanation on trend variation: From Fig. 8 , we can see that the CDS size ratio increases rapidly when N grows from 5 to 40. It still increases when N becomes larger, but becomes nearly constant. We can explain this trend as follows: when N is small, we do not have many choices to keep the topology connected. It is more likely that we will generate a graph with simple topology, where node pairs may have unique long shortest paths. Based on this, small size topologies will achieve small size CDS. When N increases, the topology becomes complicated, which means that each node has higher probability to be the intermediate node of some shortest paths. Thus the CDS size ratio increases rapidly. However, the increasing trend will slow down when N is sufficiently large. The reason is that when N increases, the topology has more chance to become a mesh, which allow diverse shortest paths between different node pairs. Thus each pair of nodes has more choices to connect with each other, and we do not need to insert all of these possibilities into our CDS size. Therefore, the CDS ratio almost keeps constant. Finally, from the results, we can get the following conclusion: the total number of nodes N has greater effect on the CDS size than R does, which means that we can use a little bit smaller maximum transmission range (e.g. R = 25) and apply our DSPP-2 algorithm to achieve a good CDS size as well as save the power for the nodes in CDS.
Diameter, Average Hop Count and Average Hop Distance
In wireless networks, the key measurement to evaluate the system performance is energy consumption. A good topology control strategy can extend system lifetime and make it energy-efficient. In this subsection, we test another three main parameters which directly affect the power consumption in wireless networks: Diameter (DIA), Average Hop Count (AHC), and Average Hop Distance (AHD). Diameter denotes the longest Euclidean distance along a path among all shortest paths between pair of nodes in the network, and Diameter Path is this longest path. It measures the worst case of energy consumption when dealing with a unicast requirement. Average Hop Count is the average number of hops between any pair of nodes in the network. Average hop distance is the sum of the Euclidean distance for all pair shortest path divided by the number of pairs in the network. AHC together with AHD determine the average energy consumption for long term traffic load. Figure 9 shows the diameter evaluation. In Fig. 9(a) , we first check the performance of DSPP-2. We want to measure the diameter divided by the maximum transmission range ( DIA R ) -which denotes a minimum hop count for the diameter path. Through Fig. 9(a) , we firstly get the hint that the smaller range R is, the more number of hops the diameter will go through, which means the longest path inside CDS will need more nodes to store and forward, leading to more energy consumption. Secondly, when we look at the point where N = 100, the diameter for R = 15 and 20 is around 120 while the diameter for R = 25 and 30 is around 100, which is smaller than 120. The reason behind this is that when the range is larger, more edges will introduced to the randomly generated topologies, which give us the opportunity to reduce the diameter. On the other hand, when N is small, the smaller range achieves smaller diameter because of the connectivity requirement for the topologies. Therefore, when the number of nodes is large, the network with larger transmission range performs better. Figure 9 (b) shows the percentage of difference between the Wu-Sim algorithm and DSPP-2 while Fig. 9(c) shows the difference between Wu-Imp algorithm and DSPP-2. The Diameter Exceed Percentage is defined as the diameter produced by Wu-Sim (for Fig. 9(b) ) or Wu-Imp (for Fig. 9(c) ) minus the diameter produced by DSPP-2 divided by the diameter of DSPP-2. From these two graphs, our DSPP-2 performs better with respect to diameter, which means that when the unicast requirement comes, DSPP-2 will consume less energy than the other two algorithms.
Simulation on diameter:
Simulation on average hop count: Figure 10 measures the average hop count. We first present the results produced by DSPP-2, shown in Fig. 10(a) . From Fig. 10(a) , when the range increases, the average hop count (AHC) decreases. Because if we increase R, each node can cover more area, which leads to fewer hop counts between node pairs. Furthermore, we see the connectivity requirement on the topologies leads to small AHC when N is small. When N is large, the AHC remains almost the same because the topology is more dense, which provides fewer hop counts for a given node pair. Therefore, although the number of node pairs increases, we can still get a low AHC. Same as Figs. 9(b) and 9(c), we test the other two algorithms and compare the results with those achieved by DSPP-2. The Exceed Hop Count Ratio is defined as average hop count achieved by Wu-Sim (for Fig. 10(b) ) or by Wu-Imp (for Fig. 10(c) ) minus that achieved by DSPP-2 over the average hop count achieved by DSPP-2. From these two figures, when a broadcast request comes, DSPP-2 always goes through fewer hops within the CDS than the other two algorithms, which means fewer number of intermediate nodes will store and forward the message. Simulation on average hop distance: Figure 11 evaluates the last parameter: average hop distance (AHD). We first show the AHD produced by DSPP-2 in Fig. 11(a) . In order to compare with R, we show a parameter named Average Hop Distance Over R, which is the average hop distance divided by the maximum transmission range ( AHD R ). We find that when R increases, the Average Hop Distance Over R decreases. For example, we need more than 81% of R when R = 15, while we only need around 77% of R when R = 30, here N ≥ 80. The reason behind this is that if R increases, node pairs have high probability to choose a shortest path with few hops.
Figures 11(b) and 11(c) show the average distance difference between Wu-Sim (for Fig. 11(b) ) or Wu-Imp (for Fig. 11(c) ) and DSPP-2. The interesting observation from these two figures is that both Wu-Sim and Wu-Imp achieve better AHD value than DSPP-2 in most cases, because these two algorithms put more nodes into the CDS. However, when we increase R and N , DSPP-2 can achieve a better solution than the other two algorithms.
In summary, from Figs. 9-11, we find that DSPP-2 always achieves the best performance for maximum energy consumption in the worst case and provides shortest paths with fewer hops for clients to forward messages. On the other hand, we find that Wu-Sim and Wu-Imp have better AHD value when N and R are small. When the topologies are dense, which means many nodes are located within a small area, DSPP-2 can also achieve better performance on AHD.
Conclusion and Future Work
Finding a Connected Dominating Set (CDS) is one key method for topology control. It is a strategy with energy-efficiency to reduce the cost of routing (e.g. reduce the routing table size) in wireless networks. In this paper, we study a variant of CDS with shortest path constraints to balance the size of CDS and client fairness. The goal is to find a minimum CDS such that the subset offers at least one shortest path for any two nodes, which has the same length compared to the shortest path of this
