Image retrieval and image compression have been pursued separately in the past. Only little research has been done on a synthesis of the two by allowing image retrieval to be performed directly in the compressed domain of images without the need to uncompress them first. In this paper methods for image retrieval in the compressed domain of losslessly compressed images are introduced. While most image compression techniques are lossy, i.e. discard visually less significant information, lossless techniques are still required in fields like medical imaging or in situations where images must not be changed due to legal reasons. The algorithms in this paper are based on predictive coding methods where a pixel is encoded based on the pixel values of its (already encoded) neighbourhood. The first method is based on an understanding that predictively coded data is itself indexable and represents a textural description of the image. The second method operates directly on the entropy encoded data by comparing codebooks of images. Experiments show good image retrieval results for both approaches.
INTRODUCTION
Nowadays, information has become more and more visual. Probably the best example of this development is the World Wide Web which evolved from an essentially text-oriented system to the multimedia platform we know today. Consequently, to meet this development, information retrieval must work based on visual cues as well. Image retrieval which enables the search for images based only on their content, has become a well studied field with hundreds of papers being published every year. Image retrieval engines (like QBIC [1] ) are able to find similar images based on colour, texture or shape features.
Even though so much research has been conducted in this area, one factor has been almost cornpletely neglected. Most images today, like the ones on the web, are compressed in order to manage finite resources of disk space and bandwidth. Virtually all image retrieval techniques however, operate in the uncompressed domain of images. What this means for image retrieval systems is that images are first to be uncompressed, only then image retrieval can be performed. Clearly, this work flow is not optimal. Furthermore, the features that are calculated to represent the images are typically stored alongside the images. It is obvious that this procedure stands in stark contrast to the original need for image compression. Hence, what would be more desirable are efficient image retrieval techniques that operate directly in the compressed domain thus eliminating both the need for decoding the images and for storing feature vectors. Unfortunately, only a few researchers have realised these requirements and developed techniques for compressed domain image indexing; a recent review can be found in [2] .
Image compression is a long studied field. Loosely, image compression techniques algorithms can be divided into two groups: lossless and lossy algorithms. Lossy techniques eliminate perceptually less relevant information in order to increase the compression rate. Lossless methods allow the exact reconstruction of the original image. Even though lossy techniques, like JPEG [3] are far more used, lossless compression is still a necessity in fields like medical imaging or in areas where due to legal reasons the original image content has to be kept exactly.
As we have noted above, most image retrieval techniques operate only in the uncompressed domain, and only a few in the compressed domain of images. To the author's knowledge no image indexing algorithm has been introduced that operates in the compressed domain of losslessly encoded images. In this paper we propose two such techniques for predictively encoded images.
Predictive coding describes the image as differences between each pixel and a prediction of its value based on its neighbourhood. Compression is achieved by performing entropy coding, e.g. Huffman coding [4] , of these differences. For our first algorithm, we realise that the differences to the predicted pixel values represent a description of the change in pixel intensity and can therefore also be seen as a description of the textural properties of the image. By computing a histogram of these descriptors, which can be done on-line efficiently enough, we obtain a representation of the image that can be used for image indexing. Image retrieval can then be performed by comparing the difference histograms of images.
Our second technique allows to compare images even without the need to reverse the entropy coding stage. We propose to use the Huffman codebooks as a direct index. By comparing the codelengths of corresponding codewords of two compressed images the similarity between the images can be measured. Codebook matching can be useful to "sort images at a glance" , i.e. to divide a whole image database into one group which is completely rejected and another one that represents images that are similar to a query.
The novelties introduced in this paper are twofold. First, to the author's knowledge, this is the first technique that allows image indexing in the compressed domain of losslessly encoded images. Second, again to our best knowledge, we introduce the first technique that is capable of performing image retrieval based only on the entropy encoded data stream of images without reversing the entropy coding.
The rest of this paper is organised as follows: Section 2 introduces a simple lossless compression framework based on predicitive and Huffman coding. Section 3 explains our methods for image retrieval in the compressed domain. Section 4 gives experimental results while Section 5 concludes the paper.
PREDICTIVE LOSSLESS IMAGE COMPRESSION
Predictive image coders work on the basis that images tend to change slowly over most areas of an image. Consequently, most neighbouring pixels will have similar values. A pixel at location (i, i) is predicted, based on the values of its neighbouring pixels as where P' represents the prediction, P are the actual pixel values of the neighbouring pixels, and w describe weights used for the prediction. In this paper we adapt one of the predictors of the JPEG-LS [3] scheme, in particular, the JPEG-LS-7 predictor which is defined as
That is, pixels are predicted as the the average of their top and left neighbours.
Once a pixel has been predicted it is encoded as the difference between its actual value and its prediction.
D(,) = P(j,j) P(,j) (3) This has the advantage that now differences close to 0 are much more likely than higher differences. Consequently, an entropy encoding stage, which assigns shorter codewords to more frequent codes and longer codewords to rarer events, is then applied. In our framework we use a Huffman coder [4] for performing the entropy coding. Huffman coders are optimal in the sense that they allow encoding data using the minimal number of bits (with the restriction that each codeword has an integer number of bits).
The losslessly compressed image then comprises two parts: the Huffman table, and the differences now represented as indices into the Huffman table.
INDEXING IN THE COMPRESSED DOMAIN 3.1. Difference histogram
In order to find a way to index the compressed images directly in the encoded domain, we first reverse the entropy coding stage. This is also being done by all other methods that operate in the compressed domain where entropy coding is part of the compression algorithm [2] . After this, we naturally end up with the difference data D(,) for each pixel. We now want to make explicit what this data actually means. The prediction of each pixel is essentially a statistical description of its neighbourhood. By calculating the difference to the actual pixel value, the resulting descriptor D(,) represents the change of the pixel compared to its neighbourhood. Texture can be defined as a property pixels exhibit in comparison to their neighbourhood. Therefore, the differences between the predictions and the actual pixel values also define a description of the textural properties of the image.
Hence, we propose to use the difference data directly as a description of the image content. Building histograms of the differences seems to provide a good choice. However, one has to be aware that the distribution of the prediction differences is not uniform. Differences close to 0 are much more likely than higher values. This is illustrated in Figure 1 where the cumulative probability (over 160 images) of the differences in the green channel is plotted. If all values are equally likely the plot would show a straight line. Clearly this is not the case.
To rectify this we first apply a non-linear transformation to the predictor differences: where M = log(1/255), i.e. the transformed value of the smallest prediction difference possible. The cumulative probability function of D' is shown in Figure 2 . It is evident that the distribution is much more uniform compared to that of D.
After this transformation we build a uniformly quantised histogram of the D's. Once histograms H are built, they can be compared using histogram intersection, as described in [5] d(H1,H2) = min{Hi(k),H2(k)} k (5) where H1 and 112 are the histograms of the D' coefficients. Image retrieval is performed by calculating the distances between a query image and all images in the database, and returning the closest matches. Proc. SPIE Vol. 4676 82
Codebook matching
As we have mentioned above, all algorithms to date that operate in the compressed domain of images need to reverse the entropy coding as a first step. We will now introduce a technique that, based on the predictive coding framework outlined in Section 2, allows for image indexing directly in the compressed image data without the need to undo the entropy coding. In particular, we will use the Huffman codebook itself as the index.
The Huffman codebook contains one codeword for each possible difference in the interval [-255; 255] .
Shorter codewords are assigned to events that are more probable. Consequently, the length of a Huffman codeword is indirectly proportional to its frequency in the image. That is the codebook contains approximately the same information as a histogram of the data! Hence to compare two images, one can compare their codebooks. To do this we calculate the cumulative difference of codeword lengths
where B1 and B2 are the Huffman codebooks of two images, and . is the L1 norm. Codewords that are not present in a codebook are assigned the maximum length that is to be found in the respective codebook before the comparison.
The relationship between codebooks and difference histograms is only approximate since each codeword has an integer length of bits and hence two codewords with different (but similar!) frequencies can be assigned codewords with the same length. Therefore distances from Equations (5) and (6) will only roughly correlate. We see the main purpose of the codebook matching technique in its ability to ,, sort images at a glance" rather than actually perform image retrieval. Based on the codebook, most images (those whose distances to the query are large) can be rejected leaving only the close matches for further inspection.
EXPERIMENTAL RESULTS
In this section we report on the results we obtained from image retrieval experiments on a database comprising many colourful textural scenes. We took 80 images of the VisTex [6] image set, a collection of colour texture images from MIT, and extracted from each of the 512 x 512 pixel images two 256 x 256 non-overlapping regions. One of each was assigned model while the others represent the query images. Sample image pairs are shown in Figure 3 . In order to acquire the following results, each query image was compared to each model image, and as we know which one is the corresponding picture the rank in which the correct image is retrieved can be recorded. In the ideal case, of course, the rank would always be equal to 1 . As we can hardly expect any current algorithm to retrieve all correct images in the first rank, we use the match percentile [5] defined as MP= (7) or rather the average match percentile over all query images as a measure of goodness for assessing retrieval performance. Here N is the number of model images in the database, and R is the rank, i.e. the position of the correct match in the retrieval list. An average match percentile of e.g. 98 informs us that, on average, the correct match scored higher than 98% of the other models.
We encoded all images using the JPEG-LS-7 predictor and Huffman compression as explained in Section 2. As we deal with RGB images, each channel was coded separately. Image retrieval was then performed by computing the difference histograms (35 x 35 x 35 bins) as defined in Section 3.1 and calculating the histogram intersection (Equation (5)) of each query image to each of the models, before the returned models were ranked according to their distance to the query. The average match percentile achieved over the whole dataset is 98.20 with 88.75% of the correct images retrieved in 1st rank. Hence the right image is -on average -to be found in the top 2% of the retrieved images. In order to compare this performance, we also applied the rotation invariant version of the LBP operator [7] to the images. LBP has been shown to represent a powerful texture classification technique that outperforms most other standard texture algorithms [7] . The average match percentile, based on the resulting 36 x 36 x 36 LBP histograms is 98.50 (92.50% 1st rank retrievals). Hence we see that our proposed algorithm performs comparable to current state-of-the-art techniques.
Finally, we also evaluated the performance of our codebook matching algorithm from Section 3.2 on the VisTex dataset. The result is an average match percentile of 96.36 with 67.50% first rank retrievals. We see confirmed what we suspected, namely that the performance drops due to the inexactness of the representation, and also due to the lack of measurement of correlation between the channels (which for 3-dimensional histogram is preserved) . However, a match percentile of more than 96 is still a very good basis to reject most of the images and leave only those that are close to the query.
CONCLUSION
In this paper we have addressed the retrieval of losslessly compressed images. To our knowledge we present the first algorithms that allows this type of images to be retrieved directly in their compressed domain. Based on a predictive coder followed by an Huffman coding stage -a flow that is common for many lossless image compression techniques -two different retrieval algorithms are presented. By realising that the predictions describe the neighbourhood of each pixel a method for retrieving images by textural features is introduced. The second algorithm works directly on the entropy coded data. Since the lengths of the codewords in the Huffman table reflect the probabilities of their respective predictors, images can be directly compared by comparing their codebooks. Experiments have shown that the first algorithm achieves retrieval performance comparable to current texture indexing methods, while the second method provides a very good basis for a first sorting stage where irrelevant images are discarded.
