tensors
are not necessarily colinear.
The observed EPR linewidth results from a distribution in the effective g value as a function of (a) the joint distribution function of the elements of the p tensor and (b) the spatial relationship between the two principal axis systems involved.
The theory is reformulated in terms of matrices that facilitate a direct comparison with earlier work. Two previous theories of g strain represent different subsets of the general theory, namely, the case of zero rotation between axis systems and the case with nonzero rotation and full correlation between elements of the p tenSOr.
INTRODUCTION
The term "g strain" is a label for inhomogeneous line broadening of EPR in metalloproteins. Empirically, g strain is loosely defined as a lineshape that approximates a normal distribution (I) with a linewidth that is roughly proportional to the applied magnetic field (2, 3) . For many years "g strain" has been used as a working term in spite of the apparent lack of any theoretical explanation.
In biological applications of magnetic resonance, a common technique is the purely spectrometric use of powder EPR to characterize centers by comparing them in terms of atom number and valency, to determine relative concentrations, and to monitor signal intensity over a set of samples to deduce apparent thermodynamic and kinetic parameters. At the root of this application is the hypothesis that a spectroscopic splitting factor is an unequivocal manifestation of a center and that anisotropic inhomogeneous broadening (i.e., g strain) is a noninformative practical nuisance, which may be described by simple algorithms to allow for the generation of computer fits. Although this phenomenological approach is essentially indifferent to any link with a physical model, it has undeniably resulted in a major contribution to our present-day knowledge of metallo-enzymes. However, in recent years it has become increasingly clear that this idea falls short of accurately accounting for the shape of observed spectra and that questions concerning the multiplicity and stoichiometry of paramagnetic prosthetic groups are troubled by the limited resolution and the lack of rigor that is associated with the assumptions (4, 5) .
In this paper, to substitute for this simplistic model, we present a statistical theory to describe the origin of the spectroscopic splitting factor as well as its distribution.
The theory incorporates two previously proposed models of g strain (4) (5) (6) . In an accompanying paper (7) we present some fast numerical techniques that make the application of our theory practical.
Magnetic-resonance data can be conveniently parameterized as line position, amplitude, and width. Each of these three quantities has been related to intrinsic properties of the spin system via spin Hamiltonians and equations of motion. For example, the linewidth can be explained in terms of spin relaxation times (properties of the ensemble of spins) by solving a system of simultaneous equations which model the resonating spin ensemble as a damped harmonic system (8) . Under nonsaturating conditions the linewidth is parameterized by T2, the transverse relaxation time. In the case of many metal centers in proteins, however, the linewidth is much larger than can be attributed to T2. Moreover, the linewidth is approximately proportional to the applied magnetic field, which implies that it results from an electron Zeeman interaction. Zeeman interactions are often described by a g tensor, hence the name "g strain."
Some of the linewidth is attributable to magnetic hyperline interactions and spinspin interactions; however, these terms cannot account for the observed field dependence. Apparently, the bulk of the broadening results from a distribution in the Zeeman parameters. In consequence, the usual concepts and mathematics which describe resonance position, amplitude and width must be rederived for they are functions of a set of distributed variables. Therefore, the usual equations from spinHamiltonian formalisms do not necessarily apply.
In our treatment, we maintain the greatest generality compatible with the derivation of a set of equations whose parameter set is small enough to allow convergence of spectral simulations in realistic times. For example, we hypothesize that the distributed variables are arguments of a joint distribution function, and that they are not necessarily components of the usual g tensor (i.e., the g tensor of a nondistributed system). However, for simplicity, we shall assume the distribution function to be of dimensionality not higher than three.
These assumptions signal the reader that what follows is not the standard derivation of magnetic-resonance lineshapes. The usual concept of a resonance position as ge,-r must be substituted with (g), an expectation value. The linewidth is given by 4, the second central moment of the distribution. Intensity is also a function of the moments of the distribution. When considering the Zeeman energy for a single spin system in a magnetic field B, the quantity g is a second-rank Cartesian tensor in the effective spin Hamiltonian (9) . % = /!3B-g-S.
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With reference to its principal axis system, the g tensor mathematically describes the interaction between the magnetic field and the spin vector as a function of field orientation. For a sing/e S = i spin system this leads, in the absence of hyperhne interactions, to the resonance condition HAGEN ET AL.
with hv = gpB
in which n is a unit vector along B. This gives the resonance position for a single spin system as a function of magnetic-field orientation. To simulate an EPR spectrum of the randomly oriented sample (powder or frozen amorphous solution), we sum the individual line positions given by Eq. [3] for an isotropic distribution of magnetic-field orientations. Here we assume that the powder consists of a randomly oriented ensemble of the same spin system. We shall maintain the assumption of random orientation in what follows; however, the reader must be aware that the orientation distribution is completely separate from the distribution discussed below.
In the following analysis we hypothesize that the concept of the sing/e spin system be replaced by the concept of an ensemble of spin systems. The ensemble has the property that the interaction between applied field and magnetic moment will be described by Eq. [3] for any of its members. This hypothesis has the interpretation that each magnetic-field orientation has an associated ensemble comprising spin systems with slightly different physical properties and therefore g tensors that are potentially slightly different. Given the Hamiltonian of Eq. [ 11, resulting in Eq. [3] , the hypothesis implies that g is a random variable. The statistical properties associated with the random variable g depend upon a particular mathematical form for g, which we represent formally by the equation g = g(xr , . . . , x,J where XI, . . ., x, are random variables. We wish to determine the expectation value and variance of g either by formal integration (this necessitates a specific form for the joint distribution of the xi's; cf. p. 206 in Ref. (IO) ), or, if we expand the function, g, in a Taylor series, it can be shown that if g is smooth in the neighborhood of the center of the expansion, and if the probability density is sufficiently "concentrated" in this region (i.e., the probability that any of the n random variables takes on a value outside this region is small), then the expectation value and variance of g can be approximated by (cf. p. 2 16 in Ref. (10)
where af is the variance of Xi, rij is the correlation coefficient between Xi and Xj, d s g(Xiy . . . ) J?,), and all partial derivatives are evaluated at xk = %k.
In an earlier paper (6) it was proposed that the random variables, Xi, that define the g tensor were actually the principal g values themselves. We can then write in the principal axis system 
PI
Note that the second term in Eq. [7] is a second-order correction in d/g. In practice, ui is usually orders of magnitude smaller than g. For example, in a system where ui/~ is relatively large, low spin ferric cytochrome c, we can approximate the second term in Eq. [7] using the mean of the three apparent principal linewidths, a,,, equal to 0.09 in g-value units and the mean of the three principal g values, &, equal to 2.18 (4) by
This gives a shift of about 0.1 mT for (g) in an X-band spectrum where ci ranges from -6 to -39 mT (4). We have written computer programs based on the assumption of a distribution in the principal axis g values, and while we were successful in fitting some experimental spectra, there were also other spectra for which this type of program was inadequate (6) . We extend this model while preserving two important features, namely, the number (three) of random variables and their linear relationship with the g tensor. THE 
PRINCIPAL g VALUES AS FUNCTIONS OF RANDOM VARIABLES
The random variables are not constrained to be the principal g values. The most general linear function of three random variables is fit = go + Na, 8, r)PR+b, P, 7) [lOI where p is a tensor whose elements are random variables, go is a tensor whose elements do not fluctuate, and R(LY, 8, y) is the three-dimensional rotation which transforms the p principal axis system to the go principal axis system. This gives g in the go principal axis system as g = (i If&P + pij)2 + i lfp$ + 2 5 lilj(gy + pii)pij + 2 i ljIkp~pik)"2 The numerators are in fact part of the sum comprising g. Thus, the second term in the expansion of(g) remains second order. Since in both the first and second partial derivatives, i,, always occurs in conjunction with g",,,, we can redefine go, without loss of generality, to include the first moment of p, i.e., let pi = pi -pi. The new pi have now been defined to have zero first moments and in the p principal axis frame, g: = gz + pi. Therefore, whenever this mathematical treatment applies, the first conclusion is that it cannot be used to determine a posteriori the relative sizes of gt and ii. For simplicity of notation, in what follows we have dropped all of the primes; however, the reader is to understand that p, go, g, and the angles (Y, 8, y, which appear below have been redefined and refer to the primed variables.
The variance of g can be calculated using Eq. [ 111, which is preferred for this purpose because (g) has a simple form in the go principal axis system. This facilitates the calculation of the probability of the resonance, which is a function of (g). To conform with the use of g in Eq.
[S], let gi = gp + P,i. Using the definitions of go and p, dgjdp, is ag i 3 -= 2 (.z lfi&n + E liligiRi2jn) ah 1151 I I j>i where in this coordinate system dpu/dp, = RirPjn and g = (ci=, lf@f)1'2. With the added complexity of the rotation introduced, Eq. We now proceed to rederive Eq. [ 161 using matrix algebra. This is done for two reasons: (1) to define a more compact notation for the purposes of discussion and comparison with other work, and (2) the significance of the rotation R in Eq. [ 161 will be made clearer. The preceding analysis was necessary to provide a rigorous statistical basis for what follows and to estimate the size of the second-order correction to the first moment, (g).
The standard deviations and correlation coefficients defined in Eqs. [4] and [5] can be arranged in a real, symmetric (n X n) covariance matrix (12) . For n = 3: 
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The significance of the subscript index, 1, and the superscript, 2, will become clear below. We identify the matrix ,S with the linewidth tensor that describes the apparent width of an EPR spectrum. ug is then defined as the standard deviation of the distribution as a function of orientation, and it can be related to the width at half height by means of a proportionality constant (4). To facilitate comparison with our previously used algorithms (see below), the g weighting may be decoupled from the vector :A, thus reducing it to the vector ?L = <f?, 12, f$>, by a P ro pe r redefinition of the elements of the linewidth tensor. If where P is an appropriate matrix representation of p. However, the transformation matrix D is not a 3 X 3 matrix in a('), an irreducible representation of the pure rotation group (cf. Ref. (12)). The covariances rioiuj, associated with the g tensor, can be seen to contain terms in (u&J"*, where &, is the variance of the mth principal value of the p tensor. These terms cannot result from a similarity transformation on lp. The basis set, {x, y, z}, is too small to span the space of the required operation. From this perspective, Eq. [ 161, from the derivation in the previous section, is Eq. [8] redefined on a new basis set. We are led to define both Eq. [8] and Eq. [ 161 in terms of a proper irreducible representation. The transformation between Eq. [8] and Eq. [ 161 is then well characterized. Since Eq. [ 161 contains no cubic, quadratic, linear, or constant terms, it can be written as a linear combination of products of four direction cosines: (lJ$dm). Because two of the indices i, j, k, m, have to be equal, and given the definitions of the direction cosines, in particular zI=, 1; = 1, it is readily apparent that the irreducible representation of the basis which spans the set of products of four direction cosines is the set of five second-order spherical harmonics. In terms of Cartesian coordinates, and arranged as the elements of a unit length vector, $L+ = ( Next, we determine the representation of the covariance matrix *S in the new basis by expanding Eq. [8] in terms of second-order spherical harmonics (see Table 1 ). 
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Since a rotation in ZIC2) on $A stays within the set of second-order spherical harmonics, and since the rotation can equally well be applied to 2S, we can identify Now consider what happens when we generalize the diagonal form of Eq.
[29] by implementing a rotation in ZiI (I) Applied to the coordinate system, the elements . of the vector L will become linear combinations of the original direction cosines. Since, to obtain W2, the right-hand side is squared after completion of the inner product, the result is a fuZ1 fourth order polynomial in 11, 12, 13, containing the same terms as Eq.
[16] or Eq.
[25] which include the rotation in a('), except that the correlation coefficients are fixed at fl, and the partial derivatives of g with respect to pi are missing. The partial derivatives could be included by an appropriate redefinition of the variances, af , if they did not include a factor of &' which is not a constant, but a function of (0, 4).
If g is not highly anisotropic, i.e., if g N 2, Eq. 
PROPERTIES OF THE DISTRIBUTION
The statistical model presents a mathematical description of the linewidth of the projection of the g tensor onto the external magnetic field (referred to as the effective g value). This linewidth is calculated using some rather general assumptions, without knowledge of the exact form of the joint distribution function of the p variables or consequently the distribution function of the effective g value. Knowledge of the identity of the p variables (and hence a model for the g tensor) does not necessarily lead to knowledge of the correct distribution function for the p variables. Therefore, we assume that the p variables follow a joint normal distribution. Some justification for this has been made elsewhere (13).
Assuming a joint normal distribution for the p variables does not immediately lead to the distribution function for the effective g value. This distribution function must be derived from the joint distribution function for the p variables using an appropriate method (cf., Ref. (11). For the case where the p tensor is colinear with the g tensor, the distribution function for the effective g value has been shown to be closely approximated by a normal distribution (13). We assume this to hold for the noncolinear case. Furthermore, the lineshape of a powder EPR spectrum in this case will prove to be dominated not so much by the details of the lineshape, but by contributions to the powder from lines with widely varying linewidths (7).
CONCLUDING REMARKS
The previous mathematical treatment forms the theoretical basis for a computer program which fits g-strained EPR data. A unique fit to precise data results in a set of values for the expected g values, for the variances of the principal elements of the p tensor, for the correlation coefficients associated with the variances, and for the angles of rotation that relate the principal axis systems of g and p. Numerical problems that are associated with the design of such a program are addressed in an accompanying paper (7) .
In the derivation of Eq. [ 161 the first moments of the p values and the secundcentral moments of the g values (go) were, for convenience, set equal to zero. The situation in which these quantities are not equal to zero is mathematically equivalent to these assumptions. Therefore, one cannot discriminate between the two possibilities on basis of fits to the EPR spectra.
If the principal axis systems of g and p are colinear, then it is impossible to separate g and p. In fact, it is also unnecessary since one can simply interpret g strain in terms of distributions of the usual terms which give rise to g values, namely, crystal-field splittings, spin-orbit interactions, etc.
If the coordinate systems are not colinear, then distributions in the principal-axis values of the g tensor cannot be the cause of g strain. In this case it is useful to examine the properties of the covariance matrix (cf. Eq. [ 181). The matrix is positive definite or positive semidefinite. Thus, in its diagonal form, no element can be negative, and the number of degrees of freedom in the "distribution"
space is equal to the number of nonzero elements. In Eq. [ 181 the matrix is (3 X 3) . If the rank of the matrix is 2 or 1, after diagonalization, then the variables a, and r,, can be redefined to give a covariance matrix with no zero eigenvalues and rank less than 3. Regardless of whether the rank of the positive definite form of the covariance matrix is 1, 2, or 3, its inverse has elements which define the argument of the joint distribution function (11). The covariance matrix contains information that should allow one to determine the origin of g strain. For instance, if its rank is less than three, the p variables are not independent, and can be redefined in terms of a smaller set of variables. This redefinition has physical implications, as do the sizes of the second central moments.
In the accompanying paper we analyze a g-strain broadened spectrum of a metallo-protein to illustrate the use of fast numerical techniques that make application of the foregoing practical. In this example, we find the absolute values of the three correlation coefficients to essentially equal unity. Furthermore, we are in the course of an ambitious research effort to analyze the g-strained EPR, measured at many microwave frequencies, of representative examples from different classes of metalloproteins. So far, we have found no indication of correlation coefficients that significantly deviate from the value fl. Full positive or full negative correlation means that the rank of the covariance matrix is unity. Consequently, all p variables are fully dependent and can be redefined in terms of a single variable. Thus, it appears that the cause of g strain in the EPR of metallo-proteins is a single phenomenon describable by a scalar quantity as, for example, a hydrostatic pressure. A rotation in three dimensions is specified by its Eulerian angles {cy, P, y }. We adopt Whitakers convention (see, for example, Appendix 1 in Ref. where [maximum (0, p -cl') < k G minimum (j -P', j + P)].
By a suitable similarity transformation JD can be converted to a real rotation matrix, ID with respect to a basis set in terms of Cartesian coordinates. The result for ,D can be found in several textbooks (e.g., Refs. (12, 14) ). We will now derive the expression for the matrix 2D which occurs in Eq. 
