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Abstract: In this paper the problem of dynamic modeling and parameter estimation of a seven degree of freedom hydraulic manipulator is investigated. The numerical model is developed in Simulink using SimMechanic and Simscape toolboxes with unknown/uncertain parameters. The aim of this paper is to develop a mechanism that enables us to find a feasible set of parameters for the robot that is consistent with measurements of the input, output, and states of the system under noisy and unknown operating conditions. As the first step a genetic algorithm is developed to solve an output error system identification problem for a specific joint, i.e. joint 2, such that the parameters of the joint converge to the desired set of parameters within an acceptable accuracy. The results can be straightforwardly extended to all joints of the manipulator.  
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1. INTRODUCTION 
Industrial robots are proven to be an invaluable asset to take the place of human beings in many difficult and hazardous situations, such as manufacturing (Zhang et. al., 2014) and nuclear decommissioning (Bogue, 2011). Working in semi-structured, unstructured, dynamic, and harsh environments necessitates emergence of smarter, faster, and cheaper industrial robots with the capability of showing human traits such as sensing, dexterity, memory and trainability. As a result of progress in this area, nowadays industrial robots are taking on more complicated jobs such as picking and packaging, testing or inspecting products, cutting, and welding, which are all common problems with particular importance for automation in both manufacturing and decommissioning applications. Considering these facts, two Hydrolek hydraulically actuated manipulators, each with 7DOF (i.e. six rotary joints and one gripper) have been attached to a Brokk-40 mobile platform and developed at Lancaster University for R&D in relation to tasks such as the decommissioning, repair and maintenance of nuclear plants (see e.g. Bakari et. al. 2007; Taylor and Robertson, 2013).  Designing high performance control algorithms to compensate the dynamics of this manipulator requires the development of techniques to capture the dynamic behaviour of the system accurately, and to estimate parameters of the developed model under different operating conditions. The importance of this problem in the robotic context is investigated in (Swevers et al., 1996). To address this nonlinear and non-convex problem, in this article a Genetic Algorithm (GA) is utilised. GAs are powerful global search optimization algorithms and have been used to solve various problems in control and system identification (Nguyen et al., 2014, Kristinsson and Dumont, 1992, Chang, 2007) including robotics (Yanrong and Yang, 2004, Nearchou, 1998) and 
manufacturing (Mak et al., 2000, Dingwei et al., 2001). From a control perspective, for example in the article by (Kwok and Sheng, 1994) a genetic algorithm is used to tune the parameters of a PID control system on a 6-DOF robot arm, a Puma560. Their results show that the genetic algorithm approach is better for parameter optimisation than traditional methods such as trial and error and empirical approaches. Similarly (Šitum and Ciković, 2014) focus on tuning PID gains, however this time for a hydraulic manipulator and focussing on one joint rather than the whole arm. The GA is used as part of the control system, generating PID gains to control the actuator. This allows better control during the non-linear behaviour of the hydraulic actuator, where traditional methods approximate the system as linear.  From a system identification point of view, genetic algorithms are used by (Grecu et al., 2009, Jafari et al., 2007) for tuning the model parameters of a robot arm at the design stage. They use a 3-DOF serial manipulator powered by electric motors and gearboxes as an example. The optimisation is on the weight of the gearbox and link lengths, with the aim of minimising manufacturing cost whilst meeting set performance criteria. The main difference between the work carried out by (Grecu et al., 2009, Jafari et al., 2007), and what is done in the present article, is that the former were modelling at the design stage whereas here an existing arm with unknown or time-varying parameters due to age and use is modelled. Hence, rather than trying to optimise the manipulator design, it is attempted to match the measured system performance. The fundamental reason for utilizing a GA as a nonlinear optimisation tool, is that we already have a potentially useful nonlinear mechanistic model for the arm but it has unknown parameters.   Another area in which GAs have found their way into robotics is for path planning. For instance, (Albert et al., 
  
     
 
2009) used a GA for path planning of a 3-DOF planar manipulator. Given a current and target position, the GA was used to find a path that minimises joint angle change whilst avoiding objects. Another area of robotics where GAs are used is for solving the inverse kinematics problem (Nearchou, 1998). This shows the range of tasks in which a GA can be used within robotics.  Nonetheless, there appears to be relatively few articles looking at applying GAs to hydraulic robot manipulators. One paper that does look at hydraulic manipulators is (Rouvinen and Handroos, 1997), where a 3-DOF log crane with a  reach of over six and a half meters is investigated. The aim of this paper was to use GAs in conjunction with neural networks to compensate for the deflection of the links, and to improve accuracy in reaching a target position. Another paper that investigates hydraulic manipulators is (Šitum and Ciković, 2014) mentioned above, where a genetic algorithm was used to tune the PID gains to control a single  hydraulic cylinder. GAs were used to tune the gains due to the difficulty in modelling the non-linear electro hydraulic system.   The aim of present research is to use a GA to estimate parameter values for a hydraulic manipulator, i.e. the HydroLek manipulator, to support the development of control systems for nuclear decommissioning and manufacturing applications. The main problem in working with this robot is that the actual values of the parameters of the manipulator are either unknown or may have changed through time from when the manipulator was first developed. The main contribution of the paper is design of a genetic algorithm with the capability of estimating its parameters using an output error system identification framework for the developed mechanistic model (Montazeri and Udo, 2016) of the HydroLek arm. It is expected to have not only a close match between the output response of the model and that of the real arm but also to achieve a set of parameters which are close to their ‘true’ values. 
2. DYNAMIC MODEL OF THE MANIPULATOR 
Different subsystems of the 7-DOF hydraulically actuated tele-operated robotic manipulator, i.e. the Hydrolek arm, are shown in the schematic block diagram of Fig. 1. Due to complexity in dynamic modelling of such a non-linear system, the aim is to develop a reliable simulator by which the dynamic and kinematic characteristics of the arm can be derived. This is essential for the design and implementation of different joint-level and supervisory control algorithms to accomplish difficult decommissioning or manufacturing tasks, such as remote pick and place, cutting, and welding autonomously. The approach adopted here is to investigate the modelling of various components of the manipulator using numerical and experimental techniques, and then to integrate them in a unified Simulink model for the purpose of system identification, parameter estimation, and the design of end effector trajectories, as well as the wider control objectives. This process is usually referred to as Robot Calibration in robotic terminology. The model is developed  
 Fig. 1. High level description of 7-DOF hydraulically actuated tele-operated robot manipulator (Montazeri and Ekotuyo, 2016).  for the MATLAB Simulink environment and, in the final version of the model, will comprise all the mechanical, electrical, and hydraulic parameters of the manipulator. Details of the modelling equations for each block in Fig. 1 are explained in (Montazeri and Ekotuyo, 2016, and Antoine, 2014) but are omitted here for brevity and because the focus of the present article is on the implementation of the GA for parameter estimation. Unfortunately, due to the age of the arms, data sheets containing values for many parameters are unavailable, and certain parameters may have changed over time. Because of this it is intended to develop a mechanism using GAs that enables us to estimate and update certain parameter values of the model any time they are needed. As the starting point the focus is on one joint, with concentration on the mechanical parameters of the arm. Lacking data sheets stating the mass of the individual links, the overall mass of the arm and some guess work was used to define the starting values of link masses.   The same problem applies for the spring stiffness and damping coefficient of the joint. By subsequently using the estimated mass for each link, the inertia can be calculated based on the geometry of the link, which is known from the CAD model of the arm. All of these nine parameters are included in the process of the GA to be estimated with sufficient accuracy. The proposed genetic algorithm is developed and explained in the next section.  
3. THE PROPOSED GENETIC ALGORITHM 
GA is a heuristic global optimisation method based on the biological principal of natural selection, where the strongest individuals will survive and reproduce. In the GA the individual parameters are encoded as strings of numbers called chromosomes, so for example one chromosome will contain a value for each of the parameters being investigated. The process starts by creating a random population of potential solutions; these are then evaluated using a fitness function. A weighted roulette wheel selection method is then used to find the strongest members of that population to pass them through to the next stage, crossover. The crossover stage selects two random parent chromosomes and combines them to form two child chromosomes, for example, by combining the front half of one parent with the end half of the other parent. Mutation is the final stage, where single elements may be randomly swapped to create a more diverse 
  
     
 
population. The process then starts again with the new population, and repeats until either a minimum fit is reached or a specific number of iterations are passed. Figure 2 (Montazeri et. al. 2003, Montazeri and Poshtan 2009) shows the flow chart of the GA adopted for the present optimization purpose. In the sequel, each block in Fig. 1 will be explained and expanded in more detail, to tailor the algorithm to the specific problem at hand. Two different coding schemes are investigated, integer and multi variable binary string (MVBS), to find which gives the best performance in converging to a global minimum solution. Using either coding scheme, the chromosomes themselves look the same, as shown in (1), Chromosome = [K D S M1 M2 M3 M4 M5 M6]               (1) where K is the gain representing the whole block of the electro hydraulic actuator, D is the joint damping coefficient, S is the joint spring stiffness and M1 to M6 are the link masses. In the MVBS scheme, each element of the chromosome is represented by a 16 bit binary number, whereas in the integer coding scheme each element is represented by an integer.  The next step is to integrate the GA code with the Simulink model of the system. For each iteration of the algorithm, the Simulink model is run with the parameters in that chromosome and the output is compared to measured experimental data using a fitness function, to generate a value of fit for that chromosome. This fit value is used to assess the strength of the chromosome. The fitness value is determined by comparing the result of running the Simulink model with each chromosome of parameters in that iteration against experimental data for the joint. The closer the simulation output is to the experimental data the smaller the fit value. As will be investigated later, selection of the fitness function plays an important role in the convergence behaviour of the proposed GA. A particular form of the fitness function converts the GA to a suitable algorithm for the estimation of parameters of a nonlinear model, while other selection of fitness function ensures the GA performs well for output error system identification purposes. Six different fitness functions were evaluated to find the one with the best performance, three taking the form of (2) and three as shown by equation (3):  
 
Fig. 2. Flowchart showing genetic algorithm process. 
 
ܨ݅ݐ =  − ݊݋ݎ݉(݁, ߙ)݊݋ݎ݉(ܧݔ݌݁ݎ݅݉݁݊ݐ݈ܽ ݀ܽݐܽ, ߙ) 
(2)   ܨ݅ݐ =  −݊݋ݎ݉(݁, ߙ) (3)  
where the error is generated by comparing the simulation and experimental data as follows: 
݁ = ܵ݅݉ݑ݈ܽݐ݅݋݊ ݀ܽݐܽ − ܧݔ݌݁ݎ݅݉݁݊ݐ݈ܽ ݀ܽݐܽ 
Here α defines the norm type and takes the following values:  ݂݅ ߙ = 1 ܱ݊݁ ݊݋ݎ݉ ݋ݎ ܶܽݔܾ݅ܿܽ ݊݋ݎ݉      ߙ = 2 ܧݑ݈ܿ݅݀݅ܽ݊ ݊݋ݎ݉      ߙ = ܫ݂݊݅݊݅ݐݕ/ max ݊݋ݎ݉  Both the experimental data and the simulation are sampled at 0.01 second intervals, and each point of the simulation data is compared against the corresponding point in the simulating data to find the difference between the two. 
4. RESULTS 
4.1 Training phase of the algorithm Further to the fitness function and the coding scheme explained in the previous section, the performance of the genetic algorithm in finding the best estimation for parameters of the developed model is heavily influenced by several other factors, namely, crossover rate, crossover type, mutation rate, and population length. With the aim of finding the best estimate of parameters for the developed nonlinear model, it is necessary to train the genetic algorithm and find the best possible parameters for this specific problem. For this purpose a specific set of parameters shown in the first row of Table 1 is considered for the Simulink model to generate the simulation data suitable for this part. The reason for this is that it allows us to look at the estimated value of the parameters outputted by the GA and see how close they are to the real values already set in the Simulink model. It also makes clear under which circumstances the algorithm has the capability to converge to the real values of the parameter, rather than getting stuck in a different global minimum point. This happens when the fitness value would be low but the estimated parameters are a long way off from the value of the real parameters. Initially, the algorithm is run by just looking at the gain, spring stiffness, damping coefficients, and mass for each link. The inertia of each link is calculated by the SimMechanics blocks that model the individual link.  The parameters of the model are initialized to randomly chosen values, as shown in the second row of Table 1. 












 Mass of link (kg) 
1 2 3 4 5 6  
Tru. 0.2 231.8 53.4 4.6 5.1 22.5 1.6 4.1 4.7 
Init. 0.1 100 20 0.6 1.3 2.8 1.2 2.2 1.7 
yes 
  
     
 
 4.2 Evaluation of different coding schemes Within the GA, the chromosomes are coded in some way before being passed to crossover and mutation operations, then decoded later to get back to the actual parameter values. The coding takes the GA between the two spaces it works in: the genotype coding space and the phenotype solution space. In the phenotype space each chromosome contains a value for each parameter within that chromosome, in genotype space each chromosome is represented in some way depending on the coding scheme. Here, the performance of the algorithm for integer and multi variable binary coding schemes is investigated. As can be seen from Fig. 3 the MVBS coding scheme produces more varied results with the capability to converge to a better value of the fitness function for the developed model. Therefore this coding scheme will be used later to solve the practical problem. 
4.3 Evaluation of different crossover types In development of the algorithm, two different methods of performing crossover are investigated: pointwise and uniform crossover. For the pointwise crossover scheme, chromosomes are broken into several segments and each iteration two parent chromosomes swap segments between the segmentation points. Uniform crossover works by swapping every other gene of one of the parent chromosomes with the other parent, so each child ends up with 50 percent of each parent chromosome. The results of running the GA for these two different crossover types are compared in Fig. 4. In execution of the algorithm all other parameters are set according to Table 4. As shown by Fig. 4, the difference between the two methods for estimation of parameters of the model is considerable, with the pointwise method being much better for this problem.  4.4 Evaluation of different crossover rates The result of running the GA for different crossover values while the other parameters are set according to Table 4 is shown in Fig. 5. As can be seen from Fig. 5, the crossover rate has considerable effect on the speed of convergence of the genetic algorithm. A crossover value of 1 means that at every iteration all the parent chromosomes will create new child chromosomes, so every iteration will contain different chromosomes to the one before. Crossover values of 0.6 and 0.8 take almost the same time to converge and, despite 0.8 having a higher initial value of fitness, it converges to the lowest value, suggesting that a crossover value of 0.8 gives the best performance in this particular case. In fact, with this crossover value, the best compromise is to keep a balance between the diversity of populations and the need to force the output to determine the fittest individuals. 
4.5 Evaluation of different fitness functions  One of the most important factors in the development of any GA for the specific problem at hand, is selection of the suitable fitness function to discriminate the individuals properly. Different fitness functions considered here are given in equations (2) and (3).  The results of running the GA for these fitness functions are shown in Fig. 6, while Fig. 7 shows a zoomed in section of Fig. 6 and shows more clearly 
the number of iterations the GA requires converging for each fitness function. Table 2 compares the relative error of the estimated parameters for each fitness function. The sum of these errors listed in the third column of Table 3 is considered as a measure for determining the suitability of a specific fitness function for parameter estimation. Table 3 shows the parameter values corresponding to the plots in Fig. 6. This result confirms that convergence of the estimated parameters to the true values needs particular attention in the development of the GA algorithm. Because different fitness functions result in different numerical outputs, it is not possible to compare the learning curves of the GA for different fitness functions in one plot. To solve this problem, all the learning curves are normalized between 0 and 1. The results plotted in Fig. 7 show that norm two (the Euclidian norm) reaches the final fitness value the soonest, with the infinity norm (the max norm) taking the longest to reach its final value. 














Mass of link (kg)  1  2  3  4  5  6 
1 50 26.0 42.5 19.6 5.9 43.1 12.5 22.0 106.4 2 100 82.6 43.1 84.8 94.1 96.4 250.0 146.3 72.3 3 50 57.9 29.4 23.9 9.8 84.0 93.8 19.5 21.3 4 50 32.5 47.6 23.9 80.4 78.2 393.8 24.4 12.8 Key: Fit as in equation (3) 1.Norm inf. (no den) 2. Norm one 3. Norm two. Fit as in equation (2) 4. Norm inf. with denominator.  Table 3. Comparison of output and parameters error for each fitness function shown on the plot in Fig. 6. Fitness Function Lowest fitness value Output error index Parameters error index Norm inf no den. -0.6458 0.645 327 Norm inf with den. -0.1275 0.651 743 Norm one no den. -836.54 0.85 969 Norm two no den. -14.5172 0.82 389   
 
Fig. 3. Comparison of binary and integer coding schemes. 
 
Fig. 4. Comparison of pointwise and uniform crossover methods. 
  
     
 
 
Fig. 5. Plot showing the effect of different crossover rates on the elite fitness value for 200 iterations. 
 
Fig 6. Plot showing the effect of different fitness functions on the elite fitness value. 
 
Fig 7. Zoomed in section of Fig. 6 comparing the convergence rates of the algorithms. 
The first column of Table 3 compares the absolute value of the fitness functions after convergence of the GAs. Although norm two has the fastest convergence rate, it is evident from this column that it has a relatively high fitness value, whereas the infinity norm with the slowest convergence rate has a very low fitness value. The capability of different fitness functions to find the best solution, in terms reaching the minimum output identification error and parameter estimation error, are compared in the second and third columns. The second column of Table 3 compares the infinity norm of the output identification error for each norm, while third column lists the sum of relative estimation errors for different norms. As can be seen from Table 3, the infinity norm without denominator results in both the lowest output identification error and the parameters estimation error suggesting that it performs the best in this case.  4.6 Final tune of the proposed algorithm From the results achieved in the previous sections, it can be concluded that using the values in Table 4 should give the 
best performance for the GA. Figure 8 shows the final output after running the GA with these conditions. The proposed GA adapts the parameters of the model in an output error identification framework, while keeping the estimated model parameters close to the true parameters chosen for the model. As the plot in Fig. 8 shows, the estimated model output tracks the simulation output reasonably well, but tends to overshoot at the peaks. As can be seen from Table 5 and Fig. 8, choosing the fitness function as the relative infinity norm of the error, leads to an algorithm with the capability to estimate the parameters of the model in a reasonable proximity to the parameters used to generate the simulation data, in comparison to the other fitness functions. However, further work is required to improve the estimation accuracy of the proposed algorithm. 
Table 4. The final value of the parameters used for the proposed GA. 
Parameter Value Coding scheme Multivariable binary coding Crossover rate (Pc) 0.8 Mutation rate (Pm) 0.05 Parent selection proportional Crossover type pointwise Population size 70 Fitness function infinity norm 
 
Fig 8. Comparison of the output of the dynamic model for true and estimated parameters. 











s  Mass of link (kg) 
1 2 3 4 5 6  
Est.  0.03 93 99.9 9.2 20 5.9 9.6 15.54 1.2 
Tru 0.02 48 87.4 5.8 12.7 6.9 7.75 8.31 4.2 
5. CONCLUSIONS 
In this paper, the problem of dynamic modelling and parameter estimation of a 7-DOF robot manipulator, i.e. the HydroLek arm, is investigated. Due to the complexity of the dynamic behaviour of the system, a mechanistic model using Simulink is developed. However, the parameters of the model are subject to change because of device aging and time-varying characteristics of different operating conditions. To overcome this problem for the purpose of future simulation and controller design work, this article has exploited and refined a genetic algorithm to estimate the parameters of the model using an output identification framework. This is accomplished in two steps. In the first step, the parameters of 
  
     
 
the GA, i.e. coding scheme, crossover type, crossover rate, mutation rate and fitness function, are all tuned on the basis of simulation data. The results show that the developed GA has the capability to estimate the parameters of the dynamic model with a reasonable accuracy and the output of the model follows the simulated output closely. In the second step, the proposed GA is utilized to estimate the parameters of the model based on measured experimental data. The developed model will be used for simulation and model based controller design, and this will be reported in future articles.     
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