Previous analysis has shown that applying Bayes minimum risk to detect credit card fraud leads to better results measured by monetary savings, compared with traditional methodologies. Nevertheless, this approach requires good probability estimates that not only separates well between positive and negative examples, but also assesses the real probability of the event. Unfortunately not all classification algorithms satisfy this restriction. In this paper two different methods for calibrating probabilities are evaluated and analyzed in the context of credit card fraud detection, with the objective of finding the model that minimizes the real losses due to fraud. Even though under-sampling is often used in the context of classification with unbalanced datasets, it is shown that when probabilistic models are used to make decisions based on minimizing risk, using the full dataset provides significantly better results. In order to test the algorithms, a real dataset provided by a large European card processing company is used. It is shown that by calibrating the probabilities and then using Bayes minimum Risk the losses due to fraud are reduced. Furthermore, because of the good overall results, the aforementioned card processing company is currently incorporating the methodology proposed in this paper into their fraud detection system. Finally, the methodology has been tested on a different application, namely, direct marketing.
Introduction
Every year billions of Euros are lost in Europe due to credit card fraud [6] . This leads financial institutions to continuously seek better ways to prevent fraud. Nevertheless, fraudsters constantly change their strategies to avoid being detected, something that makes traditional fraud detection tools such as expert rules inadequate. Different detection systems that are based on machine learning techniques have been successfully used for this problem, in particular: neural networks [12] , Bayesian learning [12] , support vector machines [2] , random forest [4] and peer group analysis [15] .
Credit card fraud detection is by definition a cost sensitive problem, since the cost of failing to detect a fraud is significantly different from the one when a false alert is made [5] . In [8] a cost sensitive approach is proposed by assuming a constant cost difference between false positives and false negatives. Nevertheless, this is not the case in credit card fraud detection, because in practice the false negative cost is example dependent. In a recent study [4] , a decision theory approach by applying Bayes minimum risk (BMR) to predict whenever a transaction was legitimate or fraud, has been used. Their approach leads to a reduction in the cost due to credit card fraud. Nevertheless, the BMR approach requires good calibrated probabilities in order to correctly estimate the individual transactions expected costs. As mentioned by Cohen and Goldszmidt [3] , calibrated probabilities are crucial for decision making tasks.
In this paper two different methods for calibrating probabilities are evaluated and analyzed in the context of credit card fraud detection, with the objective of finding the model that minimizes the real losses due to fraud. First, the method proposed in [5] to adjust the probabilities based on the difference in bad rates between the training and testing datasets is used. Second, it is compared against the method proposed in [9] , in which calibrated probabilities are extracted after modifying the receiver operating characteristic (ROC) curve to a convex one using the ROC convex hull methodology.
For this paper a real credit card fraud dataset is used. The dataset is provided by a large European card processing company, with information of legitimate and fraudulent transactions between January 2012 and June 2013. The outcome of this paper is being currently used to implement a state-of-the-art fraud detection system, that will help to combat fraud once the implementation stage is finished.
Finally, with the objective of evaluating the consistency of the results across different applications, and to allow the reproduction of the results, a publicly available dataset is used. In particular, a dataset of direct marketing, that contains information of bank clients that Figure 1: Estimation of calibrated probabilities using the ROC convex hull [9] .
receive cross-sell offers of long-term deposits. The remainder of the paper is organized as follows. In Section 2, the methods for calibrating probabilities are explained. Afterwards, the experimental setup is given in Section 3. Here the dataset, evaluation measures and algorithms are presented. Then the results are presented in Section 4. Subsequently, the methodology is evaluated on a different dataset. Finally, conclusions of the paper are given in Section 6.
Calibration of probabilities
When using the output of a binary classifier as a basis for decision making, there is a need for a probability that not only separates well between positive and negative examples, but that also assesses the real probability of the event [3] .
In this section two methods for calibrating probabilities are explained. First, the method proposed in [6] to adjust the probabilities based on the difference in bad rates between the training and testing datasets. Then, the method proposed in [8] , in which calibrated probabilities are extracted after modifying the ROC curve using the ROC convex hull methodology, is described.
2.1 Calibration of probabilities due to a change in base rates. One of the reasons why a probability may not be calibrated is because the algorithm is trained using a dataset with a different base rate than the one on the evaluation dataset. This is something common in machine learning since using under-sampling or oversampling is a typical method to solve problems such as class imbalance and cost sensitivity [10] . In order to solve this and find probabilities that are calibrated, in [5] a formula that corrects the probabilities based on the difference of the base rates is proposed.
The objective is using p = P (j = 1|x) which was estimated using a population with base rate b = P (j = 1), to find p = P (j = 1|x) for the real population which has a base rate b . A solution for p is given as follows:
Nevertheless, a strong assumption is made by taking: P (x|j = 1) = P (x|j = 1) and P (x|j = 0) = P (x|j = 0), meaning that there is no change in the example probability within the positive and negative subpopulations density functions.
2.2 Calibrated probabilities using ROC convex hull. In order to illustrate the ROC convex hull approach proposed in [9] , let us consider the set of probabilities given in Figure 1a . Their corresponding ROC curve of that set of probabilities is shown in Figure 1b . It can be seen that this set of probabilities is not calibrated, since at 0.1 there is a positive example followed by 2 negative examples. That inconsistency is represented in the ROC curve as a non convex segment over the curve.
In order to obtain a set of calibrated probabilities, first the ROC curve must be modified in order to be convex. The way to do that, is to find the convex hull [9] , in order to obtain the minimal convex set containing the different points of the ROC curve. In Figure 1c , the convex hull algorithm is applied to the previously evaluated ROC curve. It is shown that the new curve is convex, and includes all the points of the previous ROC curve. Now that there is a new convex ROC curve or ROCCH, the calibrated probabilities can be extracted as shown in Figure 1d . The procedure to extract the new probabilities is to first group the probabilities according to the points in the ROCCH curve, and then make the calibrated probabilities be the slope of the ROCCH for each group.
Experimental setup
In this section, first the dataset used for the experiments is described. Afterwards the measure used for evaluation is explained. Lastly the partitioning of the dataset and the algorithms used to detect fraud are shown.
3.1 Database. In this paper a dataset provided by a large European card processing company is used. The dataset consists of fraudulent and legitimate transactions made with credit and debit cards between January 2012 and June 2013. The total dataset contains 120,000,000 individual transactions, each one with 27 attributes, including a fraud label indicating whenever 
a transaction is identified as fraud. This label was created internally in the card processing company, and can be regarded as highly accurate. In the dataset only 40,000 transactions were labelled as fraud, leading to a fraud ratio of 0.025%. From the initial attributes, an additional 260 attributes are derived using the methodology proposed in [2] and [16] . The idea behind the derived attributes consists in using a transaction aggregation strategy in order to capture consumer spending behavior in the recent past. The derivation of the attributes consists in grouping the transactions made during the last given number of hours, first by card or account number, then by transaction type, merchant group, country or other, followed by calculating the number of transactions or the total amount spent on those transactions.
For the experiments, a smaller subset of transactions with a higher fraud ratio, corresponding to a specific group of transactions, is selected. This dataset contains 1,638,772 transactions and a fraud ratio of 0.21%. In this dataset, the total financial losses due to fraud are 860,448 Euros. This dataset was selected because it is the one where most frauds are being made.
Evaluation measure.
In order to evaluate the classification algorithm, a cost matrix similar to the one proposed in [5] is used. The cost matrix is shown in Table 1 . This matrix differentiates between the costs of the different outcomes of the classification algorithm, meaning that it differentiates between false positives and false negatives, and also the different costs of each example. Other cost matrices have been proposed for credit card fraud detection, but none differentiates between the costs of individual transactions, see [8] .
Using the cost matrix it is easy to extract a cost measure as the sum of all individual costs:
This measure evaluates the sum of the cost for m transactions, where y i and p i are the real and predicted labels, respectively.
Database
partitioning. From the total dataset, 3 different datasets are extracted: train, The under-sampling has proved to be the better approach for such problems, see [10] . A new training dataset containing a balanced number of frauds and legitimate transactions is created. Table 2 , summarizes the different datasets. It is important to note that the under-sampling procedure was only applied to the training dataset since the validation and test datasets must reflect the real fraud distribution.
Algorithms.
For the experiments a BMR method using the probabilities of a random forest (RF) algorithm is used. The RF is trained using the undersampled and training datasets, to be able to observe the effect of different positive base rates on the probabilities and the BMR. The RF algorithm is trained using the implementation of Scikit-learn [14] . In order to have a good range of probability estimates, the parameters of the RF are tuned. Specifically, 500 not pruned decision trees with Gini criterion for measuring the quality of a split were created. As a benchmark Logistic Regression (LR) and Decision Tree (DT) are also used in conjunction with BMR. After the probability estimates are calculated, the BMR method using the cost matrix described in Table 1 is applied in order to predict whenever a transaction is legitimate or fraud. As defined in [11] , the Bayes minimum risk classifier is a decision model based on quantifying tradeoffs between various decisions using probabilities and the costs that accompany such decisions. In the case of credit card fraud detection, a transaction is classified as fraud if the following condition holds true:
and as legitimate if false. Where P (p l |x) is the estimated probability of a transaction being legitimate given x, similarly P (p f |x) is the probability of a transaction being fraud given x. Lastly, Amt i is the amount of the transaction i. An extensive description of the methodology can be found in [4] .
Finally, two new models are evaluated by calibrating the probabilities using the methods described in Section 2, and afterwards applying BMR with the calibrated probabilities. This procedure of probability calibration is made on the validation dataset and evaluated as all other methods on the test dataset.
Results
First a RF using the under-sampled (RF-u) and the training datasets (RF-t) are calculated and then evaluated using the test dataset. Additionally to the cost measure, traditional evaluation measures such as Brier score, precision (pre), recall (rec) and F 1 -Score are compared. For the calculation of the cost, the parameter C a is estimated to be 10 Euros. This parameter has been set with the help of the card processing company internal risk team. Results are shown in Table 4 . The first important thing to note, is that when using RF-u the cost is higher than the total amount lost due to fraud in the test dataset, which is 205,542 Euros. The reason for that is the low precision that translates in a high false positive rate, which is very expensive since many accounts should be analyzed before a fraud is detected. On the other hand, when using the full training dataset, a lower detection of frauds is made but with a higher precision. Nevertheless, the savings are only 8.45%, which leaves space for improvement. Also, there is a significant difference between the Brier score of both models. The reason is that by applying under-sampling the RF-u is trained using a dataset with a different base rate than the test dataset, i.e. P (p f ) = P (p f ). This leads to having probabilities that are not calibrated, and therefore not suitable for decision making tasks [3] .
In order to find a better result, the BMR model is used. This model first uses the probabilities estimated by the RF-u and the RF-t, and afterwards predicts whenever a transaction is fraud or legitimate using equation (3.3) . When this methodology is used with RF-u in the performance is much worse than the RF-u, and the reason is that the probabilities of the RF-u are not calibrated. On the other hand, when the BMR is applied to the RF-t, there is an increase in the detection of frauds, while maintaining a relatively good precision. This leads to savings of 41.7%, a significant increase compared to using only the RF-t algorithm.
Afterwards, in order to see how well the probabilities are calibrated, they are compared against the actual fraud rate P (p f ) for each value of the estimated probability. As can be seen on Figure 2a , the RF-u is far away from being calibrated since there is a strong difference between the predicted probability and the real fraud distribution. However, the RF-t model looks better since Figure 2 : Comparison between the estimated probability and the actual fraud rate of the different models. It is shown that the initial probabilities are neither calibrated or monotonic. On one hand, using the RF-u, there is no relation between estimated probabilities and the actual fraud rate, and also on the RF-t the relation is not monotonically increasing as expected. However, when the method for calibrating the probabilities using the ROCCH is used, the extracted probabilities are closer to the base line. In the case of the calibration method by adjusting for the difference in the base rates, the new probabilities are not as close to the base line.
it is closer to the base line, which is also reflected by a lower Brier score. Nevertheless, there are some segments in which when the estimated probability is higher than actual fraud rate.
Subsequently, in order to obtain calibrated probabilities the methods described in Section 2 are used. First, new probabilities are extracted by applying equation (2.1) using the under-sampled dataset (RF-u-cal br). Then, the method for calibration using the ROCCH is implemented using the probabilities of the model trained with the under-sampled dataset (RF-u-cal ROCCH) and the one with the full training dataset (RF-t-cal ROCCH). On Figure 2b , the new probabilities are shown. It can be seen that the method of calibration based on the ROCCH performs better since the probabilities RF-u-cal ROCCH and RF-t-cal ROCCH are much closer to the base line, and do not have the non-monotonic steps that the RF-u and RF-t probabilities have. This can also be seen on the ROC curves of the probabilities, since as mentioned before, non-monotonic steps in the probabilities are related to non convex segments across the ROC curve. In Figure 3a , the ROC curve of RF-u and RF-u-cal ROCCH are shown. As can be seen in detail in Figure 3b , the RF-u-cal ROCCH fixes those segments across the ROC curve that where not convex.
Furthermore, as can be seen on Table 3 , the impact of calibrating the probabilities of the under-sampled model is demonstrated by an important difference be- tween the Brier score of the RF-u and the calibrated models. However, there is neither a significant difference between RF-u-cal br and RF-u-cal ROCCH, or RF-t and RF-t-cal ROCCH. The reason for this is that the Brier score is weighted by the population, and as can be seen on Figure 4 , 99.5% of the population have a probability of fraud lower than 0.05, measured using RF-t-cal ROCCH, which is expected due to the low percentage of frauds in the dataset. More interesting is that 99.5% of the losses due to fraud have a fraud probability lower than 0.15, which means that the losses do not have the same distribution as the population. Previous attempts have been made to include the cost sensitivity on the Brier score [7] . Nevertheless, they assume that the cost does not depend on the example but only on the class, which as previously explained is not the case in credit card fraud detection.
Subsequently, using the calibrated probabilities estimated using the cal br and cal ROCCH methods, a BMR classifier is estimated for each one. Results of ap- plying these algorithms are shown on Table 4 . It can be seen that the Bayes minimum risk using the calibrated probabilities by the cal ROCCH method and the RF-t algorithm outperforms the other models measured by cost, leading to savings of 89,362 Euros or 43.5% of the losses on the test dataset. Nevertheless, the difference of results when applying cal ROCCH-BMR whit RF-t is not as significant as when the method is applied with RF-t. The reason is that the calibration method in the first case is solving both the convexity of the ROC curve and the fact that P (p f ) = P (p f ). In the second case there is no under-sampling (P (p f ) = P (p f )), which leads to the conclusion that the effect due to using different base distributions is much more important than the one due to the lack of monotonicity of the probabilities. Lastly, between the two calibration methodologies, cal ROCCH-BMR arises to better results, which confirms the previously stated conclusion, since cal ROCCH-BMR is fixing the problems due to different class distributions and non-monotonicity of probabilities, but cal br-BMR only the first one.
Finally, the methods are also tested using different models, in particular DT and LR. After performing the same procedure as with RF, the cost of the different algorithms is calculated. In Table 4 , the results are shown. The cal ROCCH-BMR is consistently the best model measured by cost, independently of which model is used to estimate the probabilities. Nevertheless, in the case of LR, the LR-u-cal ROCCH-BMR is slightly better than LR-t-cal ROCCH-BMR, which may suggest that for LR it is more difficult to find a good model without using under-sampling. Lastly, RF outperforms both DT and LR, as it is the model whit maximum savings.
Evaluation on a different application
Since the contract with the card processing company, that provided the dataset for this study, forbids the publication of the database and there isn't a publicly available credit card fraud dataset, a comparable dataset was used in order to allow reproducibility of the results and test the consistency of them across applications. In particular, a direct marketing dataset [13] available on the UCI machine learning repository [1] , is used. Similarly, as in credit card fraud the direct marketing problem is also cost sensitive, since in both there are different costs of false positives and false negatives. Specifically, in direct marketing, false positives have the cost of contacting the client, and false negatives have the cost due to the loss of income by failing to contact a client that otherwise would have opened a long-term deposit. Given the previous information, a cost matrix that collects the different costs is constructed, as shown in Table 5 . Where C a is the administrative cost of contacting the client, as is credit card fraud, and Int i is the expected income when a client opens a long-term deposit. This last term is defined as the long-term deposit amount times the interest rate spread 1 . In order to estimate Int i , first the long-term deposit amount is assumed to be a 20% of the average yearly 1 Interest rate spread is the difference between the effective lending rate and the cost of funds. balance, and lastly, the interest rate spread is estimated to be 2.463333%, which is the average between 2008 and 2010 of the retail banking sector in Portugal as reported by the Portuguese central bank. Given that, the Int i is equal to (balance * 20%) * 2.463333%. In a similar way as in credit card fraud, using the cost matrix a cost measure is constructed as the sum of all individual costs:
where p i is the predicted label and y i is the ground truth. Subsequently, the dataset is split in training, under-sampling, validation and test. Relevant information of the datasets is shown on Table 6 .
Afterwards, the different models are calculated and evaluated. First a DT, LR and RF are calculated, using both the under-sampled and the training datasets. Next, a Bayes minimum risk decision using the cost Comparison between the estimated probability and the actual fraud rate of the different models on the direct marketing dataset. It is show that the initial probabilities are not calibrated. Nevertheless, when the cal ROCCH method is used, the new probabilities look much more calibrated than the initial ones. matrix is created, and an offer is classified as accepted if the following condition holds true:
and not accepted otherwise. Finally, the probabilities are calibrated using the methods described in Section 2, and a BMR model using the calibrated probabilities is applied.
On Figure 5a , probabilities estimated with the RF model with under-sampling and with the full training dataset are shown. It can be seen that the RF-t model is better calibrated than the RF-u, which as previously described, is expected since the second one is trained with an under-sampled dataset. However, neither of the probabilities are well calibrated. In order to obtain calibrated probabilities the methods described in Section 2 are applied. On Figure 5b , it can be seen that when using the cal ROCCH on the RF-u and RF-t datasets, the probabilities are better calibrated compared against RF-u and RF-t, and the cal br method. However, it is interesting that when measured by the Brier score, as shown in Table 7 , the cal br method is the better one. This can be explained by the fact that the population is concentrated on lower probabilities in which the cal br is well adjusted.
Finally, it is interesting that the best model selected by F 1 -Score is not the one that has the lower cost, and the reason for that is that this metric is not cost sensitive and assumes a constant false negative cost, which as explained before is not the case in the direct marketing problem. Overall, similar results are found as in credit card fraud, in which when the probabilities are calibrated either using cal br or cal ROCCH, better results measured by cost are found. Lastly, the best model measured by cost is the LR-u-cal ROCCH-BMR. This model arises to a cost of 5,820 Euros on the test dataset, which means savings of 49.26% against the option of contacting every client.
Conclusions
In this paper the importance of using calibrated probabilities for the process of decision making in the context of credit card fraud detection and in general in cost sensitive classification has been shown. The experiments confirmed that using calibrated probabilities followed by Bayes minimum risk significantly outperform using just the raw probabilities with a fixed threshold or applying Bayes minimum risk with them, in terms of cost, false positive rate and F 1 -Score. 
