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DISCRETE SCHLESINGER TRANSFORMATIONS, THEIR HAMILTONIAN
FORMULATION, AND DIFFERENCE PAINLEVE´ EQUATIONS
ANTON DZHAMAY, HIDETAKA SAKAI, AND TOMOYUKI TAKENAWA
Abstract. Schlesinger transformations are algebraic transformations of a Fuchsian system that preserve
its monodromy representation and act on the characteristic indices of the system by integral shifts. One of
the important reasons to study such transformations is the relationship between Schlesinger transformations
and discrete Painleve´ equations; this is also the main theme behind our work. We derive discrete Schlesinger
evolution equations describing discrete dynamical systems generated by elementary Schlesinger transforma-
tions and give their discrete Hamiltonian description w.r.t. the standard symplectic structure on the space
of Fuchsian systems. As an application, we compute explicitly two examples of reduction from Schlesinger
transformations to difference Painleve´ equations. The first example, d-P
(
D
(1)
4
)
(or difference Painleve´ V),
corresponds to Ba¨cklund transformations for continuous PVI. The second example, d-P
(
A
(1)∗
2
)
(with the
symmetry group E
(1)
6 ), is purely discrete. We also describe the role played by the geometry of the Okamoto
space of initial conditions in comparing different equations of the same type.
1. Introduction
In the theory of ordinary linear differential equations on a complex domain, and in particular in the
theory of Fuchsian systems, an important characteristic of the equation is its configuration of singularities
and the characteristic indices at these singular points. Associated to this data is the notion of the monodromy
representation of the equation. Roughly speaking, this representation describes how the fundamental solution
matrix of the equation changes under analytic continuation along the closed paths around the singular points
and it gives a significant insight into the global behavior of solutions of the equation.
The fruitful idea of deforming the equation by moving the location of critical points into different configu-
rations, or by changing the characteristic indices, without changing its monodromy representation goes back
to B. Riemann, but the actual foundations of this theory of isomonodromic deformations in the Fuchsian
case were laid down in the works of R. Fuchs [Fuc07], L. Schlesinger [Sch12], and R. Garnier [Gar26]. An
extension of the theory to the non-Fuchsian case was done much later in the series of papers by M. Jimbo,
T. Miwa, and K. Ueno, [JMU81, JM82, JM81]. At present, the theory of isomonodromic deformations is
a very active research field with deep connections to other areas such as the theory of integrable systems,
classical theory of differential equations, and differential and algebraic geometry.
It is important to distinguish between continuous and discrete isomonodromic deformations. In the contin-
uous case deformation parameters are locations of singular points of the system. The resulting isomonodromic
flows on the space of coefficients of the Fuchsian system are given by Schlesinger equations. In [JMMS80]
M. Jimbo, T. Miwa, Y. Moˆri, and M. Sato showed that these equations, when considered as a dynamical
system on the decomposition space of the Fuchsian system, can be written in the Hamiltonian form. For a
2 × 2 Fuchsian system with n = 4 poles, Schlesinger equations reduce to the most general of the Painleve´
equations, Painleve´ VI (this result goes back to the work of R. Fuchs, [Fuc07]). Painleve´ equations are also
Hamiltonian, due to the work of Okamoto, [Oka80], and in fact the reduction from Schlesinger equations
to PVI can be carried over on the level of Hamiltonians, see [Sak10]. Fuchsian systems with more than two
accessory parameters give rise to higher order analogues of Painleve´ equations, see the survey [KNS13] for
the four-dimensional case.
It is also possible to deform the characteristic indices of the system, but in that case the isomonodromy
condition requires that the indices change by integral shifts, and so the resulting dynamic is discrete and is
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expressed in the form of difference equations called Schlesinger transformations. Similarly to the continuous
case, these transformations reduce to discrete analogues of Painleve´-type equations and the study of this
correspondence has been a major research topic in the field of discrete integrable systems over the last twenty
years, [RGH91, PNGR92]. We need to remark here that Schlesinger transformations correspond to difference
Painleve´ equations, but the other two types of discrete Painleve´ equations, q-difference and elliptic-difference
Painleve´ equations, can also be considered in a modification of this approach.
Discrete Painleve´ equations share many properties with the differential Painleve´ equations, e.g., the
existence of special solutions such as algebraic solutions or solutions that can be expressed in terms of
special functions, affine Weyl group symmetries, and the geometric classification of equations in terms of
rational surfaces. Our goal for this paper is to describe, very explicitly, some aspects of such correspondence
for the isomonodromic approach, following the outline above for the continuous case and adapting it to the
so-called elementary Schlesinger transformations. We do this in three steps.
First, we give explicit evolution equations for the discrete dynamical system on the space of coefficient
matrices that is generated by elementary Schlesinger transformations. We call such equations difference
Schlesinger evolution equations. These equations make it easy to compute Schlesinger transformations and
consequently to study reductions to difference Painleve´ equations, since the usual computation of Schlesinger
transformations from the compatibility condition between the Fuchsian equation and the deformation equa-
tion is often quite complicated. We should also mention here that in [Bor04] A. Borodin considered difference
Schlesinger equations for isomonodromic deformations of difference linear systems. He showed that, under a
certain continuous limit, such equations converge to implicit equations describing Schlesinger transformations
of the corresponding continuous system.
Next, we use these equations to define the evolution dynamic on the decomposition space of the Fuchsian
system and give the discrete Hamiltonian description of such flows. Since the Hamiltonian framework
is not yet well-developed in the discrete case, having examples of such description is essential to better
understanding of this formalism. Further, this is an essential first step towards developing the Hamiltonian
theory of discrete Painleve´ equations, as well as the Hamiltonian reduction procedure in the discrete case.
Finally, we consider explicit examples of reductions from Schlesinger transformations to difference Painleve´
equations. In Sakai’s geometric approach to Painleve´ equations, difference equations are classified by the
surface type (or symmetry type) as follows:
Surface: A
(1)∗∗
0 A
(1)∗
1 A
(1)∗
2 D
(1)
4 D
(1)
5 D
(1)
6 D
(1)
7 D
(1)
8 E
(1)
6 E
(1)
7 E
(1)
8
Symmetry: E
(1)
8 E
(1)
7 E
(1)
6 D
(1)
4 A
(1)
3 (A1 +A1)
(1) A
(1)
1 — A
(1)
2 A
(1)
1 —
Difference Painleve´ equations corresponding to surfaces of types Dl and El appear as Ba¨cklund transforma-
tions of differential Painleve´ equations, but equations corresponding to surfaces of type Al are purely discrete.
Thus, we are particularly interested in the left side of the above list. In [Sak07] H. Sakai posed a problem
of representing difference Painleve´ equations with surface types A
(1)∗∗
0 , A
(1)∗
1 , and A
(1)∗
2 as reductions of
Schlesinger transformations of Fuchsian systems. In [Boa09] P. Boalch described the corresponding Fuchsian
systems without computing the Schlesinger transformations and their reductions explicitly. Also, in [AB06]
D. Arinkin and A. Borodin obtained difference Painleve´ equation d-P (A
(1)∗
2 ) from isomonodromy transfor-
mations of difference Fuchsian systems. In this paper we explicitly compute reductions from Schlesinger
transformations to difference Painleve´ equations d-P (D
(1)
4 ) (also known as difference Painleve´-V equation
d-PV) and d-P (A
(1)∗
2 ). We start with a suitable parametrization for the space of Fuchsian system of the
appropriate type (which for these examples is two-dimensional, and so we denote the parameters by x and
y) and use the discrete Schlesinger evolution equations to explicitly compute the evolution x¯ = x¯(x, y) and
y¯ = y¯(x, y). For this map we construct the Okamoto space of initial conditions that resolves the indeter-
minate points of the dynamic, verify that this surface is indeed of the required type, and then explicitly
find the translation direction in the symmetry sub-lattice. We also compare the dynamic given by dis-
crete Schlesinger transformations to other examples of difference Painleve´ equations of the same type by
first finding the isomorphism of blow-down structures of their Okamoto surfaces, and then comparing the
corresponding translation direction.
The interesting feature of the d-P (D
(1)
4 ) example is that we can compute, for the same Fuchsian system
and using the same coordinates, continuous deformations that are described by the Painleve´-VI equation PVI,
2
and discrete deformations that are described by the difference Painleve´-V equation d-PV, which corresponds
to the Ba¨cklund transformations of PVI. We use this as a test case for our approach. The d-P (A
(1)∗
2 )
example is new and is a partial answer to Sakai’s question (we plan to consider reductions to difference
Painleve´ equations d-P (A
(1)∗
1 ) and d-P (A
(1)∗∗
0 ) in the subsequent publication). A particularly interesting
feature of the second example, that we explain in detail in the main text, is that its translation direction is
different from that of the standard form for this equation.
The text is organized as follows. In the next section we briefly set up the context of the problem and
describe in more details some of the main objects. In Section 3 we derive the equations of the elementary
Schlesinger transformations and in Section 4 we show how to write them in the Hamiltonian form. Section 5
is dedicated to the d-P (D
(1)
4 ) and d-P (A
(1)∗
2 ) examples, and the final section is conclusions and discussion
of the results.
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2. Preliminaries
2.1. Fuchsian Systems. Schlesinger transformations that we study originate from the deformation theory
of Fuchsian systems. Recall that a Fuchsian system (or a Fuchsian equation) is a matrix linear differential
equation on the Riemann sphere CP1 such that all of its singular points are regular singular points. We
consider a generic case when a Fuchsian system can be written in the Schlesinger normal form, i.e., when its
coefficient matrix is a rational function with at most simple poles at some (distinct) points z1, . . . , zn (and
possibly at the point z0 =∞),
(2.1)
dY
dz
= A(z)Y =
(
n∑
i=1
Ai
z − zi
)
Y,
Here Ai = reszi A(z) dz are constant m ×m matrices. We also put A∞ = res∞A(z) dz = −
∑n
i=1 Ai and
so this equation is regular at infinity iff A∞ = 0.
Assumption 2.1. From now on we make an additional semi-simplicity assumption that the coefficient
matrices Ai are diagonalizable.
2.2. Spectral Type and Accessory Parameters. Geometrically, Schlesinger (or isomonodromic) dy-
namic takes place on the space of coefficients A(z) of the Fuchsian system (2.1), considered modulo gauge
transformations. Here we briefly outline the description of this space following [Sak10].
First, given A(z), we separate the locations of singular points zi (that we think of as parameters of the
dynamic) from the residue matrices Ai at those points. Thus, we define
F˜(z) = F˜(z1, . . . , zn) = {(A1, . . . ,An) | Ai ∈ End(Cm)}
to be the set of all Fuchsian systems with possible singularities at the points zi. Further, since Schlesinger
dynamic either preserves (in the continuous case) or shifts (in the discrete case) the eigenvalues of Ai, we
treat the eigenvalues as the parameters of the dynamic as well. Thus, the appropriate phase space is a
quotient of the fiber of the eigenvalue map by gauge transformations. Local coordinates on the phase space
are called accessory parameters. Note that the space A of accessory parameters is quite complicated and its
dimension depends on the spectral type of A(z) that we define next.
Spectral type of A(z) encodes the degeneracy of eigenvalues θji of the coefficient matrices Ai (θ
j
i are also
called the characteristic indices of the system) via partitions m = m1i + · · ·+mlii , m1i ≥ · · · ≥ mlii ≥ 1, where
m is the matrix size and mji denotes the multiplicities of the eigenvalues of Ai. The spectral type m of A(z)
is then defined to be the collection of these partitions for all indices (including ∞):
m = m11 · · ·ml11 ,m12 · · ·ml22 , · · · ,m1n · · ·mlnn ,m1∞ · · ·ml∞∞ .
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It can be used to classify Fuchsian systems up to isomorphisms and the operations of addition and middle
convolution introduced by N. Katz [Kat96], as in the recent work by T. Oshima [Osh13].
Assumption 2.2. Since for a Fuchsian system we can use scalar local gauge transformation of the form
Y˜(z) = w(z)−1Y(z), where w(z) is a solution of the scalar equation
dw
dz
=
n∑
i=1
θji
z − ziw,
to change the residue matrices by A˜i = Ai − θji1, we can assume, without loss of generality, that one of the
eigenvalues θji = 0. Thus, we always assume that the eigenvalue θ
j
i of the highest multiplicity m
1
i is zero
and we denote the corresponding subset of F˜(z) of reduced Fuchsian equations by F(z). This amounts to
choosing a representative in the quotient space of all Fuchsian equations by the group of local scalar gauge
transformations.
In view of Assumptions 2.1 and 2.2, Ai is similar to a diagonal matrix diag{θ1i , . . . , θrii , 0, . . . , 0}, where
ri = rank(Ai). Omitting the zero eigenvalues, we put
Θi = diag{θ1i , . . . , θrii }.
Denote by T˜ the set of all possible diagonal matrices of the spectral type m with the highest degeneracy
eigenvalues at finite points set to 0 and omitted, as above. Thus, T˜ = {Θ = (Θ1, . . . ,Θn; Θ∞)} and
ri = m−m1i . Then we have the eigenvalue map Sp : F(z)→ T from the set of reduced Fuchsian equations
to the set of characteristic indices, where T ⊂ T˜ is the subset of Θ satisfying the Fuchs relation (or the
trace condition)
n,∞∑
i=1
ri∑
j=1
θji = 0.
With these definitions, given Θ ∈ T , the fiber of the eigenvalue map is F(z)Θ = Sp−1(Θ).
We still need to take into account global similarity transformations. It is convenient to do so in two steps.
First we normalize our equation at infinity by reducing A∞ to a particular form, e.g., making it diagonal,
and second we take the quotient by the stabilizer subgroup GA∞ of the group GLm of global similarity
transformations. Thus, for a given Θ ∈ T , we fix A∞ such that Sp(A∞) = Θ∞ and denote by F(z)(Θ,A∞)
the subset of all Fuchsian equations in F(z)Θ satisfying the condition A1 + · · ·+ An = −A∞. Then, finally,
our phase space is
A = A(Θ,A∞) = F(z)(Θ,A∞)/GA∞ .
When A∞ is diagonal, which is the case that we are mainly interested in, the dimension of this space A
of accessory parameters of the spectral type m is given by the formula
dimA = (n− 1)m2 −
n,∞∑
i=1
 li∑
j=1
(mlii )
2
+ 2.
2.3. The Decomposition Space. To study the Hamiltonian structure of Schlesinger equations, and also of
Schlesinger transformations, it is convenient to consider a larger space that we call the decomposition space.
It is defined as follows.
In view of Assumption 2.1, there exist full sets of right eigenvectors bi,j , Aibi,j = θ
j
ibi,j , and left
eigenvectors cj†i , c
j†
i Ai = θ
j
i c
j†
i , (here we use the † symbol to indicate a row -vector). In the matrix form,
omitting vectors with indices j > ri that are in the kernel of Ai, we can write
Bi =
[
bi,1 · · ·bi,ri
]
, AiBi = BiΘi, C
†
i =
c
1†
i
...
cri†i
 , C†iAi = ΘiC†i ,
with Θi defined by (2.2). Then we have a decomposition Ai = BiC
†
i , provided that C
†
iBi = Θi. This
condition is related to the normalization ambiguity of the eigenvectors.
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Thus, given Ai, we can construct (in a non-unique way) a corresponding decomposition pair (Bi,C
†
i ). The
space of all such pairs for all finite indices 1 ≤ i ≤ n, without any additional conditions, is our decomposition
space. We denote it as
B × C = (Cr1 × · · · × Crn)× ((Cr1)† × · · · × (Crn)†) ' (Cr1 × (Cr1)†)× · · · × (Crn × (Crn)†),
since it is convenient to write an element (B,C†) of this space as a list of n pairs (B1,C
†
1; · · · ; Bn,C†n).
The decomposition space can be equipped with the following natural symplectic structure. We define the
symplectic form as
ω =
n∑
i=1
tr(dC†i ∧ dBi),
and so the canonical coordinates are the matrix elements of Bi and C
†
i .
Remark 2.3. To simplify the notation we use the same symbols, e.g., Bi or bi,j , to denote both the canonical
coordinate system on the decomposition space and an actual point in the space; the exact meaning of the
symbol is always clear from the context.
The idea of using the decomposition space B × C to study the Hamiltonian structure of isomonodromic
deformations goes back to the paper by M. Jimbo, T. Miwa, Y. Moˆri, and M. Sato [JMMS80]. Since then it
has been used by many other researchers studying isomonodromic deformations, most notably by J. Harnad,
see, e.g., [Har94].
Remark 2.4. There are two natural actions on the decomposition space B × C. First, the group GLm of
global gauge transformations of the Fuchsian system induces the following action. Given P ∈ GLm, we have
the action Ai 7→ PAiP−1 which translates into the action (Bi,C†i ) 7→ (PBi,C†iP−1). We refer to such
transformations as similarity transformations. It is often necessary to restrict this action to the subgroup
GA∞ preserving the form of A∞. Second, for any pair (Bi,C
†
i ) the pair (BiQi,Q
−1
i C
†
i ) determines the
same matrix Ai for Qi ∈ GLri . The condition Q−1i C†iBiQi = Q−1i ΘiQi = Θi restricts Qi to the stabilizer
subgroup GΘi of GLri . In particular, when all θ
j
i are distinct, Qi has to be a diagonal matrix. We refer to
such transformations as trivial transformations. These two actions obviously commute with each other.
We are now ready to give an alternative description of the space of accessory parameters A(Θ,A∞). Given
the pair (Θ,A∞) as in the previous section, let
(B × C)(Θ,A∞) = {(B1,C†1; · · · ; Bn,C†n) ∈ B × C | C†iBi = Θi,
n∑
i=1
BiC
†
i = −A∞} ⊂ B × C.
Then
A = A(Θ,A∞) = (B × C)(Θ,A∞)/
(
(GΘ1 × · · · ×GΘn)×GA∞
)
.
The following diagram illustrates the relationship between different spaces defined in these two sections:
B ⇥ C
T
⇢
2
⇢(B ⇥ C)(⇥,A1)
A = A(⇥,A1)
⇥
F(z)(⇥,A1) F(z)
Figure 1. The decomposition space and the space of accessory parameters
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2.4. Schlesinger Equations and Schlesinger Transformations. Consider now isomonodromic defor-
mations of a Fuchsian system. For the continuous case we take the deformation parameters to be locations
of critical points. Thus, we let A = A(z; z) = A(z; z1, . . . , zn) (i.e., Ai = Ai(z)). In [Sch12] L. Schlesinger
showed that isomonodromic deformations are described, if we use the modern terminology, by the following
differential-differential Lax pair : 
dY
dz
= A(z; z)Y =
(
n∑
i=1
Ai(z)
z − zi
)
Y.
∂Y
∂zi
= −Ai(z)
z − ziY, i = 1, . . . , n.
Compatibility conditions for these deformation equations are called the Schlesinger equations. These are
partial differential equations on the coefficient matrices Ai(z) and they have the form
(2.2)
∂Aj
∂zi
=
[Aj ,Ai]
zj − zi (j 6= i),
∂Ai
∂zi
= −
∑
j 6=i
[Aj ,Ai]
zj − zi .
In [JMMS80] Jimbo et.al showed that Schlesinger equations can be written as a Hamiltonian system on
the decomposition space B × C,
∂Bi
∂zj
=
∂Hj
∂C†i
,
∂C†i
∂zj
= −∂Hj
∂Bi
,
with the Hamiltonian
Hj = Hj(B,C†) =
∑
i6=j
tr(AjAi)
zj − zi , Ai = BiC
†
i .
Schlesinger equations admit reductions to Painleve´-type nonlinear differential equations, which remains valid
on the level of the Hamiltonians as well; we review an example of PV I in Section 5. The main question that
we consider is what happens to this picture in the discrete case.
The discrete counterparts of Schlesinger equations are Schlesinger transformations. Those are rational
transformations preserving the singularity structure and the monodromy data of the Fuchsian system (2.1),
except for the integral shifts in the characteristic indices θji . The study of such transformations again goes
back to Schlesinger [Sch12]. This, and the more general case of irregular singular points, was considered
in great detail in [JM81]. Schlesinger transformations are given by the following differential–difference Lax
Pair : 
dY
dz
= A(z; Θ)Y =
(
n∑
i=1
Ai(Θ)
z − zi
)
Y,
Y¯(z) = R(z)Y(z).
,
where R(z) is a specially chosen rational matrix function called the multiplier of the transformation. The
coefficient matrix A(z; Θ) of our Fuchsian system then transforms to A¯(z; Θ) that is related to A(z; Θ) by
the equation
(2.3) A¯(z; Θ)R(z) = R(z)A(z; Θ) +
dR(z)
dz
.
In this paper we focus on the elementary Schlesinger transformations that only change two of the charac-
teristic indices by unit shifts, i.e., θ¯µα = θ
µ
α − 1 and θ¯νβ = θνβ + 1, α 6= β. For the examples section, we also
assume θµα and θ
ν
β have no multiplicities. In [JM81] such elementary transformation are denoted by
{
α β
µ ν
}
.
For such transformations we solve the equations (2.3) to obtain explicit discrete evolutions equations for the
coefficient matrices Ai(Θ), we call such equations discrete Schlesinger evolution equations since they are
the exact discrete analogue of equations (2.2), see Theorem 3.1. In Theorem 3.3 we lift these equations to
get the dynamic on the decomposition space and in Theorem 4.2 we represent these equation as a discrete
Hamiltonian system, in the sense explained in the next section, using the same canonical coordinates as
[JMMS80]. We explicitly construct a discrete Hamiltonian function H+(B, C¯†) of the decomposition space
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that generates our dynamic. Finally, we study reductions of this dynamic to the space of accessory parame-
ters. The reduced dynamic is very complicated and is given by Painleve´-type equations. Schematically, the
situation is as in Figure 2:
T
2 2
B ⇥ C
⇢ ⇢
B ⇥ C
⇥¯
A(⇥,A1)
(B ⇥ C)(⇥,A1) (B¯ ⇥ C¯)(⇥¯,A¯1)
⇥
Schlesinger
transformations
.
Discrete
Hamiltonian
Dynamic
Painleve´
Dynamic A¯(⇥¯,A¯1)
Figure 2. Schlesinger Transformations
Unfortunately, at present we do not have a discrete version of the Hamiltonian reduction procedure from
the decomposition space to the space of accessory parameters. This is a very important problem for future
research.
2.5. Discrete Lagrangian and Hamiltonian Formalism. In developing a discrete version of the Hamil-
tonian formalism, one approach is to discretize the continuous dynamic preserving its integrability properties,
see the recent encyclopedic book by Y. Suris, [Sur03], but it requires underlying continuous dynamical sys-
tem. An alternative and more direct procedure is to develop a discrete version based on the variational
principles. In this case, the Lagrangian formalism is more natural, but it is possible to extend it to include
the discrete version of the Hamiltonian formalism as well. This approach has its origin in the optimal control
theory (see, e.g., B. Jordan and E. Polak [JP64], and J. Cadzow [Cad70]) and mechanics (see e.g., J. Logan
[Log73] and S. Maeda [Mae82]). In the theory of integrable systems it was first used in the foundational
works by A. Veselov [Ves91, Ves88] and A. Veselov and J. Moser [MV91]. A lot of recent work in this field
is motivated by the development of very effective symplectic integrators, see an excellent review paper by
J. Marsden and M. West [MW01] (and the references therein), as well as more recent works by S. Lall and
M. West [LW06] and A. Bloch, M. Leok, and T. Oshawa [OBL11] that emphasize the Hamiltonian aspects
of the theory. Below we give a very brief outline of this approach closely following [OBL11], we refer to this
and other publications above for details.
Let Q be our configuration space. Then, in the discrete case, the Lagrangian L ∈ F(Q×Q) is a function
on the state space Q×Q. For the discrete time parameter k ∈ Z, a trajectory of motion is a map q : Z→ Q,
q(k) =: qk, or, equivalently, a sequence {qk ∈ Q}. The action functional on the space of such sequences
is given by S({qk}) =
∑
k L(qk,qk+1). Using the variational principle δS = 0 we obtain discrete Euler-
Lagrange equations that have the form
D2L(qk−1,qk) +D1L(qk,qk+1) = 0,
where D1 (resp. D2) denote vectors of partial derivatives w.r.t. the first (resp. second) sets of local coordinates
on the state space Q × Q. These equations then implicitly determine the map (or more precisely, the
correspondence) qk+1 = φ(qk−1,qk), which then defines the discrete Lagrangian flow FL : Q×Q → Q×Q
on the state space via FL(qk−1,qk) = (qk,qk+1). This flow is symplectic w.r.t. the discrete Lagrangian
symplectic form
ΩL(qk,qk+1) := dϑ+L = dϑ
−
L = D1D2L(qk,qk+1)dqk ∧ dqk+1,
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F ∗LΩL = ΩL, where one-forms ϑ
±
L : Q×Q → T ∗(Q×Q) are defined by
ϑ+L(qk,qk+1) = D2L(qk,qk+1)dqk+1, ϑ+L(qk,qk+1) = −D1L(qk,qk+1)dqk.
If we introduce right and left discrete Legendre transforms FL± : Q × Q → T ∗Q and the momenta
variables pk, pk+1 by
FL+(qk,qk+1) = (qk+1,pk+1) = (qk+1, D2L(qk,qk+1)),
FL−(qk,qk+1) = (qk,pk) = (qk,−D1L(qk,qk+1)),
we see that ϑ±L = (FL±)∗ϑ and ΩL = (FL±)∗Ω, where ϑ and Ω are the standard Liouville and symplectic
forms on T ∗Q respectively.
We can then define the discrete Hamiltonian flow F˜L : T ∗Q → T ∗Q by F˜L(qk,pk) = (qk+1,pk+1), i.e.,
F˜L = FL+ ◦ (FL−)−1. But then the equations
pk = −D1L(qk,qk+1), pk+1 = D2L(qk,qk+1),
mean that L(qk,qk+1) is just the generating function (of type one, see [GPS00] for the terminology) of
the canonical transformation F˜L. We can then define the right and left discrete Hamiltonian functions
as generating functions of this canonical transformation of type two and three respectively. Namely, right
discrete Hamiltonian is
H+(qk,pk+1) := pk+1qk+1 − L(qk,qk+1),
and then the map F˜L : T ∗Q → T ∗Q is given (implicitly) by the right discrete Hamiltonian equations
qk+1 = D2H+(qk,pk+1), pk = D1H+(qk,pk+1).
Similarly, left discrete Hamiltonian
H−(qk+1,pk) := −pkqk − L(qk,qk+1)
gives left discrete Hamiltonian equations
qk = −D1H−(qk+1,pk), pk+1 = −D2H−(qk+1,pk).
For completeness, we mention that the generating function of type four,
R(pk,pk+1) : = qkpk − qk+1pk+1 + L(qk,qk+1) = qkpk −H+(qk,pk+1) = −qk+1pk+1 −H−(qk+1,pk),
qk = D1R(pk,pk+1), qk+1 = D2L(qk,qk+1),
is nothing but the Lagrangian function on the space of momenta satisfying the discrete Euler-Lagrange
equations
D2R(pk−1,pk) +D1R(pk,pk+1) = 0.
2.6. Elementary Divisors. For elementary Schlesinger transformations
{
α β
µ ν
}
the multiplier matrix R(z)
has a very special simple form. In this section we describe some of the properties of such matrices that we
need for our computations. Consider a rational matrix function
R(z) = I +
G
z − z0 , where G = fg
† is a matrix of rank 1.
Because of their role in representing general matrix functions as a product of factors of this form, such
matrices are sometimes called elementary divisors [Dzh09]. Assuming that tr(G) = g†f 6= 0, which is the
case we need, we can consider instead of G a corresponding rank-one projector P = f(g†f)−1g†, P2 = P.
Then G = (g†f)P = (z0− ζ0)P, where z0 and ζ0 are the zero and the pole of det R(z) respectively. We also
put Q = I−P to be the complementary projector, Q2 = Q and PQ = QP = 0.
Lemma 2.5. Let
R(z) = I +
z0 − ζ0
z − z0
fg†
g†f
= I +
z0 − ζ0
z − z0 P.
Then we have the following basic properties:
det R(z) =
z − ζ0
z − z0 , R
−1(z) = I +
ζ0 − z0
z − ζ0
fg†
g†f
, R(z)f =
(
z − ζ0
z − z0
)
f , g†R(z) =
(
z − ζ0
z − z0
)
g†,
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PR(z) = R(z)P =
z − ζ0
z − z0 P, PR
−1(z) = R−1(z)P =
z − z0
z − ζ0 P, R(z)Q = QR(z) = Q;
Proof. This is a simple direct computation, see also [Dzh09]. 
3. Schlesinger Transformations
In this section we derive evolution equations for an elementary Schlesinger transformation
{
α β
µ ν
}
in terms
of the coefficient matrices Ai of the Fuchsian system and then lift them to get the discrete Schlesinger
dynamic on the decomposition space B × C. Take R(z) to be of the form considered in Lemma 2.5. Then
we have the following result.
Theorem 3.1. Consider transformation (2.3) with
(3.1) R(z) = I +
z0 − ζ0
z − z0
fg†
g†f
= I +
z0 − ζ0
z − z0 P, z0 6= ζ0.
Then
(i) the poles {z¯i} of A¯(z) coincide with the poles {zi} of A(z) if and only if, for some choice of indices α
and β, β 6= α, we have z0 = zα, ζ0 = zβ, and
(3.2) A¯αP = PAα −P, PA¯β = AβP + P.
Then, for some indices µ and ν,
(3.3) f ∼ b¯α,µ ∼ bβ,ν , g† ∼ cµ†α ∼ c¯ν†β , θ¯µα = θµα − 1, θ¯νβ = θνβ + 1,
where ∼ means proportional, and so such R(z) defines the elementary transformation { α βµ ν }.
(ii) For R(z) satisfying (3.3),
(3.4) R(z) = I +
zα − zβ
z − zα
bβ,νc
µ†
α
cµ†α bβ,ν
,
the residue matrices of A(z) and A¯(z) are connected by the equations
A¯iR(zi) = R(zi)Ai or equivalently AiR
−1(zi) = R−1(zi)A¯i, i 6= α, β,(3.5)
A¯βQ = QAβ and AαQ = QA¯α, where Q = I−P = R(zβ) = R−1(zα).(3.6)
(iii) Elementary Schlesinger transformation
{
α β
µ ν
}
corresponds to the following map on the coefficient ma-
trices (discrete Schlesinger evolution equations):
A¯i = R(zi)AiR
−1(zi), i 6= α, β,(3.7)
A¯α = Aα − [Aα,P]−P +
∑
i 6=α
(
zβ − zα
zi − zα
)
PAiQ,(3.8)
A¯β = Aβ + [Aβ ,P] + P +
∑
i 6=β
(
zα − zβ
zi − zβ
)
QAiP.(3.9)
Proof. From the Schlesinger transformation equations
(3.10) A¯(z)R(z) = R(z)A(z) +
dR(z)
dz
or R−1(z)A¯(z) = A(z)R−1(z)− dR
−1(z)
dz
,
and
dR(z)
dz
R−1(z) = −R(z)dR
−1(z)
dz
=
(
1
z − ζ0 −
1
z − z0
)
fg†
g†f
,
we see that
tr
dR(z)
dz
R−1(z) =
(
1
z − ζ0 −
1
z − z0
)
= tr A¯(z)− tr A(z) =
n∑
i=1
tr(A¯i)− tr(Ai)
z − zi .
Therefore, z0, ζ0 ∈ {zi}ni=1. Let z0 = zα and ζ0 = zβ . Then tr(A¯α)− tr(Aα) = −1 and tr(A¯β)− tr(Aβ) = 1.
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At zα the first equation in (3.10) becomes A¯α
z − zα +
∑
i 6=α
A¯i
z − zi
(I + zα − zβ
z − zα P
)
=
(
I +
zα − zβ
z − zα P
) Aα
z − zα +
∑
i 6=α
Ai
z − zi
− zα − zβ
(z − zα)2 P.
The (z − zα)−2-terms give
A¯αP = PAα −P,
and so we see that g† has to be an eigenvector of Aα and f has to be an eigenvector of A¯α. Choose an index
µ and let g† ∼ cµ†α and f ∼ b¯α,µ, then θµα = θ¯µα + 1. Repeating this argument for zβ and the second equation
in (3.10) implies that g† ∼ c¯ν†β , f ∼ bβ,ν , and θνβ = θ¯νβ − 1, for some choice of the index ν, which completes
the proof of (i).
Since R(z) is regular (as a complex function) and invertible (as a matrix) at zi for i 6= α, β, taking residues
of (3.10) at zi gives (3.5), which is also equivalent to (3.7). Taking the residue of R(z) at zβ of the first
equation in (3.10) gives the first equation in (3.6) and taking the residue at zα of the second equation in
(3.10) gives the second equation in (3.6). This competes the proof of (ii).
Finally, taking the residue at infinity we get −A¯∞ =
∑n
i=1 A¯i =
∑n
i=1 Ai = −A∞, which becomes
(3.11) A¯α + A¯β = Aα + Aβ +
∑
i6=α,β
(
Ai − A¯i
)
= Aα + Aβ +
∑
i 6=α,β
(
Ai −R(zi)AiR−1(zi)
)
,
after using (3.5). It is easy to see that taking the residue at zα of the first equation in (3.10) or the residue
at zβ of the second equation in (3.10) results in equivalent equations.
Right-multiplying (3.11) by Q and using (3.6)
A¯αQ = AαQ + (AβQ−QAβ) +
∑
i 6=α,β
(
−zα − zβ
zi − zα
)
PAiQ = Aα −AαP +
∑
i 6=α
(
zβ − zα
zi − zα
)
PAiQ,
since QAβ = QAβQ and(
Ai −R(zi)AiR−1(zi)
)
Q = (I−R(zi)) AiQ = −zα − zβ
zi − zα PAiQ, since R
−1(zi)Q = Q.
Finally, using A¯αQ = A¯α− A¯αP = A¯α−PAα+P and simplifying, we get (3.8). Equation (3.9) is obtained
in the same way, only we start by left-multiplying (3.11) by Q.

We now want to lift these equations to the decomposition space B × C. Our strategy is the following.
Imposing the orthogonality conditions
(3.12) C†iBi = Θi, and C¯
†
i B¯i = Θi
allows us to “split” equations (3.7–3.9) to get the map from (B × C)(Θ,A∞) to (B¯ × C¯)(Θ¯,A¯∞) that we then
extend to the (dense open subset of the) whole of the decomposition space.
For convenience we list here some consequences of the orthogonality conditions that we often use:
Pbβ,ν = bβ,ν , Qbβ,ν = 0, Pbα,j = 0, Qbα,j = bα,j (j 6= µ),
cµ†α P = c
µ†
α , c
µ†
α Q = 0, c
j†
β P = 0, c
j†
β Q = c
j†
β (j 6= ν).
We begin with the following easy Lemma.
Lemma 3.2. Let A(z) and A¯(z) be connected by an elementary Schlesinger transformation
{
α β
µ ν
}
given by
R(z) of the form (3.1) satisfying (3.3) and let Ai = BiC
†
i with C
†
iBi = Θi, and similarly for A¯i. Then the
corresponding points (B,C†) and (B¯, C¯†) in the decomposition space are related as follows:
(i) If i 6= α, β, R(zi) is invertible and
(3.13) B¯i ∼ R(zi)Bi (equivalently, Bi ∼ R−1(zi)B¯i) and C†i ∼ C¯†iR(zi) (C¯†i ∼ C†iR−1(zi)).
Therefore
(3.14) B¯iD¯i = R(zi)Bi, ∆¯iC¯
†
i = C
†
iR
−1(zi),
where D¯i and ∆¯i are diagonal normalization matrices, D¯i∆¯i = I.
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(ii) For the special indices α and β we have
(3.15) C†β ∼ C¯†βQ, B¯β ∼ QBβ , and C¯†α ∼ C†αQ, Bα ∼ QB¯α.
It is still possible to write
(3.16) B¯βD¯β = QBβ , ∆¯αC¯
†
α = C
†
αQ,
but since Qbβ,ν = c
µ†
α Q = 0,
(
D¯β
)ν
ν
=
(
∆¯α
)µ
µ
= 0.
Proof. Multiplying first equation in (3.5) on the right by Bi gives A¯iR(zi)Bi = R(zi)AiBi = R(zi)BiΘi,
and so the matrix R(zi)Bi is the matrix of eigenvectors of A¯i, B¯i ∼ R(zi)Bi or B¯iD¯i = R(zi)Bi, where
D¯i is a diagonal matrix of non-zero proportionality coefficients. The equations for C¯
†
i are proved similarly.
From the normalization condition
∆¯iC¯
†
i B¯iD¯i = ∆¯iΘ¯iD¯i = ∆¯iD¯iΘ¯i = C
†
iBi = Θi = Θ¯i,
where all matrices are diagonal, we immediately get D¯i∆¯i = I.
For the special indices α and β, away from the pairs (α, µ) and (β, ν), the situation is exactly the same. 
Theorem 3.3. The elementary Schlesinger transformation
{
α β
µ ν
}
defines the map
(B × C)(Θ,A∞) → (B¯ × C¯)(Θ¯,A¯∞)
given by the following evolution equations (grouped for convenience).
(i) Transformation vectors:
(3.17) b¯α,µ =
1
cµα
bβ,ν , c¯
ν†
β = c
ν
βc
µ†
α .
(ii) Generic indices:
(3.18) b¯i,j =
1
cji
R(zi)bi,j , (i 6= α and if i = β, j 6= ν); c¯j†i = cjicj†i R−1(zi), (i 6= β and if i = α, j 6= µ).
(iii) Special indices:
b¯α,j =
1
cjα
I− P
(∑
i6=α
zβ−zα
zi−zα Ai
)
θµα − θjα − 1
bα,j , j 6= µ;(3.19)
c¯j†β = c
j
βc
j†
β
I−
(∑
i 6=β
zα−zβ
zi−zβ Ai
)
P
θνβ − θjβ + 1
 , j 6= ν;(3.20)
b¯β,ν =
1
cνβ
(θνβ + 1)I + Q
I +∑
j 6=ν
bβ,jc
j†
β
θνβ − θjβ + 1
∑
i6=β
zα − zβ
zi − zβ Ai
 bβ,ν
cµ†α bβ,ν
;(3.21)
c¯µ†α = c
µ
α
cµ†α
cµ†α bβ,ν
(θµα − 1)I +
∑
i 6=α
zβ − zα
zi − zα Ai
I +∑
j 6=µ
bα,jc
j†
α
θµα − θjα − 1
Q
 .(3.22)
Proof. Part (i) is just a restatement of (3.3) and part (ii) follows immediately from Lemma 3.2 if we put
D¯i = ∆¯
−1
i = diag{c1i , . . . crii }. Note, however, that for special indices α and β, since
(
D¯β
)ν
ν
=
(
∆¯α
)µ
µ
= 0,
we have no information about b¯β,ν and c¯
µ†
α .
The difficult part of the Theorem is to establish equations in (iii). Right-multiplying (3.8) by Qbα,j = bα,j ,
j 6= µ, we get
A¯αQbα,j = θ
j
αbα,j +
∑
i 6=α
(
zβ − zα
zi − zα
)
PAibα,j .
At the same time, in view of (3.18) and orthogonality
A¯α =
∑
j 6=µ
cjαb¯α,jc
j†
α Q + b¯α,µc¯
µ†
α , A¯αQbα,j = c
j
αb¯α,jθ
j
α + b¯α,µc¯
µ†
α bα,j .
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Thus,
cjαb¯α,jθ
j
α + b¯α,µc¯
µ†
α bα,j = θ
j
αbα,j +
∑
i 6=α
zβ − zα
zi − zα PAibα,j .
To evaluate c¯µ†α bα,j we now left-multiply by c¯
µ†
α and use the fact that c¯
µ†
α P = (θ¯
µ
αc
µ†
α )/(c
µ†
α b¯α,µ):
θ¯µαc¯
µ†
α bα,j = θ
j
αc¯
µ†
α bα,j +
∑
i 6=α
zβ − zα
zi − zα ·
θ¯µαc
µ
αAibα,j
cµ†α b¯α,µ
.
Hence
c¯µ†α bα,j =
θ¯µαc
µ
α
cµ†α b¯α,µ
∑
i 6=α
zβ − zα
zi − zα Ai
 bα,j
θ¯µα − θjα
.
Then
b¯α,jc
j
αθ
j
α = θ
j
αbα,j − θ¯α,µP
∑
i 6=α
zβ − zα
zi − zα Ai
 bα,j
θ¯µα − θjα
+ P
∑
i6=α
zβ − zα
zi − zα Ai
bα,j ,
which, after easy simplification, becomes (3.19). Equation (3.20) is proved in the exactly same way.
Next, observe that in view of (3.17), (3.18), and (3.20) we can write
A¯β =
∑
j 6=v
b¯β,j c¯
j†
β + b¯β,ν c¯
ν†
β =
∑
j 6=ν
Qbβ,jc
j†
β
I−
(∑
i 6=β
zα−zβ
zi−zβ Ai
)
P
θνβ − θjβ + 1
+ cνβb¯β,νcµ†α .(3.23)
Thus, we can compute A¯βbβ,ν either using (3.23) or (3.9):
A¯βbβ,ν = c
ν
β(c
µ†
α bβ,ν)b¯β,ν −
∑
j 6=ν
Qbβ,jc
j†
β
θνβ − θjβ + 1
∑
i6=β
zα − zβ
zi − zβ Ai
bβ,ν

= (θνβ + 1)bβ,ν + Q
∑
i6=β
zα − zβ
zi − zβ Aibβ,ν .
Solving for b¯β,ν and simplifying gives (3.21). Equation (3.22) is proved similarly. 
4. Hamiltonian Formulation
The main objective of this part is to give the Hamiltonian formulation of the discrete dynamic described
in the previous section. First, pick points z1, . . . , zn, zi 6= zj , and characteristic indices θji , 1 ≤ i ≤ n,
1 ≤ j ≤ ri, θji 6= θki for i 6= j (this is an important assumption that corresponds to Assumption 2.1 but is
slightly more restrictive) and put θ¯µα = θ
µ
α, θ¯
ν
β = θ
ν
β + 1 and θ¯
j
i = θ
j
i otherwise. These are parameters of our
dynamic.
As before, put Θi = diag{θ1i , . . . , θr1i } and Θ¯i = diag{θ¯1i , . . . , θ¯r1i } and let
(4.1) P =
bβ,ν c¯
ν†
β
c¯ν†β bβ,ν
, R(z) = I +
zα − zβ
z − zα P, Q = I−P.
Our goal then is to find a function H+ = H+(B, C¯†) on B × C¯ so that, if we use equations (2.5) to define
b¯i,j and c
j†
i (recall Remark 2.3),
b¯i,j =
∂H+
∂c¯j†i
(B, C¯†) and cj†i =
∂H+
∂bi,j
(B, C¯†),
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and construct corresponding matrices Bi, B¯i, C
†
i , C¯
†
i , Ai = BiC
†
i , and A¯i = B¯iC¯
†
i , then the following is
true, cf. equations (3.3–3.6) and (3.11):
b¯α,µ ∼ bβ,ν and cµ†α ∼ c¯ν†β ;(4.2)
C†iBi = Θi and C¯
†
i B¯i = Θ¯i;(4.3)
A¯iR(zi) = R(zi)Ai for i 6= α, β, A¯βQ = QAβ , and QA¯α = AαQ;(4.4) ∑
i
A¯i =
∑
i
Ai.(4.5)
It is convenient to separate special indices (α, µ) and (β, ν) from generic indices (i, j). Thus, we put
(4.6) A′α =
∑
j 6=µ
bα,jc
j†
α = B
′
α(C
†
α)
′
(
thus, Aα =
∑
j
bα,jc
j†
α = A
′
α + bα,µc
µ†
α
)
,
and so on. Then, since in view of (4.1) and (4.2)
(4.7) Qbβ,ν = Qb¯α,µ = 0, c
µ†
α Q = c¯
ν†
β Q = 0,
equations for i = α, β in (4.4) become A¯′βQ = QA
′
β , and QA¯
′
α = A
′
αQ.
Next, observe that the orthogonality conditions (4.3) impose some a priori conditions on the domain of
H+ that cut out a certain locus (B × C¯)ort ⊂ (B × C¯). Indeed, from (4.2) and the condition C¯†αB¯α = Θ¯α we
get (C¯†α)
′bβ,ν = 0. Similarly, c¯νβB
′
α = 0. For i 6= α, β we get
Θi(C¯
†
iR(zi)Bi) = C¯
†
i A¯iR(zi)Bi = C¯
†
iR(zi)AiBi = (C¯
†
iR(zi)Bi)Θi,
and in view of our assumption θji 6= θki for j 6= k, C¯†iR(zi)Bi must be diagonal. We also need to require that
it is invertible (which is an open condition). Similarly, ((C¯†β)
′QB′β) must be diagonal (and we also require it
is invertible). We will later see that we need (C¯†α)
′B′α to be diagonal (and invertible) as well. Thus, we put
(4.8) (B × C¯)ort = {(C¯†α)′bβ,ν = 0, c¯νβB′α = 0, (C¯†α)′B′α , C¯†iR(zi)Bi are diagonal and invertible, i 6= α}.
We can illustrate the relationship between evolution dynamic and discrete Hamiltonian by the diagram
on Figure 3:
B ⇥ C
⇢
(B ⇥ C)(⇥,A1)
⇢
(B¯ ⇥ C¯)(⇥¯,A¯1)
B¯ ⇥ C¯
B ⇥ C¯
(B ⇥ C¯)ort⇢
⇢
b¯ = b¯(b, c†)
c¯† = c¯†(b, c†)
c† = c†(b, c¯†)
= @bH(b, c¯†)
b¯ = b¯(b, c¯†)
= @c¯†H(b, c¯†)
 
↵  
µ ⌫
 
{Ai = BiC†i} {A¯i = B¯iC¯†i}
Figure 3. Discrete Hamiltonian Dynamic
Theorem 4.1. If we restrict to (B× C¯)ort, equations (4.2–4.5) can then be solved for b¯i,j = b¯i,j(B, C¯†) and
cj†i = c
j†
i (B, C¯
†) to give the following expressions.
(a) Generic indices i 6= α, (i, j) 6= (β, ν) (recall that R(zβ) = Q):
(4.9) b¯i,j = θ¯
j
i
R(zi)bi,j
c¯j†i R(zi)bi,j
, cj†i = θ
j
i
c¯j†i R(zi)
c¯j†i R(zi)bi,j
.
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(b) Special index α:
b¯α,µ = θ¯
µ
α
bβ,ν
c¯µ†α bβ,ν
, cµ†α = θ
µ
α
c¯ν†β
c¯ν†β bα,µ
,(4.10)
and for j 6= µ,
b¯α,j = θ¯
j
α
Rαbα,j
c¯j†α Rαbα,j
, cj†α = θ
j
α
c¯j†α Rα
c¯j†α Rαbα,j
, where Rα = I−
bα,µc¯
ν†
β
c¯ν†β bα,µ
− bβ,ν c¯
µ†
α
c¯µ†α bβ,ν
.(4.11)
(c) Special index (β, ν):
b¯β,ν = (θ
ν
β − θµα + 1)
bβ,ν
c¯ν†β bβ,ν
+ θµα
bα,µ
c¯ν†β bα,µ
−
∑
j 6=µ
θjα
c¯j†α bα,µ
c¯ν†β bα,µ
· bα,j
c¯j†α bα,j
(4.12)
−Q
( ∑∑
i 6=α, j
(i,j)6=(β,ν)
(
zβ − zα
zi − zα
)
θji
bi,j c¯
j†
i
c¯j†i R(zi)bi,j
)
bβ,ν
c¯ν†β bβ,ν
;
cν†β = (θ
ν
β − θµα + 1)
c¯ν†β
c¯ν†β bβ,ν
+ θ¯µα
c¯µ†α
c¯µ†α bβ,ν
−
∑
j 6=µ
θjα
c¯µ†α
c¯µ†α bβ,ν
· bα,j c¯
j†
α
c¯j†α bα,j
(4.13)
− c¯
ν†
β
c¯ν†β bβ,ν
( ∑∑
i 6=α, j
(i,j)6=(β,ν)
(
zβ − zα
zi − zα
)
θji
bi,j c¯
j†
i
c¯j†i R(zi)bi,j
)
Q.
Proof. To prove (a) for i 6= α, β, we right-multiply the equation A¯iR(zi) = R(zi)Ai by Bi to obtain
B¯i(C¯
†
iR(zi)Bi) = R(zi)BiΘi and then use (4.8) to get B¯i = R(zi)BiΘi(C¯
†
iR(zi)Bi)
−1, which is the first
equation in (4.9). The second equation is obtained in the same way, only we start by-left multiplying by C¯†i .
The exact same argument works for indices (β, j) with j 6= ν.
To prove (b), notice that equations (4.10) follow immediately from (4.2–4.3). Equations (4.11) are slightly
less straightforward. First, given Rα as in (4.11), it is easy to see
RαQ = I− bβ,ν c¯
µ†
α
c¯µ†α bβ,ν
and QRα = I−
bα,µc¯
ν†
β
c¯ν†β bα,µ
.
Then, since by (4.3) we require c¯µ†α b¯α,j = c
j†
α bα,µ = 0 for j 6= µ, we get RαQA¯′α = A¯′α, A′αQRα = A′α and
so equation QA¯′α = A
′
αQ in (4.4) becomes A¯αRα = RαA
′
α. The rest of the argument proceeds exactly as
in part (a), with one minor modification that (C¯†α)
′RαB′α becomes just (C¯
†
α)
′B′α in view of orthogonality.
Given (a) and (b), equation (4.5) can be written as
b¯β,ν c¯
ν†
β − bβ,νcν†β = θµα
bα,µc¯
ν†
β
c¯ν†β bα,µ
− θ¯µα
bβ,ν c¯
µ†
α
c¯µ†α bβ,ν
+
∑
j 6=µ
θjα
bα,j c¯
j†
α Rα −Rαbα,j c¯j†α
c¯j†α bα,j
(4.14)
+
∑
j 6=ν
θjβ
bβ,j c¯
j†
β Q−Qbβ,j c¯j†β
c¯j†β Qbβ,j
+
∑
i6=α,β
∑
j
θji
bi,j c¯
j†
i R(zi)−R(zi)bi,j c¯j†i
c¯j†i bi,j
.
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To extract b¯β,ν we multiply (4.14) on the left by Q (recall that Qbβ,ν = 0) and on the right by bα,µ and
use (4.3) and (4.8):
Q(b¯β,ν c¯
ν†
β )bα,µ =
(
b¯β,ν − (c¯ν†β b¯β,ν)
bβ,ν
c¯ν†β bβ,ν
)
c¯ν†β bα,µ =
(
b¯β,ν − θ¯νβ
bβ,ν
c¯ν†β bβ,ν
)
c¯ν†β bα,µ
= θµαQbα,µ +
∑
j 6=µ
θjα
(
− c¯
j†
α bα,µ
c¯j†α bα,j
)
bα,j +
∑
j 6=ν
θjβ
(
− (c¯
j†
β bβ,ν)(c¯
ν†
β bα,µ)
(c¯j†β Qbβ,j)(c¯
ν†
β bβ,ν)
)
Qbβ,j
+
∑
i 6=α,β
∑
j
(
zα − zβ
zi − zα
)
(c¯j†i bβ,ν)(c¯
ν†
β bα,µ)
(c¯j†i R(zi)bi,j)(c¯
ν†
β bβ,ν)
Qbi,j .
After straightforward simplification this gives (4.12). Equation (4.13) is obtained in the same way, except
that we start by multiplying (4.14) on the right by Q and on the left by c¯µ†α . 
We now show that these equations are Hamiltonian.
Theorem 4.2. Let
H+(B, C¯†; Θ) = (θνβ − θµα + 1) log(c¯ν†β bβ,ν) + θµα log(c¯ν†β bα,µ) + (θµα − 1) log(c¯µ†α bβ,ν)
+
∑
j 6=µ
θjα log(c¯
j†
α Rαbα,j) +
∑
j 6=ν
θjβ log(c¯
j†
β Qbβ,j) +
∑
i 6=α,β
∑
j
θji log(c¯
j†
i R(zi)bi,j).(4.15)
Then, if we restrict to (B × C¯)ort, equations (4.9–4.13) are given by
b¯i,j =
∂H+
∂c¯j†i
(B, C¯†) and cj†i =
∂H+
∂bi,j
(B, C¯†).
Proof. This statement is immediate for all generic indices. The non-trivial part is to check it for derivatives
of H+ w.r.t. the vectors bα,µ, bβ,ν , c¯µ†α , and c¯ν†β that appear in R(zi), Rα, and Q. Using (4.8), we get
∂H+
∂c¯µ†α
= (θµα − 1)
bβ,ν
c¯µ†α bβ,ν
+
∑
j 6=µ
θjα
(c¯j†α bβ,ν)∂c¯j†α
(
− c¯µ†α bα,j
c¯µ†α bβ,j
)
c¯j†α Rαbα,j
= (θµα − 1)
bβ,ν
c¯µ†α bβ,ν
= b¯α,µ,
∂H+
∂c¯ν†β
= (θνβ − θµα + 1)
bβ,ν
c¯ν†β bβ,ν
+ θµα
bα,µ
c¯ν†β bα,µ
−
∑
j 6=µ
θjα
c¯j†α bβ,ν
c¯j†α bα,j
∂c¯ν†β
(
c¯ν†β bα,j
c¯ν†β bβ,ν
)
−
∑
j 6=ν
θjβ
c¯j†β bβ,ν
c¯j†β Qbβ,j
∂c¯β,ν
(
c¯ν†β bβ,j
c¯ν†β bβ,ν
)
+
∑
i 6=α,β
∑
j
θji
(
zα−zβ
zi−zα
)
c¯j†i bβ,ν
c¯j†i R(zi)bi,j
∂c¯β,ν
(
c¯ν†β bi,j
c¯ν†β bβ,ν
)
= b¯β,ν ,
since
∂c¯β,ν
(
c¯ν†β bi,j
c¯ν†β bβ,ν
)
=
(c¯ν†β bβ,ν)bi,j − (c¯ν†β bi,j)bβ,ν
(c¯ν†β bβ,ν)2
=
Qbi,j
(c¯ν†β bβ,ν)
.
The other two equations are established in the same way. 
Finally, we show that the evolution equations (3.17–3.22) can be obtained directly from the Hamiltonian.
Lemma 4.3. Equations (4.9–4.13) give the same dynamic (B×C)(Θ,A∞) → (B¯×C¯)(Θ¯,A¯∞) as in Theorem 3.3.
Proof. Equation (3.17) is just a restatement of (4.10). It then follows that R(z) is given by (3.4). As usual,
the statement is immediate for all indices i 6= α, β (note that the relationship between the normalization
coefficients for b¯i,j and c¯
j†
i follows from the requirements (3.12) for the domain and the range of the map).
Equation (4.9) gives the expression for b¯β,j in (3.18) for j 6= ν, and right-multiplying cj†α ∼ c¯j†α Rα in (4.11)
by Q gives c¯j†α ∼ cj†α Q, which is just the expression for c¯j†α in (3.18) for j 6= µ. So it remains to establish
equations (3.19–3.22).
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First, we see that (4.12) now becomes
cνβb¯β,ν = (θ
ν
β + 1)
bβ,ν
cµ†α bβ,ν
+ Q
(∑
i 6=β
(
zα − zβ
zi − zβ Ai
))
bβ,ν
cµ†α bβ,ν
−
∑
j 6=ν
(
c¯j†β bβ,ν
cµ†α bβ,ν
)
b¯β,j .(4.16)
Left-multiplying it by c¯k†β , k 6= µ, gives
0 = (θνβ + 1− θkβ)
(
c¯k†β bβ,ν
cµ†α bβ,ν
)
+ ckβc
k†
β
(∑
i 6=β
(
zα − zβ
zi − zβ Ai
))
bβ,ν
cµ†α bβ,ν
.(4.17)
Solving (4.17) for (c¯k†β bβ,ν)/(c¯
µ†
α bβ,ν) and substituting it into (4.16) gives, after simplifying, equation (3.21).
Similarly, (4.13) becomes
θ¯µα
c¯µ†α
c¯µ†α bβ,ν
−
∑
j 6=µ
c¯µ†α bα,j
c¯µ†α bβ,ν
· cj†α Q =
cµ†α
cµ†α bβ,ν
(
(θµα − 1)I +
∑
i 6=α
(
zβ − zα
zi − zα
)
AiQ
)
.(4.18)
Right-multiplying it by bβ,k, k 6= ν gives
(θ¯µα − θkα)
c¯µ†α bα,k
c¯µ†α bβ,ν
=
cµ†α
cµ†α bβ,ν
(∑
i 6=α
(
zβ − zα
zi − zα
)
Aibα,k,
)
.(4.19)
Solving (4.19) for (c¯µ†α bα,k)/(c¯
µ†
α bβ,ν), substituting it into (4.18), and simplifying gives (3.22). Substituting
the expression for c¯µ†α into Rα in b¯α,j ∼ Rαbα,j and simplifying gives (3.19), where we again use (3.12) to
adjust the normalization coefficient. Finally, right-multiplying cj†β ∼ c¯j†β Q by I− b¯β,ν(cµ†α b¯β,ν)−1cµ†α gives
c¯ν†β ∼ cj†β
(
I− b¯β,νc
µ†
α
cµ†α b¯β,ν
)
.
Using the expression for b¯β,ν and simplifying gives (3.20) and completes the proof of the Lemma. 
5. Examples
In this section we consider two explicit examples of reductions from discrete Schlesinger transformations
to difference Painleve´ equations. We also emphasize the role played by the geometry of Painleve´ equations
in not only determining the type of the equation, but also in studying the relationship between different
explicit forms of equations of the same type.
Recall that, according to the geometric theory of Painleve´ equations developed in [Sak01], both continuous
and discrete Painleve´ equations can be classified by the type of their space of initial conditions, introduced
by Okamoto [Oka79] in the continuous case. This space can be obtained by successively blowing up the
projective plane P2 at nine (possibly infinitely-close) points that lie on a unique (possibly singular) cubic
curve. The type of the resulting surface X is then given by the configurations of irreducible components
Di of its unique anti-canonical divisor D or, equivalently, by the root sub-lattice R spanned by Di in the
orthogonal complement D⊥ of D in the Picard lattice Pic(X). The orthogonal complement R⊥ of R in D⊥
then corresponds to the symmetries of the equation — its Weyl group acts as automorphisms, called the
Cremona isometries, of Pic(X) preserving R ⊂ D⊥ and the translational part of the Weyl group corresponds
to discrete Painleve´ equations.
We also want to stress the following point, see also [Sak07]. Given a discrete Painleve´ equation, we can
determine its type by constructing its space of initial conditions. However, there is no converse process,
although there are some particularly nice forms (that we call standard) of equations of each type, see
[Sak07, GRO03, Mur04]. Further, there can be many non-equivalent equations (i.e., equations that can not
be transformed into each other by some change of coordinates) of the same type — such equations can
correspond to different translation directions in the affine Weyl group of symmetries of X. And even when
the two different equations are equivalent, finding the actual change of coordinates that will transform one
equation into the other can be a very challenging problem. In each case, understanding the geometry and the
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blowing-down structure of the space of initial conditions can be of great help in determining the relationship
between two different equations of the same type, as we illustrate by two examples in this section.
For the first example, we consider the Fuchsian equation of matrix size m = 2 with n = 3 finite poles
and rank-one condition r1 = r2 = r3 = 1 for the residue matrices at those poles. It is well-known that
continuous isomonodromic deformations of this system are described by the classical continuous Painleve´
equation PVI, the type of the space of initial conditions is D
(1)
4 , and the discrete Painleve´ V equation d-PV =
d-P (D
(1)
4 ) appears as Ba¨cklund transformations of PVI. Thus, elementary Schlesinger transformations of this
system should be described by d-PV, and we explicitly show that this is indeed the case. We consider this
example using two different parametrizations. One parametrization is given by the symplectic coordinates
for PVI. Unfortunately, in these coordinates the space of initial conditions is not minimal and we need to
do blowing-downs in addition to blow-ups. Next, we find an isomorphism between the resulting surface X
and the Okamoto surface X˜ of the standard form of d-PV by finding an appropriate blowing-down structure
in Pic(X) that matches the blowing-down structure of X˜. This isomorphism can be used to explicitly find
the change of coordinates that will transform one equation into the other, see the recent preprint [CT12] by
A. Carstea and T. Takenawa for a more detailed introduction into this technique. We then outline how to
compute the same example in a different parameterization that seems to be more natural for the discrete
case.
The second example is new and is more interesting (and also more complicated). In [Sak07] one of the
authors (H.S.) posed a problem of writing down discrete Painleve´ equations of type A
(1)∗∗
0 , A
(1)∗
1 and A
(1)∗
2
as Schlesinger transformations of some Fuchsian equations. One difficulty here is that these equations do
not correspond to any continuous Painleve´ differential equations. This problem was solved theoretically
by Boalch in [Boa09], where it was shown that the moduli spaces of monodromy groups of some Fuchsian
equations are algebraically isomorphic to the spaces of initial conditions for these discrete Painleve´ equations.
In particular, Boalch showed that the Fuchsian system with matrix size m = 3 with n = 2 finite poles (and
so there are no continuous deformation parameters) and rank-two residue matrices, r1 = r2 = 2, has as
its symmetry the affine Weyl group of type E
(1)
6 , and so the type of the corresponding surface is either
A
(1)
2 (for the multiplicative or q-difference case) or A
(1)∗
2 (for the additive or difference case). Since we
consider the additive case, we expect that discrete Schlesinger transformations of this system should have
type d-P (A
(1)∗
2 ). However, an elementary discrete Schlesinger transformation, when written in coordinates,
becomes very complicated and in fact it can not be reduced to a standard form of d-P (A
(1)∗
2 ), as written in
[Sak07]. Using the geometry of the space of initial conditions, we see that this is an example of a situation
when the standard form of the equation corresponds to a direction that is a combination of two different
directions given by different elementary Schlesinger transformations, and then we explicitly show how to
combine them into a single Schlesinger transformation that corresponds to the standard form of d-P (A
(1)∗
2 ),
this is a new result.
5.1. Discrete Painleve´–V equation or d-P
(
D
(1)
4
)
.
5.1.1. Elementary Schlesinger transformations. For this example we consider a Fuchsian system of the spec-
tral type 11, 11, 11, 11, i.e., we have n = 3 (finite) poles and the matrix size is m = 2. In view of Assump-
tion 2.2, it is possible to make the rank of the residue matrices at the finite poles equal to one. Further,
using the Mo¨bius transformations on P1, we can map (z0 =∞, z1, z3) to (∞, 1, 0). We put z2 = t and from
now on we use (1, t, 0) instead of the indices (1, 2, 3), so θ2 = θt, etc. Then
A(z) =
A1
z − 1 +
At
z − t +
A0
z
, A∞ = −(A0 + A1 + At) =
[
κ1 0
0 κ2
]
,
and we have the following Riemann scheme and the corresponding Fuchs relation: z = 0 z = 1 z = t z =∞θ0 θ1 θt κ1
0 0 0 κ2
 , θ0 + θ1 + θt + κ1 + κ2 = 0.
In the rank-one case there is no need for the second index, and so we put bi = bi,1, c
†
i = c
1†
i . Then the
spectral decomposition is simply Ai = bic
†
i with tr(Ai) = c
†
ibi = θi.
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Normalizing the eigenvectors bi and c
†
i , we can write
Ai = ai
[
1
bi
] [
ci 1
]
= ai
[
1
βi − w
] [
γi + w 1
]
, tr(Ai) = θi = ai(ci + bi) = ai(βi + γi).
Here w = −b0 and so β0 = 0 and γ0 = θ0/a0. The reason for introducing w is to simplify the relations between
parameters ai, bi, and ci that follow from the trace conditions and the equation A∞ = − diag{κ1, κ2}. These
relations, written in terms of ai, βi, and γi, are
a0 + a1 + at = 0(5.1)
a1β1γ1 + atβtγt + w(κ1 − κ2) = 0(5.2)
a1β1 + atβt + κ2 = 0(5.3)
θ0 + a1γ1 + atγt + κ1 = 0,(5.4)
where the last equation also follows from (5.3) and the Fuchs relation. Thus, everything is parameterized
by a1, β1, at, and βt subject to one additional constraint a1β1 + atβt + κ2 = 0. One additional degree of
freedom is related to the global gauge action by constant non-degenerate diagonal matrices that allows us
to normalize one of the ais, but it is convenient to keep this freedom for computations. Finally, note that
the normalization parameter ai should be considered as a part of either bi or c
†
i , where the actual choice
depends on the context.
Same coordinates were used in [Sak10] to describe the isomonodromic dynamic in the continuous case
and the reduction to PVI. With ai attached to c
†
i , the standard symplectic form on the decomposition space
reduces as follows, see Proposition 4 in [Sak10] for a more general statement:
ω =
3∑
i=1
tr
(
dC†i ∧ dBi
)
= da0 ∧ d(−w) + da1 ∧ d(β1 − w) + dat ∧ d(βt − w)
= d(a0 + a1 + at) ∧ d(−w) + da1 ∧ dβ1 + dat ∧ dβt = da1 ∧ dβ1 + dat ∧ dβt
=
da1
a1
∧ d(a1β1) + dat
at
∧ d(atβt) =
(
dat
at
− da1
a1
)
∧ d(atβt) = d
(
at
a1
)
∧ d (a1βt) ,
where we used (5.3) to eliminate a1β1. It is convenient to introduce new symplectic coordinates p = (a1βt)/t
and q = −(tat)/a1. This gives, using (5.1–5.4),
a1β1 = pq − κ2, a1βt = tp, a1γ1 = θ1 + κ2 − pq,
atβt = −pq, atβ1 = q
t
(κ2 − pq), atγt = θt + pq.
For the continuous deformations, the only deformation parameter is t and the corresponding Hamiltonian,
given by equation (2.4), under this reduction becomes
Ht = tr(AtA0)
t
+
tr(AtA1)
t− 1 =
(θt + pq)(θ0 + p(q − t))
t
+
(θ1 + κ2 − p(q − t))(tθt + κ2q − pq(q − t))
t(t− 1) .
Since
ω = d
(
−q
t
)
∧ d(tp) = dp ∧ dq − d
(pq
t
)
∧ dt,
ω − dHt ∧ dt = dp ∧ dq − d
(
Ht + pq
t
)
∧ dt = dp ∧ dq − dHV I ∧ dt,
where HV I = Ht + pq/t is the Hamiltonian function for PVI.
Unfortunately, such a reduction procedure does not work in the discrete case and we need to work directly
with the evolution equations. We give a brief outline of such computations and show the reduction to d-PV.
From equations (3.7–3.9), that are more convenient here, we almost immediately get the following rela-
tions:
(5.5) w¯ − w = β¯1 − βt = γ1 − γ¯t (and so β¯1 + γ¯t = βt + γ1), βtγ¯t = tβ¯1γ1 .
Multiplying the last equation in (5.5) by a1a¯t, we get
(5.6) (θ1 + κ2 − pq)q¯(κ¯2 − p¯q¯) = tp(θ¯t + p¯q¯).
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Combining the first equation in (5.5) with (5.2) gives
a1β1(γ1 + βt) + βt(atγt − a1β1 + κ1 − κ2) = a¯1β¯t(γ¯t + β¯1) + β¯1(a¯1γ¯1 − a¯tβ¯t + κ1 − κ2).
Dividing by γ1 + βt = γ¯t + β¯1 and doing some re-arranging (and using (5.6) in the process), we get
(5.7) pq + p¯q¯ − κ2 = t(θt + κ1)
q − t− θ1+κ2p
+
θ¯1 + κ1
q − 1− θ1+κ2p
.
We now claim that after a certain change of variables equations (5.6) and (5.7) transform into the standard
form for d-PV. Although this can be seen directly without too much difficulty, we prefer to use the geometry of
the Okamoto space of initial conditions for this equation to explain how to find this coordinate transformation,
illustrating how such geometric machinery can be used.
5.1.2. Geometry of d-P (D
(1)
4 ). Let us briefly review the geometric description of the difference Painleve´ V
equation from the point of view of the theory of rational surfaces [Sak01]. We think about it as a birational
map ϕ : P1 × P1 99K P1 × P1 with parameters a0, . . . , a4, s or, equivalently, as an automorphism of a field
C(a0, . . . , a4; s; f, g),(
a1 a2 a3
a4 a0
; s; f, g
)
7→
(
a¯1 a¯2 a¯3
a¯4 a¯0
; s¯; f¯, g¯
)
,
a¯1 = a1 + δ, a¯2 = a2 − δ, a¯3 = a3,
a¯4 = a4, a¯0 = a0 + δ, s¯ = s,
where δ = a0 + a1 + 2a2 + a3 + a4 and where f¯ and g¯ are given by the following system that is usually called
the discrete Painleve´-V equation
(5.8)

f + f¯ = a3 +
a1
g + 1
+
a0
sg + 1
gg¯ =
(f¯ + a¯2)(f¯ + a¯2 + a¯4)
sf¯(f¯ − a¯3)
;
we refer to it as the standard form of d-PV. We lift this map to an isomorphism ϕˆ between rational surfaces
Xa = X(a0,...a4) and Xa¯ obtained from P1 × P1 via a sequence of blow-ups that resolve the indeterminacies
of the map ϕ,
Xa
ϕˆ
' //

Xa¯

P1 × P1
ϕ
// P1 × P1 .
Decomposing ϕ as a sequence of two maps, (f, g)
ϕ17−→ (f¯, g) ϕ27−→ (f¯, g¯) it is easy to see that the indeterminate
points of ϕ1 are (∞,−1) and (∞,−1/s) and the indeterminate points of ϕ2 are (−a¯2, 0), (−a¯2−a¯4, 0), (0,∞),
and (a¯3,∞). Applying ϕ−11 we obtain that the indeterminate points of ϕ are p1(−a2 − a4, 0), p2(−a2, 0),
p3(0,∞), p4(a3,∞), p5(∞,−1), and p6(∞,−1/s). In exactly the same way we find that the indeterminate
points of ϕ−1 are p¯1(−a¯2 − a¯4, 0), . . . , p¯6(∞,−1/s¯).
As usual, we denote a local coordinate description of a blow-up at a point (x0, y0) by (x, y)← (u, v)∪(U, V )
where x − x0 = u = UV and y − y0 = uv = V , then the exceptional divisor is given by u = V = 0. For
example, extending the map ϕ at the blow-up at p1(−a2−a4, 0), we use u1 = f+a2 +a4 and u1v1 = g. Then
f¯ = f¯(u1, v1) and g¯ = g(u1, v1) become well-defined and we see that the exceptional divisor E1 is mapped
to the line f¯ = −a¯2. On the level of divisor classes on Pic(X) we get the map E1 7→ Hf − E2, where Hf is
the class of the total transform of the line f = const.
Proceeding along the same lines and noticing that we need to blow-up at two additional points p7(0, a1)
on E5 and p8(0, a0/s) on E7 (here we give the coordinates of the points in the (ui, vi) charts), we get the
following blow-up diagram describing the construction of the surface Xa corresponding to our equation:
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Hf
Hg
f = 0
g = 0
f =1
g =1
Hg
Hf
E1 E2
E3
E4
E7
E8
Hf   E3
Hg   E1   E2
Hg   E3   E4
E6   E8
E5   E7
Hf   E5   E6
p3(0,1)
p4(a3,1)
p5(1, 1)
p6(1, 1/s)
p1( a2   a4, 0)
p2( a2, 0)
p8(0, a0/s)
p7(0, a1)
p8(0, a0/s)
p7(0, a1)
 1
 1
 1
 1  1
 1
 1
 2
 2
 2
 2
 2
The Picard lattice of X is generated by the total transforms Hf and Hg of the coordinate lines and the
classes of the exceptional divisors Ei,
Pic(X) = ZHf ⊕ ZHg ⊕
8⊕
i=1
ZEi.
The anti-canonical divisor −KX uniquely decomposes as a positive linear combination of −2-curves Di,
−KX = 2Hf + 2Hg −
8∑
i=1
Ei = D0 +D1 + 2D2 +D3 +D4,
where
D0 = Hg − E1 − E2, D1 = Hg − E3 − E4, D2 = Hf − E5 − E6, D3 = E5 − E7, D4 = E6 − E8.
The configuration of these −2-curves (on which the blow-up points are located) is described by the affine
Dynkin diagram of type D
(1)
4 ,
D0 D1
D2
D3 D4 D0 D1
D2
D3 D4
,
which is why we say that the difference Painleve´ V equation has the type d-P (D
(1)
4 ). The corresponding
divisors Di generate a sub-lattice R = SpanZ{D0, . . . , D4} ⊂ (−KX)⊥ ' E(1)8 in Pic(X). Symmetries of X
are given by the affine Weyl group of Cremona isometries generated by the complementary root sub-lattice
R⊥ in (−KX)⊥ acting as automorphisms of Pic(X). In this case, R⊥ = SpanZ{α0, . . . , α4}, where
α0 = E1 − E2
α1 = E3 − E4
α2 = Hf − E1 − E3
α3 = Hg − E5 − E7
α4 = Hg − E6 − E8
↵0 ↵1
↵2
↵3 ↵4
,
which is again of the type D
(1)
4 . Finally, we can compute the action of ϕ∗ on Pic(X) to be
Hf 7→ 5Hf + 2Hg − 2E1 − 2E2 − 2E3 − 2E4 − E5 − E6 − E7 − E8, E1 7→ Hf − E2,
Hg 7→ 2Hf +Hg − E1 − E2 − E3 − E4, E2 7→ Hf − E1,
E5 7→ 2Hf +Hg − E1 − E2 − E3 − E4 − E8, E3 7→ Hf − E4,
E6 7→ 2Hf +Hg − E1 − E2 − E3 − E4 − E7, E4 7→ Hf − E3,
E7 7→ 2Hf +Hg − E1 − E2 − E3 − E4 − E6,
E8 7→ 2Hf +Hg − E1 − E2 − E3 − E4 − E5,
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and so the induced action ϕ∗ on the sub-lattice R⊥ is given by translation:
ϕ∗ : (α0, α1, α2, α3, α4) 7→ (α0, α1, α2, α3, α4) + (0, 0, 1,−1,−1)δ, where δ = −KX .
5.1.3. Reduction to the standard form. We now demonstrate how to reduce equations (5.6, 5.7) to equations
(5.8). First, we resolve the indeterminacies of ψ : (p, q) → (p¯, q¯) to get an isomorphism ψˆ : X˜a → X˜a¯.
The surface X˜ = X˜a, with a denoting the collection of parameters of the map, a = {θ0, θ1, θt, κ1, κ2}, is
constructed by the following blow-up diagram:
Hq
Hq
Hp Hp
p =1p = 0
q = 0
q =1
p02(0, 0)
p2(0, ✓t)
p1(1, 0)
p5(1, t)
p6(1, 1)
p3(0,1)
p4(0, 1/2)
p04(0, 1/(✓1 + 2))
p7(0, ✓0)
p8(0, 1  1 + 2)
Hq   F3
F4
F 04
Hp   F3
Hq   F1
F3   F4   F 04 Hp   F1   F 02   F5   F6
F8
F7
F6   F8
F5   F7
F2
F 02
F1   F2   F 02
 2
 2
 4
 3
 3
 1
 1
 1
 1
 1  1
 1
 1
 1
.
Here the coordinates of the blow-up points are given w.r.t. the following local coordinate systems:
p1
(
1
p
= 0, q = 0
)
← p2
(
1
p
= 0, pq = −θt
)
and p′2
(
1
pq
= 0, q = 0
)
,
p3
(
p = 0,
1
q
= 0
)
← p4
(
p = 0,
1
pq
=
1
κ2
)
and p′4
(
p = 0,
1
pq
=
1
θ1 + κ2
)
,
p5
(
1
p
= 0, q = t
)
← p7
(
1
p
= 0, p(q − t) = −θ0
)
,
p6
(
1
p
= 0, q = 1
)
← p8
(
1
p
= 0, p(q − 1) = 1− κ1 + κ2)
)
.
Note that the resulting configuration of exceptional divisors looks quite different from the previous case
and moreover, rank(Pic(X˜)) = 12. The reason for this is that the surface X˜ is not relatively minimal for ψˆ,
see also [CT12] — there are two pairs of −1-curves that are exchanged by ψˆ: F2 ↔ F ′4 and F ′2 ↔ Hq−F3, and
so blowing down any of these pairs will still result in an isomorphism between the corresponding surfaces.
We blow down F ′2 and Hq − F3, which eliminates −4 and −3-curves and gives us the diagram on the left.
This diagram now looks very similar to the configuration we had for the standard form of d-PV (on the
right),
 1
 1
 1
 1
 1
 1
 1
 1
 2
 2
 2
Hp   F3 F7
F8
F6   F8
F5   F7
F1   F2
F2
Hq   F1Hp +Hq   F1   F3   F5   F6
Hq   F4   F 04
F4
F 04
 2
E1 E2
E3
E4
E7
E8
Hf   E3
Hg   E1   E2
Hg   E3   E4
E6   E8
E5   E7
Hf   E5   E6
p8(0, a0/s)
p7(0, a1)
 1
 1
 1
 1  1
 1
 1
 2
 2
 2
 2
 2
,
and in particular we immediately see that X˜ is again of type D
(1)
4 . We now need to find the blowing-down
structure for X˜ to match the blowing-down structure for X. Thus, in Pic(X˜) we put E9 = F ′2, E10 = Hq−F3
and we are looking for rational 0-curves Hf , Hg, and −1-curves Ei, i = 1, . . . , 8 such that
Hf • Hg = 1, E2i = −1, H2f = H2g = Hf • Ei = Hf • Ei = Ei • Ej = 0, 1 ≤ i 6= j ≤ 10.
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Using the above diagrams, the genus formula 2g(C)− 2 = C2 +C •KX˜ , and the distinguished −2-curve D2,
we see that it makes sense to take Hf = Hp + Hq − F1 − F3 and Ei = Fi, i = 5, . . . 8. Then the possible
choices for Hg are Hq, Hp + Hq − F2 − F3, Hp + Hq − F4 − F3, and Hp + Hq − F ′4 − F3. Attempting to
represent F1−F2 = Hg−E1−E2 eliminates the first two possibilities, and the remaining two are equivalent.
To summarize, we have the following blowing-down structure:
Hf = Hp +Hq − F1 − F3, E3 = Hp − F3, Ei = Fi, i = 2, 4, . . . , 8,
Hg = Hp +Hq − F3 − F ′4, E9 = F ′2,
E1 = Hp +Hq − F1 − F3 − F ′4, E10 = Hq − F3.
To find the expressions for coordinates f and g we proceed as follows. The linear system |Hf | consists
of curves of bi-degree (1, 1) passing through p1 an p3, and so |Hf | = {c1pq + c2 = 0}. Thus, [pq : 1] is
a projective coordinate on |Hf |, and so we can take f = pq. Similarly, [pq − (θ1 + κ2) : p] is a projective
coordinate on |Hg|. We take g = − 1t
(
q − θ1+κ2p
)
, where the additional factor −1/t is needed to ensure that
the (f, g)-coordinates of p5 are (∞,−1), as in the standard case.
We can now match the parameters of our elementary Schlesinger transformations with the parameters s
and ai in the standard form (5.8) of d-PV. For example, E1 blows down to (f, g) = (θ1+κ2, 0) = (−a2−a4, 0).
Doing this for other divisors Ei results in the following
a0 = θ1 − 1 + k1, a1 = −θt − k1, a2 = θt, a3 = κ2, a4 = −θ1 − θt − κ2, δ = −1.
Thus, not only we can now immediately see that equations (5.6, 5.7) transform into the standard form (5.8)
of d-PV, but also that under this identification of parameters,
θ¯1 = −a¯2 − a¯3 − a¯4 = −a2 + δ − a3 − a4 = θ1 − 1, θ¯t = −a¯0 − a¯1 − a¯2 − a¯3 − a¯4 − 1 = θt + 1,
and the other parameters remain unchanged. Thus, we can identify the action of d-PV on the Riemann
Scheme of the Fuchsian system under this correspondence. We use the same observation in the next example.
5.1.4. Different Parameterization. A more direct derivation of d-PV can be obtained if we make a different
coordinate choice (which seems to be more natural for Schlesinger transformations and is used in the next
example as well).
We use the global gauge group action to map vectors bt and b1 to the standard basis vectors and then
use the trivial transformations to make components of b0 equal to 1 to get the following parameterization:
bt =
[
1
0
]
, ct =
[
θt α
]
, b1 =
[
0
1
]
, c1 =
[
β θ1
]
, b0 =
[
1
1
]
, c0 =
[
γ θ0 − γ
]
,
where three parameters α, β, and γ are constrained by the condition that the eigenvalues of A∞ are κ1, κ2.
Indeed, with this parameterization,
−A∞ =
[
θt + γ θ0 + α− γ
β + γ θ0 + θ1 − γ
]
,
tr A∞ = κ1 + κ2 = −(θ0 + θ1 + θt),
det A∞ = κ1κ2 = (θ0 + θ1 − γ)(θt + γ)− (θ0 + α− γ)(β + γ).
The trace condition is just the Fuchs relation, and the determinant condition allow us to express, e.g., α in
terms of β and γ. Thus, if we put β = x and γ = y, α(x, y) is given by the expression
α(x, y) =
x(y − θ0) + y(θ1 − θt) + (θ1 + κ1 + θ0)(θt + κ1)
x+ y
.
Using the evolution equations (3.17—3.22) for the elementary Schlesinger transformation { 1 t1 1 } then gives
us the following map χ : (x, y)→ (x¯, y¯):
(5.9)

x¯ =
((x+ θ1)y − θ0x)((t− 1)((x+ θ1)y + θ1x) + x(tx− θt))(t(x+ y)− y)
tx((t(x+ y)− y)(θ1 + x)− x(1 + θt))
+
tx(x+ y)((θ1 − 1)(θt + 1)− κ1κ2) + xyκ1κ2
t((t(x+ y)− y)(θ1 + x)− x(1 + θt))
y¯ =
(t(x+ y)− y)(θ0x− (x+ θ1)y) + xy(θt + 1)
x(t(x+ y)− y)
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The Okamoto surface X for this map is given by the blow-up diagram
Hx Hx
Hy
Hy
Hx +Hy
x = 0
y = 0
x+ y = 0
x =1
y =1
p3
p1
p2
p4
p5p6
p7 p8
F1
F2
F3
F4
F6
F8
F7   F8
F5   F7
Hx   F3
Hy   F3
Hy   F5   F6
Hx   F4   F5
Hx +Hy   F1   F2   F3   F5  1
 2
 1
 1
 1
 1
 1
 1
 1
 2
 2
 2
 2
,
where the coordinates of the blow-up points are
p1(x = θt + κ1, y = −θt − κ1), p2(x = θt + κ2, y = −θt − κ2), p3(x = 0, y = 0),
p4
(
1
x
= 0, y = θ0
)
, p6
(
x = −θ1, 1
y
= 0,
)
,
p5
(
1
x
= 0,
1
y
= 0
)
← p7
(
1
x
= 0,
x
y
=
1− t
t
)
← p8
(
1
x
= 0, t(x+ y)− y = θt + 1
)
.
We compute the action of χ∗ on Pic(X) to be
Hx 7→ 2Hx + 3Hy − 2F1 − 2F2 − F4 − F5 − F6 − F7, F1 7→ Hy − F2,
Hy 7→ 2Hx + 4Hy − 2F1 − 2F2 − 2F4 − F5 − F6 − F7 − F8, F2 7→ Hy − F1,
F3 7→ 2Hx + 3Hy − 2F1 − 2F2 − F4 − F5 − F6 − F7 − F8, F4 7→ F3,
F5 7→ Hx + 2Hy − F1 − F2 − F4 − F6 − F7, F6 7→ Hx + 2Hy − F1 − F2 − F4 − F5 − F7,
F7 7→ Hx + 2Hy − F1 − F2 − F4 − F5 − F6, F8 7→ Hx +Hy − F1 − F2 − F4.
To match this picture with the standard one, we look at the −2-curves. The distinguished −2-curve
D2 = Hf − E5 − E6 should correspond to F5 − F7. Next, if we let D0 = Hg − E1 − E2 correspond to
Hx +Hy −F1−F2−F3−F5, D1 = Hg −E3−E4 should correspond to Hx−F4−F5 to match the dynamic
D0 ↔ D1. Let D3 = E5−E7 correspond to Hy −F5−F6, then D4 = E6−E7 corresponds to the remaining
−2-curve F7 − F8. A change of basis giving such identification can be taken as
Hf = Hy, Hg = Hx +Hy − F3 − F5, E3 = Hy − F3, E5 = Hy − F5, E6 = F7, E7 = F6,
and Ei = Fi for i = 1, 2, 4, 8. Under this identification the action of χ∗ on the symmetry sub-lattice R⊥
coincides with the action of ϕ∗.
Let us now find the new coordinates f and g. Since |Hf | = |Hy|, we can take f = y. The linear system |Hg|
consists of curves of bi-degree (1, 1) passing through p3(0, 0) and p5(∞,∞) and so |Hg| = {c1x+ c2y = 0}.
Thus, [x : y] is a projective coordinate on |Hg|, and so we can provisionally put g = x/y, which gives
g(p1) = g(p2) = −1, g(p3) = g(p4) =∞, g(p5) = 0, and we want them to be 0, ∞, and −1 respectively. This
is easy to fix by the Mo¨bius transformation g 7→ −(g+1), and so our final change of coordinates is f = y and
g = −(x+ y)/y. It is then easy to see that under this change of coordinates equations (5.9) transforms into
the standard form (5.8). The matching of the standard parameters with the Fuchsian system parameters is
given by
a0 = −(θt + 1), a1 = θ1, a2 = θt + κ2, a3 = θ0, a4 = κ1 − κ2, s = t, δ = −1,
and under this identification of parameters,
a¯0 = −(θ¯t + 1) = a0 + δ, a¯1 = θ¯1 = a1 + δ, a¯2 = θ¯t + κ¯2 = a2 − δ, a¯3 = θ0 = a3, a¯4 = κ¯1 − κ¯2 = a4,
as it should be.
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5.2. Discrete Painleve´ equation d-P (A
(1)∗
2 ).
5.2.1. Schlesinger Transformations. We now consider Fuchsian systems of the spectral type 111, 111, 111,
which corresponds to n = 2 (finite) poles and the matrix size m = 3. As before, we make rank(Ai) = 2 using
scalar gauge transformations and map the finite poles to z0 = 0 and z1 = 1 by a Mo¨bius transformation.
Note that this example does not have any continuous deformation parameters but it still admits non-trivial
Schlesinger transformations. So
A(z) =
A0
z
+
A1
z − 1 , Ai = BiC
†
i =
[
bi,1 bi,2
] [c1†i
c2†i
]
,
and the corresponding Riemann scheme and the Fuchs relation are
z = 0 z = 1 z =∞
θ10 θ
1
1 κ1
θ20 θ
2
1 κ2
0 0 κ3
 , θ10 + θ20 + θ11 + θ21 +
3∑
j=1
κj = 0.
As in the previous example, we use the global similarity transformations to map the vectors b0,1, b0,2,
and b1,1 to the standard basis vectors and then use the trivial transformations to adjust the scale on the
coordinate axes so that all components of b1,2 are equal to 1. Then, using the condition C
†
iBi = Θi, we get
the following parameterization:
B0 =
1 00 1
0 0
 , C†0 = [θ10 0 α0 θ20 β
]
, B1 =
0 10 1
1 1
 , C†1 = [−γ− θ11 γ θ11θ21 − δ δ 0
]
.
Requiring that the eigenvalues of A∞ are κ1, κ2, and κ3 results in the equations tr(A∞) = κ1 + κ2 + κ3
(which is just the Fuchs relation), |A∞|11 + |A∞|22 + |A∞|33 = κ2κ3 + κ3κ1 + κ1κ2 (where |A|ij denotes
the (ij)-minor of A) and det(A∞) = κ1κ2κ3. The last two equations are linear in α, β, γ, and δ so we can
write them as a linear system on α and β:
(γ + δ + θ11 − θ21)α− (γ + δ)β = κ2κ3 + κ3κ1 + κ1κ2 + (θ20 − θ10)δ− (θ20 + θ11)(θ10 + θ21)− θ20θ11),(5.10)
−(θ20(γ + δ + θ11 − θ21) + θ21γ + θ11δ)α + (θ10(γ + δ) + θ21γ + θ11δ)β = κ1κ2κ3 + θ11((θ10 − θ20)δ + θ20(θ10 + θ21)).
At this point we can choose parameterization variables x and y to simplify the structure of the substitution
rule. Noticing that the coefficients of the matrix of the above linear system are written in terms of the
expressions γ + δ, γ + δ + θ11 − θ21, and θ21γ + θ11δ, we make the following choice of coordinates:
(5.11) x =
(γ + δ)(θ10 − θ20)
θ11 − θ21
, y =
θ21γ + θ
1
1δ
γ + δ + θ11 − θ21
.
The reasons for this particular choice are first to simplify the entries of the matrix of the above linear system,
and second to simplify its determinant, which is the denominator for the expressions α(x, y) and β(x, y) — its
zeroes contribute to the indeterminate points for α(x, y) and β(x, y) and through that to the indeterminate
points of the dynamic as well. We then get
α(x, y) =
1
(x+ y)(θ11 − θ21)
(
yr1 +
x(θ20r1 + r2)
x+ θ10 − θ20
)
, β(x, y) =
1
(x+ y)(θ11 − θ21)
(
(y + θ20)r1 + r2
)
,
where
r1 = r1(x, y) = κ1κ2 + κ2κ3 + κ3κ1 − (y − θ21)(x− θ20)− θ10(y + θ20)− θ11(θ10 + θ20 + θ21),
r2 = r2(x, y) = κ1κ2κ3 + θ
1
1((y − θ21)(x− θ20) + θ10(y + θ20))
are the right-hand-sides of the linear system (5.10) (written now in variables x and y).
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Using the evolution equations (3.17—3.22) for the elementary Schlesinger transformation { 0 11 1 } then gives
us the following map ϕ : (x, y)→ (x¯, y¯):
x¯ =
(α− β)(αx(θ11 − θ21) + (1 + θ20)(x(y − θ21) + y(θ10 − θ20)))
(α− β)(x(y − θ21) + (θ10 − θ20)y)− α(θ11 + 1)(θ10 − θ20)
y¯ =
(α− β)(y(x+ θ10 − θ20)− θ21x)
α(θ10 − θ20)
,
where we still need to substitute α = α(x, y) and β = β(x, y), but this can be easily done using computer
algebra. We claim that the resulting dynamical system has the type A
(1)∗
2 , as expected. Indeed, the Okamoto
surface for the map ψ : (x, y)→ (x¯, y¯) is given by the blow-up diagram
Hx Hx
Hy
Hy
Hx +Hy
x = 0
y = 0
x+ y = 0
x =1
y =1
p3
p1
p2
p4
p5
p6
p7 p8
F1
 1
 1
 1
 1
 1
 1  1
F2
F3
F4
F6
F8
F5
F7
Hx   F5   F6Hx +Hy   F1   F2   F3   F4
Hy   F7   F8
 2  2
 2
 1
Hy   F4
Hx   F4
 1
 1
,
where the coordinates of the blow-up points are
p1(θ
2
0 + κ1,−θ20 − κ1), p3(θ20 + κ3,−θ20 − κ3), p5
(∞, θ11) , p7 (θ20 − θ10,∞) ,
p2(θ
2
0 + κ2,−θ20 − κ2), p4(0, 0), p6
(∞, θ21) , p8 (θ20 + 1,∞) .
The anti-canonical divisor−KX = 2Hf+2Hg−
∑8
i=1Ei uniquely decomposes as a positive linear combination
of −2-curves Di,
−KX = D0+D1+D2, where D0 = Hx+Hy−F1−F2−F3−F4, D1 = Hx−F5−F6, D2 = Hy−F7−F8.
So we see that the configuration of components Di is indeed described by the Dynkin diagram of type A
(1)
2 .
To this diagram correspond two different types of surfaces, the generic one corresponds to the multiplicative
system of type A
(1)
2 , and the degenerate configuration, where all three components Di intersect at one point,
corresponds to the additive system denoted by A
(1)∗
2 , this is our case (on the picture below we use the
equivalent description of X as a blow-up of P2 instead of P1 × P1, since all lines are then equivalent):
D0
D1 D2
Dynkin diagram A
(1)
2 A
(1)∗
2 -surface A
(1)
2 -surface.
.
Thus, we have showed that an elementary Schlesinger transformation of this Fuchsian system reduces to a
discrete Painleve´ equation of type d-P (A
(1)∗
2 ). We now want to compare the Schlesinger dynamic with the
standard Painleve´ dynamic of this type.
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5.2.2. Comparison with the standard case. We take as the model equation for the d-P (A
(1)∗
2 ) dynamic the
following equation written by Grammaticos, Ramani, and Ohta, [GRO03], see also Murata [Mur04] and
Sakai [Sak07]. We consider d-P (A
(1)∗
2 ) to be a birational map ϕ : P1 × P1 99K P1 × P1 with parameters
b1, . . . , b8
(5.12)(
b1 b2 b3 b4
b5 b6 b7 b8
; f, g
)
7→
(
b¯1 b¯2 b¯3 b¯4
b¯5 b¯6 b¯7 b¯8
; f¯, g¯
)
,
b¯1 = b1, b¯3 = b3, b¯5 = b5 + δ, b¯7 = b7 − δ,
b¯2 = b2 b¯4 = b4 b¯6 = b6 + δ, b¯8 = b8 − δ,
δ = b1 + · · ·+ b8, and f¯ and g¯ are given by the equation
(5.13)

(f + g)(f¯ + g) =
(g + b1)(g + b2)(g + b3)(g + b4)
(g − b5)(g − b6)
(f¯ + g)(f¯ + g¯) =
(f¯ − b1)(f¯ − b2)(f¯ − b3)(f¯ − b4)
(f¯ + b7 − δ)(f¯ + b8 − δ)
.
Note that equation (5.13) is the asymmetric version of equation (1.3) in [GRO03]. We see that the resulting
blow-up diagram matches the one that we obtained for the Schlesinger transformation dynamic.
p1(b1, b1)
p2(b2, b2)
p3(b3, b3)
p4(b4, b4) p5(1, b5)
p6(1, b6)
p7( b7,1)
p8( b8,1)
Hf Hf
Hg
Hg
f = 0
g = 0
f + g = 0
f =1
g =1
Hg
Hf
E1
E2
E3
E4
E5
E6
E7 E8
Hf   E5   E6
Hg   E7   E8
Hf +Hg
 2  2
 2
 1 1
 1
 1
 1
 1
 1
 1
Hf +Hg   E1   E2   E3   E4
Thus, we can put Hf = Hx and Hg = Hy and let f = x, g = y. We also put Ei = Fi and use this to identify
Schlesinger parameters with parameters bi:
b1 = θ
2
0 + κ1, b2 = θ
2
0 + κ2, b3 = θ
2
0 + κ3, b4 = 0, b5 = θ
1
1, b6 = θ
2
1, b7 = θ
1
0 − θ20, b8 = −θ20 − 1.
The dynamic itself, however, is different. There are two ways to see that. First, in view of the above
identification of parameters we see that the dynamic on the Riemann Schemes is different. Indeed, since
δ = b1 + · · ·+ b8 = −1, the induced action of the standard Painleve´ dynamic on the Riemann scheme is
z = 0 z = 1 z =∞
θ10 θ
1
1 κ1
θ20 θ
2
1 κ2
0 0 κ3

d-P (A
(1)∗
2 )
7−→

z = 0 z = 1 z =∞
θ10 θ
1
1 − 1 κ1 + 1
θ20 − 1 θ21 − 1 κ2 + 1
0 0 κ3 + 1
 ,
whereas our elementary Schlesinger transformation acts as
z = 0 z = 1 z =∞
θ10 θ
1
1 κ1
θ20 θ
2
1 κ2
0 0 κ3

{ 0 11 1}
7−→

z = 0 z = 1 z =∞
θ10 − 1 θ11 + 1 κ1
θ20 θ
2
1 κ2
0 0 κ3
 .
Second, we can explicitly compute the induced dynamic for both ϕ∗ and ψ∗ on the Picard lattice. Then
we find out that the action on the components of the anti-canonical divisor is the same and is a permuta-
tion (D0D1D2), but the resulting translations on the symmetry sub-lattice are different. Indeed, take the
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symmetry sub-lattice R⊥ = SpanZ{α0, . . . , α6}, where
α0 = E3 − E4, α1 = E2 − E3,
α2 = E1 − E2, α3 = Hf − E1 − E7,
α4 = E7 − E8, α5 = Hg − E1 − E5,
α6 = E5 − E6
↵0 ↵1 ↵2 ↵3 ↵4
↵5
↵6
E
(1)
6
,
which is of the type E
(1)
6 . Then ϕ∗ and ψ∗ act on R
⊥ as translations in two different directions:
ψ∗ : (α0, α1, α2, α3, α4, α5, α6) 7→ (α0, α1, α2, α3, α4, α5, α6) + (0, 0, 0,−1, 1, 1,−1)δ,
ϕ∗ : (α0, α1, α2, α3, α4, α5, α6) 7→ (α0, α1, α2, α3, α4, α5, α6) + (0, 0, 0, 1, 0,−1, 0)δ,
where in both cases δ = −KX . Hence, these two dynamics are not equivalent and we can not transform the
elementary Schlesinger transformation dynamic into the standard form by a change of variables.
In fact, we can represent the standard Painleve´ dynamic as a composition of two different Schlesinger
transformations, combined with some automorphisms of our Fuchsian system, as follows.
Let σi(j, k) be the map that exchanges the j-th and the k-th eigenvectors of Ai. If the eigenvalues θ
j
i
and θki are non-zero, this map is just a permutation on the decomposition space B×C. For this example we
need σ0(1, 3), but it also defines a mapping on B × C, since b30 ∈ Ker(C†0) and c3†0 ∈ Ker(B0). Combining
σ0(1, 3) with the scalar gauge transformation ρ0(θ
1
0), where ρi(s) : Ai 7→ Ai − sI, A∞ 7→ A∞ + sI, see
Assumption 2.2, we get the action Σ0(1, 3) = ρ0(θ
1
0) ◦ σ0(1, 3) on the spectral data (as encoded in the
Riemann scheme) and the decomposition space:
Σ0(1, 3) :

z0 z1 ∞
θ10 θ
1
1 κ1
θ20 θ
2
1 κ2
0 0 κ3

σ0(1,3)
7−→

z0 z1 ∞
0 θ11 κ1
θ20 θ
2
1 κ2
θ10 0 κ3

ρ0(θ
1
0)
7−→

z0 z1 ∞
−θ10 θ11 κ1 + θ10
θ20 − θ10 θ21 κ2 + θ10
0 0 κ3 + θ
1
1

Σ0(1, 3) :
(
b10,b
2
0; c
1†
0 , c
2†
0 ; b
1
1,b
2
1; c
1†
1 , c
2†
1
)
7→
(
(c1†0 × c2†0 )t,b20;
−θ10(b10 × b20)t
(c1†0 × c2†0 )(b10 × b20)
, c2†0 ; b
1
1,b
2
1; c
1†
1 , c
2†
1
)
,
where we had to take into account the normalization condition C†0B0 = Θ0. Then, looking at the action on
the Riemann scheme, we see that
d-P (A
(1)∗
2 ) = Σ0(1, 3) ◦ { 1 02 1 } ◦ Σ0(1, 3) ◦ { 1 01 1 } .
Using computer algebra, we can verify directly that this composition dynamic satisfies equation (5.13).
6. Conclusions
To summarize, we developed the theory of elementary Schlesinger transformations of Fuchsian systems.
We found explicit discrete Schlesinger evolution equations describing these transformations and showed that
these equations can be written in discrete Hamiltonian form, when considered as a dynamical system on
the decomposition space for Fuchsian systems. We found the explicit formula for the discrete Hamiltonian
for such systems. We also stressed the parallel between the discrete and continuous cases. Finally, we used
the machinery developed in the first part of this paper to compute two explicit examples of reductions from
discrete Schlesinger transformations to difference Painleve´ equations. In doing so we emphasized the role
played by the geometry of the Okamoto spaces of initial conditions in doing such reductions, as well as in
comparing different equations of the same type or difference forms of the same equation. We also gave a
partial answer to the earlier question of H. Sakai by explicitly representing the difference Painleve´ equation
d-P
(
A
(1)∗
2
)
as such reduction.
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