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Fault-tolerant quantum computing (FTQC) implements universal quantum computing while sup-
pressing physical errors via quantum error correction. Although the effective error rate decreases
exponentially with the code distance, it is expected that the number of available physical qubits is
restricted even after FTQC is realized in some form. Meanwhile, quantum error mitigation (QEM)
was recently introduced for suppressing errors in Noisy Intermediate-Scale Quantum (NISQ) de-
vices for improving computation accuracy of near-term quantum algorithms with its overhead being
a greater number of samples. In this work, we show QEM can compensate dominant errors in FTQC
without increasing the number of qubits. This scheme will dramatically alleviate required overheads
of FTQC for achieving a high-accuracy quantum computing.
I. INTRODUCTION
Quantum computers are believed to be capable of im-
plementing several tasks such as factoring and Hamil-
tonian simulation with exponentially smaller computa-
tional time than classical computers [1, 2]. However,
quantum systems generally interact with their environ-
ments, which leads to physical errors in the system and
may destroy the quantum advantage. Since physical error
rates of quantum computers are still much higher than
those of classical computers, it is vital to suppress them.
There are two directions to overcome this problem.
One is fault-tolerant quantum computing (FTQC) using
quantum error-correcting codes [3–7]. We encode infor-
mation of qubits to a logical code space constructed by
several noisy physical qubits. It is shown that the effec-
tive error probability can be made arbitrarily small by
increasing the number of physical qubits as long as error
probabilities of physical qubits are smaller than a certain
threshold determined by the code. Note that the over-
head of FTQC is the number of qubits, which increases
polynomially with the code distance, and the time for
each quantum operation also scales linearly with the code
distance accordingly.
The other direction is quantum error mitigation
(QEM) [8–16]. Generally, QEM are used to mitigate
physical errors in Noisy Intermediate-Scale Quantum
(NISQ) devices and improve the computation accuracy
of near-term quantum algorithms such as the variational
quantum eigensolver. QEM relies on a post-processing
of measurement outcomes and recover the expectation
values of observables measured on quantum processors,
and hence does not require encoding of qubits. Instead,
QEM necessitates a greater sample number as an over-
head, which generally increases exponentially with the
number of error events in the quantum circuit.
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So far, huge efforts have been made for improving these
two directions independently. For FTQC, one of the most
promising approach is FTQC with lattice surgery [6, 7]
with logical qubits encoded with surface codes [17, 18].
If pairs in which we can perform two-qubit operations
directly are not restricted nearest neighboring ones, con-
catenated Steane code [19] is also a promising candidate
towards FTQC. On the other hand, one of the most useful
QEM method is probabilistic error cancellation because
it can fully eliminate Markovian gate errors by inverting
the noise process with QEM recovery operations proba-
bilistically applied in a quantum circuit, provided we can
characterize physical errors in advance [8, 10].
Here, we propose a unified framework of FTQC and
QEM. More specifically, we show that probabilistic er-
ror cancellation can compensate errors in FTQC. There
are two types of errors in FTQC: decoding errors due to
insufficient code distances and approximation errors in-
duced by Solovay-Kitaev decomposition [20, 21], which
we simply call decoding errors and approximation errors
throughout this paper. Decoding errors can be evalu-
ated either with process tomography or gate set tomogra-
phy [22, 23] on the code space and approximation errors
by Solovay-Kitaev algorithm can be characterised effi-
ciently on classical computers. Therefore, probabilistic
error cancellation, which assumes good characterisation
of a noise model, can be properly applied. In addition,
decoding errors can be converted to stochastic Pauli er-
rors via Pauli twirling and recovery QEM operations on
quantum circuits become Pauli gates as well. Note that
since only logical Clifford operations and logical Pauli
measurements are applied in FTQC except for prepa-
ration of magic states, instead of applying Pauli opera-
tions during the quantum computation, we can store the
information of recovery operations on classical memory
called Pauli frame and update them efficiently accord-
ing to quantum gates via stabiliser formalism [24]. Fi-
nally we post-process the measurement outcome based
on the information of Pauli frame. Although we cannot
straightforwardly apply Pauli frame to approximation er-
rors, we can still perform probabilistic error cancellation
only with Clifford operations, which can be implemented
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2efficiently in FTQC.
This paper is organized as follows. First, we illus-
trate probabilistic error cancellation in Sec. II. We review
an architecture of fault-tolerant quantum computing in
Sec. III. Then we describe how to evaluate decoding er-
rors and approximation errors and have analytical argu-
ment of the cost of QEM in Sec. IV. Next, we also numer-
ically analyze the cost of QEM for decoding errors and
approximation errors, and we can effectively increase a
code distance and the number of T -gates via QEM in
Sec. V. Finally, we conclude our paper with discussions
in Sec. VI.
II. QUANTUM ERROR MITIGATION AND
PROBABILISTIC ERROR CANCELLATION
There generally exist physical noises in quantum pro-
cessors, which should be mitigated to obtain correct re-
sults. For simplicity, here we assume gate errors are
Markovian, i.e., a noise process N for a gate is totally
independent of other gate errors. In this case, we have
ρout = NNG ◦ UNG ◦ NNG−1 ◦ UNG−1 · · · N1 ◦ U1(ρin),
(1)
where ρout and ρin are the output and input quantum
states, Uk and Nk denote the ideal and noisy part of the
process of the k-th gates, and NG is the number of gates.
To have the correct computation results, it is necessary
to mitigate the effect of Nk, (k = 1, 2, ..., NG) to obtain
ρidealout = UNG ◦ UNG−1 · · · ◦ U1(ρin). (2)
Quantum error mitigation (QEM) is proposed as a
method for suppressing errors without encoding, which is
useful especially for NISQ devices with a restricted num-
ber of qubits [8–10]. Generally, QEM methods recover
not the ideal density matrix ρidealout itself, but the ideal ex-
pectation value of an observable 〈Mˆ〉ideal = Tr(ρidealout Mˆ)
via classical post-processing. Note that QEM is not a
scalable technique because the cost for QEM needs ex-
ponentially increasing circuit runs with the number of
error events in the quantum circuit [8, 10].
Now we explain probabilistic error cancellation with
which we can eliminate a bias of an expectation value of
observables completely given the complete information
of the noise model [8, 10]. We will apply this method to
suppress errors in FTQC later.
First, we identify the noise map N via either process
or gate set tomography [22, 23], and calculate the inverse
N−1. Then, by finding a set of processes {Bi} such that
N−1 = ∑i ηiBi where ηi ∈ R and ∑i ηi = 1, we have
U = N−1NU
=
∑
i
ηiBiNU . (3)
We remark that the linear combination of Clifford op-
erations and measurement and tensor products of them
can represent arbitrary operations [10]. We can rewrite
Eq. (3)
U = γQ
∑
i
qisgn(ηi)BiNU , (4)
where γQ =
∑
i |ηi|, qi = |ηi|γQ , γQ ≥ 1 and sgn(ηi) is a
parity which takes ±1, corresponding to the operation
Bi. We refer to as γQ as QEM cost because it is related
to sampling overhead.
Now suppose we measure an observable Mˆ and obtain
〈Mˆ〉U = γQ
∑
i
qi 〈µˆeffi 〉 . (5)
Here, µˆeffi = sgn(ηi)mˆ
(i), and mˆi is a measurement out-
come for a process BiNU . We generate the process Bi
with a probability qi and multiply the corresponding
parity to the measurement result, which is denoted as
µˆeff . Then the expectation value of the random variable
µˆmit = γQµˆ
eff approximates the error-free expectation
value 〈Mˆ〉U . Note that since Var[µˆmit] = γ2QVar[µˆeff ]
and a measurement outcome without QEM which we de-
note µˆnmit has a similar variance, the variance of error-
mitigated value is approximately amplified with ΓQ =
γ2Q. Therefore we need to have ΓQ times more samples
to achieve a similar accuracy before applying QEM.
In practice, probabilistic error cancellation is employed
in a quantum circuit. The ideal process of the entire
quantum circuit is described as
∏NG
k=1 Uk. Denoting Uk =
γ
(k)
Q
∑
ik
qiksgn(ηik)BikNkUk, we have
NG∏
k=1
Uk =
NG∏
k=1
γ
(k)
Q
∑
i1i2...iNG
NG∏
k=1
qik
NG∏
k=1
sgn(ηik)
NG∏
k=1
BikNkUk.
(6)
From Eq. (6), we can see that in each gate we gener-
ate a process Mik with probability qik , and multiply
the product of parities
∏Ng
k=1 sgn(ηik) to the measure-
ment results to obtain the outcome µˆeff . This procedure
is repeated, and the product of the mean of outcomes
〈µˆeff〉 and γtotQ =
∏Ng
k=1 γ
(k)
Q approximates the correct ex-
pectation value. Note that now γtotQ is the QEM cost
for the entire quantum circuit. Let us assume the cost
for each gate is uniform and can be approximated as
γ
(k)
Q = γQ = 1+aε with a and ε being a positive constant
value and an effective error rate, respectively. Now the
QEM cost and the sampling overhead can be approxi-
mated as γtotQ ' eaεNG = e(γQ−1)NG and ΓtotQ = (γtotQ )2,
which increase exponentially with the mean number of
error events in the quantum circuit εNG. Note that for
εNG = O(1) and ε → 0, since εkNG = 0 (k ≥ 2), the
QEM cost can be exactly described as γtotQ = e
(γQ−1)NG .
3III. FAULT-TOLERANT QUANTUM
COMPUTING
A. Stabilizer formalism
In a framework of fault-tolerant quantum computing
(FTQC), we prepare a redundant number of physical
qubits and perform quantum computing in a code space
defined as a subspace of the whole Hilbert space. By
repetitively performing quantum error detection and cor-
rection, we can protect logical qubits defined in a code
space against physical errors. A state of logical qubits
is manipulated in a fault-tolerant manner with a set of
logical operations.
Stabilizer formalism [3, 24] is the most standard way
to construct quantum error-correcting codes. When we
construct k logical qubits with n physical qubits, a 2k-
dimension code space C is specified with a subgroup of
n-qubit Pauli operators called stabilizer group. Let n-
qubit Pauli group be
Gn = {±1,±i} × {I,X, Y, Z}⊗n, (7)
where I is an identity operator and X =
(
0 1
1 0
)
, Y =(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
are Pauli operators. A set of
Pauli operator S ⊂ Gn is called stabilizer group if S
is a commutative subgroup, the number of elements in
S is 2n−k, and −I 6∈ S. We denote a (n − k) genera-
tor set of stabilizer group as G = (g1, · · · , gn−k). The
code space C is defined as an eigenspace with +1 eigen-
values of all the operators in a stabilizer group, i.e.,
C = {|ψ〉 | ∀si ∈ S, si |ψ〉 = |ψ〉}. In the code space, we
can introduce logical basis as {|0〉L , |1〉L}⊗k and logical
Pauli operators as {IL, XL, YL, ZL}⊗k. A code distance
d is defined as the minimum number of physical qubits on
which an arbitrary logical operator except logical identity
I⊗kL acts.
During quantum computation, physical errors which
occurs on the encoded state are detected by measuring
(n − k) Pauli operators, which is called stabilizer mea-
surements, and the original state is restored by applying
appropriate feedback operations estimated from obtained
binary outcomes so-called syndrome values with a high
success probability. The state is projected by a projector
Ps =
1
2 (I+(−1)sgi) with the i-th stabilizer measurement
where s ∈ {0, 1} is a syndrome value. During computa-
tion, we perform all the stabilizer measurements repeti-
tively. One repetition of the stabilizer measurements is
called a cycle of fault-tolerant quantum computing. If
an effective error probability per physical qubit during a
cycle is smaller than a certain threshold, we can estimate
a Pauli operator which restores the original state with
an exponentially small failure probability with the code
distance d. Since the required number of physical qubit
n increases polynomially to the code distance d in typical
quantum error-correcting codes, we can exponentially de-
crease the logical error probability with polynomial qubit
overhead.
B. Logical operations
We need to not only correct physical errors but also
update a logical quantum state for computation. To this
end, a universal set of logical operations should be done
in a fault-tolerant manner. According to Solovay-Kitaev
theorem [20, 21], we can approximate an arbitrary one-
and two-qubit gates with a finite set of local operations.
For example, a set of Hadamard gate H = 1√
2
(
1 1
1 −1
)
,
controlled-not (CNOT) gate Λ = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗X,
and T -gate T = exp
(
ipi8Z
)
is a universal gate set. Sev-
eral logical operations can be done by transversally op-
erating the same one- or two-qubit operations on phys-
ical qubits. Since transversal operations increase an ef-
fective physical error rate per qubit during a cycle con-
stantly, we can fault-tolerantly achieve transversal log-
ical operations. However, it is known that there is no
stabilizer code whose set of transversal gates is univer-
sal [25]. Thus, we need an additional technique to achieve
fault-tolerant and universal quantum computing. The
most promising solution is to create a quantum state
called magic state and achieving non-transversal logi-
cal operations with gate teleportation [5]. Typically,
we prepare a single-qubit logical state |A〉 = TH |0〉 =
1√
2
(eipi/8 |0〉L + e−ipi/8 |1〉L) as a magic state and per-
form T -gate by consuming a state |A〉. This magic state
encoded in a logical qubit can be constructed with a pro-
cess called magic state injection. While the infidelity of a
magic state created by magic state injection is generally
larger than a logical error rate, we can utilize magic state
distillation to create a high-fidelity magic state from sev-
eral noisy magic states only with transversal logical op-
erations and logical measurements. Since the application
of T -gates requires a longer time than the other opera-
tions, the number of T -gates is one of the most dominant
factors of the whole computation time of FTQC.
Although we can estimate a Pauli operation for recov-
ery from syndrome values, we do not apply it directly im-
mediately after estimation. Instead, we store what Pauli
operations should be applied to physical qubits for re-
covery in a classical memory called Pauli frame [5], and
it will be taken into account when we perform logical
measurements and flip the outcome of logical measure-
ments if required. The schematic figure is shown in Fig.
1. In the above construction of logical operations, the
whole process except magic state injection consists only
of Clifford operations and Pauli channels in a code space.
Since a Pauli operator conjugated by a Clifford operator
is also a Pauli operator, we can always track a recovery
operator as a Pauli operator during computation. In ad-
dition, when we apply a logical Pauli operator to a state,
we can achieve it only by updating a Pauli frame since
a logical Pauli operator is a transversal physical Pauli
4FIG. 1. Schematic figure of Pauli frame. The recovery op-
erations are not physically applied on quantum computers
but are stored on Pauli frame and efficiently updated after
each Clifford gate operation. Depending on the state of Pauli
frame, measurement outcomes are flipped.
operator. As far as classical computers are reliable, this
operation is effectively noiseless. Note that when we per-
form a destructive logical Pauli measurement, e.g., for T -
gate teleportation, the measurement outcome is flipped
due to the state of the Pauli frame and corresponding
operations change accordingly. Then, the Pauli frame is
flushed.
IV. QUANTUM ERROR MITIGATION FOR
FAULT-TOLERANT QUANTUM COMPUTING
In this section, we discuss how to apply quantum error
mitigation (QEM) to fault-tolerant quantum computing
(FTQC). Here we consider two types of errors in FTQC:
decoding errors due to failure of error estimation and
approximation errors in Solovay-Kitaev decomposition.
We discuss how these errors can be canceled with QEM
and costs of QEM are evaluated.
A. Errors in fault-tolerant quantum computing
1. Decoding error
Here we describe a noise model in the logical space.
In the absence of errors of ancillary qubits for syndrome
measurements, we can perform recovery operations from
syndrome values for each cycle independently. Thus,
quantum states are in the logical code space when we per-
form estimated recovery operation regardless of whether
estimation is correct or not. Note that recovery opera-
tions are not instantly applied in practice since they are
Pauli operators and can be stored in the Pauli frame. In
this case, we can define a noise map of a logical operator
as Mdec, which maps a logical state to another logical
state. This map can be characterized by process or gate
set tomography in advance.
However, in practice, noise may occur on ancillary
qubits for syndrome measurements and thus outcomes
of syndrome measurements may be flipped even when
there are no errors on data qubits. When syndrome mea-
surements are faulty, recovery operations are estimated
after several cycles. This is because estimation of re-
covery operations for a certain cycle requires syndrome
values in subsequent cycles and there is a latency in post-
processing. In this case, we assume that we can define
an effective logical error map for each logical operation
Mdec. See Appendix. A for the justification of this as-
sumption. For logical Clifford operations, we can apply
Pauli twirling by sandwiching the gate with randomly
generated logical Pauli operations, to obtain a noise map
for the logical operation as
Ndec(ρ) =
∑
g∈{IL,XL,YL,ZL}
pggρg
†, (8)
where pg ∈ R,
∑
g pg = 1 and pg ≥ 0. The sum of
probabilities of non-identity logical operation is called
a logical error probability pdec, i.e., pdec =
∑
g 6=I⊗m pg.
It is known that when physical error rate is sufficiently
small, an effective logical error probability per syndrome-
measurement cycle pcyc deceases exponentially to a code
distance d as
pcyc ' C1
(
C2
p
pth
)(d+1)/2
, (9)
where p is a physical error rate, pth is a threshold value,
and C1, C2 are constants [26]. While constant values de-
pend on details of error correction schemes, C1 ' 0.13
and C2 ' 0.61 are expected in the typical construction
of surface codes and noise model [26, 27]. Thus, when a
logical error probability is sufficiently small, we can ap-
proximate the logical error probability for d cycle pdec as
pdec = 1−(1−pcyc)d ' dpcyc. Since the number of cycles
per logical gate increases linearly with code distance d,
this is considered as a logical error probability per logical
gate. In practice, pg for g 6= I⊗m is exponentially small
and is hard to evaluate by sampling in practice, {pg} can
be estimated by performing process tomography or gate-
set tomography in logical space with small code distance
d and extrapolating the result with Eq. (9). Note that
while failure probability is generally dependent on logi-
cal operations, we assume it changes the threshold value
pth up to a constant factor.
2. Approximation errors
Since we are only allowed to use a limited set of logical
operations for achieving fault-tolerance, we need to de-
compose an arbitrary unitary gate to a sequence of avail-
able gates. Any unitary operator can be decomposed
into a product of CNOT gates and single-qubit gates.
5Thus, we need to approximate single-qubit gates with a
given gate set to a desired accuracy. With an improved
Solovay-Kitaev algorithm [28], given a universal gate set
such as {T,H, S}, single-qubit gate U , we can construct
an approximated gate U˜ which satisfies ε = ‖U˜ − U‖
to an arbitrary accuracy ε as a sequence of given gate
set with length O˜(log(ε−1)) with ‖ · ‖ being an operator
norm. The error of approximated map is given by
NSK(ρ) = U˜U†ρUU˜†. (10)
Since this decomposition involves only single-qubit op-
erations, this error channel can be evaluated in advance
efficiently.
B. Quantum error mitigation for fault-tolerant
quantum computing
Here, we discuss that decoding errors and approxima-
tion errors can be mitigated with probabilistic error can-
cellation.
1. Quantum error mitigation for decoding errors
We can express the inverse channel of the non-uniform
depolarizing channel Eq. (8) as a linear combination of
Pauli operations. Thus, we can express the inverse chan-
nel as
N−1dec(ρ) =
∑
g∈{IL,XL,YL,ZL}⊗m
ηggρg
†
= γdec
∑
g∈{IL,XL,YL,ZL}⊗m
qgsgn(ηg)gρg
†.
(11)
Refer to Appendix. C for concrete expression of each co-
efficient ηg, γdec, and qg. Thus we can suppress the er-
rors by applying probabilistic error cancellation only with
Pauli operators after decoding processes. The QEM cost
for decoding errors in the entire circuit can be expressed
as γtotdec =
∏Ndec
k=1 γ
(k)
dec, where Ndec is the number of logical
gates, and γ
(k)
dec is a QEM cost of the k-th operation.
Note that probabilistic error cancellation usually ap-
plies QEM recovery operations just after noisy gates
[8, 10]; however, because we only operate logical Pauli
operations for recovery operations on the logical space,
they can be done only by updating Pauli frame instead
of directly applying it after noisy gates. Finally, the
measurement result is post-processed according to the
state of the Pauli-frame, the parity corresponding to the
applied recovery operations, and the QEM cost. The
schematic figure is shown in Fig. 2. We remark that the
information of the QEM cost and the parity is used only
when the final measurement result is obtained; the out-
come of a destructive logical Pauli measurement is flipped
depending only on the state of the Pauli frame.
FIG. 2. Schematic figure for Pauli frame incorporating QEM.
If a QEM recovery operation is a Pauli operation, it is not
directly applied on the quantum computer but Pauli frame
is updated instead. According to generated QEM recovery
operations, the parity is also updated. Here we denote the
parity corresponding to the QEM recovery operation as pa in
the figure. If a QEM recovery operation is not a Pauli opera-
tor, it is physically performed. Then measurement outcomes
are post-processed depending on the Pauli frame, parity, and
QEM cost.
By approximating the QEM cost in the first order of
the logical error, we can show
γdec ' 1 + 2pdec. (12)
Refer to Appendix. C for details. Under the assumption
that the logical error rate is the same for all the logical
operations and pdecNdec = O(1) with pdec → +0, the
QEM cost γtotdec for the entire quantum circuit is exactly
equal to e2pdecNdec based on the argument in Sec. II. Thus,
by using Eq. (9), we obtain
γdec − 1 = 2dC1
(
C2
p
pth
)(d+1)/2
, (13)
which results in the total QEM sampling overhead
ΓtotL = e
2(γdec−1)Ndec = exp
(
4dC1Ndec
(
C2
p
pth
)(d+1)/2)
.
(14)
Notice that Eq. (14) clearly shows a trade-off relationship
between the sampling overhead and the code distance,
i.e., the number of physical qubits.
2. Quantum error mitigation for approximation errors
Unlike decoding errors due to failure of error correc-
tion, as Pauli twirling is not allowed for Solovay-Kitaev
6decomposition, we cannot convert approximation errors
into stochastic Pauli errors. Nevertheless, we can still
apply probabilistic error cancellation. Denote NSK(ρ) =
U˜Uρ(U˜U)†, we invert this approximation error by
N−1SK =
∑
i
ηiB(L)i
= γSK
∑
i
qisgn(ηi)B(L)i ,
(15)
where {B(L)i } is recovery operations on logical space.
Note that we can represent any map as a linear com-
bination of Clifford operations and Pauli channels [10],
and thus we do not need T -gates for mitigating approxi-
mation errors. Recovery operations are randomly chosen
and applied just after each single-qubit logical operation
if they are not Pauli operations. In the case of Pauli
operations, we can again use Pauli frame, and physical
operations on quantum computers are not required in a
similar vein to QEM for decoding errors. In numerical
simulations in the next section, we will verify that
γSK − 1 = β1e−β2NT , (16)
where β1 and β2 are constants dependent on a quantum
gate and NT is the number of available T -gates.
The QEM cost due to approximation errors can also
be represented as γtotSK =
∏NSK
k=1 γ
(k)
SK , where NSK is the
total number of recovery operations for mitigating ap-
proximation errors in the quantum circuit with the cost
γ
(k)
SK corresponding to the k-th recovery operation. By as-
suming that the cost does not depend on gates, we have
the overhead sampling cost:
ΓtotSK ' exp
(
2β1NSKe
−β2NT ) , (17)
This indicates a trade-off relationship between the sam-
pling overhead and the number of available T -gates.
3. Measure for performance of quantum error mitigation
Now we discuss in what situation QEM is beneficial.
Let γtotQ = γ
tot
decγ
tot
SK be the QEM cost in the entire quan-
tum circuit. The standard deviation of the expectation
value of the observable without QEM can be described
as ∆N =
√
Var[µˆnmit]/
√
N with N being the sample
number. We need to have bias + ∆N <  without QEM
to achieve the required accuracy  where bias > 0 is
the bias of the expectation value. Notice that this in-
equality never holds for bias >  and QEM is always
required in this case. For bias < , we obtain N >
Nnmit ≡ √Var[µˆnmit]/( − bias)2. On the other hand,
when we use QEM, we need γtotQ
√
Var[µˆeff ]/
√
N < ,
hence we have N > Nmit ≡ (γtotQ )2Var[µˆeff ]/2. We
focus on measurement of Pauli operators because they
are generally measured on quantum computers. Since
〈µˆeff〉 ' 0 for γtot  1 we have Var[µeff ] ' 1, and nec-
essarily Var[µnmit] ≤ 1. Then there is an advantage of
QEM when Nmit < Nnmit, which is equivalent to
γtotQ ≤
1
1− bias
. (18)
Thus, QEM is required when the required accuracy  is
smaller than or close to the bias bias. Based on the above
argument, even when FTQC can achieve high accuracy,
QEM should be employed to further improve calculation
accuracy depending on the value of .
V. NUMERICAL ANALYSIS
In this section, we numerically evaluate how error
mitigation can suppress the required qubit overhead in
FTQC. First, we numerically investigate the efficiency
of QEM for each factor of errors introduced in Sec. IV.
See Appendix D for detailed settings and definitions of
numerical analysis.
A. Quantum error mitigation for decoding errors
1. Cost analysis
First, we evaluate the performance of QEM for decod-
ing errors during logical operations, where we assume
FTQC with surface codes and lattice surgery. For de-
tails about surface codes, see Appendix. B. For simplicity,
we assume single-qubit depolarizing noise model occurs
on each data and measurement qubits at the beginning
of each cycle, which corresponds to a phenomenological
noise model [29, 30]. To determine a failure probability of
decoding with faulty syndrome-measurement cycles, we
assume perfect syndrome measurements at the 0-th and
d-th cycles. Then we check whether logical Pauli-X,Y, Z
errors occurred during d cycles. Recovery operations are
estimated from syndrome values with minimum-weight
perfect matching algorithm [17, 31]. We evaluate log-
ical error probabilities of Pauli-X,Y, Z and compute a
QEM cost for d cycles according to Eq. (C5). Despite the
assumption of perfect syndrome measurements of 0-th
and d-th cycle, we expect that numerical results become
asymptotically equivalent to those without the assump-
tion when d is sufficiently large.
Logical error probabilities of Pauli-X,Y, Z of a single
logical qubit for several code distances are calculated,
and the sum of their probabilities are plotted according
to physical error rates in Fig. 3(a). A logical error proba-
bility is exponentially reduced according to the code dis-
tance when physical error probability p is smaller than a
threshold value. A behavior of logical error probabilities
around a threshold value is plotted in Fig. 3(b), which is
around pth = 0.044.
We compute QEM costs for decoding errors γdec cor-
responding to d cycles and different code distances, and
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FIG. 3. Logical error probabilities and QEM costs for d-cycle
syndrome measurements are plotted according to physical er-
ror rates at several code distances. (a) Logical error prob-
abilities as a function of physical error rate. (b) The same
figure zoomed around a threshold value. (c) QEM costs for d-
cycle idling operations. The first order approximations from
Eq. (12) are shown as solid lines.
compared them with the first order approximation shown
in Eq. (12). Numerical results are plotted in Fig. 3(c). In
this figure, solid lines correspond to an approximation of
QEM costs in Eq. (12). We see that QEM costs also de-
cay exponentially depending on the code distances and
show a threshold behavior like logical error probabilities.
They coincide well when physical error rate is sufficiently
small.
2. Performance analysis
We demonstrate the performance of QEM for decoding
errors in large-scale quantum circuits with a 100-qubit
random Clifford circuit with 100 layers. In each layer,
randomly generated single-qubit Clifford gates are simul-
taneously applied and then 50 CNOT gates are applied
to randomly paired two qubits. Owing to an efficient
algorithm of stabilizer circuits [24, 32], we can simulate
these protocols efficiently. As an observable, we choose
a Pauli operator whose measurement outcome is always
unity for the final state vector if there are no physical
errors, i.e., the final state is a +1 eigenstate of the cho-
sen observable. In numerical simulations, we assume a
non-uniform single-qubit depolarizing logical error in the
form of Eq. (8) for each layer. Logical error probabilities
of depolarizing channels are determined according to the
numerical results of the last section. In this simulation,
we choose p = 0.01, and logical error probabilities are
obtained with extrapolation. Logical error probabilities
that we estimate are summarized in TABLE. I. Without
code distance d pXL , pZL pYL
5 1.80× 10−4 1.96× 10−6
7 1.39× 10−5 4.11× 10−8
9 1.08× 10−6 8.64× 10−10
11 8.35× 10−8 1.81× 10−11
TABLE I. Estimated logical error probabilities for code dis-
tances with p = 0.01 and pth ∼ 0.044.
QEM, the final state converges to a highly mixed state
due to physical errors. Thus, it is expected that expecta-
tion values decay to zero. By employing QEM, they are
taken back to unity, sacrificing statistical accuracy and
requiring a greater number of experiments accordingly.
Note that while a required number of cycles for Clif-
ford operations scales linearly with the code distance, the
actual number of cycles and logical error probability per
logical gate are dependent on a Clifford operation. In
particular, logical CNOT gates with lattice surgery may
induce correlated logical Pauli errors on multiple logi-
cal qubits. Nevertheless, we use a simplified error model
since we expect this evaluation captures basic properties
of QEM performance.
We numerically perform a series of 104 experiments,
each of which computes an expectation values with 104
single-shot measurements. The results are shown in
Fig. 4(a), and detailed data around ideal expectation
value is shown in Fig. 4(b). The mean value of 104
samples for each logical error probabilities are shown in
Fig. 4(c) with its standard deviation as an error bar. We
see there is a large bias in an expectation value without
QEM. On the other hand, there is no bias when QEM
technique is employed, while its standard deviation is am-
plified. A standard deviation of expectation values with
d = 5 is 14.2, and thus not visible in the histogram be-
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FIG. 4. (a) A histogram for expectation values for 100-qubit random Clifford circuits. (b) A histogram for expectation values
with QEM for 100-qubit random Clifford circuits. (c) Sample averages and standard deviation of 100-qubit random Clifford
circuits are plotted as a function of code distances.
cause it is too large. The mean number of Pauli errors
in the whole quantum circuit is 3.6 in d = 5 and 0.28 in
d = 7. Thus, as explained in Sec. II, QEM is typically
useful when the number of Pauli errors in the circuit is
O(1). Whether QEM is useful or not is dependent on a
criterion shown in Sec. IV B 3. Thus, we see that QEM
technique is effective in large-scale quantum computing,
and enables us to increase effective code distance.
B. Quantum error mitigation for approximation
errors
1. Cost analysis
Here, we study the performance of QEM under
Solovay-Kitaev decomposition. Since the actual QEM
cost γSK depends on a target unitary operator, we draw
a sample of unitary operation U from Haar-measure ran-
dom distribution µH. Then, we decompose a unitary
gate in the form of U = RZ(θ1)
√
XRZ(θ2)
√
XRZ(θ3),
where
√
X = HSH is a Clifford operation. We use an
improved Solovay-Kitaev algorithm shown in Ref. [28].
This algorithm enables us to approximate an arbitrary
Pauli-Z rotation RZ(θ) = exp(i
θ
2Z) with an operator U˜
which is described as a sequence of Clifford operations
and T -gates. We set the maximum count of T -gate for
each decomposition for three Pauli-Z rotations to check
a trade-off relation between a T -gate count and an ap-
proximation accuracy. A histogram of errors evaluated
with operator norm ||U−U˜ || is shown in Fig. 5(a). As ex-
pected, an exponential decrease of approximation errors
is observed.
Then, we calculate QEM costs by using Eq. (15). A
histogram for QEM costs γSK is shown in Fig. 5(b). We
show QEM costs versus the number of allowed T -gates in
Fig. 5(c). We can see that γSK − 1 exponentially reduces
according to the number of T -gates, and its variance also
decreases exponentially. We fit the QEM cost γSK with
Eq. (16), and obtain β1 = 3.9(5) and β2 = 0.072(1).
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FIG. 5. Approximation errors and QEM costs of improved
Solovay-Kitaev method are calculated for Haar-random uni-
tary operations. Each color corresponds to the maximum
count of T -gate. (a) A histogram of approximation errors
due to Solovay-Kitaev decomposition. (b) A histogram for
QEM costs. (c) A histogram of QEM costs for approximation
errors as a function of the number of allowed T -gates.
2. Performance analysis
Next, we evaluate the performance of QEM for ap-
proximation errors due to Solovay-Kitaev decomposition
via simulation of a SWAP test circuit with 7 qubits.
A SWAP test circuit evaluates the overlap of two in-
put states ρ and σ as Tr[ρσ] by measuring an ancilla
qubits [33]. We set one of the input state to the ideal
FIG. 6. Schematic figure for a 7-qubit SWAP test circuit
we simulate. We calculate the overlap of randomly gener-
ated states and the approximation of the generated state via
Solovay-Kitaev algorithm. The random circuit is constructed
by three layers, each of which composes of random single-
qubit rotation gates and CNOT gates to randomly chosen
two qubits.
state and the other to the state affected by approxima-
tion errors. A schematic is shown in Fig. 6.
The ideal state is generated by random quantum cir-
cuits which consist of three layers. In each layer, ran-
dom single-qubit unitary operations are simultaneously
applied, then a CNOT gate acts on randomly chosen two
qubits. The same random quantum circuit is applied to
the approximated state by employing Solovay-Kitaev de-
composition to each single-qubit rotation. If there are no
approximation errors, since the input states are the same,
we necessarily obtain +1 as measurement outcomes hence
the expectation value is also +1 for the Pauli-Z operator
of the ancilla qubit. On the other hand, an expecta-
tion value becomes smaller than unity when the inner
product is reduced due to approximation errors. Since
approximation errors cannot be treated in a framework
of stabilizer simulation, we simulate quantum circuits by
directly updating the state vector after each gate.
We also numerically perform a series of 104 experi-
ments and compute expectation values from 104 single-
shot measurements. The number of allowed T -gates in
each Solovay-Kitaev decomposition for single-qubit uni-
tary operations is chosen from 24 to 60. The results are
shown in Fig. 4(a), and detailed data around ideal expec-
tation value is shown in Fig. 4(b). The mean value of
104 samples for each logical error probabilities are shown
in Fig. 4(c) with its standard deviation as an error bar.
Note that standard deviation with 21 T -gates is 4.65.
We see that our QEM technique successfully removes a
bias of the expectation value in noisy cases. Compared
to the QEM costs for decoding errors, we obtain larger
QEM costs. This is consistent with the results reported
in Ref. [10] that QEM costs for unitary errors tend to be
larger than stochastic errors.
This problem may be relaxed by performing several
Solovay-Kitaev decomposition with the same accuracy,
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FIG. 7. A histogram for expectation values of SWAP test with approximation errors. (a) A histogram of expectation values.
(b) The same figure zoomed around an ideal expectation value. (c) Sample averages and standard deviation as a function of
the allowed number of T -gates.
constructing randomizing approximation errors, and re-
moving coherent component of noise. Note that with
a sufficiently large sample size, our QEM technique in-
creases an effective number of T -gates by inserting ad-
ditional Clifford gates and Pauli channels and repetitive
sampling, which can be achieved with negligible addi-
tional hardware requirements.
VI. DISCUSSION
In this work, we show an approach to effectively de-
crease errors in FTQC by performing QEM in the logical
space. In the case of decoding errors, owing to Pauli
frame, we can perform QEM without implementing any
physical operations, while QEM induces additional er-
rors when we implement it physically on general quantum
circuits. For approximation errors by Solovay-Kitaev de-
composition, we cannot always use Pauli frame because
not only Pauli operations but also Clifford operations
and Pauli measurements are employed for QEM in gen-
eral. Since Clifford operations can be efficiently per-
formed in FTQC and the number of decoding processes
for error correction is much larger than the gate count
in Solovay-Kitaev algorithms, this overhead is negligible.
We also verify its trade-off between costs of QEM and
the code distance and the number of T -gates. We show
that our approach is always useful when required accu-
racy is close to or smaller than the error of the computa-
tion result. Furthermore, we demonstrate our approach
enables quantum computing corresponding to more than
the achievable code distance and number of T -gates.
One of the promising application of our method is
Hamiltonian simulation of quantum many-body dynam-
ics. There are algorithmic errors in Trotter decomposi-
tion [34] and in recently proposed methods such as Tay-
lor series [35] and quantum signal processing [36, 37]. As
these errors involve the entire quantum computer, it is
hard to estimate the probabilistic cancellation map. In
Refs. [38, 39], it is shown that such algorithmic errors
can be mitigated by employing extrapolation. Since al-
gorithmic errors can be controlled by changing simulation
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accuracy, this technique can also be naturally applied in
a FTQC scenario. Thus dominant errors in FTQC can
be compensated via QEM.
The first generation of FTQC may not be sufficiently
large for naively solving large and useful problems. While
an architecture of distributed quantum computing is
the most straight-forward approach to increase the total
number of qubits, it requires interconnections between
quantum nodes, which induces additional overheads for
entanglement distillation. Thus, we sometimes cannot
use sufficient code distances for creating logical qubits.
In this context, techniques developed in NISQ era [40, 41]
for solving larger problems with small NISQ computers
may also be useful in the middle-term FTQC. Our work
is the first proposal that makes the best of a technique
tailored for NISQ devices in a context of FTQC.
Finally, we discuss the difference between our scheme
and a similar work which combines QEM with quantum
error correction proposed by McClean et al. [42]. Their
method considers implementing quantum error correc-
tion for NISQ devices via classical post-processing in the
case that experimentalists cannot implement stabilizer
measurements due to limited connectivity and large error
rates of NISQ devices. Although their method enables
projection of the state to the code space via quantum sub-
space expansion [43], logical errors cannot be fully elim-
inated. On the other hand, our scheme assumes FTQC
can be performed but the number of qubits and T gates
cannot be increased infinitely. The remarkable advantage
of our method is that we can fully eliminate the decoding
errors and approximation errors with a greater number of
measurements with negligible hardware overhead, given
the complete characterization of the noise model.
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Appendix A: Noise model in evaluation of decoding
errors
Here, we explain how our assumption on a noise model
of decoding errors as Eq. (8) is justified in FTQC with
faulty syndrome measurements. When syndrome mea-
surement may output wrong value, we need successive d
syndrome values for reliably estimating recovery opera-
tions. Since quantum states are in the logical code space
after recovery operations, actual quantum states are not
in the logical codes space during FTQC. This makes hard
to evaluate logical noise map for several cycles during
FTQC because this map does not take a logical state to
another logical state, while we need to evaluate logical
error map in advance for performing QEM on the code
space. To avoid this problem, we employ the following
assumption. Suppose that we can perform perfect syn-
drome measurements in the ld-th cycle where l = 1, 2, ...
and can perform recovery operations just after that, a
quantum state is in the logical code space in the ld-th
cycle. In this case, we can define a logical error map
Mdec from the (l− 1)d-th cycle to the ld-th cycle. Here,
we assume that if we have a logical operation U which
requires χd cycles, a logical map including effective de-
coding errors can be approximated with MχdecU when
code distance d is sufficiently large. If this assumption
holds, we can perform QEM for each logical operation
for cancelling Mχdec. Furthermore, if U is a logical Clif-
ford operation, we can twirl the noise map Mχdec into
stochastic Pauli errors by performing Pauli operations
before and after each logical operation as(
1
|S|
∑
P∈S
PMχdecP
)
U = 1|S|
∑
P∈S
PMχdecU(U†PU) (A1)
where P is a superoperator of logical Pauli operations, S
is a set of operators for twirling. If U is a logical Clif-
ford operation, U†PU is a logical Pauli operation. Since
logical Pauli operations can be done without noise by up-
dating the Pauli frame, this twirling does not introduce
additional overhead. As a result, a logical noise map fol-
lowing logical Clifford operations can be twirled and can
be assumed to be stochastic logical Pauli operations. In
FTQC, since all the elemental logical operations except
magic state injection is Clifford operations or Pauli chan-
nels, this twirling can be applied to almost all the part of
FTQC. In the main text, although actual χ depends on
logical operations, we assume that χ = 1 for simplicity.
To verify our assumption, we perform the following nu-
merical analysis. Let Mdec,c be a noise map for c-cycle
idling of a single logical qubit with code distance d, and
let Λ(c) be a Pauli transfer matrix of Mdec,c. Since we
assume Mdec,c is twirled, Λ(c) is a diagonal matrix. Our
assumption can be rephrased as follows: There is an ef-
fective Pauli transfer matrix Λeff such that Λ
(c) = Λceff
for sufficiently large c. Equivalently, we assume that each
diagonal elements decays exponentially to the number of
cycles c. Since Λ00 is always unity for stochastic Pauli
errors, we are interested in the other diagonal elements.
Diagonal elements except Λ00 are shown according to the
number of cycles in Fig. A. We utilize the same settings
as Sec. V A 2, i.e., depolarizing noise map with p = 0.01.
Note that Λ33 and Λ11 are equal since the behavior of
surface codes is symmetric for Pauli-X and Z errors.
Numerical results are plotted with circle markers, and
broken lines are fitting results with exponentially decay-
ing function. We used data points with c > 20 for fitting.
Their behavior agree well with our assumption except the
region where cycle count c is around 1.
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FIG. 8. Diagonal elements of Pauli-transfer matrix for a noise map of a single logical qubit during c syndrome-measurement
cycles are plotted according to the code cycles. Each color corresponds to the code distance of a logical qubit. Numerical
results are plotted with circle markers, and broken lines are fitting results with exponentially decaying function.
FIG. 9. The schematic of 9 logical qubits for d = 5 surface
code. Vertices of blue and red squares are corresponding to
physical qubits. A bold patch consisting of blue and red faces
represents a single logical qubit. In each logical qubit, each
bold red and blue face represents Pauli-Z and Pauli-X stabi-
lizer operators acting on its vertices, respectively.
Appendix B: Surface code and lattice surgery
While an applicable scope of our proposal is not limited
to a specific architecture of FTQC, we consider FTQC
with surface codes and lattice surgery as an example.
Surface code [17, 18] is considered as one of the most
promising quantum error-correcting codes for integrated
devices such as superconducting qubits. This is because
surface code has a large threshold value, and its stabi-
lizer measurements can be done in a short and constant
depth, and it requires physical qubits that are allocated
in a two-dimensional grid and interact only with the near-
est neighboring ones. An array of logical qubits is shown
in Fig. 9. There are 9 deeply colored patches in the figure,
each of which corresponds to a logical qubit. Data qubits
are allocated on vertices of deep red and blue faces. Red
and blue faces in each patch correspond to stabilizer op-
erators which act on its vertices as Pauli-Z and Pauli-X
operators, respectively. The width of a deeply colored
patch d is equivalent to a code distance. Thus, we use
O(d2) physical qubits per logical qubit for surface codes
with code distance d. Note that while we can reduce
the number of physical qubits by using rotated surface
codes [6], we use surface codes shown in Fig. 9 for a sim-
ple numerical simulation.
Meanwhile, lattice surgery [6, 7] is a method to in-
crease the number of logical qubits and perform logical
two-qubit gates with physical qubits on planer topol-
ogy. When we prepare logical qubits as patches, we
can perform Hadamard gate transversally. Although a
logical CNOT-gate is also transversal in surface codes,
we cannot perform it fault-tolerantly in planer topol-
ogy. Instead, we implement multi-qubit Pauli measure-
ments by merging and splitting patches corresponding
to logical qubits. By using multi-qubit Pauli measure-
ments and feed-forward operations, we can indirectly per-
form logical two-qubit Clifford gates fault-tolerantly. For
non-transversal operations, we need to inject and distill
two types of magic states |A〉 and |Y 〉 = SH |0〉 where
S = exp
(
ipi4Z
)
. Unlike magic state |A〉, since we can per-
form S-gate using |Y 〉 without consuming a magic state,
the number of required |A〉 is dominant in computation.
Although we choose a strategy of FTQC mentioned
above in the main text, there are several other possible
strategies for the choice of codes and logical operations to
improve efficiency and feasibility. We can also construct
logical qubits as defect-pairs in a single large patch and
perform a two-qubit Clifford gates with braiding [5]. We
can also use concatenated Steane codes or color codes
if we can perform CNOT operations more flexibly. S-
gate can be achieved with code deformation [44] instead
of magic state injection and distillation. We can choose
CCZ-gate as a magic state instead of T -gate [45]. We
can estimate recovery operations with algorithms which
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achieve small latency with threshold degradation [30, 46].
In any case, our method is general; therefore we expect
our proposal can be applied naturally.
Appendix C: Coefficients for quasi-probability
decomposition
According to Ref. [10], any CPTP-map can be repre-
sented as a linear combination of Clifford operations and
Pauli channels. We introduce the following 16 operators:
B =
{
I, σj ,
I + iσj√
2
,
I + σj
2
,
σj + σj+1√
2
,
σj + iσj+1
2
}
,
(C1)
where j ∈ {1, 2, 3}, (σ1, σ2, σ3) = (X,Y, Z) and σ4 = σ1.
The Pauli transfer matrices of B⊗m comprise a complete
basis of 4m × 4m real matrix. Thus, any map can be
represented as a linear combination of them. Due to this
property, in FTQC, we can perform error cancellation of
any noise without non-Clifford gates.
Specifically, when noise is modelled as stochastic Pauli
errors, we can cancel it only with Pauli operations. This
is because the Pauli transfer matrix of a stochastic Pauli
map is diagonal, and any diagonal Pauli transfer matrix
can be decomposed only with m-qubit Pauli operations.
In FTQC, this means we can cancel stochastic logical
Pauli noise only by updating Pauli frame. Suppose that
the noise model is described by a superoperator acting
on m qubits:
NPauli = (1− perr)I +
∑
g 6=I⊗m
pgPg, (C2)
where I is an identity map, Pg is a superoperator for
Pauli operator g, pg (g ∈ {I,X, Y, Z}⊗m) is a probability
where Pauli error g occurs, and perr =
∑
g 6=I⊗m pg. This
noise can be canceled with the following map:
N−1Pauli =
∑
g
ηgPg, (C3)
where
ηg = 4
−n∑
g′
c(g, g′)∑
g′′ pg′′c(g
′, g′′)
. (C4)
Note that c(g, g′) is a function for two Pauli operators
such that c(g, g′) = 1 if gg′ = g′g and c(g, g′) = −1
otherwise. In the case of a single-qubit Pauli noise, co-
efficients and QEM cost γQ can be explicitly given as
follows.
ηI =
1
4
(
1 +
1
1− 2(pY + pZ) +
1
1− 2(pZ + pX) +
1
1− 2(pX + pY )
)
ηX =
1
4
(
1 +
1
1− 2(pY + pZ) −
1
1− 2(pZ + pX) −
1
1− 2(pX + pY )
)
ηY =
1
4
(1− 1
1− 2(pY + pZ) +
1
1− 2(pZ + pX) −
1
1− 2(pX + pY )
)
ηZ =
1
4
(1− 1
1− 2(pY + pZ) −
1
1− 2(pZ + pX) +
1
1− 2(pX + pY )
)
γQ =
∑
g∈{I,X,Y,Z}
|ηg| = 1
2
(
− 1 + 1
1− 2(pY + pZ) +
1
1− 2(pZ + pX) +
1
1− 2(pX + pY )
)
(C5)
Next, we show that the first order approximation of a
QEM cost for stochastic Pauli noise is Eq. (12). Consider
an unphysical map as follows:
N ′Pauli ≡ (1 + perr)I −
∑
g 6=I⊗m
pgPg, (C6)
and we can easily show
‖N ′PauliNPauli − I‖ ≤ 4p2err, (C7)
where ‖ · ‖ denotes an operator norm for Pauli transfer
matrix representation of a given superoperator. Then we
can see that NPauli is the approximation of the inverse
map N−1Pauli up to the first order, and we have N ′Pauli =
N−1Pauli +O(p2err). Then the QEM cost is approximated as
γQ ≈ perr +
∑
g
pg = 1 + 2perr (C8)
when perr  1.
Appendix D: Details of numerical analysis
In this Appendix, we describe details of numerical sim-
ulations in this paper. First, we describe numerical simu-
lations for evaluating decoding errors. In the simulation,
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we adopt a uniform depolarizing noise model, which oc-
curs on each physical qubit independently and acts as
follows:
E(ρ) = (1− p)ρ+ p
3
(XρX + Y ρY + ZρZ). (D1)
This error acts on data qubits at the beginning of each
cycle and acts on ancillary qubits just before its measure-
ment. As shown in the main text, we assume perfect syn-
drome measurements at the 0-th and d-th cycles, which
guarantees that quantum states at these cycles are in log-
ical space with recovery operations regardless of whether
decoding is successful or not. Then, we evaluate logi-
cal error probabilities during these cycles. For estimat-
ing a recovery operation of logical operations, we used
minimum-weight perfect matching decoder [17]. This de-
coder reduces the problem of decoding to an instance of a
minimum-weight perfect matching problem. While this
problem is NP-hard when there are Pauli-Y errors, we
can approximately solve this problem by using Edmonds’
blossom algorithm [31]. It is known that surface codes
show threshold behavior even with this approximation.
We use an implementation in Ref˙ [47] for solving this
problem. To estimate the logical error rate, we evalu-
ate 105 samples for each data point in Fig. 3(b) and 106
samples for the other figures.
In the performance evaluation of error mitigation for
decoding errors, we assume an error channel for each log-
ical gate is a non-uniform logical depolarizing channel
obtained in the benchmark of logical error probabilities
in surface codes. Since there is no perfect syndrome mea-
surement in practice, this assumption does not hold ex-
actly. Nevertheless, this approximation is asymptotically
correct, and thus we employed this assumption to evalu-
ate the performance of QEM for logical errors.
For the simulation of Clifford circuits, we used a sta-
bilizer circuit simulator of which the memory allocations
are optimized so that update for actions of Clifford op-
erations becomes sequential. With this technique, simu-
lation of stabilizer circuits dominated by Clifford opera-
tions rather than Pauli measurements becomes hundreds
of times faster than the existing implementation stabi-
lizer simulators [32].
For Solovay-Kitaev algorithm, we use a method and
implementation proposed and published in Ref. [28].
While we need to limit the allowed number of T -gates,
this method outputs a sequence of Clifford and T gates
according to an allowed error rate ε. Thus, we searched
the minimum error rate ε∗ with which the algorithm out-
puts a sequence with the number of T -gates smaller than
the allowed number of T -gates. This search is done with
a simple bisection method and repeated until accuracy
reaches 10−14. For the simulation of SWAP test circuits,
we use Qulacs [48], which is a simulator for general noisy
quantum circuits and is fast especially when we perform
a huge number of simulations of small quantum circuits.
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