INTRODUCTION.
In recent years the theory of random nonlinear operator equations has attracted the attention of many authors (e.g. Engl [1] , Itoh [2, 3] , Kravvaritis [4, 5] , Papageorgiou [6] ). This interest is partly due to the fact that there are many applications of this theory to various applied fields such as control theory, statistics, biological sciences and others. For a discussion of such applications one may consult the books by Bharucha-Reid [7] and Padgett/Tsokos [8] . In this paper we present some new existence theorems for solutions to random nonlinear opera.tot equations and inequalities.
To obtain them we use some results from the existing deterministic theory as well as from the theory of measurable multifunctions and, in particular, the measurable selection theorems of Kuratowski/Ryll-Nardzewski and of Sainte-Beuve.
In Section 2, we fix our notation and recall some basic definitions from the theory of measurable multifunctions and from nonlinear functional analysis.
In Section 3, we give first a random fixed point theorem and then a perturbation result concerning operators of monotone type.
In Section A rdom operator T is sd to be monotone, demicontinuous, etc., if, for every w fl, T(w)(-is monotone, demicontinuous, etc. We symbolize by B(,X) the set of meurable functions . x such that aup { ()II' a} < . 3 . RANDOM EQUATIONS.
We ben with a random fixed point threm which generMizes Threm 6 of cceri [9] . In this d in the following sections we fix (fl,,) to denote a complete, a-finite, meure spe. 
PROOF. We may assume, without loss of generality, that y(w)= 0 for all w (5 12 . Also, by a result of Trojanski, we may suppose that the spaces X and X* are locally uniformly convex. Thus, the mapping j-1. X* X is continuous from the strong topology of X* to the strong topology of X (cf. [3] ). For > 0 and ,o f, let Le(w) be the Yosida approximant of L(w) defined by:
Le(w) is everywhere defined, single valued, bounded, maximal monotone with Le(w)O 0 (cf. [13] ).
We show that Le" 12 X X* is random. Fix x (5 X and consider (T(w)x,(w), x,(w)-z) <_ p(w, z)-p(w, x,(w)) for all z 6 g, ( 
4.1)
Let F," Ft 2 K be defined by Fn(w)= weakcl {xi(w)'i>_ n}, for each n 6 N, and let F" fl 2 K be such that F(w) n--I As in the proof of Theorem 3.2, we deduce the existence of a measurable mapping x: t --, K such that x(w) F(w), for all w f. Fix w f. There exists a subsequence of {xn(w)}, which we again denote by {Xn(W)}, such that xn(w x(w) 6-g. Since T is bounded, we may assume (passing to a subsequence, if necessary) that T(w)Xn(W)u(w). Now, take z K= cl(n=1Kn). (T(w)x(w),x(w)-z) T(w, z)-T(w, x(w)), for y z e K. REMARK. Our result generMizes Theorem 24 of [16] .
A RANDOM HAMMERSTEIN INTEGRAL EQUATION.
We study now a rdom nonline Hmerstein integrM equation of the form 
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