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ABSTRACT   
Compared with the conventional monitoring approach of separately sensing and then compressing the data, compressive 
sensing (CS) is a novel data acquisition framework whereby the compression is done during the sampling. If the original 
sensed signal would have been sufficiently sparse in terms of some orthogonal basis, the decompression can be done 
essentially perfectly up to some critical compression ratio. In structural health monitoring (SHM) systems for civil 
structures, novel data compression techniques such as CS are needed to reduce the cost of signal transfer and storage. In 
this article, Bayesian compressive sensing (BCS) is investigated for SHM signals. By explicitly quantifying the 
uncertainty in the signal reconstruction, the BCS technique exhibits an obvious benefit over the existing regularized 
norm-minimization CS. However, current BCS algorithms suffer from a robustness problem; sometimes the 
reconstruction errors are large. The source of the problem is that inversion of the compressed signal is a severely ill-
posed problem that often leads to sub-optimal signal representations. To ensure the strong robustness of the signal 
reconstruction, even at a high compression ratio, an improved BCS algorithm is proposed which uses stochastic 
optimization for the automatic relevance determination approach to reconstructing the underlying signal. Numerical 
experiments are used as examples; the improved BCS algorithm demonstrates superior performance than state-of-the-art 
BCS reconstruction algorithms.  
Keywords: Bayesian compressive sensing, Data compression, Structural health monitoring, Relevance vector machine, 
Automatic Relevance Determination, Robustness, Stochastic optimization, Simulated annealing 
 
1. INTRODUCTION  
A substantial number of sensors are required for structural health monitoring (SHM) systems due to the complexity and 
large scale of civil structures. Consequently, a large amount of data is usually produced by SHM systems. Therefore, 
data compression is necessary to reduce the cost and increase the efficiency of signal transfer and storage. Data 
compression [1-2] for SHM systems has attracted much interest in recent years, especially for wireless monitoring 
systems [3], since data compression techniques can provide a way to improve the power efficiency and minimize 
bandwidth during the transmission of structural response time-histories from wireless sensors [4]. All of these data 
compression methods belong to a conventional framework for sampling signals that follow Shannon’s celebrated 
theorem: the sampling rate must be at least twice the maximum frequency present in the signal. 
Compressive sensing (CS) [5-6] is a novel sampling technique that goes against the common wisdom in data acquisition. 
It asserts that if certain signals are sparse in some orthogonal basis, one can reconstruct these signals from far fewer 
measurements than what is usually considered necessary based on Nyquist-Shannon sampling theory. This new 
technique may come to underlie procedures for sampling and compressing data simultaneously, therefore increasing the 
efficiency of data transfer and storage.  
In this article, we utilize a Bayesian regression model for the CS problem and investigate the robustness of the signal 
reconstruction. An improved Bayesian CS (BCS) algorithm is developed to reduce the likelihood of sub-optimal 
solutions of the optimization problem during the reconstruction process and so to produce smaller reconstruction errors.  
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2. BAYESIAN COMPRESSIVE SENSING  
2.1 Bayesian linear regression model for compressive sensing  
Consider a discrete-time signal ܠ = ሾݔሺ1ሻ, ڮ ݔሺܰሻሿ் in Թே represented in terms of a set of orthogonal basis vector as  
ܠ = ∑ ݓ௡શ௡ே௡ୀଵ  or  ܠ = શܟ (1) 
where શ = ڿશଵ, ڮ , શேۀ is the ܰ ൈ ܰ basis matrix with the orthonormal basis of ܰ ൈ 1 vectors ሼશ௡ሽ௡ୀଵே  as columns; ܟ 
is the sparse coefficients or weight vector, i.e., it is known that most of its components are zero or very small (with 
minimal impact on the signal) but not which ones.  
In the framework of CS, one infers the coefficients ݓ௡ of interest from compressed data instead of directly sampling the 
signal ܠ. The data vector ܡ from the compressive sensor is composed of ܭ individual measurements obtained by linearly 
projecting the signal ܠ, which is sparse in the basis ሼߖ௡ሽ, by using a chosen and fixed random projection matrix ઴ (each 
element is i.i.d N(0,1)): 
ܡ = ઴ܠ ൅ ܚ = દܟ ൅ ܍ = ∑ ݓ௡ே௡ୀଵ દ௡ ൅ ܍ (2) 
where દ = ઴શ is known and ܍ represents the unknown prediction error due to the signal model for specified  ܟ plus 
any measurement error ܚ; ܍ is modeled as a zero-mean Gaussian vector with covariance matrix ߪଶ۷௄. For the purpose of 
data compression, દ is a ܭ ൈ ܰ  matrix with ܭ ا ܰ , which leads to an ill-posed inversion problem for finding the 
weights ܟ and hence the signal ܠ in Թே from data ܡ in Թ௄. 
By exploiting the sparsity of the representation of ܠ in basis ሼߖ௡ሽ௡ୀଵே , the ill-posed problem can be posed as a convex 
optimization problem to estimate ܟ as follow: 
ܟ෥ = arg  minሼԡܡ െ દܟԡଶଶ ൅ ߣԡܟԡଵሽ (3) 
where the penalty parameter ߣ scales the regularization term to penalize large weight values. As a result, the optimization 
problem in (3) represents the trade-off between how well the data is fitted (first term) and how sparse the signal is 
(second term). Some norm minimization algorithms have been proposed to solve the CS reconstruction problem as 
formulated in (3) [7-9]. The choice of the 1-norm regularization in (3) is very important because it induces sparsity in the 
ܟ෥   while still giving a convex optimization problem. 
The ill-posed data inverse problem can also be tackled using a Bayesian perspective, which has certain distinct 
advantages compared to previously published CS inversion algorithms; for example, in addition to providing a sparse 
solution to estimate the underlying signal, it automatically estimates penalty parameters and it provides a measure of the 
uncertainty for the reconstructed signal.  
Ji et al. [10] adopt the ideas of sparse Bayesian learning proposed in [11-12] for regression to solve the CS reconstruction 
problem. The basic idea of the Bayesian approach is to apply Bayes’s Theorem to find the posterior probability density 
function (PDF) for the signal weights based on the linearly projected data by multiplying a prior PDF for the weights 
with a likelihood function for the data and then normalizing the product. For compressive sensing, because of the 
probability model for prediction error ܍ in (2), one gets a Gaussian likelihood function: 
݌ሺܡ|ܟ, ߪଶሻ = ሺ2ߨߪଶሻ಼మ exp ቀെ ଵଶఙమ ԡܡ െ દܟԡଶଶቁ  (4) 
The likelihood here measures how well the signal model for specified parameters ܟ and ߪଶ predicts the observed CS 
measurements ܡ, and it corresponds to the first term of (3) in the deterministic CS formulation. 
To induce sparsity, sparse Bayesian learning introduces the automatic relevance determination (ARD) prior, which is a 
multiple of N independent Gaussian priors, one for each ݓ௡ with a corresponding hyperparameter ߙ௡: 
݌ሺܟ|હ) =∏ ቂሺ2ߨሻିଵ/ଶߙ௡ଵ/ଶ݁ݔ݌ ቄെ ଵଶ ߙ௡ݓ௡ଶቅቃே௡ୀଵ   (5) 
Rather than finding the MAP (most probable) value of ܟ based on data y, a full Bayesian treatment is used for ܟ by 
“marginalizing” ܟ out and the MAP value of the ߙ௡′s is instead sought (usually with a uniform prior on the ߙ௡′s). 
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2.2 Bayesian compressive sensing reconstruction 
Given the CS measurements ܡ and the prior, the posterior distribution ݌ሺܟ|ܡ, હ, ߪଶሻ over the weights is obtained based 
on Bayes’ theorem 
݌ሺܟ|ܡ, હ, ߪଶሻ = ݌ሺܡ|ܟ, ߪଶሻ݌ሺܟ|હሻ ݌ሺܡ|હ, ߪଶሻ⁄  (6) 
where ݌ሺܟ|હሻ=prior PDF of ܟ in (5); ݌ሺܡ|ܟ, ߪଶሻ=likelihood in (4); and ݌ሺܡ|હ, ߪଶሻ is called the evidence of the signal 
model class ࣧሺહ, ߪଶሻ which also serves as a normalizing constant for the posterior distribution. 
Since both prior and likelihood for ܟ are Gaussian and the likelihood mean દܟ is linear in ܟ, the posterior PDF can be 
expressed analytically as a multivariate Gaussian distribution pሺܟ|ܡ, હ, ߪଶሻ = ܰሺૄ, ઱ሻ  with mean and covariance 
[11][12]: 
ૄ = ߪିଶ઱દ܂ܡ (7) 
઱ = ሺߪିଶદ்દ ൅ ۯሻିଵ  (8) 
In the next step, Bayesian model class assessment is used to select the most plausible hyperparameters હ and ߪଶ. If the 
problem is globally identifiable [14], meaning here that the evidence ݌ሺܡ|હ, ߪଶሻ has a single pronounced global 
maximum with respected to હ and ߪଶ, the reconstruction can be done using the most probable model class ࣧሺહෝ, ߪොଶ ሻ 
based on measurements ܡ , that is, by finding હෝ and ߪොଶ that maximize ݌ሺહ, ߪଶ|ݕሻ ן ݌ሺܡ|હ, ߪଶሻ݌ሺહ, ߪଶሻ. If a uniform 
prior on હ and ߪଶ is considered, it is equivalent to the maximization of the evidence ݌ሺܡ|હ, ߪଶሻ, which has the following 
form [13]: 
݌ሺܡ|હ, ߪଶሻ = න ݌ሺܡ|ܟ, ߪଶሻ݌ሺܟ|હሻ݀ܟ 
= ሺ2ߨሻି௄/ଶ| ߪଶ۷ ൅ દۯିଵદT|ିଵ/ଶexp ቄെ ଵଶ ܡ்ሺ ߪଶ۷ ൅ દۯିଵદ்ሻିଵܡቅ     (9) 
A “Bottom-up” or “Fast” Algorithm [13] has been proposed for the original sparse Bayesian learning algorithm to find હෝ 
and ߪොଶ. The algorithm starts with no terms in (1) and adds relevant ones to the signal model as the iterations proceed. 
This method can significantly reduce the reconstruction time and the chance of having ill-conditioning problems during 
inversion of the Hessian matrix. In this algorithm, the log evidence log ݌ሺܡ|હ, ߪଶሻ is expressed as 
ࣦሺહ, ߪଶሻ = log ݌ሺܡ|હ, ߪଶሻ 
=െ ଵଶ ሾܭlog2ߨ ൅ log|۱| ൅ ݕ்۱ିଵݕሿ 
=െ ଵଶ ൤ܭlog2ߨ ൅ log|۱ି௡| ൅ ݕ்۱ି௡ିଵݕ െ logߙ௡ ൅ logሺߙ௡ ൅ ߆௡் ۱ି௡ିଵ߆௡ሻ െ
൫௵೙೅۱ష೙షభ ௬൯మ
ఈ೙ା௵೙೅۱ష೙షభ ௵೙
൨ 
  (10) 
=ࣦሺહି௡, ߪଶሻ+ଵଶ ൤logߙ௡ ൅ logሺߙ௡ ൅ ߆௡் ۱ି௡ିଵ߆௡ሻ െ
൫௵೙೅۱ష೙షభ௬൯మ
ఈ೙ା௵೙೅۱ష೙షభ௵೙
൨ 
=ࣦሺહି௡, ߪଶሻ+ଵଶ ቂlogߙ௡ ൅ logሺߙ௡ ൅ ܵ௡ሻ െ
ொ೙మ
ఈ೙ାௌ೙ቃ 
where ۱ =  ߪଶܫ ൅ દۯିଵદ்and ۱ି௡=covariance matrix ۱ with the components of ݊ removed, and therefore ࣦሺહି௡, ߪଶሻ 
does not depend on ߙ௡ . Besides, for simplification of forthcoming expressions, we have defined the ‘sparsity 
factor’ ܵ௡and ‘quality factor’ ܳ௡ by: 
ܵ௡ = ߆௡் ۱ି௡ିଵ߆௡  (11) 
ܳ௡ = ߆௡் ۱ି௡ିଵݕ.  (12) 
Setting derivatives of (10) with respect to ߙ௡ to zero leads to 
ߙො௡ = ൝
∞,                  if ܳ௡ଶ ൑ ܵ௡
ௌ೙మ
ொ೙మିௌ೙
,           if ܳ௡ଶ ൐ ܵ௡ (13) 
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This algorithm enables an efficient sequential optimization by updating one candidate basis term at each iteration to 
monotonically increase the evidence. Finally, only the components that have finite ߙ௡ are used in determining the signal 
model [13]. 
2.3 Robustness of BCS reconstruction  
In the BCS reconstruction, the number of the measurements ܡ has an important influence on the robustness of signal 
reconstruction. However, in order to compress data more effectively, the number of the measurements must be reduced 
to be much smaller than the number of degrees of freedom of the original signal. As a result, inversion of the signal 
becomes a severely ill-posed problem that leads to sub-optimal signal representations. This occurs because there are a 
large number of local maxima that trap the optimization and significantly reduce the robustness of the iterative scheme. 
Figure 1 demonstrates the reconstruction error and log evidence as a function of size of the final reconstructed signal 
models (the number of non-zero terms in (1)) which are reconstructed from 1000 different random measurement samples 
of size ܭ (by changing the projection matrix ઴) using the same original signal (a constant noise variance ߪଶ = varሾܡሿ ൈ
0.1 is chosen for all trials).  
In this figure, we consider signals of length N = 512, each containing 20 non-zeros spikes created by randomly choosing 
20 discrete times; the non-zero spikes of the signals are drawn from a zero-mean unit variance Gaussian distribution. We 
tried to set the number of measurements K so that around one half of the trials gave a correct reconstruction and this gave 
K = 70 (corresponding to a compression ratio of 7.3). The reconstruction error in Figure 1 is defined as ԡxො െ xԡଶ ԡxԡଶ⁄ , 
where xො denotes the reconstructed signal. 
The figure shows that many of the optimization runs produced the correct signal size of 20, and it was found that all of 
these reconstructions are quite close to a global maximum of the log evidence. A certain number of the runs give local 
maxima of the evidence that correspond to larger amounts of non-zero signal components. Figure 1 illustrates that the 
reconstruction process has poor robustness.  
 
 
Figure 1. Reconstruction error, log evidence and numbers of cases for N=512, T=20 as a function of size of the reconstructed signal 
models for the noise-free case.  
 
3. PROPOSED METHOD 
3.1 Modified BCS using a stochastic optimization approach  
 In the Bottom-up Algorithm of sparse Bayesian learning, adding, deleting or re-estimation for a basis vector for each 
iteration of the optimization over the individual hyperparameters is based on whatever gives the maximum evidence 
increase. This is a deterministic optimization procedure. In this fast algorithm, it is found that the value of the evidence 
change ∆ࣦ is sensitive to the details of the specific choice of projection matrix and the corresponding measurements 
when the number of measurements is smaller than a specific threshold. The fewer the number of measurements, the more 
sensitive the evidence is to the details. This is because the evidence function has a lot of local maxima when the ratio 
ܭ ܰ⁄  falls below a specific threshold. Thus, there exists no one particular action (add, delete or re-estimate) that leads to 
an exceptionally large evidence increase ∆ࣦ among the set of ∆ࣦ for all possible actions. This means that each time an 
action is chosen to maximize ∆ࣦ in each iterative step of BCS, it is very sensitive to any slight changes in the problem 
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setting, such as the choice of projection matrix. Therefore, this algorithm shows a low robustness for finding the global 
maximum of the evidence over the hyperparameters that produces the optimal signal reconstruction. 
This consideration motivates trying a stochastic method for optimization based on the ARD prior model, by introducing 
uncertainty into the optimization direction. One of the roles of the injected uncertainty in the proposed stochastic 
optimization process is to allow for a broader search of potential unexplored areas which may contain the global 
maximum. Therefore, this approach significantly increases the probability of finding this global maximum, even when 
the evidence function has many local maxima.  
We set the probability of accepting the action of adding, deleting or re-estimation of the candidate ݊௧௛ basis vector as 
݌௡ = ∆ࣦ௡/max ሺ∆ࣦ௡ሻ (14) 
where  ∆ࣦ ୬  is the change of evidence produced by the ݊௧௛  basis vector being added, deleted or re-estimated and 
max ሺ∆ࣦ௡ሻ is the largest increase of the log evidence in a specific step. Thus, if the evidence change ∆ࣦ௡is the largest 
among all basis vectors (݌௡ =1), then definitely accept the action of this candidate basis vector. If the evidence change 
∆ࣦ௡ is not the largest (݌௡ ൏1), then accept the action of the candidate ݊௧௛basis function with probability ݌௡. We can 
accomplish this process by generating an independent value ݑ௡ from the uniform distribution ܷሺ0,1ሻ. If ݌௡ ൒ ݑ௡, the 
corresponding action of the  ݊௧௛ basis function is implemented, otherwise it is skipped. Finally, we use the same 
termination criterion as the Bottom-up Algorithm, which judges convergence by max ሺ∆ࣦ୬ሻ being sufficiently small.  
3.2 An analogue to simulated annealing 
Reducing the uncertainty of the reconstructed results is an important goal for a robust BCS reconstruction algorithm. 
Motivated by the idea of incorporating simulated annealing in many MCMC algorithms [15-16], which can adaptively 
control the Kullback-Leibler information between the posterior and prior PDFs, a step-wise optimization approach is 
introduced to utilize a special structure of the evidence function in our problem. 
In the fast BCS algorithm, the initial guess of the ߪଶ for the iterative scheme may affect the algorithm significantly due 
to the underdetermined nature of the inverse problem. The variance ߪଶ has significant influence on the trade-off between 
how well the reconstructed signal model fits the data and how sparse it is. It is found the evidence function in our case 
tends to have more significant local maxima for a fixed value of ߪଶ as we decrease ߪଶ. Hence, the set of evidence 
functions for a given set of fixed ߪଶ exhibits a similar structure to the intermediate PDFs under MCMC with simulated 
annealing. First, we initialize the algorithm with a large ߪଶ  and optimize the intermediate evidence function 
(corresponding to the fixed ߪଶ ) to obtain a set of intermediate optimal hyperparameters. Because the intermediate 
evidence function tends to be smoother, there is a higher probability for the intermediate optimal hyperparameters 
ൣߙଵ, ߙଶ, … ߙ௡,. . , ߙே൧  to be near the global maximum. However, then the data fitting ability is poor and so extra 
optimization is needed to ensure better fitting of the data. This can be achieved by the procedure in Section 3.1 as it 
allows a non-zero probability to accept candidates with higher cost that helps the algorithm to escape being trapped in 
local maxima. 
At each intermediate step, once the intermediate optimum hyperparameters are found, the updated σଶ  for the next 
optimization step is estimated from [10-11]: 
ሺߪଶሻሾ௝ାଵሿ = ቛܡିદૄ
ሾೕሿቛమ
௄ି∑ ቀଵିఈ೙ሾೕሿΣ೙೙ሾೕሿ ቁಿ
ᇲ
೙సభ
              ݆ = 1,2,3 … ܬ െ 1      (15)                          
where N௝  is the current size of the signal model; and ૄሾ௝ሿ  and Σሾ௝ሿ  are the mean and covariance of the multivariate 
Gaussian distribution over the reconstructed sparse signal w from the ݆୲୦ iteration of the optimization, calculated by (7) 
and (8), respectively. The updated σଶ will tend to get smaller until eventually convergence to the optimal value of the 
evidence function occurs.  
The purpose of this step-wise algorithm is to avoid optimization of the hyperparameters directly using the evidence 
function over the full high-dimensional hyperparameter space; instead, a series of optimizations with smaller information 
gain is performed that leads to a smoother intermediate evidence function for each value of ߪଶ, so that the algorithm 
gradually converges to the global maximum of the evidence. Although the geometrical shape of the target evidence 
function is very complex and a large number of local maxima around the initial points can trap the iterative optimization, 
the initial optimization stage with large ߪଶ involves a smoother evidence function and the change of function shape 
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between two adjacent optimization stages can be made small. This small change makes it possible to dilute the effect of 
local maxima of the evidence function and perform the optimization more robustly.  
Finally, the outer loop of updating ߪଶ converges to the point with a maximum of the evidence function with respect to 
ߪଶ. The whole procedure is terminated when the changes of ߪଶ are sufficiently small; ݁. ݃. ሺߪଶሻሾ௝ାଵሿ െ ሺߪଶሻሾ௝ሿ ൏ 10ି଺. 
3.3 BCS reconstruction algorithm using stochastic optimization based on ARD prior model 
We can combine the previous two ideas to produce a BCS reconstruction method using stochastic optimization based on 
the ARD prior model. The outer loop updates the prediction-error variance ߪଶ, and the inner loop is the stochastic 
optimization procedure. The procedure is summarized below in Algorithm 1. 
Algorithm 1.BCS-SO: Improved BCS with stochastic optimization
1. Inputs: દ, ܡ; Outputs: mean and covariance of ܟ 
2. Initialize ߪଶ as a large value (e.g.ߛ ൈ varሺyሻ, γ ൒ 20) 
3. While convergence criterion not met  
4. Calculate ݌௡ in (14) for every basis vector ߆௡ and update ߆௡ if ݌௡ ൒ ݑ௡, where ݑ௡ is sampled 
from ܷሺ0,1ሻ, otherwise go to step 8. Calculate ܵ௡ and ܳ௡ from (11) and (12). 
5. If ܳ௡ଶ െ ܵ௡ ൐ 0 and ߙ௡ = ∞, add ߆௡ and update ߙ௡ using (13) 
6. If ܳ௡ଶ െ ܵ௡ ൐ 0 and ߙ௡ ൏ ∞, re-estimate ߙ௡using (13) 
7. If ܳ௡ଶ െ ܵ௡ ൑ 0 and ߙ௡ ൏ ∞, delete ߆௡ and set ߙ௡ = ∞ 
8. End if 
9. Update ૄ and ઱ in (7) and (8) 
10. End while, the intermediate optimal hyperparameters are obtained 
11. Update ߪଶ using (15) 
12. Set the obtained intermediate optimal hyperparameters as initial information for the next inner 
loop and repeat the above procedure (steps 3 to 10) until the ߪଶ updating converges. 
 
4. EXAMPLE RESULTS 
4.1  Synthetic sparse spike signal  
We denote the Bottom-up Algorithm in [13] as BCS-B and our modified algorithm (Algorithm 1) in Section 3.3 as BCS-
SO. As a comparison, we also give the performance of another improved algorithm. For improving robustness to the 
parameter setting for the prediction-error variance ߪଶ, Ji et.al [17] integrated out the uncertainty in ߪଶ from the model 
instead of estimating the optimal ߪଶ. The corresponding improved algorithm is denoted as BCB-IOE.  
We consider signals which are the same as in Figure 1. They are zero-mean unit variance Gaussian spikes (Figure 2 (a)). 
Figure 2 (b) demonstrates reconstruction results for the signals using the original BCS algorithm while Figure 2 (c) 
shows the results for the BCS-SO algorithm when ܭ=70. For BCS-SO, we set the parameter ߛ = 50.  Because of 
insufficient number of measurements, sub-optimal signal representations are obtained for BCS (Figure 2 (b)). However, 
BCS-SO produces almost perfect reconstructions (Figure 2 (c)) with a compression ratio of 7.3. The error-bars (defined 
as േ one standard deviation) are also shown in the results, which is the uncertainty estimates of the reconstructed 
coefficients.  
The average performance is investigated with different numbers of measurements K. In these examples, we fix the signal 
with length N = 512 and the number of non-zero coefficients T = 20, and vary K from 40 to 120. The ܶ = 20 non-zero 
spikes of the signals are drawn from a zero-mean unit variance Gaussian distribution. A Gaussian random projection 
matrix is constructed for each experiment; the associated reconstruction errors are calculated as ԡxො െ xԡଶଶ/ԡxԡଶଶ, where xො 
Proc. of SPIE Vol. 8348  834837-6
  
and x are the reconstructed and original signal vectors, respectively. Because of the randomness of the projected CS 
measurements in this set of experiments, we execute the experiment 100 times and report the average performance. 
Firstly, the effect of parameter ߛ (step 2 of Algorithm 1) on the performance of BCS-SO is studied in Figure 3. It is seen 
that larger ߛ gives better reconstruction results. This is due to less local maxima occurring with larger ߛ, which increases 
the reconstruction robustness. However, the improvement diminishes with increased ߛ. In the following examples, we set 
ߛ=50.  
To investigate how the number of measurements ܭ affects the reconstruction performance, we compared the algorithms 
of BCB-SO (ߛ = 50), BCS-B and BCS-IOE in Figure 4. Regarding the performance comparison, the superiority of 
BCB-SO is demonstrated by its much lower reconstruction errors than the others.  Notice that the critical value of ܭ 
above which good reconstruction performance occurs is about 80 for the new BCS-SO algorithm, and about 90 for the 
other two algorithms. 
 
Figure 2. Original and reconstructed signals of length N=512.  
 
Figure 3. Comparison of performance using different values of parameter γ for BCS-SO. 
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Figure.4. Reconstruction errors of BCS, BCB-IOE and BCB-SO as a function of increasing number of measurements K.  
4.2 Application to bridge accelerometer data 
Tianjin Yonghe Bridge (Figure 5) is one of the earliest cable-stayed bridges constructed in the mainland of China. It has 
a total length of 512 m, comprising a main span of 260m and two side spans of 125m. A sophisticated long-term 
structural health monitoring system was designed and implemented on this bridge by the Center of Structural Health 
Monitoring and Control (SMC) of the Harbin Institute of Technology during its rehabilitation. The system includes 
optical fiber Bragg-grating (FBG) strain sensors, accelerometers, electromagnetic sensors, GPSs, anemometer and 
temperature sensors. Fourteen uniaxial accelerometers and one biaxial accelerometer were permanently installed on the 
deck of the main span and two side spans, and on one tower top. Signals from one accelerometer which is installed on 
the deck of the main span are employed here. 
 
 
     Figure 5. Photo of the Yonghe Bridge.
 
Figure 6 shows the acceleration response time history from this accelerometer. The signal has 51200 samples at a sample 
frequency of 100 Hz. The acceleration data is divided into 100 segments of N=512, and each segment is decomposed by 
the dB1 wavelet basis with six resolution levels: 
 ܠ = શܟ (16)
where શ is the dB1 wavelet basis matrix and ܟ is the vector of wavelet coefficients. For convenience, the wavelet 
coefficients of the whole acceleration data are shown in Figure 7(a), which shows that only a small number (݉) of the 
wavelet coefficients in ܟ are significant, and the other (ܰ െ ݉) coefficients are small. After using soft threshold de-
noising [18], the wavelet coefficients are sparse in the dB1 wavelet basis domain because only  ݉ = 18400  wavelet 
coefficients of the original 51200 coefficients are nonzero, as shown in Figure 7(b). 
Therefore, the original acceleration can be expressed as: 
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 ܠ = શܟࢊ ൅ શܖࢋ = ܠࢊ ൅ શܖࢋ (17)
where ܟࢊ is the de-noised wavelet coefficients vector representing the original wavelet coefficients ܟ with the smallest 
ܰ െ ݉ coefficients set to zero and ܖࢋ is the removed “noise” in the wavelet space. Also, ܠࢊ= શܟࢊ denotes the de-noised 
acceleration data.  Then the measurement vector can be expressed as: 
y=઴ܠ = દܟ=દܟࢊ+દܖࢋ=દܟࢊ ൅ ܍ (18)
where દ = ઴શ is the projection matrix. In the reconstruction process, we model noise ܍ as a zero-mean Gaussian vector 
with covariance matrix σଶ۷௄.  
The discrete-time signal ܠ in (17), and shown in Figure 6, is used to investigate the application of BCS to vibration 
signals used in SHM. In practice, one could acquire data already in a CS compressed form from a special sensor; for 
example, using modern wireless accelerometers where the CS algorithm is integrated with the ADC into the sensor itself. 
Then BCS reconstruction could be directly applied to the analog data from the sensors. 
 
Figure 6. Acceleration response of bridge deck measured by accelerometer. 
 
 
 
Figure 7. Wavelet coefficients of the acceleration data using the db1 wavelet basis: (a) original wavelet coefficients; (b) de-noised 
wavelet coefficients. 
 
We observe from Figure 7 that the original wavelet coefficients ܟ are contaminated with significant noise. Thus we 
employ the corresponding de-noised acceleration ܠࢊ=શܟࢊ to obtain measurements ܡࢊ to investigate the performance of 
reconstruction algorithms for a case with lower noise, even though it is not practical in real CS applications. In this case, 
measurement vector ܡࢊ is expressed as 
 ܡࢊ=઴ܠࢊ=દܟࢊ (19)
We can obtain optimal reconstructed coefficients ܟෝࢊ and  ܟෝ  from measurements  ܡࢊ  and ܡ , respectively, using the 
Bayesian reconstruction algorithm. The corresponding reconstructed accelerations ܠොࢊ and ܠො are then obtained by a 
wavelet transform using the reconstructed wavelet coefficients ܟෝࢊ  and ܟෝ , respectively. The CS reconstruction errors 
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recovered from the measurement y and ܡࢊ are calculated by:  ܴௗ = ԡܠࢊ െ ܠොࢊ ԡଶ ԡܠࢊԡଶ⁄   and ܴ = ԡܠࢊ െ ܠොԡଶ ԡܠࢊԡଶ⁄ ,  
respectively.  
Also, we define a sparsity rate index ܴܵ to compare the sparsity in the reconstructed coefficients ܟෝ  and original de-
noised coefficients ܟࢊ: 
ܴܵ = ̂ݏ ݏௗ⁄   (20)
where sො  is the total number of significant coefficients which are larger than the threshold of 10ିସ  in vector wෝ , 
representing the sparsity of the reconstructed acceleration signal xො  with respect to the wavelet basis ሼΨ୬ሽ. sୢ  is the 
sparsity of the original de-noised wavelet coefficients vector wୢ. If we obtain optimal reconstructed coefficient vector 
ܟෝୢ, then the sparsity rate index is calculated as  ܴܵୢ = ̂ݏௗ ݏௗ⁄ , where ̂ݏௗ is the sparsity of the reconstructed acceleration 
signal ܠොௗ  with respect to the wavelet basis ሼશ௡ሽ. 
Bao et.al [18] investigated the norm-minimization algorithm for CS reconstruction by using real acceleration data 
collected from a SHM system. In this study, BP algorithm [9] is also performed together with the BCS, BCS-IOE and 
BCS-SO algorithms to make a comparison of sparsity and reconstruction errors as shown in Figures 8 and 9. The 
algorithm BP is one of the norm minimization algorithms and so does not quantify the uncertainty in its reconstructed 
signals. We used the ݈1-magic package available online at http://www-stat.stanford.edu/~candes/l1magic/. In Figures 8 
and 9, each evaluated point in the curves is computed based on the average of results of the 100 time segments and a 
different random projection matrix is chosen for each reconstruction. We define the reconstructions corresponding to 
measurements ܡࢊ and ܡ as Case 1 and Case 2, respectively. Case 2 is the real case which should be tackled in structural 
health monitoring.  
From the comparison of the results for the sparsity rate index in both cases, as shown in Figure 8, the BP algorithm tends 
to produce high under-sparsity (ܴܵ ൐ 1). In contrast, the reconstructed coefficients vectors of the three BCS algorithms 
have a little over-sparsity as shown in Figure 8. This is beneficial for the central feature of BCS approaches, that the 
effective dimensionality of the signal model (equivalent to the number of retained coefficients) is determined 
automatically as part of the fully Bayesian inference procedure. It is a powerful advantage of such Bayesian approaches 
that they encourage sparsity of representation.  
From the observation of the results of the reconstruction error ܴௗ as shown in Figure 9, the proposed BCS-SO algorithm 
outperforms all other methods except for the first five chosen ܭ values, for which it provides the best performance after 
BP, but BP produces worse performance than the other methods for the rest of the signals.  For Case 2, it is seen that the 
BP performs better than all other Bayesian CS methods for the case of measurements ܡ , though the average 
reconstruction errors of BP and BCS-SO are close. Despite this fact, it is noted that the proposed BCS-SO method 
provides the best overall performance among all methods considering both the sparsity and uncertainty quantification of 
the results. 
 
                      
                           (a)                                                                                                                 (b) 
Figure 8. Sparsity ratio of four BCS algorithms as a function of K using real SHM acceleration data: (a). Case 1; (b). Case 2. 
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                           (a)                                                                                                               (b) 
Figure 9. Reconstruction errors of four algorithms as a function of ܭ using real SHM acceleration data: (a). Case 1; (b). Case 2. 
 
 
5. CONCLUSION 
In this paper, the improvement and application of the BCS technique for SHM signal is studied. We tackled the CS 
reconstruction problem using a Bayesian framework to estimate the sparse signal coefficients. We showed that when the 
number of measurements is much smaller than the length of the discrete-time signal, BCS reconstruction lacks 
robustness. 
Based on these studies, an improved method which uses stochastic optimization and annealing with the ARD prior model 
is developed to reduce the chance of suboptimal signal representations. Both synthetic and real structural response 
signals are employed to validate the developed methods. It is demonstrated that overall the proposed BCS algorithm has 
a better performance than state-of-the-art BCS algorithms.  
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