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We perform an analytic study on the stochastic thermodynamics of a small classical particle
trapped in a time dependent single-well potential in the highly underdamped limit. It is shown that
the nonequilibrium probability density function for the system’s energy is a Maxwell-Boltzmann
distribution (as in equilibrium) with a closed form time dependent effective temperature and frac-
tional degrees of freedom. We also find that the solvable model satisfies the Crooks fluctuation
theorem, as it is expected. Moreover, we compute the average work in this isothermal process and
characterize analytically the optimal protocol for minimum work. The optimal protocol presents an
initial and a final jumps which correspond to adiabatic processes linked by a smooth exponential
time dependent part for all kinds of single-well potentials. Furthermore, we argue that this result
connects two distinct relevant experimental setups for trapped nano-particles: the levitated particle
in a harmonic trap, and the free particle in a box; as they are limiting cases of the general single-well
potential and display the time-dependent optimal protocols. Finally, we highlight the connection
between our system and an equivalent model of a gas of Brownian particles.
PACS numbers: 05.40.-a, 05.70.Ln, 02.50.Ey
I. INTRODUCTION
Modeling nonequilibrium physics of very small systems
requires the definition of thermodynamic quantities such
as heat and work for single particle trajectories [1–3].
Since the original Brownian motion, stochastic thermo-
dynamics has further evolved with the development of
optical tweezers, which allowed precise trapping and cool-
ing procedures for levitated nanoparticles and started the
field of optomechanics [4, 5]. Applications include the ex-
perimental verification of fluctuation theorems (FTs) in
biophysics at molecular level [6–8], apparent violation of
the second law of thermodynamics [9] and evidence of
Landauer’s principle [10]. More recently, in contrast to
suspended particles, experimental groups obtained mea-
surements of particles optically trapped in high vacuum
and verified several nonequilibrium results, including the
ubiquitous FTs [11–18]. This experimental frontier might
provide an interface to test quantum limits [19], non-
Newtonian [20] and quantum gravity [21], and the re-
alization of feasible underdamped nanomechanical heat
engines [22].
In this context, research is devoted to design and im-
plement efficient thermal engines at micro- and nanoscale
[23–26], which includes optimal protocols for producing
minimum average work over finite time windows. In
optical traps, a protocol might be obtained adjusting
the laser trap frequency, which is equivalent to change
the stiffness of the restoring force. How the frequency
is tuned over a finite time window produces a variety
of nonequilibrium thermodynamic processes, resulting in
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fluctuating work and heat. In this sense, optimal pro-
tocols for a time-dependent driving force in overdamped
systems have been extensively studied and found to ex-
hibit discontinuous jumps in some situations [29–32],
where the trap frequency is required to change abruptly,
followed by a smooth tuning. The same interesting fea-
ture was observed in underdamped models for optical
traps in numerical simulation [22, 33] and also in analyt-
ical calculations [26]. Besides the adiabatic jumps, the
continuous part of the optimal protocols in such under-
damped systems is exponential in time [26, 28]. Surpris-
ingly, the same exponential protocol was also obtained
for a free particle in a box [34] using different methods.
How general is this exponential behavior and the presence
of jumps in optimal protocols is a question that remains
open in stochastic thermodynamics.
In this work, we propose a solvable model for a levi-
tated particle in the highly underdamped limit for a gen-
eral single-well potential of the type U(x) ∝ x2n. Our
result, which is of special experimental interest [5, 13],
generalizes previous results limited to the harmonic case
(n = 1) [26] and the particle in a box (n → ∞) [34], as
well as consider finite time processes in the presence of
damping, expanding previous analysis of single-well po-
tentials [35–37]. We show the model has a closed form
propagator for the stochastic energy and simple expres-
sions for averaged thermodynamic quantities. Remark-
ably, we find the nonequilibrium probability distribution
for the energy in a isothermal process is a Maxwell-
Boltzmann (MB) distribution with a time dependent ef-
fective temperature. As an application, we study the op-
timal protocol that produce minimum work in a isother-
mal process and find finite jumps in the driving protocol,
whose magnitude depends on n, combined with a time-
dependent exponential relaxation for all n.
The analysis is organized as follows. We present a
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2stochastic model for the mechanical energy in section II.
Then, we show find the propagator for the energy in sec-
tion III and show the model satisfies Crooks fluctuation
theorem in section IV. As an application of the model, in
section V, we find the optimal protocol that minimizes
the average irreversible work over a finite time interval.
In section VI, we present a analogy between the model
and a gas of free Brownian particles. Finally, in Section
VII, we present some conclusions and perspectives.
II. THE STOCHASTIC MODEL
We consider the dynamics of a small Brownian os-
cillator submitted to the external potential U(x, kt) =
ktx
2n/2n, where kt is a time-dependent generalized stiff-
ness which can be varied by tuning the frequency of
the trapping setup. Here we introduce parameters kt =
mΩ2tL
2−2n, where Ωt has units of frequency (s−1) and L
is a characteristic length. The particle is in contact with
a thermal reservoir of temperature T and it is modelled
using the Langevin equation
x¨+ Γ0x˙+ Ω
2
tL
( x
L
)2n−1
=
1
m
Ffluc(t), (1)
for the particle position x(t). The random Langevin force
Ffluc(t) is normally distributed with zero mean and its
components satisfy 〈Ffluc(t)Ffluc(t′)〉 = 2mΓ0kBTδ(t −
t′), where Γ0 is a friction coefficient [14] and m is the par-
ticle mass. Considering the usual scale of observation and
the suspension media involved, the system is commonly
solved in the overdamped limit [3], where the inertia term
is neglected, mx¨(t) ≈ 0. For levitated particles in highly
diluted media [5, 14], although the mass of the particles is
small, this regimen imposes a small friction coefficient Γ0
compared to the frequency Ωt, so inertial effects cannot
be neglected. Here we show that using this last con-
dition in (1) results in a solvable stochastic differential
equation (SDE) for the system’s total energy given by
E(x, p) = p2/2m + ktx
2n/2n, with momentum p = mx˙.
After a suitable combination of Ito’s Lemma [39] and the
highly underdamped limit (Ωt  Γ0) [14, 35, 41], the
energy SDE is given by
dE = d′W − Γn(E − fn
2
kBT )dt+
√
2ΓnkBTEdBt, (2)
where
d′W =
∂U(x, k)
∂k
k˙tdt =
k˙t
kt
U(x, kt)dt (3)
is the increment of work [3], dBt is the increment of the
Wiener process with a redefined friction coefficient
Γn =
2n
n+ 1
Γ0, (4)
ranging from Γ0, in the case of harmonic potential, to
2Γ0, in the case of a particle in a box. The system also
presents effective degrees of freedom fn given by
fn =
n+ 1
n
, (5)
ranging from f1 = 2, consistent with the harmonic po-
tential in one dimension [14], to the minimum f∞ = 1,
also consistent to a particle in a box in one dimension
(ie, a single degree of freedom). Notice that interme-
diate potentials (1 < n < ∞) have fractional fn. In
such potentials, the (average) kinetic energy is a n de-
pendent fraction of the total mechanic energy, given by
the virial theorem, and this information is encoded in
fn. We remark that the thermal coupling in (1) could be
generalized to a correlated stochastic force, where simi-
lar expressions for the work and heat functional can be
obtained [42], within the validity of the highly under-
damped limit approximation. In such cases, introducing
a stochastic drive affects the statistics of work and heat,
as well as their underlying optimal protocols. In this pa-
per, we limit the scope of (1) to purely thermal noise, as
it consists on a relevant experimental setup [43].
In order to make use of the SDE (2) in the highly
underdamped limit, we define three separated timescales
explicitly:
δi  τ˜  Γ−1n . (6)
The smallest timescale is the trap period δi = 2piΩ
−1
i at
time ti. All finite protocols happen over a timescale τ ≥
τ˜ , where τ˜ is the smallest timescale for a protocol (called
jump protocols). The largest timescale is the thermal
Γ−1n , where dissipation effects are observed. Notice that
jump protocols seem abrupt in the thermal timescale, as
τ˜Γn ≈ 0. Alternatively, smooth protocols are observed
over a large time interval, with τΓn > 0.
Fast transformations such that τ˜ ≈ δi are beyond the
scope of this work. These requirements limit the applica-
bility of the current approach to systems with a very wide
timescale separation between δi and Γ
−1
n . This is actu-
ally the case for some experiments. For instance, a recent
experimental setup for levitated nanoparticles trapped in
a laser uses δ−1i ≈ 125 kHz and Γ−11 ≈ 0.17s [14]. For
such timescales separation, an interval τ˜ ≈ 10−3s would
result in δi/τ˜ < 10
−2 and τ˜ /Γ−1 < 10−2, which seems a
suitable condition for (6).
The effect of the timescales separation in the descrip-
tion of the energy (2) is presented in the following sub-
sections. First, we use the definition for d′W from (3) to
define the work over a small oscillation period, dW , for
smooth protocols using the virial theorem. Finally, we
derive the final SDE for the energy and aply the expres-
sion to compute the work in jump protocols, taking the
limit τ˜  Γ−1n .
A. Work increment
In this section, we use the large timescales sepa-
ration (6) in order to find an approximation for the
3work increment (3) averaged over a oscillation period.
In this situation, the potential energy U(x, k) is re-
lated to the mechanical energy by the virial theorem,
(1/δi)
∫
U(x, k)dt = E/(n + 1), as a generalization of
the approximations previously used for the harmonic case
(n = 1) [14, 26]. Therefore, we may integrate (3) over
this small time interval, δi, and find
δW =
∫ t+δi
t
d′W ≈ k˙t
kt
∫ t+δt
t
U(x, kt)dt =
k˙t
kt
E
n+ 1
δi,
(7)
which holds for slow protocols satisfying (6), such that
kt+δi ≈ kt. Taking the limit δi → dt, the approximation
above leads to a closed form SDE for the energy discussed
in the next section. We remark that the definition and
treatment of adiabatic (jump) protocols is presented in
Sec. II. C.
B. SDE for the energy
Finally, from the expression for the differential of work
(7), we obtain the increment of work over one oscillation,
dW =
k˙(t)
k(t)
E(t)
n+ 1
dt. (8)
We remark that expression (8) generalizes approxima-
tions previously used for the harmonic case (n = 1)
[14, 26, 41]. Finally, we replace (8) in (2) and obtain
the final SDE for the energy,
dE = −Γn((1− λ˙t
2λtΓn
)E− fn
2
kBT )dt+
√
2ΓnkBTEdBt,
(9)
where λt = k
2/(n+1)
t . We have omitted the index n in
λt for clarity. The SDE for E(t) becomes self contained
with contributions from heat and work. It is worth noting
that the SDE is identical for all potentials n = 1, 2, ... in
terms of the adjusted parameters Γn, fn and λt, which
makes the stochastic thermodynamics of all single-well
potentials equivalent in the highly underdamped limit.
Several applications emerge from (9) depending on the
potential (n) and the protocol λt. Notice that, in the
case n = 1 (harmonic potential), the SDE (9) reduces
to the levitated particle trapped by a laser in the highly
underdamped limit [26]. We will also argue that the case
n → ∞ models the particle in a box [34]. Notably, in-
termediate cases (1 < n <∞) are modeled by fractional
degrees of freedom, 1 < fn < 2. In any case, for a con-
stant protocol λt = λ0 and λ˙t = 0, the SDE describes the
heat exchanged for a isochoric process (dW = 0), where
the heat distribution PDF has a closed form that resem-
bles the PDF obtained in similarly to the case n = 1 [41].
For completeness, we also show from (2) that the approx-
imate work (8) satisfies the Crooks fluctuation theorem
(CFT) [44, 45] for any n in the next sections. As a first
application we calculate the work of a adiabatic transfor-
mation.
C. Application: Adiabatic protocols
We define adiabatic processes (jumps) as the protocols
over the time interval τ˜ such that τ˜  Γ−1n . In this
limit, the energy SDE (9) becomes a ordinary differential
equation (ODE),
dE = dW =
E
2
λ˙
λ
dt, (10)
since heat is negligible. The ODE (10) has a simple so-
lution,
E(t) = E0(
λ(t)
λ0
)1/2. (11)
Inserting the solution above in the definition of work (8)
results in
Wjump =
1
2
∫ τ˜
0
E
λ˙
λ
dt =
E0
2λ
1/2
0
∫ τ˜
0
λ−1/2λ˙tdt, (12)
and using λ−1/2λ˙ = 2(d/dt)λ1/2, we obtain
Wjump =
E0
λ
1/2
0
∫ τ˜
0
d
dt
λ1/2dt = E0(
√
λ1
λ0
− 1), (13)
which is the work of a jump protocol up to order Γnτ˜ →
0, regardless of the functional form of the protocol. The
result is consistent with the adiabatic work previously
found in other systems [47].
For general protocols (finite τΓn), the SDE (9) must
be solved exactly through its propagator, as done in the
next section.
III. THE ENERGY PROPAGATOR
In this section, we consider the SDE (9) and solve
its underlying Fokker-Planck equation in order to ob-
tain the propagator Pt(E|E0). Solvable Fokker-Planck
equations for the random energy have been considered
before in other contexts [40]. As a matter of fact, a
suitable transformation of variables yt = Ete
b(t) with
b(t) = Γnt − (1/2) log(λt/λ0) turns (9) in a much sim-
pler form:
dy = (fn/2)ΓnkBTdm+
√
2ΓnkBTydWm, (14)
in terms of a new variable mt =
∫ t
0
exp(Γnu)
√
λ0/λudu.
Equation above describes a random walk with constant
drift and a noise of the type σ(y) ∝ √y. The solution of
the underlying Fokker-Planck equation of (14) is imme-
diate [41], and using the transformation Pt(E|E0)dE =
Pht(y|y0)dy, we obtain the nonequilibrium conditional
PDF for the energy propagator:
Pt(E|E0) = αtCte−Ct(αtE+E0e−Γnt)
(
αtE
E0e−Γ0t
)q/2
×
× Iq(2Ct
√
αtEE0e−Γnt), (15)
4for E ≥ 0 and E0 ≥ 0, where q = fn/2 − 1, αt =
(λ0/λt)
1/2, Ct = exp(Γnt)/(ΓnkBTmt), and Iq is the
modified Bessel function of the first kind [46]. As a
straightforward application of (15), we may suppose the
particle is initially found in equilibrium with a reser-
voir of temperature T0. In this case, the initial PDF
for the energy is Maxwell-Boltzmann (MB), P0(E) =
β1+q0 /Γ(q + 1)E
qe−β0E , with β0 = (kBT0)−1. For t > 0,
the system undergoes a protocol λt in thermal contact
with a reservoir at temperature T for a finite time inter-
val [0, t]. In this case, one may write the nonequilibrium
energy distribution as the superposition of Eq. (15) over
the initial conditions (MB), using
Pt(E) =
∫ ∞
0
Pt(E|E0)P0(E0)dE0, (16)
which results in another MB distribution, Pt(E) =
β1+qt /Γ(q + 1)E
qe−βtE , with βt = (kBTt)−1, for a time
dependent effective temperature Tt. As the nonequi-
librium distribution is MB, one obtains Tt simply tak-
ing the ensemble average of the SDE (9), using 〈E〉 =
(fn/2)kBTt, which results in a ODE for Tt given by
dTt
dt
= −Γn((1− λ˙t
2λtΓn
)Tt − fn
2
kBT ), (17)
which can be solved easily, for initial condition T0 and λ0
at t = 0, resulting in
Tt
T
= e−Γnt
√
λt
λ0
(
T0
T
+ Γn
∫ t
0
eΓnu
√
λ0
λu
du
)
. (18)
Depending on the protocol λt, the effective temperature
takes different forms. For example, it is immediate to
check that the constant protocol, λt = λ0 for all t, leads
to the effective temperature Tt = T + (T0 − T )e−Γnt,
which represents the thermal relaxation of a system ini-
tially prepared at temperature T0 and placed in thermal
contact with a reservoir at temperature T . Another ex-
ample is the adiabatic protocol, with λt going from λ0
to λτ in a very brief time interval, τΓn  1. In this
adiabatic case, the effective temperature (18) results in
the relation Tτ/T =
√
λτ/λ0 which can be directly re-
lated to the polytropic equation, T0V
2/fn
0 = TτV
2/fn
τ ,
when associating an effective volume V ∝ λ−fn/4 (see
Section VI), already obtained from previous nonequilib-
rium approaches [47] for the case n = 1. General isother-
mal protocols result in nontrivial time dependent effec-
tive temperatures (18). The average work in such cases
can be deduced as follows. First, notice that it follows
from the nonequilibrium MB distribution, Pt(E), that
〈Et〉 = (fn/2)kBTt. The expression for 〈Et〉 is useful
for calculating the ensemble average of the work incre-
ment, 〈dW 〉, from (8). Therefore, we find the average
work, 〈Wτ 〉, over the interval [0, τ ], taking the ensemble
average of (8) and integrating in time,
〈Wτ 〉 =
∫ τ
0
〈dW 〉 = fn
2
kBT
2
∫ τ
0
λ˙t
λt
Tt
T
dt. (19)
For completeness, the average heat is expressed in a sim-
ilar form:
〈Qτ 〉 = −fn
2
ΓnkBT
∫ τ
0
(
Tt
T
− 1
)
dt. (20)
Equations (18), (19) and (20) represent the main algo-
rithm for calculating the average values of work and heat
in any given isothermal process. In summary, for a given
protocol λt, one finds the effective temperature using (18)
and use it to compute the averages work (19) and heat
(20).
In the next section, we show that the model described
by Eq. (9) satisfies the Crooks fluctuation theorem.
IV. CROOKS FLUCTUATION THEOREM
In the absence of protocol, the SDE (9) describes solely
the heat dynamics, which satisfies a heat exchange fluc-
tuation theorem [41], when two reservoirs are considered.
In the presence of a protocol and a single reservoir, we
show that (9) satisfies the Crooks Fluctuation Theorem
[44] (CFT), which is stated as follows:
PA→Bt (W )
PB→At (W )
= eβ(W−∆F ), (21)
where W is the work and ∆F is the variation of free
energy from A to B (points in the phase space). One of
the consequences of (21) is the Jarzinski Equality (JE):
〈e−βW 〉 = e−β∆F , (22)
where the average is taken over all possible trajectories
in the phase space conecting points A and B.
In order to show that our model obeys CFT, notice
that the approximate work is given its definition from the
main text, which is the nonequilibrium (time dependent)
stochastic work. In a discrete version, assuming N time
steps of size τ , one could write:
Wt =
N∑
i=1
λ˙i
λi
Ei
2
τ, (23)
for t = Nτ . As the work is given by a sum of stochastic
energies, its value depends on the realization of a trajec-
tory of the energy (single dimension), which obeys the
SDE (9). Therefore, we start the demonstration con-
sidering a single trajectory, γ = (E(t0), ..., E(tN )) =
(E0, ..., EN ), with a given protocol λ = (λ0, ..., λN ). The
probability of such trajectory is given by the Bayes the-
orem:
P (γ) = P (E0)
N∏
i=1
Pτ (Ei+1|Ei)dEi+1, (24)
where Pτ (Ei+1|Ei) is computed bellow considering the
discrete time t = nτ . Notice that, the ratio between P (γ)
5and the probability of the backward trajectory, P (γ′),
with γ′ = (EN , ..., E0) and λ′ = (λN , ..., λ0), can be cal-
culated explicitly:
P (γ)
P (γ′)
=
P (E0)
P (En)
N∏
i=1
Pτ (Ei+1|Ei)
Pτ (Ei|Ei+1) . (25)
Therefore, the trajectory depends on the probabilities of
small steps Ei → Ei+1. In this case, the SDE (9) for the
forward process reads:
∆Ei = (−Γn + ∆λi
2λiτ
)Eiτ +
fn
2
ΓnkBTτ + (26)√
2Γ0kBTEi∆Bτ , (27)
where ∆Ei = Ei+1 − Ei and ∆λi = λi+1 − λi. The
increment ∆Bi is gaussian with zero mean and variance
τ . For the backwards process, one obtains analogously
∆Ei+1 = (−Γn − ∆λi
2λiτ
)Ei+1τ +
fn
2
ΓnkBTτ + (28)√
2ΓnkBTEi+1∆Bτ , (29)
Where we kept terms in order τ in the drift term
(∆λi/λi+1 ≈ ∆λi/λi +Oτ). For clarity, define the drift
terms µ and µ′ above such that ∆Ei = µ + σ∆Bi and
∆Ei+1 = µ
′ + σ∆Bi, with σ2 = 2ΓnkBT . For small τ ,
the increment of both forward (26) and backwards (28)
are gaussian and we obtain the transition probabilities:
Pτ (Ei+1|Ei) = 1√
2piEiσ2τ
exp
−(∆Ei − µ)2
2Eiσ2τ
, (30)
Pτ (Ei|Ei+1) = 1√
2piEi+1σ2τ
exp
−(∆Ei + µ′)2
2Ei+1σ2τ
,(31)
for the forward and backward processes respectively.
Upon replacing the distributions for the forward and
backward processes (30) and (31) in (25), one obtains:
P (γ)
P (γ′)
=
√
E0
EN
P (E0)
P (EN )
exp(
N∑
i=1
Di), (32)
with Di found as:
Di = −β∆Ei+ fn
2
∆Ei
Ei
− fn
4
∆λi
λi
+βEi
∆λi
2λi
+Oτ2. (33)
Performing the sum from i = 0 to N , notice that the first
term will cancel out in the sum, resulting in the Boltz-
mann factors βEn and βE0. The second and third terms
are of the type ∆ logEi and ∆ log λi, summing up to
(fn/2) log(EN/E0) and (fn/4) log(λN/λ0), respectively.
And summing the last term results in the definition of
work (23). Therefore, the ratio (32) yields:
P (γ)
P (γ′)
=
P0(E0)
Eq0e
−βE0
EqNe
−βEN
PN (EN )
eβ(W−∆F ), (34)
where W is the average work (23) and ∆F is the vari-
ation of free energy in the forward trajectory (A → B),
∆F = (fn/4)kBT log(λB/λA). Notice that the terms
of the type ∝ Eqe−βE are MB distributions. Therefore,
this FT takes into account the ratio between initial distri-
butions (possibly nonequilibrium) and equilibrium ones.
Finally, considering the probability of finding the work
W in a general process from A to B, one needs to sum
over all possible trajectories (since they are independent)
and use (34) to find:
PA→Bt (W )
PB→At (W )
=
P0(E0)
PMB(E0)
PMB(EN )
PN (EN )
eβ(W−∆F ). (35)
At this point, is worth noticing that (35) resembles the
fluctuation theorem found in [45] for nonequilibrium ini-
tial states P0(E0) and Pn(En). In the specific case when
both PDFs are in equilibrium with the reservoir (MB
distributions), the first two fractions cancel out and the
CFT (21) is obtained.
V. OPTIMAL PROTOCOL
In this section, we are interested in the protocol that
minimizes the average work (19), with boundary condi-
tions λ0 at t = 0 and λτ at t = τ , for a system initially
in equilibrium with the reservoir (T0 = T ). Moreover,
we are interested in a time interval τ such that τΓn > 0
for the protocol, which makes dissipation effects relevant.
We point out that a setup with different boundary con-
ditions was recently solved for the harmonic case [26].
It is possible to go beyond the average work, 〈W 〉, and
optimize other statistical moments. For instance, in the
overdamped limit, a combined optimization of mean and
variance leads to intriguing phase transitions in the pro-
tocol space [27]. A general optimization strategy requires
knowledge of the moment generating function 〈esW 〉. For
simplicity, we limit the scope of the presentation to the
optimization of the average work, as it results in inter-
esting protocols with notable applications in heat engines
[26].
A. Average work functional
We start by considering λτ > λ0 without loss of gen-
erality. This is the nonequilibrium analogue of a isother-
mal compression. The average work is defined using (19),
where the time dependent temperature is given by (18),
making T0 = T :
Tt = e
−Γnt
√
λt
λ0
(
1 + Γn
∫ t
0
eΓnu
√
λ0
λu
du
)
. (36)
Fortunately, the maximization the functional (19) with
(36) is feasible analytically. Define auxiliary vari-
ables ht = 1 + Γn
∫ t
0
eΓnu
√
λ0/λudu, such that h˙t =
6Γne
Γnt
√
λ0/λt and one can show that
h¨t
h˙t
= Γn − 1
2
λ˙t
λt
. (37)
Using (37), the work functional (19) is rewritten in terms
of ht and its derivatives
〈Wτ 〉 = fn
2
kBT
∫ τ
0
(
1− h¨t
Γ0h˙t
)Γnht
h˙t
Γndt, (38)
with the auxiliary variable ht = 1+Γn
∫ t
0
eΓnu
√
λ0/λudu,
with boundary conditions h0 = 1, h˙0 = Γ0, and h˙τ =
Γne
Γnτ
√
λ0/λτ . Using Euler-Lagrange (EL) equations
to minimize (38), one obtains
h¨h = h˙2, (39)
with solution ht = Ae
bt, for constants A, b. But the
solution fails to satisfy all boundary conditions for finite
τ . This situation of broken extrema prevents the optimal
protocol to be smooth everywhere [48]. It suggests the
optimal protocol should include discontinuous jumps in
the values of λ at t = 0 and t = τ , as previously obtained
for harmonic potentials in different optimization setups
[22, 26, 33]. In this case, the strategy is to consider a
function with a discontinuity. First, we split the time
interval [0, τ ] in two [0, τ1] and [τ1, τ ]. The EL equation
must be satisfied in both intervals. However, for the same
reason presented before, there is not a solution for the
interval [0, τ1], unless the discontinuities are at t = 0 and
t = τ . It means the protocol starts with a kick at t = 0,
taking λ0 to a constant λ1 instantly (adiabatically), with
respect to the thermal timescale (Γ−1n ). Now the effective
temperature starts at T0 and reads
Tt
T
= e−Γnt
√
λt
λ0
(√
λ1
λ0
+ Γn
∫ t
0
eΓnu
√
λ0
λu
du
)
, (40)
where we replaced T0/T =
√
λ1/λ0, from (11). The fi-
nal condition λ2 is also a free parameter (letting to the
second jump λ2 → λτ at t = τ). Now, solving (39) with
new boundary conditions allows one to write the average
work in terms of a single parameter λ1. The optimal pro-
tocol starts with a jump λ0 → λ1, followed by a smooth
exponential part,
λt = λ1(λ2/λ1)
t/τ , (41)
where this smooth part is in close analogy to the particle
in a box [34]. Finally, a second jump takes place, λ2 →
λτ . The jumps have a defined values obtained from the
bondary conditions.
B. Obtaining the jumps
Both jumps are related from the the boundary condi-
tions of the problem,
1− 1
Γnτ
log
√
λ2
λ1
=
√
λ0
λ1
, (42)
FIG. 1. (Color online) The optimal protocol, λt/λ0, as a
function of time in the isothermal compression for bound-
ary condition λτ/λ0 = 2 and different total time duration
Γnτ = {1, 2, 4,∞}. For all single-well potentials (n = 1, 2, ...),
the protocols are composed of jumps (at t = 0 and t = τ)
connected by a smooth part, λt = λ1(λ2/λ1)
t/τ . Notice the
smaller interval Γnτ = 1 (dark blue) results in a higher jump.
Intermediate cases, Γnτ = 2 (blue) and Γnτ = 4 (grey), de-
crease the magnitude of the jumps. The long range limit
Γnτ →∞ (dashed) is purely exponential in time.
and the average work (19) can be written in terms of
λ1 as follows
〈Wτ 〉
(fn/2)kBT
=
(
Γnτ
(√λ1
λ0
− 1)+√λτ
λ0
e
Γnτ
√
λ0
λ1
−1 − 1
)
,
(43)
which now can be minimized with respect to λ1, leading
to the closed form expression for the jump
λ1
λ0
=
(Γnτ/2)
2
W((λ0/λτ )1/4eΓnτ/2Γnτ/2))2 , (44)
where W is the Lambert W function. Finally, the proto-
col takes a second jump λ2 → λτ at t = τ . From (42),
the final condition for the smooth part of the protocol,
λ2, satisfies the relation
λ2/λτ = λ0/λ1, (45)
where λ2 is found in terms of λ1 from (44). We show the
optimal protocol λt as a function of time using (41) in
Fig. 1, with jumps λ1 and λ2 given by equations (44) and
(45) respectively, for different values of Γnτ and λτ/λ0 =
2, valid for all values of n. We also use the magnitude
of the first jump λ1 from (44) to compute the optimal
work using (43), depicted in Fig. 2, for different values
of Γnτ and λτ/λ0. We remark that the optimal protocol
obtained in [34] does not contain adiabatic jumps. This
is consistent with the slow expanding considered in the
paper, as the jumps tend to zero in the limit τ →∞.
C. Interpretation of the optimal protocol
In this section, it was found that the compression pro-
tocol that minimizes the dissipated work for a fixed time
7FIG. 2. (Color online) The normalized optimal work in the
isothermal process, W˜ = (〈Wτ 〉 − ∆F )/(Wa − ∆F ), for all
single-well potentials, where Wτ is the optimal work (43),
Wa is the adiabatic (maximum) work and ∆F is the free
energy difference (minimum work). Notice that Γnτ → 0
makes the optimal work close to the adiabatic value (W˜ →
1), as expected for a fast compression. However, for a long
time, Γnτ →∞, the optimal work approaches the free energy
difference (W˜ → 0), as expected in a quasistatic process.
duration τ and bounded values for the trapping parame-
ters λ0, λτ is given by an initial fast adiabatic compres-
sion, followed by an exponential time-dependent isother-
mal drive, and ending with another fast adiabatic jump.
Intuitively, one might understand this optimal protocol
as follows: the system needs to be artificially “heated”
through a jump λ0 → λ1 to a temperature T0 > T
at t = 0. After that, at a higher effective tempera-
ture, the heat dissipation and the energy pumped into
the system by the protocol are compensated for the
smooth exponential part, keeping the effective temper-
ature constant at T1 for (0, τ). Similarly to the qua-
sistatic case Γnτ → ∞ where Tt = T during the whole
process, the far from equilibrium optimal protocol (fi-
nite Γnτ) still keeps the constant effective temperature
condition but now at a temperature Tt = T1 created arti-
ficially by the first adiabatic jump. As the system is de-
scribed by a MB distribution through the whole process,
it means the average energy is constant during (0, τ) and
the work (19) increases linearly with time (see Fig. 3).
Also notice in (43) that the full adiabatic case is re-
covered, 〈Wτ 〉 = (fn/2)kBT (
√
λτ/λ0 − 1) in the limit
Γnτ → 0, as expected. Alternatively, the long range
limit, λ1 → λ0 and λ2 → λτ , results in 〈Wτ 〉 = ∆F+Σ/τ ,
with the free energy ∆F = (fn/2)kBT log
√
λτ/λ0 and
Σ = (fn/2)kBT (1/4Γn) log(λτ/λ0)
2 ≥ 0, which is related
to the complementarity relation already suggested in
overdamped systems [38]. As a comparison, the pure ex-
ponential protocol (without jumps, ie, λ1 = λ0 and λ2 =
λτ ) can also be calculated. Using λt = λ0(λτ/λ0)
t/τ in
(18), it results in the effective temperature
Tt
T
= (1/gτ ) + (1− (1/gτ ))e−gτΓnt, (46)
where gτ 6= 0 is defined as gτ = [1− 12Γnτ log (λτ/λ0)],
FIG. 3. (Color online) The average work as a function of time
for Γnτ = 1 and λτ/λ0 = 2. The optimal protocol is com-
pared (solid blue) to a purely exponential protocol (dotted
blue). The adiabatic protocol is depicted in solid black and
the free energy is dashed. Notice the optimal protocol starts
ahead when compared to the exponential, but the initial jump
allows the system to keep a constant effective temperature for
t > 0, which results in a work increasing linearly in time. In
the end, the optimal protocol performs the second jump, leav-
ing the final average work below the purely exponential pro-
tocol, as expected. The difference between their final values
(at t = τ) and the free energy is the irreversible work.
for 0 ≤ t ≤ τ . The averages work are computed insert-
ing (46) in (19),
〈Wt〉
(fn/2)kBT
= ((1/gτ )−1)(Γnt−((1/gτ )−1)(1−e−gτΓnt).
(47)
For gτ = 0, one obtains a simple form for the effective
temperature, Tt/T = Γnt+1, for which the average work
follows immediately as in the previous case. The work of
the optimal protocol is compared to the exponential pro-
tocol (47) as a function of time in Fig. 3. We remark that
the adiabatic protocol (also called jump) seems instanta-
neous in Fig. 3 for the timescale τ , but it actually takes
a finite time τ˜  τ defined in Sec. II. D, which makes
τ˜ /τ ≈ 0 in Fig. 3.
VI. ANALOGY TO A GAS OF FREE
BROWNIAN PARTICLES
We now show that it is possible to obtain a model
for independent free Brownian particles by using kinetic
theory considerations and which is equivalent to (9). We
start by setting kt = 0 for all t ≥ 0 in (1), thus ob-
taining the Brownian motion with energy (per particle)
given by E =
∑f
i=1 p
2
i /(2m), where f denotes the num-
ber of degrees of freedom. It follows from Ito calculus
[41] that the SDE for the energy increment is given by
(9) with dE = dQ and dW = 0, and it accounts solely for
heat exchange. In order to perform work over the sys-
tem, one must change the available volume V of the gas.
The system’s energy in this case is expected to behave
as in the first law dE = dQ+ dW , with dW = −PdV in
8our notation, where P is the gas pressure. Now we as-
sume perfect elastic collision with the walls, so the classic
kinetic theory can be used to write the stochastic pres-
sure as a function of the kinetic energy E as the usual
identity P = (2/f)E/V , in f degrees of freedom. This
approach yields to the expression for the increment of
work of the Brownian gas dW = −E(2/f)(V˙t/Vt)dt. It
is worth noting that, using the single-well potential work
(8) and the effective volume as V ∝ λ−f/4 results in
λ˙t/(2λt) = −(2/f)V˙t/Vt. Finally, upon combining the
increments of heat and work, one obtains the same form
of the SDE (9), proving the analogy between the highly
underdamped limit of the Langevin system and a gas of
Brownian particles. Therefore, all the results derived for
the SDE (9) also apply to the Brownian gas: the New-
ton’s law of cooling and the heat fluctuation theorem [41],
the propagator for the stochastic energy Pt(E|E0) from
Eq. (15), Crooks FT (35), the nonequilibrium MB distri-
bution with effective temperature given by Eq. (18), and
the optimal work protocol found in Eq. (19). It is inter-
esting to notice that the same exponential optimal work
protocol of Eq.(19) was rigorously found for the linear
regime in the case of a single particle in a box [34], but
without the adiabatic jumps (44) and (45). Moreover,
the box could also be modeled from (1) by making the
limit n→∞, which in turn makes the potential U(x) = 0
for |x| < L and U(x) → ∞ otherwise, leading us to the
same conclusions. The difference between the current
approach and the particle in a box [34] is the absence
of jumps, possibly due to the slow protocol requirement
assumed in their treatment.
VII. CONCLUSIONS AND PERSPECTIVES
Usually in thermodynamics, processes are either too
fast (e. g. adiabatic) with Γ0τ → 0, or too slow (qua-
sistatic) with Γ0τ → ∞. A solvable stochastic thermo-
dynamics framework as (9) has the advantage of provid-
ing a description of different nonequilibrium processes
for finite time intervals. In this paper, we consider a
classical particle submitted to a generalized single-well
potential in high vacuum and derive the time dependent
probability density function for the energy (15) explic-
itly, which allows the computation of far from equilib-
rium thermodynamics quantities. As a matter of fact,
in our system the nonequilibrium information is encoded
in a general time dependent effective temperature (18)
and fractional degrees of freedom fn. We showed the
system satisfies the Crooks FT on its more general form.
In addition, as a relevant application, we have found the
optimal protocol λt, for fixed values of λ0 and λτ , that
produces minimum average work over a finite time win-
dow [0, τ ]. The optimal protocol always has adiabatic
jumps (at t = 0 and t = τ) and a smooth exponential
part (for t > 0) for all kinds of single-well potentials.
This finding sheds light on the analytic description of
general thermal engines, as discontinuous protocols are
likely to appear [26]. Notice that the adiabatic, isochoric
and isothermal processes are important parts of the de-
scription of nanoscopic thermal engines. The calculations
of power and efficiency for different sorts of protocols re-
quires dealing with the nonequilibrium thermodynamics
observable quantities obtained in this paper. Other types
of work optimization, such as a combination of average
and variance of work [27], might be carried in terms of
the moment generating function 〈esW 〉, where different
optimal protocols are expected. This type of optimiza-
tion goes beyond the scope of this paper and it is left
for future research. As a final remark, it is relevant to
mention that the highly underdamped limit SDE for the
energy (9) presents a form that resembles the thermody-
namics of free Brownian particles, with similar exponen-
tial optimal protocols for long time isothermal processes
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