Abstract. The aim of this paper is to analyze a finite element method to solve the low-frequency harmonic Maxwell equations in a bounded domain containing conductors and dielectrics. This system of partial differential equations is a model for the so-called eddy currents problem. After writing this problem in terms of the magnetic field, it is discretized by Nédélec edge finite elements on a tetrahedral mesh. Error estimates are easily obtained if the curl-free condition is imposed on the elements in the dielectric domain.
Introduction.
In this paper we analyze a finite element method with Lagrange multipliers to solve the eddy currents model in a bounded domain including conductors and dielectrics. This model can be obtained from Maxwell equations by assuming that all fields are harmonic and the current frequency is low enough so that the term involving the displacement current in Ampère's Law can be neglected. Such a situation happens, for instance, in problems related with machines working at power frequencies. In particular, this paper is motivated by the need of a three-dimensional numerical simulation of a metallurgical furnace (see Bermúdez et al [6, 7] for related works concerning axisymmetric models).
Because of many interesting applications in electrical engineering, numerical solution of eddy currents problems became an important research area, leading to a great number of publications in recent years (see, for instance, [2, 3, 8, 9, 10, 12, 13, 16, 20, 30] . The books by Bossavit [11] and Silvester and Ferrari [29] also contain valuable material on this subject and include large reference lists.
While several papers deal with the mathematical and numerical analysis of the full harmonic Maxwell equations (see for instance the papers by Monk [23, 24, 25] , and Fernandes and Gilardi [17] ), the number of papers concerning analysis of the eddy current model is much smaller. Significant mathematical and numerical results have been obtained by MacCamy and coauthors [18, 21, 22] for a two-dimensional eddy current problem. In the three-dimensional case, let us mention the article by Ammari et al [4] , where a thorough justification of the eddy current model is given.
The above mentioned papers deal with the eddy currents problem in the whole space, the infinity being usually taken into account by means of integral equations. A useful alternative approach is considered by Alonso and Valli [2, 3] , where the problem in a bounded domain is considered, including appropriate boundary conditions. In these papers, a formulation involving only the electric field is given and then numerically solved by using a domain decomposition technique and Nédélec edge finite elements.
In the present paper we also consider the eddy currents problem in a bounded domain which includes conductors and dielectrics. The conductors are not assumed to be totally included in the problem domain. We consider a formulation in terms of magnetic field with mixed Neumann and Dirichlet boundary conditions. The former are the natural conditions for the conducting part of the boundary. The latter are imposed on the dielectric part and allow taking into account all the electromagnetics effects outside the domain.
Then, following Bossavit and Verité [13] , we introduce a scalar magnetic potential in the domain occupied by the dielectric. This hybrid formulation is discretized by using Nédélec edge elements for the magnetic field and standard piecewise linear continuous elements for the magnetic potential.
The outline of the paper is as follows: In Section 2, we recall the eddy currents model and obtain a weak formulation involving the magnetic field only. Section 3 concerns existence and uniqueness of solution which are proved by using classical tools. Then, in Section 4, we introduce a scalar magnetic potential in the dielectric domain and show that the resulting problem is completely equivalent to the previous one. The numerical discretization is introduced in Section 5, where error estimates are obtained under mild regularity assumption on the solution.
In order to solve the discretized problem, a Lagrange multiplier is proposed in Section 6 to impose the Dirichlet boundary conditions. The resulting mixed problem is shown to attain a unique solution and to be equivalent to the original discrete one. Finally, in Section 7, we report numerical results for a test with known analytical solution; these results confirm the predicted order of convergence of the method.
2. The eddy currents problem. Eddy currents are usually modeled by the low-frequency harmonic Maxwell equations. Let us recall first the governing equations of electromagnetism; namely, Maxwell equations:
constitutive laws:
and Ohm's law in conductors:
We have used notations which are standard in electromagnetism:
• D is the electric displacement, • E is the electric field, • B is the magnetic induction, • H is the magnetic field,
• J is the current density,
• ρ is the electric charge density, • µ is the magnetic permeability,
• ǫ is the electric permittivity,
• σ is the electric conductivity. We use boldface letters to denote vector fields and variables, as well as vector-valued operators, throughout the paper.
When alternating currents are considered, all the fields have the following steadystate form:
where ω is the angular frequency. Moreover, in the low-frequency harmonic regime, the term in (2.1) including the electric displacement can be neglected. Under these assumptions, equations (2.1)-(2.7) reduce to the so-called eddy currents model:
We are interested in solving these equations in a bounded domain Ω which consists of two parts, Ω C and Ω D , occupied by conductors and dielectrics, respectively. The electric conductivity σ vanishes in the dielectric domain. The boundary of the domain Ω also splits into two parts: Γ C := ∂Ω C ∩ ∂Ω and Γ D := ∂Ω D ∩ ∂Ω. Finally, we denote Γ I := ∂Ω C ∩ ∂Ω D , the interface between dielectric and conductors.
Boundary conditions must be added to solve the eddy currents model in the bounded domain Ω. We consider:
with f being a given tangential vector field (i.e., satisfying f · n = 0 on Γ D ).
In the equations above, n denotes the outer unit normal vector to ∂Ω. Throughout the paper, n will denote a unit vector normal to a given surface, not necessarily the 3 same at each occurrence. In general, it will not be explicitly mentioned which this surface is, provided this is sufficiently clear from the context.
To obtain a weak formulation of the boundary value problem (2.8)-(2.16), consider a test function G such that G × n = 0 on Γ D . From (2.9) we have
Now, we can transform the second term above by using a Green's formula:
where we have used the boundary condition (2.15) to obtain the last equality. We observe that equations (2.8) and (2.14) , and the fact that σ is null in the dielectric domain, lead to
Because of this, we only need to take test functions G satisfying curl G = 0 in Ω D . By doing so, equations (2.17) and (2.18) yield
Instead, in the conductors, equations (2.8) and (2.14) lead to E = 1 σ curl H, which allows us to eliminate E in the equation above. Thus, we finally obtain
3. Analysis of the magnetic field formulation of the eddy currents problem. Let us assume that Ω is simply connected, with a Lipschitz-continuous connected boundary. The subdomains Ω C and Ω D are also assumed to have Lipschitzcontinuous boundaries, although not necessarily connected. Finally, the boundaries of Γ C , Γ D , and Γ I are assumed to be Lipschitz-continuous too.
We use standard notation for Sobolev spaces and norms. Moreover, we recall the definition of some functional spaces. Let
endowed with the norm
, and, for each positive real number r, let
Consider the following closed subspaces of H(curl, Ω): 3 . We assume that µ, ǫ, σ ∈ L ∞ (Ω), and that there exist constants, µ, ǫ, and σ, such that
Concerning the boundary data f , we suppose there exists a field H f ∈ V such that
Remark 3.1. We refer to [1] for necessary and sufficient conditions on f to ensure that there exists H f ∈ H(curl, Ω) such that H f × n = f on Γ D in a weak sense, in the case Γ C = ∅, Γ D = ∂Ω (i.e., when the conductors Ω C are fully contained in Ω). We also refer to [14, 15] for similar conditions in the case that Ω is a Lipschitz polyhedron, and Γ C and Γ D are polyhedral surfaces with piecewise smooth boundaries. Equation (3.1) implies an additional constraint on the data f , since H f has to be curl-free in Ω D . A necessary condition for the existence of such H f is that div Γ f = 0 on Γ D , where div Γ stands for the tangential divergence operator (see [1] for the result and a precise definition of div Γ ). In the case Γ C = ∅, Γ D = ∂Ω, then div Γ f = 0 on Γ D is also a sufficient condition, when Ω has a smooth boundary (see Theorem 4.1 of [1] ). Now, we can state a variational formulation of our problem in terms of the magnetic field H: Problem MP: To find H ∈ V such that
Let a : H(curl, Ω) × H(curl, Ω) −→ C be the sesquilinear continuous form defined by
This form clearly satisfies
Hence, the following existence result is immediately derived:
3 , then problem MP attains a unique solution.
Proof. Consider the translationĤ = H − H f . Then problem MP is equivalent to findĤ ∈ V 0 such that
and this problem has a unique solution because of inequality (3.4) and Lax-Milgram Lemma.
Once the magnetic field H is known, the current density J and the electric field E can be readily computed in the conductors by means of equations (2.8) and (2.14), respectively. These are the magnitudes actually needed in most applications.
In the following theorem we show that the solution of problem MP satisfies some of Maxwell equations (2.8)-(2.11) and the boundary conditions (2.15)-(2.16) in a weak sense.
, and E = (
Then the following properties hold true:
3 , we will show that E × n, ϕ ∂Ω C = 0, where
is the natural extension of ϕ by 0 on ∂Ω C \ Γ C . To this aim, let G ∈ H 1 (Ω C ) 3 be such that G| ∂Ω C = ϕ and G be the extension by 0 of G to Ω \ Ω C . Then G ∈ V 0 and (3.3)
where we have used that E = 1 σ curl H in Ω C and (3.6). Finally, (3.8) and (3.9) arise explicitly in problem MP. Remark 3.2. The theorem above shows that problem MP allows us to determine uniquely the electric field E in the conductors. In its turn, E and Maxwell equation (2.11) determines the charge density ρ in Ω C . In particular, in the interior of any homogeneous subdomain Ω ′ of Ω C (i.e., Ω ′ ⊂ Ω C such that ǫ| Ω ′ and σ| Ω ′ are constant),
Instead, the electric field E is not uniquely determined in the dielectric. Indeed, from the eddy currents model (2.8)-(2.14) we obtain the following equations for E| Ω D :
The latter arises from the facts that E| Ω C is already known and E is globally in H(curl, Ω).
A boundary condition on Γ D is needed to determine a unique solution, even in the simplest case of a topologically trivial Ω D (i.e., when Ω D is simply connected with a connected boundary). A natural condition would be to impose the normal component of the electric displacement D on Γ D ; namely,
The data ψ amounts to eventual surface charges on the outer boundary of the dielectric domain.
Existence of solution of (3.10)-(3.13) has been proved in Theorem 4.2 of [1] in the case that ∂Ω D is smooth and Γ I ∩ Γ D = ∅ (for instance, when Ω C ⊂ Ω). Even in this simpler case, a number of additional constraints related with the topology of Ω D must be added to have uniqueness, as can be seen in this reference.
To the best of the authors' knowledge, a similar result has not been proved for the general case of Ω D being a Lipschitz polyhedron with Γ I ∩ Γ D = ∅. Nevertheless, this is not a drawback for the application of this eddy currents model, since typically the goal of these problems is to compute the electric field only in the conductors, as said above.
Introducing a magnetic potential.
In this section we show how problem MP can be transformed by replacing the magnetic field in the dielectric domain Ω D by a (scalar) magnetic potential.
We recall that Ω is assumed to be simply connected with connected boundary ∂Ω. We assume that for each Ω
Σ j is pseudo-Lipschitz and simply connected (see Figure 4 .1). We also assume that each one of these surfaces Σ j is connected, and Σ j ∩ Σ k = ∅ for j = k (see, for instance, [5] ).
Let us arrange the conductors Ω j C in such a way that the inner ones are numbered from j = 1 to K, and those going through ∂Ω, from j = K + 1 to J. In Figure 4 We also assume that there exist cross sections of Ω
, with respective boundaries ∂S j = S j ∩ Γ I , which are assumed to be closed simple curves. We denote these curves γ j . Moreover, for j = K + 1, . . . , J, we take S j ⊂ Γ C and γ j ⊂ Γ C ∩ Γ D (see again Figure 4 .1).
Let Ω
We fix a unit normal n j on each Σ j and denote its two faces Σ − j and Σ + j , with n j being the "outer" normal to Ω
We choose an orientation for each γ j by taking its initial and end points on Σ − j and Σ + j , respectively. We denote by t j , the unit vector tangent to γ j . For any function Ψ ∈ H 1 ( Ω D ), we denote by
3 and will be denoted by gr ad Ψ. Let Θ be the linear space of
, we have that gr ad Ψ ∈ H(curl, Ω D ) if and only if Ψ ∈ Θ, in which case curl ( gr ad Ψ) = 0 (see Lemma 3.11 in [5] ). Actually, the kernel of the operator curl :
where C is the space of the so-called Neumann harmonic fields in Ω D defined by
A basis of the space C is given by the set of functions { gr ad Φ j , j = 1, . . . , J}, where, for each j,
By using Lax-Milgram Lemma, it is straightforward to see that Φ j is uniquely defined in
(See, for instance, again [5] .) Therefore, according to (4.1), for all G ∈ V, there exist unique constants c j , j = 1, . . . , J, and a unique scalar field
with Ψ ∈ Θ given by Ψ = Ψ+ 
Thus, the jump of the magnetic potential Ψ across each cut surface Σ j is exactly the current intensity I j through the cross section S j of the conductor Ω j C (as defined above).
We introduce the following notation: for
Let us denote by W the linear space given by
Clearly, the following application is an isomorphism:
Similarly, we define the closed subspace of W
which is isomorphically equivalent to V 0 . Thus, we are lead to define the following problem:
This is the well known magnetic field/magnetic potential hybrid formulation of the eddy currents problem introduced by Bossavit and Verité [13] . One main advantage with respect to formulation (3.2)-(3.3) lies in the fact that a vector field is replaced by a scalar one in the dielectric domain.
The following lemma is an immediate consequence of the isomorphisms between W and V, and between W 0 and V 0 : Lemma 4.1. The pair (H, Φ) is solution of problem HP if and only if (H| gr ad Φ) is solution of problem MP.
As a consequence of this lemma, Theorem 3.1 yields existence and uniqueness of solution for problem HP:
Corollary 4.2. Under the assumptions of Theorem 3.1, problem HP has a unique solution (H, Φ), with (H| gr ad Φ) being the unique solution of problem MP.
5. Numerical solution. In this section we first introduce a discretization of problem MP and prove its convergence. Then we prove that the obtained discrete problem is completely equivalent to a convenient discrete version of problem HP.
5.1. Discretizing the magnetic field. We employ "edge" finite elements to approximate the magnetic field; more precisely, the lowest-order finite element of the family introduced by Nédélec in [26] . This element belongs to the family of the so-called Whitney elements (see [9] ).
We assume Ω, Ω C , and Ω D are Lipschitz polyhedra, and consider a family of regular tetrahedral meshes {T h } of Ω such that, for every mesh T h , each element K ∈ T h is contained either in Ω C or in Ω D (h stands as usual for the corresponding mesh-size).
The magnetic field is approximated in each tetrahedron K by a polynomial vector field in the space
An explicit computation shows that vector fields of this type have constant tangential components along each straight line in the Euclidean space. Moreover, given six complex numbers β n , n = 1, . . . , 6, there exists a unique G h ∈ N (K) (i.e., unique a, b ∈ C 3 ) such that its tangential component along the n-th edge of K coincide with β n , for n = 1 . . . 6, respectively. Thus, these tangential components along the edges of K can be taken as the degrees of freedom defining the elements in N (K).
These elements are H(curl)-conforming in the sense that, ∀G h ∈ N (K), their tangential traces on each triangular face T of K only depend on the degrees of freedom of G h on the three edges of T . So, if we set
the elements in this space are piecewise linear vector fields with tangential traces that are continuous through the faces of the mesh. This is the lowest-order Nédélec finite element space introduced in [26] . See [19] for a detailed mathematical analysis and [11] for useful implementation issues.
If G is smooth enough (v.g., G ∈ H 2 (Ω) 3 ), then its Nédélec interpolant G I is defined by
where, from now on, t ℓ denotes a unit vector tangent to the edge ℓ. The Nédélec interpolation operator
with G I defined by (5.1), extends uniquely to H r (curl, Ω) with r > 1/2. Indeed, according to Sobolev Imbedding Theorem and a trace theorem, for each
Then, the result follows by applying Lemma 4.7 of [5] .
However, the solution H of problem MP does not satisfy, in general,
does not vanish on Γ I ; thus, J × n has a jump across Γ I (see, for instance, the problem in Section 7). Nevertheless, typically
with r > 1/2. This is enough for H I to be well defined as shown in the following Lemma, which also provides an error estimate for the Nédélec interpolant under these assumptions. (Here and thereafter C denotes a generic constant, not necessarily the same at each occurrence, but always independent of the mesh-size h.)
Lemma 5.1. Let r ∈ ( 
Furthermore, for all G in this space,
Proof. According to the discussion above, since
, with r > 1/2, then the Nédélec interpolants of G| Ω C and G| Ω D are well defined in N h (Ω C ) and N h (Ω D ), respectively. Moreover, since G ∈ H(curl, Ω), a density argument shows that the degrees of freedom corresponding to the edges ℓ ⊂ Γ I coincide for both interpolants. Thus the global interpolant G I ∈ N h (Ω) is well defined also in this case.
On the other hand, the arguments in the proof of Theorem 5.4 in [19] can be extended to this case to prove the error estimate above.
In order to use these elements to discretize problem MP, we have to use an approximant f I of the boundary data f such that a discrete version of equation (3.2) can hold true, namely, such that there exists H h ∈ N h (Ω) satisfying H h × n = f I .
To attain this goal, we will use the two-dimensional Nédélec interpolant of n × f on the triangular mesh induced by T h on the polyhedral surface Γ D . To introduce this interpolant, let T
consider local orthogonal coordinates (ξ, η, ζ) such that T is contained in the plane ζ = 0. Let
This is the lowest-order two-dimensional Nédélec finite element (see [26] ) on the plane ζ = 0. The tangential components of these vector fields along the three edges of the triangle T can also be taken as the degrees of freedom defining them. Therefore, we define
Let ϕ be a tangential vector field on Γ D (i.e., satisfying ϕ · n = 0 on Γ D ). If ϕ is sufficiently smooth (v.g., ϕ ∈ H 1 (Γ D ) 3 ), then its Nédélec interpolant on Γ D , which we denote by ϕ I2 , is defined by
, is smooth too and satisfies
Indeed, a straightforward computation shows that the right hand side above also belongs to N 2 h (Γ D ). On the other hand, (5.1) implies
Thus, the degrees of freedom defining both sides of (5.4) coincide and, consequently, (5.4) holds true. The following lemma shows that a similar result is valid for G ∈ H r (curl, Ω D ):
with ( · ) I2 defined by (5.3), extends uniquely to H r (curl, Ω D ). Furthermore, equation (5.4) holds true for all G in this space.
Proof. As said above, if
Then, by repeating the arguments in the proof of Lemma 5.1 (i.e., using Sobolev Imbedding Theorem and Lemma 4.7 of [5] ) we prove that the operator defined by (5.5) and (5.3) extends uniquely to H r (curl, Ω D ), for r > 1/2. Furthermore, we have also shown above that, for
Then, a density argument and the fact that n × (
h (Γ D ) allow us to conclude that (5.4) holds true for all G ∈ H r (curl, Ω D ). If the data f of problem MP is sufficiently smooth, we define
The following lemma shows that this definition also works under weak smoothness assumptions as those in the previous lemmas:
, with r > 1/2, and let g = G| Γ D × n. Then
× n is well defined and satisfies
Proof. As a consequence of Lemma 5.2, (n × g)
defined. Hence g I := (n × g) I2 × n is well defined too. Moreover, since according to this lemma (5.4) holds true for G ∈ H r (curl, Ω D ), then,
Now we are in a position to discretize problem MP. We introduce the following finite-dimensional spaces:
Finally, we define the discrete magnetic problem as follows:
Problem DMP: Find H h ∈ V h such that
It is straightforward to prove existence and uniqueness of solution for this problem under mild smoothness assumptions on the solution of problem MP. Moreover, an error estimate can be deduced from the standard finite element approximation theory: 
Therefore, according to Lemma 5.1, its Nédélec interpolant H I ∈ N h (Ω) is well defined and satisfies
Moreover, the arguments of Remark 5.6 in [19] can be extended to this case to prove that curl
On the other hand, because of Lemma 5.3, f I is well defined by (5.6) and satisfies
Thus, we have proved that there exists H I ∈ V h such that
, the arguments in the proof of Theorem 3.1 also apply to problem DMP allowing us to prove existence and uniqueness of a solution H h of this problem.
Finally, to prove the error estimate, notice that since
h . Therefore, because of this and (3.4),
, which together with estimate (5.7) allow us to conclude the proof.
Discretizing the magnetic potential.
Problem DMP is actually just a "theoretical" method in that its solution requires to impose somehow the curl-free condition in the definition of V h to trial and test functions. In what follows we show how to deal efficiently with this curl-free condition by introducing a discrete multivalued magnetic potential in the dielectric domain.
We assume that the cut surfaces Σ j are polyhedral and that the meshes are compatible with them, in the sense that each Σ j is union of faces of tetrahedra K ∈ T h , for each mesh T h . Therefore, T
Firstly, we introduce an approximation of the space Θ. Let us denote
Then, we consider the family of finite dimensional subspaces of Θ given by
The following lemma shows that the curl-free vector fields in N h (Ω D ) admit a multivalued potential in Θ h :
Proof. According to (4.1), curl G h = 0 in Ω D if and only if there exists Ψ h ∈ Θ such that G h = gr ad Ψ h in Ω D . Moreover, since Ω D is connected, then Ψ h is unique up to an additive constant. Now, let K ∈ T Ω D h be a tetrahedron of the mesh. A direct calculation shows that G h ∈ N (K) with curl G h | K = 0 if and only if G h | K ∈ P 0 (K) 3 , or, equivalently, if and only if Ψ h | K ∈ P 1 (K) 3 . Thus the lemma follows from the definition of Θ h .
Let us introduce the following families of finite-dimensional approximations of W and W 0 , respectively:
By virtue of Lemma 5.5, W h and W 0 h are isomorphically equivalent to V h and V 0 h , respectively. Thus, we define the following discrete problem which turns out to be equivalent to problem DMP:
Problem DHP:
Clearly, the following discrete analogue of Lemma 4.1 holds true: Lemma 5.6. The pair (H h , Φ h ) is solution of problem DHP if and only if (H h | gr ad Φ h ) is solution of problem DMP.
As an immediate consequence of these two lemmas, Theorem 5.4 yields an error estimate for the approximation obtained from problem DHP:
Corollary 5.7. Let us assume that the solution (H, Φ) of problem HP satisfies H ∈ H r (curl, Ω C ) and gr ad Φ ∈ H r (Ω D ) 3 , with r ∈ ( 1 2 , 1]. Then, problem DHP is well posed, it attains a unique solution (H h , Φ h ), and
6. Computer implementation. For problem DHP to be useful for computational purposes, we have to introduce effective procedures to impose the following constraints: 
We fix some notation to deal with these constraints. We choose an orientation for each edge ℓ of the mesh T h and denote P − ℓ and P + ℓ its initial and end points, respectively, and t ℓ its unit tangent vector pointing from P − ℓ to P + ℓ . Regarding the first constraint we have the following result:
Now, the equation above holds true if and only if the degrees of freedom of G h and gr ad Ψ h coincide on all the edges ℓ ⊂ Γ I , and this reads
This lemma shows that the constraint (G h | gr ad Ψ h ) ∈ H(curl, Ω) can be readily imposed by eliminating the degrees of freedom of G h associated with the edges ℓ ⊂ Γ I , in terms of those of Φ h corresponding to the vertices of the mesh on this interface.
Regarding the second constraint, for Ψ h ∈ Θ h , let us denote
In order to handle the multivalued character of the functions Ψ h ∈ Θ h , for each cut surface Σ j , we in principle distinguish the degrees of freedom of Ψ h on Σ + j from those on Σ − j . Then, the latter can be eliminated by using
This elimination must be carried out for the solution (H h , Φ h ) ∈ W h of problem DHP as well as for the test functions (G h , Ψ h ) ∈ W 0 h . For the former, the arguments in Remark 4.1 can be repeated at discrete level to show that each jump [[ Φ h ]] Σj represents the current intensity through the conductor Ω j C corresponding to the discrete solution (H h , Φ h ). Because of this, we denote these jumps
For j = 1, . . . , K (i.e., for inner conductors Ω
hj are additional unknowns of the discrete problem. Instead, for j = K + 1, . . . , J (i.e., for conductors Ω j C going through ∂Ω), I hj can be computed in advance from the data of the discrete problem. Indeed, since γ j ⊂ Γ D and gr ad Φ h × n = f I on Γ D , then,
h , by repeating these arguments and using that gr ad Ψ h × n = 0 on Γ D , we have
Hence, only the constants c hj , for j = 1, . . . , K, must be taken into account as genuine degrees of freedom in the definition of W 0 h . Remark 6.1. The computed and exact intensities through the conductors Ω j C , j = K + 1, . . . , J, coincide. Indeed, because of (6.1), Lemma 5.3, (5.1), the fact that each γ j is union of edges ℓ in T h , and Remark 4.1, we have
Regarding the third constraint, we impose the boundary condition by means of a Lagrange multiplier. Let Γ D be the pseudo-Lipschitz connected polyhedral surface defined by
Let gr ad Γ denote the surface gradient operator. Since we will use this operator acting only on piecewise linear functions, we give a definition valid in this case (for its general definition on polyhedral surfaces, see [14, 15] 
, where ∇ 2 is the usual gradient of a function of two variables; i.e., using local coordinates (ξ, η, ζ) such that T is in the plane ζ = 0,
, and it is straightforward to show that
The following lemma provides a weak formulation of the boundary condition (5.8) in problem DHP: Lemma 6.2. Let Ψ ∈ Θ be such that gr ad Ψ ∈ H r (Ω D ) with r > 1/2. Let g = gr ad Ψ| Γ D × n and g I = (n × g) I2 × n (well defined because of Lemma 5.3). Let
Proof. If gr ad Ψ h × n = g I on Γ D , then, because of (6.3), we have (6.5).
Conversely, let us assume that (6.5) holds true.
On the other hand, let ( gr ad Ψ)
Hence, because of a density argument, this is also true for gr ad Ψ ∈ H r (curl, Ω D ) 3 .
Therefore, since we have shown that gr ad Ψ L ∈ N h (Ω D ) and that its degrees of freedom coincide with those of ( gr ad Ψ) I for all edges ℓ of T
the last equality because of Lemma 5.3.
Because of the equation above and (6.4), we have
Then, ν h ∈ L h (Γ D )/C, and, because of (6.3), (6.6), and Lemma 5.3, we have
Thus, using this ν h in (6.5), we obtain
Hence, by using again (6.3), we conclude the proof. Now we are in a position to set a new discrete problem including the three constraints as we have just described. To this aim, we introduce the following discrete spaces:
The new discrete problem, which will be shown to be equivalent to problem DHP in the next theorem, is the following one:
First we prove that problem DLP is well posed: Theorem 6.3. Let f I be any vector field defined on Γ D , such that the integrals in the right hand sides of equations (6.7) and (6.9) are well defined. Then, problem DLP attains a unique solution.
Proof. Problem DLP reduces to a linear system with the same number of equations than unknowns. Then, it is enough to prove that, for f I = 0, this problem attains only the null solution. So let (H h , Φ h , I h ) ∈ Z h and λ h ∈ L h (Γ D )/C satisfying (6.7)-(6.9) with f I = 0. Equation (6.7) implies I hj = 0, for
Now, by testing (6.9) with this ν h , we obtain gr ad Γ ( Φ h | Γ D ) = 0. Hence, by testing (6.8) with (H h , Φ h , I h ) (which was already shown to belong to Z 0 h ), we obtain
Hence, H h = 0 in Ω C and gr ad
Thus, it only remains to prove that λ h = 0. To do this, let us show first that there exists (
the unique function in this space satisfying for each vertex P of T
be the unique function in this space satisfying for each edge ℓ of
, by testing (6.8) with this
, since we already know that H h = 0 in Ω C and gr ad Φ h = 0 in Ω D , we obtain
/C, and we conclude the proof. Now it is very simple to show that problems DHP and DLP are equivalent: Theorem 6.4. Let us assume that the solution (H, Φ) of problem HP satisfies H ∈ H r (curl, Ω C ) and gr ad Φ ∈ H r (Ω D ) 3 , with r ∈ (
Therefore, because of (6.7), Φ h satisfies assumption (6.4) in Lemma 6.2. Then, (6.9) implies (5.8).
On the other hand, let ( 
, and we conclude the proof. Problem DLP is the one we have actually implemented. The degrees of freedom for this problem are the following ones:
• for I h ∈ C J : I hj , j = 1, . . . , J (I hK+1 , . . . , I hJ are directly computed from f ); • for λ h ∈ L h (Γ D )/C: λ h (P ), ∀ vertex P ∈ Γ D (one of them fixed to zero). Remark 6.2. We have imposed the boundary condition of problem DHP by means of a Lagrange multiplier. However, this is not the only way of doing it. An alternative procedure consists of using the fact that, for each edge ℓ ⊂ Γ D ,
Therefore, the values of Φ h (P ) can be obtained for each vertex P ∈ Γ D , by the following procedure:
1. fix arbitrarily the value of Φ h at a given vertex P 0 ∈ Γ D :
Φ h (P 0 ) = 0 (this can be done because Φ h ∈ Θ h /C); 2. for each other vertex P ∈ Γ D (those on Γ D ∩ Σ j , j = K + 1, . . . , J, must be counted twice): (a) find a path Γ P joining P 0 with P , which does not cross any Σ j ∩ Γ D , j = K +1, . . . , J, and which consists of adequately oriented edges ℓ ⊂ Γ D :
Γ P := ±ℓ 1 ∪ · · · ∪ ±ℓ NP ; (b) evaluate:
The main drawback of this procedure is that step 2(a) is rather complicate to implement (see [11] ). The strategy we have proposed is more expensive than this one in terms of degrees of freedom (one unknown per vertex on Γ D is added, instead of being eliminated). Nevertheless, one neat advantage is that its implementation is quite straightforward.
7. Numerical experiments. In this section we present some numerical results obtained with a code developed by us, which implements in Matlab the method described above.
We have solved a particular problem with known analytical solution to validate the computer code and to test the performance and convergence properties of the method. The geometry of the domain is similar to that of an electric furnace with only one electrode.
More precisely, we consider a domain Ω containing a conductor Ω C and dielectric Ω D as shown in Figure 7 .1.
We assume that Ω C and Ω = Ω C ∪ Ω D are coaxial cylinders of radius R C and R D , respectively, and height L. To obtain the data for a test problem in this domain with known analytical solution, we consider that Ω C and Ω are bounded sections of respective infinite cylinders. The electric conductivity σ is taken as constant in Ω C • on the top and bottom surfaces of the conducting cylinder Ω C , we impose
which is true in this case, because the electric field has vanishing r-and θ-components and, thus, it aligns with the normal vector n on these surfaces. Finally, we have used the following geometrical and physical data:
• R C = 1 m;
• R D = 2 m;
• L = 1 m;
• σ = 151565.8 (Ωm) −1 ; • µ = µ 0 = 4π 10 −7 Hm −1 (magnetic permeability of free space); • I 0 = 62000 A;
• ω = 50 Hz.
To determine the order of convergence, the numerical method has been used on several successively refined meshes and we have compared the obtained numerical solutions with the analytical one. 
