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　　摘要 : 提出了一种设计递阶模糊系统的简易而有效的方法. 在得到一个单级模糊系统的基础上 ,用灵敏度分析
法对每一个输入变量的重要性进行排序 ,从而确定每一级子系统的输入变量. 利用减法聚类和自适应神经2模糊推
理系统逐级对子系统进行训练 . 所得到的递阶模糊系统可进一步得到简化. 仿真实例证实了设计方法的有效性.
关键词 : 递阶模糊系统 ; 减法聚类 ; 输入选择 ; 自适应神经-模糊推理系统 (ANFIS)
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　　Abstract : An easy and effective method to design hierarchical fuzzy systems is presented. The degree of importance of
each input variable was obtained using sensitivity analysis method based on a single stage fuzzy model . After ranking of impor2
tance of each input variable ,input variables of every subsystem of the hierarchical fuzzy system can be determined. Every subsys2
tem was trained from the first stage to the last stage using subtractive clustering and ANFIS (adaptive neuro-fuzzy inference sys2
tems) . A method to reduce the hierarchical fuzzy system was proposed. The design method was proved to be feasible.





数时 ,通常的模糊系统 (单级模糊系统) 就可能会遇
到所谓的“规则爆炸”问题. 具有递阶结构的模糊系
统可以大大减少规则数[1～3 ] . 递阶模糊系统的设计
包括结构的确定和参数的优化. 结构的确定要解决
各个子系统之间的连接关系、每一个子系统的输入
变量的配置以及输入空间的划分. 文献 [ 4 ]提出了
一种递阶模糊系统的设计方法 ,但没有给出解决子
系统的输入变量的配置方法. 文献 [ 5 ]虽然给出了
一种输入变量配置的方法 ,但没有剔除对系统影响





应神经2模糊推理系统 (ANFIS) 的混合学习算法[6 ] .
所提出的设计方法还能剔除对系统影响很小的输入
变量 ,因而简化了递阶模糊系统的结构.
2 　TS 型的递阶模糊系统 ( TS type hierarchical
fuzzy system)
本文所要建立的是图 1 所示的具有 n 个输入的




系统中每一级子系统都是 Takagi-Sugeno ( TS)
型的模糊模型. 设 L j ( j = 1 ,2 , ⋯, n - 1) 是第 j 级子
系统的规则数 , A lj , i 是对应于第 j 级子系统的第 l 条
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其中 xj , i 为第 l 条规则中第 i 个输入变量.
令 y0 = x1 ,则如图 1 所示的第 j 级子系统的第
l 条规则可表示如下
Rlj :IF x
j +1 is A lj1 and y
j - 1 is A lj2 ,
THEN ylj = p
l
j1 x
j +1 + plj2 y
j - 1 + plj3 .
　　第 j 级子系统的输出为
y j = f j1 x
j +1 + f j2 y
j - 1 + f j3 .
其中















( x j +1)μlA
j2
( y j - 1) .
图 1 　递阶模糊系统
Fig. 1 　Hierarchical fuzzy system
3 　基于灵敏度分析的输入选择 ( Input selec2





y = f ( x1 , x2 , ⋯, xn) .
　　首先 ,根据一组训练数据对 [ x1 ( k) , x2 ( k) , ⋯,
xn ( k) ; y ( k) ] , k = 1 , ⋯, p , 可以利用 MATLAB 模
糊工具箱中的 ANFIS 函数建立单级 TS 模糊模型.
设每个输入变量的隶属函数个数均为 M 个 ,则该模
糊模型的规则数为 L = Mn . 由于该单级模糊模型
仅用于灵敏度分析 ,它不必具有太高的精度 ,因此可
以取较少的隶属函数个数 ,从而减少模糊模型的规
则数. 设单级 TS 模糊模型的第 l 条规则为
Rl :IF x1 is A
l
1 and ⋯and xn is A
l
n ,
THEN y l = pl1 x1 + ⋯+ p
l
n xn + p
l
n +1 .





f i x i .
式中
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, i = 1 ,2 , ⋯, n.
　　基于这个模糊模型可以计算出每一个输入变量






5 ŷ ( k)
5 x i ( k)
, i = 1 ,2 , ⋯, n .
其中
5 ŷ ( k)
5 xi ( k)




5 f j ( k)
5 xi ( k)
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5 f j ( k)







w l ( plj - f j) ( c
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越大 ,因此可以根据灵敏度 S i 对所有的输入变量的
重要性进行排序.
4 　基于减法聚类的 AN FIS 的应用 (Applica2
tion of ANFIS based on subtractive cluster2
ing)
本文采用减法聚类和 ANFIS 相结合的做法. 在
建立递阶模糊系统各级子系统时 ,首先使用减法聚




用的聚类方法有 :硬 K 均值聚类 ,模糊 C 均值聚类
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在对各级子系统进行减法聚类时 ,应选定每一







文采用如下做法来确定 ANFIS 的训练次数. 设第 j
级的第 m + 1 次训练后的 RMSE (均方根误差) 为
RMSEj ( m + 1) , 当满足如下条件时 ,则停止训练 ,进
行下一级的训练 :
| RMSEj ( m + 1) - RMSEj ( m) |
RMSEj ( m + 1)
≤ε0 .
　　1) RMSEj ( m + 1) > RMSEj ( m) ,取第 m 次训练
后的结果 ;
2) RMSEj ( m + 1) ≤RMSEj ( m) ,取第 m + 1 次
训练后的结果 ,其中ε0 为给定的训练精度.
5 　递阶模糊系统的建立和简化 ( Establish2
ment and reduction of a hierarchical fuzzy
system)





结果为 x1 , x2 , ⋯, xn , 则第一级子系统的输入变量
设置为 x1 ( k) , x2 ( k) , 其他级的输入变量设置为
x j +1 ( k) , y j - 1 ( k) , j = 2 , ⋯, n - 1. 其中 y j - 1 ( k) 为
第 j - 1级子系统的输出. 同时设置每一级子系统的
希望输出为系统的实际输出 ,这样就形成新的每一
级子系统的训练数据对 [ x1 ( k) , x2 ( k) ; y ( k) ] 以及
[ x j +1 ( k) , y j - 1 ( k) ; y ( k) ] , j = 2 , ⋯, n - 1 ; k = 1 ,
⋯, p.
在确定了各级子系统的训练数据对并选定每一
级子系统的聚类半径 rj 后 , 就可以从 j = 1 (第一
级) 开始 , 采用上述的基于减法聚类的 ANFIS 逐级
地建立各级子系统 ,一直到 j = n - 1 为止.





记 RMSEmin = min
j
(RMSEj) , 当满足如下条件
时 ,则删去第 j ( j ≥2) 至第 n - 1 级的子系统
δj =







611 　仿真实验 1 ( Example 1)
函数被定义为
y = - 0. 2 x31 + 0. 8 x
2
2 + 2 x3 - 5.
　　输入 x1 , x2 , x3 均为 [ - 1 ,1 ] 的随机数 ,另加入
一个随机干扰输入 x4 ∈[ - 1 ,1 ] , 由此产生 200 个
数据对 ,先建立包含 4 个输入变量的 TS 型单级模糊
模型 ,输入空间是网格均匀划分的 ,用 ANFIS 方法
训练 1 次. 当每个输入变量的隶属函数个数都为 3
时 ,模糊规则数为 81 ,计算出每个输入变量的灵敏
度 S1 = 0. 0927 , S2 = 0. 3604 , S3 = 1 , S4 = 0. 0117.
当每个输入变量的隶属函数个数都为 2 时 ,模糊规
则数为 16 ,计算出每个输入变量的灵敏度 S1 = 0.
0968 , S2 = 0. 3780 , S3 = 1 , S4 = 0. 0067. 虽然取不同
的隶属函数个数 ,但所得到的输入变量的重要性排
序没有变化. 在建立递阶模糊系统时 ,产生 1000 个
数据对 ,每一级子系统用基于减法聚类的 ANFIS 训
练 ,并采用两种不同的输入变量配置. 第一种结构是
根据灵敏度的大小设置每一级子系统的输入 ,即 x1
= x3 , x
2 = x2 , x
3 = x1 , x
4 = x4 . 第二种结构为 x
1 =
x1 , x
2 = x2 , x
3 = x3 , x
4 = x4 . 两种不同的递阶模糊
系统的训练结果见表 1. 显然 ,第一种结构的递阶模
糊系统要优于第二种. 取ε1 = 0. 02对第一种结构的
递阶模糊系统进行简化 ,简化后的递阶模糊系统由
两级组成 , 排除了干扰输入 x4 , 总规则数为 15.
RMSE = 0. 0121391.
表 1 　实验 1 的仿真结果
Table 1 　Simulation results of Example 1
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612 　仿真实验 2 ( Example 2)
对象[8 ]被定义为
y ( k + 1) =
y ( k) y ( k - 1) y ( k - 2) u ( k - 1) [ y ( k - 2) - 1 ] + u ( k)
1 + y2 ( k - 1) + y2 ( k - 2)
.
这是一个非线性动态系统. 定义 x1 = u ( k) , x2 =
u ( k - 1) , x3 = y ( k) , x4 = y ( k - 1) , x5 = y ( k - 2) .
u ( k) 取[ - 2 ,2 ]的随机数 ,得到 1500 个输入输出数
据对 ,用以建立包含 5 个输入变量的 TS 型单级模糊
模型 ,每个输入变量的隶属函数个数都为 2 ,采用普
通的 ANFIS 方法训练一次 ,在此基础上可以得到 S1
= 1 , S2 = 0. 0664 , S3 = 0. 0915 , S4 = 0. 2661 , S5 =
0. 2859. 根据灵敏度的大小设置每一级子系统的输
入 ,即 x1 = x1 , x
2 = x5 , x
3 = x4 , x
4 = x3 , x
5 = x2 .
在建立递阶模糊系统时 , 仿照文献 [8 ] 用如下做法
产生 9000 个训练数据对 :当 0 ≤ k < 4500 时 , u ( k)
取 [ - 2 ,2 ]的随机数 ,当4500 ≤k ≤9000时 , u ( k) =
1. 05sin ( kπ/ 45) , 用基于减法聚类的 ANFIS 训练每
一级子系统 ,递阶模糊系统的训练结果见表 2.
表 2 　实验 2 的仿真结果
Table 2 　Simulation results of Example 2
级数 j rj 规则数 RMSEj
1 0. 2 5 0. 232999
2 0. 5 2 0. 197472
3 0. 5 2 0. 196738
4 0. 5 2 0. 195951
　　取ε1 = 0. 02对递阶模糊系统进行简化 ,简化后
的递阶模糊系统只有两级 ,两级的输入变量分别为
u ( k) , y ( k - 2) 和 y1 , y ( k - 1) ,忽略了对系统影响
较小的输入变量 u ( k - 1) , y ( k) , 这时递阶模糊系
统仅由 7 条规则组成.
为考验简化后的递阶模糊系统的性能 ,取
u ( k) = sin (πk/ 25) , k < 250 ,
u ( k) = 1. 0 , 250 ≤ k < 500 ,
u ( k) = - 1. 0 , 500 ≤ k < 750 ,
u ( k) = 0. 3sin (πk/ 25) + 0. 1sin (πk/ 32) +
0. 6sin (πk/ 10) , 750 ≤ k ≤1000.
　　将 u ( k) 分别施加到真实对象和简化后的递阶
模糊系统上 ,图 2 是仿真的结果.
仿真结果验证了这种设计方法的有效性. 仿真
实验也表明 ,在建立用于灵敏度分析的单级模糊系





Fig. 2 　Output of the plant (solid line) and the reduced
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