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Abstract 
We consider positive definite and radial functions. After giving general results concerning the smoothness of general 
positive definite and radial functions, we investigate the class of compactly supported, positive definite, and radial functions, 
where every function consists of a univariate polynomial within its support. Especially, we show that these functions 
necessarily possess an even number of continuous derivatives. Finally, we provide a general construction technique which 
we use to construct anew family of compactly supported basis functions of arbitrary smoothness. @ 1999 Elsevier Science 
B.V. All rights reserved. 
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1. In t roduct ion  
Interpolation by shifts of  a radial basis function has proved to be a very useful tool for the 
construction of  surfaces from scattered ata. To interpolate a function f E C(t2), f2 C_ R d, on certain 
centers X = {Xl . . . .  ,Xs}, this method chooses a fixed basis function q~:R/_-0 ~ ~ and forms the 
approximant as 
N 
sf(x)= ~ a j~( l lx  - xjl l2) 
j=l 
with coefficients a/ determined by the interpolation conditions 
sf(xg) = f(xg), 1 <<, j <<, N. 
In this case the interpolation matrix 
A+,x = (~( l lx j  -- xkll2)) 
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has to be nonsingular, which is especially the case if q~ is a positive definite function (see 
Definition 3). 
The shape of the generated surface sf is obviously determined by the choice of the basis func- 
tions q~, especially by its smoothness. But the smoothness of ~b plays also an important role for esti- 
mates on the approximation error and for the stability of the interpolation process, i.e. the condition 
number of the interpolation matrix A¢,x. In the first case, to be more precise, it is important to know 
the smoothness of the even extension of ~b to negative arguments. Having this in mind, we assume 
~b from now on to be an even function q~: ~ ~ ~, ~b(--) = q~(.). 
From the numerical point of view it is reasonable to want ~b to be as simple as possible and 
to want ~b to have a compact support. In this case the evaluation of sf in (1) on a given point x 
needs only few evaluations of q~ and the interpolation matrices (2) are sparse. For this reason several 
authors [2, 7, 6] have constructed radial basis functions with compact support, where the simplest 
cases [7, 6] are of the form 
p(r), 0 <~ r <<. 1, 
~b(r) = O, r > 1 (3) 
with a univariate polynomial p. A different support can easily be achieved by scaling. 
A more thorough investigation of the smoothness of both of these families of piecewise polynomial 
basis fimctions hows that each member ~b possesses an even number of continuous derivatives. This 
gives rise to the following question: 
Problem 1. Is there any positive definite functions of  the form (3) with an odd number and no 
further continuous derivatives? 
One aim of this paper is to answer this question by showing that every positive definite function 
~b of form (3) must necessarily have an even number of continuous derivatives and the smoothness 
is ruled by the smoothness around zero. The latter can be seen as an extension of the following, 
well-known theorem (cf. [3]). Note, that this theorem concerns functions that are not necessarily 
radial, while we are interested in the radial part q~. Furthermore, it deals only with even numbers of 
continuous derivatives. 
Theorem 2. I f  ¢b : ~ d ~ ~ is a positive definite function which is C 2k around zero, then • is C 2k 
everywhere. 
Motivated by the negative answer to Problem 1 and by the function given in [2], we shall also 
look for more general positive definite functions than (3) having an odd number of derivatives. 
The outline of this paper is as follows: After a short description of the general setting we draw 
conclusions from the positive definiteness of a general q~ in odd dimensional spaces, which hold 
for ~b's of form (3) also in even dimensional spaces. Next, we classify basis functions of form (3) 
by their smoothness and show that there exists none with an odd number of continuous derivatives. 
Finally, we give a quite general but still simple technique for the construction of further positive 
definite functions, which we use to construct a new family of compactly supported radial basis 
functions of arbitrary smoothness. 
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2. Preliminaries 
In this section we give the definition of a positive definite function, collect some results conceming 
positive definite functions, and introduce operators useful for our further analysis. 
Definition 3. A continuous and even function th" E ---, E is said to be positive definite on Ea iff for 
all N E N, all sets of pairwise distinct centers X = {xt ... ,XN} G R d, and all vectors ~ E ~n\{0} the 
quadratic form 
N N 
j= l  k=l 
is positive. We denote the set of all such functions ~b by PDd. The function is said to be positive 
semi-definite iff the quadratic form is only nonnegative. 
The definition of positive definiteness i equivalent to the requirement that all interpolation matrices 
Ac~,x are positive definite for all sets X of distinct centers. Due to a famous theorem of Bochner 
(cf. [11) for every positive semi-definite function q~ on R d there exists a nonnegative, finite Borel 
measure on Ed, such that 
ck(Hxl[2)=(2n) -d/2 f eixr'°d~(co), xE ~u. (4) 
dRd 
If ~= ~(11" IIz)EL,(~ ~) then its Fourier transform 
~(co) = (2r0 -a/2 £~ 4~(11o~112 )e -~w°~ do~ 
is also radial and can be represented by ~(~o)--F~(ll~l12) with 
/7 Fd~)(r) = r -(a-2~/2 c~(t)ta/2J(~_2~/2(rt) dr, 
where J~ denotes the usual Bessel function of order v of the first kind 
(__ l )m(r/2 )2m+v 
J~(r) = ~ m!F(m + v + 1)" 
m=O 
Note, that 4~ E L 1 (Ea) is satisfied if for instance dp(r)r a- 1 E L 1 (~ >1 o), and we will use this requirement 
in what follows. 
In the situation of integrable functions we can specify Bochner's theorem in the following way. 
Lemma 4. Suppose ~=q~(ll" Iha)~Ll(Rd) is continuous. Then ~ is positive definite on •a if and 
only if • is bounded and its Fourier transform is nonnegative and nonvanishing. 
Proof. Suppose ~b is positive definite. Then it follows immediately from the definition that [~(x)[ 
~< ~(0) is bounded. Furthermore, since the measure p in representation (4) is finite and 
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nonnegative we find for every nonnegative test function 7 that 
f~ ~(c°)7(~°)dm = fR~ 7(co)d/~(co)i> O, 
using Fubini's theorem. This shows that ~ is nonnegative. Finally, ~ is in L l(~ a) due to the mono- 
tone convergence theorem, because the sequence fro(x)= (2~)-d/2~(x)e -]lxll~/(4m) is nondecreasing and 
satisfies 
( 27~ )-d/2 J~a~(x )e-Ilxll~/(4m) dx = ~a ~(x ) ( m ) d/2 e-mllxl12 dx 
- -  JRf  (x/v/- )e-Ilxll /2 
Thus we can recover • from its Fourier transform ~. This shows that the continuous function 
cannot identically vanish, since q~ is positive definite. 
If on the other hand ~ is bounded and has a nonnegative, nonvanishing Fourier transform the 
same arguments lead to ~ELI(~d) .  Thus ~/i can be recovered from its nonnegative, nonvanishing 
Fourier transform, which means that ~b must be positive definite. [] 
Furthermore, we need two operators, which were introduced in [7] and generalized in [4] to handle 
radial functions. 
Definition 5. (1) Let ~b be given such that dp(t)tELl(~o), then we define for r ~> 0 
f I4(r) := t (t) dt. 
(2) For even q~ E C2(~) we define for r ~> 0 
D~(r) := - l~ ' ( r ) .  
r 
In both cases the resulting functions should be seen as even functions by even extension. 
Note, that in the given situation D~b(0) is well defined, because ~b'(t)= O(t), t ~ 0. 
The connections between the operators I, D and Fa are given in the next lemma. The proof is 
simple and can be found in [7]. 
Leinma 6. (1) The operators I and D are inverse: I f  ~ is continuous and satisfies tdp(t) E L1(~>0 ),
then Dldp=dp. On the other hand, /f ~bE C2(R) is even and satisfies q~' EL l (~0) ,  then 1Drip=alp. 
(2) I f  c#(t)t a-I ELI(R~>0) and d >>. 3, then Fa(c#)=Fa_2(Idp). 
(3) I f  c# E C2(~) and dp(t)t a-1 EL1(R~0), then Fa(dp)=Fa+z(Oc~). 
Finally, we want to use the following notation for brevity: q~ E C(Xo) shall mean that there is an 
open surrounding U of Xo with ~b E C(U).  
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3. General results derived from positive definiteness 
Let us assume that the basis functions generate integrable functions on ~d, which is given if they 
satisfy flp(r)r d-I ELI([~>0). We now want to derive our first result on the smoothness of ~ in odd 
space dimensions, which also holds in even space dimensions, if ~b is a function of form (3). 
Theorem 7. Let ~p be an even and positive definite function on R e satisfyin9 ck(t)t a-1 EL1(R~>0) 
for odd space dimension d. Then d? E CLa/2J(~>o) is already valid 
Proof. On account of flp(r)r a-1 ELI([~>0) the function 4= ~b([ I • IIz) is in L~(Ed). Since ~b is positive 
definite on Ed we know from the proof of Lemma 4 that the Fourier transform ~ of • belongs also 
to LI(R a). This means in other words 
fo °~ IFddp(t)[t a-1 dt < oo. 
Since both ~ and ~ are in LI(R a) we can recover • from its Fourier transform ~. But as both 
functions are radial this can be written in the form 
= r -(a-2)/2 fo °~ Fdt~(t)td/ZJ(d_2)/2(rt )d . (5) 
Using Leibniz' formula and the fact that the Bessel functions and their derivatives possess the 
asymptotic behaviour J~m)(r)= O(r -1/2) for r ~ c~ (cf. [5]) we can conclude that 
dr I r-(d-2)/2J(d_2)/2(rt ) ~ c(r)t t-l~2 for t --+ c~. 
Thus we can differentiate (-times under the integral in (5) as long as ( ~< [d/2J. In this case the 
integral in the representation of ~)  can be bounded by 
o ec Fdflp( t )td/2+f-1/2 dt. 
This means that we can form up to [d/2J derivatives of ~b. [] 
From the proof of the last theorem we see that the result holds also for even space dimension if 
Fddp(t)t a-1/2 ELI(R~>0). But this does not help and we do not want to pursue it further. 
We end this section with a version of Theorem 7 for basis functions of form (3) and general 
space dimension. 
Theorem 8. Let dp be of form (3) and positive definite on ~d. Then (9 satisfies dpEC Ld/z3 
(R>0). 
Proof. As q~ satisfies the conditions of Theorem 7, we only have to prove the even-dimensional 
case. Let d = 2(. As we can use the proof of Theorem 7 for derivatives up to order d -  1 and as 
q5 is smooth on (0, 1) and (1,e~) it remains to show that the dth-derivative of p vanishes in one. 
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Therefore, suppose p(r )= ~=0 cjrJ. Then the d-variate Fourier transform of q~ is given for r > 0 
by 
/o r Fddp(r) = r -d p(t/r)td/2J(d_2)/2(t) dt
/o r =o cjr-j tJ+eJe-l(t) dt 
=: r-dI(r). 
Since q~ is positive definite on •d we have 1 t> 0, ~ 0. Now, making use of (d/dt){t-vjv(t)} = 
- t-vJv+l(t) we get by partial integration 
n for I(r) = Z cJ r-j tJ+eJt_~ (t) dt 
j=O 
n fr = Z cJ r- j  tJ+2~-2t-e+2Jl-1(0 dt 
j=O 
I /o r ] =~-~cjr -j tJ+tJe_2(t) +( j+2~' -2 )  tJ+e-lJt_2(t)dt 
j=O 
= - cjreJ~_2(r) + ~ cjr-J(j + 2~ - 2) tJ-e-lJl_2(t) dt 
j=0 j=0 
fo r = Z c J  - j ( j  + 2E - 2) tJ-~-lJe_2(t) dt 
j=O 
because of p(1 ) = ~ cj = 0. Knowing p(  1 ) = p'(  1 ) . . . . .  p ( / -  1)( 1 ) = 0, we can iterate this process 
to derive finally 
n 
I(r) = - ~ c j ( j+2E-2) ( j+2f -4 )  . . . . .  jJ_2(r) 
j=l  
n fo  r + ~ c j ( j+2E-2) ( j+2E-4)  . . . . .  j ( j -2 ) r  -j tJ-lJ_2(t) dt. 
j=l  
The asymptotic behaviour of the first summand is determined by 
(v 4) J r ( r )= cos r ~ +O(r  -3/2) 
(cf. [5]), which means that the first summand ecays like O(1/v;7 ) for r--+oo with varying sign 
unless the sum 
n 
cj(j-F 2f -2  )(j-F 2f -4  ) . . . . .  j (6) 
j=l  
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is equal to zero. We are now going to prove that the second summand in the last representation f 
I(r) decays like O(1/r) for r---~o~. This means that the second summand cannot compensate the 
change of sign of the first summand for large r and thus sum (6) must already be zero. 
Using J, --- (-1)nJ_n, n E ~, and (d/dt){FJ~(t)} = FJ~_l(t) we get by partial integration 
r-J fort J - l J_z(t)dt:r- J  ~rtj- l J2(t)dt 
/o r 
= r -j tJ-4t3&(t) dt 
fo r = r- J  tJ-'J3(t)l  - ( j -4 ) r  -j #-2J3(t) dt 
= - J3 ( r ) - ( j -4 ) r  -j #-2J3(t) dt. 
F 
Since J~(r) decays like O(1/v'~ ) we can bound the integral term in the last expression by 
fortJ_2j3(t)dt f ]  1 r -j <~ clr-J+e2 r-j  t j-2-1/2 dt <. c3r-J+c4 r-3/2 <~ c-  
r 
for every j ~> 1. Knowing that sum (6) is zero leads us finally to 
0= c j ( j+2~-2)  . . . . .  j=(--1)tD:{rZE-2p(r)}(1)= ~ 7jpO)(1) 
j=l j=O 
with certain constants y;, 0 ~< j ~< f, 7~ = 1. But as the first t ~- 1 derivatives of p already vanish in 
one, we derive p~¢)(1)=0. [] 
4. The smoothness of piecewise polynomial functions 
In this section we further investigate positive definite functions of form (3). We characterize 
them by their smoothness, howing especially that they must have an even number of continuous 
derivatives. Our results can be seen as generalizations of Theorem 2 and their proofs make heavily 
use of the operators I and D defined in Section 2. Let us start with a very elementary lemma. 
Lemma 9. For every function 49 of form (3) there exists a constant k C No with 49 e C2k(0). 
Proof. As p is C °~, restrictions on the smoothness of 49 in zero can only come from the fact that 
49 is an even function. To be more precise, the odd derivatives have to satisfy p¢2e+l)(0)= 0, while 
the even derivatives are not subject to any further condition. This means if 4, possesses 2k-1 
continuous derivatives, it already possesses 2k continuous derivatives. [] 
Note, that the number k of the last lemma is determined by the first odd coefficient of p that 
does not vanish. Our next lemma shows how the operators I and D influence the smoothness of 
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49 in 0 and 1. Of course, these points are the only points of interest, if functions of form (3) are 
considered. But a more general form for general functions would also hold. 
Lemma 10. Assume 49 E C2k(O ) N C~ (1) fq PDd and that 49 is of form (3). Then the following rela- 
tions hold: 
• I f  k, ~ >>, 1, then D49 E c2k-2(0) I"1 Ce-I(1 ) N PDd+2. 
• I f  d >>- 3, then I49 E C2k+2(0) N Ce+l(1 ) N PDd-2. 
Proof. The statements on the positive definiteness of the functions 149 and D49 are consequences 
of Lemma 6 and Bochner's theorem. It is obvious that the smoothness around one behaves in the 
stated way. The proof for the smoothness around zero is not more complicated. In the first case we 
have k>~l which allows us for 0<r  ~< 1 to write 49(r)= ~]=oajr j where exactly the first k odd 
coefficients vanish. Thus, the application of D to 49 yields D49(r)=- ~=2 ajJ r j-2, and exactly the 
first k -  1 odd coefficients vanish, which means D 49 E C2~-2(0). The second assertion can be proved 
in the same way. [] 
The proof of this lemma shows on the one hand that the results hold for more general 49's and on 
the other hand, that for 49's of form (3) 149 and D49 can be computed in a very elementary way. The 
latter is a real advantage for the construction of compactly supported, radial, and positive definite 
functions. 
Our main theorem shows that the smoothness of 49 around zero determines the smoothness of 49 
everywhere. As said before, this can be seen as a generalization of Theorem 2. 
Theorem 11. Assume dE N fixed Let 49 be a positive definite function on ~d of form (3), Le. 
p(r), 0 <~ r <<. 1, 
49(r)= 0, r> l  
with a univariate polynomial p. Then the smoothness of 49 around zero and one must have the 
form 
49 C cZk(0) n C2k+Ld/ZJ+~(1 ) 
with (,k E No. 
Proof. For k = 0 this is nothing but Theorem 8. So let us start with a function 
49 E C2k(0) (q cm(1 ) (-1PD~ 
and let us suppose d ~> 2 first. Then we have m >~ [d/2J by Theorem 8. If already m i> 2k is satisfied, 
then we have 
~k := Dk49 E C°(0) n cm-k(1 ) f'q PDa+2k, 
which leads by Theorem 8 at least to 
~k E cLd/2J+k(1). 
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This means m-k >1 [d/2J +k  or m >/td/2J +2k. 
Thus it suffices to show that m <2k  is impossible. Therefore, we distinguish between even or 
odd m. 
I f  m is even, say m = 2n, we set p := k-n  and are in the situation of 
49 E C2p+2n(o) n c2n(1 ) n PDd. 
I f  we now have n >/p, we can form 
:=Dn+P49 E C°(0) n cn-p(1) n POd+zn+2p 
and get n-p>~ Ld/2J +n+p or 0 ~> Id/2J+2p by Theorem 8 as before. This leads us to d = 1, p = 0, 
in contrast o our assumption d >~ 2. 
I f  we have n < p, we can form 
lp :~- D2n 49 E C2(p-n)( o) n C0(1 ) N PDd+4n 
this time and derive 0/> [d/2J +2n, which means d = 1 and n = 0 in contrast o d ~>2 again. Thus 
we have shown that an even m < 2k is impossible for d >/2. 
I f  m is odd, say m=2n+l ,  we set p=k-n  again, and have 
49 E C2p+2n(o) n C2"+t(1) n PDa. 
Once more, we have to distinguish whether p or n is larger. The case of n >~ p can be dealt with 
in the same way as before. In case of  n < p we form 
I//:= D 2n+149 C C2(p-n-l)(o) n cO( l ) n POd+4n+2 
and get the condition 0>~ Ld/2J+2n+l, which cannot be satisfied. Thus neither even nor odd m <2k 
is possible, if the space dimension satisfies d >~ 2. 
The case of space dimension d = 1 is only a special version of  Theorem 2. [] 
Corollary 12. Every function 4)E PDd of form (3) has an even number of continuous derivatives. 
The following problem was solved in [6] for even numbers of continuous derivatives. 
Problem 13. Suppose a space dimension d and a smoothness ( are given. What is the function 49 
of form (3) satisfying 49 c PDd n Cc(~) consisting of a polynomial p of minimal degree? 
Now, we know that the characterization i  [6] was already complete, because every function 49 of 
form (3) which satisfies the assumptions must have an even number of continuous derivatives, or 
with other words only even f ' s  can appear. For completeness, we recite the result of [6] here. 
Theorem 14. For given space dimension d and given smoothness 2k there exists up to a constant 
factor only one function 49 of form (3) which is in PDd N C2g(~) and has a polynomial of minimal 
degree [d/2J+3k+l. The function is given by 49d,k ::I~49Ld/2J+k+l where 49~ : : (1 - - )+ .  
Actually, the function 49d,k possesses exactly [d/2J +2k continuous derivatives around one. 
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5. Compactly supported basis functions of arbitrary smoothness 
Motivated by the results of the last section and by the basis function given in [2] which has 
within [0, 1] the form ¢( r )= p(r)+q(r)log(r) with polynomials p and q and is zero for r>0 and 
which posssess only one continuous derivative, we are now interested in constructing functions of 
this form with any given smoothness. We start with a general construction technique. 
Theorem 15. Suppose f EL~(R~o) is nonnegative and positive on a set U of positive Lebesgue 
measure. Suppose further a kernel K : ~>0 x ~>~0 --~ ~ is given satisfyin9 
* K(., r) is measurable for all r >i O. 
• IIKII  
• K(t,.) is positive semi-definite on ~d for all t > 0 and positive definite on ~d for t E U. 
Then 
fo ° 
¢(r)  := K(t, r ) f ( t )  dt (7) 
is positive definite on ~d. 
Proof. Since K(t, .) is positive semi-definite for every t~>0, it is in particular continuous. Standard 
arguments yield that ¢ is also continuous. Finally, if pairwise distinct x~ ....  ,XN E •d and ~ E ~d\{0} 
are given, we see at once 
N oo  N 
ajak¢([lxj-x~[[2)= fo ~ ajakK(t, [Ixj--xkll2) f(t)dt>~O. 
j,k=l j,k=l 
Actually, the quadratic form must be positive because otherwise the set of points where the integrand 
does not vanish must have measure zero. This is impossible since it contains the set U. [] 
The result can be generalized by replacing the measure f ( t )d t  by any nonnegative, finite Borel 
measure on [0, o0) when the conditions on the set U are modified in an obvious way. 
We want to apply the last theorem by setting K(t, r )= Cd, k(r/t), where Cd, k is any of the basis 
functions given in Theorem 14. Then K is well defined, since K(t, r)---0 whenever t<r.  For f we 
choose the function f ( t )  = t m, t E [0, 1], and f ( t )  = 0 elsewhere. In this case (7) is a function with 
support in [0, 1] having the representation 
f 
l 
¢(r) = Cd,k(r/t)t m dt, 0 ~< r ~< 1. (8) 
x-~f+2k  - -  j Theorem 16. Suppose Ca,~(r)= 2_.,/=0 a j  E PDa fl C2k(0) M Ck+f-l(1), 0 ~< r ~< 1, is a function from 
Theorem 14 where f = [d/2J +k+l .  Suppose further ¢ is defined by (8) with 0 <~ m <<, f+2k-1  = 
[d/2J +3k. Then ¢ is positive definite on R d and has within its support the representation 
p(r)+cr m+l log(r), m>~2k or (m<2k and m odd), 
¢( r )= p(r), m<2k and m even 
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,r~ (+2k j with the polynomial p ( r )= 2_,j=0 cjr and the coefficients cj = ~/ (m- j+ 1), j ~ m+l,  Cm+I = --(Cl + 
• "" +Cm+Cm+2+''" +Ct+2k), and c = --Cl, n+l. Furthermore, the smoothness of  49 is 9iven by 
49 E CE+n(1) N 
c2k(o), m ~> 2k, 
c2m(o) ,  m < 2k and m even, 
C"(O), m < 2k and m odd. 
We restrict ourselves to m ~< f+2k-1  = [d/2] +3k, because for larger m the function 49 would again 
be a polynomial within its support. 
Proof. The representation can be gained by straightforward computation: 
(+2k 
49(r1 = m- j+ l  ,=o m-j+ l  
jd-m+l j~m+ 
- - rm+l -dm+lr  ~+1 log(r). 
Since 49d, kE C2k(0) the first k odd coefficients dj of 49d, k vanish. This means because ofm ~< d+2k-1  
that 49 is a polynomial in [0, 1] if and only if m is even and less than 2k. 
For the smoothness of (k around one we note that 49d, k has f+k-1  continuous derivatives around 
one, which means that 49d, k has the Taylor expansion 
2k+( 
q~d,k(r)= Z ?J (1 - r ) j  
j=k+{ 
for 0 ~< r ~< 1 with ?j = ( -  1 )J(dJ/dr j)49d,k(1 )/j!. This leads to 
2k+~ 1 2k+t 1(1 
49(r)= ~ ? j r  (1- r / t ) J tmdt= ~ r -s)Js-(m+2)ds, 
j=k +( j=k +d • 
b(~: = 
which implies I j ( r )=- (1 - r )~r  -(m+2) and hence C) (1 )=0 for 0 ~< v <~j. Summing up, we see for 
the left-hand erivatives of 4) that 49(v)(1-)= 0 for 0 ~< v ~< (+k and thus 4)E Ck+e(1). 
Finally, we have to investigate the smoothness around zero. If m >~2k we have 49(r)= p(r)+cr m+l 
log(r). Since r m+l log(r) ECm(O) C_ C2k(0) and since exactly the first k odd coefficients of p vanish 
by construction, 49 must possess 2k continuous derivatives and no further around zero. For if 49 
would have more than 2k continuous derivatives around zero, we could conclude that also p and 
finally 49d.k must have more continuous derivatives. A similiar argument leads to 49 E Cm(0) in case 
of odd m <2k. If finally m <2k is even, then 49 coincides with p on [0, 1]. A vanishing c,,+t would 
imply 49 G PDd f-)C 2k. Since 49 is positive definite and of the same degree as 49d, k, both functions 
must according to Theorem 14 coincide up to a positive constant. This is obviously not the case, 
thus Cm+1 cannot vanish, which means 49 E czm(o) cannot be improved. [] 
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Some examples of these fimctions are up to constant factor given by 
m= 1, ~( r )=( l+12r2-16r3+3r4)+12r2  log(r), PD1 A C 1, 
m=2,  ¢~(r )=(1-18r2+8r3+9ra) -24r3  log(r), C 2, 
m = 1, t~(r) = (3+80r 2-120r3+45r4--8r 5)+60r 2 log(r), PD3 (7 C 1, 
m = 2, q~(r) = (1 -30r2 -10r3+45ra-6rS) -60r3  log(r), C 2, 
m = 3, qb(r) = (1 -20r2+80r3-45r4-16rS)+60r  4 log(r), C e, 
where we have used the generating functions ~b1,1 and ~3,1. 
Let us finally remark that the Fourier transform of these functions can be computed via 
Fdd?(r) = tdFdq~d,k(rt)f(t) dt, 
which is important for a further analysis of these functions. 
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