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Abstract
We consider continuous-state and continuous-time control problems where the admissible
trajectories of the system are constrained to remain on a union of half-planes which share a
common straight line. This set will be named a junction. We define a notion of constrained
viscosity solution of Hamilton-Jacobi equations on the junction and we propose a comparison
principle whose proof is based on arguments from the optimal control theory.
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1 Introduction
We are interested in optimal control problems whose trajectories are constrained to remain
on a multidimensional junction. We define a junction in Rd, d ≥ 2, as a union of half-
hyperplanes sharing an affine space of dimension d − 2, see Figure 1 for a junction in R3.
For simplicity, we shall limit ourselves to junctions in R3, although all what follows can be
generalized for d ≥ 3. We shall name interface the straight line Γ shared by the half-planes.
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Figure 1: The junction S in R3
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The junctions in Rd are particular ramified sets, which we define as closed and connected
subsets of Rd obtained as the union of embedded manifolds with dimension strictly smaller
than d. Figure 2 below supplies examples of ramified sets.
•
•
•
•
•
•
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Figure 2: Examples of ramified sets
While there is a wide literature on control problems with state constrained in closures of
open sets ([23, 24], [9], [16]), the interest on problems with state constrained in closed sets
with empty interior is more recent. The results of Frankowska and Plaskacz [11, 10] do apply
to some closed sets with empty interior, but not to ramified sets except in very particular
cases.
The case of Hamilton-Jacobi equations on networks, see Figure 2 (a), is now well understood.
The first work seems to be the thesis of Schieborn in 2006, [21]. It was focused on eikonal
equations. These results were improved later in [22]. The notion of viscosity solutions
in these works are restricted to eikonal equations and cannot be used for more general
control problems. The first two articles on optimal control problems whose dynamics are
constrained to a network were published in 2013: in [1] Achdou, Camilli, Cutr`ı and Tchou
proposed a Hamilton-Jacobi equation and a definition of viscosity solution. Independently, in
[15] Imbert, Monneau and Zidani proposed a Hamilton-Jacobi approach to junction problems
and traffic flows and gave an equivalent notion of viscosity solution. Both [1] and [15] contain
the first comparison and uniqueness results for Hamilton-Jacobi equations on networks, but
these results needed rather strong assumptions on the Hamiltonians behaviour. A general
comparison result has finally been obtained in the recent paper by Imbert-Monneau [14]. In
the latter, the Hamiltonians in the edges are completely independent from each other; the
main assumption is that the Hamiltonian in each edge, say Hi(x, p) for the edge indexed
i, is coercive and bimonotone, i.e. non increasing (resp. non decreasing) for p smaller
(resp. larger) than a given threshold p0i (x). Of course, convex Hamiltonian coming from
optimal control theory are bimonotone. Moreover, in [14], the authors consider more general
transmission conditions than in [1, 15], allowing an additional running cost at the junctions.
Soon after, Y. Achdou, S. Oudet and N. Tchou, [2], proposed a different proof of a general
comparison result in the case of control problems. In [2], the dynamics and running costs be
different on each edges, and the Hamiltonians in the edges are a priori completely independent
from each other, as in [14]. Whereas the proof of the comparison result in [14] it is only
based on arguments from the theory of partial differential equations, the proof in [2] is based
on arguments from the theory of control which were first introduced by G. Barles, A. Briani
and E. Chasseigne in [6, 7]. In the latter articles, the authors study control problems in
R
N whose dynamics and running costs may be discontinuous across an hyperplane. The
problems studied in [6, 7] and in [2] have the common point that the data are discontinuous
across a low dimensional subregion.
There is even less literature on Hamilton-Jacobi equations posed on more general ramified
spaces. In their recent article [8], F. Camilli, D. Schieborn and C. Marchi deal with eikonal
equations, generalize the special notion of viscosity solutions proposed in [21, 22], and prove
existence and uniqueness theorems. The work by Y. Giga, N. Hamamuki and A. Nakayasu,
see [12], is devoted to eikonal equations in general metric spaces, and their results apply to
ramified spaces. The difficulty with general metric space (χ, d) is that the gradient Du of
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a function u : χ → R is not well-defined in general. Yet, eikonal equation can be studied
since a definition for the modulus of the gradient can be given. More general results in
geodesic metric spaces have been recently given by L. Ambrosio and J. Feng, see [3], see also
the recent paper of [20], who considered evolutionary Hamilton-Jacobi equations of the form
ut+H(x, |Du|) = 0 in a metric space. For optimal control problems on ramified sets, we can
mention the recent article by C. Hermosilla and H. Zidani [13], in which they study infinite
horizon problems whose trajectories are constrained to remain in a set with a stratified
structure. The authors obtain existence and uniqueness results with weak controllability
assumptions, but they assume that the dynamics is continuous.
The present work is a continuation of [2] (which was focused on networks), but since the
interface Γ is now a straight line instead of a point, the trajectories that stay on Γ have a
richer structure than in [2]. We will have to introduce a tangential Hamiltonian HTΓ to take
these admissible trajectories into account. Different controllability assumptions can be made
1. strong controllability in a neighborhood of Γ
2. a weaker controllability assumption in a neighborhood of Γ, namely normal controlla-
bility to Γ, see [H˜3] in § 2.1.2.
As in [2], the proof of the comparison results will be inspired by the arguments contained in
[6, 7].
In § 2, we discuss the case when strong controllability is assumed in a neighborhood of
Γ. We propose a Bellman equation and a notion of viscosity solutions, prove that the value
function is indeed a continuous viscosity solution of this equation, and give a comparison
result. In § 3, the same program is carried out when only normal controllability holds in a
neighborhood of Γ. As in [7], we first prove that the value function is a discontinuous viscosity
solution of the Bellman equation. We then prove a comparison result. The latter implies the
continuity of the value function. Finally, in § 4, we extend the results by assuming that in
addition to the dynamics and costs related to the hyperplanes, there is a pair of tangential
dynamics and tangential running cost defined on Γ.
Although we will not discuss it, the results obtained below can be generalized to ramified sets
for which the interfaces are non intersecting manifolds of dimension d − 2, see for example
Figure 2 (b). On the contrary, it is not obvious to apply them to the ramified sets for which
interfaces of dimension d− 2 cross each other, see Figure 2 (c). This topic will hopefully be
discussed in a forecoming work.
2 First case : full controllability near the interface
2.1 Setting of the problem and basic assumptions
2.1.1 The geometry
We are going to study optimal control problems in Rd, d = 3, with constraints on the state
of the system. The state is constrained to lie in the union S of N half-planes, N > 1. Let
(ei)i=0,...,N , be some respectively distinct unit vectors in R
d such that ei.e0 = 0 for any
i ∈ {1, . . . , N}, where for x, y ∈ Rd, x.y denotes the usual scalar product of the Euclidean
space Rd. The notation |.| will be used for the usual Euclidean norm in Rd. For i = 1, . . . , N ,
Pi is the closed half-plane Re0×R
+ei. We denote by Γ the straight line Re0. The half-planes
Pi are glued at the straight line Γ to form the set S, see Figure 1:
S =
N⋃
i=1
Pi.
For any x ∈ S, we denote by Tx(S) ⊂ R
d the set of the tangent directions to S, i.e.
Tx(S) = Re0 × Rei, for any x ∈ Pi\Γ and Tx(S) = ∪
N
i=1(Re0 × Rei) for any x ∈ Γ.
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If x ∈ S \ Γ, ∃! i ∈ {1, . . . , N}, ∃! x0 ∈ R and ∃! xi ∈ R+ \ {0} such that
x = x0e0 + xiei. (2.1)
We will use often this decomposition. Sometime, it will be convenient to extend this decom-
position to the whole set S, by writing x = x0e0+0ei for any i ∈ {1, . . . , N} if x ∈ Γ. When
we will not want to specify in which half-plan Pi is x belonging to S, we will use the notation
x = x0e0 + x
′, (2.2)
where x′ denotes xiei if x = x0e0 + xiei.
The geodesic distance d(x, y) between two points x, y of S is
d(x, y) =
{
|x− y| if x, y belong to the same half-plane Pi
minz∈Γ{|x− z|+ |z − y|} if x, y belong to different half-planes Pi and Pj .
(2.3)
More classically, if x ∈ Rd and C is a closed subset of Rd, dist(x,C) will denote
dist(x,C) = inf{|x− z| : z ∈ C},
the distance between x and C. The notation B(Γ, r) will be used to denote the set {x ∈ Rd :
dist(x,Γ) < r}.
2.1.2 The optimal control problem
We consider infinite-horizon optimal control problems which have different dynamics and
running costs in the half-planes. We are going to describe the assumptions on the dynamics
and costs in each half-plane Pi: the sets of controls are denoted by Ai, the system is driven
by the dynamics fi and the running costs are given by ℓi. Our main assumptions are as
follows
[H0] A is a metric space (one can take A = Rm). For i = 1, . . . , N , Ai is a non empty
compact subset of A and fi : Pi × Ai → Re0 × Rei is a continuous bounded function.
The sets Ai are disjoint. Moreover, there exists Lf > 0 such that for any i, x, y ∈ Pi
and a ∈ Ai,
|fi(x, a) − fi(y, a)| ≤ Lf |x− y|.
We note Mf the minimal constant such that for any x ∈ S, i ∈ {1, . . . , N} and a ∈ Ai,
|fi(x, a)| ≤Mf .
We will use also the notation Fi(x) for the set {fi(x, a), a ∈ Ai}.
[H1] For i = 1, . . . , N , the function ℓi : Pi ×Ai → R is a continuous and bounded function.
There is a modulus of continuity ωℓ such that for all i ∈ {1, . . . , N}, x, y ∈ Pi and
a ∈ Ai,
|ℓi(x, a)− ℓi(y, a)| ≤ ωℓ(|x− y|).
We denote Mℓ the minimal constant such that for any i ∈ {1, . . . , N}, x ∈ Pi and
a ∈ Ai,
|ℓi(x, a)| ≤Mℓ.
[H2] For i = 1, . . . , N , x ∈ Pi, the non empty and closed set
FLi(x) = {(fi(x, a), ℓi(x, a)), a ∈ Ai}
is convex.
4
[H3] There is a real number δ > 0 such that for any i = 1, . . . , N and for all x ∈ Γ,
B(0, δ) ∩ (Re0 × Rei) ⊂ Fi(x).
In § 3 below, we will weaken assumption [H3] and use only the assumption on normal
controllability
[H˜3] There is a real number δ > 0 such that for any i = 1, . . . , N and for all x ∈ Γ,
[−δ, δ] ⊂ {fi(x, a).ei : a ∈ Ai} .
Remark 2.1. In [H0] the assumption that the sets Ai are disjoint is not restrictive: it
is made only for simplifying the proof of Theorem 2.2 below. The assumption [H2] is not
essential : it is made in order to avoid the use of relaxed controls.
Thanks to the Filippov implicit function lemma, see [19], we obtain:
Theorem 2.1. Let I be an interval of R and γ : I → Rd × Rd be a measurable function.
Let K be a closed subset of Rd × A and Ψ : K → Rd × Rd be continuous. Assume that
γ(I) ⊂ Ψ(K), then there is a measurable function Φ : I → K with
Ψ ◦ Φ(t) = γ(t) for a.a. t ∈ I.
Let M denote the set:
M =
{
(x, a); x ∈ S, a ∈ Ai if x ∈ Pi\Γ, and a ∈ ∪
N
i=1Ai if x ∈ Γ
}
. (2.4)
The set M is closed. We also define the function f on M by
∀(x, a) ∈M, f(x, a) =
{
fi(x, a) if x ∈ Pi\Γ,
fi(x, a) if x ∈ Γ and a ∈ Ai.
(2.5)
Remark 2.2. The function f is well defined on M , because the sets Ai are disjoint, and is
continuous on M .
Let F˜ (x) be defined by
F˜ (x) =
{
Fi(x) if x belongs to the open half-plane Pi\Γ
∪Ni=1Fi(x) if x ∈ Γ.
For x ∈ S, the set of admissible trajectories starting from x is
Yx =
{
yx ∈ Lip(R
+;S) :
∣∣∣∣ y˙x(t) ∈ F˜ (yx(t)), for a.a. t > 0,yx(0) = x,
}
, (2.6)
where Lip(R+;S) is the set of the Lipschitz continuous functions from R+ to S.
As in [6] and [2] the following statement holds :
Theorem 2.2. Assume [H0], [H1], [H2] and [H3]. Then
1. For any x ∈ S, Yx is not empty.
2. For any x ∈ S, for each trajectory yx in Yx, there exists a measurable function Φ :
[0,+∞)→M , Φ(t) = (ϕ1(t), ϕ2(t)) with
(yx(t), y˙x(t)) = (ϕ1(t), f(ϕ1(t), ϕ2(t))), for a.a. t,
which means in particular that yx is a continuous representation of ϕ1.
3. Almost everywhere on {t : yx(t) ∈ Γ}, f(yx(t), ϕ2(t)) ∈ Re0.
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We introduce the set of admissible controlled trajectories starting from the initial datum x :
Tx =
(yx, α) ∈ L∞Loc(R+;M) :
∣∣∣∣∣∣
yx ∈ Lip(R
+;S),
yx(t) = x+
∫ t
0
f(yx(s), α(s))ds in R
+
 . (2.7)
Remark 2.3. If two different half-planes are parallel to each other, say the half-planes P1
and P2, many other assumptions can be made on the dynamics and costs:
• a trivial case in which the assumptions [H1]-[H3] are satisfied is when the dynamics
and costs are continuous at the origin, i.e. A1 = A2; f1 and f2 are respectively the
restrictions to P1×A1 and P2 ×A2 of a continuous and bounded function f1,2 defined
in Re0 × Re1 × A1, which is Lipschitz continuous with respect to the first variable; ℓ1
and ℓ2 are respectively the restrictions to P1 × A1 and P2 × A2 of a continuous and
bounded function ℓ1,2 defined in Re0 × Re1 ×A1.
• In this particular geometrical setting, one can allow some mixing (relaxation) at the
vertex with several possible rules: More precisely, in [6, 7], Barles et al introduce several
kinds of trajectories which stay at the interface: the regular trajectories are obtained by
mixing outgoing dynamics from P1 and P2, whereas singular trajectories are obtained
by mixing strictly ingoing dynamics from P1 and P2. Two different value functions are
obtained whether singular mixing is permitted or not.
The cost functional The cost associated to the trajectory (yx, α) ∈ Tx is
J(x; (yx, α)) =
∫ ∞
0
ℓ(yx(t), α(t))e
−λtdt, (2.8)
where λ > 0 is a real number and the Lagrangian ℓ is defined on M by
∀(x, a) ∈M, ℓ(x, a) =
{
ℓi(x, a) if x ∈ Pi\Γ,
ℓi(x, a) if x ∈ Γ and a ∈ Ai.
(2.9)
The value function The value function of the infinite horizon optimal control problem
is
v(x) = inf
(yx,α)∈Tx
J(x; (yx, α)). (2.10)
Proposition 2.1. Assume [H0] and [H1]. We have the dynamic programming principle:
∀t ≥ 0, v(x) = inf
(yx,α)∈Tx
{∫ t
0
ℓ(yx(s), α(s))e
−λsds+ e−λtv(yx(t))
}
. (2.11)
Proposition 2.2. Assume [H0], [H1], [H2] and [H3]. Then the value function v is bounded
and continuous on S.
Both propositions above are classical and can be proved with the same arguments as in [4].
2.2 The Hamilton-Jacobi equation
2.2.1 Test-functions
To define viscosity solutions on the irregular set S, it is necessary to first define a class of
admissible test-functions
Definition 2.1. A function ϕ : S → R is an admissible test-function if
• ϕ is continuous in S
• for any j, j = 1, . . . , N , ϕ|Pj ∈ C
1(Pj).
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The set of admissible test-functions is denoted by R(S). If ϕ ∈ R(S), x ∈ S and ζ ∈ Tx(S),
let Dϕ(x, ζ) be defined by
Dϕ(x, ζ) =
{
D(ϕ|Pi)(x).ζ if x ∈ Pi\Γ,
D(ϕ|Pi)(x).ζ if x ∈ Γ and ζ ∈ Re0 × Rei,
where for u, v ∈ Re0 ×Rei, u.v denotes the usual Euclidean scalar product in Re0 ×Rei
and for x ∈ Γ, D (ϕ|Pi) (x).ξ is defined by
D (ϕ|Pi) (x).ξ = lim
y→x,y∈Pi\Γ
D (ϕ|Pi) (y).ξ. (2.12)
If ϕ ∈ R(S), x ∈ Γ and ξ ∈ Re0, we will use also the notations D(ϕ|Γ)(x).ξ for the differential
of ϕ|Γ at the point x evaluated in ξ.
Other notations which will be useful are the following: for j ∈ {1, . . . , N}, x ∈ Pj and
φ ∈ R(S)
∂xj
(
φ|Pj
)
(x) =
{
limh→0
φ(x+hej)−φ(x)
h if x ∈ Pi \ Γ,
lim h>0
h→0
φ(x+hej)−φ(x)
h if x ∈ Γ,
(2.13)
and for x ∈ Γ
∂x0φ(x) = lim
h→0
φ(x + he0)− φ(x)
h
. (2.14)
Remark 2.4. If ϕ ∈ R(S), x ∈ Γ and ξ ∈ R, then for all i ∈ {1, . . . , N},
D(ϕ|Pi )(x).ξe0 = D(ϕ|Γ)(x).ξe0 = ∂x0φ(x)ξ.
Particularly, the tangential component of D(ϕ|Pi)(x) is independent of i ∈ {1, . . . , N}.
Property 2.1. If ϕ = g ◦ ψ with g ∈ C1(R) and ψ ∈ R(S), then ϕ ∈ R(S) and for any
x ∈ S, ζ ∈ Tx(S)
Dϕ(x, ζ) = g′(ψ(x))Dψ(x, ζ).
2.2.2 Vector fields
For i = 1, . . . , N and x in Γ, we denote by F+i (x) and FL
+
i (x) the sets
F+i (x) = Fi(x) ∩
(
Re0 × R
+ei
)
, FL+i (x) = FLi(x) ∩
(
(Re0 × R
+ei)× R
)
,
which are non empty thanks to assumption [H3]. Note that 0 ∈ ∩Ni=1Fi(x). From assumption
[H2], these sets are compact and convex. For x ∈ S, the sets F (x) and FL(x) are defined by
F (x) =
{
Fi(x) if x belongs to Pi\Γ
∪i=1,...,NF
+
i (x) if x ∈ Γ
and
FL(x) =
{
FLi(x) if x belongs to Pi\Γ
∪i=1,...,NFL
+
i (x) if x ∈ Γ.
2.2.3 Definition of viscosity solutions
We now introduce the definition of a viscosity solution of
λu(x) + sup
(ζ,ξ)∈FL(x)
{−Du(x, ζ)− ξ} = 0 in S. (2.15)
Definition 2.2. • An upper semi-continuous function u : S → R is a subsolution of
(2.15) in S if for any x ∈ S, any ϕ ∈ R(S) s.t. u−ϕ has a local maximum point at x,
then
λu(x) + sup
(ζ,ξ)∈FL(x)
{−Dϕ(x, ζ)− ξ} ≤ 0. (2.16)
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• A lower semi-continuous function u : S → R is a supersolution of (2.15) if for any
x ∈ S, any ϕ ∈ R(S) s.t. u− ϕ has a local minimum point at x, then
λu(x) + sup
(ζ,ξ)∈FL(x)
{−Dϕ(x, ζ)− ξ} ≥ 0. (2.17)
• A continuous function u : S → R is a viscosity solution of (2.15) in S if it is both a
viscosity subsolution and a viscosity supersolution of (2.15) in S.
Remark 2.5. At x ∈ Pi\Γ, the notion of sub, respectively super-solution in Definition 2.2
is equivalent to the standard definition of viscosity sub, respectively super-solution of
λu(x) + sup
a∈Ai
{−fi(x, a) ·Du(x)− ℓi(x, a)} = 0.
2.2.4 Hamiltonians
We define the Hamiltonian Hi : Pi × (Re0 × Rei)→ R by
Hi(x, p) = max
a∈Ai
(−p.fi(x, a)− ℓi(x, a)), (2.18)
and the Hamiltonian HΓ : Γ×
(∏
i=1,...,N (Re0 × Rei)
)
→ R by
HΓ(x, p1, . . . , pN ) = max
i=1,...,N
H+i (x, pi), (2.19)
where the Hamiltonian H+i : Pi × (Re0 × Rei)→ R is defined by
H+i (x, p) = max
a∈Ai s.t. fi(x,a).ei≥0
(−p.fi(x, a) − ℓi(x, a)). (2.20)
We also define what may be called the tangential Hamiltonian at Γ, HTΓ : Γ× Re0 → R, by
HTΓ (x, p) = max
i=1,...,N
HTΓ,i(x, p), (2.21)
where the Hamiltonian HTΓ,i : Γ× Re0 → R is defined by
HTΓ,i(x, p) = max
a∈Ai s.t. fi(x,a).ei=0
(−fi(x, a).p− ℓi(x, a)). (2.22)
The following definitions are equivalent to Definition 2.2:
Definition 2.3. • An upper semi-continuous function u : S → R is a subsolution of
(2.15) in S if for any x ∈ S, any ϕ ∈ R(S) s.t. u−ϕ has a local maximum point at x,
then
λu(x) +Hi(x,D (ϕ|Pi) (x)) ≤ 0 if x ∈ Pi\Γ,
λu(x) +HΓ (x,D (ϕ|P1) (x), . . . , D (ϕ|PN ) (x)) ≤ 0 if x ∈ Γ.
(2.23)
• A lower semi-continuous function u : S → R is a supersolution of (2.15) if for any
x ∈ S, any ϕ ∈ R(S) s.t. u− ϕ has a local minimum point at x, then
λu(x) +Hi(x,D (ϕ|Pi) (x)) ≥ 0 if x ∈ Pi\Γ,
λu(x) +HΓ (x,D (ϕ|P1) (x), . . . , D (ϕ|PN ) (x)) ≥ 0 if x ∈ Γ.
(2.24)
The Hamiltonian Hi are continuous with respect to x ∈ Pi, convex with respect to p.
Moreover, if x belongs to Γ, the function p 7→ Hi(x, p) is coercive, i.e. lim|p|→+∞Hi(x, p) =
+∞ from the controllability assumption [H3].
The following lemma is the counterpart of Lemma 2.1 in [2].
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Lemma 2.1. Assume [H0], [H1], [H2] and [H3]. Take i ∈ {1, . . . , N}, x ∈ Γ and p ∈
Re0 × Rei. Let ϕi,x,p : R → R be the function defined by ϕi,x,p(δ) = Hi(x, p + δei). We
denote by ∆i,x,p the set
∆i,x,p = {δ ∈ R s.t. ϕi,x,p(δ) = min
d∈R
(ϕi,x,p(d))}. (2.25)
1. The set ∆i,x,p is not empty.
2. δ ∈ ∆i,x,p if and only if there exists a
∗ ∈ Ai such that fi(x, a
∗).ei = 0 and
ϕi,x,p(δ) = −fi(x, a
∗).p− ℓi(x, a
∗).
3. For any x ∈ Γ, p = p0e0 + piei, with p0, pi ∈ R and δ ∈ ∆i,x,p we have
Hi(x, p+ δei) = H
+
i (x, p+ δei) = H
T
Γ,i(x, p0e0). (2.26)
4. For any x ∈ Γ, p = p0e0 + piei, with p0, pi ∈ R and δ ≥ min{d : d ∈ ∆i,x,p} we have
H+i (x, p+ δei) = H
T
Γ,i(x, p0e0). (2.27)
Proof. Point 1 is easy, because the Hamiltonian Hi is continuous and coercive with respect
to p. The function ϕi,x,p reaches its minimum at δ if and only if 0 ∈ ∂ϕi,x,p(δ). The
subdifferential of ϕi,x,p at δ is characterized by
∂ϕi,x,p(δ) = co{−fi(x, a).ei; a ∈ Ai s.t. ϕi,x,p(δ) = −fi(x, a).(p + δei)− ℓi(x, a)},
see [25]. But from [H2],
{(fi(x, a), ℓi(x, a)); a ∈ Ai s.t. ϕi,x,p(δ) = −fi(x, a).(p + δei)− ℓi(x, a)}
is compact and convex. Hence,
∂ϕi,x,p(δ) = {−fi(x, a).ei; a ∈ Ai s.t. ϕi,x,p(δ) = −fi(x, a).(p+ δei)− ℓi(x, a)}.
Therefore, 0 ∈ ∂ϕi,x,p(δ) if and only if there exists a
∗ ∈ Ai such that fi(x, a
∗).ei = 0 and
ϕi,x,p(δ) = −fi(x, a
∗).(p+ δei)− ℓi(x, a
∗). We have proved point 2.
Points 3 is a direct consequence of point 2. Point 4 is a consequence of point 3 and of the
decreasing character of the function d 7−→ H+i (x, p+ dei). ⊓⊔
Remark 2.6. The conclusions of Lemma 2.1 hold if we replace [H3] with [H˜3]. Indeed, we
actually just need that the Hamiltonian Hi be coercive with respect to pi, where pi = p.ei.
2.2.5 Existence
Theorem 2.3. Assume [H0], [H1], [H2] and [H3]. The value function v defined in (2.10) is
a bounded viscosity solution of (2.15) in S.
The proof of Theorem 2.3 is made in several steps: the first step consists of proving that
the value function is a viscosity solution of a Hamilton-Jacobi equation with a more general
definition of the Hamiltonian: for that, we introduce larger relaxed vector fields: for x ∈ S,
f˜(x) =
η ∈ Rd :
∃(yx,n, αn)n∈N,
(yx,n, αn) ∈ Tx,
∃(tn)n∈N
s.t.
∣∣∣∣∣∣
tn → 0
+ and
lim
n→∞
1
tn
∫ tn
0
f(yx,n(t), αn(t))dt = η

and
f˜ℓ(x) =
(η, µ) ∈ Rd × R :
∃(yx,n, αn)n∈N,
(yx,n, αn) ∈ Tx,
∃(tn)n∈N
s.t.
∣∣∣∣∣∣∣∣∣∣
tn → 0
+,
lim
n→∞
1
tn
∫ tn
0
f(yx,n(t), αn(t))dt = η,
lim
n→∞
1
tn
∫ tn
0
ℓ(yx,n(t), αn(t))dt = µ

;
where Tx is the set of admissible controlled trajectories starting from the point x which was
introduced in (2.7).
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Proposition 2.3. Assume [H0], [H1], [H2] and [H3]. The value function v defined in (2.10)
is a viscosity solution of
λu(x) + sup
(ζ,ξ)∈f˜ℓ(x)
{−Du(x, ζ)− ξ} = 0 in S, (2.28)
where the definition of viscosity solution is exactly the same as in Definition 2.2, replacing
FL(x) with f˜ℓ(x).
Proof. See [1]. ⊓⊔
The second step consists of proving that for any ϕ ∈ R(S) and x ∈ S, sup(ζ,ξ)∈FL(x){−Dϕ(x, ζ)−
ξ} and sup(ζ,ξ)∈f˜ℓ(x){−Dϕ(x, ζ)−ξ} are equal. This is a consequence of the following lemma.
Lemma 2.2. For any x ∈ S,
f˜ℓ(x) = FL(x) if x ∈ S\Γ,
f˜ℓ(x) =
⋃
i=1,...,N co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Re0 × R)
)}
if x ∈ Γ.
Proof. The proof being a bit long, we postpone it to the appendix A. ⊓⊔
Lemma 2.3. Assume [H0], [H1], [H2] and [H3]. For any function ϕ ∈ R(S) and x ∈ S,
sup
(ζ,ξ)∈f˜ℓ(x)
{−Dϕ(x, ζ)− ξ} = max
(ζ,ξ)∈FL(x)
{−Dϕ(x, ζ) − ξ}. (2.29)
Proof. For x ∈ S\Γ there is nothing to prove because FL(x) = f˜ℓ(x). If x ∈ Γ we can prove
that FL(x) ⊂ f˜ℓ(x) for any x ∈ Γ, in the same way as in [1]. Hence
max
(ζ,ξ)∈FL(x)
{−Dϕ(x, ζ) − ξ} ≤ sup
(ζ,ξ)∈f˜ℓ(x)
{−Dϕ(x, ζ) − ξ}.
From the piecewise linearity of the function (ζ, µ) 7→ −Dϕ(x, ζ) − µ, we infer that
sup
(ζ,µ)∈co
{
FL+i (x)∪
⋃
j 6=i
(
FLj(x)∩(Re0×R)
)}(−Dϕ(x, ζ) − µ)
= max
(
max
(ζ,µ)∈FL+i (x)
(−Dϕ(x, ζ) − µ),max
j 6=i
(
max
(ζ,µ)∈FLj(x)∩(Re0×R)
(−Dϕ(x, ζ) − µ)
))
≤ maxj=1,...,N max(ζ,µ)∈FL+j (x)
(−Dϕ(x, ζ) − µ) = max(ζ,ξ)∈FL(x){−Dϕ(x, ζ)− ξ}.
We conclude by using Lemma 2.2. ⊓⊔
2.3 Properties of viscosity sub and supersolutions
In this part, we study sub and supersolutions of (2.15), transposing ideas coming from
Barles-Briani-Chasseigne [6, 7] to the present context.
Property 2.2. Assume [H0] and [H3]. Then, there exists R > 0 a positive real number such
that for all i = 1, . . . , N and x ∈ B(Γ, R) ∩ Pi
B(x,
δ
2
) ∩ (Re0 × Rei) ⊂ Fi(x). (2.30)
Remark 2.7. This property means that the controlabillity assumption [H3], which focuses
on Γ, holds in a neighborhood of Γ thanks to the continuity properties of the functions fi,
i ∈ {1, . . . , N}.
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Lemma 2.4. Assume [H0], [H1], [H2] and [H3]. Let R > 0 be as in (2.30). For any bounded
viscosity subsolution u of (2.15), there exists a constant C∗ > 0 such that u is a viscosity
subsolution of
|Du(x)| ≤ C∗ in B(Γ, R) ∩ S, (2.31)
i.e. for any x ∈ B(Γ, R)∩ S and φ ∈ R(S) such that u− φ has a local maximum point at x,
|D(φ|Pi)(x)| ≤ C
∗ if x ∈ (B(Γ, R) ∩ Pi)\Γ, (2.32)
max
i=1,...,N
{
|∂x0φ(x)| + [∂xi(φ|Pi )(x)]−
}
≤ C∗ if x ∈ Γ, (2.33)
where ∂xj
(
φ|Pj
)
(x) and ∂x0φ(x) are defined in (2.13) and (2.14) and [·]− denote the negative
part function, i.e. for x ∈ R, [x]− = max{0,−x}.
Proof. Let Mu (resp Mℓ) be an upper bound on |u| (resp. ℓj for all j = 1, . . . , N). The
viscosity inequality (2.23) yields that
Hi(x,D(φ|Pi )(x)) ≤ λMu if x ∈ (B(Γ, R) ∩ Pi)\Γ, (2.34)
HΓ(x,D(φ|P1 )(x), . . . , D(φ|PN )(x)) ≤ λMu if x ∈ Γ. (2.35)
From the controllability in B(Γ, R)∩Pi, we see that Hi is coercive with respect to its second
argument uniformly in x ∈ B(Γ, R) ∩Pi. More precisely we have that Hi(x, p) ≥
δ
2 |p| −Mℓ.
Thus, if x ∈ (B(Γ, R)∩Pi)\Γ, from (2.34), we have |D(φ|Pi)(x)| ≤ C
∗ with C∗ = 2λMu+Mℓδ .
If x ∈ Γ, considering the controls a+0 , a
−
0 , a
+
i and a
0
i ∈ Ai such that fi(x, a
±
0 ) = ±δe0,
fi(x, a
+
i ) = δei and fi(x, a
0
i ) = 0 we can prove that H
+
i (x, p0e0+piei) ≥
δ
2 (|p0|+[pi]−)−Mℓ.
Then, the viscosity inequality (2.35) yields (2.33) with the same constant C⋆ = 2λMu+Mℓδ .
⊓⊔
The following lemma gives us an explicit expression for the geodesic distance which will
be convenient in future calculations.
Lemma 2.5. Let x = x0e0 + xiei ∈ Pi and y = y0e0 + yjej ∈ Pj. Then,
d(x, y) =
{ [
(x0 − y0)
2 + (xi − yi)
2
] 1
2 if i = j,[
(x0 − y0)
2 + (xi + yj)
2
] 1
2 if i 6= j.
(2.36)
Lemma 2.6. Assume [H0], [H1], [H2] and [H3]. Any bounded viscosity subsolution u of
(2.15) is Lipschitz continuous in a neighborhood of Γ, i.e there exists some strictly positive
number r such that u is Lipschiz continuous on B(Γ, r) ∩ S, where B(Γ, r) denotes the set
{y ∈ Rd : dist(y,Γ) < r}.
Proof. We adapt the proof of H.Ishii, see [17].
Take R as in (2.30), fix z ∈ B(Γ, R) ∩ S and set r = (R − dist(z,Γ))/4. Fix any y ∈ S such
that d(y, z) < r. It can be checked that for any x ∈ S, if d(x, y) < 3r then dist(x,Γ) < R.
Choose a function f ∈ C1([0, 3r)) such that f(t) = t in [0, 2r], f ′(t) ≥ 1 for all t ∈ [0, 3r) and
limt→3r f(t) = +∞. Fix any ε > 0. We are going to show that
u(x) ≤ u(y) + (C∗ + ε)f(d(x, y)), ∀x ∈ S such that d(x, y) < 3r, (2.37)
where C∗ is the constant in Lemma 2.4. Let us proceed by contradiction. Assume that (2.37)
is not true. According to the properties of f , the function x 7→ u(x)−u(y)−(C∗+ε)f(d(x, y))
admits a maximum ξ ∈ B(y, 3r) ∩ S. However, since we assumed that (2.37) is not true,
necessarily ξ 6= y. Consequently, the function ψ : S → R, x 7−→ (C⋆ + ε)f(d(x, y)) is an
appropriate test function in a neighborhood of ξ which can be used as test function in the
viscosity inequality (2.31), satisfied by u from Lemma 2.4. For the calculations, we need to
distinguish several cases. Assume that y = y0e0 + yiei ∈ Pi.
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1. If ξ = ξ0e0 + ξiei ∈ Pi \ Γ : i.e. ξ and y belong to the same half-plane Pi. Then,
from (2.36) in Lemma 2.5, we have D(ψ|Pi)(ξ) = (C
⋆ + ε)f ′(d(ξ, y)) ξ−yd(ξ,y) and (2.32)
in Lemma 2.4 gives us
(C∗ + ε)f ′(d(ξ, y))
|ξ − y|
d(ξ, y)
≤ C∗. (2.38)
Since |ξ−y|d(ξ,y) = 1 and f
′(t) ≥ 1 for all t ∈ [0, 3r), (2.38) leads to a contradiction.
2. If ξ = ξ0e0 + ξjej ∈ Pj \ Γ with j 6= i : i.e. ξ and y belong to different half-planes,
respectively Pj and Pi. Then, from (2.36) in Lemma 2.5, we have D(ψ|Pj )(ξ) =
(C⋆ + ε)f ′(d(ξ, y))
(ξ0−y0)e0+(ξj+yi)ej
d(ξ,y) and (2.32) in Lemma 2.4 gives us
(C∗ + ε)f ′(d(ξ, y))
|(ξ0 − y0)e0 + (ξj + yi)ej |
d(ξ, y)
≤ C∗. (2.39)
Since
|(ξ0−y0)e0+(ξj+yi)ej |
d(ξ,y) = 1 and f
′(t) ≥ 1 for all t ∈ [0, 3r), (2.39) leads to a contra-
diction.
3. If ξ = ξ0e0 ∈ Γ : In this case, ξ and y belong to the same half-plane, but we have to
deal with (2.33) in Lemma 2.4. For i ∈ {1, . . . , N} be such that y ∈ Pi, from (2.36) in
Lemma 2.5 we have
∂xi (ψ|Pi) (ξ) = (C
∗ + ε)f ′(d(ξ, y))
−yi
d(ξ, y)
≤ 0,
and
∂x0ψ(ξ) = (C
∗ + ε)g′(d(ξ, y))
ξ0 − y0
d(ξ, y)
.
Then, (2.33) in Lemma 2.4 gives us
(C∗ + ε)f ′(d(ξ, y))
|ξ0 − y0|+ yi
d(ξ, y)
≤ C∗. (2.40)
Since |ξ0−y0|+yid(ξ,y) ≥ 1 and f
′(t) ≥ 1 for all t ∈ [0, 3r), (2.40) leads to a contradiction.
This conclude the proof of (2.37). Remark that if d(x, z) < r then d(x, y) < 2r and
f(d(x, y)) = d(x, y). Then, (2.37) yields that
u(x) ≤ u(y) + (C∗ + ε)d(x, y), ∀x, y ∈ S s.t d(x, z) < r, d(y, z) < r.
By symmetry, we get
|u(x)− u(y)| ≤ (C∗ + ε)d(x, y), ∀x, y ∈ S s.t d(x, z) < r, d(y, z) < r,
and by letting ε tend to zero, we get
|u(x)− u(y)| ≤ C∗d(x, y), ∀x, y ∈ S s.t d(x, z) < r, d(y, z) < r. (2.41)
Now, for two arbitrary points x, y in S ∩ B(Γ, R), we take r = 14 min(R − dist(x,Γ), R −
dist(y,Γ)) and choose a finite sequence (zj)j=1,...,M ∈ G belonging to the geodesic be-
tween x and y, such that z1 = x, zM = y, d(zi, zi+1) < r for all i = 1, . . . ,M − 1 and∑M−1
i=1 d(zi, zi+1) = d(x, y). From (2.41), we get that
|u(x)− u(y)| ≤ C∗d(x, y), ∀x, y ∈ S ∩B(Γ, R).
⊓⊔
An important consequence of this lemma is the following result.
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Lemma 2.7. Assume [H0], [H1], [H2] and [H3]. Let u be a bounded viscosity subsolution of
(2.15) and ϕ : Γ→ R a C1-function. Then, for any local maximum point x¯ in Γ of u−ϕ on
Γ, one has
λu(x¯) +HTΓ (x¯, D(ϕ|Γ)(x¯)) ≤ 0.
Proof. Let ϕ : Γ → R be a C1-function and x¯ ∈ Γ be a local maximum point of (u − ϕ) |Γ
on Γ. Since u is a subsolution of (2.15), according to Lemma 2.6, the function u is Lipschitz
continuous on B(Γ, r) for some positive real r, with a Lipschitz constant Lu,r. We introduce
the function ϕ defined on S by ϕ(x0e0 + xiei) = ϕ(x0e0) + Lu,rxi. By construction, the
function ϕ belongs to R(S) and u− ϕ admits a local maximum at the point x¯ on S. Then,
since u is a viscosity subsolution of (2.15), we see that
λu(x¯) +HΓ(x¯, D(ϕ|P1)(x¯), . . . , D(ϕ|PN )(x¯)) ≤ 0,
which implies that λu(x¯) +HTΓ (x¯, D(ϕ|Γ)(x¯)) ≤ 0. ⊓⊔
Remark 2.8. The conclusion of Lemma 2.7 holds if we replace [H3] with the assumption
that the subsolution u is Lipschitz continous.
The following lemma can be found in [6, 7] in a different context:
Lemma 2.8. Assume [H0], [H1], [H2] and [H3]. Let v : S → R be a viscosity supersolution
of (2.15) in S and w : S → R be a continuous viscosity subsolution of (2.15) in S. Then if
x ∈ Pi\Γ, we have for all t > 0,
v(x) ≥ inf
αi(·),θi
(∫ t∧θi
0
ℓi(y
i
x(s), αi(s))e
−λsds+ v(yix(t ∧ θi))e
−λ(t∧θi)
)
, (2.42)
and
w(x) ≤ inf
αi(·),θi
(∫ t∧θi
0
ℓi(y
i
x(s), αi(s))e
−λsds+ w(yix(t ∧ θi))e
−λ(t∧θi)
)
, (2.43)
where αi ∈ L
∞(0,∞;Ai), y
i
x is the solution of y
i
x(t) = x+
(∫ t
0
fi(y
i
x(s), αi(s))ds
)
and θi is
such that yix(θi) ∈ Γ and θi lies in [τi, τ¯i], where τi is the exit time of y
i
x from Pi\Γ and τ¯i is
the exit time of yix from Pi.
Proof. See [6]. ⊓⊔
Remark 2.9. The conclusions of Lemma 2.8 hold if we replace [H3] with [H˜3]. See [7].
The following theorem is reminiscent of Theorem 3.3 in [6]:
Theorem 2.4. Assume [H0], [H1], [H2] and [H3]. Let v : S → R be a viscosity supersolution
of (2.15), bounded from below by −c|x| −C for two positive numbers c and C. Let φ ∈ R(S)
and x¯ ∈ Γ be such that v − φ has a local minimum point at x¯. Then, either [A] or [B] below
is true:
[A] There exists η > 0, i ∈ {1, . . . , N} and a sequence xk ∈ Pi \ Γ, limk→+∞ xk = x¯ such
that limk→+∞ v(xk) = v(x¯) and for each k, there exists a control law α
k
i such that the
corresponding trajectory yxk(s) ∈ Pi for all s ∈ [0, η] and
v(xk) ≥
∫ η
0
ℓi(yxk(s), α
k
i (s))e
−λsds+ v(yxk(η))e
−λη . (2.44)
[B]
λv(x¯) +HTΓ (x¯, D(φ|Γ)(x¯)) ≥ 0. (2.45)
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Proof. For any i in {1, . . . , N} we consider the function ϕi : R→ R defined as follows
ϕi(d) = Hi(x¯, D (φ|Pi) (x¯) + dei)
For i in {1, . . . , N}, let qi be a real number such that ϕi(qi) = mind∈R{ϕi(d)}. We can
already remark that according to Lemma 2.1 we have,
HΓ(x¯, D(φ|P1 )(x¯) + q1e1, . . . , D(φ|PN )(x¯) + qNeN ) = H
T
Γ (x¯, D(φ|Γ)(x¯)). (2.46)
Consider the function
ψε(x) = v(x) − φ(x) − qixi +
x2i
ε2
if x ∈ Pi,
defined on S, where xi = x.ei. Changing φ(x) into φ(x)−|x− x¯|
2 if necessary, we can assume
that x¯ is a strict local minimum point of v − φ. Then, standard arguments show that for ε
small enough, the function ψε reaches its minimum close to x¯, and that any sequence of such
minimum points xε converges to x¯ and satisfies v(xε) converges to v(x¯).
Up to the extraction of a subsequence, we can make out two cases.
1. If xε ∈ Γ : Then, since v is a viscosity supersolution of (2.15), we have
λv(xε) +HΓ (xε, D (φ|P1) (xε) + q1e1, . . . , D (φ|PN + qNeN ) (xε)) ≥ 0,
and letting ε tend to 0, we obtain
λv(x¯) +HΓ (x¯, D (φ|P1) (x¯) + q1e1, . . . , D (φ|PN ) (x¯) + qNeN ) ≥ 0. (2.47)
Then, using (2.46) we deduce from (2.47) that
λv(x¯) +HTΓ (x¯, D (φ|Γ) (x¯)) ≥ 0,
hence [B].
2. If xε ∈ Pi \ Γ for some i ∈ {1, . . . , N} : We skip the writing of this case which
is treated as in the corresponding case in the proof of [2, Theorem 4.1], using the
superoptimality (2.42) of Lemma 2.8.
⊓⊔
Remark 2.10. The conclusions of Theorem 2.4 hold if we replace [H3] with [H˜3]. Indeed,
the proof is based on Lemma 2.1 and Lemma 2.8 which stay true if we replace [H3] with [H˜3].
2.4 Comparison principle and uniqueness
Lemma 2.9. Assume [H0], [H1], [H2] and [H3]. Let u : S → R be a bounded continuous
viscosity subsolution of (2.15). Let (ρε)ε be a sequence of mollifiers defined on R as follows
ρε(x) =
1
ε
ρ(
x
ε
),
where
ρ ∈ C∞(R,R+),
∫
R
ρ(x)dx = 1 and supp (ρ) = [−1, 1].
We consider the function uε defined on S by
uε(x) = u ∗ ρε(x) =
∫
R
u((x0 − τ)e0 + x
′)ρε(τ)dτ, if x = x0e0 + x
′,
where the decomposition of x ∈ S, x = x0e0 + x
′ is explained in (2.2).
Then, uε converges uniformly to u in L
∞(S,R) and there exists a function m : (0,+∞) →
(0,+∞), such that limε→0m(ε) = 0 and the function uε −m(ε) is a viscosity subsolution of
(2.15) on a neighborhood of Γ.
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Proof. The uniform convergence of uε to u in L
∞(S,R) is classical because u is bounded and
continuous in S. The existence of a function m : (0,+∞)→ (0,+∞) with m(0+) = 0 such
that uε −m(ε) is a subsolution of (2.15) on a neighborhood of Γ was proved by P.L. Lions
[18] or Barles & Jakobsen [5]. A crucial information for obtaining this result is the fact that,
according to Lemma 2.6, u is Lipschiz continuous on B(Γ, r)∩S, for some positive number r.
⊓⊔
Theorem 2.5. Assume [H0], [H1], [H2] and [H3]. Let u : S → R be a bounded continuous
viscosity subsolution of (2.15), and v : S → R be a bounded viscosity supersolution of (2.15).
Then u ≤ v in S.
Proof. The strategy of proof adopted here is the one of Barles-Briani-Chasseigne [6] in the
proof of their theorem 4.1. It is adapted to the present context.
Let uε be the approximation of u given by Lemma 2.9. It is a simple matter to check that
there exists a positive real number M such that the function ψ(x) = −|x|2−M is a viscosity
subsolution of (2.15). For 0 < µ < 1, µ close to 1, the function uε,µ = µ(uε−m(ε))+(1−µ)ψ
is a viscosity subsolution of (2.15), which tends to −∞ as |x| tends to +∞. Let Mε,µ be the
maximal value of uε,µ − v which is reached at some point x¯ε,µ. We argue by contradiction
assuming that Mε,µ > 0.
1. If x¯ε,µ /∈ Γ, then we introduce the function uε,µ(x) − v(x) − d
2(x, x¯ε,µ), where d(., .)
is the geodesic distance defined by (2.3), which has a strict maximum at x¯ε,µ, and we
double the variables, i.e. for 0 < β ≪ 1, we consider
(x, y) 7−→ uε,µ(x)− v(y)− d
2(x, x¯ε,µ)−
d2(x, y)
β2
.
Classical arguments then lead to the conclusion that uε,µ(x¯ε,µ) − v(x¯ε,µ) ≤ 0, thus
Mε,µ ≤ 0, which is a contradiction.
2. If x¯ε,µ ∈ Γ, according to Lemma 2.6, uε,µ is Lipschitz continuous in a neighborhood of
Γ. Then, with a similar argument as in the proof of Lemma 2.7, we can construct a test
function ϕ ∈ R(S) such that ϕ|Γ = uε,µ|Γ and ϕ remains below uε,µ on a neighborhood
of Γ (take for exemple ϕ(x) = uε,µ(x0, 0)− Cxi if x = x0e0 + xiei ∈ Pi, with C great
enough). It is easy to check that v−ϕ has a local minimum at x¯ε,µ, from the assumption
that Mε,µ > 0. Then, we can use Theorem 2.4 and we have two possible cases:
[B] λv(x¯ε,µ) +H
T
Γ (x¯ε,µ, D(uε,µ|Γ)(x¯ε,µ)) ≥ 0.
Moreover, uε,µ is a subsolution of (2.15), C
1 on Γ. Then, according to Lemma 2.7,
we have the inequality λuε,µ(x¯ε,µ)+H
T
Γ (x¯ε,µ, D(uε,µ|Γ)(x¯ε,µ)) ≤ 0. Therefore, we
obtain that uε,µ(x¯ε,µ) ≤ v(x¯ε,µ), thus Mε,µ ≤ 0, which is a contradiction.
[A] With the notations of Theorem 2.4, we have that
v(xk) ≥
∫ η
0
ℓi(yxk(s), α
k
i (s))e
−λsds+ v(yxk(η))e
−λη .
Moreover, from Lemma 2.8,
uε,µ(xk) ≤
∫ η
0
ℓi(yxk(s), α
k
i (s))e
−λsds+ uε,µ(yxk(η))e
−λη .
Therefore
uε,µ(xk)− v(xk) ≤ (uε,µ(yxk(η))− v(yxk(η)))e
−λη .
Letting k tend to +∞, we find thatMε,µ ≤Mε,µe
−λη, which implies thatMε,µ ≤ 0,
which is a contradiction.
We conclude by letting ε tend to 0 and µ tend to 1. ⊓⊔
Theorem 2.6. Assume [H0], [H1], [H2] and [H3]. Then, the value function v is the unique
viscosity solution of (2.15) in S.
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Remark 2.11. Under the assumptions [H0], [H1], [H2] and [H3] it is possible to prove a
more general Comparison principle, where we do not assume the continuity of the subso-
lutions. The prove of a such Comparison principle is slightly more technical. Using that
any subsolution of (2.15) is Lipschitz continuous in a neighborhood of Γ, from Lemma 2.6,
we are first able to prove a local Comparison principle similar to Theorem 3.3 and then to
deduce a global Comparison principle similar to Theorem 3.4. Essentially, we have to follow
the proofs of Theorem 3.3 and Theorem 3.4, with removing of the step of regularisation by
sup-convolution.
3 Second case : normal controllability near interface
3.1 The new framework
We keep assumptions [H0], [H1], [H2] and we weaken the controllability assumption [H3] by
only supposing normal controllability,
[H˜3] There is a real number δ > 0 such that for any i = 1, . . . , N and for all x ∈ Γ,
[−δ, δ] ⊂ {fi(x, a).ei : a ∈ Ai} .
The following property is the counterpart of property 2.2 in the current framework.
Property 3.1. Assume [H0] and [H˜3]. Then, there exists R > 0 a positive real number such
that for all i = 1, . . . , N and x ∈ B(Γ, R) ∩ Pi
[−
δ
2
,
δ
2
] ⊂ {fi(x, a).ei : a ∈ Ai} . (3.1)
The dynamics f and the cost function ℓ are defined on
M =
{
(x, a); x ∈ S, a ∈ Ai if x ∈ Pi\Γ, and a ∈ ∪
N
i=1Ai if x ∈ Γ
}
,
as in (2.5) and (2.9). As above, we need to introduce the set of the admissible controlled
trajectories. For this purpose, we recall that for x ∈ S,
F˜ (x) =
{
Fi(x) if x belongs to the open half-plane Pi\Γ
∪Ni=1Fi(x) if x ∈ Γ,
Yx =
{
yx ∈ Lip(R
+;S) :
∣∣∣∣ y˙x(t) ∈ F˜ (yx(t)), for a.a. t > 0yx(0) = x,
}
. (3.2)
Theorem 3.1. Assume [H0], [H2] and [H˜3]. Then
1. For any x ∈ S, Yx is not empty.
2. For any x ∈ S, for each trajectory yx ∈ Yx, there exists a measurable function Φ :
[0,+∞)→M , Φ(t) = (ϕ1(t), ϕ2(t)) with
(yx(t), y˙x(t)) = (ϕ1(t), f(ϕ1(t), ϕ2(t))), for a.a. t.
3. Almost everywhere on {t : yx(t) ∈ Γ}, f(yx(t), ϕ2(t)) ∈ Re0.
Points 2 and 3 are proved exactly as in the Theorem 2.2. Point 1 is little bit more
difficult to prove because with [H˜3], it may happen that 0 6∈ F˜ (x) when x ∈ Γ. Here, point
1 is essentially a consequence of the following lemma.
Lemma 3.1. Assume [H0], [H2] and [H˜3]. There exists T > 0 such that ∀i ∈ {1, . . . , N}
and ∀x ∈ Pi, there exists yx ∈ Lip([0,T];Pi) a solution of the differential inclusion{
y˙x(t) ∈ F˜ (yx(t))
yx(0) = x.
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Proof. Take x ∈ Pi.
• If x ∈ Γ : according to [H˜3], there exists ai ∈ Ai such that fi(x, ai).ei = δ. Then, from
the Lipschitz property in [H0], we have
fi(z, ai).ei ≥
δ
2
, ∀z ∈ B(x,
δ
2Lf
) ∩ Pi. (3.3)
As a consequence, if we set T = δ2LfMf , there exists a unique function yx : [0, T )→ Pi
such that yx(t) = x+
∫ t
0
fi(yx(s), ai)ds and yx(t) ∈ B(x,
δ
2Lf
) ∩ Pi ∀t ∈ (0, T ].
• If x ∈ Pi \ Γ : then, we chose arbitrarily ai ∈ Ai and we consider y¯ : [0, T¯ ) → Pi the
maximal solution of the integral equation y(t) = x+
∫ t
0 fi(y(s), ai)ds. If T¯ > T =
δ
2LfMf
then we take yx = y¯. Otherwise y¯(T¯ ) is well defined and belongs to Γ, then we are
reduced to the case where x ∈ Γ.
⊓⊔
Now, we are able to prove Point 1 of Theorem 3.1.
Proof. Let x be in Pi, for some i ∈ {1, . . . , N}. According to Lemma 3.1 we are able to build
a sequence of positive reals (Tn)n∈N and maps yn : [0, Tn]→ Pi such that, for any n ∈ N
(i) yn(0) = x and y˙n(t) ∈ Fi(yn(t)), for a.a. t ∈ (0, Tn]
(ii) yn(t) ∈ Pi, ∀t ∈ (0, Tn]
(iii) Tn+1 − Tn ≥ T , with T given by Lemma 3.1
(iv) ∀0 ≤ q ≤ p, yq|[0,Tp] ≡ yp
So, the map yx : R+ → Pi defined by yx(t) = yn(t) if t ∈ [0, Tn] belongs to Yx and particularly
Point 1 of Theorem 3.1 is true. ⊓⊔
So, as above, we can take the set of admissible controlled trajectories starting from the
initial datum x:
Tx =
(yx, α) ∈ L∞Loc(R+;M) :
∣∣∣∣∣∣
yx ∈ Lip(R
+;S),
yx(t) = x+
∫ t
0
f(yx(s), α(s))ds in R
+
 .
Then, the cost functional J and the value function v are defined by
J(x; (yx, α)) =
∫ ∞
0
ℓ(yx(t), α(t))e
−λtdt,
where λ > 0, and
v(x) = inf
(yx,α)∈Tx
J(x; (yx, α)).
Unlike in § 2, we cannot use classical arguments to prove that v is continuous, because we do
not suppose [H3] any longer. The main problem is that with [H˜3] we are no longer sure that
for each x, z close to Γ, there exists an admissible trajectory yx,z ∈ Tx from x to z. We will
prove later that v is continuous, but for the moment v is a priori a discontinuous function.
In order to deal with this a priori discontinuity, we use the following notions :
Definition 3.1. Let u : S → R be a bounded function.
• The lower semi-continuous envelope of u is defined by
u⋆(x) = lim inf
z→x
u(z).
• The upper semi-continuous envelope of u is defined by
u⋆(x) = lim sup
z→x
u(z).
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3.2 Hamilton-Jacobi equation
Definition 3.2. A bounded function u : S → R is a discontinuous viscosity solution of
(2.15) in S if u⋆ is a subsolution and u⋆ is a supersolution of (2.15) in S.
The next lemmas will be used to prove the existence result.
Lemma 3.2. Assume [H0], [H1], [H2] and [H˜3].There exists some constants r > 0 and C > 0
such that for all x = x0e0 + xiei ∈ B(Γ, r) ∩ (Pi \ Γ), there exists an admissible controlled
trajectory (yx, αx) ∈ Tx such that τx ≤ Cxi, where τx is the exit time of yx from Pi \ Γ.
Lemma 3.3. Assume [H0], [H1], [H2] and [H˜3]. For all x ∈ Γ, i ∈ {1, . . . , N} and a ∈ Ai
such that fi(x, a).ei ≥ 0, there exists a sequence aε ∈ Ai such that
fi(x, aε).ei ≥ δε > 0, (3.4)
|fi(x, aε)− fi(x, a)| ≤ 2Mfε, (3.5)
|ℓi(x, aε)− ℓi(x, a)| ≤ 2Mℓε. (3.6)
Proof. From [H˜3] there exists aδ ∈ Ai such that fi(x, aδ).ei = δ. From [H2],
ε(fi(x, aδ), ℓi(x, aδ)) + (1− ε)(fi(x, a), ℓi(x, a)) ∈ FLi(x)
for any ε ∈ [0, 1]. So, there exists aε ∈ Ai such that
ε(fi(x, aδ), ℓi(x, aδ)) + (1− ε)(fi(x, a), ℓi(x, a)) = (fi(x, aε), ℓi(x, aε))
which has all the desired properties. ⊓⊔
Corollary 3.1. For any i ∈ {1, . . . , N}, x ∈ Γ and pi ∈ Re0 × Rei,
max
a∈Ai s.t. fi(x,a).ei≥0
(−pifi(x, a) − ℓi(x, a)) = sup
a∈Ai s.t. fi(x,a).ei>0
(−pifi(x, a)− ℓi(x, a)).
(3.7)
Theorem 3.2. Assume [H0], [H1], [H2] and [H˜3]. The value function v defined in (2.10) is
a bounded discontinuous viscosity solution of (2.15) in S.
Proof. The proof being a bit long, we postpone it to the appendix B. ⊓⊔
We give now some results on the behavior of the Hamiltonians in the new framework.
Lemma 3.4. Assume [H0], [H1], [H2] and [H˜3]. Then, for i = 1, . . . , N , we have
|Hi(x, p)−Hi(y, p)| ≤ Lf |x−y||p|+ωℓ(|x−y|), for any x, y ∈ Pi and p ∈ Re0×Rei, (3.8)
and
|Hi(x, p)−Hi(x, q)| ≤Mf |p− q|, for any x ∈ Pi and p, q ∈ Re0 × Rei, (3.9)
where Lf ,Mf and ωℓ are defined in [H0] and [H1].
At last, if CM = max{Mf ,Ml},
Hi(x, p0e0+ piei) ≥
δ
2
|pi|−CM (1+ |p0|), for any x ∈ B(Γ, R)∩Pi and p0, pi ∈ R, (3.10)
where R > 0 is a positive number as in (3.1).
Proof. The proof of the Lemma is given in [7] Lemma 7.1 We supply it for completeness.
Assumptions [H0] and [H1] yield (3.8) and (3.9). For (3.10) we also have to use the partial
controllability assumption [H˜3]. Indeed, according to Property 3.1 there exist some controls
a1, a2 ∈ Ai such that
−fi(x, a1).ei =
δ
2
> 0, −fi(x, a2).ei = −
δ
2
.
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Now we compute Hi(x, p0e0+piei) assuming that pi > 0 (the other case is treated similarly).
Hi(x, p0e0 + piei) ≥ −fi(x, a1).(p0e0 + piei)− ℓi(x, a1)
≥ δ2 |pi| − fi(x, a1).p0e0 − ℓi(x, a1)
≥ δ2 |pi| − CM |p0| − CM ,
the last line coming from the boundedness of fi and li. This concludes the proof. ⊓⊔
Lemma 3.5. Assume [H0], [H1], [H2] and [H˜3]. Then, for any x, x′ ∈ Γ, i ∈ {1, . . . , N}
and a ∈ Ai such that fi(x, a).ei ≥ 0, there exists a
′ ∈ Ai such that fi(x
′, a′).ei ≥ 0 and
|fi(x, a)− fi(x
′, a′)| ≤M |x− x′|, (3.11)
|ℓi(x, a)− ℓi(x
′, a′)| ≤ ω(|x− x′|), (3.12)
where, if Mf , Lf , Mℓ, δ and ωℓ are given by assumptions [H0], [H1] and [H˜3].
M = Lf
(
1 + 2Mfδ
−1
)
and ω(t) = ωℓ(t) + 2MℓLfδ
−1t for t ≥ 0.
Proof. The proof follows the lines of that of [7], Lemma 7.4 : let a ∈ Ai be such that
fi(x, a).ei ≥ 0. Fix x
′ ∈ Γ, we have two possibilities. If fi(x
′, a).ei ≥ 0 the conclusion follows
easily because according to [H0] and [H1] we have respectively (3.11) and (3.12) with a′ = a.
Otherwise fi(x
′, a).ei < 0. By the partial controllability assumption in [H˜3] there exists a
control a1 ∈ Ai such that fi(x
′, a1).ei = δ. We then set
µ :=
δ
δ − fi(x′, a).ei
.
Since µ ∈ (0, 1), by the convexity assumption in [H2], there exists a control a′ ∈ Ai such that
µ (fi(x
′, a), ℓi(x
′, a)) + (1− µ) (fi(x
′, a1), ℓi(x
′, a1)) = (fi(x
′, a′), ℓi(x
′, a′)) .
By construction fi(x
′, a′).ei = 0 and then, in particular, fi(x
′, a′).ei ≥ 0. Moreover, since
(1− µ) =
−fi(x
′, a).ei
δ − fi(x′, a).ei
≤
fi(x, a).ei − fi(x
′, a).ei
δ − fi(x′, a).ei
≤
Lf |x− x
′|
δ
,
we have
|fi(x, a)− fi(x
′, a′)| ≤ |fi(x, a)− fi(x
′, a)|+ |fi(x
′, a)− fi(x
′, a′)|
≤ Lf |x− x
′|+ (1− µ¯)|fi(x
′, a)− fi(x
′, a1)|
≤ Lf
(
1 + 2Mfδ
−1
)
|x− x′|.
This proves (3.11). The same calculation with ℓi gives us (3.12). ⊓⊔
Remark 3.1. In Lemma 3.5, if x ∈ Γ and a ∈ Ai are such that fi(x, a).ei = 0, then we
have the stronger result that ∀x′ ∈ Γ, ∃a′ ∈ Ai such that fi(x
′, a′).ei = 0 and the inequalities
(3.11) and (3.12) are true. Indeed, if fi(x
′, a).ei ≤ 0 the proof of Lemma 3.5 directly provides
a suitable a′ ∈ Ai. We only need to specify the strategy in the case when fi(x
′, a).ei >
0. We consider a2 ∈ Ai, given by [H˜3] such that fi(x
′, a2).ei = −δ. Then, we set µ˜ =
δ
fi(x′,a).ei+δ
∈ (0, 1) and we choose a′ ∈ Ai, given by [H2], such that µ˜ (fi(x
′, a), ℓi(x
′, a)) +
(1 − µ˜) (fi(x
′, a2), ℓi(x
′, a2)) = (fi(x
′, a′), ℓi(x
′, a′)). With this choice for a′ ∈ Ai, the same
calculations as in the proof above, using 1 − µ˜ = fi(x
′,a).ei
fi(x′,a).ei+δ
= (fi(x
′,a)−fi(x,a)).ei
fi(x′,a).ei+δ
, allow us
to conclude.
Lemma 3.6. Assume [H0], [H1], [H2] and [H˜3]. The Hamiltonian H+i defined in (2.20) has
the following properties
H+i (x, p0e0 + piei) ≥ H
+
i (x, p0e0 + qiei) ∀x ∈ Γ and ∀p0, pi, qi ∈ R s.t pi ≤ qi, (3.13)
H+i (x, p0e0 + piei) ≥ −δpi − CM (1 + |p0|), ∀x ∈ Γ and p0, pi ∈ R, (3.14)
|H+i (x, p)−H
+
i (y, p)| ≤M |x− y||p|+ ω(|x− y|) ∀x, y ∈ Γ and p ∈ Re0 × Rei, (3.15)
where M and ω are defined in Lemma 3.5 and CM = max{Mf ,Mℓ}.
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Proof. We skip the easy proof of (3.13). The proof of (3.14) is the same as that of (3.10) with
the difference that here the dynamics leading out of Pi are not allowed. Let us prove (3.15).
Let x, y be in Γ and p be in Re0 × Rei. First, there exists a ∈ Ai such that fi(x, a).ei ≥ 0
and H+i (x, p) = −fi(x, a).p − ℓi(x, a). Then, we consider a
′ ∈ Ai given by Lemma 3.5 such
that fi(y, a
′).ei ≥ 0 and the inequality (3.11) and (3.12) are satisfied. Therefore,
H+i (x, p)−H
+
i (y, p) ≤ (−fi(x, a).p− ℓi(x, a)) − (−fi(y, a
′).p− ℓi(y, a
′))
= (fi(y, a
′)− fi(x, a)) .p+ (ℓi(y, a
′)− ℓi(x, a))
≤ M |x− y||p|+ ω(|x− y|).
We conclude the proof by exchanging the roles of x and y. ⊓⊔
Remark 3.2. In view of the calculations above, if the maximum which defines H+i (x, p0e0+
piei) is reached for some a ∈ Ai such that fi(x, a).ei = 0, then from the Remark 3.1 we have
the stronger inequality,
H+i (x, p0e0 + piei)−H
+
i (y, p0e0 + piei) ≤M |x− y||p0|+ ω(|x− y|), (3.16)
but without the modulus on the left side of the inequality.
3.3 Comparison principle and Uniqueness
A key argument in the proof of the Comparison Principle in Theorem 2.5 is the fact that
the subsolutions of (2.15) are Lipschitz continuous in a neighborhood of Γ. We have not this
property in the current framework the above method cannot be applied directly. We will
first prove a local comparison principle by reducing ourselves to the case when a subsolution
is Lipschitz continuous, and then we will deduce a global comparison principle. For this
purpose, we start by stating some useful lemmas.
The following transformation will allow us to focus on the case when the subsolutions are
locally Lipschitz continuous in a neighborhood of Γ.
Definition 3.3. Let u : S → R be a bounded, usc function and α be a positive number. We
define the sup-convolution of u with respect to the x0-variable by
uα(x) := max
z0∈R
{
u(z0e0 + xiei)−
(
|z0 − x0|
2
α2
+ α
) p
2
}
, if x = x0e0 + xiei ∈ Pi, (3.17)
where α, p > 0 are positive numbers.
We recall well known results on sup-convolution.
Lemma 3.7. Let u : S → R be a bounded function and α, p be positive numbers. Then, for
any x ∈ S the supremum which defines uα(x) is achieved at a point z0 ∈ R such that
(
|z0 − x0|
2
α2
+ α)
p
2 ≤ 2 ‖ u ‖∞ +α
p
2 . (3.18)
Lemma 3.8. Let u : S → R be a bounded, usc function. Then, for all α, p > 0, the sup-
convolution uα is locally Lipschitz continuous with respect to x0 ; i.e. for any compact subset
K ⊂ R3, there exists CK > 0 such that for all x = x0e0 + xiei, y = y0e0 + xiei ∈ K ∩ S,
|uα(x) − uα(y)| ≤ CK |x0 − y0|.
Lemma 3.9. Assume [H0], [H1], [H2] and [H˜3]. Let R > 0 be a positive number as in (3.1).
Let u : S → R be a bounded, usc subsolution of (2.15) in S and α, p be some positive numbers.
Then, for all M > 0, uα is Lipschiz continuous in BM (Γ, R) ∩ S, where BM (Γ, R) := {x =
x0e0 + x
′ ∈ B(Γ, R) : |x0| ≤M}.
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Proof. Fix M > 0. To get that uα is Lipschitz continuous in BM (Γ, R) ∩ S, it is enough to
show that there exists a positive number C⋆(M,α, p), which can depend to M,α and p, such
that uα is a subsolution of
|Du(x)| ≤ C⋆(M,α, p) in BM (Γ, R) ∩ S, (3.19)
i.e. for any x ∈ BM (Γ, R) and ϕ ∈ R(S), such that uα−ϕ has a local maximum point at x,
|D(ϕ|Pi)(x)| ≤ C
⋆(M,α, p) if x ∈ (BM (Γ, R) ∩ Pi) \ Γ, (3.20)
max
i=1,...,N
{
|∂x0ϕ(x)| + [∂xi(ϕ|Pi)(x)]−
}
≤ C⋆(M,α, p) if x ∈ BM (Γ, R) ∩ Γ, (3.21)
where for x ∈ R, [x]− = max{0,−x}.
Indeed, if (3.19) is proved, then the method used in the proof of Lemma 2.6 allows us to get
that uα is Lipschitz continuous with Lipschitz constant C
⋆(M,α, p).
Let us prove the existence of the constant C⋆(M,α, p).
According to Lemma 3.8, there exists a constant C(M,α, p) such that uα is C(M,α, p)-
Lipschitz continuous with respect to the x0-variable. A direct consequence of this is that uα
is a subsolution of
|∂x0u(x)| ≤ C(M,α, p) in BM (Γ, R) ∩ S. (3.22)
i.e. for any x ∈ BM (Γ, R) ∩ S and ϕ ∈ R(S), such that uα − ϕ has a local maximum
point at x
|∂x0ϕ(x)| ≤ C(M,α, p).
It remains to get information on |∂xi(uα|Pi)| in a viscosity sense. Let x¯ = x¯0e0 + x¯iei ∈
BM (Γ, R) ∩ Pi and ϕ ∈ R(S) be such that uα − ϕ has a local maximum at x¯. According to
Lemma 3.7, there exists z¯0 ∈ R such that
uα(x¯) := u(z¯0e0 + x¯iei)−
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
(3.23)
and (
|z¯0 − x¯0|
2
α2
+ α
) p
2
≤ 2 ‖ u ‖∞ +α
p
2 . (3.24)
Then, if we set ϕα : z0e0 + xiei 7−→ (
|z0−x¯0|
2
α2 + α)
p
2 + ϕ(x¯0e0 + xiei), we can check that
ϕα belongs to R(S) and that u − ϕα has a local maximum at z¯ = z¯0e0 + x¯iei. Since u is a
subsolution of (2.15) in S, we deduce that
λu(z¯) + sup
(ζ,ξ)∈FL(z¯)
{−Dϕα(z¯, ζ)− ξ} ≤ 0. (3.25)
If x¯ ∈ (BM (Γ, R) ∩ Pi) \ Γ: The equation (3.25) can be rewritten as follows
λu(z¯) +Hi(z¯0e0 + x¯iei,
p(z¯0 − x¯0)
α2
(
|x¯0 − z¯0|
2
α2
+ α
) p
2
−1
e0 + ∂xi (ϕ|Pi) (x¯0e0 + x¯iei)ei) ≤ 0.
(3.26)
Then, according to (3.10) in Lemma 3.4
λu(z¯) +
δ
2
|∂xi (ϕ|Pi) (x¯)| − CM
(
1 +
p|z¯0 − x¯0|
α2
(
|x¯0 − z¯0|
2
α2
+ α
) p
2
−1
)
≤ 0. (3.27)
But from (3.24), the term p|z¯0−x¯0|α2
(
|x¯0−z¯0|
2
α2 + α
) p
2
−1
is bounded by a constant K(α, p) =
p
√(
2‖u‖∞+α
p
2
) 2
p−α
α
(
2 ‖ u ‖∞ +α
p
2
)1− 2
p , so that we get
|∂xi (ϕ|Pi) (x¯)| ≤
2
δ
(λ ‖ u ‖∞ +CM (1 +K(M,α, p))) . (3.28)
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If x¯ ∈ BM (Γ, R) ∩ Γ: equation (3.25) can be rewritten as follows
λu(z¯) +HΓ
(
z¯, p|z¯0−x¯0|α2
(
|x¯0−z¯0|
2
α2 + α
) p
2
−1
e0 + ∂x1 (ϕ|P1) (x¯)e1, . . .
. . . , p|z¯0−x¯0|α2
(
|x¯0−z¯0|
2
α2 + α
) p
2
−1
e0 + ∂xN (ϕ|PN ) (x¯)eN
)
≤ 0.
(3.29)
Particularly, if we fix i ∈ {1, . . . , N}, (3.29) implies
λu(z¯) +H+i
(
z¯,
p|z¯0 − x¯0|
α2
(
|x¯0 − z¯0|
2
α2
+ α
) p
2
−1
e0 + ∂xi (ϕ|Pi) (x¯)ei
)
≤ 0, (3.30)
and thanks to (3.14) in Lemma 3.6 and (3.24) we deduce that
− ∂xi (ϕ|Pi) (x¯) ≤
1
δ
(λ ‖ u ‖∞ +CM (1 +K(M,α, p))) , (3.31)
with the same constant K(M,α, p) as in the case where x¯ ∈ BM (Γ, R) ∩ Pi.
Finally, according to (3.22), (3.28) and (3.31) we have that uα is a subsolution of (3.19) in
BM (Γ, R)∩S with the constant C
⋆(M,α, p) =
√
C(M,α, p)2 + 4δ2 (λ ‖ u ‖∞ +CM (1 +K(M,α, p)))
2
.
This concludes the proof. ⊓⊔
Lemma 3.10. Assume [H0], [H1], [H2], [H˜3] and [H4]. Let y0 be in Γ and R > 0 be as in
(3.1). We denote by Q the set S ∩B(y0, R). Let u : S → R be a bounded, usc subsolution of
(2.15) in Q. Then, for all α, p > 0 small enough, if we set
Qα :=
{
x ∈ Q : dist(x, ∂Q) > α
√
(2 ‖ u ‖∞ +α
p
2 )2/p − α
}
, (3.32)
the sup-convolution uα defined in (3.17), is Lipschitz continuous in Qα and there exists
m : (0,+∞)→ (0,+∞) such that limα→0m(α) = 0 and uα−m(α) is a subsolution of (2.15)
in Qα.
Proof. First, according to Lemma 3.9 it is clear that uα is Lipschitz continuous in Qα. It
remains to find m : R+ → R+ such that uα −m(α) is a subsolution of (2.15) in Qα and to
check that m has the desired limit as α tends to 0. For this purpose, we consider ϕ ∈ R(S)
such that uα − ϕ has a local maximum point at x¯ = x¯0e0 + x¯iei. According to Lemma 3.7,
there exists z¯0 ∈ R such that
uα(x¯) = u(z¯0e0 + x¯iei)−
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
(3.33)
and
|x¯0 − z¯0| ≤ α
√
(2 ‖ u ‖∞ +α
p
2 )
2
p − α. (3.34)
From (3.33) the function x0 7→ u(z¯0e0+ x¯iei)−
(
|z¯0−x0|
2
α2 + α
) p
2
−ϕ(x0e0+ x¯iei) has a local
maximum at x¯0 and we deduce that
∂x0ϕ(x¯) =
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
. (3.35)
On the other hand, since x¯ ∈ Qα, the inequality (3.34) implies that z¯ = z¯0e0+ x¯iei ∈ Q and
we can use that u is a subsolution of (2.15) in Q :
1. If x¯ ∈ Pi \ Γ: then, z¯ = z¯0e0 + x¯iei also belongs to Pi \ Γ and using the test function
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ϕ˜ : z = z0e0 + z
′ 7−→ ϕ(x¯0e0 + z
′) +
(
|z0−x¯0|
2
α2 + α
) p
2
, where we recall that z′ denotes zjej if
z ∈ Pj , we have the viscosity inequality
λu(z¯) +Hi
(
z¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0 + ∂xi (ϕ|Pi) (x¯)ei
)
≤ 0. (3.36)
Combining the previous results, (3.33), (3.35) and (3.36), we get
λuα(x¯) + λ
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
+Hi(z¯, D (ϕ|Pi) (x¯)) ≤ 0.
Then, according to (3.8) we have
λuα(x¯)+Hi(x¯, D (ϕ|Pi) (x¯)) ≤ −λ
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
+Lf |x¯0−z¯0||D (ϕ|Pi) (x¯)|+ωℓ(|x¯0−z¯0|).
(3.37)
But, from (3.10) and (3.36)
|∂xi (ϕ|Pi) (x¯)| ≤
2
δ
(
λ ‖ u ‖∞ +CM
(
1 +
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
))
.
Then, from (3.35) and (3.37) we get
λuα(x¯) +Hi(x¯, D (ϕ|Pi) (x¯)) ≤
|z¯0−x¯0|
2
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1 (
pLf
(
1 + 2CMδ
)
− λ
)
+|x¯0 − z¯0|
2Lf
δ (λ ‖ u ‖∞ +CM ) + ωℓ(|x¯0 − z¯0|),
and for p small enough, we get
λuα(x¯) +Hi(x¯, D (ϕ|Pi) (x¯)) ≤ |x¯0 − z¯0|
2Lf
δ (λ ‖ u ‖∞ +CM ) + ωℓ(|x¯0 − z¯0|).
Finally, according to (3.34) the right hand side of the latter inequality gives us m(α).
2. If x¯ ∈ Γ: x¯i = 0 and z¯ = z¯0e0 + x¯iei also belongs to Γ. Using ϕ˜ : z = z0e0 + z
′ 7−→
ϕ(x¯0e0 + z
′) +
(
|z0−x¯0|
2
α2 + α
) p
2
as a test function, we have
λu(z¯) +HΓ
(
z¯, p(z¯0−x¯0)α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
e0 + ∂x1 (ϕ|P1) (x¯)e1, . . .
. . . , p(z¯0−x¯0)α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
e0 + ∂xN (ϕ|PN ) (x¯)eN
)
≤ 0.
(3.38)
As in the case when x¯ ∈ Pi \ Γ, we deduce from (3.33), (3.35) and (3.38) that we have
λuα(x¯) + λ
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
+HΓ(z¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ 0. (3.39)
Let i ∈ {1, . . . , N} be such that HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) = H
+
i (x¯, D (ϕ|Pi) (x¯)).
Then, Lemma 3.6 and (3.39) give us
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ −λ
(
|z¯0−x¯0|
2
α2 + α
) p
2
+M |x¯0 − z¯0||D (ϕ|Pi) (x¯)|
+ω(|x¯0 − z¯0|),
(3.40)
where M and ω(.) are specified in Lemma 3.6. On the other hand, from (3.14) in Lemma
3.6 and (3.38)
− ∂xi (ϕ|Pi) (x¯) ≤
1
δ
(
λ ‖ u ‖∞ +CM
(
1 +
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
))
. (3.41)
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This information does not allow us to conclude directly with (3.40). We need to get a control
from above on ∂xi (ϕ|Pi) (x¯). For this purpose, we introduce the real number p˜i,x¯,α defined
as follow
p˜i,x¯,α := max{pi ∈ R : ϕi,x¯,α(pi) = min
d∈R
{ϕi,x¯,α(d)}} (3.42)
where
ϕi,x¯,α(d) = Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0 + dei).
We claim that if we note hi,x¯ := mind∈R{Hi(x¯, dei)}, we have the following estimation
p˜i,x¯,α ≤
2
δ
(
hi,x¯ + CM
(
1 +
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
)
+Mf
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
)
.
(3.43)
To prove this inequality, it is enough to show that for any real number q larger than the
right member of (3.43), ϕi,x¯,α(q) > mind∈R {ϕi,x¯,α(d)}.
Take q > 2δ
(
hi,x¯ + CM
(
1 + p|z¯0−x¯0|α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
)
+Mf
p|z¯0−x¯0|
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
)
.
Then, from the coercivity property of Hi with respect to pi, see (3.10), we have
Hi(x¯,
p(z¯0−x¯0)
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
e0 + qei) ≥
δ
2 |q| − CM
(
1 + p|z¯0−x¯0|α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
)
> hi,x¯ +Mf
p|z¯0−x¯0|
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
.
(3.44)
But, if we consider d ∈ R such that Hi(x¯, dei) = hi,x¯, by definition of pi,x¯,α we have
Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+p˜i,x¯,αei) ≤ Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+dei),
(3.45)
and from (3.9)
Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+dei) ≤ hi,x¯+Mf
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
.
(3.46)
Finally, (3.45) and (3.46) lead to
Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+pi,x¯,αei) ≤ hi,x¯+Mf
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
,
(3.47)
and from (3.44) we infer that
Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+qei) > Hi(x¯,
p(z¯0 − x¯0)
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
e0+p˜i,x¯,αei),
which proves (3.43).
We consider three cases :
(a) If ∂xi (ϕ|Pi) (x¯) ≤ 0: then, (3.41) yields
|∂xi (ϕ|Pi) (x¯)| ≤
1
δ
(
λ ‖ u ‖∞ +CM
(
1 +
p|z¯0 − x¯0|
α2
(
|z¯0 − x¯0|
2
α2
+ α
) p
2
−1
))
,
and therefore (3.35) and (3.40) imply
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ −λ
(
|z¯0−x¯0|
2
α2 + α
) p
2
+ ω(|x¯0 − z¯0|)
+|x¯0 − z¯0|M
[
p|z¯0−x¯0|
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
+ 1δ
(
λ ‖ u ‖∞ +CM
(
1 + p|z¯0−x¯0|α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
))]
,
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and then
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤
(
|z¯0−x¯0|
2
α2 + α
) p
2 (
−λ+ pM
(
1 + CMδ
))
+Mδ |z¯0 − x¯0| (λ ‖ u ‖∞ +CM ) + ω(|x¯0 − z¯0|).
(3.48)
Finally, if p is small enough, (3.48) implies
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤
M
δ |z¯0 − x¯0| (λ ‖ u ‖∞ +CM ) + ω(|x¯0 − z¯0|),
(3.49)
and from (3.34) the right hand side of the latter inequality gives us m(α).
(b) If 0 < ∂xi (ϕ|Pi) (x¯) ≤ p˜i,x¯,α (case which never occurs if pi,x¯,α ≤ 0): in this case, (3.35)
and (3.40) give us
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ −λ
(
|z¯0−x¯0|
2
α2 + α
) p
2
+M p|z¯0−x¯0|
2
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
+M |x¯0 − z¯0|p˜i,x¯,α + ω(|x¯0 − z¯0|),
and according to (3.43) we get
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤
2M
δ |x¯0 − z¯0|(hi,x¯ + CM ) + ω(|x¯0 − z¯0|)
+
(
|z¯0−x¯0|
2
α2 + α
) p
2 (
−λ+ pM
(
1 + 2δ (CM +Mf )
))
.
(3.50)
Finally, for p small enough, (3.50) gives us
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤
2M
δ |x¯0 − z¯0|(hi,x¯ + CM ) + ω(|x¯0 − z¯0|),
(3.51)
and since hi,x¯ is uniformly bounded with respect to x¯ ∈ Q, from (3.34) the right hand side
of the latter inequality gives us m(α).
(c) If 0 ≤ max{0, p˜i,x¯,α} < ∂xi (ϕ|Pi) (x¯): in this case, we can not conclude with the inequal-
ity (3.40). We need to find a more precise estimate.
We recall that i ∈ {1, . . . , N} is such thatHΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) = H
+
i (x¯, D (ϕ|Pi) (x¯)).
Since p˜i,x¯,α < ∂xi (ϕ|Pi) (x¯), according to point 4 in Lemma 2.1, we know that the maximum
which defines H+i (x¯, D(ϕ|Pi))(x¯) is reached for one a ∈ Ai such that fi(x¯, a).ei = 0. Then,
we can apply (3.16) in Remark 3.2 and (3.39) implies
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ −λ
(
|z¯0−x¯0|
2
α2 + α
) p
2
+ ω(|x¯0 − z¯0|)
+M p|z¯0−x¯0|
2
α2
(
|z¯0−x¯0|
2
α2 + α
) p
2
−1
.
Then, for p small enough, we deduce that
λuα(x¯) +HΓ(x¯, D (ϕ|P1) (x¯), . . . , D (ϕ|PN ) (x¯)) ≤ ω(|x¯0 − z¯0|), (3.52)
and according to (3.34) the right hand side of the latter inequality gives us m(α). ⊓⊔
Finally, let us state the counterpart of Lemma 2.9 in the present context.
Lemma 3.11. Assume [H0], [H1] and [H2]. For y0 ∈ Γ let R > 0 be as in (3.1). We set
Q = B(y0, R) ∩ S. Let u : S → R be a bounded, Lipschitz continuous viscosity subsolution
of (2.15) in Q. Let (ρε)ε be a sequence of mollifiers defined on R. We consider the function
uε defined on Qε := {x ∈ Q : dist(x, ∂Q) > ε} by
uε(x0e0 + x
′) = u ∗ ρε(x0e0 + x
′) =
∫
R
u((x0 − τ)e0 + x
′)ρε(τ)dτ.
We recall that the decomposition of x ∈ S, x = x0e0 + x
′, is explained in (2.2).
Then, ‖ uε−u ‖L∞(Qε) tends to 0 as ε tends to 0 and there exists a function m˜ : (0,+∞)→
(0,+∞) such that limε→0 m˜(ε) = 0 and the function uε − m˜(ε) is a viscosity subsolution of
(2.15) in Qε.
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Proof. The proof is similar to that of Lemma 2.9. The difference is that we assume that u
is Lipschitz continuous in Q. This is no longer a consequence of the assumption [H3]. ⊓⊔
The following theorem is a local Comparison Principle.
Theorem 3.3. Assume [H0], [H1], [H2] and [H˜3]. Let u be a bounded, usc subsolution of
(2.15) in S and v be a bounded, lsc supersolution of (2.15) in S. Let R > 0 be as in (3.1).
Let y0 ∈ Γ be fixed. Then, if we set Q = B(y0, R) ∩ S, we have
‖ (u− v)+ ‖L∞(Q)≤‖ (u− v)+ ‖L∞(∂Q) . (3.53)
Proof. Step 1 : By assuming [H˜3] instead of [H3], we lose the lipschitz continuity of u in a
neighborhood of Γ, which was an important property to prove Theorem 2.5. The first step
consists therefore of regularizing the subsolution so that it becomes Lipschitz continuous.
Take α, p > 0 two positive numbers and consider uα (= uα,p) the sup-convolution of u with
respect to the x0-variable defined in (3.17). We chose α, p small enough so that Lemma 3.10
can be applied. Thus, from Lemma 3.10, we know that uα is Lipschitz continuous in Qα
and that there exists m : (0,+∞)→ (0,+∞) such that limα→0m(α) = 0 and uα −m(α) is
a subsolution of (2.15) in Qα. The definition of the set Qα (= Qα,p) is given in (3.32).
Step 2 : We are now able to follow the proof of Theorem 2.5. The next step consists of a
second regularization of the subsolution u which this time produces a C1 function in Γ. Let
Qα,ε be the set defined by
Qα,ε :=
{
x ∈ Q : dist(x, ∂Q) > α
√
(2 ‖ u ‖∞ +α
p
2 )2/p − α+ ε
}
.
We consider the function uα,ε defined on Qα,ε by
uα,ε(x0e0 + x
′) = uα ∗ ρε(x0e0 + x
′) =
∫
R
uα((x0 − τ)e0 + x
′)ρε(τ)dτ,
where ρε is a sequence of mollifiers defined on R. It is clear that uα,ε is a C
1 function in
Γ ∩ Qα,ε. Besides, from Lemma 3.11, ‖ uα,ε − uα ‖L∞(Qα,ε) tends to 0 as ε tends to 0 and
there exists a function m˜ : (0,+∞) → (0,+∞), such that limε→0 m˜(ε) = 0 and such that
the function uα,ε −m(α)− m˜(ε) is a viscosity subsolution of (2.15) in Qα,ε.
Step 3 : Let us prove that
‖ (uα,ε −m(α) − m˜(ε)− v)+ ‖L∞(Qα,ε)≤‖ (uα,ε −m(α)− m˜(ε)− v)+ ‖L∞(∂Qα,ε), (3.54)
for a fixed pair (α, ε) of positive numbers.
Let Mα,ε be the supremum of uα,ε−m(α)−m˜(ε)−v on Qα,ε. The latter is reached for some
x¯α,ε ∈ Qα,ε, because the function uα,ε−m(α)− m˜(ε)− v is usc. If Mα,ε ≤ 0, then we clearly
have ‖ (uα,ε −m(α) − m˜(ε) − v)+ ‖L∞(Qα,ε)≤‖ (uα,ε −m(α) − m˜(ε) − v)+ ‖L∞(∂Qα,ε). So,
we assume that Mα,ε > 0 and we want to show that x¯α,ε ∈ ∂Qα,ε. Assume by contradiction
that x¯α,ε 6∈ ∂Qα,ε. Then, x¯α,ε is a local maximum of uα,ε −m(α)− m˜(ε)− v.
1. If x¯α,ε /∈ Γ : The usual doubling of variables method, with the auxiliary function
ψβ(x, y) = uα,ε(x)−m(α)−m˜(ε)−v(y)−d
2(x, x¯α,ε)−
d2(x,y)
β2 , leads us to a contradiction.
2. If x¯α,ε ∈ Γ : According to Lemma 3.10, uα,ε is Lipschitz continuous and C
1 with respect
to x0 in Q¯α,ε. Then, with a similar argument as in the proof of Lemma 2.7 we can
construct a test-function ϕ ∈ R(S) such that ϕ|Γ = uα,ε|Γ and ϕ remains below uα,ε
in a neighborhood of Γ (take for example ϕ(x0e0 + xiei) = uα,ε(x0e0) − Cxi with C
great enough). It is easy to check that v − ϕ has a local minimum at x¯α,ε. Then, we
can use Theorem 2.4, which holds with [H˜3], and we have two possible cases:
[B] λv(x¯α,ε) +H
T
Γ (x¯α,ε, D (uα,ε|Γ) (x¯α,ε)) ≥ 0.
Moreover, uα,ε −m(α)− m˜(ε) is a subsolution of (2.15) which is C
1 on Γ. Then,
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according to Lemma 2.7, which can be apply here from Remark 2.8, we have the
inequality λ(uα,ε(x¯α,ε) −m(α) − m˜(ε)) +H
T
Γ (x¯α,ε, D (uα,ε|Γ) (x¯α,ε)) ≤ 0. There-
fore, we obtain that Mα,ε = uα,ε(x¯α,ε) −m(α) − m˜(ε) − v(x¯α,ε) ≤ 0, which is a
contradiction.
[A] With the notations of Theorem 2.4, we have that
v(xk) ≥
∫ η
0
ℓi(yxk(s), α
k
i (s))e
−λsds+ v(yxk(η))e
−λη .
Moreover, from Lemma 2.8, which holds with [H˜3],
uα,ε(xk)−m(α)−m˜(ε) ≤
∫ η
0
ℓi(yxk(s), α
k
i (s))e
−λsds+(uα,ε(yxk(η))−m(α)−m˜(ε))e
−λη.
Therefore
uα,ε(xk)−m(α)− m˜(ε)− v(xk) ≤ (uα,ε(yxk(η))−m(α)− m˜(ε)− v(yxk(η)))e
−λη .
Letting k tend to +∞, we find that Mα,ε ≤ Mα,εe
−λη, therefore that Mα,ε ≤ 0,
which is a contradiction.
Step 4 : In order to prove the final result, we have to pass to the limit as ε tends to 0 and
then as α tends to 0. Let α > 0 be fixed. Let ε0 be a strictly positive number and y be in
Qα,ε0 . Then, for all 0 < ε < ε0 we have that
(uα,ε(y)−m(α)− m˜(ε)− v(y))+ ≤‖ (uα −m(α)− m˜(ε)− v)+ ‖L∞(∂Qα,ε) . (3.55)
However, lim supε→0 ‖ (uα,ε−m(α)− m˜(ε)− v)+ ‖L∞(∂Qα,ε)≤‖ (uα−m(α)− v)+ ‖L∞(∂Qα).
Indeed, the supremum ‖ (uα,ε −m(α) − m˜(ε) − v)+ ‖L∞(∂Qα,ε) is reached for some xα,ε in
∂Qα,ε. Thus, for any subsequence such that ‖ (uα,ε−m(α)−m˜(ε)−v)+ ‖L∞(∂Qα,ε) converges
to a limit ℓ¯ when ε tends to 0, we can assume that xα,ε converges to some x¯α that belongs
to ∂Qα when ε tends to 0. Therefore, since ‖ uα,ε − uα ‖L∞(Qα,ε) tends to 0 as ε tends
to 0, since uα is continuous in Qα and from the lower-semi-continuity of v, we have that
ℓ¯ ≤ (uα(x¯α)−m(α)− v(x¯α))+ ≤‖ (uα −m(α)− v)+ ‖L∞(∂Qα). Therefore, by the pointwise
convergence of uα,ε to uα, passing to the lim sup as ε tends to 0 in (3.55) we deduce
(uα(y)−m(α)− v(y))+ ≤‖ (uα −m(α)− v)+ ‖L∞(∂Qα) .
The above inequality is true for all y ∈ Qα,ε0 , with ε0 arbitrarily chosen, then
‖ (uα −m(α)− v)+ ‖L∞(Qα)≤‖ (uα −m(α)− v)+ ‖L∞(∂Qα) .
We are left with taking the limit as α tends to 0.
Fix now α0 and y ∈ Qα0 . For all 0 < α ≤ α0 we have
(uα(y)−m(α)− v(y))+ ≤‖ (uα −m(α)− v)+ ‖L∞(∂Qα) . (3.56)
As above, we have that lim supα→0 ‖ (uα−m(α)−v)+ ‖L∞(∂Qα)≤‖ (u−v)+ ‖L∞(∂Q). Indeed,
the supremum ‖ (uα −m(α) − v)+ ‖L∞(∂Qα) is reached for some xα in ∂Qα. Thus, for any
subsequence such that ‖ (uα −m(α) − v)+ ‖L∞(∂Qα) converges to a limit ℓ as α tends to 0,
we can assume that xα converges to x¯ which belongs to ∂Q when ε tends to 0. But, from the
properties of the sup-convolution, the fact that u is upper-semi-continuous, continuous with
respect to x0 and the fact that v is lower-semi-continuous it is easy to check that necessarily
ℓ ≤ (u(x¯) − v(x¯))+ ≤‖ (u − v)+ ‖L∞(∂Q). Therefore, by the pointwise convergence of uα to
u, passing to the lim sup as α tends to 0 in (3.56) we deduce
(u(y)− v(y))+ ≤‖ (u − v)+ ‖L∞(∂Q), ∀y ∈ Qα0 .
The above inequality is true ∀y ∈ Qα0 , with α0 arbitrarily chosen, then
‖ (u− v)+ ‖L∞(Q)≤‖ (u − v)+ ‖L∞(∂Q) .
⊓⊔
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We are now able to prove the following global Comparison Principle.
Theorem 3.4. Assume [H0], [H1], [H2] and [H˜3]. Let u be a bounded, usc subsolution of
(2.15) in S and v be a bounded, lsc supersolution of (2.15) in S. Then, u ≤ v in S.
Proof. The first step consists in a localization of the problem. For a some positive numberK,
we consider the function ψ(x) := −K−
√
1 + |x|2. It is easy to check that for K ≥
Mf+Ml+1
λ ,
ψ satisfies the viscosity inequality
λψ + sup
(ξ,ζ)∈FL(x)
{−Dψ(x).ξ − ζ} ≤ −1.
Then, if we set, for µ ∈ (0, 1), uµ = µu+ (1− µ)ψ, by convexity properties, we have that
λuµ + sup
(ξ,ζ)∈FL(x)
{−Duµ(x).ξ − ζ} ≤ −(1− µ),
where the above inequality is to be understood in the sense of the viscosity. In particular, uµ
is a subsolution of (2.15) in S. We set Mµ := supx∈S{uµ(x)− v(x)}. Since uµ(x) is usc and
tends to −∞ as |x| tends to +∞ and since v is bounded, lsc the above supremum is reached
at some xµ ∈ S. We argue by contradiction, assuming that M := supx∈S{u(x)− v(x)} > 0.
Then, since Mµ tends to M as µ tends to 1, for µ close enough to 1 we have Mµ > 0. We
fix such a µ and we distinguish two cases.
1. If xµ ∈ Pi \Γ for some i ∈ {1, . . . , N}, then a classical doubling variables method leads
to a contradiction.
2. If xµ ∈ Γ, then we are going to obtain a contradiction from Theorem 3.3. Let r > 0 be
small enough such that for all i ∈ {1, . . . , N} and x ∈ B(Γ, r) ∩ Pi
[−
δ
2
,
δ
2
] ⊂ {fi(x, a).ei : a ∈ Ai} .
We set Qµ := B(xµ, r) ∩ S and we consider the function u¯µ defined in S by u¯µ(x) =
uµ(x) − |x − xµ|
2(1 − µ)2. It is easy to check that if µ is close enough to 1, u¯µ is a
subsolution of (2.15) in S. Indeed, a direct computation gives
λu¯µ(x) + sup
(ξ,ζ)∈FL(x)
{−Du¯µ(x, ξ)− ζ} ≤ −(1− µ) + 2rMf(1 − µ)
2,
and the right hand side of this inequality is clearly negative if µ ∈ (0, 1)∩ [1− 12rMf , 1).
Then, we apply Theorem 3.3 with Q = Qµ and the pair of sub/supersolution (uµ, v) :
this leads to
Mµ = uµ(xµ)− v(xµ) = u¯µ(xµ)− v(xµ) ≤‖ (u¯µ − v)+ ‖L∞(∂Qµ) . (3.57)
However, if x ∈ ∂Qµ
u¯µ(x) − v(x) = uµ(x)− v(x) − r
2(1− µ)2 ≤Mµ − r
2(1− µ)2 < Mµ,
in contradiction with (3.57).
Finally, we deduce that M ≤ 0 and the proof is complete. ⊓⊔
As a consequence, we have the following result of uniqueness and regularity.
Theorem 3.5. Assume [H0], [H1], [H2] and [H˜3]. Then, the value function v is continuous
and is the unique viscosity solution of (2.15) in S.
Proof. It is clear that Theorem 3.4 implies the uniqueness for the Hamilton-Jacobi equation
(2.15). We have just to prove that v is a solution of this equation. But, according to Theorem
3.2, v is a discontinuous solution of (2.15) in S. From Theorem 3.4 applied to the pair of
sub/supersolution (v⋆, v⋆), we deduce v
⋆ ≤ v⋆ in S. Finally, v = v
⋆ = v⋆ and v is continuous.
⊓⊔
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4 Extension to a more general framework with addi-
tional dynamics and cost at the interface
With either [H3] or [H˜3], it is possible to extend all the results presented above to the case
when there are additional dynamics and cost at the interface. Since the framework is more
general with [H˜3], we only discuss this case. We keep the setting from § 3 except that we
take into account a set of controls A0, a dynamics f0 : Γ × A0 7−→ Re0 and a running cost
ℓ0 : Γ×A0 7−→ R. The assumptions made on A0, f0 and ℓ0 are the following.
(i) A0 is a non empty compact subset of the metric space A, disjoint from the other sets
Ai, i ∈ {1, . . . , N}.
(ii) The function f0 satisfies the same boundedness and regularity properties as the func-
tions fi, i ∈ {1, . . . , N}, described in [H0].
(ii) The function ℓ0 satisfies the same boundedness and regularity properties as the func-
tions ℓi, i ∈ {1, . . . , N}, described in [H1].
We define
M =
{
(x, a) : x ∈ S, a ∈ Ai if x ∈ S \ Γ, and a ∈ ∪
N
i=0Ai if x ∈ Γ
}
,
the dynamics
∀(x, a) ∈M, f(x, a) =
{
fi(x, a) if x ∈ Pi\Γ, i ∈ {1, . . . , N}
fi(x, a) if x ∈ Γ and a ∈ Ai, i ∈ {0, 1, . . . , N},
and the running cost
∀(x, a) ∈M, ℓ(x, a) =
{
ℓi(x, a) if x ∈ Pi\Γ, i ∈ {1, . . . , N}
ℓi(x, a) if x ∈ Γ and a ∈ Ai, i ∈ {0, 1, . . . , N}.
The infinite horizon optimal control problem is then given by (2.7) and (2.10). Then, we
consider the Hamilton-Jacobi equation (2.15) with the new definition of FL(x) :
FL(x) =
{
FLi(x) if x belongs to Pi\Γ
FL0(x) ∪
⋃
i=1,...,N FL
+
i (x) if x ∈ Γ,
where for x ∈ Γ, FL0(x) = {(f0(x, a), ℓ0(x, a)) : a ∈ A0}. The notion of viscosity sub and
supersolutions of (2.15) can be also defined as in (2.16) and (2.17). We obtain that the value
function is discontinuous viscosity solution of (2.15) in S in the same manner as above, by
passing by the relaxed Hamilton-Jacobi equation (2.28). Note that the key result to pass
from (2.15) to (2.28), Lemma 2.2, in the present framework becomes
f˜ℓ(x) = FL(x) if x ∈ S\Γ,
f˜ℓ(x) =
⋃
i=1,...,N co
{
FL0(x) ∪ FL
+
i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Re0 × R)
)}
if x ∈ Γ.
The proof of this can be made in the same way as above.
As previously, we have some equivalent definitions for (2.16) and (2.17) given by :
• An upper semi-continuous function u : S → R is a subsolution of (2.15) in S if for any
x ∈ S, any ϕ ∈ R(S) s.t. u− ϕ has a local maximum point at x, then
λu(x) +Hi(x,D (ϕ|Pi) (x)) ≤ 0 if x ∈ Pi\Γ,
λu(x) +HΓ (x,D (ϕ|Γ) (x), D (ϕ|P1) (x), . . . , D (ϕ|PN ) (x)) ≤ 0 if x ∈ Γ.
• A lower semi-continuous function u : S → R is a supersolution of (2.15) if for any
x ∈ S, any ϕ ∈ R(S) s.t. u− ϕ has a local minimum point at x, then
λu(x) +Hi(x,D (ϕ|Pi) (x)) ≥ 0 if x ∈ Pi\Γ,
λu(x) +HΓ (x,D (ϕ|Γ) (x), D (ϕ|P1) (x), . . . , D (ϕ|PN ) (x)) ≥ 0 if x ∈ Γ.
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Where the new definition of HΓ : Γ× Re0 ×
(∏
i=1,...,N (Re0 × Rei)
)
→ R is given by
HΓ(x, p0, p1, . . . , pN ) = max
{
H0(x, p0) max
i=1,...,N
H+i (x, pi)
}
,
where the Hamiltonians H+i are defined in (2.20) and the Hamiltonian H0 : Γ× Re0 7−→ R,
is defined by
H0(x, p0) = max
a∈A0
(−f0(x, a).p0 − ℓ0(x, a)) .
The tangential Hamiltonian at Γ, HTΓ : Γ× Re0 7−→ R is also slightly changed,
HTΓ (x, p) = max
{
H0(x, p), max
i=1,...,N
HTΓ,i(x, p)
}
, (4.1)
where the Hamiltonians HTΓ,i are defined in (2.22).
With these new definitions, all the results proved in § 3 hold with obvious modifications of
the proofs. In particular,
• a subsolution of the present problem is also a subsolution of the former problem. So
Lemma 2.7 (with remark 2.8) and equation (2.43) in Lemma 2.8 hold.
• Lemma 2.1 holds since it only involves the Hamiltonians Hi, H
+
i and H
T
Γ,i.
• The proof of Theorem 2.4 can still be used. In particular, with the choice of (qi)i=1,...,N
made in this proof, we have the identity
HΓ(x¯, , D(φ|Γ)(x¯) + q1e1, . . . , D(φ|PN )(x¯) + qNeN) = H
T
Γ (x¯, D(φ|Γ)(x¯)).
• The proofs of the regularisation results, Lemma 3.10 and Lemma 3.11, are unchanged.
• The proofs of the Comparison principles, Theorem 3.3 and Theorem 3.4 , are un-
changed.
A Proof of Lemma 2.2
Proof. The proof of the equality f˜ℓ(x) = FL(x) for x ∈ S\Γ is standard (see [4], Lemma 2.41,
page 129), and the inclusions co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Γ× R)
)}
⊂ f˜ℓ(x) for x ∈ Γ and
i ∈ {1, . . . , N} are proved by explicitly constructing trajectories, see [1]. We skip this part.
This leads to
FL(x) = f˜ℓ(x) if x ∈ S\Γ,⋃
i=1,...,N co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Γ× R)
)}
⊂ f˜ℓ(x) if x ∈ Γ.
We now prove the reverse inclusion. Let x ∈ Γ. For any (ζ, µ) ∈ f˜ℓ(x), there exists a sequence
of admissible trajectories (yn, αn) ∈ Tx and a sequence of times tn → 0
+ such that
lim
n→∞
1
tn
∫ tn
0
f(yn(t), αn(t))dt = ζ, and lim
n→∞
1
tn
∫ tn
0
ℓ(yn(t), αn(t))dt = µ.
First, remark that by cronstruction ζ necessarily belongs to Re0 × R
+ei, for some i ∈
{1, . . . , N}.
• If ζ /∈ Re0, then there exists an index i in {1, . . . , N} such that ζ ∈ (Re0 ×R
+ei)\Re0:
in this case, yn(tn) ∈ Pi\Γ. Hence,
yn(tn) = x+
N∑
j=1
∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γdt+
∫ tn
0
f(yn(t), αn(t))1yn(t)∈Γdt,
(A.1)
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with ∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γ.ejdt = 0 if j 6= i,∫ tn
0
fi(yn(t), αn(t))1yn(t)∈Pi\Γ.eidt = yn(tn).ei.
(A.2)
These identities are a consequence of Stampacchia’s theorem: consider for example
j ∈ {1, . . . , N} and the function κj : y 7→ y1y∈Pj\Γ.ej. It is easy to check that
t 7→ κj(yn(t)) belongs to W
1,∞(0, tn) and that its weak derivative coincides almost
everywhere with t 7→ fj(yn(t), αn(t))1yn(t)∈Pj\Γ.ej . This implies (A.2).
For j = 1, . . . , N , let tj,n be defined by
tj,n =
∣∣∣{t ∈ [0, tn] : yn(t) ∈ Pj\Γ}∣∣∣ .
If j 6= i and tj,n > 0 then
1
tj,n
(∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γdt,
∫ tn
0
ℓj(yn(t), αn(t))1yn(t)∈Pj\Γdt
)
=
1
tj,n
(∫ tn
0
fj(x, αn(t))1yn(t)∈Pj\Γdt,
∫ tn
0
ℓj(x, αn(t))1yn(t)∈Pj\Γdt
)
+ o(1)
where o(1) is a vector tending to 0 as n→∞. Therefore, the distance of
1
tj,n
(∫ tn
0 fj(yn(t), αn(t))1yn(t)∈Pj\Γdt,
∫ tn
0 ℓj(yn(t), αn(t))1yn(t)∈Pj\Γdt
)
to the set FLj(x)
tends to 0. Moreover, according to (A.2), we have that
∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γ.ejdt =
0. Hence, the distance of 1tj,n
(
ej
∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γdt,
∫ tn
0
ℓj(yn(t), αn(t))1yn(t)∈Pj\Γdt
)
to the set
(
FLj(x) ∩ (Re0 × R)
)
tends to zero as n tends to ∞.
If the set {t : yn(t) ∈ Γ} has a nonzero measure, then
1
|{t : yn(t) ∈ Γ}|
(∫ tn
0
f(yn(t), αn(t))1yn(t)∈Γdt,
∫ tn
0
ℓ(yn(t), αn(t))1yn(t)∈Γdt
)
=
1
|{t : yn(t) ∈ Γ}|
(∫ tn
0
f(x, αn(t))1yn(t)∈Γdt,
∫ tn
0
ℓ(x, αn(t))1yn(t)∈Γdt
)
+ o(1)
Therefore, the distance of 1|{t:yn(t)∈Γ}|
(∫ tn
0 f(yn(t), αn(t))1yn(t)∈Γdt,
∫ tn
0 ℓ(yn(t), αn(t))1yn(t)∈Γdt
)
to the set co
{⋃N
j=1 FLj(x)
}
tends to zero as n tends to∞. Moreover, from theorem 2.2,
f(yn(t), αn(t)) ∈ Re0 almost everywhere on {t : yn(t) ∈ Γ}. Therefore, the distance of
1
|{t:yn(t)∈Γ}|
(∫ tn
0 f(yn(t), αn(t))1yn(t)∈Γdt,
∫ tn
0 ℓ(yn(t), αn(t))1yn(t)∈Γdt
)
to the set
co
{⋃N
j=1
(
FLj(x) ∩ (Re0 × R)
)}
tends to zero as n tends to ∞.
Finally, we know that Ti,n > 0.
1
ti,n
(∫ tn
0
fi(yn(t), αn(t))1yn(t)∈Pi\Γdt,
∫ tn
0
ℓi(yn(t), αn(t))1yn(t)∈Pi\Γdt
)
=
1
ti,n
(∫ tn
0
fi(x, αn(t))1yn(t)∈Pi\Γdt,
∫ tn
0
ℓi(x, αn(t))1yn(t)∈Pi\Γdt
)
+ o(1)
so the distance of
1
ti,n
(∫ tn
0
fi(yn(t), αn(t))1yn(t)∈Pi\Γdt,
∫ tn
0
ℓi(yn(t), αn(t))1yn(t)∈Pi\Γdt
)
to the set FL+i (x)
tends to zero as n tends to ∞.
Combining all the observations above, we see that the distance of(
1
tn
∫ tn
0 f(yn(t), αn(t))dt,
1
tn
∫ tn
0 ℓ(yn(t), αn(t))dt
)
to co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Re0 × R)
)}
tends to 0 as n→∞. Therefore (ζ, µ) ∈ co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Re0 × R)
)}
.
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• If ζ ∈ Re0, either there exists i such that yn(tn) ∈ Pi\Γ or yn(tn) ∈ Γ:
• If yn(tn) ∈ Pi\Γ, then we can make exactly the same argument as above and conclude
that (ζ, µ) ∈ co
{
FL+i (x) ∪
⋃
j 6=i
(
FLj(x) ∩ (Re0 × R)
)}
. Since ζ ∈ Re0, we have in
fact that (ζ, µ) ∈ co
⋃N
j=1
(
FLj(x) ∩ (Re0 × R)
)
.
• if yn(tn) ∈ Γ, according to Stampacchia theorem, we have that∫ tn
0
fj(yn(t), αn(t))1yn(t)∈Pj\Γ.ejdt = 0 for all j = 1, . . . , N . We can repeat the argu-
ment above, and obtain that (ζ, µ) ∈ co
{⋃N
j=1
(
FLj(x) ∩ (Re0 × R)
)}
.
⊓⊔
B Proof of Theorem 3.2
Proof. First, remark that in this proof, the notation oε(1) will denote an application inde-
pendent of t, which tends to 0 as ε tends to 0 and that for k ∈ N⋆ the notation O(tk) will
denote an application independent of ε, such that O(t
k)
tk
remains bounded as t tends to 0.
Show that v⋆ is a supersolution of (2.15) : for any x ∈ S, let (xε)ε>0 be a sequence
such that xε tends to x when ε tends to 0 and v(xε) tends to v⋆(x) when ε tends to 0. Let
ϕ be in R(S) such that v⋆ − ϕ has a local minimum at x, i.e. there exists r > 0 such that
∀y ∈ B(x, r) ∩ S, v⋆(x) − ϕ(x) ≤ v⋆(y)− ϕ(y). (B.1)
From the dynamic programming principle (Proposition 2.1), for any ε > 0 and t > 0, there
exists (y¯ε,t, α¯ε,t) ∈ Txε such that
v(xε) ≥
∫ t
0
ℓ(y¯ε,t(s), α¯ε,t(s))e
−λsds+ e−λtv(y¯ε,t(t)) − ε
≥
∫ t
0
ℓ(y¯ε,t(s), α¯ε,t(s))e
−λsds+ e−λtv⋆(y¯ε,t(t))− ε.
Then, according to (B.1), for ε and t > 0 small enough we have
v(xε)− v⋆(x) ≥
∫ t
0
ℓ(y¯ε,t(s), α¯ε,t(s))e
−λsds+ v⋆(x)(e
−λt − 1) + (ϕ(y¯ε,t(t))− ϕ(x))e
−λt − ε.
Using that v(xε)− v⋆(x) = oε(1), that
∫ t
0 ℓ(y¯ε,t(s), α¯ε,t(s))e
−λsds =
∫ t
0 ℓ(y¯ε,t(s), α¯ε,t(s))ds+
O(t2) and that (ϕ(y¯ε,t(t))−ϕ(x))e
−λt = (ϕ(y¯ε,t(t))−ϕ(x))+toε(1)+O(t
2), we finally obtain
0 ≥
∫ t
0
ℓ(y¯ε,t(s), α¯ε,t(s))ds+v⋆(x)(e
−λt−1)+ϕ(y¯ε,t(t))−ϕ(x)+toε(1)+O(t
2)+oε(1). (B.2)
• If x ∈ Pi \ Γ : since xε tends to x belonging to Pi \ Γ as ε tends to 0 and since the
dynamic f is bounded, see remark 2.2, there exists t¯ > 0 such that for any t ∈ (0, t¯),
y¯ε,t(s) ∈ Pi \Γ for any s ∈ (0, t). Then, the inequality (B.2) can be rewritten as follows
0 ≥
∫ t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(y¯ε,t(s)).fi(y¯ε,t(s), α¯ε,t(s))ds+ v⋆(x)(e
−λt − 1)
+ϕ(xε)− ϕ(x) + toε(1) +O(t
2) + oε(1).
Using that ϕ(xε)−ϕ(x) = oε(1) and that D(ϕ|Pi)(y¯ε,t(t)) = D(ϕ|Pi)(x)+oε(1)+O(t),
we get that
0 ≥
∫ t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(x).fi(y¯ε,t(s), α¯ε,t(s))ds+ v⋆(x)(e
−λt − 1)
+toε(1) +O(t
2) + oε(1).
(B.3)
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It is easy to check that 1t
(∫ t
0
fi(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
0
ℓi(y¯ε,t(s), α¯ε,t(s))ds
)
is at a dis-
tance to FLi(x) of the order of oε(1) +O(t). Thus,
0 ≥ v⋆(x)(e
−λt − 1)− t
(
max
(ξ,ζ)∈FLi(x)
{−D(ϕ|Pi)(x, ξ) − ζ}
)
+ toε(1) +O(t
2) + oε(1).
Finally, dividing the latter inequality by t, taking the limit as ε tends to 0 and in a
second time the limit as t tends to 0 we get the desired inequality
λv⋆(x) + max
(ξ,ζ)∈FLi(x)
{−D(ϕ|Pi)(x, ξ) − ζ} ≥ 0.
• If x ∈ Γ and xε ∈ Pi \ Γ : Let τε,t > 0 be the exit time of y¯ε,t from Pi \ Γ. Up to the
extraction of a subsequence, we may assume that either τε,t ≤ t for all ε > 0 or that
τε,t > t for all ε.
If τε,t > t : The same calculations as in the case where x ∈ Pi \ Γ give us (B.3).
As above 1t
(∫ t
0
fi(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
0
ℓi(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to FLi(x)
of the order of oε(1) + O(t). But this time, we have that
∫ t
0 fi(y¯ε,t(s), α¯ε,t(s))ds.ei ≥
−xε.ei = oε(1) for all t, ε > 0 and then we have the more specific information that
1
t
(∫ t
0 fi(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
0 ℓi(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to FL+i (x) of the
order of
oε(1)
t
+ oε(1) +O(t). Finally, (B.3) give us as desired
λv⋆(x) + max
i∈{1,...,N}
max
(ξ,ζ)∈FL+i (x)
{−D(ϕ|Pi)(x, ξ) − ζ} ≥ 0.
If τε,t ≤ t : Then, the inequality (B.2) can be written as follow
0 ≥
∫ τε,t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(y¯ε,t(s)).fi(y¯ε,t(s), α¯ε,t(s))ds
+
N∑
j=1
∫ t
τε,t
1{y¯ε,t(s)∈Pj\Γ}
[
ℓj(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pj )(y¯ε,t(s)).fj(y¯ε,t(s), α¯ε,t(s))
]
ds
+
∫ t
τε,t
1{y¯ε,t(s)∈Γ} [ℓ(y¯ε,t(s), α¯ε,t(s)) +D (ϕ|Γ) (y¯ε,t(s)).f(y¯ε,t(s), α¯ε,t(s))] ds
+v⋆(x)(e
−λt − 1)+ϕ(xε)− ϕ(x) + toε(1) +O(t
2) + oε(1).
(B.4)
Note that to obtain the third line of this inequality, we use Point 3 of Theorem 3.1. To
obtain the supersolution inequality, we have to deal with each term of the inequality
(B.4) individually.
→ Let j ∈ {1, . . . , N} be such that y¯ε,t(t) 6∈ Pj\Γ. Then
∫ t
τε,t
1{y¯ε,t(s)∈Pj\Γ}fj(y¯ε,t(s), α¯ε,t(s)).ejds = 0
and
1
|{s : y¯ε,t(s) ∈ Pj\Γ}|
(∫ t
τε,t
1{y¯ε,t(s)∈Pj\Γ}fj(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
τε,t
1{y¯ε,t(s)∈Pj\Γ}ℓj(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to FLi(x) ∩ (Re0 × R) of the order of oε(1) +O(t). Thus, we get∫ t
τε,t
1{y¯ε,t(s)∈Pj\Γ}
[
ℓj(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pj )(y¯ε,t(s)).fj(y¯ε,t(s), α¯ε,t(s))
]
ds
≥ |{s : y¯ε,t(s) ∈ Pj\Γ}|
(
−max(ξ,ζ)∈FLj(x)∩(Re0×R) {−Dϕ(x, ξ) − ζ}+ oε(1) +O(t)
)
.
(B.5)
→ If there exists one k ∈ {1, . . . , N}, such that y¯ε,t(t) ∈ Pk \ Γ. In this case, we have
that
∫ t
τε,t
1{y¯ε,t(s)∈Pk\Γ}fk(y¯ε,t(s), α¯ε,t(s)).ekds = y¯ε,t(t).ek > 0 and then that
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1|{s : y¯ε,t(s) ∈ Pk\Γ}|
(∫ t
τε,t
1{y¯ε,t(s)∈Pk\Γ}fk(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
τε,t
1{y¯ε,t(s)∈Pk\Γ}ℓk(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to FL+k (x) of the order of oε(1) +O(t). Therefore, we get that∫ t
τε,t
1{y¯ε,t(s)∈Pk\Γ} [ℓk(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pk)(y¯ε,t(s)).fk(y¯ε,t(s), α¯ε,t(s))] ds
≥ |{s : y¯ε,t(s) ∈ Pk\Γ}|
(
−max(ξ,ζ)∈FL+
k
(x) {−Dϕ(x, ξ) − ζ}+ oε(1) +O(t)
)
.
(B.6)
→ From Point 3 of Theorem 3.1, we know that f(y¯ε,t(s), α¯ε,t(s)) ∈ Re0 almost every-
where on {s : y¯ε,t(s) ∈ Γ}. Therefore,
1
|{s : y¯ε,t(s) ∈ Γ}|
(∫ t
τε,t
1{y¯ε,t(s)∈Γ}f(y¯ε,t(s), α¯ε,t(s))ds,
∫ t
τε,t
1{y¯ε,t(s)∈Γ}ℓ(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to co
{
∪Nj=1FLj(x) ∩ (Re0 × R)
}
of the order of oε(1) +O(t) and then∫ t
τε,t
1{y¯ε,t(s)∈Γ} [ℓ(y¯ε,t(s), α¯ε,t(s)) +DΓϕ(y¯ε,t(s)).f(y¯ε,t(s), α¯ε,t(s))] ds
≥ |{s : y¯ε,t(s) ∈ Γ}|
(
−max(ξ,ζ)∈co{∪Nj=1FLj(x)∩(Re0×R)}
{−Dϕ(x, ξ)− ζ} + oε(1) +O(t)
)
.
(B.7)
However, from the piecewise linearity of the function (ξ, ζ) 7→ −Dϕ(x, ξ) − ζ we have
that
max
(ξ,ζ)∈co{∪Nj=1FLj(x)∩(Re0×R)}
{−Dϕ(x, ξ) − ζ} = max
j∈{1,...,N}
{
max
(ξ,ζ)∈FLj(x)∩(Re0×R)
{−Dϕ(x, ξ) − ζ}
}
.
Therefore, (B.7) give us finally∫ t
τε,t
1{y¯ε,t(s)∈Γ} [ℓ(y¯ε,t(s), α¯ε,t(s)) +DΓϕ(y¯ε,t(s)).f(y¯ε,t(s), α¯ε,t(s))] ds
≥ |{s : y¯ε,t(s) ∈ Γ}|
(
− max
j∈{1,...,N}
{
max
(ξ,ζ)∈FLj(x)∩(Re0×R)
{−Dϕ(x, ξ)− ζ}
}
+ oε(1) +O(t)
)
.
(B.8)
→ It remains to deal with
∫ τε,t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(y¯ε,t(s)).fi(y¯ε,t(s), α¯ε,t(s))ds.
It is the term the most tricky one because
∫ τε,t
0
fi(y¯ε,t(s), α¯ε,t(s)).eids = −xε.ei < 0
generates some outgoing directions. To conclude, we have to use that xε.ei = oε(1).
As a consequence, up to the extraction of a subsequence, we may assume that either
lim
ε→0
|xε.ei|
τε,t
= 0 or C1 ≤
|xε.ei|
τε,t
≤ C2, for all ε, for some positive constants C1, C2.
If lim
ε→0
|xε.ei|
τε,t
= 0, it is simple to see that
1
τε,t
(∫ τε,t
0
fi(y¯ε,t(s), α¯ε,t(s))ds,
∫ τε,t
0
ℓi(y¯ε,t(s), α¯ε,t(s))ds
)
is at a distance to FLi(x) ∩ (Re0 × R) of the order of oε(1) +O(t). Then, we get∫ τε,t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(y¯ε,t(s)).fi(y¯ε,t(s), α¯ε,t(s))ds
≥ τε,t
(
−max(ξ,ζ)∈FLi(x)∩(Re0×R) {−Dϕ(x, ξ) − ζ}+ oε(1) +O(t)
)
.
(B.9)
If C1 ≤
|xε.ei|
τε,t
≤ C2, we can directly prove that
∫ τε,t
0
ℓi(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pi)(y¯ε,t(s)).fi(y¯ε,t(s), α¯ε,t(s))ds = O(xε.ei) = oε(1).
(B.10)
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Finally, if we put together all the informations of (B.5), (B.6), (B.8), (B.9), (B.10) and
the fact that ϕ(xε)− ϕ(x) = oε(1), the inequality (B.2) gives us
0 ≥ −t max
j∈{1,...,N}
{ max
(ξ,ζ)∈FL+j (x)
{−D(ϕ|Pj )(x).ξ−ζ}}+v⋆(x)(e
−λt−1)+toε(1)+O(t
2)+oε(1).
Dividing this last inequality by t, taking the limit as ε tends to 0 and in a second time
the limit as t tends to 0 we get the wanted inequality
λv⋆(x) + max
(ξ,ζ)∈FL(x)
{−Dϕ(x, ξ)− ζ} ≥ 0.
• If x ∈ Γ and xε ∈ Γ : In this case, the inequality (B.2) can be written as follow
0 ≥ +
N∑
j=1
∫ t
0
1{y¯ε,t(s)∈Pj\Γ}
[
ℓj(y¯ε,t(s), α¯ε,t(s)) +D(ϕ|Pj )(y¯ε,t(s)).fj(y¯ε,t(s), α¯ε,t(s))
]
ds
+
∫ t
0
1{y¯ε,t(s)∈Γ} [ℓ(y¯ε,t(s), α¯ε,t(s)) +DΓϕ(y¯ε,t(s)).f(y¯ε,t(s), α¯ε,t(s))] ds
+v⋆(x)(e
−λt − 1)+ϕ(xε)− ϕ(x) + toε(1) +O(t
2) + oε(1).
The same study term by term that in the previous case gives us the desired result.
Show that v⋆ is a subsolution of (2.15) : for x ∈ S let (xε)ε>0 be a sequence such
that xε tends to x as ε tends to 0 and v(x
ε) tends to v⋆(x) as ε tends to 0. Let ϕ be in R(S)
such that v⋆ − ϕ has a local maximum at x, i.e. there exists r > 0 such that
∀y ∈ B(x, r) ∩ S, v⋆(x) − ϕ(x) ≥ v⋆(y)− ϕ(y). (B.11)
To prove that v⋆ is a subsolution, according to Corollary 3.1, it is enough to show that for
any k ∈ {1, . . . , N},
v⋆(x) + sup
a∈Ak s.t. fk(x,a).ek>0
(−D(ϕ|Pk)(x).fk(x, a)− ℓk(x, a)) ≤ 0. (B.12)
Let a¯ ∈ Ak be such that fk(x, a).ek = δa¯ > 0.
• If xε ∈ Pi \ Γ : For all ε > 0, let (y¯ε, α¯ε) ∈ Txε be an admissible controlled trajectory
given by Lemma 3.2 and τ¯ε (≤ Cxε.ei) its exit time from Pi \ Γ. So, we consider y˜ :
[0, t˜)→ Pk the maximal solution of the integral equation y¯(t) = y¯ε(τ¯ε)+
∫ t
0
fk(y¯(s), a¯)ds.
According to the assumptions [H0] and [H˜3], we can check that t˜ ≥ δa¯2LfMf . Then, we
introduce (yε, αε) the admissible controlled trajectory of Txε defined in [0, τ¯ε + t˜) as
follow
(yε(t), αε(t)) =
{
(y¯ε(t), α¯ε(t)) if t < τ¯ε,
(y¯(t− τ¯ε), α¯) if T ≤ t ≥ τ¯ε.
Note that by construction, for t ∈ (τ¯ε, t˜) small enough, we have yε(s) ∈ Pi \ Γ for
s ∈ (0, τ¯ε) and yε(s) ∈ Pk \ Γ for s ∈ (τ¯ε, t). In the sequel we will consider such a t.
From the dynamic programming principle, Proposition 2.1, we have
v(xε) ≤
∫ t
0
ℓ(yε(s), αε(s))e
−λsds+ e−λtv(yε(t))
≤
∫ t
0
ℓ(yε(s), αε(s))e
−λsds+ e−λtv⋆(yε(t)).
Then, according to (B.11), for ε small enough we have
v(xε)− v
⋆(x) ≤
∫ t
0
ℓ(yε(s), αε(s))e
−λsds+ v⋆(x)(e−λt − 1) + (ϕ(yε(t)) − ϕ(x))e
−λt.
By similar arguments as above, we can deduce from this inequality the following
0 ≤
∫ t
0
ℓ(yε,t(s), αε,t(s))ds+v
⋆(x)(e−λt−1)+ϕ(yε,t(t))−ϕ(x)+ toε(1)+O(t
2)+oε(1).
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And by construction of the admissible controlled trajectory (yε, αε), this inequality can
be written as follows
0 ≤
∫ τ¯ε
0
ℓi(yε(s), αε(s)) +D(ϕ|Pi )(yε(s)).fi(yε(s), αε(s))ds
+
∫ t
τ¯ε
ℓk(yε(s), a¯) +D(ϕ|Pk)(yε(s)).fk(yε(s), a¯)ds
+v⋆(x)(e−λt − 1)+ϕ(xε)− ϕ(x) + toε(1) +O(t
2) + oε(1).
(B.13)
So, using that
∫ τ¯ε
0
ℓi(yε(s), αε(s)) +D(ϕ|Pi)(yε(s)).fi(yε(s), αε(s))ds = oε(1)
and
1
t− τ¯ε
∫ t
τ¯ε
ℓk(yε(s), a¯) +D(ϕ|Pk)(yε(s)).fk(yε(s), a¯)ds
= D(ϕ|Pk)(x).fk(x, a¯) + ℓk(x, a¯) + oε(1) +O(t). Thus, the inequality (B.13) gives us
0 ≥ v⋆(x)(e−λt − 1) + t (D(ϕ|Pk)(x).fk(x, a¯) + ℓk(x, a¯)) + t ◦ε (1) +O(t
2) + oε(1).
Dividing this last inequality by t, taking the limit as ε tends to 0 and in a second time
the limit as t tends to 0 we give us
λv⋆(x)−D(ϕ|Pk)(x).fk(x, a¯)− ℓk(x, a¯) ≤ 0.
Since this inequality is true for any a¯ ∈ Ak such that fk(x, a).ek > 0, we finally get
(B.12).
• If xε ∈ Γ : Then, the same argument as above can be used. The only difference is that
for the construction of the admissible controlled trajectory (yε, αε) we do not need to
join xε to Γ. Consequently, the calculations that follow are slightly simpler.
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