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 Millimeter-wave (MMW) frequencies (30 – 300 GHz) provide sufficient spectral 
resource and avoid interference with existing wireless services that are mostly congested 
over bands lower than 6 GHz. Different from lower frequencies, a high-throughput and 
power-efficient MMW wireless link highly relies on line-of-sight (LoS) propagation. To 
introduce coordinated multi-point (CoMP) transmission into MMW bands is a promising 
approach to provide higher chance of LoS propagation, as well as combat interference 
and improve system efficiency. 
 This dissertation studies the feasibility of MMW CoMP as an enabling technology 
handling the MMW spectrum resource for high-density small-cell applications. 
Exploratory study on the one hand shows the promising gains of MMW CoMP that 
improve signal quality, average capacity, and system stability. On the other hand, the 
study also reveals stringent requirements on synchronizations and massive information 
exchange between cell sites in MMW CoMP, implying the urgent needs for backhauling 
solutions that are suitable for MMW CoMP. However, current solutions for lower-
frequency CoMP can hardly apply in MMW small cells because of the inherent 
difference between existing macrocells and MMW small cells. 
 From another aspect, a distributed MMW CoMP architecture generates massive 
overhead traffic over the backhaul and distributes inefficient MMW signaling to cell sites, 
and most importantly, its performance deteriorates from uncontrollable asynchronization 
between cells. As a preliminary study, this dissertation first investigates the impact of 
asynchronization in an MMW CoMP system. It shows the high vulnerability of downlink 
and its criteria of synchronization in both time and frequency. It also shows that 
XVI 
optimizing parameters including carrier frequency, bandwidth, and subcarrier spacing 
provides very limited improvement. 
 To explore effective solutions, this dissertation develops the concept of 
centralized MMW CoMP. Different from conventional ones, the concept proposed in this 
research is inherent from the fiber-wireless architecture that enables full centralization for 
MMW generation, signaling, distribution, synchronization, and coordination. It utilizes 
centralized resource and local high-capacity fiber links to provide global coherency for 
coordination, transparency for multiple access technologies, and seamless integration 
with cloud and virtualized radio access networks. Fiber-wireless systems for 
centralization are studied and their performance is experimentally investigated. The 
feasibility of fiber-wireless centralized MMW CoMP is theoretically validated. 
Experimental evaluation of a downlink MMW CoMP system with fiber-wireless 
centralization is also demonstrated with supportive results. 
 Effective techniques for different applications are enabled by the proposed 
concept. Three of them are proposed in this dissertation. The first proposed method for 
small-cell design improves MMW coverage and continuity in small-cell RANs, providing 
increased signal quality, improved link robustness, and smooth inter-cell handoff. The 
second proposed method of reconfigurable MMW radio bundling applies in multi-section 
fiber-wireless mobile fronthaul to improve infrastructure utilization rate and radio access 
quality and reliability. At last, the method of optical processing is studied facing the 
developing technologies of silicon photonics and all-optical processing. Enabled by the 
fiber-wireless platform, the method uses optical components in the centralized 
coordination module to realize interference cancellation and cooperative multiple-input 
and multiple-output (MIMO) across MMW small cells. 
 Validated by these proposed methods, the concept of centralized MMW CoMP 
facilitates joint processing by resource sharing, reduces the complexity and cost of cell 
sites by centralizing network hardware and functions, and optically provides high-quality 
XVII 
and transparent delivery of analog MMW signals. It centralizes all data and information 
and their processing power, leaving the cell sites no distributed intelligence for inter-cell 
communications, completely avoiding any form of overhead traffic. Enabled by fiber-
wireless centralization, homogeneous MMW signals are optically generated and 
distributed, increasing the overall power and infrastructure efficiency. Most importantly, 
it allows CoMP transmitters to share the same signaling resource that provides identical 
time and frequency information and therefore guarantees inherent synchronization on 
both time and frequency. 
 
1 
CHAPTER 1 INTRODUCTION 
1.1 Motivation 
 When our sapiens ancestors walked out of the vast land of Africa 70,000 years 
ago, our journey of proliferating the world began. We cultivated lands, voyaged across 
the oceans, built metropolitan cities that resided hundreds of thousands of people, and 
ushered in the Industrial Revolution. But still, if we could by any means send a modern 
man to a random location on this planet two hundred years ago, the chance that this 
person could detect any civilization would be extremely low no matter what modern 
equipment he might have in his backpack. This had barely changed until we stepped into 
the 19th century and learnt to use electromagnetic waves, waves that we cannot see, hear, 
or sense, and beyond our imagination, and sent them as the proof of human civilizations 
to each corner on the planet surface, or even thousands of kilometers beyond it. 
 Electromagnetic waves were the fire seed of this modern civilization evolution, 
and they lit up the information explosion nowadays. In 1895, Guglielmo Marconi 
developed the first wireless telegraphy system sending and receiving “Hertzian waves”1. 
120 years later, these waves carried 3.7 EB2 of data serving 8 billion mobile devices 
every month [1]. The expansion of the application of electromagnetic waves has become 
a metric to measure the modernization of civilization, as the more metropolitan an area is 
the more wireless communications there will occur. People rely on electromagnetic 
waves to have wireless communications, and wireless communications help people to 
access information. They are acting like free nerve endings in the body of this society, 
sensing and connecting everyone and eventually everything via the internet of things 
(IoT), to the brain that runs cloud computing [2]. 
                                                 
1 Electromagnetic waves were initially called "Hertzian waves" after discovered by Heinrich Hertz in 1886. 
2 EB = Exabyte; 1 EB = 1018 B. 
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 Every wireless communication needs its spectrum. In today’s ecosystem, spectral 
resource is the capital of wireless services. Engineers maximize the information profit by 
increasing the spectral efficiency; service providers bid for new spectrum; and 
commissioners regulate the usage. Spectra at different frequencies have different 
properties, attracting different applications, investments, and development. Bands from 
VHF (30 – 300 MHz) to UHF (300 MHz to 3 GHz) have low atmospheric absorption, 
high penetrability, and low hardware complexity, making them ideal for macrocell or 
non-line-of-sight (NLoS) wireless services. In fact, most current wireless services that 
rely on these factors tend to be around these frequencies. For example, all 50 
standardized LTE bands are below 6 GHz, and 46 of them are within UHF [3]. 
Consequently, these most precious frequencies are already well exploited today. With the 
upcoming 5G era, people are shifting the battlefield to SHF (3 – 30 GHz), or even the last 
frontier, EHF (30 – 300 GHz), also known as MMW frequencies. 
 Wireless communications are not only about spectrum, but also the effectiveness 
of information delivery. The majority of users do not care about how much spectrum they 
can use but more about how fast they can download a Snapchat video. The peak rate 
supported by LTE-A today is 1 Gb/s. Although MMW bands have more promising 
spectral resource and bandwidth, their high frequencies and high propagation loss keep us 
from utilizing them in the same way as utilizing UHF. A new wireless communication 
model has to be re-designed to make these upcoming MMW wireless links overcome 
their inherent defects. From the wireless aspect, we want to endow these links the ability 
to smartly cooperate and coordinate with each other to strengthen themselves. From the 
network aspect, this change in wireless communications leads our attention to the 
communications behind – the radio access network (RAN). 
 A RAN provides connections between the wireless coverage and the core 
network. Wireless coverage works like free nerve endings, while a RAN works like the 
neurons that connect these endings with the central nervous system. Most of the links in a 
3 
RAN are optical fibers nowadays. These links are hidden under the ground, just like the 
peripheral nervous system hidden under our skins all over our bodies. New types of 
MMW communications need supports from new types of RANs, just like different types 
of nerve endings are connected by different types of neurons. This involves the change of 
the function distribution over the fiber links, and the distribution of the fibers themselves. 
 In fact, the use of optical fiber is another fire seed in this civilization evolution. In 
1960s, Charles K. Kao, known as the “Father of Fiber Optics” and also the Nobel 
Laureate, together with his colleague George A. Hockham promoted the idea that the 
attenuation in optical fibers could be reduced below 20 dB/km, making fibers a practical 
candidate for communications. In 1970, four researchers3 from Corning Glass Works 
demonstrated a fiber with 17-dB/km attenuation. Today, with the attenuation below 0.2 
dB/km, optical fibers have become the primary, or even the only medium for broadband 
communications. They spread under the ground, over the mountains, and across the 
oceans, connecting every human civilization like the nervous system of the planet. The 
arrival of MMW communications extends these nerve fibers to more cells with new 
forms of functionalities. 
 This evolution motivates us to rethink the relationship between the two fire seeds. 
From MMW to optical fibers, there are many questions that we need to answer before we 
can make MMW an efficient resource for interoperable and sustainable wireless 
communications based on current fiber networks. How to establish a reliable MMW 
coverage? How to backhaul these coverage cells? What is the RAN architecture? How to 
deploy fiber links to realize this architecture? To try to answer these questions, this 
dissertation summarizes some of the work that may help us reveal the concealed 
connection between MMW wireless communications and optical fiber communications. 
                                                 
3 Robert D. Maurer, Donald Keck, Peter C. Schultz, and Frank Zimar. 
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1.2 Background and Challenges 
1.2.1 Interference and coordination 
 To satisfy the dramatic growth of mobile data access, heterogeneous networks 
(HetNets) have proven their potentials of increasing data rates and proximity to end users 
by providing multi-tier coverage and allowing more efficient traffic offload, indoor 
coverage, and spatial spectrum reuse [4]. However, the desirable scheme of full 
frequency reuse and the trend of cell densification for high area spectral efficiency in a 
HetNet lead to unavoidable cross-tier interference (CTI) and inter-cell interference (ICI) 
resulting from the overlapping coverage of cells [5, 6], as shown in Fig. 1. 
 
Fig. 1. CTI, ICI, and coordination in a distributed HetNet. 
 To mitigate ICI and CTI in a HetNet, coordination methods are adopted in LTE 
[7]. ICI coordination (ICIC) is introduced in LTE R8 as inherently a multi-cell radio 

















over midhaul and backhaul
Small cell




cells and let eNBs communicate via the X2 interface4 to mitigate ICI for users at the cell 
edge [8]. In LTE-A R10, ICIC has evolved to enhanced ICIC (eICIC) to better support 
HetNet deployments with the major change of the addition of time domain ICIC [9]. 
 On top of eICIC, CoMP is introduced in LTE-A R11 [10]. CoMP either avoids 
interference or exploits the destructive interference into constructive signal combination. 
CoMP can jointly work with eICIC to provide extra gains [11, 12]. Other than 
interference mitigation, CoMP has the following advantages. 
1) It enhances signal quality by increasing diversity in both downlink and uplink and 
increasing signal-to-noise ratio (SNR) in downlink. 
2) It improves infrastructure utilization by providing users connections to multiple 
cells and making use of idle or under loaded cells. 
3) It increases the chance of LoS communications by providing multiple wireless 
links over densified small cells. 
 CoMP transmission in LTE-A is categorized into two categories: coordinated 
scheduling/beamforming (CS/CB) and joint processing (JP) [10, 13]. In CS/CB, data for 
user equipment (UE) are only available at and transmitted from one point in the CoMP 
cooperating set for a time-frequency resource but user scheduling/beamforming decisions 
are made with coordination among points corresponding to the CoMP cooperating set. In 
this category, limited data are exchanged between cells for the purpose of multi-cell 
interference-aware link adaptation and scheduling. Each point adjusts its transmitting or 
receiving strategy according to some knowledge on ICI which does not require explicit 
information exchange between cells. 
 In JP, data for a UE is available at more than one point in the CoMP cooperating 
set for a time-frequency resource. The data are processed and exchanged among cells. 
One here considers non-coherent and coherent schemes, where the latter aims at aligning 
                                                 
4 Logic link in LTE for communications between eNBs. 
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the phases of signals transmitted from multiple points. This requires precise 
synchronization between all involved entities. There are two sub-categories under JP. The 
first is joint transmission (JT) in which data are simultaneously transmitted from multiple 
points to a single UE or multiple UEs in a time-frequency resource, e.g. to improve the 
received signal quality and/or data throughput. The second is dynamic point selection 
(DPS) in which data are transmitted from one point within the CoMP cooperating set in a 
time-frequency resource although data are available simultaneously at multiple points. 
 This dissertation will focus on JT under JP. 
 CoMP can also be categorized as distributed and centralized CoMP schemes, 
referring to where the subject of cooperation takes place [13]. This dissertation will 
reveal the necessity of using centralized CoMP in MMW small cells. 
 
 CoMP improves HetNet performance, whereas brings stringent challenges. 
Conventional eICIC and CoMP techniques in LTE-A coordinate eNBs over serving 
gateways (S-GWs) and X2 logical links and involve backhaul/midhaul communications 
[14]. Their process is mainly accomplished in a digital and distributed manner. CoMP, 
especially JP, requires close cooperation between different eNBs. It generates significant 
overhead traffic across cell sites to enable coordination and also imposes stringent 
requirements on capacity, delay, and synchronization [15]. In a 10-MHz LTE-A X2 link, 
for instance, the capacity consumption is up to 4 Gb/s with a latency limitation of 1 ms 
[16]. This number will go even higher if the signal bandwidth does or carrier aggregation 
(CA) is applied [17]. 
 In a HetNet, the access service is built on a variety of infrastructures, service 
providers, and cellular architectures, as shown in Fig. 1. Within a telecommunications 
service provider (TSP), coordination involves communications across various mobile 
backhaul and midhaul links with different requirements [18]. Coordination between 
different TSPs is also under research for better interoperability and more efficient 
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spectrum utilization [19]. Furthermore, to better serve small-cell users in a HetNet with 
high diversity in the future, the need for coordination is expected to be across different 
services (e.g. service provider 1 and 2 in Fig. 1) to allow small cells with different 
protocols to coexist, such as WiFi and licensed assisted access (LAA) (also known as 
LTE-U) [20]. To backhaul an inter-service coordination is extremely challenging 
considering their completely different network architectures and protocols. What makes it 
worse, wireless local access networks (WLANs) as the largest small cell market are 
mostly user-deployed over access points (APs) and home gateways (HGWs) accessed by 
fiber-to-the-home (FTTH) or hybrid fiber coaxial (HFC), as shown in Fig. 1. These 
unplanned WLANs perform more unpredictably than TSP-deployed small cells. 
 As FCC’s approval of 27.5-29.5, 37-40.5, 47.2-50.2, 50.4-52.6, and 59.3-71 GHz 
for 5G study [21], MMW bands have become a strong candidate of spectral resource for 
future RANs. Considering the multi-GHz bandwidths and the high carrier frequencies of 
MMW, the requirement and consequent consumption for coordination between MMW 
cells will be significantly higher than current standards. More importantly, coordination 
requires accurate synchronization among different points. A distributed CoMP 
architecture for indoor small cells in a distributed HetNet can hardly have access to an 
effective reference clock, highly relying on backhaul support [22]. The deployment of 
MMW small cells will make their coordination more backhaul-dependent. JP for MMW 
small cells will especially become more challenging because of its high backhaul 
consumption, small latency tolerance, stringent phase control and synchronization, and 
also the narrow beam widths of MMW signals over a small cell size [23]. 
1.2.2 MMW wireless communications 
 MMW wireless communications exploit sufficient spectral resources to provide 
much more abundant bandwidths than current services operating below 6 GHz [24]. For 
example, IEEE 802.11ad provides 2.16 GHz on each channel while 11ac can only 
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support up to 160 MHz by channel binding. The use of MMW frequencies effectively 
avoids CTI with existing cells and allows the coexistence of cells from multiple tiers in a 
HetNet by providing spectral diversity [25, 26]. 
 On top of the free-space path loss of (4πd/λ)2, different MMW frequencies have 
different levels of attenuation attributed to atmospheric absorption [27]. Those being part 
of the reason, MMW radios have propagation properties and channel modelling different 
from UHF. By far, there has not been a general model that is popular accepted by 
researchers for channel modelling in MMW bands [28]. Generally, compared with UHF, 
MMW bands have higher loss from diffuse scattering because of smaller wavelengths, 
weaker multipath effect from less pronounced reflected and scattered energy, and lower 
rms delay spread from directional links [29]. For indoor coverage, high reflection and 
diffraction loss and low penetrability (derived from comparison between [30] and [31]) 
make MMW radio sensitive to shadowing [32, 33]. The high loss and low penetrability 
determine that MMW is more suitable for high-proximity small-cell coverage [34]. 
 To compensate the high free-space power loss of isotropic propagation, antenna 
array or directional antennas are used. The small wavelengths of MMW frequencies 
facilitate the use of a large number of antenna elements in a compact form factor to 
synthesize highly directional beamforming (BF) corresponding to large array gains [35]. 
Also thanks to the short wavelengths and small antenna elements, massive MIMO can 
increase the capacity and reliability [36]. Directional beams can also mitigate ICI in 
densely deployed MMW infrastructure which is the precondition of high coverage and 
capacity [37]. Therefore, MMW is more suitable for minor-mobility, high-density high-
directional small-cell coverage. 
 Other than wireless access, MMW has also applications such as WirelessHD, 
WiGig (IEEE 802.11ad and ay), satellite communications, and also security screening. 
As part of a RAN, MMW can also be used for backhauling in place of fiber cables. There 
are already commercial systems deployed. For example, CableFree® with Gb/s MMW 
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links is fast to deploy, flexible, and has lower cost than fibers [38]. Research works are 
also reported for similar application with high capacity and long distance [39, 40]. 
 However, challenges attributed to the characteristics of MMW radio exist in these 
applications, especially in wireless access. Firstly, MMW communication quality is 
sensitive to environmental conditions. Obstacles in the LoS link may cause complete 
transmission failure, especially for frequencies that have low penetrability such as the 60-
GHz band [41]. Secondly, the density of cells increases as the cell size decreases, and 
consequently the chance of ICI goes up and the utilization of each cell goes down, 
leading the network less efficient and more sensitive to user distributions [42]. Thirdly, 
the high frequencies of MMW radio require state-of-the-art microwave components for 
MMW generation, distribution, and processing. The quality of these components may 
have impact on system-wide stability, synchronization, and complexity [43]. 
1.2.3 Fiber-wireless centralization 
 Fiber-wireless centralization is a design that shifts the functionality of a RAN 
from the wireless access site to a centralized unit over the fiber connections between 
them. The concept of fiber-wireless centralization is promoted by the architecture of 
centralized or cloud RAN (C-RAN) [44]. 
 In traditional distributed RANs, as shown in Fig. 2(a), each base station (BS) has 
its own baseband processing power and hardware. These BSs are located at cell sites and 
are connected to the core that has the function of S-GW through digital backhaul. For 
small cells, the BSs are either connected to the core through backhaul or a macrocell BS 
through midhaul. As the cell size reduced and the cell amount increased in future mobile 
networks, it will be too expensive to build, upgrade, or operate the network, as each cell 
needs its own BS at the cell site, even though the BS utilization rate is low. Therefore, it 
is necessary to centralize baseband functions and eliminate the BSs, and allow users and 






Fig. 2. Architectures of (a) distributed RAN and (b) C-RAN. 
 On the contrary, Fig. 2(b) shows the architecture of a C-RAN. In this architecture, 
the baseband units (BBUs) as part of the BS are shifted from the cell sites to a BBU pool. 
Only limited functions reside at cell sites as the remote radio units (RRUs). The 

























are called mobile fronthaul [18]. This C-RAN architecture provides a solid solution for 
high-throughput MMW access with aspects of superiorities. 
1) The RRUs are well simplified, which reduces the cell site room, power 
consumption, and demands for technical support, being promising for cell 
densification. 
2) The number of BSs (not the number of cells) can be reduced several folds by 
virtualization and BBU sharing among RRUs. 
3) It is more friendly for centralized operations and maintenance (O&M), upgrade, 
open platform, and smooth service expansion and evolution. 
4) It enables more flexible RRM that makes the network more adaptive to various 
movement and distribution of UEs and achieves more efficient ICIC. 
5) It enables centralized processing for CoMP, especially JP. 
6) Most of inter-cell communications occur inside the BBU pool with minimized 
delay. 
7) The most important, this centralized RAN architecture can realize resource 
sharing, including hardware, signaling, user data, channel state information, as 
well as peripheral infrastructure. 
 Different degrees of fiber-wireless centralization are possible in C-RANs. For 
example, Layer 2 and 3 and O&M are located within the BBU pool while Layer 1 is 
located within RRUs [44]; this is a partial centralization scheme. [45] and [46] also talk 
about how to split within Layer 1 for different degrees of partial centralization. A full 
centralization scheme is achieved when all layers and all baseband functions are located 
within the BBU pool. Different degrees of centralization have different line rates over the 
fronthaul and also outperform in different scenarios. Full centralization outperforms other 
partial centralization in CoMP scenarios [47]. To realize full centralization, waveforms 
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for UEs are generated at the BBU pool and are delivered over fronthaul, in either digital 
or analog formats. 
 Digital fronthaul solutions such as common public radio interface (CPRI) and 
open base station architecture initiative (OBSAI) are straight-forward, high-fidelity, and 
robust approaches to fulfill basic LTE bandwidth needs [48, 49]. They digitize the 
baseband LTE waveforms into an on-off key (OOK) stream to transmit over fronthaul. 
CPRI and OBSAI are popularly used in current distributed RANs as interfaces for 
fronthaul that connects BSs at the bottom of or near cell sites with RRUs or remote radio 
heads (RRHs) at the top of cell sites. However, their low efficiency will require 
unaffordable high-speed transceivers and limit any further bandwidth improvement when 
they are applied in future RANs. In CPRI, as an example, a 20-MHz LTE signal takes up 
to 10-Gb/s fronthaul rate [50]. When a 5-channel CA is applied, a 50-Gb/s speed will 
eventually consume all transceiver capacity. Moreover, in both CPRI and OBSAI, their 
digital interfaces causing unavoidable delay and jitter are unfriendly to high-speed 
services that require precise synchronization such as CoMP and CA. 
 Radio over fiber (RoF) is an analog solution to realize full fiber-wireless 
centralization and has even a higher degree of centralization than the digital solutions [51, 
52]. RoF generates and optically modulates ready-to-radiate radio signals inside a central 
office (CO) that also accommodates the BBU pool, and transmits the signals over fiber 
links to cell sites. At cell sites, optical signals are detected to radio signals and directly 
radiated. The unit that realizes these analog functions at a cell site is called remote 
antenna unit (RAU), to be differentiated from RRUs in partial centralization schemes or 
digital full centralization solutions. On top of the seven aspects of the superiorities of C-
RAN aforementioned, a C-RAN with RoF-based full centralization has the following 
advantages. 
1) It minimizes the complexity of RAUs and avoids the excessive use of multi-Gb/s 
digital transceivers. 
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2) It maximizes resource sharing. 
3) Compared with digital solutions, it supports multiplexed bands (e.g. bands for 
multi-antenna) and the coexistence of multiple access technologies [53, 54]. 
4) It outperforms in high-capacity access systems by allowing optical multiplexing 
such as dense wavelength-division multiplexing (DWDM) [55]. 
5) All inter-cell communications occur inside the BBU pool with minimized delay. 
6) It guarantees the inherent synchronization among RAUs on both frequency and 
time. 
7) Its fiber-optic platform simplifies the generation and distribution of homogeneous 
MMW signals [56], provides a friendly interface for optical processing, and 
enables the equalization of MMW wireless channel matrices from the optical 
domain [57]. 
 In Section 4.1 we will look into more details of RoF technology for full fiber-
wireless centralization. 
1.3 Logic of Dissertation 
 The objective of this research is to study CoMP transmission and corresponding 
architectures and methods that improve reception quality in MMW wireless 
communications. The main technical areas involve MMW wireless communications, 
CoMP, digital signal processing, fiber-wireless technologies, and optical fiber 
communications. 
 The logic of this dissertation follows the diagram in Fig. 3. Each block is a topic 
that this dissertation is going to study in order to provide potential solutions to objective 
problems. The highlighted parts are the proposed core concept and corresponding 
methods. 
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 In Chapter 1 (C1 in Fig. 3), we have introduced the motivation, advantages, and 
consequent problems of the application of MMW wireless communications in future 
HetNets and also other related background knowledge. In Chapter 2 (C2 in Fig. 3), we 
will study MMW CoMP as a potential research direction to solve the problems in MMW 
wireless communications such as LoS propagation, ICI, and low network efficiency. 
Gains of MMW CoMP are theoretically analyzed in two downlink modes. Problems of 
MMW CoMP are also observed. In Chapter 3 (C3 in Fig. 3), we will focus on one of the 
problems of MMW CoMP, synchronization problem, by giving both simulation and 
experimental study results that verify the importance and rigor of synchronization in 
MMW CoMP. Not being able to find an effective solution for synchronization in MMW 
CoMP from current technologies for lower frequencies, this dissertation proposes a 
concept of centralized MMW CoMP in Chapter 4 (C4 in Fig. 3). This is the core 
contribution and novelty of the dissertation. We will experimentally validate the fiber-
wireless architecture that provides centralization and then verify the feasibility of 
centralized MMW CoMP both theoretically and experimentally. The proposed concept 
not only provides synchronization but also facilitates MMW signal generation and eases 
backhauling requirements. In Chapter 5 (C5 in Fig. 3), we will propose and 
experimentally study three techniques based on the concept of centralized MMW CoMP, 
including cell grouping for small-cell design, radio bundling for mobile fronthaul, and 
optical processing. At last, we will summarize this work and propose potential future 
research in Chapter 6. 
 Some notations are hereby explained. In the following part of the dissertation, we 
will use the term “MMW” to represent microwaves with frequencies between 30 and 300 
GHz, and the term “high frequency (HF)” to generally represent frequencies below 6 
GHz (note that this is different from the HF defined by ITU between 3 and 30 MHz). 
Also, in all experimental works we only use frequencies around 60 GHz because of 
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license issues. Consequently, the frequency range experimentally verified by this work is 
narrower than what the theory of this dissertation may apply. 
 


































CHAPTER 2 MMW COMP TRANSMISSION 
 In MMW wireless small cells, problems attributed to the characteristics of MMW 
wireless signals exist. The quality of MMW communications is sensitive to 
environmental conditions. Obstacles in the LoS link may cause complete transmission 
failure, especially for frequencies that have low penetrability such as the 60-GHz band. 
Therefore, multiple LoS links are needed for redundant paths. In addition, cell 
densification leads to decreased utilization and cell sizes, making the network less 
efficient in terms of infrastructure investment. As a result, the coordination of MMW 
cells is necessary mechanism to reduce ICI, increase the chance of LoS, and improve 
network efficiency. 
 In this chapter, we will introduce CoMP transmission into the domain of MMW 
communications. Downlink transmission is highlighted with two downlink CoMP modes, 
space-frequency block coding (SFBC) and BF. We will study the gains that they can 
provide in MMW CoMP. 
 The main differentiator between the study of MMW CoMP and HF CoMP is the 
completely different channel characteristics of MMW. Actually, both SFBC and BF need 
channel state information (CSI) for either decoding or precoding. In HF wireless 
communications, the CSI represents the combined effect of, for example, scattering, 
fading, and power attenuation and changes over both time and frequency. However, in 
MMW, the channel is fairly flat with very slow change, which will be verified in Section 
4.1. This allows us to represent the channel response in a much simpler form as stated in 
Section 2.3. 
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 In the following of this chapter, we will use a very basic 2×1 MMW CoMP model 
as shown in Fig. 4 to study the realization, feasibility, and downlink gains of MMW 
CoMP based on SFBC and BF. 
 
Fig. 4. Basic downlink 2×1 MMW CoMP transmission model. 
2.1 Block Coding for MMW CoMP 
 SFBC is an Alamouti block coding method [58, 59]. It applies coding over the 
subcarriers in an orthogonal frequency-division multiplexing (OFDM) symbol. It is used 
as a coding scheme for diversity mode in LTE [60]. 
Table I. Subcarrier allocation in SFBC 
  Subcarrier L Subcarrier R 





 In a 2×1 CoMP transmission scenario in Fig. 4, both Tx1 and 2 start transmitting 
coded OFDM symbols containing the same information at a certain time. Table I shows a 
coding pattern of SFBC, in which Tx1 has quadrature amplitude modulation (QAM) 
symbols x1 and x2 on two adjacent OFDM subcarriers (denoted by L and R) in a coding 
block while Tx2 has their (negative) conjugates on the same subcarrier pair. At Rx, 































































where hi,j is the channel response from Tx-i (i = 1 or 2) to Rx at subcarrier j (j = L or R) at 
the time of current OFDM symbol and N is the noise vector. 



















where Ĥ  is the estimate of H. If the channel is considered flat, which is the practical 























 There are also other decoding methods for different equalization criteria and 
performance under different system scenarios [62, 63]. However, in the following study 
we will always use the decoding in (3) so that observations on the condition number of H 
are also included. 
Table II. Symbol allocation in STBC 
  Symbol k Symbol k+1 





 Compared with space-time block coding (STBC), whose 2×1 example is 
expressed in Table II, SFBC is more suitable for multi-subcarrier systems that have flat 
channel but fast fading [64]. The analysis of gains in 2.3.2 can similarly apply on STBC 
but with different representation and outcomes. Besides the consideration of the 
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compatibility to LTE, the flatness of the channel of MMW transmission is also the 
motivation and precondition of using SFBC rather than STBC to provide CoMP gains. 
2.2 Beamforming for MMW CoMP 
 Single-cell beamforming (BF) is a multi-antenna technique that uses multiple co-
located transmitters to enhance signal reception at dedicated mobile users and at the same 
time null or weaken that signal at other users. In a single-cell single-user scenario, the 
realization of BF is to keep signals from all transmitters in-phase and constructive at the 
receiver. 
 In CoMP transmission, single-cell BF within each cell is well scheduled to reduce 
ICI. This behavior is categorized as the CS/CB class, in which the core computation, in 
fact, is still single-cell. It is to minimize the interference between cells but does not have 
coherent transmission behaviors between transmitters from different cells and, as a result, 
information and data exchange between different transmitters located at different 
locations are minimized. 
 In MMW applications, single-cell BF is essential to provide power gain at the 
receiver, and CS/CB can still be used to avoid ICI (although may not be as efficient or 
effective as the case in HF considering the highly directional beams and large 
propagation loss of MMW). On top of them, to solve problems such as NLoS, multi-cell 
BF from multiple points is proposed to be used in this dissertation. For a single user, 
multi-cell BF establishes multiple radio paths to enhance the chance of LoS. Transmitters 
from these multiple points send identical data and coherent radio to this UE and maintain 
the in-phase relation at the receiver. Data and channel information for this UE have to be 
shared among all transmitters for JP. For multiple users, JP based on all UEs’ data and 
channel information is established involving all the transmitters from the CoMP 
cooperating set. 
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 Although we use the name “BF”, but the BF mode that we will be mentioning for 
the rest of this dissertation is actually multi-cell BF and cannot be categorized into the 
CS/CB class. It is actually a coherent scheme under the JT sub-category introduced in 
1.2.1 with full sharing of data, channel information, and processing among transmitters. 
 Noting that directional beams are applied for MMW, a multi-user scenario can 
still be treated as an overlay of the single-user BF scenario aforementioned from each 
UE’s view. As a result, we will still use the directional 2×1 model shown in Fig. 4. 
 To realize BF, both Tx1 and 2 start transmitting symbol x over a certain subcarrier 
at a certain time. Denoting hi as the channel response from Tx-i (i=1 or 2) to Rx at the 
subcarrier frequency at the time of current OFDM symbol and iĥ  as the estimate of hi, a 
simple way to make sure that the two signals are in-phase at the receiver without 
changing the Tx power is to pre-code x into |ˆ|/ˆ
*
ii hxh  at Tx-i when 0
ˆ ih . Therefore, the 

































If we want to pre-code on only one Tx, e.g. Tx-2, then we can transmit x at Tx1 and 
|ˆˆ|/ˆˆ 21
*
21 hhxhh  at Tx2 ( 0

























Both (5) and (6) have the same received power over the subcarrier. 
 Different from SFBC, BF does not need decoding at the receiver. Instead, it needs 
the feedback of CSI from the receiver to the transmitters to establish pre-coding. 
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2.3 Gains of MMW CoMP 
 By using CoMP, either SFBC or BF, we essentially raise the channel capacity by 
adding more uncorrelated links, decrease error rate by improving SNR performance, and 
improve the stability of SNR by reducing variation. In the analysis of traditional HF 
wireless communications, microwave propagation is usually modeled as Rayleigh, Rician, 
or Nakagami fading channels [65, 66]. However, the channels in MMW small cells, 
especially the ones with directional beams, are completely different as a result of the 
characteristics of MMW propagation. Therefore, whether coordination gains exist, and 
how significant they are, are both questions to discuss. In this section, we theoretically 
derive gains from MMW CoMP transmission. 
 Since only 2×1 CoMP can achieve rate-one by SFBC [67], we use the 2×1 model 
shown in Fig. 4 to estimate gains that a MMW CoMP system can attain in both SFBC 
and BF modes. Some assumptions and facts are listed as follows for theoretical analysis. 
1) Each of the two links is considered as an additive white Gaussian noise (AWGN) 
channel and the noise at the receiver side dominates. 
2) Only LoS link can successfully communicate. Links are sensitive to obstacles in 
MMW propagation, and any NLoS scenario drops the throughput to zero. 
3) No multipath effect is considered as directional transmission and high reflection 
loss in MMW frequencies. The coherent bandwidth of MMW wireless channels is 
much wider than signal bandwidths. 
4) The transmitting power at each transmitter is normalized to 1 and the total 
transmitting power is 2 (this is different from single-cell multi-antenna systems 
where the total transmitting power is normalized). 
5) Signals from two transmitters are well synchronized at the receiver in terms of 
both time and frequency. 
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 In these assumptions, 1 to 3 are approximations to reality, among which 3 will be 
verified in the experiment in Section 4.1, 4 is a fact for multi-cell coordination scenarios, 
and 5 will be discussed in Chapter 3. Considering 2 and 3, the two channels are modeled 
as independent Bernoullian, i.e., 
hi = aiexp(jφi)B(1, 1-p)      (i=1 or 2), (7) 
where ai > 0 is the attenuation and 0 < φi < 2π is the phase of channel i, regardless of 
frequency within the signal band, and 0 < p < 1 is the probability of NLoS (zero 
throughput) in each channel. 
2.3.1 Single-point transmission 
2.3.1.1 SNR 
 When there is only one of the two transmitters, Tx-i (i=1 or 2), transmitting with 
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where N is the noise power at the receiver. Let us denote the LoS SNR as 
ρi = ai
2/N (9) 
for the following analysis. 
2.3.1.2 Average capacity 
 To derive the capacity, the signal is assumed to be Gaussian. Without doing 
multi-point transmission, the average capacity (in bit/s/Hz) for single-point transmission 
over the link from Tx-i to Rx is 











where Pr(·) is the probability of an event, CLoS(ρi)= log2(1+ρi) is the LoS channel capacity 
as a function of LoS SNR. 
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2.3.1.3 BER performance 
 In LoS single-point transmission, for 16-QAM OFDM as an example, the bit error 































where Q(·) is the complimentary error function [68]. If LoS is not guaranteed and lost 
bits are counted as errors, the average BER is 
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which has an error floor of p. 
2.3.1.4 Stability of SNR 
 The coefficient of variation (CV) of SNR is used to measure the (un)stability of 
transmission [69]. For single-point transmission, from (8), the expectation of the received 
SNR from Tx-i is 
E(SNRi)=(1-p)ρi . (13) 
The standard deviation of this SNR is 
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2.3.2 Gains in SFBC mode 
 By doing 2×1 CoMP transmission, we increase the SNR, the capacity, the BER 
performance, and the stability by combining two channels. In the following, we will 
analyze the gains in both SFBC and BF modes with respect to the single-point 
transmission analysis above. 
 Based on assumption 3, from each transmitter, the two adjacent subcarriers in a 
coding block experience the same channel response. Therefore, the transfer function of (2) 






































Since the transmitting power from each transmitter is normalized to 1, xi has power of 
1/nc, where nc is the number of OFDM subcarriers. Also, since the power of the noise at 
the receiver is N, the power of N is 2N/nc. 
2.3.2.1 SNR 
 Still assuming the transmitting power is 1 at each transmitter and the noise power 
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is the SNR at the receiver when both links are LoS. 
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2.3.2.2 Average capacity 
 To derive the capacity, the signal is assumed to be Gaussian. With all the 
assumptions aforementioned, the average capacity for SFBC mode is 
   
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Fig. 5. Average capacity gain (in bit/s/Hz) versus (a) NLoS probabilities and (b) 
LoS SNR. 



























































 By subtracting (10) from (19), we get the capacity gain of using SFBC mode. As 
an example, when the two transmitters have the same transmitting power and the two 
channels are i.i.d., the two single-point transmission links have the same expression, i.e.  
ρ1 = ρ2 and C1 = C2. In this case, Fig. 5 shows the average capacity gain, i.e. CSFBC – Ci, 
as a function of p and ρi. 
 In large ρi and zero p region, SFBC mode has an approx. 1-bit/s/Hz gain attributed 
to the 3-dB SNR gain of CoMP transmission. This gain increases when NLoS probability 
gets larger. This is due to the higher probability of receiving the signal via either one of 
the two paths. 
2.3.2.3 BER performance 
 By using CoMP transmission, we improve the performance by having SNR gains 
and reducing the error floor caused by NLoS shadowing. For SFBC mode and 16-QAM 
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which has an error floor of p2. 
 As an example, when ρ2 is fixed to 15 dB, Fig. 6 shows the BER as a function of 
ρ1. From the curves we can see that SFBC mode has lower BER with respect to single-
point transmission. When p ≠ 0, the error floor in SFBC mode is twice lower (in dB) than 
the case in single-point transmission. 
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Fig. 6. BER versus ρ1 for single-point transmission and SFBC mode at different 
NLoS probabilities when ρ2 = 15 dB. 
2.3.2.4 Stability of SNR 
 In the following we show that by using CoMP transmission and under the 
assumptions above, the CV of SNR can be reduced so that stability can be improved 
compared with single-point transmission. 
 From (17), we have 
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Because the two links are independent, we have 
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Then, we have 




























































and from the coefficient in (24) we can see that for any p, μSFBC(p;ρ1,ρ2) is always smaller 
than μ(p) as ρ1, ρ2 > 0, which means SFBC mode always has smaller CV than single-






Fig. 7. Variation of received SNR in (a) single-point transmission and (b) SFBC 
mode. 





























 In Fig. 7, we give a simulation example to demonstrate the variation of received 
SNR when ρ1 = 20 dB, ρ2 = 15 dB, and p = 0.02. When Tx1 transmits singly, the SNR 
has large variation and completely loses signals very frequently, as shown in Fig. 7(a). 
On the other hand, when we use SFBC mode, the SNR variation is mostly limited within 
a small range and the signal is dropped at only one sample point out of 1,000 total points, 
as shown in Fig. 7(b). 
2.3.3 Gains in BF mode 
2.3.3.1 SNR 
 From (5) and (6), assuming the power at each transmitter is 1 and the noise power 
at the receiver is N, the received SNR is 





















1 ofy probabilith        wit
1 ofy probabilitth         wi
1 ofy probabilitth         wi




























is the SNR at the receiver when both links are LoS. 
2.3.3.2 Average capacity 
 To derive the capacity, the signal is assumed to be Gaussian. With all the 
assumptions aforementioned, the average capacity for BF mode is 
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The derivation of (27) is similar to that of (19). By subtracting (10) from (27), we get the 
capacity gain of using BF transmission. As an example, when the two transmitters have 
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the same transmitting power and the two channels are i.i.d., the two single-point 
transmission have the same expression, i.e.  ρ1 = ρ2 and C1 = C2, and (27) is simplified to 
   . 41log)1(1log)1(2 2
2
2 iiBF pppC  
 
(28) 





Fig. 8. Average capacity gain (in bit/s/Hz) versus (a) NLoS probabilities and (b) 
LoS SNR. 
 In large ρi and zero p region, CoMP transmission has an approx. 2-bit/s/Hz gain 
attributed to the 6-dB SNR gain of CoMP transmission. This gain increases when NLoS 



























































probability gets larger. This is due to the higher probability of receiving the signal via 
either one of the two paths. 
2.3.3.3 BER performance 
 For BF mode and 16-QAM OFDM, similar to (20), the average BER is 
      
















which has an error floor of p2. 
 As an example, when ρ2 is fixed to 15 dB, Fig. 9 shows the BER as a function of 
ρ1. From the curves we can see that BF mode has lower BER with respect to single-point 
transmission. When p ≠ 0, the error floor in BF mode is twice lower (in dB) than the case 
in single-point transmission. 
 
Fig. 9. BER versus ρ1 for single-point transmission and BF mode at different 
NLoS probabilities when ρ2 = 15 dB. 
2.3.3.4 Stability of SNR 
 In Fig. 10, we use the same simulation example as in 2.3.2.4 to demonstrate the 
variation of received SNR when ρ1 = 20 dB, ρ2 = 15 dB, and p = 0.02. When we use BF 
mode, the SNR variation is mostly limited within a small range and the signal is dropped 
























at only one sample point out of 1,000 total points, compared with single-point 
transmission shown in Fig. 7(a). 
 
Fig. 10. Variation of received SNR in BF mode. 
2.4 Challenges of MMW CoMP 
2.4.1 Frequent feedback for beamforming 
 From the analysis above, we can see that BF has higher gain than SFBC mode. 
However, it does not imply that we always prefer BF mode to SFBC mode in every 
scenario. Other than the gains, a main difference between the two modes is that the 
transmitters need feedback from the receiver to estimate the channel for BF coding, 
which SFBC does not need. The variation of the channel over time determines how often 
we need to pass the feedback from the receiver to the transmitters. On the one hand, the 
coherent time in MMW systems is usually much larger than the one in HF systems 
because of the directional beam and high propagation loss. On the other hand, the short 
wavelength of MMW determines that the channel phases, which are the key information 
for channel estimation and directly determine the performance of BF, are very sensitive 
to the relative movement between the transmitters and the receiver. As a result, for a 















MMW mobile network, the relative movement defines the upper bound of feedback 
period. 
 A worse case that we have to take into consideration is when the receiver is 
located in the middle of two transmitters with equal power and moving toward one of the 
transmitters. In this case, the SNR gain from BF as a function of time is 
 cvft /4cos22   ,
 
(30) 
where v is the velocity of the receiver, f is the MMW frequency, and c is the speed of 
light. Based on this relationship, Fig. 11 shows how often we need to send feedback for 
BF precoding in a 60-GHz system in order to maintain a required SNR gain when the 
receiver has a peak velocity of 1 m/s [70]. From the figure we can see that the criterion is 
to send feedback at least every 0.83 ms. Lower than this rate will cause the BF being 
inferior to single-point transmission. Therefore, choosing between BF and SFBC is not 
only about signal gain, but also the specific implementation of the bi-directional system. 
 
Fig. 11. Maximal period of sending feedback vs. required SNR gain of BF in a 60-
GHz system with peak receiver velocity of 1 m/s. 























2.4.2 Overhead traffic for joint processing in CoMP 
 As mentioned in Chapter 1, CoMP in a traditional distributed RANs involves 
communications across backhaul or midhaul and requires precise cooperation. It 
generates significant overhead traffic to enable CoMP, especially JP, and also imposes 
stringent requirements on capacity, delay, and synchronizations over backhaul/midhaul 
[15]. This is the common problem for CoMP operating at any frequency. In HF CoMP on 
10-MHz LTE-A, the coordination generates overhead traffic over the X2 logical links by 
up to 4 Gb/s with latency requirement of 1 ms and is mainly accomplished in a digital 
and distributed manner. Considering the bandwidth of MMW communications may go up 
to multi-GHz, the overhead consumption for MMW CoMP will consequently go 
incredibly high. The high carrier frequency of MMW CoMP will also make the 
requirement of delay and synchronization more stringent. 
 In addition, the wiring between MMW small cells can be locally organized or 
user-deployed. In a worse case, some of the MMW coverage may come from a home 
network through a HGW. The coordination between these MMW small cells and other 
cells that are provided by operators may have to go across networks belonging to 
different services, if coordination is expected. All these unpredictable facts of 
backhauling in distribute MMW CoMP tell us that we have to minimize the overhead 
traffic or bring up new backhauling solutions. 
2.4.3 Distributed generation of MMW 
 MMW circuits are costly to design and have low power efficiency [71]. The 
application of CoMP requires the MMW transmitters have more stable and identical 
performance than what a single-point communication system requires. With each 
distributed transmitter generating its own MMW frequency in a densified network, the 
system has low power and infrastructure efficiency and the downlink CoMP transmission 
suffers from the inconsistent MMW frequencies. 
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2.4.4 Asynchronization 
 In Section 2.3, we have assumed that the CoMP signals are well synchronized, 
which is the precondition to have the gains. However, in practical systems, the 
synchronization is not always guaranteed. Free-running transmitters or transmitters that 
are not perfectly synchronized will have timing offset (TO), carrier frequency offset 
(CFO), and sampling frequency offset (SFO). In uplink these offsets can be compensated 
and leave little impairment while in downlink the compensation is extremely difficult as 
the dimension of receivers is lower than the one of transmitters. 
 In downlink CoMP transmission, TO contributes to both the relative group delay 
and the relative carrier phase shift between the signals from different transmitters and 
therefore leads to power fading. Because of the high frequency, the fading in MMW 
CoMP is more sensitive to TO compared with HF CoMP. 
 CFO and SFO both contribute to inter-subcarrier interference of the OFDM 
signals in downlink CoMP transmission. In existing eNBs, the carrier frequency and the 
sampling clock are derived from the same frequency source [72], and thus CFO and SFO 
have the same error source. In MMW CoMP, CFO has much larger impact than SFO 
since the carrier frequency is much larger than the signal bandwidth. 
 In fact, synchronization is considered as the most critical issue in MMW CoMP 
and also the main motivation to propose the concept of centralized MMW CoMP in this 
dissertation. Therefore, in Chapter 3, we will use the whole chapter to analyze this issue 
in MMW CoMP. 
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CHAPTER 3 SYNCHRONIZATION IN MMW COMP 
 In this chapter, we will study the importance of synchronization in downlink 
MMW CoMP transmission, in other words, how asynchronization between the two 
CoMP transmitters may affect the downlink reception of MMW OFDM signals in the 
model of Fig. 4. Both SFBC and BF modes are included, and both CFO and TO between 
the two transmitters are considered. 
3.1 Synchronization in SFBC Mode 
 SFBC is designed to be immune from the common phase difference between the 
CoMP signals. However, CFO and TO cause other issue such as inter-subcarrier 
interference and loss of orthogonality that impair the decoding of SFBC. 
3.1.1 Simulation 
 We first look at some simulation results for SFBC mode. We assume the two 
MMW transmitters have the same power, the noise at the receiver dominates, and SNR is 
defined as the ratio between the signal power received from each transmitter and the 
noise power from the receiver. 
 Fig. 12 shows the simulation result of how CFO may affect the CoMP 
transmission in SFBC mode in terms of the error vector magnitude (EVM) of a signal 
with 15-kHz subcarrier spacing. ZF decoding is used here. The EVM increases linearly as 
the CFO does and has a slope of 9%/kHz. 
 Although we cannot detect this impairment until the two coordinated signals are 
received at the receiver, we can treat this impairment as an inherent one from the 
transmitter side. To meet the 12.5% EVM requirement (16-QAM) on the transmitter side 
[73], we need to limit the CFO below 1.4 kHz. Although the result in Fig. 12 is regardless 
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of carrier frequency, the 1.4-kHz CFO criterion corresponds to a 23ppb error if we use 60 
GHz as the carrier frequency. To maintain such a low frequency error for such a high 
carrier frequency is both challenging and costly for current MMW circuits and generation 
solutions. Let alone we always need some margin for the CFO, considering the noise and 
distortion from the transmitter side. 
 
Fig. 12. EVM vs. CFO under different SNR values in SFBC mode with 15-kHz 
subcarrier spacing regardless of bandwidth or carrier frequency. 
 
Fig. 13. EVM vs. CFO under different SNR values in SFBC mode with 75-kHz 
subcarrier spacing regardless of bandwidth or carrier frequency. 






























 Of course, we may relieve this requirement on MMW frequency error by 
increasing the subcarrier spacing. Fig. 13 shows the CFO effect when the signal has a 
subcarrier spacing of 75 kHz [74]. Proportionally, the slope of the CFO-EVM curve is 
1/5 of the one that 15-kHz subcarrier spacing is applied. However, this does not mean 
that we can simply increase the subcarrier spacing of OFDM signals for the sake of 
CoMP. On the one hand, as we have seen, large subcarrier spacing has proportionally 
large tolerance against CFO. On the other hand, subcarrier spacing is also inversely 
proportional to the duration of each OFDM symbol which has proportional contribution 
to the robustness against TO. 
 TO between the two CoMP signals may cause inter-symbol interference (ISI) at 
the receiver. To avoid ISI, cyclic prefix (CP) is added on each OFDM symbol. Although 
we also use CP to combat ISI caused by multipath effect and dispersion in single-point 
OFDM transmission and getting rid of CP is also feasible if we do inter-symbol 
processing [75], the CP in multi-point transmission is more significant and getting rid of 
it is less recommended as the impairment caused by ISI is more difficult or even 
impossible to mitigate in multi-point transmission. Therefore, the CP length has to be 
larger than the TO to avoid ISI, and as such, the maximal efficiency we can achieve is 












which agrees with our statement above that subcarrier spacing cannot be arbitrarily large. 
 ISI is not the only concern of TO in SFBC. Even if the CP is large enough to 
avoid ISI, TO still has impact on the coordination as it destructs the orthogonality 
provided by SFBC. This loss of orthogonality causes two consequences. 
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 Firstly, to provide an accurate estimate of the matrix including the linear phase 
shift caused by TO, one more of the entries in matrix (4) will become independent from 
others, and as such, more overhead will be needed for channel estimation. Ignoring this 
phase shift and keeping the old matrix will cause dramatic EVM increase even if the TO 
is only several nanoseconds. Fig. 14 shows the impact from TO after ZF decoding with 
only the compensation of common phase difference but without any estimation of the 
linear phase shift. Note that the CP length is sufficiently larger than the TO. 
 
Fig. 14. EVM vs. TO under different SNR values in SFBC mode with 15-kHz 
subcarrier spacing and 20-MHz bandwidth, after common phase difference removed 
but without estimation of linear phase shift, regardless of carrier frequency. 
 Secondly, certain TO may lead to a large condition number of the matrix H in (2). 
The increase of condition number causes poor tolerance to noise during SFBC decoding 
even if the linear phase shift is considered. Fig. 15 shows the impact of TO after ZF 
decoding with a perfect estimate of the matrix including the linear phase shift terms. Note 
that the CP length is sufficiently larger than the TO. In a microsecond level of TO, the 
noise enlargement from the loss of orthogonality is severe over certain TO regions where 
the matrix has large condition numbers. 
















 Comparing Fig. 14 and Fig. 15, we increase the tolerance to TO from a 
nanosecond level to a microsecond level by including the phase shift in the estimate and 
achieve error free transmission when there is no noise, which implies that the extra 
overhead and phase shift estimation are critical to overcome TO. 
 
Fig. 15. EVM vs. TO under different SNR values in SFBC mode with 15-kHz 
subcarrier spacing and with estimation of phase shifts, regardless of bandwidth or 
carrier frequency. 
 
Fig. 16. EVM vs. TO under different SNR values in SFBC mode with 75-kHz 
subcarrier spacing and with estimation of phase shifts, regardless of bandwidth or 
carrier frequency. 































 Because TO is linear phase shift over frequency domain, increasing the subcarrier 
spacing causes higher sensitivity to TO and more dramatic change of condition number. 
As shown in Fig. 16, by increasing the subcarrier spacing from 15 kHz to 75 kHz, we 
have a four times higher incidence of an infinitely large condition number which leads to 
large EVM. 
 To further see the relationship between the condition number of the channel 
matrix and the EVM fluctuation, we have the condition number-versus-TO curves in Fig. 
17. Both the cases of 15-kHz and 75-kHz subcarrier spacing match the trend in Fig. 15 
and Fig. 16 and thus imply that the TO should be limited within a few microseconds to 
maintain a low condition number. 
 
Fig. 17. Condition number of channel matrix vs. TO under different subcarrier 
spacing, regardless of bandwidth or carrier frequency. 
3.1.2 Experimental analysis 
 In this section, we will further experimentally verify the conclusions that we just 
derived from the simulation analysis. In the testing, the subcarrier spacing is 15 kHz and 
the bandwidth of the 60-GHz OFDM signal is 20 MHz. The CP length is long enough to 
avoid ISI. 

























 In Fig. 18, we give the EVM-versus-CFO curves. The significant rise of EVM 
over a few kHz reveals the high sensitivity of CoMP transmission to CFOs, although the 
slope is different from the one in Fig. 12 because of the practical testbed imperfection. 
 
Fig. 18. EVM vs. CFO tested in SFBC mode with 15-kHz subcarrier spacing. 
 
Fig. 19. EVM vs. power tested under different CFO (Δf) in SFBC mode with 15-
kHz subcarrier spacing. 
 Fig. 19 gives the EVM-versus-power curves under different CFOs. As we change 
power at one of the two transmitters, a certain CFO has the strongest impact on EVM 





























when the two transmitters have balanced power and has less impact when the two 
transmitters have larger power difference. 
 In Fig. 20 we give the EVM-versus-TO curves. 25% CP is added which is 
equivalent to 16.7 μs. The significant rise of EVM over a few μs reveals the high 
sensitivity of CoMP transmission to TO. 
 
Fig. 20. EVM vs. TO tested in SFBC mode with 15-kHz subcarrier spacing. 
 
Fig. 21. EVM vs. power tested under different TO (Δt) in SFBC mode with 15-
kHz subcarrier spacing. 





























 Fig. 21 gives the EVM-versus-power curves under different time offsets. As we 
change power at one of the two transmitters, a certain offset has the strongest impact on 
EVM when the two transmitters have balanced power and has less impact when the 
transmitters have larger power difference. 
3.2 Synchronization in BF Mode 
 In this section we look at some simulation results showing the importance of 
synchronization in BF mode. We still assume the two MMW transmitters have the same 
power, the noise at the receiver dominates, and SNR is defined as the ratio between the 
signal power received from each transmitter and the noise power from the receiver. 
 In BF, CFO changes the phase relationship between the two transmitters. For a 
CFO of Δf, the two transmitters have to update their carrier phases in every 1/2Δf at least 
before they become completely out-of-phase and cancel each other. Correspondingly, the 
system has to embed overheads for feedback in its uplink in every 1/2Δf. Considering a 
10ppb error of a 60-GHz oscillator, this requires a feedback at least every 0.8 ms, which 
can generate unnecessary overhead and require further synchronization and delay. 
Nevertheless, to maintain an intended BF gain, we have to send feedback in a much 
higher rate. Fig. 22 shows the relationship between required SNR gain and the maximal 
interval of sending feedback for channel estimation. Note that this relationship is 
regardless of the modulation format or the MMW carrier frequency of the signal. The 
OFDM symbol period has to be sufficiently smaller than the feedback period (i.e. the 
subcarrier spacing be sufficiently larger than the CFO). 
 Even if we use large subcarrier spacing and enough overhead to keep the two 
transmitters close to in-phase, CFO can still cause signal degradation through inter-
subcarrier interference. Fig. 23 shows the simulation result of how CFO may affect the 
BF mode in terms of the EVM of a signal with 15-kHz subcarrier spacing. The EVM 
increases linearly as the CFO does and has a slope of 6%/kHz. To meet the 12.5% EVM 
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requirement (16-QAM) at the transmitter side, we need to limit the CFO below 2 kHz, 
corresponding to a 33ppb error of the 60-GHz carrier frequency. Considering that the 
simulation range of 4 kHz is well below 15 kHz, the combination of the two OFDM 
symbols is mainly in the in-phase region. Therefore, the degradation is mainly 
contributed by inter-subcarrier interference rather than out-of-phase cancellation. 
 
Fig. 22. Maximal interval of sending feedback vs. required SNR gain in BF mode 
with different CFO between two transmitters, regardless of bandwidth or carrier 
frequency. 
 
Fig. 23. EVM vs. CFO under different SNR values in BF mode with 15-kHz 
subcarrier spacing, regardless of bandwidth or carrier frequency. 














































 Fig. 24 shows the CFO effect when the signal has a subcarrier spacing of 75 kHz. 
Proportionally, the slope of CFO-EVM curve is 1/5 of the one that 15-kHz subcarrier 
spacing is applied, attributed to lower inter-subcarrier interference and higher SNR from 
in-phase constructiveness of shorter OFDM symbols. 
 
Fig. 24. EVM vs. CFO under different SNR values in BF mode with 75-kHz 
subcarrier spacing, regardless of bandwidth or carrier frequency. 
 TO attributes to both phase delay and group delay, corresponding to common 
phase shift on carrier frequency and linear phase shift on in-band signal, respectively. On 
account of the short MMW carrier period, this TO requirement for an in-phase 
relationship contributing to the common phase shift is extremely small in BF mode, in the 
level of picosecond. Assuming the in-phase relationship is guaranteed by the BF and 
modulation mechanism and only linear phase shift exists, Fig. 25 shows the impact of this 
linear phase shift. For a 20-MHz bandwidth, the TO has to be less than 4 ns to meet the 
EVM requirement, which is challenging. The TO acts similarly to a multipath effect 
which causes frequency-selective fading. By doing frequency-domain equalization (FDE) 
at the receiver, we can mitigate this impairment. As shown in Fig. 26, we can relieve the 
TO requirement after FDE and achieve error free transmission when there is no noise. 
However, the nanosecond-level requirement is still stringent in practice. 


















Fig. 25. EVM vs. TO under different SNR values in BF mode with 20-MHz 
bandwidth after common phase difference removed but without FDE, regardless of 
subcarrier spacing or carrier frequency. 
 
Fig. 26. EVM vs. TO under different SNR values in BF mode with 20-MHz 
bandwidth after common phase difference removed and FDE, regardless of 
subcarrier spacing or carrier frequency. 
3.3 Current Techniques for Synchronization 
 Synchronization is critical in both SFBC and BF modes. To provide 
synchronization between MMW CoMP transmitters, we can refer to current technologies 
in LTE eNBs. In LTE-A CoMP, the requirement on clock error is lower than 50 ppb in 
frequency and 500 ns in time according to the specification [72, 76]. In most eNBs, 
global navigation satellite system (GNSS), e.g. global positioning system (GPS), is used 

































as the primary reference source (priority may differ by FDD and TDD). When GNSS 
signals fail, the system may switch to packet-based network synchronization mechanisms 
such as synchronous Ethernet (SyncE). When all synchronization sources fail, the system 
will fall back to local clock source to provide holdover with requirements to achieve 
target holdover specifications [77]. 
 GPS signal receivers used in GNSS disciplined oscillators are not off-the-shelf 
GPS chips [78]. They require expensive antennas, high-quality holdover oscillators, and 
their delicate installation and tuning, costing several thousands of dollars [76]. In addition, 
this approach does not apply to small cells that are designed for indoor communications 
or for where GNSS signal cannot be received. In fact, indoor radio access is a very 
important application of MMW frequencies. Therefore, using GNSS as an external 
synchronization reference is not a practical solution for MMW CoMP. 
 Packet-based network synchronization methods include SyncE from ITU, 
precision time protocol (PTP) from IEEE, and network time protocol (NTP) from IETF 
[79, 80, 81]. The maximum errors in SyncE and NTP are 4.6 and 15 ppm, respectively 
[82, 81]. These errors are larger than the requirement from our analysis. Furthermore, 
these reference signals are delivered from the backhaul. Regardless of the backhaul 
consumption which is inefficient, the baseband frequency in the backhaul is much lower 
than the MMW frequency. Up-conversion to MMW frequencies adds noise and burden to 
the succeeding frequency multiplication circuits. 
 A straightforward way is to use local high-quality frequency source to provide 
frequency and clock information. Off-the-shelf quartz crystal oscillators working at MHz 
frequencies have frequency error ranging from 5 ppm to 100 ppm [83]. According to our 
analysis aforementioned, the CFO has to be in the level of several ppb, much lower than 
what an off-the-shelf crystal oscillators oscillator can support, to achieve a low EVM in 
MMW CoMP. Let alone temperature sensitivity and aging are the two major problems 
for crystal oscillators to maintain the error level. Better than crystal oscillators, atomic 
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oscillators can provide a much lower error level. Rubidium clocks are widely used in 
holdover oscillators in current LTE eNBs [84]. However, they are too heavy and costly to 
be implemented in small-cell applications. What is worse, much larger error, manufacture 
difficulty, vulnerability, and higher cost will be observed in MMW frequency sources to 
reach merely the same precision level as HF oscillators. 
 An alternative way other than to synchronize is to rely on digital signal processing 
(DSP) techniques that estimate and compensate asynchronizations. In this case, the UE 
estimates the CFO and TO from the received downlink CoMP signals. Since the receiver 
dimension is smaller than the transmitter dimension, it is unlikely to correct the offset 
from the UE side without severe degradation [13]. Instead, the UE has to send feedback 
to the eNBs, so that the compensation is then fulfilled by the transmitters. In multi-
antenna transmission, using constant-amplitude zero-autocorrelation (CAZAC) sequence 
can estimate CFO [85]. However, most of these CAZAC-based methods need large 
training sequences [86]. Blind equalization is also proposed, but with tedious 
computation [87]. The equalization also occupies resources with signal degradation. 
Considering the potential CFO in MMW bands can be larger than the one in HF bands, 
the CFO compensation will become challenging. The high sensitivity to TO in MMW 
CoMP also raises the standard of TO compensation outcome. 
 In summary, current technologies for synchronization in HF CoMP have their 
limitations. Introducing them into MMW CoMP cannot be effective solutions. 
3.4 Conclusions 
 Both SFBC and BF modes are sensitive to CFO and TO. To maintain a high-
quality coordination, the frequency error of the MMW radio source has to be as low as 
several ppb and the timing error of the clock has to be as low as nanoseconds. In addition, 
CP has to be added to avoid ISI, which reduce the efficiency. There are some parameters 
that determine the vulnerability of the coordination against CFO and TO, including 
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carrier frequency, bandwidth, and subcarrier spacing. The former two are defined by the 
service and application. For subcarrier spacing, on the one hand, we want it to be large to 
reduce inter-subcarrier interference and to reduce OFDM symbol duration. On the other 
hand, we want subcarrier spacing to be small to provide higher CP efficiency and lower 
condition number. It is difficult to optimize these parameters, and doing so provides very 
limited improvement. Therefore, synchronization in both frequency and time should be 
guaranteed for MMW CoMP. However, current technologies for synchronization in HF 
CoMP have their limitations. Adopting them into MMW CoMP is not an effective 
solution. 
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CHAPTER 4 CENTRALIZATION FOR MMW COMP 
 The conclusions from Chapter 3 tell us that we have to provide precise 
synchronization for MMW CoMP in a new effective approach. A straightforward 
thinking is to let coordinated transmitters share the same signaling resource providing 
identical time and frequency information. Noting that those coordinated transmitters 
belong to different cells and are physically separated as multi-point, the only option to do 
so is to shift the functionality of the transmitters to a centralized location. In Section 1.2, 
we have introduced fiber-wireless centralization and RoF. In this chapter, we will study 
and experimentally examine the performance of RoF links as the realization of fiber-
wireless centralization. Then we will theoretically and experimentally validate the 
feasibility of MMW CoMP as the benefited of fiber-wireless centralization. At last we 
will conclude that centralization is not only an effective solution for the synchronization 
problem, but also other problems stated in Section 2.4. 
4.1 Fiber-Wireless Centralization 
 RoF is a solution for full fiber-wireless centralization. As shown in Fig. 27, at the 
upstream end of a RoF system, the CO centralizes all baseband processing and radio 
signal modulation for all RAUs. These RAUs share the same timing clock and the same 
frequency source at the CO which guarantee the synchronization and coherency between 
RAUs doing downlink CoMP transmission. Also as a result of the centralization and all-
analog transmission over fiber links, no baseband or digital processing exists between the 
CO and UE for both uplink and downlink. This further simplifies the function of RAUs. 
Besides cost and management savings, this simplification leads to an important property 
that the propagation delay is only determined by the RoF length. For example, a UE that 
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is 1 km away from the CO and covered by a small cell with 2-km RoF fronthaul 
(including 1 km of detour) has a fixed time offset of 6.7 µs without any jitter. This is a 
promising improvement from traditional distributed systems where digital processing 
causes variable delays. Most importantly, in a RoF system, latencies are predictable, 
stable, and easily compensable at the CO so that precise time synchronization can be 
guaranteed for both uplink and downlink CoMP transmission, even if the RAUs doing 
CoMP transmission experience very different RoF link lengths. 
 
Fig. 27. RoF system for full fiber-wireless centralization. 
4.1.1 RoF links 
 To better understand the functionality of RoF for fiber-wireless centralization, 
some RoF links are abstracted in Fig. 28 with the relative locations of elements between 
CO and RAUs. Schematic spectra for corresponding links are also attached at the bottom. 
Three types of RoF links are included, a MMW RoF link for our following study on 
centralized MMW CoMP, a multi-section RoF link introduced for the CoMP method 























Fig. 28. Downlink and corresponding spectra of (a) HF RoF link, (b) MMW RoF 
link, and multi-section RoF link. 
 HF RoF link is the most straight-forward form of a fiber-wireless system with 
high level of complexity centralization and RAU simplicity. In a HF RoF link, HF signals 
with a frequency of fHF are carried by a lightwave with a frequency of fλ, as shown in Fig. 
28(a), and directly detected at the RAU to recover HF signals. The whole optical system 
including modulation, demodulation, and fiber propagation can be seen as transparent in 
terms of the delivery of HF signals. For uplink, reverse procedure is followed. 
 In a MMW RoF link, as shown in Fig. 28(b), the MMW carrier is generated by an 
optical MMW generation module at the CO. By using microwave photonics (MWP), 




































methods based on optical nonlinear effects, methods based on external modulation and 
filtering, and methods based on optical subcarrier multiplexing (OSCM) [88]. Optical 
nonlinear affects, such as four-wave mixing (FWM), usually need high-power optical 
source and precise criteria. Therefore, their feasibility is limited in practical small cell 
applications. In Table III we list three methods that are mostly used. Among them, 
OSCM has the simplest setup when the system does not have branch links or require the 
coherency between RAUs. Optical carrier suppression (OCS) and optical frequency comb 
(OFC) are both external modulation methods. Compared with OSCM, OCS and OFC can 
better maintain the coherency of optical MMW carriers and therefore allow better MMW 
CoMP. In the following parts of this proposal, we will adopt OFC as the MMW 
generation method because it has higher modulation stability than OCS. Details of OFC 
are introduced in [88]. 
Table III. Optical MMW generation in a fiber-wireless system 
 OSCM OCS OFC 
Laser source per MMW 2 1 1 
Optical modulation Not needed Intensity Phase 
Optical filtering Not needed Not needed Interleaver preferred 
Microwave source Not needed Half of MMW freq Depends on filtering 











Stability Good Bias drifting Good 
MMW coherency No Yes Yes 
 
 After the optical MMW carrier is generated, the signal is applied onto the carrier 
either in baseband or in a band-mapping scheme to enable multiple services 
simultaneously carried over MMW bands [89]. Over the MMW RoF section close to the 
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CO’s side, optical MMW frequency fλ ± fMMW/2 is generated to carry the signal, as shown 
in Fig. 28(b). At the RAU, downlink optical signals are photo-detected to fMMW for 
wireless transmission. In uplink, the MMW signal from UE is either carried onto 
lightwave as-is or after down-converted to an intermediate frequency (IF). 
 A multi-section RoF link meets environmental requirement in urban areas as 
continuous wiring between the CO and cell sites sometimes can be impossible or cost-
prohibit. At the same time, it maintains a centralized structure and all-analog transmission 
consisting of MMW RoF, MMW wireless, and HF RoF sections, as shown in Fig. 28(c). 
From UEs’ view, a multi-section RoF link is no different from a HF RoF link and is also 
transparent to HF signals though it involves multiple sections and MMW frequency 
conversions. Over the MMW RoF section close to the CO’s side, optical MMW 
frequency fλ ± fMMW/2 is generated to carry HF signals. At the MMW wireless frontend 
(FE), downlink optical signals are photo-detected to fMMW for wireless transmission. 
After the MMW wireless transmission, HF signals are extracted from received MMW 
signals and optically modulated for HF RoF transmission. Then the following process is 
the same as in a HF RoF link. It is also worth noting that multiple RAUs can be 
supported by the high bandwidth of RoF and MMW transmission though only one RAU 
is demonstrated here for simplicity. For uplink, the two RoF sections function as HF RoF 
links while the MMW wireless section up-converts the uplink signal to fMMW by using 
either electrical circuits or MWP approaches at the transmitting MMW FE and down-
convert to HF or baseband at the other FE. 
4.1.2 Experimental setup and results 
 End-to-end downlink transmissions over the three types of RoF links are 
experimentally demonstrated in this section. The setup consists of a CO, a HF RoF link 
connecting RAU1, a multi-section RoF link connecting RAU2, a MMW RoF link 
connecting RAU3, and a set of UE, as shown in Fig. 29. 
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Fig. 30. Optical and electrical spectra at different measured points as labelled in 
Fig. 29. 
4.1.2.1 Central office 
 The CO centralizes all baseband processing and shared signaling functions. LTE-
U signals are generated by a Vertex FPGA chip, digital-to-analog converters (DAC), and 
up-converters. The FPGA used for the generation of base-band LTE-A signals establishes 


































































real-time 16-QAM mapping and OFDM modulation. The OFDM signals follow the 
format of LTE-A -- a 20-MHz bandwidth, 1,200 subcarriers with spacing of 15 kHz, 200 
out of 1,200 subcarriers set as pilots, an IFFT/FFT size of 2,048, 512 CP points (extended 
CP mode), and 60 OFDM symbols as a half frame with the 6th used as a primary 
synchronization symbol (PSS). After DACs and shared frequency up-conversion, the 
LTE-U signals have a central frequency of 2.462 GHz (IEEE 802.11 WLAN channel 11). 
The LTE-U signals are modulated onto lightwave and transmitted through different RoF 
links. 
 Another function of the CO is to generate shared optical MMW carriers. As 
shown in Fig. 29, an optical signal from a continuous-wave (CW) distributed feedback 
(DFB) laser at a wavelength of 1,553.87 nm is applied to a 40-GHz phase modulator 
(PM). The PM is driven by a 30-GHz tone, which is double the 15-GHz microwave 
source, creating MMW combs. After passing two inter-leavers (ILs) of 33/66 GHz and 
25/50 GHz, a 60-GHz optical MMW carrier whose optical spectrum is plotted in Fig. 
30(a) is formed. This MMW carrier generation procedure is the OFC method mentioned 
in 4.1.1. After amplification by an erbium doped fiber amplifier (EDFA), the optical 
MMW carrier is fed into Mach-Zehnder modulators (MZMs) to be intensity-modulated 
by the LTE-U signals for different RoF links. 
4.1.2.2 HF RoF link 
 The first RoF structure we setup is the HF RoF link. The LTE-U signal whose 
electrical spectrum is shown in Fig. 30(b) is carried onto lightwave by using a directly 
modulated laser (DML) after an electrical amplifier (EA). The DML has fixed output 
power of 6 dBm. 
 The lightwave signal is transmitted for 20 km over a standard single mode fiber 
(SSMF). At RAU1, the LTE-U signal is detected by a 2.5-GHz photo detector (PD), 
filtered by a band-pass filter (BPF), and amplified by a low-noise amplifier and a power 
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amplifier. The spectrum of the signal before the antenna is shown in Fig. 30(c). A pair of 
3-dBi omnidirectional antennas (OAs) is used for wireless transmissions. The wireless 
distance between RAU1 and UE is noted as d0 and subject to change. 
4.1.2.3 Multi-section RoF link 
 The multi-section RoF link shown in Fig. 29 consists of a MMW RoF section, a 
MMW wireless section, and a HF RoF section over the link. After intensity modulation 
(IM) at the CO, the optical MMW carrier carrying the LTE-U signal is launched into the 
multi-section RoF link. After MMW RoF transmission over a curl of 15-km SSMF, the 
measured optical spectrum is plotted in Fig. 30(d). For MMW wireless transmission, the 
signal is detected by a 60-GHz PD, amplified by an EA, and then radiated by a V-band 
horn antenna (HA) with a 15-dBi gain and a 24° half-power beamwidth. The MMW 
wireless distance between the HA pair is noted as d1 and subject to change. The received 
MMW signal is amplified and down-converted to the 2.462-GHz band by using a 60-
GHz envelope detector. After a BPF the HF signal whose spectrum is plotted in Fig. 30(e) 
drives a DML, which has fixed output power of 6 dBm and a wavelength of 1,547.44 nm. 
 The succeeding link including RAU2 has the same setup as in HF RoF link. The 
measured optical spectrum after HF RoF transmission over 5-km SSMF is plotted in Fig. 
30(f). The electrical spectrum before the OA of RAU2 is plotted in Fig. 30(g), and the 
wireless distance between RAU2 and UE is noted as d2 and subject to change.  
4.1.2.4 MMW RoF link 
 The third RoF structure in the setup is a MMW RoF link that provides a MMW 
small-cell coverage. The link setup along with RAU3 has the same configuration as the 
MMW RoF section and the transmitter side of the MMW wireless section in the multi-
section RoF link. The wireless distance between RAU3 and UE is noted as d3 and subject 
to change. 
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4.1.2.5 User equipment 
 At the UE side, for HF RoF signals, the UE down-converts the amplified LTE-U 
signal from 2.462 GHz to baseband. After analog-to-digital converters (ADC), the 
baseband signal is processed in an FPGA chip, functionally including synchronization, 
OFDM demodulation, and equalization. Real-time EVM values of equalized symbols are 
shown in a real-time manner. For MMW RoF signals, a V-band down-converter is used 
to recover the LTE-U signal from the 60-GHz carrier so that succeeding processing can 
be carried on in the same way as in HF RoF link. The V-band down-converter has the 
same setup as the receiver side of the MMW wireless section in the multi-section RoF 
link. 
4.1.2.6 Experimental results 
 We first use the setup to verify assumption 3 from Section 2.3. The channel 
characteristics of the end-to-end 60-GHz MMW RoF transmission through RAU3 are 
estimated as shown by the blue curve in Fig. 31. Flat channels are observed with coherent 
bandwidth much larger than the signal bandwidth (20 MHz). During the test, the blue 
curve has negligible variation over time or environmental movement. For comparison, we 
also give the channel estimate of 2.462-GHz HF RoF transmission through RAU1. As 
shown by the red curve, different from MMW RoF, obvious frequency-selective fading 
affects the flatness of the magnitude of subcarriers. Therefore, MMW RoF has flat 




Fig. 31. Channel estimate of 2.462-GHz and 60-GHz band through RAU1 and 3, 
respectively. 
 In the following, EVM results are measured from the RoF links, including 
received-optical-power performance, distance performance, and stability. All results are 
derived from real-time capture without offline processing. 
 We first test received-optical-power performance by adding an attenuator and 
changing optical power before PD0, PD1, PD2, and PD3 separately. For HF RoF link, 
Fig. 32(a) shows EVM curves under the change of received optical power at PD0. The 
HF wireless distance is fixed to d0 = 2 m. As shown in Fig. 32 (a), 20-km fiber 
transmission induces an approx. 0.3-dB power penalty with respect to back-to-back (BTB) 
transmission. 
 For multi-section RoF link, Fig. 32(b) shows EVM curves under the change of 
received optical power at PD1. The HF wireless distance is fixed to d2 = 2 m, and the 
optical power at PD2 is at 2 dBm during the test. As shown in Fig. 32(b), 15-km + 5-km 
fiber transmission induces an approx. 0.5-dB power penalty with respect to BTB 
transmission. As the MMW wireless transmission is part of the link, we give results at d1 
= 2.5 m as well as 5 m. In both BTB and 15-km + 5-km fiber transmission, the power 
penalty caused by doubling d1 is lower than 0.7 dB, which reveals the feasibility of 
centralized MMW generation. Similarly, Fig. 32(c) shows EVM curves under the change 





















of received optical power at PD2. The HF wireless distance is fixed to d2 = 2 m, and the 
optical power at PD1 is fixed to 0 dBm during the test. According to the curves, 15-km + 
5-km fiber transmission also has an approx. 0.5-dB power penalty with respect to BTB 
transmission, which is constant with the case in Fig. 32(b). The power penalty caused by 
doubling MMW wireless distance is approx. 1 dB, which is higher than the case in (b), 
because of the succeeding HF RoF transmission. Comparing Fig. 32(a) and (c), the 
MMW parts in multi-section RoF link induce impairment including approx. 1.5-dB and 
2-dB power penalties with respect to HF RoF link when d1 is 2.5 m and 5 m, respectively. 
These penalties decrease when received optical power at PD0 and PD2 is reduced. 
 For MMW RoF link, Fig. 32(d) shows EVM curves under the change of received 
optical power at PD3. The MMW wireless distance is fixed to d3 = 2.5 m. As shown in 
Fig. 32(d), 20-km fiber transmission also induces an approx. 0.5-dB power penalty with 
respect to BTB transmission. By comparing the BTB curves in Fig. 32(b) and (d), we can 
find that the succeeding link after MMW wireless in multi-section RoF link induces a 
0.5-dB power penalty on average with respect to MMW RoF link. 
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Fig. 32. Measured EVM values of 16-QAM signals under various received optical 
power at (a) PD0, (b) PD1, (c) PD2, and (d) PD3, and various wireless transmission 
distances of (e) d0, (f) d1, (g) d2, and (h) d3. Real-time recorded EVM values in a 
1-hour long-run test through (i) RAU2 and (j) RAU3. 








































 Secondly, we execute distance tests by changing wireless distances d0, d1, d2, 
and d3 separately. EAs in RAUs and UE are optimized at each distance measure point in 
order to emulate automatic gain control (AGC). EAs in MMW wireless links are only 
optimized when d1 is changed. In RAU1 and 2 the highest equivalent isotropically 
radiated power (EIRP) is limited within 8 dBm. 
 During the test over d0, the received optical power at PD0 is fixed to 2 dBm. As 
shown in Fig. 32(e), the EVM of 20-km fiber transmission has a 0.01-per-meter slope 
within the test range. Compared with BTB transmission, 20-km fiber transmission has an 
EVM penalty less than 0.01 and this penalty decreases as d0 increases. This reveals the 
insensitivity of the centralized system to RoF link length. 
 For the test over d1 and d2, we fix the received optical power to 0 dBm and 2 
dBm at PD1 and PD2, respectively. The maximum distance of d1 we can reach is limited 
by the laboratory size. As shown in Fig. 32(f), the variation of EVM over a 5-m distance 
range is within 0.004 for 15-km + 5-km fiber transmission, which reveals the insensitivity 
of the centralized system to MMW wireless distance change. In Fig. 32(g), similar EVM 
variation is observed over a HF wireless distance range of 2.5 m. By comparing the BTB 
curves in Fig. 32(e) and (g), one can notice that MMW parts in multi-section RoF link 
induce impairment causing EVM penalty from 0.012 to 0.028 over the distance range. 
This impairment dominates EVM deterioration when HF distance d2 is small, while HF 
has higher impact when d2 increases. 
 For MMW RoF link, Fig. 32(h) shows that the variation of EVM over a 5-m 
distance range is within 0.003 for a 20-km fiber transmission and the penalty becomes 
mild when d3 is beyond 2 m. 
 Overall, in most cases shown in Fig. 32(e)-(h), the EVM values are small enough 
to retain low error rate. We give the EVM level corresponding to 7% forward error 
correction (FEC) threshold (BER = 3.8×10-3) in the figures as a reference, and most 
measure points are beneath this level. Furthermore, BTB transmission can get lower 
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EVM over short distance regions. However, as distances increase, this difference between 
BTB and fiber transmissions becomes unobservable. This is due to the dominance of 
wireless transmissions in terms of signal quality deterioration. In addition, according to 
the trends of curves, HF wireless transmissions are more sensitive to distance change 
compared with MMW wireless, as a result of omni-directional transmission and limited 
amplifier power. 
 Lastly, we examine the stability of the system by recording the instantaneous 
average EVM value of each OFDM symbol over a continuous 1-hour transmission. For 
multi-section RoF link, received optical power at PD1 and PD2 is fixed to 0 dBm. The 
wireless distances are d1 = 4 m and d2 = 2 m. Fig. 32(i) plots the recorded EVM values 
of both BTB and 15-km + 5-km fiber transmission. As one can observe, both 
transmission scenarios have EVM variation within 0.02. For BTB transmission, the upper 
and lower bounds of EVM are 0.08 and 0.066, which correspond to BER values of 
8.5×10-9 and 4.6×10-12, respectively. For 15-km + 5-km fiber transmission, the upper and 
lower bounds are 0.01 and 0.08, which corresponds to BER values of 2.9×10-6 and 
8.5×10-9, respectively. The main reasons that cause the fluctuation come from the HF 
wireless transmission, including interference from WiFi networks, fading caused by 
environmental movement and multi-paths. To verify, we also give the stability test result 
for MMW RoF link in Fig. 4(j). Different than multi-section RoF link, the EVM variation 
is within 0.002 over the whole testing period. This observation somehow also supports 
assumption 3. 
4.2 Fiber-Wireless Centralized MMW CoMP 
 By realizing centralization based on the MMW RoF link in Section 4.1, we 
actually change the downlink model in Fig. 4 to a new model as shown in Fig. 33 by 
adding a section of RoF link as part of the channel. In this section, we will validate the 
feasibility of downlink MMW CoMP transmission after adding the RoF link. Although 
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RoF has much larger coherent bandwidth and time, we have to take RoF channel 
parameters such as delay and dispersion into consideration to see their impact on the 
performance of MMW CoMP. 
 
Fig. 33. Centralized downlink 2×1 MMW CoMP transmission model. 
 In fact, most of the signal variation caused by RoF channel can be mitigated by 
FDE. The pre-coding and pre-equalization in BF mode have already included this FDE 
procedure against the wireless transmission. As a result, the RoF channel is transparent in 
BF mode and cause no essential change on the procedure. 
 Different from BF, SFBC normally does not have a pre-equalization procedure 
against the channel response, and it has to guarantee the orthogonality at the receiver. 
This determines the vulnerability of SFBC to the channel. Adding the RoF link may 
affect its feasibility. In the following, we will analyze this issue. 
 In (3), the characteristics of matrix H affect the quality of symbol recovery. H has 
to have a condition number as small as possible to tolerate noise. In other words, we hope 
that the matrix is orthogonal or close to orthogonal. When orthogonality holds, regardless 
of the estimation error, we can have the gains that we derived in Section 2.3 under the 
five assumptions. In other words, we need to verify that the RoF link can provide and 















 Firstly, as demonstrated in Section 4.1, the coherent bandwidth of MMW RoF is 
much larger than the bandwidth of the coded block. With no frequency-selective fading 
within one coded block, we have |hi,L| ≈ |hi,R|, or ai,L ≈ ai,R. 
 Secondly, we need to consider chromatic dispersion in fiber transmission and 
relative time delay between two links in terms of phase change. With ai,L ≈ ai,R, the 
relationship between hi,L and hi,R can be expressed as 
)exp(,, dCDLiRi jjhh   ,
 
(33) 
where φCD and φd denote phase shifts caused by chromatic dispersion (CD) and relative 
delay, respectively. 
 We use LTE-U as an example. Current LTE signals have subcarrier spacing of 
15-kHz, and we use a 1,550-nm wavelength for downlink. 17-ps/nm/km dispersion 
causes a 1.92×10-13-rad/km phase shift factor on average, which implies that φCD is 
negligible. 
 Because of the inherent synchronization of the centralized coordination and the 
compensable fixed length of fiber links, with regard to the estimation of φd, we measure 
only wireless links. The difference between the lengths of two MMW wireless links 
contributes to a 3.1×10-4-rad/m (= 2π×15 kHz / 3×108 m/s) phase shift. Typically, this 
difference is limited by the MMW propagation range that is normally shorter than 10 m 
for small-cell applications, and thus φd < 3.1×10
-3 rad, which is negligible. 



















which has orthogonal complex vectors and hence a constant condition number of 1 when 
h1 and h2 are not both zero. This orthogonality guarantees the recovery of original 
symbols without enlarged penalty, and therefore an equivalence of (16) that guarantees 
the gains. 
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4.3 Experimental Evaluation 
 In this section we demonstrate a real-time end-to-end 60-GHz experimental setup 
distributed in a building to further validate the feasibility of the fiber-wireless 
centralization for downlink MMW CoMP transmission. As can be seen in the setup, the 
application of fiber-wireless centralization benefits MMW generation, enhances 
throughput, centralizes processing, and perfectly synchronizes coordination. Only SFBC 
mode is evaluated here according to the reason stated in Section 4.2. However, BF mode 
will be experimentally demonstrated in Section 5.2 in one of the methods. 
 The experimental setup for evaluation is depicted in Fig. 34. The CO inside the 
Lab Room centralizes optical MMW signaling, frequency conversion, and all baseband 
processing. The two RAUs share the same wavelength of 1,553.11 nm from a CW laser 
source. To generate optical MMW carriers, we use optical PM driven by a 29.24-GHz 
microwave tone. The microwave source at 14.62 GHz determines the MMW frequency 
and the coherency between the two RAUs. ILs of 33/66 GHz and 25/50 GHz are used to 
shape the 58.48-GHz optical MMW carrier shown in Fig. 34(a). After an EDFA, the 
optical MMW carrier is shared by two links for the two transmitters. 
 A software defined radio (SDR) platform including a Vertex FPGA chip, DACs, 
and up-converters is used for the centralized generation of the IF signals. The IF signals 
follow the LTE-A physical layer parameters for 20-MHz channels – 1200 subcarriers 
with spacing of 15 kHz, an IFFT/FFT size of 2048, 400 out of 1200 subcarriers set as 
zeros and pilots, and 512 CP points. The FPGA used for baseband processing establishes 
real-time 16-QAM mapping, SFBC, OFDM modulation, Zadoff-Chu (ZC) sequence 
generation, and CP. After 30.72-MSa/s DACs and up-conversion, the IF signals whose 
electrical spectrum is shown in Fig. 34(b) have a central frequency of 740 MHz. The IF 
signals are intensity-modulated onto the optical MMW carrier by using a MZM on each 
link with an output spectrum plotted in Fig. 34(c). 
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Fig. 34. Experimental setup of a centralized MMW CoMP system supporting two RAUs. Insets: Spectrum of (a) transmitted IF 

























































































 The two RAUs are approx. 50 m away from the CO. Considering detouring, the 
fiber links are between 50 m and 100 m. The RAUs have simplified complexity 
consisting of 60-GHz PDs and EAs. Directional 15-dBi HAs are used for MMW wireless 
transmission. The distance between the two RAUs is 2.5 m with each one having a 24° 
half-power beam width for coverage. 
 On the UE side, after antenna reception and MMW amplification, signals are 
down-converted to IF by using an envelope detector. Another SDR platform consisting of 
ADCs and a custom FPGA chip is used for real-time baseband processing including 
timing and frequency synchronization between CO and UE, OFDM demodulation, SFBC 
decoding, and equalization. The spectrum of recovered baseband LTE-A signals is 
plotted in Fig. 34(d). The layout of the RAUs and the UE is sketched in Fig. 34(e) 
regarding the distance d and angle θ in the following part. 
 We first execute received-optical-power versus BER test by changing optical 
power at RAU-1 while fixing the equivalent EIRP at RAU-2 to a small value. The 
distance between RAU-1 and UE, d, as illustrated in Fig. 34(e), is fixed to 5 m. The EAs 
at Rx are tuned to a low level to reveal more visible BER trends. As shown in Fig. 35(a), 
CoMP transmission is more tolerant to power reduction compared with single-point 
transmission. This is due to the existence of multiple RAUs and the increased SNR. In 
the high power region, the contribution of CoMP is not significant enough to outperform, 
and the MMW phase mismatch between two RAUs induces power penalties. However, 
the curves basically follow the trend of the curves under p = 0 in Fig. 6 except the right 
shift of the curve of the CoMP transmission as a result of the succeeding components 
after PDs. The highest SNR gain compared to single-point transmission at a BER of 10-3.4 




























































Fig. 35. Measured BER or EVM of signals under various (a) received optical 
power, (b) time, (c) distances between RAU-1 and UE, and steering angle with (d) 
low and (e) high EIRP. 
 Secondly, we examine the stability of the two transmission schemes by measuring 
the average EVM value of each OFDM symbol over a continuous 1-hour transmission. 
The received optical power is fixed to 2 dBm at RAUs, and the distance between RAU-1 
and UE, d is fixed at 5 m. As shown in Fig. 35(b), the CoMP transmission has smaller 
variation of EVM over the 1-hr period especially when there are obstacles passing 
through the MMW wireless link or links. This is consistent with our analysis in section 
2.3.2.4 that the CoMP transmission has smaller CV and is also consistent with the 
simulation shown in Fig. 7. 






























 To better understand the benefits from CoMP transmission, we also establish 
distance tests by changing the parameter d. The received optical power is fixed to 2 dBm 
at RAUs, and the EIRP from both RAUs is fixed to a low power level so that dramatic 
BER change can be observed within the limited tested distance range. As shown in Fig. 
35(c), CoMP transmission outperforms single-point transmission in long distance region. 
This is due to the increased received power and capacity of CoMP transmission at distant 
locations. In short distance where noise is low enough to reveal the impairment caused by 
MMW phase mismatch, CoMP gain is not obvious. Similar to the case in received-
optical-power test, results in Fig. 35(c) basically match the theoretical curves 
(horizontally flipped) in Fig. 6. 
 Lastly, one may notice that besides the CoMP gains, the expansion of coverage is 
another benefit of using CoMP transmission in directional MMW coverage. To verify, we 
run angle tests by changing the parameter θ as illustrated in Fig. 34(e). The received 
optical power is fixed to 2 dBm at RAUs, and d is fixed to 5 m. In low EIRP tests without 
ICI, as shown in Fig. 35(d), the CoMP transmission achieves a continuous coverage 
between two primary directions, while single-point transmission can only provide 
separated small coverages. In high EIRP tests with ICI, as shown in Fig. 35(e), the CoMP 
transmission achieves a continuous coverage over 40°, while the interfered transmission 
can only communicate over the edge area. 
4.4 Conclusions 
 MMW CoMP is feasible in a fiber-wireless centralized architecture. MMW RoF 
link as a full fiber-wireless centralization solution centralizes network hardware and 
functions, reduces the complexity of RAUs, and optically provides high-quality and 
transparent delivery of analog MMW signals. The highly centralized architecture 
facilitates the JP and resource sharing of CoMP. In fact, fiber-wireless centralization 
upgrades the conventional distributed CoMP based on backhaul and midhaul to a 
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centralized version based on the concept of fronthaul as we have introduced in Section 
1.2. 
 Fiber wireless centralization also centralizes all data and information and their 
processing power into the CO, leaving the cell sites no distributed intelligence for inter-
cell communications. This completely avoids any form of overhead traffic thus 
overcomes the problem stated in 2.4.2. 
 Through MWP techniques enabled by fiber-wireless centralization, homogeneous 
MMW signals are optically generated and distributed to RAUs. The centralized 
generation of MMW also increases the overall power and infrastructure efficiency. This 
overcomes the problem stated in 2.4.3. 
 Most importantly, fiber-wireless centralization allows CoMP transmitters to share 
the same signaling resource at the CO that provides identical time and frequency 
information and therefore guarantees inherent synchronization on both time and 
frequency. The delay over RoF links are also stable and minimized with compensable 
delay difference. This overcomes the problem stated in 2.4.4 and analyzed in Chapter 3. 
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CHAPTER 5 TECHNIQUES OF CENTRALIZED MMW COMP 
 In this chapter we propose and study three techniques based on fiber-wireless 
centralized MMW CoMP. The first is for small-cell design, in which the method of cell 
grouping is proposed to enhance MMW coverage and inter-cell handoff in MMW 
wireless networks. The second is the application of centralized MMW CoMP in multi-
section mobile fronthaul, for which we propose the method of radio bundling to improve 
the fronthaul performance. The third is to discuss the perspective of the application of 
photonics and optical processing for centralized MMW CoMP. 
5.1 Small-Cell Design for Centralized MMW CoMP 
 Whereas the sufficient available bandwidth of MMW radio makes it a promising 
candidate for small-cell coverage, its high frequency brings strict criteria on network 
design for signal coverage [90, 91]. Therefore, an optimized coverage planning is 
important to provide users robust wireless links in a densified HetNet [92]. In Section 4.3, 
we have seen that SFBC-based centralized MMW CoMP provides high-quality reception 
and tolerant MMW links for a UE. Based on this advantage, we will in this section 
develop the coordination to a network-wide level. We propose a MMW cell grouping 
method jointly based on the fractional frequency reuse (FFR) concept and the centralized 
MMW CoMP study in order to provide users globally optimized coverage with robust 
MMW wireless links. 
5.1.1 Operation principle 
 In a conventional co-channel coverage method where adjacent cells share the 
same frequency channel, interference exists in cell edge areas, as shown in Fig. 36(a). By 
using FFR where adjacent cells use different and non-overlapped frequency channels, one 
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can effectively avoid co-channel interference [93]. However, without coordination, 
drawbacks induced by the physical property of MMW, such as small coverage sizes and 
LoS propagation, limit the performance of UEs in cell edge areas, experience bad handoff 
experience, and increase the sensitivity to shadowing. 
 Different from the two conventional network plans, MMW cell grouping 
coordinates a certain frequency channel from each group of adjacent access units. With 
the centralized coordination for each group of access units, the system-wide coordination 
improves the performance by providing more continuous coverage and higher chance of 
LoS in a FFR scheme compared with conventional methods. 
 Fig. 36(b) shows an example of the proposed MMW cell grouping method, in 
which each cell group contains two adjacent RAUs and at each RAU two frequency 
channels are used for FFR. Three of the RAUs are illustrated here. The lower frequency 
channels from RAU1 and 2 simultaneously bring signal A and its coded form A* to the 
union coverage area. The constructiveness of simultaneous transmission is guaranteed by 
the centralized SFBC and processing enabled by the fiber-wireless architecture. This joint 
coverage from RAU1 and 2, treated as an integral cell, has larger size than the cells in 
conventional FFR. For RAU2 and 3, the same method spans a joint coverage providing 
signal B over the upper frequency channel. The overlapped area of the two new integral 
cells, i.e. the intersection under RAU2, is the handoff area where UEs communicate 
singly with RAU2 and can use either frequency channel. It is easy to see that the size of 
the handoff area is no smaller than the size of the interference-free area in the 
conventional co-channel method, which guarantees smooth handoffs and continuity. In 
addition, by using cell grouping, a UE communicates with multiple RAUs when it is 
outside handoff areas. This decreases the chance of complete NLoS, i.e. all 
communicating RAUs are obscured, and provides more robust wireless links. It is also 
worth noting that the grouping method does not increase the number of RAUs or 






Fig. 36. (a) Conventional network with co-channel and FFR small cells. (b) MMW 
cell grouping with improved coverage, continuity, and wireless links based on 
centralized MMW CoMP on two frequency channels. 
5.1.2 Experimental setup and results 
 The setup of a field test with three RAUs for cell grouping is depicted in Fig. 37. 
At the CO located inside the Lab Room, a CW optical source from a DFB laser at a 
wavelength of 1,554.67 nm is first applied to a 40-GHz PM. The PM is driven by a 
28.75-GHz microwave source, creating MMW combs. After passing an IL of 33/66 GHz, 
a 57.5-GHz optical MMW carrier whose optical spectrum is plotted in inset (a) is formed. 
After amplification by an EDFA, the optical link is split into three branches modulated by 




























Fig. 37. Experimental setup of cell grouping among three RAUs over two frequency channels in a 57.5-GHz centralized MMW 















































































































 The baseband signal on each branch consists of a lower channel from 105 MHz to 
195 MHz and an upper channel from 205 MHz to 295 MHz. Each channel is modulated 
as 16-QAM-OFDM with a 15-kHz subcarrier spacing (LTE). The measured spectra of 
the three AWG outputs are plotted in inset (b)-(d). The coordination scheme is the same 
as illustrated in Fig. 36(b), where the subcarriers in the lower channel of RAU2 are coded 
by SFBC with respect to the ones of RAU1 while the subcarriers in the higher channel of 
RAU3 are coded with respect to the ones of RAU2. The coordination based on SFBC is 
achieved by the fact that baseband processing for all RAUs takes place within the CO. 
The electrical signals are fed into three MZMs to modulate the optical MMW carrier by 
using intensity modulation. 
  After fiber distribution to three RAUs located approximately 50 m away from the 
Lab Room, signals are detected by three 60-GHz PDs and amplified by EAs. The 57.5-
GHz MMW signals are radiated by HAs with a 15-dBi gain and a 24° half-power 
beamwidth. 
 On the UE side, the FE consists of an HA, an EA, and a V-band envelope detector 
for frequency down-conversion. In the baseband processing, correlation is first done to 
extract timing and signal strength information. Based on this information, the system 
decides whether SFBC decoding is to be applied. In other words, the system decides if 
UE is located under a joint coverage from two RAUs or under a coverage primarily from 
one RAU. After OFDM demodulation, the channel with higher signal quality is chosen as 
the serving channel and its data are recorded. 
 The configuration layout is illustrated in Fig. 38. The spacing of the three RAUs 
is fixed at 3.5 m. The location of UE, expressed as (xU, yU) in meters, is subject to change 
regarding the following tests. The steering angle of UE with respect to minus x-axis is 
denoted as θ in degrees. 
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Fig. 38. Experimental configuration of RAUs and UE. 
 We first test the coverage performance in terms of error EVM by changing yU 
while fixing xU = 6 m and θ = 0°. The steering angle of the three RAUs is fixed at the x-
axis direction. The received optical power at all RAUs is fixed at -1.5 dBm. Fig. 39(a) 
gives the results over a 10-m test range for conventional co-channel, conventional FFR, 
and proposed cell grouping methods. In co-channel transmission where all three RAUs 
transmit over the lower channel, signals cannot be recovered in overlapped areas because 
of strong co-channel interference. Although FFR can mitigate co-channel interference, 
the EVM curve still has obvious increase near cell edges, i.e. yU = 3.25 m and yU = 6.75 
m. This is mainly due to the power decrease when UE is away from primary RAU 
positions, i.e. yU = 1.5, 5, and 8.5 m. Different from the two conventional methods, cell 
grouping keeps the signal quality more stable over the whole test range. Specifically, cell 
grouping has a 3.5-dB reduction in EVM in cell edge areas compared with the FFR 
method. 
 We second test the coverage performance by changing the steering angle θ while 
fixing the position of UE at (xU=6, yU=5). The steering angle of the three RAUs is fixed at 
the UE direction. Other configurations are the same as previous. Fig. 39(b) gives the 
results in a 90° test range. As shown by the curves, the co-channel method can only 
recover in very limited angle ranges because of interference; the FFR method has 
deterioration when biased from primary RAU directions; cell grouping has constantly 






















Fig. 39. EVM tested under different (a) UE positions, (b) steering angles, and (c) 
received optical power. 
















































 Thirdly, we test the power performance by changing the received optical power at 
RAU2 while fixing the power at RAU1 and 3 at -1.5 dBm. The steering angle of UE is 
fixed at θ = 0° and the one of RAUs is fixed at the x-axis direction. Other configurations 
are the same as previous. Three positions are tested with curves shown in Fig. 39(c). 
When UE is located at (xU=6, yU=3.5) or (xU=4, yU=6.5), SFBC decoding is automatically 
on and cell grouping is tolerant to optical power loss at RAU2. Compared with the 
conventional FFR method, cell grouping has up to 3.5-dB improvement when EVM is 
0.12. When UE is located at (xU=6, yU=5), RAU2 is dominant and received wireless 
power from RAU1 and RAU3 is low. In this case, SFBC decoding is automatically off 
and the receiving performance is equivalent to the FFR method. 
 We also test the tolerance of the system to NLoS scenarios by setting obstacles, 
including cloth, paper board, and human body, between RAU2 and UE. The received 
optical power is fixed at -1.5 dBm. Other configurations are the same as previous. As 
shown in Table IV, in both two tested positions, cell grouping shows smaller increase in 
EVM compared with the FFR method under different NLoS scenarios. When the MMW 
radio between RAU2 and UE is obscured by human body, the EVM of cell grouping is 
still under 0.12 while the FFR method completely loses its signals. 
Table IV. EVM under different NLoS shadowing 
  LoS Cloth Paper Body 
FFR (6, 3.5) 0.124 0.150 0.180 X 
FFR (4, 6.5) 0.108 0.129 0.140 X 
Grouping (6, 3.5) 0.100 0.110 0.112 0.118 
Grouping (4, 6.5) 0.086 0.092 0.098 0.101 
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5.2 Mobile Fronthaul based on Centralized MMW CoMP 
 In this section, we propose a reconfigurable MMW radio bundling method to 
improve system efficiency and transmission reliability in multi-section fiber-wireless 
mobile fronthaul. A multi-point multi-section experiment demonstrates improved signal 
quality and reliability. 
5.2.1 Application scenario 
 Mobile fronthaul is the last chain that provides proximity facing mobile users. 
The exponential growth of users’ demands directly drives the expansion of mobile 
fronthaul. A solid fronthaul design is the key approach to build efficient channels from 
centralized BBU pool to users [94]. As cell amount increases, a huge amount of fronthaul 
links are needed to distribute high-density, high-frequency, and high-performance small 
cells. These require the fronthaul design be high-capacity, light-weight, flexible, and 
transparent to services. Furthermore, fronthaul deployment also faces challenges from 
different environmental conditions. In urban areas, for example, continuous wiring 
between the BBU pool and distant RAUs sometimes can be impossible or cost-prohibit. 
In this case, MMW wireless links can function as a relay section and provide more 
adaptive connections than fiber cables. By cascading MMW relays and optical fiber links, 
a multi-section RoF link as introduced in Section 4.1 can support high capacity and high 
flexibility at the same time [95, 96]. However, a point-to-point MMW relay may become 
the bottleneck of the entire link as it is vulnerable to power loss, antenna misalignment, 
and NLoS propagation. 
 On top of the agility of multi-section RoF fronthaul, we propose to unite 
independent MMW relays and assemble them into a reconfigurable MMW radio bundle 
working as the middle joint of a fronthaul network, as shown in Fig. 40. By creating a 
MMW radio bundle, we increase the overall capacity of the fronthaul network, as the 
bundling provides higher SNR, higher diversity and tolerance to NLoS propagation, 
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compared with single point-to-point transmission. Moreover, by combining independent 
fronthaul links, we can increase the infrastructure utilization, especially the utilization of 
MMW FEs. This research is scenario-oriented with experimental evaluation in the 
context of multi-section mobile fronthaul that experiences RoF transmission both before 
and after the MMW relay. 
 
Fig. 40. Reconfigurable MMW radio bundling in multi-section fiber-wireless 
mobile fronthaul and uplink and downlink of 2×1 transmission. 
5.2.2 Multi-point transmission in MMW radio bundling 
 By assembling independent MMW wireless relays to a reconfigurable MMW 
radio bundle, we can improve infrastructure utilization and signal reliability as it changes 
single point-to-point transmission into multi-point transmission. A MMW radio bundle 
consists of two types of multi-point transmission – 1×N and N×1 transmission. We are 
not considering M×N (M, N > 1) here, which achieves a multi-cell MIMO scenario from 
the view of access sites, because the realization of multi-cell MIMO is unlikely to rely on 
the MMW radio bundle and the density of MMW relays is still too low to achieve multi-
cell MIMO transmission. For 1×N, as colored red in Fig. 40, the structure is equivalent to 
a distributed antenna system (DAS) that enlarges its coverage by connecting one BBU to 













signal improvement only if pre- and post-processing are implemented in downlink and 
uplink, respectively. In uplink, post-processing such as maximal ratio combining (MRC) 
can be applied after two different copies of the signal are received at the CO [97, 98]. In 
downlink, N×1 transmission can provide the gains that we have discussed in Section 2.3 
if pre-processing such as SFBC or BF is implemented at the CO. SFBC guarantees the 
(quasi-)orthogonality between multiple transmitted wireless signals while BF provides a 
constructive phase relationship between the signals by channel estimation and pre-
equalization. 
5.2.3 Experimental setup and results 
 We experimentally evaluate the downlink of MMW radio bundling in a multi-
section RoF fronthaul system. The setup is depicted in Fig. 41. At the CO, a CW optical 
signal from a DFB laser at a wavelength of 1,553.84 nm is first applied to a 40-GHz PM 
driven by a 28.75-GHz tone to create MMW combs. A 57.5-GHz optical MMW carrier 
whose optical spectrum is plotted in Fig. 41(a) is formed by passing a 33/66-GHz IL. 
After amplification through an EDFA, the optical link is split into two branches to be 
modulated by HF signals. The HF signals from an AWG are fed into two MZMs to 
modulate the optical MMW carrier by using IM. The spectra of the AWG outputs are 
depicted in Fig. 41(b) and (c) for SFBC mode and BF mode, respectively. They both have 
16-QAM-OFDM formats with a 100-MHz bandwidth and a 75-kHz subcarrier spacing. 
The HF signal has a central frequency of 700 MHz. 
 After 25-km and 20-km SSMF transmission over the two links, respectively, the 
signals are detected by two PDs and amplified by EAs at the two MMW FEs. The 57.5-
GHz MMW signals are radiated by two HAs with a 25-dBi gain. The spacing between 
the two transmitting MMW FEs is 1 m. The MMW wireless distance between the 




Fig. 41. Experimental setup for downlink transmission of MMW radio bundling in multi-section fiber-wireless mobile fronthaul 






















































































































 The received MMW signal is amplified and down-converted by using a V-band 
envelope detector. After an EA and a BPF the HF signal has a maximal SNR of 35 dB in 
SFBC mode and a maximal SNR of 37 dB in BF mode as shown in Fig. 41(d) and (e), 
respectively. Another stage of IM is applied to the HF signal for the second section of 
fiber transmission after the MMW relay. 
 At the RAU after 10-km SSMF, the 700-MHz signal is detected by a 2.5-GHz PD. 
A maximal SNR of 32 dB in SFBC mode and a maximal SNR of 33 dB in BF mode are 
measured as shown in Fig. 41(f) and (g), respectively. The HF signal is analyzed after 
captured by an oscilloscope. When BF is applied, the feedback mechanism is realized 
over an Ethernet connection between the scope, the AWG, and a computer for channel 
estimation. 
 We first test received-optical-power performance by changing the optical power 
at the MMW FE of the 25-km RoF link and measuring the EVM at the RAU. The MMW 
wireless distance is fixed to 1.5 m during the test. As shown in Fig. 42(a), two bundling 
methods have lower EVM and are less sensitive to power change compared with 
conventional single point-to-point transmission because of SNR gain. Comparing SFBC 
and BF, the latter has slightly lower EVM because of higher SNR gain from the channel 
estimation and pre-equalization. In addition, 25/20+10-km fiber transmission induces less 
than 1-dB penalty compared with BTB transmission. Over the entire power range, EVM 
maintains below 10% when MMW radio bundling is adopted. Similar results are 
observed when EVM values are measured at the receiving MMW FE, as shown in Fig. 
42(b). The second section of RoF transmission induces a 1~2% EVM increase by 
comparing Fig. 42(a) and (b). 
 Secondly, we execute distance test by changing the MMW wireless distance. The 
received optical power is fixed to 1 dBm at the two transmitting FEs and -1 dBm at the 
RAU. As shown in Fig. 42(c), at 12.5% EVM level [73], two bundling methods have at 













































































Fig. 42. EVM of 16-QAM symbols measured at (a) RRAU and (b) receiving 
MMW FE under various received optical power. EVM of 16-QAM symbols 
measured at RAU under various (c) MMW wireless distances, (d) antenna steering 
angles, and (e) NLoS shadowing. 
 Thirdly, we establish angle test by changing the steering angle of one of the two 
transmitting FEs. The angle is measured with respect to the elevation plane of the 
receiving antenna. The setup of optical power follows previous test. The MMW wireless 
distance is 1.5 m. As shown in Fig. 42(d), at 12.5% EVM level, two bundling methods 
have at least 76% higher tolerance to angle misalignment. This is due to the simultaneous 
transmission and consequently larger coverage angle from the two MMW FEs. 









































 Lastly, we consider NLoS scenarios in the MMW radio bundle and examine the 
diversity of the system and the tolerance to partial shadowing of MMW wireless links. 
The setup of optical power and wireless distance follows previous test. Fig. 42(e) plots 
the results. As we increase the shadowing of the LoS path, two bundling methods 
maintain a high signal quality while single transmission drops signal (EVM > 12.5%) 
when more than 40% of the LoS path is obscured. At 100% NLoS, SFBC and BF become 
single transmission and have the same performance of 11% EVM that is determined by 
the unblocked MMW link. 
5.3 Optical Processing for Centralized MMW CoMP 
 In the previous coordination methods, we have been using coding and 
equalization to provide orthogonality or constructiveness, and both of them are realized 
in electrical domain. In fact, another benefit of doing fiber-wireless centralization is that 
its optical platform potentially enables all-optical signal processing. 
 All-optical and MWP processing has been under popular research thanks to its 
“unlimited” bandwidth and fast speed [99, 100]. For centralized MMW CoMP, there are 
three potential advantages of using all-optical processing. First, it can take good 
advantage of the flat channel of MMW as the processing in optical domain is also tend to 
be flat. Second, coordination is to eventually solve the problems in wireless transmission. 
The fiber-wireless architecture maintains the coherency between the optical signals and 
the wireless signals, in other words, the coherency between the CO and the RAUs. This 
theoretically allows us to realize wireless coordination at the RAUs via the operation of 
optical coordination at the CO. Third, all-optical processing provides fundamental basis 
for future silicon photonics or III-V integration which is the super-high-speed alternative 
for current electrical solutions [101, 102]. Therefore, we propose the method of optical 
coordination in this section based on the centralized MMW CoMP concept. 
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 Although optical coordination is based on the centralized platform and also the 
theory of MMW CoMP, it is independent realization and different from the SFBC and BF 
modes that we have been studying. As a result, the application scenarios are also different. 
In the following, we will use optical interference cancellation (OIC) and optical 
cooperative MIMO as two examples to demonstrate how optical coordination works. 
5.3.1 Optical interference cancellation 
5.3.1.1 Application scenario 
 We depict a most simple case of OIC based on a fiber-wireless centralized system 
in Fig. 43 and will use this case for further analysis. In the system, UE1 is 
communicating with RAU1 while UE2 is communicating with RAU2. Somehow, UE2 
receives interference from RAU1. To cancel the interference, RAU2 include a component 
in its transmitted signal that can counteract the interference from RAU1. To realize this, 
one optical MMW generation module is shared by all transmitters at the CO to guarantee 
the coherency of MMW signals during both optical and wireless transmission. After 
independent modulation and processing at transmitters, the output optical signals are 
jointly processed inside an optical coordination module over the fiber links at the 
frontend of the CO. The module realizes amplitude and/or phase adjustment on each link 
and its branches. The branches enable optical signal exchange across the fiber links if ICI 
exists. This structure realizes OIC through analog approaches after CSI feedback is 
retrieved from UEs. 
5.3.1.2 Optical coordination 
 In directional low-power small-cell applications, the communication channel over 
MMW bands can be considered as flat and therefore can be processed through optical 
channels which are also flat. Based on this, the coordination realized by the optical 
module can completely emulate and compensate the MMW wireless channels. The 
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process inside the optical module is according to the phase and magnitude relationship 
during optical-to-electrical (O/E) conversion. We hereby study this relationship between 
the optical domain and the electrical domain, and the relationship of optically coupled 
MMW signals. 
 
Fig. 43. Functional blocks of a MMW OIC system based on RoF. 
 First consider the case without coupling. As shown in Fig. 43, over the fiber link 
corresponding to RAU1, a complex baseband signal f1(t) is carried by an optical MMW 





















jtE , (35) 
where c, λ1, ΩMMW, and φ1 are the speed of light, the central wavelength for RAU1, the 
MMW frequency, and the phase shift of the MMW carrier for RAU1, respectively. The 
wireless MMW signal, i.e., the photo detection output at RAU1 after BPF is 
)cos()(2]|)([|BPF)( 1MMW1
2
11  tΩtftEtS ,
 (36) 
where the complex envelope f1(t) and the MMW phase φ1 are both preserved from optical 





























 After wireless transmission, the interference received by UE2 from RAU1 is 
)cos()()( 11MMW111 htΩtfhty   ,
 (37) 
where the h1 is the wireless channel response from RAU1 to UE2. 
 To realize OIC, signals are optically coupled inside the optical coordination 
module. The optical signal E1(t) in the fiber link to RAU1 is coupled into the fiber link to 
RAU2 after magnitude and phase adjustment on both links, as shown by the red branch in 
Fig. 43. At transmitters Tx1 and Tx2, the two corresponding signals, f1(t) and f2(t), are 
carried on two different wavelengths carrying identical MMW carriers generated by the 
same optical MMW generation module. The optical signal inside the fiber link to RAU2 
after the coupling can be written as 











In the equation, k is the magnitude of the optical MMW signal getting coupled; λ2 is the 
central wavelength of the optical signal for RAU2; ψ is the relative phase difference 
between the two central wavelengths. The photo detection beats out heterodynes 
containing the MMW frequency. Considering the wavelength spacing 
|2πc/λ1 – 2πc/λ2| >> ΩMMW, (39) 
the wireless MMW output after BPF at RAU2 is 













where φ and k, i.e. the magnitude and phase relationships, are all preserved from the 
optical domain to the electrical domain. 
 After wireless transmission, the interference received by UE2 from RAU2 is 
)cos()()cos()()( MMW2222MMW1
2
22 tΩtfhtΩtfkhty h   ,
 (41) 
where the h2 is the wireless channel response from RAU2 to UE2. 
 According to the relationship we have derived, the coordination of MMW 
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wireless signals can be realized by changing optical parameters, φ2 and k, on optical links 
inside the module following 
k2 = |h1| / |h2| (42) 
and 
φ2 = φ1 + φh1 − φh2 (43) 
so that the interference from RAU1 is neutralized and OIC is realized. 
5.3.1.3 Experimental setup and results 
 Fig. 44 shows the experimental setup of the MMW OIC method based on a fiber-
wireless system. In this setup, one CO, two RAUs through 20-m fiber links and two sets 
of UE associated with two small cells are evaluated. At the CO, two CW lasers at 
different wavelengths, 1564.2 nm and 1554.6 nm, are used for coarse wavelength-
division multiplexing (CWDM) [103]. They are simultaneously phase-modulated by a 
30-GHz tone doubled from a 15-GHz source to generate OFC centered at the two 
wavelengths. After a 30/60-GHz IL and optical filters at corresponding wavelengths, two 
60-GHz optical MMW carriers at the two wavelengths are formed and amplified over the 
two links. The carriers are then intense-modulated by two channels of 1-Gb/s OOK 
signals using MZMs (it is worth noting that this approach is not limited to binary or 
scalar signals, but also complex modulation formats such as QAM and OFDM). 
Corresponding optical spectra are shown in insets (a) and (b). At the front end of the CO, 
an optical module is implemented for realizing the OIC between the fiber links heading to 
two cell sites. Inside the module, attenuation and delay (to cause linear phase shifting) are 
implemented according to the feedback from UEs. A portion of the signal in one link is 
coupled into the other link corresponding to the cell serving the interfered UE. This 
structure enables the cancellation to switch between two one-sided interference scenarios. 
In the scenario of this experiment, the downlink interference is from RAU1 to UE2, 
determining a coupling direction as shown in the figure. The directions of the horn 
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antennas, whose directional pattern with a 24° half-power beamwidth effectively 
emulates the beamforming features though with different mechanisms, are steered to 
corresponding UE locations. Three line-of-sight pairs are formed here: RAU1-UE1, 
RAU2-UE2, and the interference path RAU1-UE2. Relying on the signal relationship 
between optical and wireless signals as indicated in (38) and (40), we tune the attenuator 
and the delay line in the module so that the interference from RAU1 to UE2 can be 
eliminated. Thus, pure signals from Data2 can be directly retrieved at UE2 without any 
interference component. 
 To validate the feasibility of this approach, in Fig. 45 we spread out the eye 
diagrams after different configurations for end-to-end transmissions. As references, Fig. 
45(a) and (b) show signals received by UE2 with only RAU1 or RAU2 transmitting, 
respectively. In Fig. 45(c), the eye diagrams illustrate the composite signal received by 
UE2 simultaneously from two RAUs with phase differences sketched as the colored 
vectors. Since no CoMP is used, the combination of the two interfering OOK signals 
forms four levels with two digits each, marked beside the diagrams, representing the data 
dedicated to UE1 and UE2, respectively. In this plot, one cycle of the eye diagram 
transmutation corresponds to a 5-mm wireless link movement of the antenna at RAU1. 
According to (37) and (42), the relative attenuation k can be estimated from the four 
levels. Fig. 45(d) shows the interaction between the interference component from RAU1 
and the cancellation component from RAU2 at UE2 when CW2 and the succeeding 
EDFA are shut down. One cycle of the eye diagram transmutation corresponds to the 
period of 16.7-ps delay inside the cancellation module. Under an estimate on the 
attenuation k, the one at the 180° position cancels the interference from RAU1 to UE2. 
Fig. 45(e) shows the interaction of the three signal components with different 
cancellation phase values. For any signal dedicated to UE2, under a close estimate on k, a 
cancellation phase between 120° and 240° can mitigate the interference, while a phase at 
180° can cancel the interference by maximum. 
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Fig. 44. Experimental setup for MMW OIC in a fiber-wireless system. Insets: spectra of optical MMW signals dedicated to (a) UE1 



























































Fig. 45. Eye diagrams of (a) the interference originated from RAU1 to UE2 and (b) 
the signal dedicated to UE2. Eye diagrams and signal vectors of (c) the interference 
between two RAUs without CoMP, (d) the interaction between the interference 
from RAU1 and the cancellation component from RAU2, and (e) the interaction of 
the three components with different cancellation phase values. 
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 In Fig. 46, the BER performance of the system is given. Two interference 
receptions, both from RAU1 to UE2, by changing the layout of the antenna pairs are 
tested in Fig. 46. Along with the two tests, an interference-free reception is also tested as 
a reference. In addition, due to the coupling and dependence of optical power at the two 
RAUs, we only test the received optical power at RAU2. By using OIC, the receiving 
performance is improved to a level with a penalty less than 1 dB with respect to 
interference-free single-RAU receptions. On the other hand, the reception with 
interference but without OIC has worse performance with uncertainty. Generally, the 
BER performance without OIC is better when the interference and the signal are in-phase 
and constructive on eye diagram corresponding to the right half of the cycle in Fig. 45(c), 
while the performance with OIC is better when the interference and the signal are out-of-
phase and deconstructive corresponding to the left half of the cycle as a result of higher 
electrical amplification efficiency at RAU2. Furthermore, it is worth noting that this 
approach is not limited to binary or scalar signals, but also complex modulation formats 
such as QAM and OFDM. 
 
Fig. 46. BER performance measured at UE2 under an interference-free reception 
and two interfered reception tests. 





















5.3.2 Cooperative MIMO based on optical processing 
5.3.2.1 Application scenario 
 According to the experiment above, we see that the specific setup for fiber-
wireless based OIC can mitigate interference and improve signal quality at cell edge 
areas. To realize the general case of OIC, MIMO, the multi-antenna technology has great 
potential to further increase data rate and/or to improve signal quality for MMW 
communications [104]. In MMW devices, antenna arrays with a large number of 
elements can be integrated into a small volume because the necessary antenna spacing is 
on the order of millimeters. However, with the high-attenuation propagation properties, 
MMW MIMO is more difficult to obtain gains since spatial decorrelation usually relies 
on rich multipath propagation. The insufficiency of scattering at MMW frequencies 
results in relatively high spatial correlation, which limits the potential capacity increase. 
In a LoS system with wireless distance of 5 m, for instance, the antenna spacing at either 
transmitters or receivers has to be tens of centimeters to reduce the spatial correlation 
[105]. This spacing can hardly be realized inside a single device. 
 The preliminary study on OIC in 5.3.1 can be generalized into the field of 
cooperative MIMO, or multi-cell MIMO, to provide desired transmitter antenna spacing 
and hence enable the decorrelation at MMW frequencies [106]. A conceptual diagram of 
the cooperative MIMO for MMW communications is shown in Fig. 47. In this example, 
RAU1 and RAU2 belonging to two different cells jointly communicate with the UE that 
features a MIMO transceiver when the UE is in the common coverage area. Considering 
that cooperative MIMO transmission involves massive communications among multiple 
cell sites especially in very-high-throughput MMW communications, RoF can provide 
high capacity links with efficiently centralized processing and friendly radio interface [57, 
107]. Based on the RoF infrastructure, we will further develop the optical coordination 
method to explore the feasibility of deploying the ZF pre-coding in the optical domain 
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with centralized processing. RoF and optical coordination coming together can highly 
reduce backhaul traffic and digital signal processing for cooperative MIMO. 
 
Fig. 47. Functional blocks of MMW cooperative MIMO based on RoF. 
5.3.2.2 Optical coordination 
 In 5.3.1.2, we have derived the wireless MMW output at RAU2 in the form of (40) 
when the two baseband signals f1(t) and f2(t) are mixed over optical links in the form of 
(38). In fact, the complex matrix of the first two optical links inside the coordination 














 According to the relationship between (38) and (40), the wireless MMW output in 





















































 To generalize the application to a 2×2 cooperative MIMO as shown in Fig. 47, the 
optical coordination module will contain more magnitude and phase control components. 



















where kij and φij denote the magnitude and phase during the coupling from link j to i, 








































 Now we consider a 2×2 MIMO system whose channel between the two pairs of 
antennas is represented as a 2×2 matrix, H=(hi,j). Assuming the invertibility under a low 























What we do for optical coordination is to establish H-1 before the wireless transmission 
so that the original signals f1(t) and f2(t) can be directly recovered at the receivers without 


















































































































Therefore, the attenuators and delay lines are to be tuned to 2221 / hh , 2212 / hh , 
2211 / hh , and    MMWΩkhh /2/arg 2221  ,    MMWΩkhh /2/arg 2212  , 
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   MMWΩkhh /2/arg 2211  , respectively, to realize the optical coordination and hence 
cooperative MIMO. 
5.3.2.3 Experimental setup and results 
 Fig. 48 shows the proof-of-concept setup of this multi-cell MIMO based on 
optical coordination in a fiber-wireless system with two RAUs. In this experimental setup, 
one CO, two RAUs through 20-m fiber links, and one 2-receiver UE are evaluated. At the 
CO, two CW lightwave sources at different wavelengths, 1564.2 nm and 1554.6 nm, are 
used to carry the two channels. They are initially phase-modulated by a 30-GHz tone 
doubled from a 15-GHz source to generate optical MMWs. At the lower link, the 30-GHz 
microwave input is phase-shifted to obtain a relative phase difference of φ22 between the 
two 60-GHz MMWs. After a 30/60-GHz IL and filters at the two wavelengths, the 60-
GHz MMWs are amplified by two EDFAs with tunable amplification. The relative 
amplification between the lower and upper links is marked as a22. Then the optical 
MMWs are intensity-modulated by two channels of OOK signals at 1-Gb/s speed. The 
corresponding spectra are shown in insets (a) and (b) of Fig. 48. At the frontend of the 
CO, an optical coordination module is implemented for realizing the ZF approach, inside 
of which each link is coupled with a component from the other link after an optical 
attenuation and delay (the delay is to introduce linear phase shift on MMWs). Here we 
note the attenuation and delay of the component coming from the upper link to the lower 
link as k21 and τ21 (marked as red), and the ones in the other direction as k12 and τ12 
(marked as blue). After the fiber links, at each RAU, the beat signal at 60 GHz is radiated 
by a HA with 15-dBi gain and 24° half-power beamwidth. Due to the limited power and 
high loss, the antenna system is set to be a LoS scenario. The wireless links between 
transmitters and receivers are within 0.6 m, and the antenna spacing at the transmitter is 
subject to change to get a fairly low condition number in order to emulate the case of 
small antenna elements in real life. 
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Fig. 48. Experimental setup for optical coordination in 2-cell downlink 2×2 MIMO transmission in 60-GHz fiber-wireless 























































































 Based on the inheritance of phase and magnitude relationships between the 
optical and wireless MMWs, as analyzed in 5.3.2.2, we are able to change the amplitudes 
and the phases of the wireless signals by changing the corresponding optical links at the 
CO. We use the parameters ki,j, τi,j, and φ22 stated above to compose the pre-coding matrix 



















To tune the six parameters ki,j, τi,j, and φ22 according the correspondence between the 
entries in (50) and (51), the ideal realization is to establish a training and feedback 
process between the CO and the UE so as to obtain the CSI and hence the solution of the 
six parameters. However, due to the difficulty to manually quantify the experimental 
parameters, we adopt the following approach. First, to let k22
2=|h11/h22|, we maximize k12 
and k21 to decouple the two links and tune k22 to make the power received at Rx1 and Rx2 
the same when only RAU1 or RAU2 is transmitting, respectively. Second, to let 
k21
2=|h21/h22| and τ21=arg(–h21/h22)/ΩMMW, we shut down CW2, tune k21 so that Rx2 can 
receive equal power from RAU1 and RAU2, and then tune τ21 so that the signals from the 
two RAUs can cancel each other at Rx2. Third, we shut down CW1 and repeat the same 
steps at Rx1 to get k12 and τ12. Fourth, we tune φ22 to optimize the signal quality observed 
from the oscilloscope. After these steps, two independent channels of decoupled OOK 
signals can be received at the UE. 
 In Fig. 49(e) and (f) we show the eye diagrams of the received error-free OOK 
signals at Rx1 and Rx2, respectively, by using optical coordination method without 
succeeding DSP. For reference, Fig. 49(a) and (b) are the eye diagrams under error-free 
single-input single-output (SISO) transmissions at half of the MIMO data rate. Fig. 49(c) 
and (d) are diagrams received at the two receivers after simultaneous transmission 
without doing coordination. Fig. 50 gives the BER performance versus the average 
optical power received at the two RAUs. The blue and green lines show a receiving 
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performance similar to SISO reception. The MIMO reception may perform better than 
SISO as a result of SNR gain at the antennas. In addition, the performances at the two 
receivers are well balanced with a difference less than 1 dB considering the power 
averaging between the two. 
 
Fig. 49. Eye diagrams measured under SISO and MIMO transmissions without or 
with optical coordination. 
 
Fig. 50. BER-versus-average received optical power performances measured 
under SISO and photonic pre-coded MIMO transmissions. 
























 In the experiment we have used six parameters to realize the 2×2 complex matrix. 
However, one may notice that k22 and φ22 are not essential to decouple the two data 
streams, i.e. signals can still be recovered without knowing the two parameters, 






















































including only k12, τ12, k21, and τ21. This means that we can realize the pre-coding 
regardless of k22 and φ22. Nevertheless, k22 and φ22 affect the receiving quality by 
changing the condition number of the matrices and the approach of matrix H-1. 
Specifically, k22 and φ22 change the power distribution and determine the EA efficiency. 
In Fig. 51 we plot the BER curves of the reception without the steps of estimating k22 or 
φ22. One of the receivers shows significant penalty compared with the SISO case, and the 
two receivers show a large performance gap between each other resulting from the 
deterioration of the condition number of the matrix without the estimation of k22 and φ22, 
and from the unbalanced power distribution between the two optical links corresponding 
to the unbalanced wireless links. To give an overall view of this phenomenon, in Fig. 52 
we simulate the capacity distribution over a 3m × 20m area with different setups – they 
have different receiver antenna spacing and different numbers of pre-coding parameters. 
The left plots show higher capacity over the whole plane when we consider all the six 
parameters to implement the pre-coding, while the right plots have degraded capacities 
and altered distribution compared to the left ones when only k12, τ12, k21, and τ21 are taken 
109 
into account and k22 and φ22 are left as-is values whenever the position is changed. The 
capacity gap is approximately 2 bit/s/Hz on average. 
 
Fig. 51. BER-versus-average received optical power performances measured 
under SISO transmission and photonic pre-coded MIMO transmission with four 
parameters. 
 
Fig. 52. Capacity over a 3m × 20m plane with two RAU positions marked as small 
circles and receiver antenna spacing of (up) 0.5λ and (down) λ, calculated with (left) 
six parameters considered or (right) only four parameters. 
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CHAPTER 6 SUMMARY 
6.1 Technical Contributions 
 CoMP transmission over MMW bands is studied for future densified HetNets. 
Theoretical and simulation results on the one hand show that MMW CoMP in SFBC and 
BF downlink modes provides gains with respect to single-point transmission in terms of 
receiving SNR, average capacity, BER performance, and the stability of SNR, and at the 
same time improves infrastructure utilization, increases the chance of LoS, and reduces 
ICI. On the other hand, problems of distributed MMW CoMP are also revealed including 
overhead traffic, distributed MMW generation, and asynchronization. 
 The impact of asynchronization is studied [108]. Results show that MMW CoMP 
in both SFBC and BF modes are sensitive to CFO and TO, with minimal requirement in 
the level of ppb and nanosecond for CFO and TO, respectively. Parameters including 
carrier frequency, bandwidth, and subcarrier spacing affect the sensitivity to 
asynchronization whereas optimizing them provides very limited improvement. Current 
technologies for synchronization in HF CoMP are ineffective to solve the problem. 
 The concept of centralized MMW CoMP is proposed by this dissertation based on 
fiber-wireless centralization facing the architecture of C-RAN. RoF links for fiber-
wireless centralization are studied and their performance is experimentally investigated. 
The feasibility of fiber-wireless centralized MMW CoMP is verified. Experimental 
evaluation of a fiber-wireless centralized MMW CoMP system demonstrates that 
received optical power has up to 3-dB gain, sensitivity to NLoS is reduced, transmission 
distance is extended by up to 50%, and coverage is enlarged up to 40°. 
 Compared with distributed MMW CoMP, fiber-wireless centralized MMW 
CoMP has the following advantages: 
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1) MMW RoF centralizes network hardware and functions, facilitates JP and 
resource sharing, reduces RAU complexity, and optically provides high-quality 
and transparent delivery of analog MMW signals. 
2) Fiber-wireless centralization centralizes all data and information and their 
processing power, leaving the cell sites no distributed intelligence for inter-cell 
communications, completely avoiding any form of overhead traffic. 
3) Through MWP techniques enabled by fiber-wireless centralization, homogeneous 
MMW signals are optically generated and distributed to RAUs, increasing the 
overall power and infrastructure efficiency. 
4) Fiber-wireless centralization allows CoMP transmitters to share the same 
signaling resource that provides identical time and frequency information and 
therefore guarantees inherent synchronization on both time and frequency. The 
minimal, stable, and compensable latency of RoF links also facilitates time 
synchronization. 
 Based on the concept of fiber-wireless centralized MMW CoMP, three techniques 
are proposed facing various applications and research trends. 
 Firstly, a MMW cell grouping method is proposed for small-cell design based on 
fiber-wireless centralized MMW CoMP [109]. The method improves MMW coverage 
and continuity among densified small cells. Coordination among RAUs in an FFR 
scheme increases signal quality, link robustness, and smooth handoff region. In an 
experiment for three-RAU cell grouping, the proposed method provides a 3.5-dB 
improvement on signal quality at cell edges and marginal angles, a 3.5-dB improvement 
in optical power performance, and EVM lower than 0.12 in three NLoS transmission 
scenarios. 
 Secondly, a reconfigurable MMW radio bundling method is proposed for mobile 
fronthaul based on fiber-wireless centralized MMW CoMP [110]. The method applies in 
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multi-section fiber-wireless mobile fronthaul to improve infrastructure utilization and 
radio access quality and reliability. Results from a multi-point multi-section fronthaul 
experiment show that the method extends transmission distance by 22% and enlarges 
tolerance to steering angle misalignment by 76%. Under extreme optical power loss or 
NLoS MMW propagation, the method maintains an EVM below 11% by providing 
redundant fronthaul links. 
 Thirdly, the method of optical processing for centralized MMW CoMP is 
proposed facing the developing technologies of silicon photonics and all-optical 
processing. Enabled by the fiber-wireless platform, the method uses optical components 
in the centralized coordination module to realize OIC and cooperative MIMO across 
MMW small cells. In an OIC experiment with centralized optical coupling, the BER 
performance has a power penalty less than 1 dB with respect to interference-free 
transmission [111]. In a cooperative MIMO experiment with centralized optical pre-
coding, original signals are directly recovered at the receivers with a power penalty less 
than 1 dB compared with SISO transmission [112], proving the multiplexing gain 
provided by the method. 
6.2 Future Research Topics 
 The proposed concept of fiber-wireless centralized MMW CoMP benefits both 
uplink and downlink transmission. However, the dissertation mostly focuses on the 
downlink transmission in analysis and experimental validations. This is motivated by the 
fact that more critical problems exist in downlink rather than uplink in a MMW CoMP 
system. For example, asynchronization is much more difficult to be estimated and 
compensated in downlink than uplink. This is due to the nature of CoMP that the 
dimension of downlink receivers is smaller than the one of transmitters. Nevertheless, the 
role of fiber-wireless centralization in MMW CoMP uplink should also be studied as it 
centralizes combining algorithms, such as MRC [97, 98], in the CO. This centralization 
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potentially increases the efficiency of MRC by co-location computation and potentially 
avoids overhead traffic that used to occupy the backhaul and midhaul in a distributed 
system. Therefore, uplink study on the proposed concept can be a potential research 
direction to systematically investigate the significance of the concept. 
 Furthermore, we have been using 2×1 CoMP model for simplicity and have only 
demonstrated 2×1 setups in all experiments. This has been done because only 2×1 SFBC 
mode can achieve rate of 1 [67]. However, despite of the SFBC mode, higher dimension 
of transmitters and receivers should be taken into consideration for more general study. In 
fact, the higher dimension the system goes, the more severe synchronization problems it 
will have, the more overhead traffic it will generate, and the more complexity it will 
distribute. The proposed concept will consequently benefit the system better by solving 
those enlarged problems. In addition, massive MIMO is promising for MMW cells that 
have short wavelength and small antenna arrays [113, 35, 36]; multi-cell multi-user 
MIMO is also promising to increase the spectral efficiency. The study of fiber-wireless 
centralized MMW CoMP cannot be independent from these network MIMO technologies, 
as both CoMP and network MIMO contribute to the same channel matrix. Therefore, a 
joint study including both MMW CoMP with higher dimensions and other network 
MIMO technologies can be a potential research direction to analyze all possible gains 
that the proposed concept can deliver. 
 Lastly, our study on optical coordination gives us a promising direction to expect 
the evolution of future RANs. Optical processing, silicon photonics, and most 
importantly fiber-wireless centralization, are all enabling technologies to realize a 
potentially all-optical network to break through the bottleneck of electrical counterparts. 
In our study, very simple model is applied with limited number of optical components 
that are used to realize the optical processing and coordination. Although it is sufficient 
to achieve very fundamental OIC and MIMO functions thanks to the flat channel of 
MMW, a more complex model is better to be prototyped so that more advanced 
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processing can be applied including FDE and precoding. Therefore, study on more 
advanced optical coordination and processing approaches can be a long term research 
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