We investigate the sound velocity of assemblies of granular particles. Computationally, we investigate regular polygons with various corner numbers in two dimensions with the discrete element method and compare the results for large corner numbers with experiments on soft air-gun beads. The sound velocity for one-dimensional granular chains of spherical particles is about one order of magnitude less than the sound velocity of the bulk material, both in the simulation as well as in the experiment. For twodimensional simulations, the results are comparable to that for one-dimensional chains, but vary with the packing. For the experiments in three dimensions, we find that the sound velocity is two orders of magnitude less than that of the bulk, or one order of magnitude less than that for one-or two-dimensional systems. This result is consistent with the group velocity reported by Liu and Nagel, but well below their reported ''sound velocity''. The latter was in all likelihood not a linear (amplitude-independent) sound wave but one for which the sound-velocity was already affected by non-linear effects, as we elaborate on experimental, theoretical and computational considerations.
Introduction
The sound velocity for a bulk continuum c bulk ¼ ffiffiffiffiffiffiffiffi Y= p depends only on the density and Young's modulus Y and it is independent of the actual wave-vector k or frequency !. An interesting open question is the magnitude of the sound velocity of the granular assembly in comparison to the sound velocity of the particle material. While there are many investigation of the sound velocity in granular systems under external compression [1] [2] [3] and for non-linear shock waves with amplitude-dependent propagation velocity in one-dimensional chains, [4] [5] [6] [7] there are not many investigations of the sound propagation near to the surface of a granular bulk, i.e., under small external compression. Liu and Nagel attracted much attention, 8) when they published a value for the phase-(sound-) velocity in glass-beads of about 5% c bulk which deviated from the likewise unique value for the group velocity, 9) which was about 1% c bulk . Other experimental investigations for the sound velocity in one-dimensional chains found about 10% of the bulk sound velocity for ''linear waves'' (low amplitude) and higher sound velocities for the non-linear soliton regime for which the signal velocity increases with the impact velocity. 4, 5, 10) In this paper, we want to develop a more systematic view of how this experimental variation over one order of magnitude between one and three dimensions can be understood in relation with the sound velocity of the bulk material c bulk . In §2.1, we outline the classical theory for lattice vibrations and the relation between phase-and groupvelocity, as far as it is applicable to granular materials. In §2.2, we show how frequency doubling can result for anharmonic vibrations. In §3.1, we show how for the forcelaw in the appendix, we find a sound velocity of the order of %12% c bulk for linear horizontal chains without pre-stressing. For vertical one-dimensional chains which are held between vertical walls in §3.2 we show how the soundvelocity may vary by about 30% with the friction coefficient of the wall due to distribution of the contact load perpendicular to the direction of the sound propagation. In §3.3, we show how for shallow two-dimensional systems the sound velocity is about the same as the sound-velocity for one-dimensional chains without pre-stressing, about 15% c bulk . For our experiment of vertical one-dimensional chains with negligible pre-stressing in §4. 3 , the values for the sound velocity %7% c bulk are consistent with the reduction found in the simulation due to the effect of the side-rails in §3.2. For the experiment of the three-dimensional system in §4.4, the sound velocity is one order less with %0:7% c bulk . We finally draw conclusions about the effect of the dimensionality, foremost that there is no ''real'' sound velocity for granular materials, but the sound velocity depends on the history of the system, and we re-evaluate previous research in the field.
Classical Theory

Harmonic lattice vibrations
The computation of dispersion relations for ordered lattices from the theory of small vibrations is a standard topic in solid-state textbooks. 11, 12) Under the assumption of central forces and the existence of a mechanical equilibrium, the problem can be linearized and the potential expanded in a Taylor-series with dominant second order term. If we neglect that the inter-particle friction leads to torques and other deviations from central forces, this theory can also be applied to the sound propagation in granular materials. In that case, we do not have to consider ''transversal'' and ''optical'' branches or ''Einstein dispersions'' from solid state theory, only longitudinal waves have to be taken into account. Instead of the common formulation with the interparticle-force constant C, which is difficult to determine in disordered mechanical systems, it is more convenient to formulate the equations with the maximal group velocity v max g . In this case, for a mono-atomic one-dimensional chain, the maximal frequency depends on the maximum of the group velocity v max g and the lattice spacing a as
The dispersion relation, the functional dependence of the frequency on the wave-vector, shows a single branch with
for the wave-vector k. The lattice spacing a for a system of mono-disperse spheres would be the particle diameter. The meaning of the dispersion relation for discrete systems, even those which do not follow eq. (2) is that the speed for the propagation of a signal will depend on the frequency ! and the inverse wave vector k. The phase velocity
i.e., the rate at which the phase of the wave propagates in space may deviate considerably from the group velocity
of the variation of the shape of a signal. A consequence of the last relation is that components of wave packages with large wavelength, i.e., small wave vector, will propagate faster than components with smaller wave-length, which leads to a disintegration of waveforms. Such disintegration of wave forms with high-frequency Fourier components is inherent to any discrete system, even to purely mathematical models like finite-difference discretizations (for graphical examples, see, e.g., Tajima, 13) p. 167). In other words, the sound velocity in a discrete system cannot be unique, but must exhibit a depenence on the wave-length.
For systems which can be described by eq. (2), phase-and group-velocity are identical for small wave numbers k (or low frequencies) !, and differ for larger wave vectors (or high frequencies). An increase of the dimension leads to splitting into different branches for different lattice directions. The direct computation of dispersion relations for disordered systems, i.e., with variation of the interaction strength or particle mass, 14) shows that the essential feature of the linear chain, the acoustic branches with their linear part, are basically conserved (although broadened, proportional to the amount of disorder), and so is the continuous dependence of the group velocity.
In three dimensions, the disorder breaks the lattice symmetry of the Wigner-Seitz cell, and the dispersion looks basically like a broadened, acoustic-''phonon'' branch with a linear part for large wave lengths (short wave vector) which is deflected, albeit broadened, into a horizontal curve at longer wave vectors.
15) The concept of a Brillouin-zone is not applicable any more, but a scalar wave-vector dependence can still be seen. If the inter-particle spring constant of the ordered system is the upper limit of the spring constant distribution of the disordered system, the dispersion curve of the system without disorder limits the disordered spectrum towards higher frequencies (see Fig. 1 ).
The linear part in the dispersion relation, for which group-and sound-velocity are the same, is bounded by the maximum group velocity. The resilience of this bound and the continuous change of the group velocity for increasing wave number k calls into question the finding of Liu and Nagel 8) in a time-of-flight measurement of a disordered assembly of glass beads, who reported a unique groupvelocity with c g ¼ 57 m/s and a deviating, likewise unique sound-(phase-) velocity of about c ¼ 280 m/s: For an amplitude-independent wave propagation, at the lowest frequencies the group-and the phase velocity should be identical, and, the low-frequency group-velocity should be the fastest in the system.
Frequency doubling for nonlinear contacts
The previous section dealt with lattice vibrations for linear interactions. Though forces in crystal lattices are highly nonlinear and include quantum effects, etc., the linear theory works quite well at least for the acoustic branches and long wavelengths. For the setup of Liu and Nagel 8, 9) we can ask ourselves what happens if the non-linear effects become significant. If the Hertzian contact law for spherical particles (F / x 3=2 ) holds, we can expand the force around the equilibrium position of the contact e via a Taylor series. At vanishing pre-stressing e ¼ 0 in Figs. 2(a) to 2(c), the force dependence is not analytic at x ¼ 0, so no expansion is 
so that the resulting error is of third order. Inserting for the periodic deformation xðtÞ ¼ A sinð!tÞ, the result can be simplified using sin 2 ðaÞ ¼ 1=2 À 1=2 cosð2 aÞ so that
ffiffi ffi e p ð 6Þ which corresponds to a force varying both with frequency ! and 2!. Higher order perturbations (frequency-tripling and -mixing) can be computed in analogy to the derivations of frequency changes in nonlinear optics. In the absence of periodic driving, the frequency doubling could occur for individual Fourier components !. In other words, if the bead packing would exhibit non-linear transmission characteristics, the frequency spectrum measured by the detector will not be the same as the one originating near the source. In that case, the time-of-flight measurement by Liu and Nagel 8, 9) would not be that of a transmitted spectrum, but the components with higher frequency could have been generated close to the detector.
Solitons
Apart from linear sound (amplitude-independent velocity), for Hertzian contacts in one-dimensional chains and large amplitudes the existence of solitonic solutions has been shown theoretically by Nesterenko, 6, 7) and has been experimentally verified by Coste et al. 4, 5) While for the ''linear waves'' in these systems of spherical particles the sound velocity was about 10% of the bulk, for soliton-like waves the sound velocity was higher and depended on the contact load and the wave amplitude. One purpose of this paper is to find out how large the ''linear'' sound velocity in granular systems can be before the wave should be considered to be solitonic.
Simulation
In this section, we want to understand the possible variation in the sound velocity. We want to be able to estimate the effect of deviations from perfect spherical contacts, so that we can discriminate between disorder-effects of the packing and effects due to the particle surface in the experiment. Other effects which have to be investigated are the effects of the packing, contact angle and density. We investigate the influence of the contact geometry on the sound velocity using the force-law described in the appendix for grains with Young modulus Y ¼ 2 Â 10 7 N/m and density ¼ 5000 kg/m 2 , which gives a continuum sound velocity of c ¼ 63:2 m/s. In preliminary simulations with linear chains under periodic driving, strong maxima and minima of standing waves developed. This made time-of-flight definitions of the sound velocity infeasible for certain distances from the source. We therefore decided to use a pulse from an impacting particle instead. In accordance with the linear theory in §2.1, the longest wavelengths in the pulse can be expected to propagate fastest, so higher frequency components are ''filtered out'' in the measurement.
One-dimensional horizontal chain
In reference runs, the sound velocity in linear chains without friction deviated only insignificantly (within the necessity to realize identical initial conditions) from runs with Coulomb friction. This applied both to the ''mathematically exact'' implementation of Coulomb friction (after Hairer, 16, 17) p. 199f), as well as to the modeling of friction by a hysteretic spring. 18, 19) This is due to the fact that friction does not act at the contact between two particles, but tangentially on both collision partners. Therefore, friction does not have the character of a spring or a moment of inertia. With respect to the sound velocity, this vindicates Whittaker's statement ''that so far as vibrations about equilibrium are concerned, the difference between holonomic and a non-holonomic system is unimportant'' (Whittaker, 20) p. 221). The crucial difference between chains in the horizontal direction for which the particles were just touching (without any overlap) was the decay of the amplitude linear with the distance from the excitation. Therefore, the results presented in this section are for vanishing friction coefficient.
First we simulated the impact of a single polygon into a linear chain of hundred touching, but not overlapping, identical polygons with only a horizontal degree of freedom (no rotation). Both side-side and corner-corner impacts were considered (see Fig. 3 ). In the first step, we wanted to find out how small the impact velocity had to be chosen to obtain the velocity of linear sound, i.e., an amplitudeindependent result. As can be seen in Fig. 4(a) , for square particles (linear contact) of 7.1 mm edge length, the sound velocity for the particle system of about 63.5 m/s reproduced the continuum sound velocity of 63.2 very well. The slightly higher value in the third digit can be attributed to the non-linearity induced by the inverse characteristic length [see eq. (A·1) in the Appendix]. Up to an impact velocity of 0.14 m/s, the change in the sound velocity is only in the fourth digit: The sound velocity for the square contacts corresponds to a linear force law, which is practically independent of the amplitude. For other particle sizes, the continuum sound velocity was likewise reproduced. For ''nearly round'' regular polygons with 256 corners of the same cross section as the square particles in Fig. 4 (b), already at much lower impact speeds of 0.03 m/s the change of the sound velocity becomes significant in the second digit. The sound velocity is reduced with respect to the linear contact due to the reduced contact area (in our simulation, the area overlap). That the sound velocity is higher than the impact velocity should not be confused with a violation of the conservation of momentum: While the impact velocity corresponds to the velocity of the impacting particle, the sound velocity is only the speed with which the compression between particles is transferred. The situation is similar to Newton's cradle sold in stationary shops, where the lifting height of the out-most ball of about 0.1 m implies an impact velocity of the order of 1 m/s, while the impact nevertheless mobilizes a shock which propagates with the sound speed of the chain of steel balls. We studied the dependence of the sound velocity on the contact geometry for regular polygons with 4, 8, 16, 32, 128 , and 256 corners. For side-on-side contacts, the contact width (see Fig. 3 ) decreases for increasing corner number, so the sound velocity decreases (Fig. 5) , while for corner-on-corner contacts, the contact width increases with the corner number. Between the sound velocity for polygons with 256 corners with corner-on-corner and side-on-side contacts, the sound velocity for spherical contacts is contained at 1/8 or roughly 10% of the sound velocity of the bulk.
One-dimensional vertical chain
For the horizontal chain in the previous section, the contact situation does not change when the friction coefficient of the ground below. Coulomb friction along the propagation direction does not change the sound velocity because the inter-particle contacts are not affected. For realistic problems, the filling and packing of the system is influenced by the inter-particle friction, so we made reference runs to understand the influence of different contact situations for different friction coefficients. Because there must also be an influence due to the relative orientation between sound wave and contact direction for different contact angles, we investigated the angle dependence together with the friction dependence, for angles from 0 up to 60
, as for higher angles again vertical chains with contact angle 0 will form (see Fig. 6 ). The contact angle is basically fixed by the wall spacing and the initialization of the particles, though there is a small influence from friction, as for the same wall-spacings, the contact angle is not identical for different , as can be seen by the slightly deviating positions of the symbols in Fig. 7 .
Due to the higher sound velocity, we had to reduce the timestep (10 À5 s) in comparison to the other simulations (5 Â 10 À5 s). The equilibration time was 10 6 timesteps ( 10 s) instead of 180000 timesteps ( 9 s). The particles were initialized with finite random velocity, but reference runs with vanishing initial velocity gave deviations which were only of the order of the size of the symbols in Fig. 7 , so the data are not shown here. The inter-particle friction coefficient is the same as the particle-wall friction coefficient. The numerical simulation was performed on a vertical column of nearly spherical (156 corners) particles. To obtain well defined particle contacts, the column was pre-stressed under its own weight. The system height was equivalent to 108 particle diameters with a reduced gravitational acceleration g ¼ 0:981 m/s to minimize the prestressing of contacts. The pulse which generated the sound wave was an acceleration with a Gaussian time dependence and a half-width of 5 timesteps and a height which would correspond to an impact velocity of about 0:8 Â 10 2 m/s. For higher amplitudes or non-smooth signal shapes, non-linear effects were initiated immediately. Due to the low Young modulus of the particles (2 Â 10 7 N/m), the pre-stressing of the contacts due to the particle column above increased the sound velocity significantly to 160 m/s for a vertical chain of square particles in contrast to the bulk sound velocity of 63.2 m/s. The increase of the sound velocity is even more marked for the vertical chain of nearly-round polygons because the contacts are non-linear, so that sound-velocities of nearly 20% of c bulk become possible, instead of about 12% of c bulk for the unstrained case. As can be seen in Fig. 7 , the sound velocity decays with the contact angle faster than the cosine. The sound velocity for the contact angle at the closest packing (around 60 contact angle) is quite ambivalent: For angles below 60 , the sound velocity would be minimal, while for contact angles beyond 60 immediately vertical chains with contact angle 0 and maximal sound velocity can form. Figure 7 shows that the sound velocity decays for increasing friction coefficient, because the contacts in vertical direction take the full load only for vanishing friction coefficient, while for finite friction coefficients, a part of the vertical load is taken up by the walls. The contact angle for different friction but equal wall distance in Fig. 7 varies by a few degrees, because the friction with the wall has an influence on the equilibrium position. This means that for practically the same contact angle, a variation of 30% in the sound velocity between contacts with and without friction is possible without a perceptible change of the packing fraction, contact network or contact angle. While for a ''realistic'' materials with a Young modulus in the range of hundreds of GPa, the effect of the pre-straining on the sound velocity will be relatively small, the effect of de-loading due to frictional contact with the walls can be expected to prevail.
Sound velocity in two dimensions
To simulate the sound propagation in two dimensions, we have to make several choices about the setup. Instead of mono-disperse particles, we use a size-dispersion (approximately constant, cross section area between 0.3 and 0.7 cm 2 ) of 960 particles to mimic a cross-section of a three-dimensional assembly. As in the one-dimensional case of the horizontal chain, we wanted to insert the sound via a pulse, not via a periodic oscillation. Preliminary simulations where a whole wall section was pulsed showed that the nonlinear (or shock wave) regime with higher than linear sound velocity was reached even at very low speeds, so we decided to insert the pulse by the impact of a single pivot particle (for this and the following explanations, see Figs. 8-10). The pivot particle had a slightly smaller diameter than the other particles to prevent particles from the granular assembly to sneak into the channel during the initialization. To reduce effects from pre-straining of contact as in the case of the vertical one-dimensional chain, the two-dimensional system should be as shallow as possible. The impacting particle came from a channel in the left wall at a velocity of 7.05 m/s. With lower impact speeds, the sound wave was damped out too early. The high impact velocity excited also nonlinear waves, but these could be discriminated from the linear sound wave by the data evaluation method (see Fig. 11 ). As the density enters in the computation of the sound velocity in the continuum case, and the granular density is affected by the packing, we decided to use three different preparation methods for the system: In configuration 1 (Fig. 8) , we set up the particles without contact at a distance on a square grid and let them fall under gravity. In configuration 2 ( Fig. 9) we kept the horizontal distance, but set the vertical distance so that the particles were close to touching. Configuration 3 ( Fig. 10 ) was constructed from particles with an initial position of the centers of mass of the particles on a hexagonal lattice. In all three configurations, except close to the walls, no clear geometric order of the particles evolved.
For the time at which the sound wave reached particle i, the time dependence of the distance from the impact point ðx 0 ; y 0 Þ [see Fig. 8(b) ] of the pivot particle was analyzed: The arrival of the wave was computed as the maximum of the time derivative of the position of the center of mass at that distance. We plotted the average center of mass of the particle over the time of the maximal position change in Fig. 11 . Because some particles showed their maximum outside the regime which could be considered to be the wavefront, and because the region around the impact of the pivot particle was dominated by non-linearities, we eliminated these points by using only the data inside a convex hull which we choose by hand (see Fig. 11 ). The sound velocity was then computed for the selected data via a least squares fit. Plausible changes of the convex hull and few data points from nonlinear waves like in Fig. 11 did not affect the result for the sound velocity, as most data points were so close to the wavefront that the weight of the outliers vanished.
In Fig. 12 , we have plotted the sound velocity for particles with 5, 32, and 128 corners for friction coefficients of ¼ 0:0 and 0.6. The latter is more realistic, as vanishing friction in the simulation leads to unphysically high packings and unphysical properties of the granular assembly, e.g., the stress-strain-relation 21) and the angle of repose. 22) As can be seen in Fig. 12 , the sound velocity was consistently higher for particles with lower number of corners, which indicates that the particles prefer side-on-side contacts. The sound velocity was lower than that of one-dimensional chains of particles of the same corner for side-on-side contacts. For different corner numbers, no systematic dependence on the initial configuration was found, which indicates that the scattering of the data is dominated by the disorder of the particles. For vanishing friction, the sound velocity for the simulation is systematically higher than for finite friction. The maximal sound velocities for two dimensions of nearlyround particles was about 15% of c bulk , close to the sound velocity of the one-dimensional horizontal chains with 12% of c bulk . This indicates that the pre-stressing of the contacts in our two-dimensional systems due to the initialization was not large.
In the following analysis, we want to understand more clearly how macroscopic parameters like friction and density affect the sound velocity. Therefore, we plot all data from Fig. 12 in a single plot according to the systematics in Table I . The symbols for the configurations with vanishing friction are plotted in gray, the ones for friction coefficient 0.6. are plotted in black. The random numbers for the initialization for finite and vanishing friction are exactly the same, so the particle positions in the different configurations are not uncorrelated, which highlights the effect of the configuration. In continuum mechanics, the sound velocity and the density are correlated. In Fig. 13 one can see that this is not the case for the granular systems with 32 and 128 corners at finite friction. That the maximal density or hexagonal closest packing of mono-disperse circular discs of 0:9068 Á Á Á can be exceeded is due to the fact that the sides from the polygons are straight, not curved and the system is not mono-disperse. For a Young modulus of the order of 10 7 , the overlap is of the order of 10 À3 , which did not affect the calculation. The reason why the density has not much effect on the sound velocity can be seen from Figs. 14 and 15: Neither for the coordination number (Fig. 15) Fig. 13 . Relation between sound velocity and density for the two-dimensional polygonal simulation with legend in Table I . The density is normalized to 100% for the continuous bulk. particles nor for the average contact length (which is a parameter of the strength of the contacts, Fig. 14) , there is a large variation for ''nearly round'' particles with 32 and 128 corners. Only the pentagons show a different behavior due to the stronger geometrical locking. For the same coordination number, the frictionless systems show higher sound velocities, because their particle contacts on average have higher contact length.
Experiment
Glass is susceptible to scratches, and scratches may deform the contact area which in turn may affect the contact area and therefore the sound velocity considerably, as we saw from the shape effects from our simulations in §3.1. Therefore, we looked for a less brittle material, and we choose soft-air-gun beads (8 mm diameter, average mass 0.34 g) instead of the 5 mm glass beads used by Liu and Nagel. 8) Due to their size, mass and large curvature they are also practically not affected by static electricity or cohesion due to humidity. Also, due to the large particle interstices, the air resistance can be neglected (see Fig. 16 ).
Choice of the setup
As in the simulation, we want to use a pulse, to avoid the excitations of resonances of the particles in the packing. Because Liu and Nagel 8, 9) had used acoustical devices, we tried to perform reference measurements with diverse speakers and measured the delay in the output-signal with a PC-based oscilloscope Kenwood PCS-3200 for all the three system lengths (24, 48, 96 ). We experimented with may combination of microphones/loudspeakers (Panasonic EAS-45P30S, 0.1 W 8 /Foster 050K12 8 ). We tried out pulses of various lengths and amplitudes, but we were not able to produce a reliable input of the pulse, nor a reliable measurement. The fit to three data points allowed to eliminate all possible delays, and the sound velocity was characteristic for the speakers used. To our surprise, the sound velocities varied between 174 and 210 m/s, with errors of up to 5%, depending on the device (conventional or piezo-electric speaker). Because the variation of the sound velocity was beyond the one we measured with the optical sensors in Table II , we can exclude effects like low-pass filtering of ! by the small-sized microphones. In preparing the experiment, we had to press the speaker onto the uppermost particle of the granular column to obtain a certain contact strength, else no electric signal could be detected at all. It seemed that all speakers lack the power to produce a reliable pulse through the soft-air-gun beads, though the latter's density (about 1200 kg/m 3 ) is smaller than the density of glass >2000 kg/m 3 . Therefore, we used a vibration test system (VS-30-03 by IMV Power Amplifier VA-ST-03 with vibrator VE-50; frequency generator: NODE Oscillator 6111; cooling with Ring Blower VFC108P from Fuji Electric see Fig. 16 ) which allows to change the vibration amplitude and the vibration frequency independently. To minimize vibrations of the vibration system, it was mounted on a vibration damping table (HERZ air-suspended vibration isolator/HOA-LM series). We had used this combination to vibrate loads in the kg-range in other experiments. 23) Because this vibrator was built for vertical vibrations, we had to input the pulse in vertical direction. As far as the setup in Liu and Nagel 8, 9) is concerned, we presume that the sound measurement in horizontal direction changes the three-dimensional contact situation, so their acoustical and our optical detection methods should be equivalent.
Young modulus
We measured the Young modulus of our beads in a compression experiment of a column of beads of height 110 cm inside a triple-fold brass rail. Up to a load of 60 N, the deformation was proportional to the load, only beyond the deviation from Hook's law became significant. For particles with radius R an external force of P and the ''reduced young modulus''
for two materials with Young modulus E 1 , E 2 , and Poisson ratio 1 ; 2 , for a Hertzian contact the deformation is 
One-dimensional sound propagation
We had used a triple rail with very small slack (see Fig. 17 ) for the measurement of the Young modulus to avoid that particles break out to the side. For the sound-propagation we used a double rail (see Fig. 18 ) with considerably more slack to avoid jamming between particles and walls under acceleration. We also wanted to offer the particles a ''choice'' of contacts (left rail or right rail, front blade or back blade) to obtain a certain ''three-dimensional'' contact situation to understand how three-dimensional effects affect the outcome in comparison to a one-dimensional theory. Such effects were intentionally excluded in the setup of of Coste et al. 4, 5) Reference experiments with pipes instead of rails failed: In wider pipes, the signal could not be detected any more, while in narrow pipes the particles jammed and no wave could be transmitted.
The sound velocity was measured contact-less by comparing the time-dependent position of the lowest and the highest particle with two Keyence displacement sensors LB-02 with controller LB-62 (maximum sampling frequency 50 kHz, 2 mm accuracy at 16 Hz, 50 mm accuracy at 6 kHz). We measured the vibration of the rails during the pulses, which turned out to be insignificant in comparison to the pulse amplitude. The sound velocity was determined from the time delay of the flanks of the signal.
The measured distances were 0.1842, 0.3763, and 0.7604 m (24, 48, and 96 particles). For a pulse of 72 ms (! ¼ 8:7 s À1 ) duration, the sound velocity increased with the amplitude for an input signal with acceleration 0.12 G (G ¼ 9:8 m/2), from about 221 AE 2 to 231 AE 2 m/s for about 0.55 G. Because here the amplitude, but not the frequency affected the sound velocity, we can conclude that this increase of the input amplitude marks the onset of the nonlinear, shock-wave like wave propagation for our particles. For 0.12 G, shorter time signals were absorbed and could not be detected reliably any more. We wanted to measure also the propagation speed for higher frequencies !, so we had to raise the acceleration to 0.24 G. The dependence of the pulse length and frequency are given in Table III . As can be seen, the sound wave with about 7% of c bulk is about 40% lower than in the simulation of the one-dimensional horizontal chain in §3.1. The reduction of the sound velocity in the case of two bounding walls in the vertical chain in §3.2 was already of the order of 30% for a contact angle of 0 . The contact angle in our experiment is larger than 0
, and the side rails in the experiment offer more contact possibilities which take away load from the vertical contacts. Therefore, we consider a reduction of the sound velocity of more than 30% in comparison to the ideal simulation as plausible, and we think that the experimental and the computational result are consistent.
Three-dimensional experiment
For the one-dimensional experiment, we had been able to adapt the rails so that both jamming and too much slack could be avoided by adjusting the set-screws. For two dimensions, preliminary results for particles between plates were disappointing, as adjusting the slack was difficult, and we choose to go to a three-dimensional geometry directly. The Acryl pipe in Fig. 19 (left) was filled up to a height of 18 to 19 cm depending on the packing of the beads. In contrast to Liu and Nagel, 8, 9) we did not insert any damping material between beads and pipe. We think that the use of Styrofoam as ''damping material'' by them was a misunderstanding: Though Styrofoam can damp (reduce the transmission) of sound waves from air due to the difference in the acoustic/mechanical impedance, it is not clear whether it can reduce the transmission from a granular assembly, as the mechanical impedance (root of the density times the young modulus) will be much closer. Moreover a reduction in transmission would mean a reflection of this component, which then could interfere with the original sound wave. Dropping glass beads onto various Styrofoam surfaces showed that the coefficient of restitution was comparable with that of the Acryl pipe anyway.
To understand the effects from disorder, we prepared two different system, one with weak disorder (nearly closest packing) and one with strong disorder (see Fig. 20 ). The system with the weak disorder (or high density) was obtained by inserting a narrower pipe filled with beads into the wider vessel which was filled (see Fig. 21 ). This inner pipe was withdrawn slowly and in increments. Additionally the pipe was turned so that the outflowing particles could settle in a configuration of high density. The disordered system was constructed by filling the inner, narrower pipe up to the top and withdrawing the inner pipe it in one go without rotation, so the packing became less dense.
The shape of the pulse was close to a sine-wave, and the pulse length was measured with the laser gauge, but because the acceleration was non-uniform, we measured it with the accelerometer Rion VM-61, as the root mean square of the position. First, we investigated the dependence of the sound speed on the acceleration for a pulse of 25 ms duration, see Table II . We increased the acceleration stepwise from 0.2 to 0.8 G, then pulsed the system with 1.1 G repeatedly, and then took the measurements from 0.8 down to 0.3 G again. The measurement was performed on one ordered and one disordered system. The volume change before and after rattling was insignificant, as can be seen in Fig. 22 for the ordered system and in Fig. 23 for the disordered system. While the sound velocity before rattling was higher in the disordered system and lower in the ordered system (see Fig. 24 and the detailed numerical values in Table II ), the situation is reversed after the rattling at 1.1 G. After pulsing the system with an acceleration of the stamp of 1.1 G, the sound velocity changes considerably. We have to conclude that the changes in the force network are on a small lengthscale which is negligibly small compared to the particle size. One such length-scale is the deformation e of the contacts, the other length-scale is related to the mobilization of friction. As we had seen in the case of the vertical one-dimensional column in §3.2, a variation of the sound velocity of up to 30% is possible even for vertically stacked particles. We conclude that the vibration introduces a redistribution of the load in the contact network of the particles. Such a redistribution at the relatively small acceleration of 1.1 G will in all likelihood only occur in systems of spheres. For general, non-spherical and elongated particles, geometric locking of the contacts will prohibit the reordering up to higher accelerations. When we compare our result with the result and the source amplitudes used in Liu and Nagel, 8) of 0.35, 1.4, and 4.5 G, there is a certain possibility that the latter two already lead to nonlinear, soliton-like sound propagation.
In the following, we measured the dependence of the sound velocity with an amplitude equivalent to 0.4 G for a newly set up ordered system (see Table IV ). We see that the sound velocity decreases with the wavelength, i.e., increases with the pulse length, in accordance to linear theory. The maximal sound velocity in three-dimensional experiment is consistently about one magnitude smaller than the sound velocity in the one-dimensional experiment, and two orders of magnitude smaller than the sound velocity of the bulk. This is consistent with the reported group velocity of Liu and Fig. 21 . Filling of the three-dimensional system to obtain the ordered packing by inserting a narrow pipe filled with particles which is turned while being slowly withdrawn. The disordered system is filled by withdrawing the pipe fast. Fig. 23 . Filling level of the disordered system at the beginning (left) and at the end of the vibration experiment (right). 
Influence of the surrounding air
In one dimension, our setup was not inside a closed vessel anyway, so no effects have to be considered in that case. In three dimension, the granular sound velocity of about 30 m/s is too far removed from that of air of about 1 km/s so that any effect from air would be likely. Nevertheless, the following estimate will make the absence of any effects from the surrounding air even more convincing: For an acceleration of a ¼ 0:4 G ¼ 3:9 m/s 2 from Table II , the maximal velocity of the stamp may reach v max ¼ aT ¼ 0:712 m/s for the longest period of T ¼ 0:182 s. The drag on the spheres due to airflow in the pores-pace F pore in the granular agglomerate is certainly less than the drag force our spheres would experience in a homogeneous flow field F drag . The drag force for our spheres with a radius r ¼ 8 mm, A ¼ r 2 , two orders of magnitude lower than the actual mechanical acceleration of the whole aggregate of particles, pore-space and air, so influence of air on the sound propagation could be safely excluded.
Sound velocity, disorder, and dispersion relation
Our original intention when we devised the experimental setup had been to measure the dispersion relation over a larger region of wave-vectors, in the hope to maybe measure a large part of the first Brillouin-zone of the dispersion relation. From our particle diameter of 8 mm and the sound velocity of 227 m/s in one and 28 m/s in three dimensions, we can calculate the limiting frequency for the group velocity according to eq. (1) as about 57 kHz in one and 7 kHz in three dimensions. We could measure the propagation of a single pulse reliably only up to a frequency of 76 Hz in two and up to 39 Hz in three dimensions. The obtained frequency spectrum was much too narrow to obtain any dispersion curve. The problem was that the system damped out the vibrations for short pulses very strongly. For the group velocity in Liu and Nagel 8,9) with a particle diameter of 5 mm, the limiting frequency according to their group velocity of 57 m/s would be 22.8 kHz, while they report frequency spectra of up to 25 kHz. Due to this inconsistency in the frequency, and the probable occurrence of nonlinearities pointed out in §4.4 due to high accelerations, we cannot exclude the possibility that the frequency spectrum at the detector by Liu and Nagel 8, 9) was not the one which was originally emitted, which may have led to pre-dating of signals in the time-of-flight measurement and therefore to an over-estimation of the sound velocity.
That we can sample only a small part of the frequency spectrum means that we can also sample only a small part of the wave-vector spectrum. In textbooks, the dispersion relation in eq. (2) is usually derived by taking the continuum limit of a standing wave of a closed chain with periodic boundaries, which is mathematically an autonomous system. Our experimental system is driven, so we have in fact not a standing wave between vibrator and detector, and for the wave-vectors accessible to us, there is no complete half-sine in the system of 20 cm length. Computed from the sound velocity and the pulse length, the wavelengths are larger than the system size. As mentioned before, this could not be helped, as faster pulses were damped out and could not be detected. Though we are far away from those k-vectors for which the sound velocity would deviate from the linear relation for long wavelengths according to linear theory, our measurements showed a deviation of the sound velocity towards smaller than the theoretical value. We think that this decay of the group velocity for higher frequencies is due to the disorder in the system, due to the opening and closing of contacts, and different loading of the inter-particle contacts. Deviations of the sound velocity away from the theoretical value for Hertzian contacts have been reported also for simulations of one-dimensional chains in Hascoët, 25) where in one-dimensional simulations of Hertzian contacts the sound velocities were in the third digits lower than the theoretical value. This is a much too large deviation considering the accuracy and system size, so the disorder due to opening of contacts is the most likely explanation. Order Disorder Fig. 24 . Graph for the dependence of the sound velocity on the amplitude, the latter expressed by the acceleration of the stamp in the threedimensional experiment in Table II . The black bar to the right indicates the rattling of the system at 1.1 G. Arrows indicate the order in which the accelerations were applied to the system. 
Conclusion
Apart from ''linear sound'' (with a sound-speed independent of the amplitude), nonlinear soliton-like shock waves (with a propagation velocity proportional to the amplitude) can be excited very easily in granular systems. We have shown that care must be taken in the preparation of particle systems with non-linear contacts both in the simulation as well in the experiment: Too large impact amplitudes easily lead to nonlinear effects like amplitude-dependent sound velocities. Close to the surface, i.e., without external compression, we found that the velocity for linear sound for particles which interact via forces which are equivalent to Hertzian contacts was about one order less than that of the bulk material both in one and in two dimensions. Experimentally, we also found a sound velocity of the linear chain one order of magnitude less than that of the bulk. In the simulation of a vertical chain, we found that for particles with realistic friction, the sound velocity can be reduced by up to 30% compared to particles without friction. The one-dimensional experiment corroborated this result. This reduction of the sound velocity will not only occur when due to a Jansen-effect part of the load has been removed in the vertical direction, but neighboring particles along the closest path between source and detector will also be able to reduce the load. For spherical particles in three dimensions, we found experimentally that the sound velocity is about one order of magnitude less than that for the one-dimensional chain, or about two orders of magnitude less than for the granular bulk. The decrease of the sound velocity from two to three dimensions cannot be explained by geometrical reasons (longer path due to zig-zagging in the third dimension) alone, as this would only contribute a pre-factor with a sine or cosine of on average 45 to 60 degrees, as we saw from our simulation of the vertical chain. Therefore, the two-dimensional system cannot be interpreted as a cross-section through a three-dimensional system. As we have seen from our one-dimensional results for the horizontal chain, weak inter-particle links can reduce the sound velocity of an agglomerate considerably. Thornton 26) reported as a crucial difference between twoand three-dimensional granular systems a change of the force network from strong meshes in two dimensions to chains which do not percolate the system. We conclude that in three dimensions this force network with comparatively weak inter-particle links dominates (delays) the sound propagation and the weak links are responsible for the relative low sound velocity. With respect to the experiments by Liu and Nagel, 9) we can say that the group velocity they measured (57 m/s, while they estimated the bulk sound velocity as about 4 km/s, we rather estimate it at 5 km/s) is consistent with our sound velocity for beads in three dimensions. Their reported ''sound velocity'' of 280 m/s is higher than the group velocity. For a linear system, in the limit of large wavelengths, sound (phase) velocity and group velocity should be the same. With respect to their large acceleration used and their lack of reference data with smaller acceleration, we have to conclude that their ''sound'' is a solitonic shock wave with an amplitude-dependence of the signal velocity. What in the light of our experiment is hardly debatable is that the sound-velocity in granular does indeed depend on the construction process and the ''history'' of the contact, rather than on average densities: There is no ''true'' sound velocity, but there are ''typical'' orders of the sound velocity for granular materials without pre-stressing. The orders of magnitude are about a factor of ten less than c bulk for the one-dimensional linear chain and factor of hundred less than c bulk for the three-dimensional packing. Because we found in the simulation a sound-velocity of the twodimensional system which was of the order of the linear chain, we have to conclude that force-network of the two-dimensional system should not be considered to be akin to something like the projection of the force-network of the three-dimensional system into a plane. The packingdependence of the sound velocity has some similarities with the packing-dependence of the pressure distribution under a granular heap: 18) In both cases, the hysteretic properties of the Coulomb friction can destroy the possibility of a uniqueness of the result.
Appendix: Force Laws
For the explanation of the variable names (see Fig. A·1 ). In this article, we limit ourselves to one-and two-dimensional simulations, so a two-dimensional forcelaw, corresponding to a rod-like Schneebeli-material 27) is sufficient. We imply rods of 1 m length, so that the dimension of the Young modulus is reduced to N/m and the density is defined in kg/m 2 .
A.1 Elastic contact force
In our particle simulation, we use the ''discrete element method'', i.e., the elastic contact force is computed proportional to the overlap of undeformed particles. Overlapping particles are imagined to deform in a such a way that the overlap area is a measure of the deformation and thus is an estimate for the force between two particles. Many forcelaws are in use in the granular community which make use of the penetration depth of two particles (for an overview, see, e.g., Wolf 28) ). The problem with these forcelaws is that they are not able to mimic the properties of differently shaped contacts, so that a pair of square contacts will exhibit the same characteristics as a pair of triangular contacts. For that reason we used the area overlap A of the contacting δ r i r j ω ω i j i j j i n n n t S C C Fig. AÁ1 . Sketch of the geometry of a particle-particle contact for the polygonal simulation for two particles i and j with the center at C i and C j . The elastic contact force is proportional to the (hatched) overlap area A.
The force-points S ij is the center of mass of the overlap area. The vectors r i ; r j connect S ij with C i and C j , respectively. particles 18, 21) as a measure of the elastic part of the normal force F el;? .
Because in the product Y Á A a variable of the dimension of a length is missing, we originally 18) introduced the characteristic length
(where r i is the vector between the center of mass of particle i and r j is the vector between the center of mass of particle j, see Fig. A·1 ) for the computation of the contact force without further rationale. The unsaid physical reason for this definition was that because a bulk should have the same properties as a space-filling packing of rectangles, the introduction of l guarantees that the propagation of a sound wave in a space-filling packing of rectangular particles becomes independent from the particle size. Nevertheless, the fact that the force point lies inside the overlap area leads to a ''contraction'' of the particle which introduces a small nonlinearity due to the introduction of the inverse characteristic length. In this paper, we are dealing only with a single Young modulus, and we neglect the Poisson ratio in the simulation.
A.2 Damping in normal direction
The damping term in normal direction is chosen as
with the damping constant , the reduced mass of the particles M red ¼ m i m j =ðm i þ m j Þ, the characteristic length l and the time derivative of the area. The factor ffiffiffiffiffiffiffiffiffiffiffi ffi YM red p is introduced like for the harmonic oscillator, so that the damping becomes independent of M red and Y for the same damping constant . For a contact time from 0 to T, the elastic force behaves roughly like a cosine (zero at impact t ¼ 0 and and at separation t ¼ T, maximal in between), while the damping behaves like a sine (maximal on impact and at separation, but with opposite sign). The naive implementation of the damping term leads to a jump of the force at the impact, and to an attractive force at separation, i.e., a cohesive force even for purely dry granular materials (see Fig. A·2 ). Because the latter is unphysical and leads both to unphysical oscillatory motions and a reduction of the time-scale, we truncate the force at that time T Ã where the repulsive force compensates the attractive force. The jump for not too large values of can be dealt with by using implicit integration schemes like the gear-predictor-corrector (also called backward-difference scheme or BDF 29) ) scheme. 30, 31) The damping parameter in the simulation was chosen so that a particle falling from a height of ten times its diameter did not rebound.
A.3 Tangential force
For the tangential force, the model by Cundall-Strack 19) is used; the adaption to the above laws for the normal force is straightforward: The direction is opposite to the relative sliding velocity v t . For a newly developed contact, the tangential force is set to 0. According to the change in the position of the contact point Áx ¼ v t dt with the tangential sliding velocity, the tangential force F t is incremented in each timestep proportional to a ''tangential Young modulus'' Y t as long as the result is smaller than F el;? : jF t ðtÞj ¼ max jF t ðt À dtÞ þ k t v t dtj; jF el;? j À Á : ðA : 3Þ
As long as the limit due to the normal force is not reached, this forcelaw is a harmonic oscillator in tangential direction. Therefore, a tangential damping with damping constant t is necessary, else the vibration will never come to rest. Instead of the reduced mass M red which is used for normal contacts, for the tangential contacts it is appropriate to use the reduced ''tangential mass''
which takes also account of the moments of inertia L i and L j of the particles involved. This tangential viscous damping
acts in tangential direction, but it is not added to F t ðtÞ. If the sum of the ''tangential elastic'' and the ''tangential viscous'' jF t ðtÞ þ F visc,t j is larger than jF el;? j, again only jF el;? j, is used. Up to now 18) we have used Y t ¼ 2=7Y, as it has been argued 32) that this is the value which reproduced best the value for the collision of round particles with Coulomb friction. Phenomenologically, for the damping t ¼ 0:05 gives good results, and these values were used in the horizontal chain and in the two-dimensional simulation. It turns out that these value are too small if very high accuracy is needed in the simulation, as in the case of our very small sound amplitudes for the vertical chain. In this case, we used Y t ¼ 4Y and t ¼ 0:5, else it was not possible to damp out the noise incurred in the initialization. Additionally, the reduction in the time-step from 5 Â 10 À5 to 10 À5 s mentioned in §3.2 became necessary. Physically this means that the ''grip'' of the Coulomb friction should occur on a time-scale smaller than the normal contact, if this condition is fulfilled for the magnitude of the parameters, the precise value is secondary.
A.4 Limiting cases for the contact shape
While friction-and damping constants have to be determined purely empirical, the functional dependence of the normal force on the ''penetration'' or deformation e (see Fig. A·3 ) can for some limiting cases can be computed via continuum theory (neglecting friction, of course). In the following consideration, we will not consider geometrical and material-dependent prefactors, which for a many- 
