Active avoidance involving controlling and modifying threatening situations characterizes many forms of clinical pathology, particularly childhood anxiety. Presently our understanding of the neural systems supporting human avoidance is largely based on nonhuman research. Establishing the generality of nonhuman findings to healthy children is a needed first step towards advancing developmental affective neuroscience research on avoidance in childhood anxiety. Accordingly, this investigation examined brain activation patterns to threatening cues that prompted avoidance in healthy youths. During functional magnetic resonance imaging, fifteen youths (ages 9-13) completed a task that alternately required approach or avoidance behaviors. On each trial either a threatening 'Snake' cue or a 'Reward' cue advanced towards a bank containing earned points. Directional buttons enabled subjects to move cues away from (Avoidance) or towards the bank (Approach). Avoidance cues elicited activation in regions hypothesized to support avoidance in nonhumans (amygdala, insula, striatum and thalamus). Results also highlighted that avoidance response rates were positively correlated with amygdala activation and negatively correlated with insula and anterior cingulate activation. Moreover, increased amygdala activity was associated with decreased insula and anterior cingulate activity. Our results suggest that nonhuman neurophysiological research findings on avoidance may generalize to neural systems associated with avoidance in childhood. Perhaps most importantly, the amygdala/insula activation observed suggests that threat-related responses can be maintained even when aversive events are consistently avoided, which may account for the persistence of avoidance-coping in childhood anxiety. The present approach may offer developmental affective neuroscience a conceptual and methodological framework for investigating avoidance in childhood anxiety.
Introduction
Avoidance can be adaptive or maladaptive depending on the individual, circumstances, and learning history. Excessive or maladaptive forms of avoidance designed to control/modify threatening external or internal (negative emotions, thoughts, and bodily sensations) states characterize many different forms of adult psychopathology and substance abuse problems (Clark, 1986; Blume, 2001; Brewin and Holmes, 2003; Klonsky et al., 2003; Brown et al., 2007; Koob and Kreek, 2007; Sinha, 2007 Sinha, , 2008 Koob, 2009) . Emerging evidence further suggests that pathological avoidance is a central feature of anxiety in children. For example, behaviorally inhibited children at-risk for anxiety disorders display avoidant reactions as early as infancy and anxious children nominate more avoidant responses to hypothetical threatening scenarios than controls (Barrett et al., 1996; Chorpita et al., 1996; Creswell et al., 2005) . To understand both normal avoidance and its developmental translation to psychopathology, a fundamental understanding of the neurobiology of avoidance in healthy youth is required. Moreover, because much of our current understanding of the neurophysiology of avoidance is based on nonhuman research investigations are needed to assess the generality of nonhuman findings and observed development differences in avoidance to humans (e.g., Eclancher and Karli, 1980) . In what follows, we briefly highlight one prominent theory of avoidance and hypothesized brain mechanisms and then describe an investigation which tested the generalization of a nonhuman neurophysiological model of avoidance to human youth.
Despite nearly 60 years of basic and clinical research, there is currently little agreement concerning the processes underlying active (volitional) avoidance. One common thread shared by theories of avoidance is an emphasis on Pavlovian and operant or instrumental learning processes. Two-factor theories are perhaps the best known and propose that fear is conditioned to a cue (e.g., light) that precedes the occurrence of an unconditioned aversive stimulus (e.g., shock) via classical conditioning (factor 1) and termination of the threatening conditioned cue along with fear serves as a negative reinforcer for avoidance (factor 2) (Mowrer and Lamoreaux, 1946; Mowrer, 1947; Miller, 1948; Rescorla and Solomon, 1967) . Essentially, environmental stimuli that predict unwanted and undesirable aversive events serve as conditioned threats that prompt avoidance behaviors, which are subsequently strengthened by removing such threats. However, the emphasis placed on removal of threatening cues as a reinforcer for avoidance has not received extensive empirical support (Sidman, 1953; Kamin, 1956; Kamin et al., 1963) . Also, two-factor theories cannot account for the persistence of avoidance during extinction, where threat and avoidance should subside because the once threatening cue now predicts the absence of the aversive event (for reviews see Bolles, 1972; Herrnstein, 1969) . Also problematic is the variable relationship among avoidance, cued threat and physiological measures of 'fear.' Some evidence shows during avoidance learning skin conductance responses, indexing 'fear,' decline over time (Lovibond et al., 2008) as the cue predicts the absence of the aversive event. However, other evidence shows that avoidance can increase reported fear and catastrophic thoughts (Eifert and Heffner, 2003) and increase skin conductance responses (Rose et al., 1995; Solomon et al., 1980) . These latter findings parallel clinical findings that point out that avoidance can be counterproductive and may paradoxically and unintentionally enhance, or at least maintain, negative experiences and anxiety (Craske et al., 1989; Cioffi and Holloway, 1993) .
Despite its shortcomings, two-factor theories offer a framework for examining the interplay between Pavlovian and instrumental learning processes (Baron and Perone, 2001 ) and generating testable hypotheses about the brain mechanisms supporting normal and pathological avoidance in humans. One recently developed twofactor nonhuman neurophysiological model of avoidance that may guide research efforts in childhood anxiety is the Escape-From-Fear model (EFF; Cain and LeDoux, 2008) . The strength of the EFF model is that it ties neurophysiological research findings on Pavlovian and instrumental learning to each factor in the model. The collaboration between these two distinct neural systems forms the motive circuit for avoidance: one involves amygdala-dependent fear-conditioning and the second involves appetitive or instrumental conditioning. In the EFF model, pairing a cue with aversive future events produces a conditioned threat capable of eliciting fear. Subsequent presentation of the cued threat activates an "upstream process" involving the thalamus and sensory cortex that drives activation in the central nucleus of the amygdala and other arousal centers to produce a negative emotional state. Instrumental learning processes enter when avoidance terminates the cued threat, and negative emotional state, which involves a "downstream process" whereby incentive information flows from the lateral and basal amygdala to the nucleus accumbens and invigorates and guides behavior via projections to the ventral pallidum and downstream motor systems. The EFF model predicts that regional responses are largest during acquisition and decline once avoidance is learned, suggesting that amygdala activity should decline as conditioned fear or threat extinguishes, which is consistent with nonhuman lesion studies showing amygdala involvement in acquisition but not maintenance of instrumental avoidance (Roozendaal et al., 1993; Poremba and Gabriel, 1995 , 1997 , 1999 . However, a potential drawback of the EFF model is its tie to two-factor theorizing which has failed to account for avoidance. Specifically, if amygdala activation and associated fear/threat subsides once avoidance is learned, what then maintains avoidance? Addressing this question is critical to understanding chronic avoidance-coping as is present in disorders such as childhood anxiety. Nevertheless, the neurophysiological model does provide an initial framework for assessing the generality of nonhuman findings and developing and testing hypotheses about neural mechanisms of avoidance in youths.
Developmental affective neuroscience research on the neural systems supporting avoidance in children faces a number of challenges. One challenge is modeling both the desired typography and function of an avoidance behavior. Avoidance may be inhibitory/ evasive and function to direct oneself 'away' from an aversive event (e.g., running away, and staying inside one's home). Avoidance may also be active and directed 'towards' an aversive event to prevent it (e.g., lever pressing to prevent electric shock, and self injury to prevent unwanted thoughts). Consideration of the form and function of an avoidance behavior gains significance in light of evidence from nonhuman lesion studies that highlights differences in brain mechanisms supporting inhibitory and active avoidance (Winocur and Mills, 1969; Hogg et al., 1998; Lukoyanov and Lukoyanov, 2006) . This investigation focused on active instrumental avoidance because many forms of psychopathology involve a response that functions to control or modify proximal or distal aversive external (e.g., canceling social engagements to prevent/escape negative evaluation) or internal events (e.g., engaging in self harm to prevent/escape negative thoughts/emotions). Another challenge is developing fMRI-and age-appropriate experimental preparations that employ ethical non-invasive aversive stimuli that will prompt and maintain avoidance. This investigation examined the utility of point loss (where points are paired with money) as an aversive stimulus. Numerous behavioral studies show that money loss is effective in maintaining avoidance in adults and children and some evidence suggests that pairing loss with a cue can produce a threat sufficient to generate conditioned fear in adults (Delgado et al, 2006) . Within neuroimaging research, money may also be arranged to function as an appetitive (gain) or aversive (loss) stimulus within the same context, thereby eliminating potential confounds in brain activation associated with using different appetitive and aversive stimuli, such as money (a conditioned stimulus) and electric shock (an unconditioned stimulus), that may recruit different brain structures.
In this investigation, our primary aim was to evaluate whether the EFF model of avoidance is supported in healthy youths. This involved examining fMRI-derived brain responses to a threatening cue presented within a discriminated instrumental avoidance paradigm that used money loss as an aversive stimulus. Based on the EFF model, nonhuman lesion studies on avoidance (Winocur and Mills, 1969; Allen et al., 1972; Allen and Davison, 1973; Grossman et al., 1975; Gabriel, 1997, 1999) and human neuroimaging studies on avoidance and aversion (Jensen et al., 2003; Simmons et al, 2004; Nitschke et al, 2006; Mobbs et al., 2007 Mobbs et al., , 2009 , our analyses focused on the amygdala, insula, striatum, thalamus and anterior cingulate. A secondary aim was to examine relations between individual levels of avoidance and approach behavior (i.e., rates of responding to avoidance and approach cues) and associated brain activation and examine interrelations among functionally determined regions of interest.
Material and methods

Subjects
Fifteen healthy right-handed youths (ages 9-13, M = 11.1 years (SD = 1.6); 8 males) participated. Exclusion criteria for the study included: (a) symptoms suggestive of an Axis I psychiatric disorder based on parent report on the Child or Adolescent Symptom Inventory-4 (Gadow and Sprafkin, 1998a,b) , (b) the existence of a major systemic medical illness, (c) a history of serious head injury, or (d) having eye problems or difficulties in vision not corrected by the use of glasses or contact lenses, measured as vision of 30/20 or better with both eyes open using a hand-held eye-chart. All participants were recruited from community advertisements. The study was approved by the University of Pittsburgh Institutional Review Board. After a detailed description of the study and before participation, parents gave written informed consent for their child's participation in the study. Children gave written informed assent.
Neuroimaging task
The avoidance paradigm was developed through the collaboration of researchers at the Kennedy Krieger Institute and University of Pittsburgh. Prior to functional neuroimaging, subjects learned through trial and error to respond appropriately to several cue-responseoutcome contingencies. Importantly, subjects received no instructions about the cue-response-outcome contingencies. Consequently, choices to avoid and approach emerged solely through contact with outcomes (point gains and losses). They were told that their task was to earn as many points as possible by using two available response buttons. Five trials of each contingency were completed during training, with contingency appropriate responding emerging within a few trials. Thus, this training period served to establish the conditioned properties of cues, contingency shape approach and avoidance behaviors and decrease the potential effects of performance anxiety associated with learning the task during imaging. Fig. 1 highlights structural features of conditions (Approach, Avoidance and Control) and associated response contingencies. In general, each trial began with presentation of a visual cue, during which subjects were free to press or not press response buttons that controlled the direction of cues on the screen. Four to six seconds later a 2 s outcome prompt revealed the magnitude of point gain, loss or avoided loss in accordance with the current contingency. A variable 4-6 s intertrial interval signaled by a fixation stimulus followed outcomes. As shown in Fig. 1 , the Approach cue (described in instructions as a 'Money' cue) was presented and moved slowly towards the right side of the screen. Instructions emphasized learning to use the response buttons available to physically move the Money cue towards a hypothetical bank located (off-screen) on the right side of the screen to earn 50 points. For the Money cue, each right button press increased the speed at which the cue moved towards (right) the bank and left presses moved it away from the bank. Six right button presses were required to move the cue to the bank and produce a 50 point gain-a fixed-ratio 6 (FR6) schedule of reinforcement. Non-responding, emitting less than six right presses or moving the cue away (left) from the bank produced no point gainbecause the cue would not have reached the bank. During the Avoidance condition, the Avoidance cue (described in instructions as a 'moneyeating Snake') was presented and moved rapidly towards the bank. Instructions emphasized learning to use the response buttons available to keep the snake away from the bank and if the Snake reached the bank Fig. 1 . Approach-Avoidance task cues and response contingencies. The schematic reveals the general structure of approach, avoidance and control trials-see Methods for timing parameters. One cue was presented per trial and presentation order was randomized over two imaging sessions. Prior to neuroimaging, subjects learned to use two available response button to physically move cues towards (right) or away (left) from a hypothetical off-screen 'bank' containing their points. During presentation of a slow paced Approach cue (described as a 'Money' cue) all subjects advanced the cue towards the bank by repeatedly pressing a target button in order to earn points. During a fast paced Avoidance cue (described as a point-eating 'Snake' cue) all subjects moved the cue away from the bank by repeatedly pressing a target button in order to prevent point loss. During a slow paced control cue subjects were instructed that moving the cue in either direction was inconsequential, with correct responding producing an arbitrary symbol.
it would result in loss of 50 points. For the Snake cue, each left button press moved the rapidly advancing cue away from (left) the bank and right button presses advanced it towards the bank. Six left button presses (FR6) were required to avoid a 50 point loss; thus, responding was instrumental in terminating the programmed loss. Emitting less than six left presses, moving the cue into the bank or allowing the advancing cue to reach the bank on its own resulted in a 50 point loss. A baseline condition that involved no aversive or appetitive contingencies was included for comparison. This condition consisted of a control cue ("X") that subjects were instructed to move either left or right using the response buttons. The outcome was a bbb NN stimulus and was presented after six responses. Failure to make six responses produced the prompt "Press any buttons for X". Also included were Ambiguous trials where the Snake and Money cues were presented side-by-side. These trials were modeled in the analysis but as their psychological interpretation was ambiguous, results are not discussed in this first examination of neural correlates of avoidance of threat. During fMRI, fifteen trials of each condition were completed.
Image acquisition
During two 7 min 12 s functional runs, thirty 3.2 mm slices were acquired parallel to the AC-PC line using a reverse-weighted echo planar (EPI) pulse sequence (3 T Seimman's Allegra scanner, T2*-weighted images depicting BOLD contrast; TR = 1500 ms, TE = 25 ms, FOV = 20 cm, flip = 73°) yielding 288 frames per run. Stimuli were displayed in black on a white background via a backprojection screen. Responses were recorded using a Psychology Software Tools™ glove. In addition, high resolution T1-weighted MPRAGE images (1 mm, axial) were collected for use in crossregistration. Eprime controlled stimulus presentation and recorded behavioral responses. Responses were made using a 5-button gloveshaped response box in which subjects rested one finger on each button.
Image analysis
fMRI data preparation was conducted via locally developed NeuroImaging Software (NIS) and AFNI (Cox, 1996) . Following motion correction using the 6 parameter AFNI 3dVolReg algorithm, linear trends within runs were removed to eliminate effects of scanner drift. Outliers outside the Tukey Hinges ± 1.5IQR were rescaled to that threshold. fMRI data were temporally smoothed (five-point middle-peaked filter), and cross-registered to the Montreal Neurological Institute (MNI) brain using the 32 parameter nonlinear AIR algorithm (Woods et al., 1993) , and spatially smoothed (6 mm FWHM). Data analysis was performed using SPM 2 (http:// www.fil.ion.ucl.ac.uk/spm). A canonical hemodynamic response function was used as a covariate in a general linear model and a parameter estimate, which equates to percent change in the global mean BOLD signal, was generated for each voxel that corresponded to the onsets of each cue and subsequent outcome using Dirach delta function. Parameter estimates derived from the mean least squares fit of the model to the data reflect the strength of covariance between the data and the canonical response function for our events of interest. Separate contrast images for each cue and outcome were generated and subjected to one-sample t-tests at a second-level group analysis in which t values were calculated for each voxel, treating intersubject variability as a random effect. The t values were transformed to unit normal Z distribution to create statistical parametric maps. Activation was identified using the thresholds p b .001, uncorrected for multiple comparisons and an empirically determined extent threshold (k) of 40 contiguous voxels, which corresponds to a corrected cluster threshold of p b . 05 for our regions of interest (amygdala, insula, striatum, thalamus and anterior cingulate). Relationships between rates of avoiding and approaching and cue elicited activation were highlighted with regression analyses using the thresholds p b .01, uncorrected, and (k) of 153 contiguous voxels, which corresponds to a corrected cluster threshold of p b . 05 for our regions of interest. Each extent threshold was empirically derived using a mask restricted to our regions of interest which was subjected to Monte-Carlo simulations, accounting for the spatial correlation of obtained maps, via AFNI's (Cox 1996) AlphaSim routine. The location of voxels with significant activation was summarized by their local maxima separated by at least 8 mm, and by converting the maxima coordinates from MNI to Talairach coordinate space using recommended transformations (Lancaster et al, 2007) . These coordinates were finally assigned neuroanatomic labels using the Talairach brain atlas (Talairach and Tournoux, 1998) and the Talairach Daemon database (http://www.talairach.org/daemon.html). Resulting statistical parametric maps were then overlaid onto a reference brain using MRIcron software (http://www.sph.sc.edu/comd/rorden/mricron/).
Results
Behavioral Accuracy
The positive and negative reinforcement contingencies used within the avoidance paradigm maintained stable and accurate performances during neuroimaging. Table 1 provides descriptive information for each condition. Response accuracy for Avoidance was 100% for 14/15 subjects, for Approach was 100% for 14/15 subjects and for Control was greater than 88% for 14/15 subjects. These findings highlight that point gain served as an effective positive reinforcer for approach behavior and the absence of point loss served as an effective negative reinforcer for avoidance behavior. Accuracy for Avoidance, Approach and Control responding was not significantly correlated (p N .05) with age.
Response rates
Each condition employed a fixed-ratio six (FR6) response requirement which enabled us to calculate condition-specific rates of responding per second, also shown in Table 1 . Across conditions, the mean number of responses per second emitted ranged between 2.52 and 2.79. A three-way analysis of variance (ANOVA) showed a main effect of condition (F(2,13) = 7.004, p =.009; η = .51) and ANOVA posthoc contrasts showed no significant rate differences between Avoidance and Control (F(1,14) = 3.45, p = .08; η = .20) or Avoidance and Approach (F(1,14) = .22, p = .65; η = .02), but Approach rates were significantly faster than Control rates (F(1,14) = 13.94 , p b .002; η = .50). Response rates for Avoidance, Approach and Control were not significantly correlated (p N .05) with age.
Neuroimaging
Brain activation
A central issue addressed in the present investigation was whether brain regions emphasized in the EFF model show activation to avoidance cues in healthy youths. Results showed that activation to the Avoidance cue was increased relative to the Control cue in "upstream process" regions of the EFF model including the right amygdala and thalamus (Fig. 2, Table 2 ). Also noted was activation in the insula which has been observed in studies on aversion, but is not part of the EFF model. Fig. 2 plots of individual subject contrast values for avoidance (i.e., avoidance parameter estimate-control parameter estimate) in the right amygdala and insula reveals relatively consistent activation across subjects and marked between-subject variability. Increased activity during Avoidance was also noted in the "downstream process" of the EFF model including the caudate and putamen (Table 2) . No significant increases or decreases in activation were observed between imaging sessions. Activation to the Approach cue was limited to inferior frontal, anterior cingulate, cuneus and middle occipital regions (Fig. 2, Table 2 ). No differences in activation were observed between Avoidance and Approach cues. Lastly, no significant correlations were found between age and activation in our regions of interest, suggesting that our findings were not influenced by age-related differences in gross cognitive, emotional or physical abilities. These findings suggest that some of the brain mechanisms supporting nonhuman instrumental avoidance may generalize to account for avoidance in childhood. Perhaps most importantly, the amygdala/insula activation observed suggests that threat-related responses can be maintained even when aversive events are consistently avoided, which may account for the persistence of avoidance-coping in childhood anxiety.
Correlations of brain activation and response rate
A secondary aim examined the relationship between rates of approach and avoidance and activation in regions emphasized in the EFF model. Analyses revealed that amygdala activation to the Avoidance cue showed a significant positive correlation with mean avoidance response rates (Fig. 3, Table 3 ). In contrast, insula, anterior cingulate and BA 24 activation to the Avoidance cue showed a significant negative correlation with mean avoidance response rates (Fig. 3, Table 3 ). Similar relations were not observed between Approach cue activation and response rates. However, Table 4 provides complete information on regions that evidenced significant negative correlations with approach rates. These findings suggest that rates of avoidance behavior may provide an index of regional responsiveness to threats in children. 
Relationships between brain regions
We examined bivariate relationships between beta-weights for functionally defined regions across individuals. This analysis did not examine functional relations between regions within any individual. Table 5 shows the zero order correlation of beta-weights for each brain region with beta-weights for each other region (lower half) that responded to Avoidance cue presentations compared to the Control cue. These relationships were also examined after controlling for avoidance response rates (upper half). Table 5 shows that amygdala and insula activity were inversely related, with increases in amygdala activation correlated with decreases in bilateral insula activation (r = ∼−.57). The table also shows a negative correlation between amygdala and right anterior cingulate activity (r = −.5 to −.8, depending on how regions were defined) that was only partially mediated by avoidance responses (residual r's = −.3 to −.7), consistent with inhibition of amygdala function by the rostral cingulate. Insula activity was moderately correlated with anterior cingulate activity (r = .4-.7) but this relationship was not significant after conservatively controlling for type I error across all examined regions. Homologues were significantly positively related for all examined structures (e.g., strong correlation existed between left and right insula) supporting internal consistency among regional activation.
Discussion
This investigation focused on highlighting the neural mechanisms supporting active instrumental avoidance that involves selecting, controlling and modifying threatening external situations. Our primary aim was to evaluate the generality of nonhuman neurophysiological findings on avoidance to healthy youths. Based on the EFF model (Cain and LeDoux, 2008) , nonhuman lesion studies on avoidance (Winocur and Mills, 1969; Allen et al., 1972; Allen and Davison, 1973; Grossman et al., 1975; Poremba and Gabriel, 1995 , 1997 , 1999 and human neuroimaging studies on avoidance and aversion (Jensen et al., 2003; Simmons et al, 2004; Nitschke et al, 2006) , our analyses focused on the amygdala, insula, striatum, thalamus and anterior cingulate. A secondary aim was to examine relations between individual levels of avoidance and approach behavior (i.e., rates of responding to avoidance and approach cues) and associated brain activation and examine interrelations among functionally determined regions of interest. In general, findings suggest that avoidance appears to be supported by an integrated multi-structure brain system and nonhuman neurophysiological research findings on instrumental avoidance, some of which are emphasized in the EFF model, may generalize to neural systems associated with avoidance in childhood. Perhaps most importantly, the amygdala/insula activation observed suggests that threat-related responses can be maintained even when aversive events are consistently avoided, which may account for the persistence of avoidance-coping strategies in childhood anxiety.
One set of results consistent with the EFF model was increased activation in the amygdala, thalamus, and striatum to a cue that prompted avoidance responding relative to a control cue that prompted arbitrary responding. Results highlighting activation in the amygdala are consistent with the EFF model's emphasis on the role of the amygdala in supporting the Pavlovian relationship between the avoidance cue as a conditioned threat through its Fig. 3 . Correlations between activation to avoidance cue and avoidance response rates. The top plot highlights a positive correlation in the amygdala between avoidance cue activation and avoidance response rates. The remaining plots highlight negative correlations in the insula and anterior cingulate between avoidance cue activation and avoidance response rates. Similar relations were not observed for the approach cue. association with potential money loss. Whether the amygdala activation we observed reflects a negative emotional state remains unclear, but the significant increase in activation observed and subsequent avoidance is consistent with the proposal that the amygdala responded to a salient event that derived its aversive motivational properties through prior association with money loss (Sander et al., 2003) . Our findings revealing amygdala recruitment in avoidance establishes significant links to clinical research that has highlighted the prevalence and function of avoidance and safety behaviors in psychopathology and findings from a range of neuroimaging studies highlighting amygdala hyperactivity in mood disorders characterized by avoidance behavior, such as post-traumatic stress disorder, social anxiety disorder, and specific phobia (Etkin and Wager, 2007) . Results highlighting activation in the striatum (i.e., caudate and putamen) are also consistent with the EFF model's emphasis on the role of these regions in supporting the instrumental relationship between responding and control of aversive events.
Collectively, the results of the present investigation highlight some of the basic brain mechanisms of human avoidance that is jointly supported by Pavlovian and instrumental learning processes emphasized in theories of avoidance.
One finding that diverged from EFF model predictions was insula activation to the Avoidance cue. This region has shown activity in human neuroimaging studies on instrumental avoidance (Jensen et al., 2003) and aversion in which cues predict forthcoming aversive images (Simmons et al., 2004 (Simmons et al., , 2006 . Although the EFF model has chosen to emphasize amygdala, a recent review of human neuroimaging studies on fear-conditioning found that the amygdala, the anterior cingulate and insular cortex were crucial structures in the acquisition of aversive delay conditioning, independent of general design characteristics (Sehlmeyer et al., 2009) . Such findings are consistent with discriminated avoidance, and arguably real-life situations, where threats or conditioned threats are present for some extended time period. Delay conditioning characteristics are consistent with two-factor accounts of avoidance because responding is purportedly negatively reinforced by terminating the cued threat, which needs to be present for an extended time period to allow for responding. Our finding of insula activation to avoidance cues is also consistent with a range of neuroimaging studies highlighting insula hyperactivity in mood disorders characterized by avoidance behavior (Etkin and Wager, 2007) . Indeed, it has been hypothesized that insula dysfunction may increase anxious affect, worrisome thoughts and other avoidance behaviors by producing an increased prediction signal of a prospective aversive body state . The present results potentially suggest an expansion of the EFF model to humans to include the insula.
Another set of findings that diverged from EFF model predictions was that threat-related activation was not attenuated after avoidance was learned, that is, when aversive outcomes were consistently avoided during neuroimaging. Our findings highlighting sustained amygdala and insula activation are consistent with basic studies showing increased self reports of fear and heightened physiological responses during avoidance (Rose et al., 1995; Solomon et al., 1980; Eifert and Heffner, 2003) and clinical reports suggesting that avoidance may maintain or enhance negative thoughts and emotions (Craske et al., 1989) . These findings illustrate that amygdala and insula activation can be maintained independently of repeated contacts with an aversive event, which is consistent with clinical presentations of chronic avoidance-coping behaviors. One explanation for the sustained amygdala and insula activation we observed after initial avoidance learning is that it reflects a continued strengthening of neural responses even though avoidance behavior was stable; an effect that has been reported with instrumental behavior (Schlund and Ortu, 2010) . Further investigations are needed to determine whether regional activation changes with extended avoidance training and whether activation patterns are modulated by gender differences in sensitivity to classical and operant learning processes reported in nonhumans (e.g., Dalla and Shors, 2009) .
Our results also provide some insights into the working relationships among the brain regions recruited during avoidance in healthy youths. The observed inverse relationships between rostral cingulate and amygdala reactivity to threat could reflect regulatory control of the amygdala by the rostral cingulate (as proposed by Davidson et al., 2000) . Potentially this aspect of regulatory control over limbic responsivity is compromised in avoidance pathologies, such as childhood anxiety, such that individuals with high levels of anxiety might not display the observed inverse relationship of these structures. High levels of avoidance might then be associated with high levels of activity in both structures, indicating a lack of inhibition of the amygdala by the rostral cingulate. Anterior insula activity has been proposed to reflect bodily response monitoring (Craig, 2009 ). The observed relationship of rostral cingulate to insula activity might occur if awareness of bodily sensation is associated with volitional recruitment of regulatory resources. This explanation is consistent with the observed similar declines in both insula and rostral cingulate reactivity to cue-response rates. That is, with slower response rates, there could be decreased proprioceptive and other associated bodily cues leading to decreased recruitment of the cingulate regulatory control. Alternately, increased proprioceptive focus (e.g., focusing on breathing or body sensations during the task) could be the opposite of more cognitive/emotional dread-or worry-like reactivity that yields avoidance behavior. In addition to replicating some prior neuroimaging findings highlighting insula, striatal and anterior cingulate recruitment during human instrumental avoidance (e.g., Jensen et al., 2003; Mobbs et al., 2009) , results favor extending what is known about the neural systems supporting nonhuman avoidance to humans. However, further investigations are needed to evaluate whether the EFF model can be applied to understand other forms of avoidance, such as passive avoidance, and escape. Presumably, the basic learning processes are the same across different forms of avoidance and escape. But a critical difference between active and passive forms of avoidance is that in the former responding involves actively controlling aversive events through termination or postponement, whereas in the latter it is not. How such differences in outcome control (i.e., response contingency) affects the different neural systems emphasized in the EFF model remains unclear. It seems plausible to suggest that active and passive avoidance, as well as escape responding, would similarly recruit the "upstream process" involving the sensory cortex, thalamus and amygdala, but only active avoidance and escape would additionally recruit the "downstream process" involving the nucleus accumbens, ventral pallidum and downstream motor systems.
The threat-related activation to avoidance cues observed in the amygdala and insula in youths also provides the necessary first steps towards examining potential changes in avoidance neurocircuitry during development and perturbations that place individuals at-risk for neuropsychiatric disorders. Given the two-factor theoretical framework of avoidance which emphasizes both classical and instrumental learning process, we are unaware of any behavioral or neurophysiological research findings that suggest that instrumental learning processes, specifically negative reinforcement processes responsible for maintaining avoidance, are majorly influenced by development. However, there is some neurophysiological evidence indicating developmental differences in fear-conditioning, particularly across children ages 2-11 years (Block et al., 1970; Gao et al., 2010) . One implication of increased susceptibility to fear-conditioning with age is that the emergence of instrumental avoidance behavior, which occurs subsequent to fearconditioning, may also show developmental differences. Consequently, learned avoidance as a primary coping strategy may be less prevalent in young children but more prevalent near adolescence. Adolescent studies on emotional reactivity and the amygdala also hint that pubertal maturation may contribute to developmental differences in learned avoidance. Some have proposed that adolescent development may be characterized by low reactivity in neural systems underlying the processing of threat-related stimuli and the regulation of behavior and emotion (Ernst et al., 2006) while others suggest high reactivity (Avenevoli et al., 2003; Quevedo et al 2009) . A third perspective suggests that pubertal change may be associated with relatively normal or heightened reactivity that would typically engage avoidance neural systems but may in fact be overshadowed by greater reactivity in approach neural systems (Dahl and Spear, 2004) . One implication of abnormal amygdala and insula reactivity during adolescent development is that it may generate a bias away from normally adaptive levels of avoidance behavior. Whether the effects noted during adolescence are attenuated or continue into adulthood remains to be investigated.
Finally, our results demonstrate the efficacy of a novel fMRI discriminated instrumental avoidance paradigm for children that use loss of money-backed points as an aversive stimulus. Behavioral measures showed that the paradigm rapidly established and maintained contingency appropriate behavior during neuroimaging when point gain served as a positive reinforcer for approach behavior and avoided point loss served as a negative reinforcer for avoidance behavior. These findings suggest that money loss may serve as an ethical non-invasive aversive stimulus in developmental affective neuroscience research on avoidance. Our use of point gain and loss also likely minimized confounds in brain activation that might otherwise be present in tasks that use different appetitive and aversive stimuli within the same context. The procedure is also easily modified within the constraints imposed by the neuroimaging environment to assess various predictions of avoidance theories, such as whether the duration of a threatening cue is correlated with the duration of amygdala and insula activation, as well as questions regarding whether the amygdala and insula contribute to maintaining established forms of avoidance in humans. Moreover, the paradigm seems appropriate for assessing brain mechanisms supporting chronic avoidance in sensitive clinical populations, even those with significant cognitive dysfunction. At a broader level, our avoidance paradigm also addresses concerns that fear-conditioning procedures using cue-danger (e.g., light/CS-shock/US) associations do not model the anxiety characterizing many emotional disorders (Barlow, 2000; Grillon et al., 1998) and concerns that many investigations fail to provide convincing demonstrations of human avoidance (Grillon et al., 2006) . Table 5 Pearson correlations (unshaded) and partial correlations controlling for avoidance (shaded). *Significant at the .05 level (2-tailed). **Significant at the corrected .0018 level (2-tailed). BA = Brodmann area; Ant Cing = anterior cingulate; Avoid response rate = Avoidance responses per second.
The approach described in the present investigation may offer developmental affective neuroscience a conceptual and methodological framework for investigating relations between threat, avoidance and negative emotion during development. Results of the present investigation suggest that nonhuman neurophysiological research findings on avoidance may inform investigation of avoidance-related neuropathology in childhood anxiety. In healthy youths, results showed that avoidance did not attenuate brain mechanisms associated with basic threat response, e.g., in the amygdala and insula, suggesting that threat-related responses can be maintained despite consistent avoidance of an aversive event. This finding may account for the persistence of avoidance-coping in childhood anxiety.
