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UNIQUENESS OF WEIGHTED SOBOLEV SPACES WITH
WEAKLY DIFFERENTIABLE WEIGHTS
JONAS M. TO¨LLE
Institut fu¨r Mathematik, Technische Universita¨t Berlin (MA 7-5)
Straße des 17. Juni 136, 10623 Berlin, Germany
Abstract. We prove that weakly differentiable weights w which, together
with their reciprocals, satisfy certain local integrability conditions, admit a
unique associated first-order p-Sobolev space, that is
H1,p(Rd, w dx) = V 1,p(Rd, w dx) = W 1,p(Rd, w dx),
where d ∈ N and p ∈ [1,∞). If w admits a (weak) logarithmic gradient ∇w/w
which is in Lq
loc
(w dx;Rd), q = p/(p− 1), we propose an alternative definition
of the weighted p-Sobolev space based on an integration by parts formula
involving ∇w/w. We prove that weights of the form exp(−β|·|q −W − V ) are
p-admissible, in particular, satisfy a Poincare´ inequality, where β ∈ (0,∞), W ,
V are convex and bounded below such that |∇W | satisfies a growth condition
(depending on β and q) and V is bounded. We apply the uniqueness result to
weights of this type. The associated nonlinear degenerate evolution equation
is also discussed.
1. Introduction
Consider the following quasi-linear PDE in Rd (in the weak sense)
(1.1) − div
[
w|∇u|p−2∇u
]
= fw,
(here 1 < p <∞) where w ≥ 0 is a locally integrable function, the weight and f is
sufficiently regular (e.g f ∈ Lq(w dx), see below). Let µ(dx) := w dx, q := p/(p−1).
The nonlinear weighted p-Laplace operator involved in (1.1) can be identified with
the Gaˆteaux derivative of the convex functional
(1.2) Eµ0 : u 7→
1
p
ˆ
|∇u|p dµ.
By methods well known in calculus of variations, solutions to (1.1) are characterized
by minimizers of the convex functional
(1.3) Eµf : u 7→ E
µ
0 (u)−
ˆ
fu dµ.
Of course, the minimizer obtained depends on the energy space chosen for the
functional (1.2). It is natural to demand that the space of test functions C∞0 is
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included in this energy space (where we take the subscript zero to denote functions
with compact support rather than functions vanishing at infinity).
Therefore, let H1,p(µ) be the completion of C∞0 w.r.t. the Sobolev norm
‖·‖1,p,µ :=
(
‖∇·‖pLp(µ;Rd) + ‖·‖
p
Lp(µ)
)1/p
.
H1,p(µ) is referred to as the so-called strong weighted Sobolev space. Of course, in
order to guarantee that H1,p(µ) will be a space of functions we need a “closability
condition”, see equation (2.1) below.
Let V be a weighted Sobolev space such that
• V ⊂ Lp(µ) densely and continuously,
• V admits a linear gradient-operator ∇V : V → Lp(µ;Rd) that respects
µ-classes,
• V is complete w.r.t. the Sobolev norm,
• C∞0 ⊂ V and ∇u = ∇
V u µ-a.e. for u ∈ C∞0 and hence H
1,p
0 (µ) ⊂ V .
In the case that
H1,p(µ) $ V,
the so-called Lavrent’ev phenomenon, first described in [31], occurs if
min
u∈V
Ef (u) < min
u∈H1,p(µ)
Ef (u).
This leads to different variational solutions to equation (1.1), as discussed in detail
in [38]. In order to prevent this possibility, we are concerned with the problem
H1,p(µ) = V,
which is equivalent to the density of C∞0 in V and therefore is called “smooth
approximation”. Classically, if w ≡ 1, the solution to this problem is known as the
Meyers-Serrin theorem [34] and briefly denoted by H = W . If p = 2, the problem
is also known as “Markov uniqueness”, see [5, 6, 13, 40, 41].
H =W for weighted Sobolev spaces (p 6= 2) has been studied e.g. in [12,25,46].
H =W is in particular useful for identifying a Mosco limit [27, 44]
We are going to investigate two types of weighted Sobolev spaces substituting
V .
Let ϕ := w1/p. Consider following condition for p ∈ [1,∞)
(Diff) ϕ ∈W 1,ploc (dx), β := p
∇ϕ
ϕ
∈ Lqloc(µ;R
d)
Assuming (Diff), we shall define the Sobolev space V 1,p(µ) (which extendsH1,p(µ))
by saying that f ∈ V 1,p(µ) if f ∈ Lp(µ) and there is a gradient
∇µf := (∂µ1 f, . . . , ∂
µ
d f) ∈ L
p(µ;Rd)
such that the integration by parts formula
(1.4)
ˆ
∂µi fη dµ = −
ˆ
f∂iη dµ−
ˆ
fηβi dµ
holds for all η ∈ C∞0 (R
d) and all i ∈ {1, . . . , d}. We point out that, in general,
we do not expect f ∈ L1loc(dx)! Therefore we cannot use distributional derivatives
here. Formula (1.4) is based on the weak derivative of fw rather than on that of
f , see Section 2.1 for details.
For p = 2, this framework has been carried out by Albeverio et al. in [2–4, 6].
Assuming (Diff), equation (1.1) has the following heuristic reformulation
− div
[
|∇u|p−2∇u
]
−
〈
|∇u|p−2∇u, β
〉
= f,
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which suggests that (1.1) can be regarded as a first-order perturbation of the un-
weighted p-Laplace equation. In these terms, (1.1) mimics a nonlinear Kolmogorov
operator.
Let us state our main result.
Theorem 1.1. Assume (Diff). If p = 1, assume additionally that
(1.5) ∇ϕ ∈ L∞loc(dx;R
d).
Then C∞0 (R
d) is dense in V 1,p(µ), and, in particular,
H1,p(µ) = V 1,p(µ).
For p = 2, Theorem 1.1 was proved by Ro¨ckner and Zhang [40,41] using methods
from the theory of Dirichlet forms depending strongly on the L2-framework. For
weights of the type µ(dx) = Z−1e−U(x) dx, Z :=
´
e−U(x) dx, Lorenzi and Bertoldi
proved Theorem 1.1 under much stronger differentiability assumptions, see [32,
Theorem 8.1.26]. We also refer to Chapter 2.6 of Bogachev’s book [10] for related
results.
Our proof is carried out in Section 3 and inspired by the work of Patrick Cattiaux
and Myriam Fradon [11]. In contrary to their proof, in which Fourier transforms
are used (relying on the L2-framework), we shall use maximal functions in order to
obtain the fundamental uniform estimate. Of course, formula (1.4) provides highly
useful for the proof.
Consider the following well known condition for p ∈ [1,∞)
(Reg)
ϕ−q ∈ L1loc(dx), for p ∈ (1,∞)
ϕ−1 ∈ L∞loc(dx), for p = 1
}
.
Condition (Reg) (“regular”) implies that each Sobolev function is a regular
(Schwartz) distribution, see Section 4.
Let D be the gradient in the sense of Schwartz distributions. Assuming (Reg),
we define
W 1,p(µ) :=
{
u ∈ Lp(µ) | Du ∈ Lp(µ;Rd)
}
,
see e.g. [29]. We shall refer toW 1,p(µ) as the so-called Kufner-Sobolev space, due to
[26], and remark that its definition is the standard one in the literature of weighted
Sobolev spaces. It is well known that H1,p(µ) =W 1,p(µ) is implied by the famous
p-Muckenhoupt condition, due to [36], in symbols w ∈ Ap, 1 < p < ∞, where Ap
is defined as follows: w = ϕp ∈ Ap if and only if there is a global constant K > 0
such that
(1.6)
( 
B
ϕp dx
)
·
( 
B
ϕ−q dx
)p−1
≤ K,
for all balls B ⊂ Rd. See Proposition 4.3 below for the proof. We refer to the
lecture notes by Bengt Ove Turesson [45] for a detailed discussion of the class Ap.
See also [23, Ch. 15].
As a consequence of Theorem 1.1, we obtain the following result:
Corollary 1.2. Assume (Reg), (Diff), and if p = 1 assume also that (1.5) holds.
Then
H1,p(µ) = V 1,p(µ) =W 1,p(µ).
We shall give a precise proof in Section 4. As an application, we investigate
the evolution problem related to PDE (1.1) in Section 5. In particular, we provide
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existence and uniqueness of the following (global) evolution equation in L2(µ),
p ≥ 2,
(1.7)
∂tu =
1
w
div
[
w|∇u|p−2∇u
]
, in (0, T )×Rd,
u(·, 0) = u0 ∈ L
2(µ), in Rd.

See [7] for an example of the (local and nonlocal) weighted evolution problem
with Muckenhoupt weights. We also refer the work by Hauer and Rhandi [20], who
prove a non-existence result for the global weighted evolution problem.
An application related to nonlinear potential theory and the elliptic equation
(1.1) is given by the notion of p-admissibility, as introduced by Heinonen, Kilpela¨inen
and Martio in [23] (see Definition 6.1 below).
We say that a function F : Rd → R has property (D), if there are constants
c1 ≥ 1, c2 ∈ R such that F (2x) ≤ c1F (x) + c2. If F is concave, it has property
(D) with c1 = 2 and c2 = F (0). With the help of the ideas of Hebisch and
Zegarlin´ski [21] we are able to prove:
Theorem 1.3. Let 1 < p <∞, q := p/(p− 1). Let β ∈ (0,∞), let W ∈ C1(Rd) be
bounded below and suppose that
|∇W (x)| ≤ δ|x|q−1 + γ
for some δ < βq and γ ∈ (0,∞). Suppose also that −W has property (D). Let
V : Rd → R be a measurable function such that oscV := supV − inf V < ∞ and
−V has property (D).
Then
x 7→ exp(−β|x|q −W (x)− V (x))
is a p-admissible weight. If, additionally, V ∈ W 1,∞loc (dx), this weight satisfies the
conditions of Corollary 1.2.
Remark 1.4. If V is convex, then V is locally Lipschitz by [39, Theorem 10.4] and
hence V ∈W 1,∞loc (dx) by [14, §4.2.3, Theorem 5].
Remark 1.5. If oscV <∞, then the weight exp(−V ) obviously satisfies Mucken-
houpt’s condition (1.6) for all 1 < p <∞.
As an application of the main result 1.1, the weighted Poincare´ inequalityˆ ∣∣∣∣f −
´
f w dx´
w dx
∣∣∣∣p w dx ≤ c ˆ |∇f |p w dx,
for the weight w := exp(−β|·|q −W − V ) also holds for f ∈ V 1,p(w dx) and for
f ∈W 1,p(w dx). We also point out, that by Kinderlehrer and Stampacchia [26] the
stationary problem (1.1) can be solved for p-admissible weights, see [23, Ch. 17,
Appendix I].
Notation. Equip Rd with the Euclidean norm |·| and the Euclidean scalar product
〈·, ·〉. For i ∈ {1, . . . , d}, denote by ei the i-th unit vector in R
d. For Rd-valued
functions v we indicate the projection on the i-th coordinate by vi. We denote the
(weak or strong) partial derivative ∂∂xi by ∂i. Also ∇ := (∂1, . . . , ∂d). Denote by
C∞ = C∞(Rd), C∞0 = C
∞
0 (R
d) resp., the spaces of infinitely often continuously
differentiable functions on Rd, with compact support resp. We denote the standard
Sobolev spaces (local Sobolev spaces resp.) on Rd byW 1,p(dx) andW 1,ploc (dx), with
1 ≤ p ≤ ∞.
For x ∈ Rd, let
sign(x) :=

x
|x|
, if x 6= 0,
0, if x = 0.
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Denote by D the gradient in the sense of Schwartz distributions. For x ∈ Rd and
ρ > 0, set B(x, ρ) :=
{
y ∈ Rd
∣∣ |x− y| < ρ} and B(x, ρ) := {y ∈ Rd ∣∣ |x− y| ≤ ρ}.
With a standard mollifier we mean a family of functions {ηε}ε>0 such that
ηε(x) :=
1
εd
η
(x
ε
)
,
where η ∈ C∞0 (R
d) with η ≥ 0, η(x) = η(|x|), supp η ⊂ B(0, 1) and
´
η dx = 1.
2. Weighted Sobolev spaces
For all what follows, fix 1 ≤ p <∞ and d ∈ {1, 2, . . .}. Set q := p/(p− 1).
Definition 2.1. For an a.e.-nonnegative measurable function f on Rd, we define
the regular set
R(f) :=
{
y ∈ Rd
∣∣∣∣ ˆ
B(y,ε)
1
f(x)
dx <∞ for some ε > 0
}
,
where we adopt the convention that 1/0 := +∞ and 1/+∞ := 0.
Define also
R̂(f) :=
{
y ∈ Rd
∣∣∣∣ ess sup
x∈B(y,ε)
1
f(x)
<∞ for some ε > 0
}
.
Obviously, R(f) is the largest open set O ⊂ Rd, such that 1/f ∈ L1loc(O). Also,
it always holds that f > 0 dx-a.e. on R(f). R̂(f) is the largest open set Ô ⊂ Rd
such that 1/f ∈ L∞loc(Ô). By abuse of notation, we denote the regular set for
functions ψ : R→ R by the same symbol.
Fix a weight w, that is a measurable function w ∈ L1loc(R
d), w ≥ 0 a.e. Set
µ(dx) := w dx. Following the notation of [40], we set ϕ := w1/p.
Definition 2.2. Consider the following conditions:
(Ham1) For each i ∈ {1, . . . , d} and for ((d − 1)-dimensional) Lebesgue a.a. y ∈
{ei}
⊥ it holds that the map ψy : t 7→ ϕ(y+tei) satisfies ψ
p
y(t) = 0 for dt-a.e.
t ∈ R\R(ψqy) if p ∈ (1,∞) and satisfies ψy(t) = 0 for dt-a.e. t ∈ R\ R̂(ψy)
if p = 1.
(Ham2) ϕp(x) = 0 for dx-a.e. x ∈ Rd\R(ϕq) if p ∈ (1,∞) and ϕ(x) = 0 for dx-a.e.
x ∈ Rd \ R̂(ϕ) if p = 1.
Both (Ham1), (Ham2) are called Hamza’s condition (“on rays” resp. “onRd”),
due to [19].
It is straightforward that the following implications hold
(Reg) =⇒ (Ham2) =⇒ (Ham1).
Also, if (Reg) holds, µ and dx are equivalent measures.
Remark 2.3. Suppose that for dx-a.a. x ∈ {ϕp > 0},
ess inf
y∈B(x,δ)
ϕp(y) > 0
for some δ = δ(x) > 0. Then (Ham2) holds (and is indeed equivalent to (Ham2)
for p = 1). In particular, (Ham2) holds whenever ϕp ≥ 0 is lower semi-continuous.
The following lemma is analogous to [3, Lemma 2.1].
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Lemma 2.4. Assume that (Ham2) holds. Then for p ∈ (1,∞),
Lp(Rd, µ) ⊂ L1loc(R(ϕ
q), dx)
continuously and for p = 1
L1(Rd, µ) ⊂ L1loc(R̂(ϕ), dx),
continuously.
Proof. Let u ∈ Lp(Rd, µ) and let B ⋐ R(ϕq) be a ball. By Ho¨lder’s inequality, if
p ∈ (1,∞),
ˆ
B
|u| dx ≤
(ˆ
R(ϕq)
|u|p ϕp dx
)1/p
·
(ˆ
B
ϕ−q dx
)1/q
.
´
B ϕ
−q dx is finite by (Ham2). For p = 1, just observe that for balls B ⋐ R̂(ϕ)
ˆ
B
|u| dx ≤
(ˆ
R̂(ϕ)
|u|ϕdx
)
·
(
ess sup
x∈B
1
ϕ(x)
)
.

Definition 2.5. Let
X :=
{
u ∈ C∞(Rd)
∣∣∣ ‖u‖1,p,µ := (‖∇u‖pLp(µ;Rd) + ‖u‖pLp(µ))1/p <∞} .
Let H1,p(µ) := X˜ be the abstract completion of X w.r.t. the pre-norm ‖·‖1,p,µ.
Lemma 2.6. Suppose that (Ham1) holds. Then for all sequences {un} ⊂ C
∞ the
following condition holds:
lim
n
‖un‖Lp(µ) = 0 and {un} is ‖∇·‖Lp(µ;Rd) -Cauchy
always imply
lim
n
‖∇un‖Lp(µ;Rd) = 0.
(2.1)
Condition (2.1) is referred to as closability.
Proof. We shall consider partial derivatives first. Fix i ∈ {1, . . . , d}.
Let {un} ∈ C
∞ such that ‖un‖Lp(µ) → 0 and such that {un} is ‖∂i·‖Lp(µ)-
Cauchy. By the Riesz-Fischer theorem, {∂iun} converges to some v ∈ L
p(µ). Fix
y ∈ {ei}
⊥. Set ψy : t 7→ ϕ(y + tei). By (Ham1) and Lemma 2.4 for d = 1, setting
Iy := R(ψ
q
y), if p ∈ (1,∞) and Iy := R̂(ψy) if p = 1, we conclude that the sequence
of maps {t 7→ ∂iun(y+tei)} converges to t 7→ v(y+tei) in L
1
loc(Iy). Let η ∈ C
∞
0 (Iy),
0 = lim
n
ˆ
Iy
un(y + tei)
d
ds
η(s)
∣∣∣
s=t
dt = − lim
n
ˆ
supp η∩Iy
(∂iun)(y + tei)η(t) dt
= −
ˆ
supp η∩Iy
v(y + tei)η(t) dt.
We conclude that v(y+tei) = 0 for dy-a.e. y ∈ {ei}
⊥ and dt-a.e t ∈ Iy. By (Ham1)
it follows that v = 0 µ-a.e. on Rd.
Assume now that {un} ∈ C
∞ such that ‖un‖Lp(µ) → 0 and such that {un} is
‖∇·‖Lp(µ;Rd)-Cauchy. Clearly each {∂iun} is a Cauchy-sequence in L
p(µ). There-
fore, for some constant C = C(p, d) > 0,
ˆ
R
d
|∇un|
p dµ ≤ C
d∑
i=1
ˆ
R
d
|∂iun|
p dµ→ 0,
as n→∞ by the arguments above. 
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Proposition 2.7. Assume (Ham1). Then H1,p(µ) is a space of µ-classes of func-
tions and is continuously embedded into Lp(µ). Also, H1,p(µ) is separable and
reflexive whenever p ∈ (1,∞).
Proof. The proof works by similar arguments as in the unweighted case. 
Denote the (class of the) gradient of an element u ∈ H1,p(µ) by ∇µu.
Proposition 2.8. Assume (Ham1). The µ-classes of C∞0 (R
d) functions are dense
in H1,p(µ).
Proof. The proof is a standard localization argument using partition of unity, see
e.g. [23, Theorem 1.27]. 
2.1. Integration by parts. We follow the approach of Albeverio, Kusuoka and
Ro¨ckner [2], which is to define a weighted Sobolev space via an integration by parts
formula. Recall that w = ϕp. A function f ∈ Lp(µ) might fail to be a Schwartz
distribution. Instead, consider fϕp = (fϕ)ϕp−1, which is in L1loc(dx) by Ho¨lder’s
inequality and therefore D(fϕp) is well defined. For f ∈ C∞0 , the Leibniz formula
yields
(2.2) (∇f)ϕp = D(fϕp)− pf
Dϕ
ϕ
ϕp,
which motivates the definition of the logarithmic derivative of µ:
β := p
Dϕ
ϕ
,
where we set β ≡ 0 on {ϕ = 0}. The name arises from the (solely formal) identity
β = ∇(log(ϕp)).
Lemma 2.9. Condition (Diff) implies ϕp ∈W 1,1loc (dx) and
(2.3) β = p
∇ϕ
ϕ
=
∇(ϕp)
ϕp
,
where ∇ denotes the usual weak gradient.
Moreover, β ∈ Lploc(µ;R
d) and, if p ∈ (1,∞), |∇ϕ|ϕp−2 ∈ Lqloc.
Proof. For p = 1, the claim follows from (Diff). Assume (Diff) and that p ∈ (1,∞).
ϕp ∈ L1loc is clear. We claim that
(2.4) ∇(ϕp) = pϕp−1∇ϕ.
Let ϕε := ηε ∗ ϕ, where {ηε} is a standard mollifier. It follows from the classical
chain rule that for all ε > 0
∇((ϕε)
p) = pϕp−1ε ∇ϕε.
Since ϕp−1 ∈ Lqloc and ∇ϕ ∈ L
p
loc, we can pass to the limit in L
1
loc and get that
ϕp ∈W 1,1loc (dx). (2.4) follows now from the uniqueness of the gradient in W
1,1
loc (dx).
The first equality in (2.3) is clear. The second follows from (2.4). β ∈ Lploc(µ;R
d)
is clear. The last equality follows from (Diff) by∣∣∣∣∇ϕϕ
∣∣∣∣q ϕp = (|∇ϕ|ϕp−2)q .

Lemma 2.10. Assume (Diff) and that p ∈ (1,∞). Then ϕp−1 ∈ W 1,qloc (dx). Also,
∇(ϕp−1) = (p− 1)ϕp−2∇ϕ.
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Proof. Fix 1 ≤ i ≤ d. For N ∈ N, define ψN : R → R by ψN (t) := (|t| ∨
N−1 ∧ N)p−1. Clearly, ψN is a Lipschitz function. By the chain rule for Sobolev
functions [47, Theorem 2.1.11],
∂iψN (ϕ) = (p− 1)1{N−1≤ϕ≤N}
ϕp−1
ϕ
∂iϕ.
We have that ψN (ϕ)→ ϕ
p−1 dx-a.s. as N →∞. Also,
|ψN (ϕ)|
q ≤ |(ϕ ∨N−1)p| ≤ C|ϕ|p + C ∈ L1loc.
Furthermore, by Lemma 2.9,∣∣∣∣1{N−1≤ϕ≤N}ϕp−1ϕ ∂iϕ
∣∣∣∣ ≤ |ϕp−2∂iϕ| ∈ Lqloc.
Hence by Lebesgue’s dominated convergence theorem, ψN (ϕ) → ϕ
p−1 in Lqloc and
∂iψN (ϕ)→ (p− 1)ϕ
p−2∂iϕ in L
q
loc. The claim is proved. 
Lemma 2.11. Fix 1 ≤ i ≤ d. Suppose that (Diff) holds. Then there is a version
ϕ˜p of ϕp, such that for y ∈ {ei}
⊥ the map ψ˜py : t 7→ ϕ˜p(y + tei) is absolutely
continuous for almost all y ∈ {ei}
⊥. Furthermore, for almost all y ∈ {ei}
⊥, setting
ψy : t 7→ ϕ(y + tei),
R \R(ψqy) ⊃ {t ∈ R | ψ˜
p
y(t) = 0},
if p ∈ (1,∞) and
R \ R̂(ψy) ⊃ {t ∈ R | ψ˜1y(t) = 0}
if p = 1. Recall that in both cases the dt-almost sure inclusion “⊂ ” holds automat-
ically.
Proof. Note that ϕp ∈ W 1,1loc (dx) by Lemma 2.9. Then the first part follows from
a well known theorem due to Nikody´m, cf. [35, Theorem 2.7]. The second part
follows from absolute continuity and Remark 2.3 for d = 1. 
We immediately get that:
Corollary 2.12. It holds that
(Diff) =⇒ (Ham1).
Motivated by (2.2), we shall define the weighted Sobolev space V 1,p(µ).
Definition 2.13. If (Diff) holds, we define the space V 1,p(µ) to be the set of all
µ-classes of functions f ∈ Lp(µ) such that there exists a gradient
∇µf = (∂µ1 f, . . . , ∂
µ
d f) ∈ L
p(µ;Rd)
which satisfies
(2.5)
ˆ
∂µi fηϕ
p dx = −
ˆ
f∂iηϕ
p dx −
ˆ
fηβiϕ
p dx
for all i ∈ {1, . . . , d} and all η ∈ C∞0 (R
d).
Define also V 1,ploc (µ) by replacing L
p(µ) and Lp(µ;Rd) above by Lploc(µ) and
Lploc(µ;R
d) resp.
The first two integrals in (2.5) are obviously well defined. The third integral is
finite by (Diff). It follows immediately that the gradient ∇µ is unique. Also, if
f ∈ C1(Rd), then f ∈ V 1,ploc (µ) and ∇f = ∇
µf µ-a.s.
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Proposition 2.14. Assume (Diff). Then V 1,p(µ) is a Banach space with the
obvious choice of a norm
‖·‖1,p,µ :=
(
‖∇µ·‖pLp(µ;Rd) + ‖·‖
p
Lp(µ)
)1/p
.
Moreover, H1,p(µ) ⊂ V 1,p(µ) and their gradients coincide µ-a.e.
Proof. Let {fn} ⊂ V
1,p(µ) be a ‖·‖1,p,µ-Cauchy sequence. By the Riesz-Fischer
theorem, {fn} converges to some f ∈ L
p(µ) and {∇µfn} converges to some g ∈
Lp(µ;Rd). Let i ∈ {1, . . . , d} and η ∈ C∞0 (R
d). Passing on to the limit in (2.5)
yields that ˆ
giηϕ
p dx = −
ˆ
f∂iηϕ
p dx−
ˆ
fηβiϕ
p dx.
Therefore g = ∇µf and ‖fn − f‖1,p,µ → 0.
Let us prove the second part. Note that by Corollary 2.12 and the discussion
above, H1,p(µ) is a well defined set of elements in Lp(µ).
Let f ∈ C∞0 (R
d) ⊂ H1,p(µ). By (Diff) and the Leibniz formula for unweighted
Sobolev spaces, (2.2) is satisfied. By classical integration by parts, f satisfies (2.5)
with ∇µf = ∇f . We extend to all of H1,p(µ) by Proposition 2.8 using that V 1,p(µ)
is complete. 
For our main result further below, we need to be able to truncate V 1,p(µ)-
functions. Therefore, we need to verify absolute continuity on lines parallel to the
coordinate axes in V 1,p(µ):
Proposition 2.15. Suppose that (Diff) holds. Fix 1 ≤ i ≤ d. Then f ∈ V 1,p(µ)
has a representative f˜ i such that t 7→ f˜ i(y+tei) is absolutely continuous for ((d−1)-
dim.) Lebesgue almost all y ∈ {ei}
⊥ on any compact subinterval of R(ϕq(y + ·ei))
if p ∈ (1,∞), on any compact subinterval of R̂(ϕ(y + ·ei)) resp. if p = 1. In that
case, for dy-a.a. y ∈ {ei}
⊥, dt-a.a. t ∈ R(ϕq(y+ ·ei)) (if p ∈ (1,∞)), R̂(ϕ(y+ ·ei))
(if p = 1) resp. setting x := y + tei, it holds that
∂µi f(x) =
d
dt
f˜ i(y + tei).
Proof. The claim can be proved arguing similar to [6, Proof of Lemma 2.2]. Com-
pare also with [14, §4.9.2]. 
Picking appropriate absolutely continuous versions, one immediately obtains the
following Leibniz formula:
Corollary 2.16. Suppose that (Diff) holds. If f, g ∈ V 1,p(µ) and if fg, f∂µi g and
g∂µi f are in L
p(µ) for all 1 ≤ i ≤ d, then fg ∈ V 1,p(µ) and ∂µi (fg) = f∂
µ
i g+ g∂
µ
i f
for all 1 ≤ i ≤ d. Then also, ∇µ(fg) = f∇µg + g∇µf .
The following lemma guarantees that we can truncate Sobolev functions.
Lemma 2.17. Suppose that (Diff) holds. Suppose that f ∈ V 1,p(µ) and that
F : R→ R is Lipschitz. Then F ◦ f ∈ V 1,p(µ) with
∇µ(F ◦ f) = (F ′ ◦ f) · ∇µf µ-a.s.
In particular, when F (t) := N ∧ t ∨ −N , N ∈ N is a cut-off function,
(2.6) |∇µ(F ◦ f)| ≤ |∇µf | µ-a.s.
Proof. The claim can be proved arguing similar to [47, Theorem 2.1.11]. 
Lemma 2.18. Suppose that (Diff) holds. The set of bounded and compactly sup-
ported functions in V 1,p(µ) is dense in V 1,p(µ).
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Proof. The claim follows by a truncation argument from Corollary 2.16 and Lemma
2.17. We shall omit the proof. 
Note that the last two statements also hold for H1,p(µ). Anyhow, the proof
of Lemma 2.17 for H1,p(µ) needs some caution, we refer to [33, Proposition I.4.7,
Example II.2.c)].
3. Proof of Theorem 1.1
We arrive at our main result. Our proof is inspired by that of Patrick Cattiaux
and Myriam Fradon in [11]. See also [15]. However, our method in estimating
(3.10) is different from theirs, as we use maximal function-estimates instead of
Fourier transforms.
For all of this section, assume (Diff). By Lemma 2.18, bounded and compactly
supported functions in V 1,p(µ) are dense. We will show that a subsequence of a
standard mollifier of such a function f converges in ‖·‖1,p,µ-norm to f . The claim
will then follow from Lemma 2.8.
First, we need to collect some facts about the so-called centered Hardy–Littlewood
maximal function defined for g ∈ L1loc(dx) by
Mg(x) := sup
ρ>0
 
B(x,ρ)
|g(y)| dy.
We shall need the useful inequality
(3.1) |u(x)− u(y)| ≤ c|x− y| [M |∇u|(x) +M |∇u|(y)]
for any u ∈ W 1,p(dx), for all x, y ∈ Rd \N , where N is a set of Lebesgue measure
zero and c is a positive constant depending only on d and p. For a proof see
e.g. [1, Corollary 4.3]. The inequality is credited to L. I. Hedberg [22].
Also for all u ∈ Lp(dx), p ∈ (1,∞],
(3.2) ‖Mu‖Lp ≤ c
′ ‖u‖Lp
by the maximal function theorem [42, Theorem I.1 (c), p. 5] and c′ > 0 depends
only on d and p.
For the approximation, we shall prove the following key-lemma. Compare with
[11, Lemma 2.9].
Lemma 3.1. Suppose that (Diff) holds. Let f ∈ V 1,p(µ) such that f is bounded.
Then for every ζ ∈ C∞0 (R
d) and every 1 ≤ i ≤ d
(3.3)
ˆ
∂µi fζϕ dx +
ˆ
f∂iζϕ dx +
ˆ
fζ∂iϕdx = 0.
In particular, fϕ ∈ W 1,1loc (dx) and ∂i(fϕ) = ϕ∂
µ
i f + f∂iϕ.
Proof. For all of the proof fix 1 ≤ i ≤ d. For p = 1, the formula follows from (2.5).
So, let p ∈ (1,∞). Let us first assure ourselves that all three integrals in (3.3) are
well defined. Clearly,
|∂µi fζϕ|
p ≤ ‖ζ‖
p
∞ |∂
µ
i f |
pϕp1supp ζ ∈ L
1(dx),
and hence,
|∂µi fζϕ| ∈ L
1(dx).
A similar argument works for the second integral. The third integral is well defined
because by ϕ ∈W 1,ploc (dx) we have that
|fζ∂iϕ|
p ≤ ‖fζ‖p∞ |∂iϕ|
p1supp ζ ∈ L
1(dx)
and hence,
|fζ∂iϕ| ∈ L
1(dx).
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Let M ∈ N and ϑM ∈ C
∞
0 (R) with
ϑM (t) = t for t ∈ [−M,M ], |ϑM | ≤M + 1, |ϑ
′
M | ≤ 1
and
supp(ϑM ) ⊂ [−3M, 3M ].
Define
ϕM := ϑM
(
1
ϕp−1
)
1{ϕ>0}.
Clearly, ϕM ∈ L
p
loc. Furthermore, define
ΦM := (1− p)ϑ
′
M
(
1
ϕp−1
)
∂iϕ
ϕp
1{ϕ>0}.
Since ϑ′M (1/ϕ
p−1) ≡ 0 on {ϕp−1 ≤ 1/(3M)} and
|ΦM | ≤ (p− 1)
|∂iϕ|
ϕp
1{ϕp−1>1/(3M)} = (p− 1)
|∂iϕ|
ϕp
1{ϕp>(1/(3M))q},
hence ΦM ∈ L
p
loc. We claim that ϕM ∈W
1,p
loc (dx) and that ∂iϕM = ΦM . Let ε > 0
and define
ϕεM := ϑM
(
1
(ϕ+ ε)p−1
)
.
Clearly, ϕεM → ϕM in L
p
loc as εց 0. Also, by the chain rule for Sobolev functions
(see e.g. [47, Theorem 2.1.11]),
∂iϕ
ε
M = (1− p)ϑ
′
M
(
1
(ϕ+ ε)p−1
)
∂iϕ
(ϕ+ ε)p
1{ϕ+ε>(3M)−1/(p−1)}
and
|∂iϕ
ε
M | ≤ (p− 1)
|∂iϕ|
(ϕ+ ε)p
1{(ϕ+ε)p>(1/(3M))q} ∈ L
p
loc.
Hence ϕεM ∈W
1,p
loc (dx) and ∂iϕ
ε
M → ΦM in L
p
loc as εց 0.
Since ϕ ∈W 1,ploc (dx) and since ϕM is bounded, we have that ϕM∂iϕ ∈ L
p
loc. Also,
ϕ∂iϕM ∈ L
p
loc, since
(3.4) |ϕ∂iϕM | ≤ (p− 1)
|∂iϕ|
ϕp−1
1{ϕp−1>1/(3M)} ≤ (p− 1)3M |∂iϕ|.
Now by the usual Leibniz rule for weak derivatives
ϕϕM ∈W
1,p
loc (dx) and ∂i(ϕϕM ) = ϕM∂iϕ+ (1− p)ϑ
′
M
(
1
ϕp−1
)
∂iϕ
ϕp−1
where by definition ∂iϕ/ϕ
p−1 ≡ 0 on {ϕ = 0}. Consider the term ϕMϕ
p. Recall
that ϕp ∈ W 1,1loc (dx) by Lemma 2.9. As already seen, ϕϕM ∈ W
1,p
loc (dx). By
Lemma 2.10, ϕp−1 ∈ W 1,qloc (dx) and ∂i(ϕ
p−1) = (p − 1)ϕp−2∂iϕ ∈ L
q
loc. Hence
ϕϕM (∂i(ϕ
p−1)) ∈ L1loc and ∂i(ϕϕM )ϕ
p−1 ∈ L1loc. It follows that ϕMϕ
p ∈W 1,1loc (dx)
and by the Leibniz rule for weak derivatives
∂i(ϕMϕ
p) = pϕMϕ
p−1∂iϕ+ (1− p)ϑ
′
M
(
1
ϕp−1
)
∂iϕ ∈ L
1
loc.
Let ζ ∈ C∞0 (R
d). Applying integration by parts, we see that
(3.5)
ˆ
∂iζϕMϕ
p dx = −p
ˆ
ζϕM
∂iϕ
ϕ
ϕp dx + (p− 1)
ˆ
ζ
∂iϕ
ϕp
ϑ′M
(
1
ϕp−1
)
ϕp dx.
Moreover, by (3.4), ∂iϕM ∈ L
p
loc(ϕ
p dx). ϕM ∈ L
p
loc(ϕ
p dx) is clear. Therefore
ϕM ∈ V
1,p
loc (µ) and
∂µi ϕM = (1− p)
∂iϕ
ϕp
ϑ′M
(
1
ϕp−1
)
.
12 J.M. TO¨LLE
The Leibniz rule in Corollary 2.16 also holds in V 1,ploc (µ), and so we would like to
give sense to the expression ∂µi (fϕM ) = ϕM∂
µ
i f + f∂
µ
i ϕM . But ϕM ∈ V
1,p
loc (µ),
f ∈ V 1,p(µ) and f is bounded, f∂µi ϕM ∈ L
p
loc(µ) since f is bounded and finally
ϕM∂
µ
i f ∈ L
p
loc(µ) since ϕM is bounded. Hence fϕM ∈ V
1,p
loc (µ) and the Leibniz
rule holds (locally). By definition of ∂µi for ζ ∈ C
∞
0 (R
d)ˆ
∂µi fζϕMϕ
p dx =(p− 1)
ˆ
fζ
∂iϕ
ϕp
ϑ′M
(
1
ϕp−1
)
ϕp dx
−
ˆ
f∂iζϕMϕ
p dx− p
ˆ
fζϕM
∂iϕ
ϕ
ϕp dx
(3.6)
Now let M →∞ in (3.6). Note that
ϕM → (1/ϕ
p−1)1{ϕ>0}
dx-a.s. and
ϑ′M (1/ϕ
p−1)→ 1
dx-a.s. In order to apply Lebesgue’s dominated convergence theorem, we verify
|∂µi fζϕMϕ
p| ≤ 2|∂µi fϕ| ‖ζ‖∞ 1supp ζ ∈ L
1(dx),
where we have used that
|ϕMϕ
p−1| ≤ 1,
because ϑM is Lipschitz and ϑM (0) = 0. Furthermore,
|fζ∂iϕϑ
′
M
(
1/ϕp−1
)
| ≤ |f∂iϕ| ‖ζ‖∞ 1supp ζ ∈ L
1(dx),
|f∂iζϕMϕ
p| ≤ 2|fϕ| ‖∂iζ‖∞ 1supp ζ ∈ L
1(dx),
and
|fζϕM∂iϕϕ
p−1| ≤ 2|f∂iϕ| ‖ζ‖∞ 1supp ζ ∈ L
1(dx).
The formula obtained, when passing on to the limit M →∞ in (3.6), is exactly the
desired statement. 
Below, we shall need a lemma on difference quotients. Compare with [17, Proof
of Lemma 7.23] and [47, Theorem 2.1.6].
Lemma 3.2. Let z ∈ B(0, 1) ⊂ Rd and u ∈W 1,p(dx). Set for ε > 0
∆εu(x) :=
u(x− εz)− u(x)
ε
for some representative of u. Then
‖∆εu+ 〈∇u, z〉‖Lp(dx) → 0
as εց 0.
Proof. Start with u ∈ C1 ∩W 1,p(dx). By the fundamental theorem of calculus
∆εu(x) = −
1
ε
ˆ ε
0
〈∇u(x− sz), z〉 ds.
Use Fubini’s theorem to get
(3.7)ˆ
|∆εu(x) + 〈∇u(x), z〉|
p
dx =
1
ε
ˆ ε
0
ˆ
|〈∇u(x− sz), z〉 − 〈∇u(x), z〉|
p
dx ds.
By a well known property of Lp-norms [42, p. 63] the map
s 7→
ˆ
|〈∇u(x− sz), z〉 − 〈∇u(x), z〉|
p
dx
is continuous in zero. Hence s = 0 is a Lebesgue point of this map. Therefore
the right-hand side of (3.7) tends to zero as ε ց 0. The claim can be extended
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to functions in W 1,p(dx) by an approximation by smooth functions as e.g. in [47,
Theorem 2.3.2]. 
Proof of Theorem 1.1. Let f ∈ V 1,p(µ) be (a class of) a function which is bounded
and compactly supported. By Lemma 2.18, we are done if we can approximate f
by C∞0 -functions. Let {ηε}ε>0 be a standard mollifier. Since f is bounded and
compactly supported, ηε ∗ f ∈ C
∞
0 (R
d) with supp(ηε ∗ f) ⊂ supp f + εB(0, 1)
and |ηε ∗ f | ≤ ‖f‖∞. We claim that there exists a sequence εn ց 0 such that
ηεn ∗ f converges to f in V
1,p(µ). The Lp(µ)-part is easy. Since ηε ∗ f, f ∈ L
1(dx),
limεց0 ‖ηε ∗ f − f‖L1(dx) = 0. Therefore we can extract a subsequence {εn} such
that ηεn ∗ f → f dx-a.s. For εn ≤ 1
|(ηεn ∗ f)ϕ− fϕ|
p ≤ 2p ‖f‖
p
∞ |ϕ|
p1supp f+B(0,1) ∈ L
1(dx).
By Lebesgue’s dominated convergence theorem, limn ‖ηεn ∗ f − f‖Lp(µ) = 0.
Fix 1 ≤ i ≤ d. We are left to prove ∂i(ηεn ∗f)→ ∂
µ
i f in L
p(µ) for some sequence
εn ց 0. Or equivalently,
ϕ∂i(ηεn ∗ f)→ ϕ∂
µ
i f in L
p(dx).
Write
ˆ
|ϕ∂i(ηε ∗ f)− ϕ∂
µ
i f |
p dx
≤2p−1
[ˆ
|ϕ∂µi f − (ηε ∗ (ϕ∂
µ
i f))|
p dx+
ˆ
|(ηε ∗ (ϕ∂
µ
i f))− ϕ∂i(ηε ∗ f)|
p dx
]
.
(3.8)
The first term tends to zero as εց 0 by a well known fact [42, Theorem III.2 (c),
p. 62]. We continue with studying the second term. Recall that ηε(x) = ηε(|x|).ˆ
|ϕ∂i(ηε ∗ f)− (ηε ∗ (ϕ∂
µ
i f))|
p dx
=
ˆ ∣∣∣∣ϕ(x)ˆ ∂iηε(x− y)f(y) dy − ˆ ηε(x− y)ϕ(y)∂µi f(y) dy∣∣∣∣p dx
=
ˆ ∣∣∣∣ˆ ∂iηε(x − y)f(y)[ϕ(x)− ϕ(y)] dy
+
ˆ
∂iηε(x− y)f(y)ϕ(y)− ηε(x− y)ϕ(y)∂
µ
i f(y) dy
∣∣∣∣p dx
apply Lemma 3.1 with ζ(y) := ηε(x− y)
and noting that ∂iηε(x− y) =
∂
∂xi
ηε(x − y) = −
∂
∂yi
ηε(x − y)
=
ˆ ∣∣∣∣ˆ ∂iηε(x− y)f(y)[ϕ(x)− ϕ(y)] dy + ˆ ηε(x− y)f(y)∂iϕ(y) dy∣∣∣∣p dx
≤2p−1
[ˆ ∣∣∣∣ˆ ∂iηε(x − y)f(y)[ϕ(x)− ϕ(y)] dy∣∣∣∣p dx+ ˆ |ηε ∗ (f∂iϕ)|p dx]
≤2p−1
ˆ ∣∣∣∣ˆ ∂iηε(x− y)f(y)[ϕ(x)− ϕ(y)] dy∣∣∣∣p dx + 2p−1 ‖f∂iϕ‖pLp(dx) .
We would like to control the first term. Replace ϕ by ϕ̂ ∈W 1,p(dx) defined by:
ϕ̂ = ϕξ with ξ ∈ C∞0 (R
d) and 1supp f+B(0,2) ≤ ξ ≤ 1supp f+B(0,3).
14 J.M. TO¨LLE
Let hε : R
d → Rd, hε(x) := −εx. Then upon substituting y = x+ εz (which leads
to dy = εd dz)ˆ ∣∣∣∣ˆ ∂iηε(x− y)f(y) [ϕ(x)− ϕ(y)] dy∣∣∣∣p dx
=
ˆ ∣∣∣∣∣
ˆ
B(0,1)
∂iηε(−εz)f(x+ εz) [ϕ̂(x)− ϕ̂(x+ εz)] ε
d dz
∣∣∣∣∣
p
dx
By the chain rule −ε(∂iηε)(−εz) = ∂i(ηε ◦ hε)(z) = (1/ε
d)∂i(η)(z) and hence the
latter is equal to
ˆ ∣∣∣∣∣
ˆ
B(0,1)
∂iη(z)f(x+ εz)
ϕ̂(x)− ϕ̂(x+ εz)
ε
dz
∣∣∣∣∣
p
dx
≤2p−1
ˆ ∣∣∣∣∣
ˆ
B(0,1)
∂iη(z)f(x+ εz) 〈−∇ϕ̂(x+ εz), z〉 dz
∣∣∣∣∣
p
dx
+ 2p−1
×
ˆ ∣∣∣∣∣
ˆ
B(0,1)
∂iη(z)f(x+ εz)
[
ϕ̂(x) − ϕ̂(x+ εz)
ε
+ 〈∇ϕ̂(x+ εz), z〉
]
dz
∣∣∣∣∣
p
dx
By Jensen’s inequality and Fubini’s theorem, the first term is bounded by
C(p, d) ‖∂iη‖
p
∞
d∑
j=1
‖f∂jϕ‖
p
Lp(dx) ,
where C(p, d) is a positive constant depending only on p and d.
Concerning the second term, we use again Jensen’s inequality and Fubini’s the-
orem to see that it is bounded by
(3.9)
C′(p, d) ‖∂iη‖
p
∞ ‖f‖
p
∞
ˆ
B(0,1)
ˆ ∣∣∣∣ ϕ̂(x) − ϕ̂(x+ εz)ε + 〈∇ϕ̂(x+ εz), z〉
∣∣∣∣p dx dz,
where C′(p, d) is a positive constant depending only on p and d. Let us investigate
the inner integral.
By variable substitution, we get that the inner integral in (3.9) is equal to
(3.10)
ˆ ∣∣∣∣ ϕ̂(x − εz)− ϕ̂(x)ε + 〈∇ϕ̂(x), z〉
∣∣∣∣p dx.
By Lemma 3.2, the term converges to zero pointwise as ε ց 0 for each fixed
z ∈ B(0, 1).
By inequality (3.1), for dz-a.a. z ∈ B(0, 1)
ˆ ∣∣∣∣ ϕ̂(x− εz)− ϕ̂(x)ε + 〈∇ϕ̂(x), z〉
∣∣∣∣p dx
≤ C(p, d) ‖M |∇ϕ̂|‖
p
Lp(dx) |z|
p1B(0,1)(z),
where M denotes the centered Hardy-Littlewood maximal function. If p ∈ (1,∞),
then ϕ̂ ∈W 1,p(dx) and the right-hand side is in L1(dz) by estimate (3.2). If p = 1,
then ∇ϕ̂ ∈ L∞(dx) by (1.5) and
ˆ ∣∣∣∣ ϕ̂(x− εz)− ϕ̂(x)ε + 〈∇ϕ̂(x), z〉
∣∣∣∣ dx
≤ C(d, supp f) ‖M |∇ϕ̂|‖L∞(dx) |z|
p1B(0,1)(z)
and the right-hand side is again in L1(dz) by estimate (3.2).
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The desired convergence to zero as εց 0 follows now by the preceding discussion
and Lebesgue’s dominated convergence theorem.
We have proved thatˆ
|ϕ∂i(ηε ∗ f)− (ηε ∗ (ϕ∂
µ
i f))|
p dx
≤C(d, p, supp f, η)
 d∑
j=1
‖f∂jϕ‖
p
Lp(dx) + ‖f‖
p
∞ θ(ε)
(3.11)
with θ(ε)→ 0 as εց 0, and θ depends only on supp f .
We shall go back to the right-hand side of (3.8). Let fδ := ηδ ∗ f for δ > 0.
By Lebesgue’s dominated convergence theorem again, we can prove that there is a
subnet (also denoted by {fδ}), such that
(3.12)
d∑
j=1
‖(f − fδ)∂jϕ‖
p
Lp(dx) → 0
as δ ց 0. Taking (3.11) into account, (f replaced by f − fδ therein), we get that
‖ϕ∂i(ηε ∗ f)− (ηε ∗ (ϕ∂
µ
i f))‖
p
Lp(dx)
≤2p−1 ‖ϕ∂i(ηε ∗ (f − fδ))− (ηε ∗ (ϕ∂
µ
i (f − fδ)))‖
p
Lp(dx)
+ 2p−1 ‖ϕ∂i(ηε ∗ fδ)− (ηε ∗ (ϕ∂
µ
i fδ))‖
p
Lp(dx)
≤C(d, p, supp f)
 d∑
j=1
‖(f − fδ)∂jϕ‖
p
Lp(dx) + ‖f − fδ‖
p
∞ θ(ε)

+ 2p−1 ‖ϕ∂i(ηε ∗ fδ)− (ηε ∗ (ϕ∂
µ
i fδ))‖
p
Lp(dx) .
The use of (3.11) is justified, since ϕ̂ = ϕ on supp f + B(0, 2), thus on supp(f −
fδ)+B(0, 1). Taking (3.12) into account, by choosing first δ and then letting εց 0,
the first term above can be controlled (since ‖f − fδ‖∞ ≤ 2 ‖f‖∞). If we can prove
for any ζ ∈ C∞0
(3.13) ‖ϕ∂i(ηε ∗ ζ)− (ηε ∗ (ϕ∂
µ
i ζ))‖
p
Lp(dx) → 0
as εց 0, we can control the second term above and hence are done. But
‖ϕ∂i(ηε ∗ ζ) − (ηε ∗ (ϕ∂iζ))‖
p
Lp(dx)
≤
ˆ ∣∣∣∣ˆ ηε(x− y)∂iζ(y) [ϕ(x) − ϕ(y)] dy∣∣∣∣p dx.
Substituting y = x + εz (dy = εd dz) and using Jensen’s inequality and Fubini’s
theorem again, the latter is dominated by
C(d, p) ‖η‖
p
∞ ‖∂iζ‖
p
∞
ˆ
B(0,1)
‖(ϕξζ)(·)− (ϕξζ)(·+ εz)‖
p
Lp(dx) dz,
where ξζ ∈ C
∞
0 (R
d) with ξζ ≡ 1 on supp ζ +B(0, 1).
‖(ϕξζ)(·)− (ϕξζ)(·+ εz)‖
p
Lp(dx)
tends to zero as ε ց 0 again by [42, p. 63]. By inequalities (3.1) and (3.2) for
dz-a.a. z ∈ B(0, 1)
‖(ϕξζ )(·)− (ϕξζ)(·+ εz)‖
p
Lp(dx) ≤ c(d, p) ‖∇(ϕξζ)‖
p
Lp(dx) |εz|
p1B(0,1) ∈ L
1(dz),
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for p ∈ (1,∞), and together with (1.5), for p = 1,
‖(ϕξζ)(·) − (ϕξζ)(·+ εz)‖L1(dx)
≤ c(d, p, supp f) ‖∇(ϕξζ )‖L∞(dx) |εz|1B(0,1) ∈ L
1(dz).
Thus we can apply Lebesgue’s dominated convergence theorem.
The proof is complete. 
4. The Kufner-Sobolev space W 1,p(µ)
We shall briefly deal with the Kufner-Sobolev space W 1,p(µ) first introduced
in [28] and studied e.g. in [29, 30, 37].
Definition 4.1. Assume (Reg). Let
W 1,p(µ) :=
{
u ∈ Lp(µ), | Du ∈ Lp(µ;Rd)
}
.
Note that in the above definition, by (Reg) and Lemma 2.4, u ∈ L1loc and hence
Du is well defined.
Proposition 4.2. Assume (Reg). Then W 1,p(µ) is a Banach space with the ob-
vious choice of a norm. Also, by definition H1,p(µ) ⊂ W 1,p(µ). Moreover, for all
u ∈ H1,p(µ), ∇µu = Du dx-a.s.
Proof. See [29, Theorem 1.11] and [23, §1.9]. 
The following well known result demonstrates the power of maximal functions.
We include its proof for the sake of completeness.
Proposition 4.3. Assume 1 < p < ∞. Assume that there is a global constant
K > 0 such that
(4.1)
( 
B
ϕp dx
)
·
( 
B
ϕ−q dx
)p−1
≤ K,
for all balls B ⊂ Rd. Then H1,p(µ) =W 1,p(µ).
Proof. Let f ∈ W 1,p(µ), f bounded and compactly supported. Let {ηε}ε>0 be a
standard mollifier. ϕ satisfying condition (4.1) is equivalent in saying that ϕp =
w ∈ Ap, where Ap is the so-called p-Muckenhoupt class. Note that this implies
(Reg). Let
Mf(x) := sup
ρ>0
 
B(x,ρ)
|f(y)| dy.
be the centered Hardy-Littlewood maximal function of f . By [43, Ch. II, §2, p. 57]
we have the pointwise estimate
|f ∗ ηε| ≤Mf ∀ε > 0.
Also, by [43, Ch. V, §2, p. 198], and the sublinearity of M it is easy to prove that
|∇(f ∗ ηε)| ≤M |Df | ∀ε > 0.
By [43, Ch. V, §3, p. 201, Theorem 1], w ∈ Ap implies that there exists a constant
C > 0 such thatˆ
(Mf(x))p w(x) dx ≤ C
ˆ
|f(x)|p w(x) dx ∀f ∈ Lp(µ).
Since f was assumed bounded and compactly supported, by (Reg), f ∈ L1(dx)
and {f ∗ ηε} converges to f in L
1(dx) as ε ↓ 0. A similar statement holds for |Df |.
Hence a subsequence converges dx-a.e. Taking the above estimates into account,
we see that a subsequence of {f ∗ ηε} converges in W
1,p(µ) to f by Lebesgue’s
dominated convergence theorem. 
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We arrive at our major contribution to the study of the “classical” weighted
Sobolev space W 1,p(µ). For p = 2 it was proved in [4].
Proposition 4.4. Assume (Reg), (Diff), and if p = 1, assume also that (1.5)
holds. Then
H1,p(µ) = V 1,p(µ) =W 1,p(µ).
Proof. The first equality follows from Theorem 1.1. Therefore by Proposition 4.2,
V 1,p(µ) ⊂W 1,p(µ) and for u ∈ V 1,p(µ), ∇µu = Du both µ-a.e. and dx-a.e. (recall
that (Reg) implies that dx and µ are equivalent measures).
Conversely, let f ∈ W 1,p(µ) ∩ L∞(µ). Since by Lemma 2.9, ϕp ∈ W 1,1loc (dx), we
have for each i ∈ {1, . . . , d} and each η ∈ C∞0 (R
d) thatˆ
Difηϕ
p dx = −
ˆ
f∂i(ηϕ
p) dx,
where ∂i is the usual weak derivative in W
1,1
loc (dx). But, again by Lemma 2.9, the
right-hand side is equal to
−
ˆ
f∂iηϕ
p dx−
ˆ
fηβiϕ
p dx.
Therefore f ∈ V 1,p(µ) and Df = ∇µf both µ-a.e. and dx-a.e. It is well known
that, given (Reg), bounded functions in W 1,p(µ) are dense in W 1,p(µ) and hence
W 1,p(µ) ⊂ V 1,p(µ). 
5. The weighted p-Laplacian evolution problem
Main result 1.1 can be used to investigate the evolution problem related to the
weighted p-Laplacian equation. We shall briefly illustrate the procedure for the
so-called degenerate case, that is, p ∈ [2,∞). With a weak solution to equation
(1.7), we mean a variational solution in the sense of [8, Ch. 4.1, Theorem 4.10].
Theorem 5.1. Let p ∈ [2,∞). Suppose also that µ is a finite measure, so that
Lp(µ) ⊂ L2(µ) densely and continuously. Suppose that (Diff) holds for ϕp = w ≥
0. Then the evolution problem (1.7) admits a unique (weak) solution.
Proof. We represent the monotone operator
A : V 1,p(µ)→ (V 1,p(µ))∗,
(V 1,p(µ))∗〈A(u), v〉V 1,p(µ) =
ˆ
|∇µu|p−2 〈∇µu,∇µv〉 w dx,
as the Gaˆteaux derivative of
Eµ0 (u) :=
1
p
ˆ
|∇µu|p w dx
in the triple of dense and continuous embeddings V 1,p(µ) ⊂ L2(µ) ⊂ (V 1,p(µ))∗.
Since p ≥ 2, the operator is demicontinuous, compare with [8, Ch. 2.4, Theorem
2.5]. Boundedness of the operator A follows straightforwardly. See [8, Ch. 4.1,
Theorem 4.10] for details and the terminology. Existence follows now from [9,
Theorem 4.4]. Uniqueness follows from monotonicity. 
For p ∈ (2,∞), consider the following additional condition on w:
(5.1) w−1/(p−2) ∈ L1(dx)
Lemma 5.2. Let p ∈ (2,∞). Assume that condition (5.1) is satisfied for w. Then
Lp(µ) ⊂ L2(dx) continuously and (Reg) is satisfied.
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Proof. Let u ∈ Lp(Rd, µ). By Ho¨lder’s inequality,(ˆ
|u|2 dx
)1/2
≤
(ˆ
|u|p ϕp dx
)1/p
·
(ˆ (
1
ϕ
)p/(p−2)
dx
)(p−2)/(2p)
,
which is finite by (5.1).
Since for any ball B ⊂ Rd, it holds that
1Bw
−1/(p−1) ≤
(
1Bw
−1/(p−2) + 1B
)
∈ L1loc(dx),
we see that (Reg) is satisfied. 
Consider the following evolution equation in L2(dx)
(5.2)
∂tu = div
[
w|∇u|p−2∇u
]
, in (0, T )×Rd,
u(·, 0) = u0 ∈ L
2(dx), in Rd.
}
The above equation differs in a “weight term” due to the dualization in L2(dx)
rather than in L2(µ).
Theorem 5.3. Let p ∈ (2,∞). Assume that condition (5.1) is satisfied for w.
Assume (Diff). Then (5.2) admits a unique (weak) solution.
Proof. By Lemma 5.2, Lp(µ) ⊂ L2(dx) continuously. Hence the proof follows again
from [9, Theorem 4.4] and monotonicity. 
6. A new class of p-admissible weights
We shall recall the definition of p-admissible weights from [23] by Heinonen,
Kilpela¨ilen and Martio. Note the similarities between (6.2) and (2.1) above.
Definition 6.1. A weight w ∈ L1loc(R
d), w ≥ 0 is called p-admissible if the follow-
ing four conditions are satisfied.
• 0 < w < ∞ dx-a.e. and the weight is doubling, i.e. there is a constant
C1 > 0 such that
(6.1)
ˆ
2B
w dx ≤ C1
ˆ
B
w dx ∀ balls B ⊂ Rd.
• If Ω ⊂ Rd is open and {ηk} ⊂ C
∞(Ω) is a sequence of functions such that
(6.2)
ˆ
Ω
|ηk|
pw dx→ 0 and
ˆ
Ω
|∇ηk − v|
pw dx→ 0
for some v ∈ Lp(Ω, w dx;Rd), then v ≡ 0 ∈ Rd.
• There are constants κ > 1 and C3 > 0 such that
(6.3)
(
1´
B
w dx
ˆ
B
|η|κpw dx
)1/(κp)
≤ C3 diamB
(
1´
B
w dx
ˆ
B
|∇η|pw dx
)1/p
,
whenever B ⊂ Rd is a ball and η ∈ C∞0 (B).
• There is a constant C4 > 0 such that
(6.4)
ˆ
B
|η − ηB|
pw dx ≤ C4(diamB)
p
ˆ
B
|∇η|pw dx,
whenever B ⊂ Rd is a ball and η ∈ C∞b (B). Here
ηB :=
1´
B w dx
ˆ
B
η w dx.
The next results were basically proved by Hebisch and Zegarlin´ski in [21, Section
2]. We include the proofs in order to make this paper self-contained and obtain
concrete bounds due to a more specific situation.
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Lemma 6.2. Let 1 < q < ∞, β ∈ (0,∞). Let µ(dx) := exp(−β|x|q) dx. Then for
any C ≥ (βq)−1, any ε > 0 and any D ≥ (1+ ε)q−1+(ε−1+ d− 1)C, we have that
(6.5)
ˆ
|f ||x|q−1 µ(dx) ≤ C
ˆ
|∇f |µ(dx) +D
ˆ
|f |µ(dx),
for all f ∈ C10 (R
d).
Proof. Let f ∈ C10 (R
d) such that f ≥ 0 and f is equal to zero on the unit ball. By
the Leibniz rule we get that
(∇f)e−β|·|
q
= ∇
(
fe−β|·|
q
)
+ βqf |·|q−1 sign(·)e−β|·|
q
.
Plugging into the functional g 7→
´
〈g(x), sign(x)〉 dx yieldsˆ
〈sign(x),∇f(x)〉 e−β|x|
q
dx
=
ˆ 〈
sign(x),∇
(
fe−β|x|
q
)〉
dx+ βq
ˆ
f(x)|x|q−1e−β|x|
q
dx.
(6.6)
Clearly, for the left-hand side,
(6.7)
ˆ
〈sign(x),∇f(x)〉 e−β|x|
q
dx ≤
ˆ
|∇f(x)|e−β|x|
q
dx.
Recall that
(6.8) div(sign(x)) =

2δ0, if d = 1,
d− 1
|x|
, if d ≥ 2
(in the sense of distributions), where δ0 denotes the Dirac measure in 0. Hence
after an approximation by mollifiers, for d = 1, we get the formula
(6.9)
ˆ 〈
sign(x),∇
(
fe−β|x|
q
)〉
dx = −2
ˆ
fe−β|x|
q
δ0(dx) = −2f(0) = 0.
For d ≥ 2, we get thatˆ 〈
sign(x),∇
(
fe−β|x|
q
)〉
dx
=(1− d)
ˆ
1
|x|
fe−β|x|
q
dx ≥ (1− d)
ˆ
fe−β|x|
q
dx.
(6.10)
Gathering (6.6), (6.7), (6.9) and (6.10) gives
(6.11) βq
ˆ
f |x|q−1 µ(dx) ≤
ˆ
|∇f |µ(dx) + (d− 1)
ˆ
f µ(dx).
Replacing f by |f | and noting that ∇(|f |) = sign(f)∇f , we can extend to arbitrary
f ∈ C10 such that f ≡ 0 on B(0, 1).
Now, let f ∈ C10 be arbitrary. Let ε > 0. Let ϕ(x) := 1∧ (ε
−1((1+ ε)− |x|)∨ 0).
Then f = g + h, where g := ϕf and h := (1− ϕ)f . Also, h ≡ 0 on B(0, 1). Now,ˆ
|f ||x|q−1 µ(dx) =
ˆ
|x|≤1+ε
|f ||x|q−1 µ(dx) +
ˆ
|x|>1+ε
|f ||x|q−1 µ(dx)
≤ (1 + ε)q−1
ˆ
|x|≤1+ε
|f |µ(dx) +
ˆ
|x|>1+ε
|h||x|q−1 µ(dx)
≤ (1 + ε)q−1
ˆ
|f |µ(dx) +
ˆ
|h||x|q−1 µ(dx).
(6.12)
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Note that |∇h| ≤ |∇f | + ε−1|f | dx-a.s. Let C ≥ (βq)−1. By an approximation in
W 1,∞-norm, we see that (6.11) is also valid for h and henceˆ
|h||x|q−1 µ(dx) ≤ C
ˆ
|∇h|µ(dx) + C(d − 1)
ˆ
|h|µ(dx)
≤C
ˆ
|∇f |µ(dx) + (ε−1 + d− 1)C
ˆ
|f |µ(dx),
which, combined with (6.12), yields inequality (6.5) with D ≥ (1 + ε)q−1 + (ε−1 +
d− 1)C. 
Lemma 6.3. Let 1 < p < ∞, q := p/(p − 1), β ∈ (0,∞). Let µ(dx) :=
exp(−β|x|q) dx. Let C ≥ (βq)−1. Let W ∈ C1(Rd) be a differentiable potential
(in particular, is bounded below) such that
(6.13) |∇W (x)| ≤ δ|x|q−1 + γ
with some constants 0 < δ < C−1, γ ∈ (0,∞). Let V be measurable such that
oscV := supV − inf V < ∞. Let dν := exp(−W − V ) dµ. Then for any ε0 > 0,
any
C′ ≥ (1 − Cδ)−1ε0pCe
2 oscV ,
any ε1 > 0 and any
D′ ≥ (1− Cδ)−1e2 oscV
(
(1 + ε1)
q−1 + (ε−11 + d− 1)C + (ε0p)
−q/pCpq−1 + γ
)
it holds that
(6.14)
ˆ
|f |p|x|q−1 ν(dx) ≤ C′
ˆ
|∇f |p ν(dx) +D′
ˆ
|f |p ν(dx),
for any f ∈ C10 .
Proof. Plug |f |pe−W into (6.5). By Leibniz’s rule we get thatˆ
|f |p|x|q−1e−W µ(dx)
≤Cp
ˆ
|f |p−1|∇f |e−W µ(dx)
+ C
ˆ
|f |p|∇W |e−Wµ(dx) +D
ˆ
|f |pe−Wµ(dx).
For the first term,
Cp
ˆ
|f |p−1|∇f |e−W µ(dx)
≤Cp
(ˆ
|∇f |pe−W µ(dx)
)1/p
·
(ˆ
|f |pe−W µ(dx)
)1/q
≤ε0pC
ˆ
|∇f |pe−W µ(dx) + (ε0p)
−q/pCpq−1
ˆ
|f |pe−W µ(dx),
by the Ho¨lder and Young inequalities resp. Since oscV <∞, the claim follows by
an easy perturbation argument, see e.g. [16, preuve du the´ore`me 3.4.1]. 
Usually, one would set ε0 := p
−1 and ε1 := 1.
Theorem 6.4. Let 1 < p < ∞ and let w be a weight such that w satisfies a local
p-Poincare´ inequality (6.4) with constant C4 > 0. Let β, W , V , C
′ > 0, D′ > 0 be
as in Lemma 6.3.
Let L > D′. Let
aL := osc
B(0,Lp−1)
[−β|·|q −W − V ] .
UNIQUENESS OF WEIGHTED SOBOLEV SPACES 21
Let
c ≥ 2q
e2aLC4L
p(p−1) + C
′
L
1− D
′
L
.
Suppose that dνw := exp(−β|·|
q−W−V )w dx is a finite measure. Then νw satisfies
the Poincare´ inequalityˆ ∣∣∣∣f − ´ f dνw´ dνw
∣∣∣∣p dνw ≤ c ˆ |∇f |p dνw,
for all f ∈ C∞b (R
d).
Proof. By the results of Lemma 6.3, we can apply [21, Theorem 3.1]. 
Before we prove Theorem 1.3, let us note that, under our assumptions, the results
of Hebisch and Zegarlin´ski (in this particular case) extend to V 1,p(µ) = W 1,p(µ).
Of course, other Poincare´ and Sobolev type inequalities for smooth functions extend
similarly to V 1,p(µ) if the weight satisfies (Diff).
Proof of Theorem 1.3. Let us prove that exp(−β|·|q − W − V ) is doubling. Let
cW1 , c
V
1 ≥ 1, c
W
2 , c
V
2 ∈ R be the constants from property (D). Let a := infW ,
b := inf V . Let B ⊂ Rd be any ball. Then
ˆ
2B
e−β|x|
q−W (x)−V (x) dx = 2
ˆ
B
e−2
qβ|x|q−W (2x)−V (2x) dx
≤ 2e−(c
W
1 −1)a+c
W
2 −(c
V
1 −1)b+c
V
2
ˆ
B
e−β|x|
q−W (x)−V (x) dx,
which proves the doubling property.
By similar arguments as in the proof of Lemma 2.6, condition (6.2) is implied con-
dition (Reg) which is obviously satisfied, since β|·|q , W and V are locally bounded.
However, by a general result due to Semmes, (6.2) is implied by (6.1) and (6.4),
see [24, Lemma 5.6].
The weighted Poincare´ inequality (6.4) follows from Theorem 6.4 by noting that
exp(−β|x|q −W − V ) dx is a finite measure.
The weighted Sobolev inequality (6.3) follows from (6.1) and (6.4) by a general
result of Haj lasz and Koskela [18].
Suppose now that V ∈ W 1,∞loc (dx). Since W ∈ C
1, also W ∈ W 1,∞loc (dx). A
similar statement holds for −β|·|q. Therefore, it is an easy exercise to check that
the conditions (Reg) and (Diff) are satisfied. 
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