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Abstract
The main properties and methods of describing dipolar and spinor atomic systems, com-
posed of bosonic atoms or molecules, are reviewed. The general approach for the correct treat-
ment of Bose-condensed atomic systems with nonlocal interaction potentials is explained.
The approach is applied to Bose-condensed systems with dipolar interaction potentials. The
properties of systems with spinor interaction potentials are described. Trapped atoms and
atoms in optical lattices are considered. Effective spin Hamiltonians for atoms in optical lat-
tices are derived. The possibility of spintronics with cold atom is emphasized. The present
review differs from the previous review articles by concentrating on a thorough presentation
of basic theoretical points, helping the reader to better follow mathematical details and to
make clearer physical conclusions.
Keywords: Cold atoms, dipolar interactions, spinor interactions, Bose-Einstein condensate, op-
tical lattices, effective spin Hamiltonians, spintronics with cold atoms
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1 Introduction
Cold atomic and molecular bosonic systems have recently been the objects of intensive research,
both experimental and theoretical. First, the attention has been concentrated on dilute systems,
composed of particles characterized by local interaction potentials, independent of spins, whose
properties are well described by the s-wave scattering length. There are several books [1–4] and
review articles [5–19] covering different aspects of such bosonic systems with spin-independent
local interaction potentials.
In the present review, bosonic atoms or molecules are treated interacting through nonlocal
interaction potentials, such as dipolar potential, and interacting through spinor forces that are
local but depending on the effective spins related to hyperfine states. Although there exist reviews
devoted to dipolar [20–25] and spinor [26, 27] systems (see also [3, 28]) the present paper differs
from them in the following aspects. First, our aim here is not a brief enumeration of particular
cases, numerical calculations, and different experiments, but the attention here is concentrated on
the principal theoretical points allowing for the correct treatment of dipolar and spinor systems.
Second, more attention is payed to the derivation of effective spin Hamiltonians for atoms and
molecules in optical lattices. Third, the possibility of spintronics with cold atoms and molecules,
interacting through dipolar and spinor forces, is discussed.
The exposition of the material is organized so that the main mathematical points be clear to
the reader. More technical details can be found in the tutorials [29, 30]. Throughout the paper,
the system of units is employed where the Boltzmann and Planck constants are set to one, kB = 1
and ~ = 1.
2 Nonlocal interaction potentials
2.1 General approach
The system of particles interacting through a nonlocal potential Φ(r) is described by the energy
Hamiltonian
Hˆ =
∫
ψˆ†(r)
(
− ∇
2
2m
+ U
)
ψˆ(r) dr +
+
1
2
∫
ψˆ†(r)ψˆ†(r′)Φ(r− r′)ψˆ(r′)ψˆ(r) drdr′ , (2.1)
in which U = U(r, t) is an external potential, generally, depending on spatial, r, and temporal, t,
variables. The field operators ψˆ(r) = ψˆ(r, t) contain time that, for short, is not written explicitly.
Bose-Einstein statistics is assumed.
When Bose-Einstein condensate appears in the system, the global gauge symmetry becomes
broken, being the necessary and sufficient condition for Bose-Einstein condensation [1,12,18]. The
gauge symmetry breaking is the most conveniently realized by the Bogolubov [31, 32] shift
ψˆ(r) = η(r) + ψ1(r) , (2.2)
where η(r) is the condensate function and ψˆ1(r) is the operator of uncondensed particles. These
variables are orthogonal to each other,∫
η∗(r)ψ1(r) dr = 0 . (2.3)
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Note that shift (2.2) is an exact canonical transformation, but not an approximation, as one
sometimes incorrectly writes.
The condensate function plays the role of the system order parameter defined as the statistical
average
η(r) = 〈ψˆ(r)〉 , (2.4)
which implies that
〈ψ1(r)〉 = 0 . (2.5)
The condensate function is normalized to the number of condensed particles,
N0 =
∫
|η(r)|2 dr , (2.6)
while the number of uncondensed particles is the average
N1 = 〈Nˆ1〉 (2.7)
of the operator
Nˆ1 ≡
∫
ψ†1(r)ψ1(r) dr . (2.8)
More generally, condition (2.5) is represented as the average
〈Λˆ〉 = 0 (2.9)
of the operator
Λˆ =
∫ [
λ(r)ψ†1(r) + λ
∗(r)ψ1(r)
]
dr . (2.10)
The effective action functional, taking into account conditions (2.6), (2.7), and (2.9), is
A[η, ψ1] =
∫ (
Lˆ[ψˆ] + µ0N0 + µ1Nˆ1 + Λˆ
)
dt , (2.11)
with the Lagrangian
Lˆ[ψˆ] =
∫
ψˆ†(r)
(
i
∂
∂t
)
ψˆ(r) dr − Hˆ . (2.12)
The action functional can also be written as
A[η, ψ1] =
∫
L[η, ψ1] dt , (2.13)
through the generalized Lagrangian
L[η, ψ1] =
∫
ψˆ†(r)
(
i
∂
∂t
)
ψˆ(r) dr − H , (2.14)
with the grand Hamiltonian
H = Hˆ − µ0N0 − µ1Nˆ1 − Λˆ . (2.15)
The quantities µ0, µ1, and λ(r) play the role of Lagrange multipliers.
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The evolution equations for the variables η(r, t) and ψ1(r, t) are given by the extremization of
the action functional: 〈
δA[η, ψ1]
δη∗(r, t)
〉
= 0 (2.16)
and
δA[η, ψ1]
δψ†1(r, t)
= 0 . (2.17)
The extremization equations can be rewritten in the form
i
∂
∂t
η(r, t) =
〈
δH
δη∗(r, t)
〉
(2.18)
and
i
∂
∂t
ψ1(r, t) =
δH
δψ†1(r, t)
. (2.19)
Note that the variational derivatives are related to commutators by the equation [18, 33]
δH
δψ1(r, t)
= [ψ1(r, t), H ] .
Hence equation (2.19) is equivalent to the Heisenberg equation of motion.
The above equations make it straightforward to derive the evolution equations for various
operators. For instance, the evolution equation for the operator density of uncondensed particles
is
i
∂
∂t
[
ψ†1(r, t)ψ1(r, t)
]
=
[
ψ†1(r, t)ψ1(r, t), H
]
=
= ψ†1(r, t)
δH
δψ†1(r, t)
− δH
δψ1(r, t)
ψ1(r, t) . (2.20)
2.2 Grand Hamiltonian
With the Bogolubov shift (2.2), the grand Hamiltonian(2.15) becomes the sum of five terms
distinguished by the power of the operators ψ1,
H =
4∑
n=0
H(n) . (2.21)
The zero-order term contains no operators ψ1,
H(0) =
∫
η∗(r)
(
− ∇
2
2m
+ U − µ0
)
η(r) dr+
1
2
∫
Φ(r − r′)|η(r)|2|η(r′)|2 drdr′ . (2.22)
To satisfy condition (2.5), there should be no first-order terms with respect to ψ1 in the Hamilto-
nian [34], so that
H(1) = 0 , (2.23)
which is achieved by fixing the Lagrange multiplier
λ(r) =
(
− ∇
2
2m
+ U
)
η(r) +
∫
Φ(r− r′)|η(r′)|2η(r) dr′ .
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The second-order term is
H(2) =
∫
ψ†1(r)
(
− ∇
2
2m
+ U − µ1
)
ψ1(r) dr +
+
∫
Φ(r − r′)
[
|η(r)|2ψ†1(r′)ψ1(r′) + η∗(r)η(r′)ψ†1(r′)ψ1(r)+
+
1
2
η∗(r)η∗(r′)ψ1(r′)ψ1(r) +
1
2
η(r)η(r′)ψ†1(r
′)ψ†1(r)
]
drdr′ . (2.24)
The third-order term reads as
H(3) =
∫
Φ(r − r′)
[
η∗(r)ψ†1(r
′)ψ1(r′)ψ1(r) + ψ
†
1(r)ψ
†
1(r
′)ψ1(r′)η(r)
]
drdr′ . (2.25)
And the fourth-order term becomes
H(4) =
1
2
∫
ψ†1(r)ψ
†
1(r
′)Φ(r− r′)ψ1(r′)ψ1(r) drdr′ . (2.26)
The densities of condensed and uncondensed particles are
ρ0(r) ≡ |η(r)|2 , ρ1(r) ≡ 〈ψ†1(r)ψ1(r)〉 . (2.27)
The numbers of condensed and uncondensed particles are given by the integrals
N0 =
∫
ρ0(r) dr , N1 =
∫
ρ1(r) dr . (2.28)
Respectively, the total particle density is
ρ(r) = ρ0(r) + ρ1(r) , (2.29)
defining the total number of particles
N =
∫
ρ(r) dr = N0 +N1 . (2.30)
In equilibrium, the condensate function does not depend on time and is real,
η(r, t) = η(r) = η∗(r) .
And, since
∂
∂t
〈ψ†1(r, t)ψ1(r, t)〉 = 0 ,
from equation (2.20) it follows that the correlation functions
〈ψ†1(r)ψ1(r′)〉 = 〈ψ†1(r′)ψ1(r)〉 , 〈ψ1(r)ψ1(r′)〉 = 〈ψ†1(r′)ψ†1(r)〉 ,
〈ψ†1(r)ψ1(r)ψ1(r′)〉 = 〈ψ†1(r′)ψ†1(r)ψ1(r)〉
are also real, provided all operators ψ1 are taken at the same time t.
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2.3 Condensate function
The evolution equation for the condensate function is given by equation (2.18). This equation,
with the notation for the single-particle density matrix
ρ1(r, r
′) ≡ 〈ψ†1(r′)ψ1(r)〉 , (2.31)
the anomalous average
σ1(r, r
′) ≡ 〈ψ1(r′)ψ1(r)〉 , (2.32)
and for the anomalous average
ξ(r, r′) ≡ 〈ψ†1(r′)ψ1(r′)ψ1(r)〉 , (2.33)
takes the form
i
∂
∂t
η(r) =
(
− ∇
2
2m
+ U − µ0
)
η(r)+
+
∫
Φ(r− r′) [ρ(r′)η(r) + ρ(r, r′)η(r′) + σ1(r, r′)η∗(r′) + ξ(r, r′)] dr′ . (2.34)
In equilibrium,
∂
∂t
η(r) = 0 ,
which yields the equation
µ0η(r) =
(
− ∇
2
2m
+ U
)
η(r)+
+
∫
Φ(r− r′) [ρ(r′)η(r) + ρ1(r, r′)η(r′) + σ1(r, r′)η∗(r′) + ξ(r, r′)] dr′ . (2.35)
For a uniform system, without external potentials, the condensate function turns into a con-
stant
η(r) = η =
√
ρ0 (U = 0) .
The particle density is also a constant ρ(r) = ρ, and equation (2.35) reduces to the equation
µ0η = ρΦ0η +
∫
Φ(r)[ρ1(r, 0)η + σ1(r, 0)η
∗ + ξ(r, 0)] dr , (2.36)
in which
Φ0 ≡
∫
Φ(r) dr ,
assuming that the interaction potential is integrable.
In the Fock space F(ψ1), generated by the field operator ψ1, the vacuum state is defined by
the requirement
ψ1(r, t)|η〉 = 0 , (2.37)
from which it follows that the state |η〉 is the coherent state with respect to the filed operator ψˆ,
since
ψˆ(r, t)|η〉 = η(r, t)|η〉 . (2.38)
Thus, the condensate function has the meaning of the coherent field [29, 30].
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The vacuum state |η〉 of the Fock space F(ψ1) is the eigenstate of the grand Hamiltonian
(2.21),
H|η〉 = H(0)|η〉 , (2.39)
with H(0) being the eigenvalue.
It is important to stress that the Fock space F(ψ1), where the gauge symmetry is broken,
is principally different from the Fock space F(ψ), without gauge symmetry breaking, generated
by the field operator ψ for which the Bogolubov shift is not applicable. In the Fock space F(ψ),
without the symmetry breaking, the HamiltonianH [ψ] has the same form (2.1), but its eigenstates,
given by the eigenproblem
H [ψ]|n〉 = En|n〉 ,
are different from the state |η〉. The latter is not an eigenstate of H [ψ]. Actually, the Fock spaces
F(ψ1) and F(ψ) are orthogonal in thermodynamic limit [30,35]. So, the states |n〉, pertaining to
F(ψ), and |η〉, pertaining to the orthogonal Fock space F(ψ1), are also orthogonal.
Averaging equation (2.18) over the vacuum coherent state |η〉 yields the equation for the
vacuum coherent field
i
∂
∂t
η(r, t) =
(
− ∇
2
2m
+ U − µ0
)
η(r, t) +
∫
Φ(r− r′)|η(r′, t)|2η(r, t) dr′ . (2.40)
As is evident, the equation for the vacuum coherent field (2.40) differs form the equation (2.34)
for the condensate function that is a coherent field, but, generally, not the vacuum coherent field.
Equation (2.40) is a particular case of (2.34), where there are no uncondensed particles, so that
ρ1, σ1, as well as ξ, are zero.
One often confuses equation (2.40) for the vacuum coherent field with mean-filed approxi-
mation. This is not correct. The mean-field approximation for a Bose-condensed system is the
Hartree-Fock-Bogolubov approximation, where ξ is zero, but ρ1 and σ1 are not [29, 30].
By its mathematical structure, the vacuum coherent field equation (2.40) is the nonlinear
Schro¨dinger (NLS) equation. First, equation (2.40) was advanced by Bogolubov [36] in his well
known Lectures on Quantum Statistics published in 1949 and then republished numerous times
(e.g. [31,32]). Solutions to this equation have been studied in many papers starting from [37–43].
2.4 Mean-field approximation
The mean-field approximation for a system with Bose-Einstein condensate is the Hartree-Fock-
Bogolubov (HFB) approximation, whose details are thoroughly expounded in [29, 30]. In this
approximation, Hamiltonian (2.21) becomes
HHFB = EHFB +
∫
ψ†1(r)
(
− ∇
2
2m
+ U − µ1
)
ψ1(r) dr +
+
∫
Φ(r− r′)
[
ρ(r′)ψ†1(r)ψ1(r) + ρ(r
′, r)ψ†1(r
′)ψ1(r)+
+
1
2
σ(r, r′)ψ†1(r
′)ψ†1(r) +
1
2
σ∗(r, r′)ψ1(r′)ψ1(r)
]
drdr′ , (2.41)
where the first term is
EHFB = H
(0) − 1
2
∫
Φ(r− r′) [ρ1(r)ρ1(r′) + |ρ1(r, r′)|2 + |σ1(r, r′)|2] drdr′ , (2.42)
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with the notations
ρ(r, r′) ≡ η(r)η∗(r′) + ρ1(r, r′) (2.43)
and
σ(r, r′) ≡ η(r)η(r′) + σ1(r, r′). (2.44)
The condensate-function equation (2.34) in the Hartree-Fock-Bogolubov approximation reads
as
i
∂
∂t
η(r) =
(
− ∇
2
2m
+ U − µ0
)
η(r) +
+
∫
Φ(r− r′) [ρ(r′)η(r) + ρ1(r, r′)η(r′) + σ1(r, r′)η∗(r′)] dr′ . (2.45)
Here, generally, the quantities ρ1 and σ1 are not zero.
In equilibrium, this equation reduces to the equation
µ0η(r) =
(
− ∇
2
2m
+ U
)
η(r) +
+
∫
Φ(r− r′) [ρ(r′)η(r) + ρ1(r, r′)η(r′) + σ1(r, r′)η∗(r′)] dr′ . (2.46)
For a uniform system, when U = 0, the latter equation becomes
µ0 = ρΦ0 +
∫
Φ(r)[ρ1(r, 0) + σ1(r, 0)] dr . (2.47)
The Hamiltonian (2.41) can be diagonalized by means of the Bogolubov canonical transforma-
tions
ψ1(r) =
∑
k
[bkuk(r) + b
†
kvk(r)] (2.48)
and
bk =
∫ [
u∗k(r)ψ1(r)− v∗k(r)ψ†1(r)
]
dr , (2.49)
where k is a multi-index. Since the field operators ψ1, as well as bk, obey the Bose-Einstein
statistics, we have the equations∑
k
[uk(r)u
∗
k(r
′)− v∗k(r)vk(r′)] = δ(r− r′) ,
∑
k
[uk(r)v
∗
k(r
′)− v∗k(r)uk(r′)] = 0 , (2.50)
and ∫
[u∗k(r)up(r)− v∗k(r)vp(r)] dr = δkp ,
∫
[uk(r)vp(r)− vk(r)up(r)] dr = 0 . (2.51)
For convenience, we introduce the notations
ω(r, r′) =
[
− ∇
2
2m
+ U(r)− µ1 +
∫
Φ(r− r′)ρ(r′) dr′
]
δ(r− r′) + Φ(r − r′)ρ(r, r′) (2.52)
and
∆(r− r′) ≡ Φ(r− r′)σ(r, r′) . (2.53)
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Hamiltonian (2.41) is diagonalized under the Bogolubov equations∫
[ω(r, r′)uk(r′) + ∆(r, r′)vk(r′)] dr′ = εkuk(r) ,
∫
[ω∗(r, r′)vk(r′) + ∆∗(r, r′)uk(r′)] dr′ = −εkvk(r) . (2.54)
As a result, Hamiltonian (2.41) reduces to the Bogolubov form
HB = EB +
∑
k
εkb
†
kbk , (2.55)
in which
EB = EHFB −
∑
k
εk
∫
|vk(r)|2 dr . (2.56)
The normal and anomalous density matrices become
ρ1(r, r
′) =
∑
k
[πkuk(r)u
∗
k(r
′) + (1 + πk)v∗k(r)vk(r
′)] (2.57)
and, respectively,
σ1(r, r
′) =
∑
k
[πkuk(r)v
∗
k(r
′) + (1 + πk)v∗k(r)uk(r
′)] , (2.58)
where
πk ≡ 〈b†kbk〉 =
(
eβεk − 1)−1 . (2.59)
The density of uncondensed particles, being the diagonal element of (2.57), is
ρ1(r) =
∑
k
[
πk|uk(r)|2 + (1 + πk)|vk(r)|2
]
. (2.60)
2.5 Uniform System
In the absence of external potentials, the system is uniform, and the field operator can be expanded
over plane waves,
ψ1(r) =
1√
V
∑
k 6=0
ake
ik·r , (2.61)
with V being the system volume (or quantization volume). Assuming that the interaction potential
can be Fourier transformed, one has
Φ(r) =
1
V
∑
k
Φke
ik·r , Φk =
∫
Φ(r)e−ik·r dr . (2.62)
The long-wave limit of the Fourier transform, defined as
lim
k→0
Φk =
∫
lim
k→0
Φ(r)e−ik·r dr ,
gives the limiting value
Φ0 = lim
k→0
Φk =
∫
Φ(r) dr . (2.63)
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Conditions, imposed on the interaction potential, allowing for the existence of its Fourier transform
are discussed in [44].
The single-particle density matrix becomes
ρ1(r, r
′) =
1
V
∑
k 6=0
nke
ik·(r−r′) , (2.64)
where
nk = 〈a†kak〉 (2.65)
is the momentum distribution of particles. The anomalous matrix reads as
σ1(r, r
′) =
1
V
∑
k 6=0
σke
ik·(r−r′) , (2.66)
with the anomalous average
σk = 〈aka−k〉 . (2.67)
Recall that the absolute value of the diagonal element |σ1(r)| describes the density of pair-
correlated particles. Hence |σk| has the meaning of the momentum distribution of pair-correlated
particles [30].
For a uniform system, the diagonal elements of the single-particle density matrix,
ρ1 ≡ ρ1(r, r) = 1
V
∑
k 6=0
nk , (2.68)
and of the anomalous matrix,
σ1 ≡ σ1(r, r) = 1
V
∑
k 6=0
σk , (2.69)
do not depend on spatial variables. The total density is a constant
ρ = ρ0 + ρ1 (ρ0 ≡ |η|2) . (2.70)
Passing to Fourier transforms in the Bogolubov equations (2.54), we get
ωk =
k2
2m
+ ρΦ0 + ρ0Φk +
1
V
∑
p 6=0
npΦk+p − µ1 (2.71)
and
∆k = ρ0Φk +
1
V
∑
p 6=0
σpΦk+p . (2.72)
This yields the spectrum of collective excitations
εk =
√
ω2k −∆2k . (2.73)
The momentum distribution (2.65) becomes
nk =
ωk
2εk
coth
( εk
2T
)
− 1
2
, (2.74)
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and the anomalous average (2.67) is
σk = − ∆k
2εk
coth
( εk
2T
)
. (2.75)
Here T is temperature. Notice that nk and σk are connected by the relation
σk = − ∆k
2ωk
(1 + 2nk) .
The condensate chemical potential (2.47) becomes
µ0 = ρΦ0 +
1
V
∑
k 6=0
(nk + σk)Φk . (2.76)
The condition for Bose condensate existence [17, 18, 30] tells us that in thermodynamic limit
lim
k→0
1
nk
∝ 1
N
→ 0 (nk ≥ 0 , N →∞) .
This implies the condition
lim
k→0
εk = 0 (εk ≥ 0) . (2.77)
In particular, from (2.74) it is seen that
nk ≃ Tω0
ε2k
(εk → 0) ,
where
ω0 = ρ0Φ0 +
1
V
∑
p 6=0
σpΦp .
Therefore
lim
k→0
εk ∝ 1√
N
→ 0 (N →∞) .
A gapless spectrum of collective excitations in a system with global gauge symmetry breaking,
agreeing with condition (2.77), is also required by the Hugenholtz-Pines [45] and Bogolubov [32]
theorems. Equating εk to zero at k = 0 results in the expression
µ1 = ρΦ0 +
1
V
∑
k 6=0
(nk − σk)Φk . (2.78)
Then equation (2.71) reduces to
ωk =
k2
2m
+ ρ0Φk +
1
V
∑
p 6=0
(npΦk+p − npΦp + σpΦp) . (2.79)
The spectrum of collective excitations (2.73) is defined by the equation
ε2k =
[
k2
2m
+
1
V
∑
p 6=0
(np − σp)(Φk+p − Φp)
]
×
13
×
{
k2
2m
+ 2ρ0Φk +
1
V
∑
p 6=0
[(np + σp)Φk+p − (np − σp)Φp]
}
. (2.80)
It is important to stress that the anomalous average σk is either zero or not together with the
condensate density. Thus if σk → 0, then, according to (2.75), we have ∆k → 0. Then (2.72) gives
ρ0 → 0. That is, the assumption that the anomalous average is zero is equivalent to stating that
there is no condensate in the system,
ρ0 = 0 (σk = 0) . (2.81)
To simplify the above formulas, it is possible to make the approximation that can be called
the central-peak approximation [44]. Taking into account that np and σp are maximal at p = 0,
we may write ∑
p
npΦk+p ∼= Φk
∑
p
np ,
∑
p
σpΦk+p ∼= Φk
∑
p
σp . (2.82)
Of course, this approximation is sensible provided that it does not result in unphysical divergences
that cannot be regularized.
Then the chemical potentials (2.76) and (2.78) reduce to the form
µ0 = (ρ+ ρ1 + σ1)Φ0 , µ1 = (ρ+ ρ1 − σ1)Φ0 . (2.83)
Equations (2.79) and (2.72) become
ωk =
k2
2m
+ ρΦk − (ρ1 − σ1)Φ0 , ∆k = (ρ0 + σ1)Φk . (2.84)
And for the spectrum of collective excitations in (2.80), we obtain
ε2k =
[
k2
2m
+ (ρ1 − σ1)(Φk − Φ0)
]{
k2
2m
+ (ρ+ ρ0 + σ1)Φk − (ρ1 − σ1)Φ0
}
. (2.85)
2.6 Thermodynamic characteristics
The grand thermodynamic potential
Ω = −T ln Tr e−βH (βT = 1) (2.86)
defines the pressure
p = −Ω
V
=
T
V
ln Tr e−βH . (2.87)
The latter equation is termed the equation of state.
In the HFB approximation, one has
Ω = EB + T
∑
k
ln
(
1− e−βεk) , (2.88)
where
EB = − 1
2
NρΦ0 − ρ0
∑
p
(np + σp)Φp −
14
− 1
2V
∑
kp
(nknp + σkσp)Φk+p +
1
2
∑
k
(εk − ωk) . (2.89)
Employing the central-peak approximation (2.82) gives
EB = − 1
2
V Φ0
[
ρ2 + 2ρ0(ρ1 + σ1) + ρ
2
1 + σ
2
1
]
+
1
2
∑
k
(εk − ωk) . (2.90)
The average of the grand Hamiltonian
〈H〉 = 〈Hˆ〉 − µ0N0 − µ1N1 (2.91)
can also be written as
〈H〉 = 〈Hˆ〉 − µN , (2.92)
which defines the system chemical potential
µ = µ0n0 + µ1n1 , (2.93)
in which the condensate fraction and the fraction of uncondensed particles are
n0 ≡ N0
N
, n1 ≡ N1
N
. (2.94)
In the HFB approximation, the chemical potential reads as
µ = ρΦ0 +
1
V
∑
k 6=0
[nk + (n0 − n1)σk]Φk . (2.95)
And the central-peak approximation (2.82) gives
µ = ρΦ0[1 + n1(1− σ) + n0σ] ,
where σ ≡ σ1/ρ.
2.7 Local-density approximation
When the external potential varies slowly in space (for details see reviews [18,30]), one can extend
the use of the formulas for the uniform matter by assuming that the dependence on the spatial
variable comes from the slowly varying local density. Then the local density of uncondensed
particles reads as
ρ1(r) =
1
V
∑
k 6=0
nk(r) (2.96)
and the local anomalous average is
σ1(r) =
1
V
∑
k 6=0
σk(r) . (2.97)
In the HFB approximation, one has
nk(r) =
ωk(r)
2εk(r)
coth
[
εk(r)
2T
]
− 1
2
(2.98)
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and
σk(r) = − ∆k(r)
2εk(r)
coth
[
εk(r)
2T
]
, (2.99)
with the notations
ωk(r) =
k2
2m
+ U(r) + ρ(r)Φ0 + ρ0(r)Φk +
1
V
∑
p 6=0
np(r)Φk+p − µ1(r) (2.100)
and
∆k(r) = ρ0(r)Φk +
1
V
∑
p 6=0
σp(r)Φk+p . (2.101)
The local spectrum of collective excitations is
εk(r) =
√
ω2k(r)−∆2k(r) . (2.102)
The condition of condensate existence, or the requirement of the gapless spectrum, now takes
the local form
lim
k→0
εk(r) = 0 , εk(r) ≥ 0 . (2.103)
This gives
µ1(r) = U(r) + ρ(r)Φ0 +
1
V
∑
k 6=0
[nk(r)− σk(r)]Φk , (2.104)
which reduces equation (2.100) to
ωk(r) =
k2
2m
+ ρ0(r)Φk +
1
V
∑
p 6=0
[np(r)(Φk+p − Φp) + σp(r)Φp] . (2.105)
Then spectrum (2.102) is defined by the equation
ε2k(r) =
{
k2
2m
+
1
V
∑
p 6=0
[np(r)− σp(r)](Φk+p − Φp)
}
×
×
{
k2
2m
+ 2ρ0(r)Φk +
1
V
∑
p 6=0
[np(r) + σp(r)]Φk+p − [nk(r)− σp(r)]Φp
}
. (2.106)
In the central-peak approximation (2.82), the chemical potential (2.104) is
µ1(r) = U(r) + [ρ(r) + ρ1(r)− σ1(r)]Φ0 . (2.107)
Expression (2.105) transforms into
ωk(r) =
k2
2m
+ ρ(r)Φk − [ρ1(r)− σ1(r)]Φ0 . (2.108)
And equation (2.101) becomes
∆k(r) = [ρ0(r) + σ1(r)]Φk . (2.109)
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Then the local spectrum (2.106) is defined by the equation
ε2k(r) =
{
k2
2m
+ [ρ1(r)− σ1(r)](Φk − Φ0)
}
×
×
{
k2
2m
+ [ρ(r) + ρ0(r) + σ1(r)]Φk − [ρ1(r)− σ1(r)]Φ0
}
. (2.110)
Summation over momentum, as usual, can be replaced by integrals. So, the density of uncon-
densed particles (2.96) can be written as
ρ1(r) =
∫
nk(r)
dk
(2π)3
(2.111)
and the anomalous average (2.97) as
σ1(r) =
∫
σk(r)
dk
(2π)3
. (2.112)
The Fourier transform of the interaction potential is invariant with respect to the momentum
inversion, Φ−k = Φk. But the interactions can be anisotropic. So the long-wave behavior of Φk,
generally, looks like
Φk ≃ Φ0 + 1
2
Akk
2 (k → 0) , (2.113)
where Ak is caused by the anisotropy of the interactions and is not expandable in powers of k.
Then the long-wave limit of spectrum, given by (2.110), reads as
ε2k(r) ≃ c2k(r)k2 +
+ {1 + [ρ1(r)− σ1(r)]mAk} {1 + [ρ(r) + ρ0(r) + σ1(r)]mAk}
(
k2
2m
)2
, (2.114)
with the sound velocity defined by the equation
c2k(r) =
Φ0
m
[ρ0(r) + σ1(r)] {1 + [ρ1(r)− σ1(r)]Ak} . (2.115)
2.8 Grand potential
In the local-density approximation, the grand thermodynamic potential
Ω = −
∫
p(r) dr (2.116)
is the integral over the local pressure
p(r) = −EB(r)− T
∫
ln[1− exp{−βεk(r)}] dk
(2π)3
, (2.117)
where
EB(r) = − 1
2
Φ0
{
ρ2(r) + 2ρ0(r)[ρ1(r) + σ1(r)] + ρ
2
1(r) + σ
2
1(r)
}
+
17
+
1
2
∫
[εk(r)− ωk(r)] dk
(2π)3
. (2.118)
With the notation
EB =
∫
EB(r) dr , (2.119)
potential (2.116) takes the form
Ω = EB + T
∫
ln[1− exp{−βεk(r)}] dk
(2π)3
dr . (2.120)
The system internal energy is
E = 〈Hˆ〉 = 〈H〉+ µN . (2.121)
The average of the grand Hamiltonian reads as
〈H〉 = EB +
∫
εk(r)πk(r)
dk
(2π)3
dr , (2.122)
where
πk(r) = [exp{βεk(r)} − 1]−1 . (2.123)
The system chemical potential becomes
µ = µ0n0 +
1
N
∫
µ1(r)ρ1(r) dr . (2.124)
The fractions of condensed and uncondensed particles are
n0 =
1
N
∫
ρ0(r) dr , n1 =
1
N
∫
ρ1(r) dr , (2.125)
respectively.
2.9 Bogolubov approximation
At very low temperature and asymptotically weak interactions, almost all particles are Bose-
condensed. In that case, the contribution of uncondensed particles can be neglected, which means
that ρ1 and σ1 are negligibly small, as compared to the density of condensed particles ρ0 ∼ ρ.
Neglecting in spectrum (2.106) the terms containing np and σp yields the Bogolubov form of the
spectrum
εk(r) =
[
ρ(r)
Φ0
m
k2 +
(
k2
2m
)2]1/2
. (2.126)
The spectrum long-wave limit is described by the equation
ε2k(r) ≃ c2(r)k2 + [1 + 2ρ(r)mAk]
(
k2
2m
)2
, (2.127)
with the sound velocity
c(r) =
√
ρ(r)
Φ0
m
. (2.128)
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If the interaction potential is anisotropic, then, in the Bogolubov approximation, spectrum
(2.126) is also anisotropic. However the sound velocity (2.128) is isotropic.
Neglecting ρ1 and σ1 in the condensate-function equation (2.45) results in the vacuum coherent-
field equation (2.40). Hence, the latter can be interpreted as the Bogolubov approximation of the
condensate-function equation.
In the Thomas-Fermi approximation, where the kinetic energy is neglected, the condensate-
function equation (2.40) becomes[
U(r) +
∫
Φ(r− r′)ρ0(r′) dr′
]
η(r) = µ0η(r) .
For nonzero η, this reduces to the equality∫
Φ(r − r′)ρ0(r′) dr′ = µ0 − U(r) . (2.129)
The latter, together with the normalization∫
ρ0(r) dr = N0 , ρ0(r) ≡ |η(r)|2 ,
defines the condensate density and the chemical potential.
If the Thomas-Fermi approximation is not involved, then the chemical potential can be repre-
sented as
µ0 =
1
N
∫
η∗(r)
[
− ∇
2
2m
+ U(r)
]
η(r) dr+
∫
Φ(r − r′)ρ0(r)ρ0(r′) drdr′ . (2.130)
2.10 Stability conditions
As follows from equation (2.128), the sound velocity is defined, provided the interaction potential
is effectively repulsive, such that
Φ0 ≡
∫
Φ(r) dr > 0 . (2.131)
This requirement is valid for uniform systems and large traps with a slowly varying trapping
potential, when the local-density approximation is applicable. Generally, finite traps can confine
atoms with attractive interactions, if the number of atoms is limited by a critical number [3–5,30].
The interaction potential is to be integrable, so that∣∣∣∣
∫
Φ(r) dr
∣∣∣∣ <∞ . (2.132)
If the interaction potential of bare particles is not integrable, it is necessary to take account of
particle correlations and use an integrable pseudopotential [46].
The general condition of thermodynamic stability requires that the fluctuations of extensive
observable quantities be thermodynamically normal [7,17,18,29,30]. This implies that, if Aˆ is the
operator of an extensive observable, then its variance has to satisfy the condition
0 ≤ var(Aˆ)
N
<∞ , (2.133)
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in which
var(Aˆ) ≡ 〈Aˆ2〉 − 〈Aˆ〉2 .
For instance, particle fluctuations are to be thermodynamically normal,
0 ≤ var(Nˆ)
N
<∞ , (2.134)
where
Nˆ =
∫
ψˆ†(r)ψˆ(r) dr .
The variance of the number-of-particle operator, can be represented in the form
var(Nˆ) = N +
∫
ρ(r)ρ(r′)[g(r, r′)− 1] drdr′ , (2.135)
with the pair correlation function
g(r, r′) ≡ 〈ψˆ
†(r)ψˆ†(r′)ψˆ(r′)ψˆ(r)〉
ρ(r)ρ(r′)
, (2.136)
in which
ρ(r) = ρ0(r) + ρ1(r) .
In the HFB approximation, the Hamiltonian terms of fourth order with respect to the field
operators ψ1, are reduced to the terms of second order with respect to these operators. In that
sense, the HFB approximation can be called an approximation of second order. Therefore the
expressions of higher orders may be not well defined in this approximation and can be omitted.
Thus, omitting the terms of fourth order, with respect to ψ1, in the pair correlation function, we
obtain
var(Nˆ)
N
= 1 +
2
N
∫
ρ(r) lim
k→0
[nk(r) + σk(r)] dr . (2.137)
The details can be found in [17, 18, 30].
According to (2.102),
ω2k(r) = ∆
2
k(r) + ε
2
k(r) . (2.138)
We also know that in the long-wave limit k → 0 the spectrum is gapless, with εk → 0. Then for
small εk, such that
εk(r)≪ |∆k(r)| , (2.139)
equation (2.98) gives
nk(r) ≃ T∆k(r)
ε2k(r)
+
∆k(r)
12T
+
T
2∆k(r)
− 1
2
, (2.140)
while equation (2.99) yields
σk(r) ≃ − T∆k(r)
ε2k(r)
− ∆k(r)
12T
. (2.141)
From here, we find
lim
k→0
[nk(r) + σk(r)] =
1
2
[
T
∆(r)
− 1
]
, (2.142)
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where
∆(r) ≡ lim
k→0
∆k(r) = ρ0(r)Φ0 +
∫
σp(r)Φp
dp
(2π)3
. (2.143)
In the central-peak approximation (2.82), this simplifies to
∆(r) = [ρ0(r) + σ1(r)]Φ0 . (2.144)
In this way, we obtain
var(Nˆ)
N
=
T
N
∫
ρ(r)
∆(r)
dr . (2.145)
To be non-negative and finite, this expression requires that Φ0 be nonzero and positive. It is also
important to notice that the anomalous average cannot be omitted, otherwise the integral (2.137)
becomes divergent.
2.11 Superfluid density
Superfluidity is defined as dissipationless flow of a fluid. The fluid motion with velocity v can be
initiated by the velocity boost
Bv = e
imv·r . (2.146)
The field operator for a moving system is
ψˆv(r) = Bvψˆ(r) .
The momentum density operator for a moving system becomes
Pˆv(r) = ψˆ
†
v(r)pˆv(r)ψˆv(r) = Pˆ(r) +mvψˆ
†(r)ψˆ(r) ,
where
Pˆ(r) = ψˆ†(r)pˆ(r)ψˆ(r) , pˆ(r) ≡ −i∇ .
The momentum operator of the whole moving system is
Pˆv =
∫
ψˆ†v(r)pˆ(r)ψˆv(r) dr = Pˆ+mvNˆ ,
with
Pˆ =
∫
Pˆ(r) dr .
The system kinetic energy reads as
Kˆv =
∫
ψˆ†v(r)
pˆ2
2m
ψˆv(r) dr =
∫
ψˆ†(r)
(pˆ+mv)2
2m
ψˆ(r) dr .
The energy Hamiltonian becomes
Hˆv = Hˆ [ψˆv] = Hˆ +
∫
ψˆ†(r)
(
v · pˆ+ mv
2
2
)
ψˆ(r) dr .
Statistical averages of operators Aˆv are given by the formula
〈Aˆv〉v ≡ TrρˆvAˆv , ρˆv ≡ exp(−βHˆv)
Tr exp(−βHˆv)
.
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The superfluid fraction is defined as
ns ≡ lim
v→0
∂
∂v
· 〈Pˆv〉v
〈 ∂
∂v
· Pˆv〉v
. (2.147)
This leads to the expression
ns = 1− 2Q
Td
, (2.148)
where d is the space dimensionality and the dissipated heat is
Q ≡ var(Pˆ)
2mN
.
In equilibrium, when v = 0, one has
var(Pˆ) = 〈Pˆ2〉 (〈Pˆ〉 = 0) .
Similarly it is straightforward to characterize local superfluidity by the local quantity
ns(r) = lim
v→0
∂
∂v
· 〈Pˆv(r)〉v
〈 ∂
∂v
· Pˆv(r)〉v
(2.149)
defining the local superfluid density
ρs(r) = ns(r)ρ(r) .
Then the latter takes the form
ρs(r) = ρ(r)− 2Q(r)
Td
, (2.150)
with the dissipated heat density
Q(r) =
1
2m
cov(Pˆ(r), Pˆ) ,
in which
cov(Aˆ, Bˆ) ≡ 1
2
〈AˆBˆ + BˆAˆ〉 − 〈Aˆ〉〈Bˆ〉 .
In three-dimensional space, employing the HFB and local-density approximations, we have
Q(r) =
∫
k2
2m
[
nk(r) + n
2
k(r)− σ2k(r)
] k
(2π)3
.
Using the equality
nk(r) + n
2
k(r)− σ2k(r) =
1
4 sinh2[βεk(r)/2]
,
this can be rewritten as
Q(r) =
1
8m
∫
k2
sinh2[βεk(r)/2]
k
(2π)3
.
The local quantities are connected to the global ones by the relations
ns =
1
N
∫
ρs(r) dr , Q =
1
N
∫
Q(r) dr .
It is worth stressing that the expressions for the superfluid fraction (2.147) and superfluid
density (2.150) are valid for any direction of the boost velocity and for any system, isotropic or
anisotropic. In all the cases, these quantities, as is evident, are scalars.
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2.12 Optical lattices
Optical lattices are formed by interfering laser beams creating standing waves [11,13,14,17] or by
magnetic fields [47]. A lattice, with the lattice vector
a =
{
aα =
λα
2
: α = 1, 2, . . . , d
}
,
where d is space dimensionality, can be created by the laser wave vector
k0 =
{
kα0 =
2π
λα
=
π
aα
}
.
The typical lattice potential has the form
VL(r) =
d∑
α=1
Vα sin
2(kα0 rα) . (2.151)
The effective lattice depth is characterized by the parameter
V0 ≡ 1
d
d∑
α=1
Vα . (2.152)
Depending on the balance between the lattice depth and the recoil energy
ER ≡ k
2
0
2m
(
k20 ≡ |k0|2
)
, (2.153)
atoms can be either localized in the vicinity of a lattice site or delocalized, moving through the
whole system. The single-atom Hamiltonian is
Hˆ(r) = − ∇
2
2m
+ VL(r) + U(r) , (2.154)
where U(r) is an additional, say trapping, potential superimposed on the lattice potential.
The field operators can be expanded over Wannier functions that can be chosen to be real and
well localized [48],
ψˆ(r) =
∑
nj
cˆnjwn(r− aj) , (2.155)
where n is the band index and j enumerates lattice sites. Using this expansion in the system
Hamiltonian, we meet the following matrix elements: the local field at the j-th lattice site
hmnj ≡
∫
w∗m(r− aj)Hˆ(r)wn(r− aj) dr , (2.156)
the tunneling matrix
Jmnij ≡ −
∫
w∗m(r− ai)Hˆ(r)wn(r− aj) dr , (2.157)
with i 6= j, and the interaction matrix
Un1n2n3n4j1j2j3j4 ≡
∫
w∗n1(r− aj1)w∗n2(r′ − aj2)Φ(r − r′)wn3(r′ − aj3)wn4(r− aj4) drdr′ . (2.158)
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Then the energy Hamiltonian takes the form
Hˆ = −
∑
i 6=j
∑
mn
Jmnij cˆ
†
micˆnj +
∑
j
∑
mn
hmnj cˆ
†
mj cˆnj +
+
1
2
∑
{j}
∑
{n}
Un1n2n3n4j1j2j3j4 cˆ
†
n1j1
cˆ†n2j2 cˆn3j3 cˆn4j4 . (2.159)
One usually considers the single-band approximation, keeping in mind the lowest band and
omitting the band index, which is equivalent to the use of the expansion
ψˆ(r) =
∑
j
cˆjw(r− aj) ,
instead of expansion (2.155). The single-site interaction energy is denoted as Uj ≡ Ujjjj. And
the two-site interaction potential, including both the direct as well as exchange interactions, is
written as
Uij ≡ Uijji + Uijij .
Then Hamiltonian (2.159) simplifies to the extended Hubbard model
Hˆ = −
∑
i 6=j
Jij cˆ
†
i cˆj +
∑
j
hj cˆ
†
j cˆj +
1
2
∑
j
Uj cˆ
†
j cˆ
†
j cˆj cˆj +
1
2
∑
i 6=j
Uij cˆ
†
i cˆ
†
j cˆj cˆi . (2.160)
One often considers the tunneling only between the nearest neighbors. In the case of an ideal
lattice, the values hj and Uj do not depend on the lattice index.
Note that, instead of expanding the field operators over Wannier functions, one could expand
them over Bloch functions, thus deriving a different representation for the system Hamiltonian
[17, 49]. But the Hubbard form is more convenient for treating localized particles.
2.13 Condensate in lattice
Let the lattice, loaded with N atoms, have NL lattice sites, so that the filling factor be
ν ≡ N
NL
. (2.161)
Accomplishing the Bogolubov shift ψˆ = η+ψ1 and comparing it with the expansion over Wannier
functions (2.155), we get the Wannier expansion for the condensate function
η(r) =
√
N0
NL
∑
j
w0(r− aj) (2.162)
and for the field operator of uncondensed atoms
ψ1(r) =
∑
nj
cnjwn(r− aj) . (2.163)
The Wannier function w0 is assumed to pertain to the lowest band. In this way,
cˆnj =
√
N0
NL
δn0 + cnj . (2.164)
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The condition of orthogonality of η and ψ1 yields the equation∑
j
c0j = 0 , (2.165)
which gives ∑
j
cˆ0j =
√
N0NL . (2.166)
And condition (2.5) implies
〈cnj〉 = 0 , (2.167)
which results in the order parameter
〈cˆnj〉 =
√
N0
NL
δn0 . (2.168)
In the single-band approximation, instead of (2.164), we have
cˆj =
√
νn0 + cj ,
(
n0 ≡ N0
N
)
. (2.169)
The site operators have to satisfy the conditions
1
NL
∑
j
cˆj =
√
νn0 ,
∑
j
cj = 0 ,
〈cˆj〉 = √νn0 , 〈cj〉 = 0 . (2.170)
2.14 Lattice Hamiltonian
Substituting into the grand Hamiltonian the expansion of field operators (2.155), we shall limit
ourselves by the single-band approximation. The symmetry Uij = Uji and Jij = Jji will be used,
which is evident for real Wannier functions.
Using the Wannier representation for the number-of-particle operators gives
N0 = νn0NL , Nˆ1 =
∑
j
c†jcj . (2.171)
Operator (2.10), removing the linear in ψ1 terms, reads as
Λˆ =
∑
j
(
λjc
†
j + λ
∗
jcj
)
, (2.172)
with
λj ≡
∫
λ(r)w∗(r− aj) dr .
The grand Hamiltonian (2.15) is the sum
H = H(0) +H(2) +H(3) +H(4) , (2.173)
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similar to (2.21), where the terms are distinguished by the order with respect to the operators cj.
The term, containing no such operators, is
H(0) = νn0
(∑
j
hj −
∑
i 6=j
Jij
)
− µ0N0 + (νn0)
2
2
(∑
j
Uj +
∑
i 6=j
Uij
)
. (2.174)
The first-order term is canceled by setting
λj =
√
νn0

∑
j
hj −
∑
i(6=j)
Jij

+ (νn0)3/2

∑
j
Uj +
∑
i(6=j)
Uij

 ,
which gives H(1) = 0. The second-order term is
H(2) = −
∑
i 6=j
Jijc
†
icj +
∑
j
(hj − µ1)c†jcj +
νn0
2
∑
j
Uj
(
4c†jcj + c
†
jc
†
j + cjcj
)
+
+
νn0
2
∑
i 6=j
Uij
(
2c†icj + 2c
†
jc
†
j + c
†
ic
†
j + cjci
)
. (2.175)
The third-order term reads as
H(3) =
√
νn0
∑
j
Uj
(
c†jc
†
jcj + c
†
jcjcj
)
+
√
νn0
∑
i 6=j
Uij
(
c†ic
†
jcj + c
†
jcjci
)
. (2.176)
And the fourth-order term becomes
H(4) =
1
2
∑
j
Ujc
†
jc
†
jcjcj +
1
2
∑
i 6=j
Uijc
†
ic
†
jcjci . (2.177)
For an ideal lattice, it is convenient to resort to the Fourier transform
cj =
1√
NL
∑
k
ake
ik·aj , ak =
1√
NL
∑
j
cje
−ik·aj .
In view of conditions (2.170), one has
a0 =
1√
NL
∑
j
cj = 0 . (2.178)
The evolution equations for the operators cj are
i
∂cj
∂t
= [cj , H ] =
δH
δc†j
, i
∂c†j
∂t
= [c†j , H ] = −
δH
δcj
,
i
∂
∂t
(
c†icj
)
= c†i
δH
δc†j
− δH
δcj
cj .
From the latter equation, in equilibrium, when
∂
∂t
〈c†icj〉 = 0 ,
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we have the relations
〈c†icj〉 = 〈c†jci〉 = 〈c†icj〉∗ ,
〈cicj〉 = 〈c†jc†i〉 = 〈cicj〉∗ ,
〈c†icicj〉 = 〈c†jc†ici〉 = 〈c†icicj〉∗ ,
where the operators cj are taken at the same moment of time. These relations mean that in
equilibrium the corresponding correlation functions are real.
In equilibrium, we also have 〈
δH
δn0
〉
= 0 . (2.179)
This leads to the expression for the condensate chemical potential
µ0 =
1
NL
(∑
j
hj −
∑
i 6=j
Jij
)
+
νn0
NL
(∑
j
Uj +
∑
i 6=j
Uij
)
+
+
1
NL
∑
j
Uj〈2c†jcj + c†jc†j〉+
1
NL
∑
i 6=j
Uij〈c†icj + c†jcj + c†ic†j〉+
+
1√
νn0 NL
∑
j
Uj〈c†jc†jcj〉+
1√
νn0 NL
∑
i 6=j
Uij〈c†ic†jcj〉 . (2.180)
2.15 Rotating systems
The study of superfluid systems often requires to consider system rotation. Then one can treat
the system either in the laboratory frame at rest or in the rotating frame, where the system
is immovable. It is usually convenient to treat the system in the rotating frame involving the
transformation from the laboratory frame to the noninertial rotating frame [50–52].
Let the spatial variable in the laboratory frame at rest be r = {x, y, z} = {rα}. The system is
assumed to rotate counter-clockwise around the axis ez. In the rotating frame, where the system
is immovable, the spatial variable is denoted by x = {x1, x2, x3} = {xα}, with α = 1, 2, 3. And let
the rotation angle between the axes x and x1 be denoted by ϕ = ϕ(t). The transformation from
the frame at rest to the rotating frame is realized by the transformation matrix
R(ϕ) =

 cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1

 , (2.181)
so that 
 x1x2
x3

 = R(ϕ)

 xy
z

 ,
or explicitly
x1 = x cosϕ− y sinϕ , x2 = x sinϕ+ y cosϕ , x3 = z .
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The inverse rotation matrix is
R−1(ϕ) = R(−ϕ) =

 cosϕ sinϕ 0− sinϕ cosϕ 0
0 0 1

 , (2.182)
giving 
 xy
z

 = R−1(ϕ)

 x1x2
x3

 ,
or explicitly
x = x1 cosϕ+ x2 sinϕ , y = −x1 sinϕ+ x2 cosϕ , z = x3 .
Let the orthonormal right-handed triad in the laboratory frame be denoted as eα and the
orthonormal right-handed triad rotating with angular velocity Ω = Ω(t) be eα(t), with the initial
condition eα(0) = eα. The angular velocity is connected with the rotation angle by the integral
ϕ(t) =
∫ t
0
Ω(t′) dt′ . (2.183)
The rotating triad satisfies the equation
d
dt
eα(t) = Ω× eα(t) , (2.184)
with Ω = Ωez . Any spatial vector r can be represented either in the laboratory frame or in the
rotating frame, respectively, as
r =
∑
α
rαeα =
∑
α
xαeα(t) .
The variables in the rotating frame, spatial xα and temporal τ , are connected with the variables
of the laboratory frame rα and t by the equations
xα = r · eα(t) , τ = t . (2.185)
The interaction energy does not depend on whether the system rotates or not. Therefore it is
illustrative to consider, first, the single-particle picture in terms of the Schro¨dinger equation. The
wave function Ψ in the rotating frame is connected with the wave function ψ in the laboratory
frame by the relation
Ψ(x, τ) = ψ
(∑
α
xαeα(τ), τ
)
. (2.186)
In the laboratory frame, the single-particle Schro¨dinger equation
i
∂
∂t
ψ(r, t) = Hˆ(r, t)ψ(r, t) (2.187)
contains the Hamiltonian
Hˆ(r, t) =
pˆ2
2m
+ U(r, t)
(
pˆ ≡ −i ∂
∂r
)
. (2.188)
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Differentiating the wave function Ψ, we employ the relations between the spatial derivatives
∂
∂r
=
∑
α
eα(τ)
∂
∂xα
,
∑
α
∂2
∂r2α
=
∑
α
∂2
∂x2α
,
and the temporal derivatives
∂
∂t
=
∂τ
∂t
∂
∂τ
+
∂x
∂t
· ∂
∂x
,
∂τ
∂t
= 1 ,
∂x
∂t
· ∂
∂x
= −iΩ · Lˆ(x) ,
with the angular momentum operator in the rotating frame
Lˆ(x) ≡ x× pˆ′
(
pˆ′ ≡ −i ∂
∂x
)
.
Therefore we obtain
∂
∂t
=
∂
∂τ
− iΩ · Lˆ(x) .
Then the Schro¨dinger equation in the rotating frame reads as
i
∂
∂τ
Ψ(x, τ) = Hˆeff(x, τ)Ψ(x, τ) , (2.189)
with the effective Hamiltonian
Hˆeff(x, τ) = Hˆ(x, τ)−Ω · Lˆ(x) , (2.190)
in which
Hˆ(x, τ) = − 1
2m
∑
α
∂2
∂x2α
+ U(x, τ) (2.191)
and x =
∑
α xαeα(t). Thus the effective Hamiltonian acquires a Coriolis term.
The above consideration can be summarized by involving the unitary transformation
Uˆ = Tˆ exp
{
−i
∫ τ
0
Ω(t′) · Lˆ(x) dt′
}
, (2.192)
where Tˆ denotes time ordering, which transforms the wave function in the laboratory frame into
the wave function in the rotating frame
Ψ(x, τ) = Uˆ+ψ(r, τ) . (2.193)
Then, substituting ψ = UˆΨ into equation (2.187) gives equation (2.189), with the effective Hamil-
tonian
Hˆeff = Uˆ
+HˆUˆ − iUˆ+ ∂Uˆ
∂t
. (2.194)
Since
Uˆ+Hˆ(r, t)Uˆ = Hˆ(x, τ) (2.195)
and
− iUˆ+∂Uˆ
∂t
= −Ω · Lˆ(x) , (2.196)
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the effective Hamiltonian takes the same form as in (2.190).
These considerations are straightforwardly generalized to a many-particle system with the
Hamiltonian in the laboratory frame
Hˆ =
∫
ψˆ†(r)Hˆ(r, t)ψˆ(r) dr+
1
2
∫
ψˆ†(r)ψˆ†(r′)Φ(r− r′)ψˆ(r′)ψˆ(r) drdr′ . (2.197)
In the rotating frame, we obtain
HˆΩ = Hˆ −Ω · Lˆ , (2.198)
with the angular momentum operator
Lˆ =
∫
ψˆ†(r)Lˆ(r)ψˆ(r) dr , (2.199)
where Lˆ(r) = r× pˆ.
Note that in the integrals entering (2.198) and (2.199), the variable of integration x is replaced
by r.
When the rotation axis is ez, then the angular momentum Lˆ(r) reduces to
Lˆz(r) = −i ∂
∂ϕ
(Ω = Ωez) , (2.200)
where ϕ is the angle in the cylindrical system of coordinates.
3 Dipolar interaction potentials
3.1 Scattering lengths
An important class of nonlocal interactions includes dipolar interactions. Dipolar interactions
arise between atoms or molecules possessing electric, d0, or magnetic, µ0, dipoles. Similarly to
local atomic interactions that are described by a scattering length as, the strength of dipolar
interactions can be characterized by an effective dipolar scattering length, or just dipolar length
aD ≡


md20/~
2, electric dipoles
mµ20/~
2, magnetic dipoles
.
The value of electric dipoles is measured in Debye units D,
1D = 10−18
erg
G
(
1G2 = 1
erg
cm3
)
,
while that of magnetic dipoles, in Bohr magnetons µB,
µB = 0.927401× 10−20erg/G .
So that the relation holds:
1D = 107.8282µB .
The scattering length of local interactions, generally, depends on the value of the dipoles of
scattered particles, as = as(d0). Scattering lengths are often expressed in units of the Bohr radius
aB = 0.529177× 10−8 cm.
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For example, an atom of 87Rb, with mass m = 1.443 × 10−22 g, has the magnetic moment
µ0 = 0.5µB and the dipolar length
aD = 2.79× 10−9cm = 0.527aB .
An atom of 52Cr, with m = 0.863 × 10−22 g, possesses the magnetic moment µ0 = 6µB and the
dipolar length
aD = 2.4× 10−7cm = 45.4aB .
An atom of 168Er, with m = 2.777× 10−22 g, has the magnetic moment µ0 = 7µB and the dipolar
length
aD = 1.052× 10−6cm = 199aB .
An atom of 164Dy, with m = 2.698× 10−22 g, possesses the magnetic moment µ0 = 10µB and the
dipolar length
aD = 2.087× 10−6cm = 395aB .
Polar molecules and Rydberg atoms can have electric dipole moments d0 ∼ (0.1− 10) D and the
dipolar lengths aD ∼ (10−4 − 10−2) cm. More details can be found in reviews [20–25].
There also exist hyperfine dipolar interactions between electrons of an atom and protons of a
nucleus, which is modeled by a local form. The effective scattering length of such local hyperfine
interactions is
aH =
mµnµe
~2
,
where µn = 1.411 × 10−23 erg/G is the proton magnetic moment and µe = 0.928 × 10−20 erg/G
is the electron magnetic moment. Thus for 87Rb, one has aH = 1.699× 10−11 cm, which is much
smaller than aD = 2.79× 10−9 cm.
3.2 Interaction potentials
Generally, interactions between atoms, or molecules, contain several terms. There exists the local,
or contact, interaction
Φloc(r) = 4π~
2 as
m
δ(r) , (3.1)
described by the scattering length as that, strictly speaking, also depends on the dipole moment.
There is the hyperfine contact interaction
A(r) = − 8π
3
~µn · ~µeδ(r) , (3.2)
in which
~µn = ~γnI , ~µe = −~γeS ,
are the proton and electron magnetic moments, γn and γe are the proton and electron giromagnetic
ratios, and I and S are the proton and electron spins, respectively. So that the hyperfine interaction
can be written as
A(r) =
8π
3
~
2γnγe I · S δ(r) .
The hyperfine interactions are rather small. Thus
8π
3
|~µn||~µe| = 1.097× 10−42 erg cm3 .
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This should be compared with the factor 4π~2as/m in the interaction potential (3.1). For instance,
the scattering length of 87Rb is as = 103aB = 0.545× 10−6 cm, which gives
4π~2
as
m
= 0.883× 10−37 erg cm3 .
Similarly, one can consider electric hyperfine interactions [53].
In what follows, all contact interactions are assumed to be combined and characterized by an
effective scattering length as, in general, depending on dipole moments.
One often needs to use Fourier transforms of interaction potentials. Thus for the local inter-
action potential, one has
Φlock ≡
∫
Φloc(r)e
−ik·r dr , (3.3)
which gives
Φlock = 4π~
2 as
m
. (3.4)
Note that the sufficient condition for the existence of the Fourier transform of a potential Φ(r),
being a function of bounded variation, is its absolute integrability,∫
|Φ(r)| dr <∞ , (3.5)
which is called the Dirichlet theorem [54].
The dipole-dipole interaction between two dipoles is given by the potential
D(r) =
1
r3
[(d1 · d2)− 3(d1 · n)(d2 · n)] , (3.6)
in which
r ≡ r1 − r2 , n ≡ r
r
, r ≡ |r| .
For concreteness, we write here electric dipoles d, keeping in mind that the same formulas are
valid for magnetic dipoles ~µ. If all dipoles are polarized in one direction ed and have the same
absolute dipole moment, so that
di = d0ed (d0 ≡ |di|) ,
then the interaction potential becomes
D(r) =
d20
r3
(
1− 3 cos2 ϑ) (cos ϑ ≡ r · ed
r
)
. (3.7)
The Fourier transform of potential (3.6),
Dk ≡
∫
D(r)e−ik·r dr , (3.8)
reads as
Dk =
4π
3
[
3(d1 · k)(d2 · k)
k2
− (d1 · d2)
]
, (3.9)
with k ≡ |k|. And the Fourier transform of potential (3.7) for polarized dipoles is
Dk =
4π
3
d20
(
3 cos2 ϑk − 1
) (
cosϑk ≡ k · ed
k
)
. (3.10)
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However, Fourier transforms (3.9) and (3.10), as is seen, are not defined for k → 0 as well as for
k →∞. This happens because the dipole-dipole interaction potential is not absolutely integrable,
that is, does not satisfy the Dirichlet theorem and condition (3.5). Really, in three dimensions,∫
|D(r)| dr ∼ d20 lim
R→∞
lim
b→0
ln
R
b
→∞ .
While in one and two dimensions,∫
|D(r)| dr ∼ d20 lim
b→0
bd−3 →∞ (d = 1, 2) .
This means that the Fourier transform for the dipole-dipole interaction potential is not well defined.
3.3 Regularized potential
In order to have a well defined Fourier transform, the dipole-dipole interaction potential needs to
be regularized. In dimensions one and two, it is sufficient to regularize the potential only at short
distance. But in three dimensions, it is necessary to regularize it both at short and at long-range
distance.
The physical origin of such a regularization is quite clear. The dipole-dipole interaction po-
tential (3.6) is written for point-like particles, while real atoms and molecules have finite sizes.
Hence form (3.6) is meaningful only for r larger than a short distance b of the order of the size of
the interacting particles. And at long-range distance, there exists particle screening attenuating
the bare interaction. Therefore the regularized dipolar potential can be written as [44]
D(r, b,κ) = Θ(r − b)D(r)e−κr , (3.11)
where Θ(r) is the unit-step function and the screening parameter κ defines the screening radius
rs = 1/κ.
The dipolar potential (3.11) is absolutely integrable, hence enjoys a well defined Fourier trans-
form
Dk(b,κ) ≡
∫
D(r, b,κ)e−ik·r dr . (3.12)
Keeping in mind the case of polarized dipoles in three dimensions, we have
Dk(b,κ) = DkIk(b,κ) , (3.13)
where Dk is given by (3.10) and
Ik(b,κ) = 9kb
∫ ∞
1
[
sin(kbx)
(kbx)4
− cos(kbx)
(kbx)3
− sin(kbx)
3(kbx)2
]
e−κbx dx . (3.14)
We may notice that integral (3.14), actually, depends on two parameters,
q ≡ kb , ζ ≡ κb = b
rs
. (3.15)
So that it can be rewritten as
Ik(b,κ) = J(q, ζ) (3.16)
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through the integral
J(q, ζ) = 9q
∫ ∞
1
[
sin(qx)
(qx)4
− cos(qx)
(qx)3
− sin(qx)
3(qx)2
]
e−ζx dx . (3.17)
At small q, we have
J(q, ζ) ≃ (1 + ζ)e
−ζ
5ζ2
q2 (q → 0) , (3.18)
which yields
Dk(b,κ) ≃ Dk (1 + κb)e
−κb
5κ2
k2 (k → 0) . (3.19)
Therefore the short-wave limit is well defined:
D0(b,κ) ≡ lim
k→0
Dk(b,κ) = 0 . (3.20)
In the opposite limit, we find
J(q, ζ) ≃ −3e−ζ cos q
q2
(q →∞) , (3.21)
which gives
Dk(b,κ) ≃ −3Dke−κb cos(kb)
(kb)2
(k →∞) (3.22)
going to zero as k →∞.
In the general case, the interaction potential is the sum of the contact interaction term and
the dipolar term,
Φ(r) = 4π~2
as
m
δ(r) +D(r, b,κ) . (3.23)
Then its Fourier transform writes as
Φk = 4π~
2 as
m
+Dk(b,κ) . (3.24)
And the long-wave limit of the Fourier transform is
Φ0 ≡ lim
k→0
Φk = 4π~
2 as
m
. (3.25)
It is worth stressing that the use of an effective regularized potential is well justified and allows
for the construction of a uniquely defined perturbation theory [46].
3.4 Excitation spectrum
For compactness, in this and following sections, we use the system of units with the Boltzmann
constant kB and Planck constant ~ set to unity.
The Fourier transform of the interaction potential (3.23) can be written in the form
Φk = Φ0 + fk , (3.26)
with the notation
fk ≡ Dk(b,κ) = DkIk(b,κ) = DkJ(q, ζ) . (3.27)
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The spectrum of collective excitations can be found by using the formulas of the previous Sec.
2. Taking into account that fk → 0 as k → 0, from (2.110) we find
ε2k =
[
k2
2m
+ (ρ1 − σ1)fk
] [
k2
2m
+ 2(ρ0 + σ1)Φ0 + (2ρ0 + ρ1 + σ1)fk
]
. (3.28)
In the local-density approximation, the quantities ρ0, ρ1, and σ1 are functions of r. The long-wave
limit, in view of the asymptotic form
fk ≃ 1 + κb
5κ2eκb
Dkk
2 (k → 0) ,
results in the phonon spectrum
εk ≃ ckk (k → 0) , (3.29)
with the anisotropic sound velocity given by the equation
c2k = (ρ0 + σ1)
Φ0
m
[
1 + (ρ1 − σ1) 2m(1 + κb)
5κ2eκb
Dk
]
. (3.30)
3.5 Bogolubov approximation
The Bogolubov approximation is applicable for low temperatures and very weak interactions,
when it is admissible to neglect both ρ1 and σ1, as compared to ρ0 ∼ ρ. Recall that omitting
σ1 but keeping ρ1 would be principally wrong, since these quantities are of the same order of
magnitude [17, 18, 30, 34, 55].
In the Bogolubov approximation, spectrum (3.28) reduces to
εk =
√
ρ
m
(Φ0 + fk)k2 +
(
k2
2m
)2
. (3.31)
The spectrum is anisotropic because of the presence of the dipolar part fk. In the long-wave limit,
the spectrum is phononic,
εk ≃ cBk (k → 0) , (3.32)
with the isotropic sound velocity
cB ≡
√
ρ
m
Φ0 =
√
4πρas
m
. (3.33)
Note that there is no the so-called phonon instability in the long-wave limit, which would arise if
the screening would be neglected.
The balance between the dipolar interactions, with the effective strength 4πd20/3, and the local
interaction, characterized by Φ0, is measured by the parameter
εD ≡ 4πd
2
0
3Φ0
=
aD
3as
(aD ≡ md20) . (3.34)
Then, keeping in mind polarized dipoles, for spectrum (3.31) we get
ε2k = c
2
B
[
1 + εD
(
3 cos2 ϑk − 1
)
J(q, ζ)
]
k2 +
(
k2
2m
)2
, (3.35)
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where q = kb and ζ = κb.
The spectrum can be represented in a dimensionless form by employing the healing length ξ
that is defined by the equality of the effective sound-wave energy mc2, where c is sound velocity,
with the effective kinetic energy 1/2mξ2, which, in the Bogolubov approximation, gives
ξ ≡ 1√
2 mcB
=
1√
8πρas
. (3.36)
Let us introduce the dimensionless momentum
p ≡ kξ (3.37)
and the dimensionless spectrum
ε(p) ≡ ξ
cB
εk . (3.38)
Also, for short, let us use the notation
Jp ≡ J(q, ζ)
(
q =
b
ξ
p
)
(3.39)
defining the dipolar part of the interaction
fk = DkJp (p = kξ) .
Then the dimensionless form of spectrum in (3.35) writes as
ε(p) = p
√
1 + εD(3 cos2 ϑp − 1)Jp + 1
2
p2 , (3.40)
where
cosϑp ≡ p · ed
p
(p ≡ ξk) .
It is important to emphasize that in the long-wave limit we have
lim
p→0
Jp = lim
q→0
J(q, ζ) = lim
k→0
Ik(b,κ) = 0 ,
provided the screening effect is taken into account, so that κ 6= 0. But if the screening would be
neglected, we would have
J(q, 0) = lim
ζ→0
J(q, ζ) =
3
q3
(sin q − q cos q) ,
which leads to
lim
q→0
J(q, 0) = 1 .
However then the Fourier transform (3.24) is not defined for k → 0. Moreover, as follows from Sec.
2, thermodynamic quantities, containing Φ0, such as the chemical potential, grand potential, and
so on, would not be defined as scalars [44]. Therefore taking account of screening is compulsory
for having well defined thermodynamic characteristics. So, generally, we have to deal with the
integral
Jp = 9p
∫ ∞
δ
[
sin(pz)
(pz)4
− cos(pz)
(pz)3
− sin(pz)
3(pz)2
]
e−κξz dz ,
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in which
δ ≡ b
ξ
.
The short-range cutoff b can be treated to be of the order of the scattering length as that
depends on the dipolar interactions [56, 57]. If the screening length is close to the healing length,
then κξ = ξ/rs ≈ 1.
The integral Jp, for κξ = 1 can be written in the form
Jp = −3π 1 + p
2
2p3
+ 3i
1 + p2
4p3
{Ei[(−1 − ip)δ]− Ei[(−1 + ip)δ]}+
+
3e−δ
2p3δ3
[(
2− δ + δ2) sin(pδ)− p(2− δ)δ cos(pδ)] ,
where Ei[·] is the exponential integral function [44]. The behavior of the integral Jp as a function
of p, for δ = 0.1 and κ = 1/ξ, is shown in Fig. 1.
0 50 100 150 200 250
−0.1
0
0.2
0.4
0.6
0.8
p
Jp(p)
Figure 1: Behaviour of the integral Jp as a function of the dimensionless momentum p for δ = 0.1.
3.6 Roton instability
Spectrum (3.40) is anisotropic, depending on the direction of momentum with respect to the dipole
polarization. When the momentum is parallel to the dipole polarization, which is denoted as
ε||(p) = ε(p) (ϑp = 0) , (3.41)
we have
ε||(p) = p
√
1 + 2εDJp +
1
2
p2 . (3.42)
While when the momentum is orthogonal to the dipole polarization, which is denoted as
ε⊥(p) = ε(p)
(
ϑp =
π
2
)
, (3.43)
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we get
ε⊥(p) = p
√
1− εDJp + 1
2
p2 . (3.44)
In any case, in the long-wave limit kξ ≪ 1, the spectrum is acoustic, being proportional to p.
And in the short-wave limit kξ ≫ 1, it is of single-particle type p2/2m. But at an intermediate
momentum, spectrum (3.44) can have a roton minimum. Roton instability develops when the
roton minimum touches zero at some critical momentum pc, where ε⊥(pc) = 0. This defines the
critical momentum by the equation
p2 − 2εDJp + 2 = 0 (p = pc) . (3.45)
A real-valued solution to this equation exists when εD is of order of unity or larger. If εD ≪ 1,
the roton minimum does not touch zero and there is no roton instability.
The change of spectrum (3.44) under increasing εD is illustrated in Fig. 2, where there is no
roton minimum, Fig. 3, where there is roton minimum, and Fig. 4, where the spectrum touches
zero, thus corresponding to the appearing roton instability. Varying the value δ between 0.001
and 0.1 does not influence much the behavior of the spectrum.
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Figure 2: Spectrum ε⊥(p) as a function of the dimensionless momentum p for δ = 0.1 and εD = 7.
Bose-Einstein condensates have been realized for 52Cr with µ0 = 6µB, [58, 59],
164Dy with
µ0 = 10µB [60, 61], and for
168Er with µ0 = 7µB [62]. The spectrum of collective excitations for
52Cr is studied in [63] showing the spectrum anisotropy. No roton minimum was observed for
52Cr. This is because the dipole interactions for 52Cr are not strong enough. Really, in this case
the scattering length is as = 103aB = 0.545 × 10−6 cm, the dipolar length is aD = 2.4 × 10−7
cm, the peak density is ρ ≈ 3 × 1014 cm−3, which corresponds to the mean interatomic distance
a ≈ ρ−1/3 ≈ 1.5×10−5 cm, the healing length is ξ ≈ 1.56×10−5 cm. Then aD/3as = 0.147, which
is much smaller than one.
Theoretically, the possibility of the roton minimum in the spectrum of trapped Bose gases,
interacting through dipolar forces, have been considered for quasi-one-dimensional [64–67] and
quasi-two-dimensional [68–70] cases. The instability develops for sufficiently strong dipolar forces
[71–74], which depends on the trap shape, and can be connected with the roton instability [75].
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Figure 3: Spectrum ε⊥(p) as a function of the dimensionless momentum p for δ = 0.1 and εD = 8.5.
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Figure 4: Spectrum ε⊥(p) as a function of the dimensionless momentum p for δ = 0.1 and
εD = 8.63845.
The origin of the roton minimum is due to the attractive part of the dipolar interactions leading
to the appearance of the negative term in spectrum (3.44).
The Bogolubov approximation is applicable for temperature close to zero. At finite tempera-
ture, one should consider spectrum (3.28) taking into account the density of uncondensed particles
ρ1 and the anomalous average σ1. It is not allowed to neglect σ1, while retaining ρ1 since these
quantities are of the same order of magnitude [17, 18, 30, 34, 55, 76]. Moreover, it is only taking
into account the anomalous average σ1 makes it possible to correctly describe the Bose-Einstein
condensation as a second-order phase transition [77] and to achieve for the ground state energy
and condensate density [78] good numerical agreement with Monte Carlo data [79].
Let us emphasize that, in the Bogolubov approximation, the spectrum of collective excitations
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(3.31), or (3.35), is anisotropic, while the sound velocity (3.33) is isotropic. This is because
taking account of the screening makes zero the long-wave limit of Jp → 0 as p → 0. Not taking
account of the screening is equivalent to setting unity instead of Jp. In that case, the Bogolubov
sound velocity would become anisotropic, but simultaneously thermodynamic potential and other
thermodynamic quantities that have to be scalars, would become explicitly dependent on the
angle ϑk, thus loosing their scalar form, which would be senseless [44]. However, in the HFB
approximation, the sound velocity (3.30) is anisotropic, which requires to consider the density of
uncondensed particles ρ1 and the anomalous average σ1.
3.7 Dipolar instability
Sufficiently strong dipolar interactions can lead to the instability of a Bose-condensed system
[71–74, 80]. Roton instability, arising at finite momenta of excitations, is one of the possibilities.
It may also happen instability, occurring at the zero momentum. As and example, let us consider
the ultimate situation when the scattering length as goes to zero. Varying the scattering length
can be done by employing the Feshbach resonance [81] that is well studied for 52Cr [82]. Effective
dipole-dipole interactions can be modified by using rotating external fields [83].
In the case of a homogeneous system or for a large trap in the local-density approximation, the
spectrum of collective excitations is given by equation (3.28). If as = 0, then we get the equation
ε2k =
[
k2
2m
+ (ρ1 − σ1)fk
] [
k2
2m
+ (2ρ0 + ρ1 + σ1)fk
]
. (3.46)
In the local-density approximation, the quantities ρ1, σ1, and ρ0 are functions of r. In the long-
wave limit, the spectrum becomes of a single-particle type
εk ≃ k
2
2mk
(k → 0) , (3.47)
with the effective mass
mk ≡ m{[1 + 2m(ρ1 − σ1)ADk][1 + 2m(2ρ0 + ρ1 − σ1)ADk]}1/2 , (3.48)
where
A ≡ 1 + κb
5κ2eκb
. (3.49)
In the Bogolubov approximation, the effective mass reduces to
mk =
m√
1 + 4mρADk
. (3.50)
The mass and also the spectrum become negative for ϑk = π/2, when
ρaD
κ2
>
15eκb
16π(1 + κb)
. (3.51)
If κ ∼ 1/ξ and κb≪ 1, then the above inequality reads as ρaDξ2 > 15/(16π). With the expression
(3.36) for the healing length, we have aD/as > 7.5.
Moreover, even for a positive mk, such a quadratic spectrum does not satisfy the Landau
criterion, hence cannot support superfluidity. Recall also that Bose-Einstein condensation is nec-
essarily accompanied by global gauge symmetry breaking [1, 12, 17, 18, 30]. And the collective
40
excitations in a system with global gauge symmetry breaking exhibit the phonon behavior in the
long-wave limit [31, 32, 84]. That is, the quadratic spectrum contradicts the presence of Bose-
Einstein condensate or, in other words, signifies the instability of the latter.
The phonon instability at as → 0 leads to the divergence of the isothermal compressibility
κT =
1
ρN
(
∂N
∂µ
)
TV
=
var(Nˆ)
ρNT
. (3.52)
In the local density approximation, this gives
κT =
1
ρN
∫
ρ(r)
∆(r)
dr , (3.53)
where ∆(r) is defined in (2.144) and, in the Bogolubov approximation, it is
∆(r) = ρ(r)Φ0 . (3.54)
Then the compressibility becomes
κT =
1
ρ2Φ0
=
m
4πρ2as
. (3.55)
As is evident, when as → 0, the compressibility diverges.
3.8 Trapped atoms
In the previous sections, the system stability has been considered for either a uniform system or for
a large trap with a slowly varying trapping potential, for which the local-density approximation is
valid. But when atoms are confined in a trap, the trapping potential can stabilize atomic system
that in the uniform case would be unstable.
Limiting the consideration by the Bogolubov approximation, we may neglect ρ1 and σ1, as
compared to ρ0 ∼ ρ. Then the condensate function equation (2.34) reduces to the form given by
the equation
i
∂
∂t
η(r, t) =
δH(0)
δη∗(r, t)
, (3.56)
which coincides with equation (2.40) for the vacuum coherent field.
The trapping potential is usually taken as the harmonic potential. For a trap with cylindrical
symmetry, it reads as
U(r) =
m
2
(
ω2⊥r
2
⊥ + ω
2
zz
2
)
, (3.57)
where
ω⊥ ≡ ωx = ωy , r2⊥ = x2 + y2 . (3.58)
The geometry of the trap, characterized by the aspect ratio
α ≡ ωz
ω⊥
=
(
l⊥
lz
)2
, (3.59)
with the oscillator lengths
l⊥ ≡ 1√
mω⊥
, lz ≡ 1√
mωz
,
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plays an important role for the system stability.
In equilibrium, the condensate-function equation takes the form{
− ∇
2
2m
+
mω2⊥
2
(
r2⊥ + α
2z2
)
+ Φ0ρ(r) +
∫
D(r− r′)ρ(r′) dr′
}
η(r) = µ0η(r) , (3.60)
where ρ(r) = |η(r)|2 and the abbreviated notation for the regularized potential
D(r) ≡ D(r, b,κ) (3.61)
is used.
For uniform systems, the regularization of the dipolar interaction potential is compulsory for
having correct expressions for physical quantities and avoiding senseless conclusions. But for
finite systems, it may happen that this regularization could be not so important. To decide on
this problem, one has to analyze the integral term of equation (3.60), which can be written in two
forms, ∫
D(r− r′)ρ(r′) dr′ =
∫
Dkρke
ik·r dk
(2π)3
, (3.62)
involving the Fourier transforms of the regularized potential
D(r) =
∫
Dke
ik·r dk
(2π)3
, Dk ≡ Dk(b,κ) ,
and of the density
ρ(r) =
∫
ρke
ik·r dk
(2π)3
.
The quantity Dk tends to zero for k ≫ 1/b, while ρk quickly diminishes for k ≫ maxα{1/lα},
with lα being the effective system length in the α-direction. Since b is of the order of as, one
usually has
b≪ min
α
{lα} . (3.63)
In other words,
1
b
≫ 1
minα{lα} = maxα
{
1
lα
}
. (3.64)
This tells us that the integration in the right-hand side of (3.62) is effectively done over the
momenta not much exceeding maxα{1/lα}. Hence the finiteness of the trap plays the role of an
effective regularization at large momenta or small distances. This implies that the short-range
regularization by means of the cutoff b is not as important, provided no divergences arise.
On the other hand, D(r) diminishes for r ≫ rs ≡ 1/κ, while the density ρ(r) for a finite trap
quickly goes to zero for r ≫ maxα{lα}. Therefore for a small trap, with the sizes such that
max
α
{lα} ≪ rs ≡ 1
κ
, (3.65)
the screening is not crucial, since the trap length effectively limits the integration in the left-hand
side of (3.62) ar large distance. Therefore for such small traps the screening at large distance may
be not necessary, since
κ ≪ 1
maxα{lα} = minα
{
1
lα
}
.
42
The screening lengths in condensed matter are typically of ten Angstroms [85]. The healing
length for atomic Bose condensate is ξ ∼ (10−5− 10−4) cm, while its typical size is of the order of
(10−4−10−2) cm. So, the traps, whose maximal length is smaller that the screening radius, should
be really small. Those calculations for trapped atoms or molecules, which do not take account of
screening are valid only for small traps in the sense of condition (3.65).
3.9 Geometric stabilization
Recall first that a Bose-condensed gas with purely local attractive interactions, when as < 0 and
aD = 0, is unstable in a uniform system, but can be stabilized in a trap for the number of particles
smaller that a critical number Nc depending on the shape geometry and the interaction strength.
The value of the critical number can be estimated [86] from the expression
Nc =
√
π
2
lxlylz
|as|(l2x + l2y + l2z)
(as < 0, aD = 0) . (3.66)
Similarly, the stability of a gas with contact plus dipolar interactions depends on the trap
geometry and the interaction strength [71–74,80]. One typically considers small traps in the sense
of condition (3.65), which allows for the use of the not regularized dipolar potential. This potential
is partially attractive. For instance, let us consider a cylindrical trap, with the cylinder axis along
z, filled by atoms whose dipoles are oriented along the axis z. Then expression (3.7) shows that
the atomic interactions in the direction of the axis z are attractive, while the interactions in the
perpendicular direction are repulsive:
D(r) = −2 d
2
0
r3
(ϑ = 0) ,
D(r) =
d20
r3
(
ϑ =
π
2
)
. (3.67)
It is clear that the atomic clouds in pencil-shape traps, where the majority of atoms interact
attractively, should be less stable than the atomic clouds inside pancake-shape traps, where the
majority of atoms interact repulsively.
The energetic stability, at zero temperature and weak interactions, can be studied by looking
for the minima of the energy functional
E =
∫
η∗(r)
[
− ∇
2
2m
+ U(r)
]
η(r) dr+
1
2
∫
Φ(r− r′)|η(r)|2|η(r′)|2 drdr′ , (3.68)
similarly to the stability analysis for different finite quantum systems [87]. Here a small trap is
assumed in the sense of condition (3.65), so that the dipolar potential is not regularized. Taking
the trial condensate function in the Gaussian form
η(r) =
1
π3/4
√
N
L2⊥Lz
exp
{
− 1
2
(
r⊥
L⊥
)2
− 1
2
(
z
Lz
)2}
, (3.69)
in which L⊥ and Lz are variational parameters describing the effective radius and length of the
atomic cloud, gives the internal energy
E = Ekin + Etr + Eint , (3.70)
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consisting of the kinetic energy
Ekin =
N
4m
(
2
L2⊥
+
1
L2z
)
, (3.71)
potential trap energy
Etr =
N
4
mω2⊥
(
2L2⊥ + α
2L2z
)
, (3.72)
and the interaction energy
Eint =
N2as√
2π mL2⊥Lz
[1− εDF (λ)] . (3.73)
Here the notations are used:
F (λ) =
1 + 2λ
1− λ −
3λf(λ)
(1− λ)3/2 (3.74)
and
λ ≡
(
L⊥
Lz
)2
, (3.75)
in which
f(λ) =


artanh
√
λ− 1 , λ > 1
1
2
ln 1+
√
1−λ
1−√1−λ , λ < 1
.
One should not confuse the variational parameters L⊥ and Lz with the fixed oscillator lengths l⊥
and lz. Hence λ is different from the aspect ratio α = (l⊥/lz)2.
Accomplishing the minimization with respect to the parameters L⊥ and Lz results in the energy
E being a function of five parameters, m, N , ω⊥, α, and εD. A discussion on numerical analysis
can be found in [21, 24]. Briefly speaking, the results are as follows. When as < 0, the system
is stable (metastable) for N < Nc. If as > 0, the system is stable for weak dipolar interactions
with 0 < εD < 1. When the dipolar interactions are strong, such that εD > 1, the system can
be metastable for N < Nc. The value of the critical number Nc depends on the trap ratio α and
the parameter εD. Generally, atomic clouds in pancake-shape traps are more stable than those in
pencil-shape traps, provided the polarization of dipoles is along the axis z.
3.10 Thomas-Fermi approximation
The shape of the atomic cloud in a small trap can be found by invoking the Thomas-Fermi
approximation [88, 89], when the kinetic energy can be neglected being much smaller than the
interaction energy. Then equation (3.60) gives
ρ(r) = |η(r)|2 = ρ(0)
(
1− r
2
⊥
R2⊥
− z
2
R2z
)
, (3.76)
which is valid in the region
r2⊥
R2⊥
+
z2
R2z
≤ 1 ,
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where ρ(r) is non-negative, and is zero outside this region. The density in the center is
ρ(0) =
15N
8πR2⊥Rz
. (3.77)
The transverse and longitudinal radii, defining the effective size of the atomic cloud, are given by
the equations
R5⊥ =
15Φ0
√
λ N
4πmω2⊥
{
1 + εD
[
3λF (λ)
2(1− λ) − 1
]}
(3.78)
and
3
√
λ εD
[(
1 +
α2
2
)
F (λ)
1− λ − 1
]
+ (εD − 1)
(
λ− α2) = 0 , (3.79)
where
λ ≡
(
R⊥
Rz
)2
, α ≡
(
l⊥
lz
)2
. (3.80)
But the critical number Nc cannot be found in this approximation.
3.11 Quantum ferrofluid
A system of atomic or molecular dipoles is somewhat analogous to a collection of nanosize fer-
romagnetic particles forming colloidal suspensions [90]. Therefore dipolar atomic and molecular
systems can be called quantum ferrofluids [91]. The properties of such systems can be governed
in a wide diapason. The s-wave scattering length can be varied by Feshbach resonance, so that
the magnetic dipole-dipole interactions can become comparable in strength with the contact in-
teraction. Moreover, it is possible to create a purely dipolar quantum gas, reducing the scattering
length as to zero [92]. Such a dipolar gas can be stable in a pancake trap, provided the number
of particles is smaller than the critical number Nc and temperature is close to zero. Dipolar gas
in a pancake trap can be stable (metastable) even for a weak attractive contact interaction with
as < 0, when N < Nc and T = 0 [92]. However thermal fluctuations make this gas unstable [93].
An interesting question is: What happens with the strongly dipolar gas, with εD ≥ 1 and
as ≥ 0, after it becomes unstable? Experiments with 164Dy demonstrated that after the system
looses stability it forms a metastable state with one [94, 95] or several [96, 97] self-bound small
droplets, whose lifetime being of order (0.01− 0.1) s. Monte Carlo simulations [98, 99] confirmed
the formation of self-bound droplets of dipolar quantum gas of trapped 164Dy atoms brought
to the regime of instability. When the number of droplets increases, they form ordered arrays,
reminiscent of the Rosensweig instability of classical ferrofluids in an external magnetic field [90].
Theoretically, the appearance of the metastable droplets of dipolar gas can be explained by taking
account of Lee-Huang-Yang corrections [100, 101]. Recall that the Lee-Huang-Yang corrections
are contained in the self-consistent mean-field theory [17,18,30,34,78,102]. These corrections are
just the limiting case of a small gas parameter ρ1/3as of this theory.
The system of dipolar bosons, with increasing density or interaction strength, can also crys-
tallize in three [103, 104] as well as in two [105] dimensions, similarly to classical fluids. The
superfluid-crystal quantum phase transition of a system of purely repulsive dipolar bosons in two
dimensions has been studied by Quantum Monte Carlo simulations at zero temperature [106].
It has been found that for all practical purposes there happens a conventional first-order phase
transition between the superfluid and crystalline phases. And the microemulsion scenario for this
system has been ruled out.
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Typical size of trapped Bose-Einstein condensates is of the order of (10−4 − 10−2) cm. This
makes it difficult to get a good resolution of an absorption image in situ. Therefore one usually
observes absorption images of the atomic cloud after some time of free expansion from the trap,
when the trapping potential has been switched off. The free expansion is described by rescaling
the characteristic lengths of the cloud by time-dependent factors [89, 107].
In nonequilibrium classical ferrofluids, there can exist solitonic excitations [108]. In quantum
ferrofluids, three-dimensional solitons are unstable, but can arise in lower dimensional traps [109].
3.12 Magnetic induction
In the process of time-of-flight imaging, when the trapping potential is switched off, atoms fall
down out of the trap due to gravity. At this stage, in addition to studying absorption images, it
is admissible to get more information on the atoms by considering their fall through a magnetic
coil connected to an electric circuit.
Let the electric circuit be characterized by resistance R, inductance L, and capacity C. Suppose
the coil of the circuit has nc turns, cross-section area Ac, and length lc, the coil axis being directed
along the unit vector ec. If a cloud of atoms, with dipole magnetic moments µ0ed, passes through
the coil, with the number-of particle rate N˙ , this moving atomic cloud induces the electromotive
force
Ef = − 4πc
clc
µ0 ed · ec N˙ , (3.81)
where c is light velocity. The electromotive force generates in the electric circuit an electric current
j obeying the Kirchhoff equation
L
dj
dt
+Rj +
1
C
∫ t
0
j(t′) dt′ = Ef . (3.82)
The latter can be represented [110–112] in the integral form
j = −µ0 ed · ec
ncAc
∫ t
0
G(t− t′) dN(t′) , (3.83)
in which the transfer function
G(t) ≡
(
cosω′t − γ
ω′
sinω′t
)
e−γt
contains the notations
ω′ ≡
√
ω2 − γ2 , ω ≡ 1√
LC
, γ ≡ R
2L
.
Here ω is the circuit natural frequency and γ is the circuit damping. The circuit is assumed to be
of good quality, which implies that γ ≪ ω.
It is straightforward to find the electric current, when the number of atoms passing through
the coil is given. For example, if the number of atoms passing through the coil is proportional to
time,
N(t) = Γt ,
then the induced current is
j = −µ0 ed · ec Γ
ncAcω
sin(ωt)e−γt . (3.84)
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Measuring the current makes it possible to find the dipole magnetic moment µ0.
As another example, let us consider the case, when the number of atoms inside the coil oscillates
as
N(t) = N0 +∆N sin(ω0t) ,
with N0 ≥ ∆N > 0. If the oscillation frequency ω0 is close to the circuit natural frequency ω, so
that the resonance condition |ω − ω0| ≪ ω holds, then the induced current is
j = µ0
ed · ec ω0
2ncAcγ
∆N cos(ω0t)
(
1− e−γt) . (3.85)
But if ω0 is far detuned from ω, then the amplitude of the induced current diminishes by the
factor γ2/ω2.
3.13 Optical lattices
In the presence of an optical lattice, the effective lattice Hamiltonian can be derived following the
scheme of Sec. 2.12. In the case of lattice band gaps that are much larger than any other energy
scales of the system, such as the interaction strength, temperature, and Zeeman shifts, atoms
remain confined in the lowest energy band of the lattice. Then, expanding the field operators over
Wanier functions, according to (2.155), and considering only the lowest lattice band, we get the
extended Hubbard model
Hˆ = −
∑
i 6=j
Jij cˆ
†
i cˆj +
∑
j
hj cˆ
†
j cˆj + HˆZ +
+
1
2
∑
j
Uj cˆ
†
j cˆ
†
j cˆj cˆj +
1
2
∑
i 6=j
Uij cˆ
†
i cˆ
†
j cˆj cˆi , (3.86)
in which
Jij = −
∫
w∗(r− ai)Hˆ(r)w(r− aj) dr , hj =
∫
w∗(r− aj)Hˆ(r)w(r− aj) dr ,
Uj ≡ Ujjjj , Uij ≡ Uijji + Uijij , (3.87)
where Hˆ(r) is defined in (2.154), and the matrix elements Uijkl are defined in (2.158), for instance
Uijji =
∫
|w(r− ai)|2 Φ(r− r′) |w(r′ − aj)|2 drdr′ . (3.88)
Here we consider atoms or molecules possessing magnetic moment µS. The Zeeman term HZ takes
account of the external magnetic field B(r). The field operators and the operators cˆj, generally,
are spinors with respect to some internal degrees of freedom.
The magnetic moment ~µ0 of an atom can be written as
~µ0 = µSS (µS ≡ gSµB) , (3.89)
where gS is the Lande´ factor, and S is the effective atomic spin operator. Then the Zeeman energy
operator reads as
HˆZ = −µS
∫
ψˆ†(r) B(r) · S ψˆ(r) dr . (3.90)
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Introducing the notation
Bij ≡
∫
w∗(r− ai)B(r)w(r− aj) dr (3.91)
transforms the Zeeman term (3.90) to the form
HˆZ = −µS
∑
ij
Bij ·
(
cˆ†i S cˆj
)
. (3.92)
If either the external magnetic field is slowly varying or atoms are well localized, then
Bij = Bjδij (Bj ≡ Bjj) . (3.93)
Defining the local spin operator
Sj ≡ cˆ†j S cˆj , (3.94)
we come to the Zeeman term
HˆZ = −µS
∑
j
Bj · Sj . (3.95)
A similar Hamiltonian characterizing quantum magnetism of the dipolar lattice gas of 52Cr,
having spin S = 3, has been realized in experiment [113].
In addition to the linear Zeeman effect, there also exists the so-called quadratic Zeeman effect
that can be due either to the hyperfine structure of the atom, or to alternating external electro-
magnetic fields. By applying off-resonance linearly polarized light, populating the internal spin
states with different m = −S,−S + 1, . . . , S, it is possible to exert the quadratic Zeeman shift
along the light polarization axis [113–116], generating the term
qZ
∑
j
(
Szj
)2
,
where qZ is independent of the constant magnetic field and the axis z is assumed to be the light
polarization axis. This optically induced quadratic Zeeman shift can be tailored at high resolution
and rapidly adjusted using electro-optics. By employing either positive or negative detuning the
sign of qZ can be varied.
A similar quadratic shift can be induced by a linearly polarized microwave driving field, with
the driving Rabbi frequency Ω and detuning ∆ from a hyperfine transition, creating quadratic
Zeeman effect with qZ = −~Ω2/4∆, of the order of 100~/s, as is demonstrated for 87Rb [117,118].
Low-temperature phases and stability of dipolar bosons in optical lattices have been studied
in Refs. [20–25, 28, 119, 120]. Optical lattices can stabilize even a Bose gas with attractive local
interactions [121].
It is worth noting that the considered above optical lattices do not take into account phonon
degrees of freedom. Taking these into account may lead to the phonon instability of insulating
states in optical lattices, although their lifetime can be rather long for treating such insulating
optical lattices as metastable objects [122, 123].
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3.14 Deep lattice
Atomic degrees of freedom can be separated from the spin degrees of freedom, when atoms (or
molecules) are loaded into a deep optical lattice, where the number of atoms in each lattice
site is fixed and atoms (or molecules) do not jump between the lattice sites. This implies that
the Wannier functions are so well localized at the related lattice sites that their intersection for
different sites is practically zero. As a result, the tunneling term becomes negligible,
Jij = 0 (i 6= j) . (3.96)
With the interaction potential (3.23), Hamiltonian (3.86) splits into the sum
Hˆ = Hˆa + Hˆs (3.97)
of atomic and spin terms. Taking into account that, under the assumed good localization,∫
|w(r− ai)|2|w(r− aj)|2 dr ∼= 0 (i 6= j) ,
for the atomic term we have
Hˆa =
∑
j
hj cˆ
†
j cˆj +
1
2
∑
j
Uj cˆ
†
jc
†
j cˆj cˆj , (3.98)
where
Uj ≡ Φ0
∫
|w(r− aj)|4 dr . (3.99)
The spin part is the sum of the Zeeman term and the interaction term,
Hˆs = HˆZ +
1
2
∑
i 6=j
∑
αβ
D
αβ
ij S
α
i S
β
j . (3.100)
Here
D
αβ
ij =
∫
D
αβ
(r− r′) [|w(r− ai)|2|w(r′ − aj)|2 +
+ w∗(r− ai)w∗(r′ − aj)w(r′ − ai)w(r− aj)] drdr′ , (3.101)
where
D
αβ
(r− r′) = Θ(|r− r′| − b)Dαβ(r− r′) exp{−κ|r− r′|} ,
Dαβ(r− r′) = µ2S
δαβ − 3nαnβ
|r− r′|3 , n ≡
r− r′
|r− r′| .
Note that D
αβ
jj = 0. The exchange term is small, since∫
w∗(r− ai)w∗(r′ − aj)w(r′ − ai)w(r− aj)Dαβ(r− r′) drdr′ ∼= δijDαβ(0) = 0 .
Therefore, for a deep lattice,
D
αβ
ij = Θ(aij − b)Dαβij exp(−κaij) , (3.102)
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where
Dαβij =
µ2S
a3ij
(
δαβ − 3nαijnβij
)
(3.103)
is the dipolar tensor and
aij ≡ |aij| , nij ≡ aij
aij
, aij ≡ ai − aj .
In that way, we come to the spin Hamiltonian
Hˆs = −µS
∑
j
Bj · Sj + 1
2
∑
i 6=j
∑
αβ
D
αβ
ij S
α
i S
β
j . (3.104)
Since the linear size of an atom (or molecule) is smaller than the intersite distance
a ≡ min
i 6=j
aij > b ,
then
D
αβ
ij = D
αβ
ij exp(−κaij) (i 6= j) . (3.105)
So, the lattice provides the short-range regularization for dipolar interactions. If the length
of the considered specimen is much smaller than the screening radius, then the long-range expo-
nential regularization can also be omitted, since the system length plays the role of an effective
regularization parameter.
When the lattice is deep, such that the number of atoms in each lattice site is fixed, say being
νj, this can be formulated as the condition
cˆ†j cˆj = νj .
Then the atomic Hamiltonian (3.98) becomes a constant, and, hence, does not influence the spin
part. That is, the total Hamiltonian (3.97) reduces to the spin Hamiltonian (3.104). In a deep
lattice, the occupation number of lattice sites νj can be made the same for all sites and, thus,
equal to the lattice filling factor,
νj → ν ≡ N
NL
.
3.15 Spin dynamics
The Hamiltonian of dipolar atoms (or molecules) in a deep optical lattice is characterized by the
spin term (3.104). If these atoms would possess hyperfine structure, due to nonzero nuclear spin,
then there would also exist the quadratic Zeeman effect [124] caused by a constant magnetic field.
But even, if the nuclear spin is zero and hyperfine structure is absent, quadratic Zeeman effect
can be induced by applied laser beams [113–116] or microwave dressing [117, 118]. Then the spin
Hamiltonian, taking account of the alternating-field quadratic Zeeman effect, reads as
Hˆ = −µS
∑
j
Bj · Sj + qZ
∑
j
(Szj )
2 +
1
2
∑
i 6=j
∑
αβ
D
αβ
ij S
α
i S
β
j . (3.106)
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The coefficient qZ here is a function of the applied intensity and the detuning, but independent
of the magnetic field [113–116]. For example, for 52Cr, that does not possess hyperfine structure,
this coefficient can reach [115]
qZ ∼ ±0.01µBG ∼ ± 10−22erg ∼ ± 105 ~
s
,
although usually it is less than 100 − 400~/s [113]. Anyway, this is a rather large quantity
comparable or even larger than the characteristic dipolar interaction energy ρµ2S, where ρ is
the average atomic density. The mean interatomic distance in optical lattices is of the order
a ∼ (10−5 − 10−4) cm. Then ρ ∼ (1012 − 1015) cm−3. Taking µS ∼ 10µB yields
ρµ2S ∼
(
10−26 − 10−23) erg ∼ (10− 104) ~
s
.
Hamiltonian (3.106) has the structure similar to that of the system of magnetic nanomolecules
and magnetic nanoclusters [112,125–129], with the quadratic Zeeman term analogous to the single-
site anisotropy. Therefore the spin dynamics for this Hamiltonian can be studied in the same way
as in the cited papers.
To more efficiently regulate the motion of spins, it is possible to connect the sample with a
resonant electric circuit creating a magnetic feedback field H described by the Kirchhoff equation
dH
dt
+ 2γH + ω2
∫ t
0
H(t′) dt′ = −4πηc dmx
dt
, (3.107)
in which ηc ≡ V/Vc is the coil filling factor, V being the sample volume, Vc, the coil volume, γ is
the circuit attenuation, ω, the circuit natural frequency, and
mx =
1
V
NL∑
j=1
µS〈Sxj 〉 . (3.108)
In the presence of an external magnetic field B0, the total magnetic field becomes
B = B0ez +Hex . (3.109)
The evolution equations are written for the variables
u ≡ 1
SNL
NL∑
j=1
〈S−j 〉 , w ≡
1
SN2L
NL∑
i 6=j
〈S+i S−j 〉 , s ≡
1
SNL
NL∑
j=1
〈Szj 〉 , (3.110)
where S± ≡ Sx ± iSy. The analysis of spin dynamics can be done as in papers [112, 125–129].
It is important to stress that in order to organize coherent spin motion, that is necessary
for realizing fast spin reversal, the presence of the resonant electric circuit is compulsory. If
this circuit is absent, then dipolar interactions destroy spin coherence and do not allow for their
coherent motion [130, 131].
As a more general case, it is possible to consider a mixture of two different atomic species,
with spins S and I, in addition to dipolar interactions, having exchange interactions. The total
spin Hamiltonian for such a mixture has the structure
Hˆ = HˆS + HˆI + HˆSI ,
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with the Hamiltonian for S spins
HˆS =
∑
i
HˆSi +
1
2
∑
i 6=j
HˆSij Hˆ
S
i = −µSB · Si + qSZ (Szi )2 ,
HˆSij =
∑
αβ
D
αβ
ij S
α
i S
β
j − 2JSij Si · Sj
and for I spins
HˆI =
∑
j
HˆIj +
1
2
∑
i 6=j
HˆIij Hˆ
I
j = −µIB · Ij + qIZ
(
Izj
)2
,
HˆIij =
∑
αβ
Cαβij I
α
i I
β
j − 2Jij Ii · Ij .
The dipolar interactions between S spins are defined in (3.105). And for I spins, the dipolar
interactions are given by the dipolar tensor
Cαβij =
µ2I
a3ij
(
δαβ − 3nαijnβij
)
exp(−κIaij) .
Interactions between the spins of different species are described by the Hamiltonian
HˆSI =
∑
i
A Si · Ii +
∑
i 6=j
∑
αβ
Aαβij S
α
i I
β
j ,
with
Aαβij =
µSµI
a3ij
(
δαβ − 3nαijnβij
)
exp(−κSIaij) .
The transverse magnetization, entering the Kirchhoff equation (3.107) is
mx =
µS
V
∑
i
〈Sxi 〉 +
µI
V
∑
j
〈Ixj 〉 .
The possibility of the efficient manipulation of spin dynamics of dipolar gases in deep optical
lattices can be used for quantum information processing.
4 Spinor interaction potentials
4.1 Hyperfine structure
Many atoms (and molecules), having a nonzero nuclear spin, exhibit hyperfine structure of their
spectra [132–135]. The difference between two adjacent hyperfine Zeeman levels is caused by the
influence on the nuclear spin I (total nuclear angular momentum) of the atomic electrons.The
total angular momentum of an atom F is the sum
F = J+ I
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of the total angular momentum of all electrons J and of the nuclear spin I. The total angular
momentum of electrons
J = L + S
is formed by the electron angular momentum L and the total electron spin S,
L =
∑
i
Li , S =
∑
i
si .
The hyperfine energy splitting is
∆W = Ahyp〈I · J〉 ,
where Ahyp is the hyperfine structure constant that is usually determined from experiments.
Rewriting J · I as
J · I = 1
2
(
F2 − I2 − J2)
and taking into account that
F2 = F (F + 1) , J2 = J(J + 1) , I2 = I(I + 1) ,
we have
∆W =
1
2
Ahyp(F (F + 1)− J(J + 1)− I(I + 1)) .
The total atomic angular momentum is a vector matrix
F = F xex + F
yey + F
zez ,
with the matrix components
F α = [F αmn] (α = x, y, z) ,
whose indices take the values m ≡ mF = −F,−F + 1, . . . , F .
The hyperfine structure of different atoms has been described in a number of publications
[132–143]. The trapping of spinor atoms is accomplished in optical traps [144].
4.2 Multicomponent versus fragmented
Spinor Bose gases can condense. One sometimes name spinor condensates as fragmented. This
however is not correct. A spinor condensate is multicomponent.
By the definition of Pollock [145] and Nozieres and Saint James [146], a fragmented condensate
is a condensate consisting of several coexisting condensates distinguished by the collective quantum
index labelling the natural orbitals. The natural orbitals are the eigenfunctions of the first-order
density matrix [147] satisfying the eigenproblem∫
ρ(r, r′)ϕk(r′) dr′ = nkϕk(r) , (4.1)
where k is the multi-index of collective states and nk is the occupation number of the k-th state.
It may happen that there are several collective states k1, k2, . . . for which, in thermodynamic limit,
one has
lim
N→∞
nki
N
> 0 (i = 1, 2, . . .) . (4.2)
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Then one says that this is a fragmented condensate. If there is just a single state labelled by k0
satisfying the above limit, this corresponds to the standard case of a Bose-Einstein condensate.
A spinor gas is characterized by a spinor field operator
ψˆ(r) = [ψˆm(r)] (m = −F,−F + 1, . . . , F ) ,
with the index m enumerating the 2F + 1 hyperfine components. For each of the components, it
is straightforward to define the first-order density matrix
ρm(r, r
′) ≡ 〈ψˆ†m(r′)ψˆm(r)〉 (4.3)
and to study the related eigenproblem∫
ρm(r, r
′)ϕmk(r′) dr′ = nmkϕmk(r) .
If for an m-th component there exists the limit
lim
N→∞
nmkm
N
> 0 (−F ≤ m ≤ F ) , (4.4)
then this component is said to be condensed, with the nmkm number of atoms in the condensate.
The total first-order density matrix is
ρ(r, r′) ≡ 〈ψˆ†(r′)ψˆ(r)〉 =
∑
m
ρm(r, r
′) . (4.5)
But this density matrix does not satisfy eigenproblem (4.1), instead we have∑
m
∫
ρm(r, r
′)ϕmk(r′) dr′ =
∑
m
nmkϕmk(r) ,
which is not an eigenproblem.
When the density matrix can be written as a sum, like in (4.5), this does not mean that there
is fragmentation. In other words, using the representation
ρm(r, r
′) =
∑
p
nmpϕmp(r)ϕ
∗
mp(r
′) ,
we can write ∫
ρ(r, r′)ϕnk(r
′) dr′ =
∑
mp
nmpϕmp(r)(ϕmp, ϕnk) .
But this is not an eigenproblem, since the function ϕnk is not a natural orbital. Even in the
simplified case, that is often met in dealing with spinor gases, when
ϕmp(r) = ζmϕp(r) , (ϕk, ϕp) = δkp ,
we get ∫
ρ(r, r′)ϕnk(r′) dr′ =
∑
m
nmkϕmk(r)ζmζ
∗
n ,
which again is not an eigenproblem.
The core of the trouble is that the index m is not an index of a collective state for an N -particle
system, but it is a single-particle index enumerating internal hyperfine states of separate atoms.
Therefore spinor condensates are multicomponent, but not fragmented.
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4.3 Spinor Hamiltonian
The Hamiltonian of a system of spinor atoms can be written [3, 26–28] as a sum of three terms
Hˆ = Hˆ0 + HˆZ + Hˆint . (4.6)
The first term
Hˆ0 =
∫
ψˆ†(r)
[
− ∇
2
2m
+ U(r)
]
ψˆ(r) dr (4.7)
is the single-atom Hamiltonian not containing the angular moment F.
The second term is the Zeeman energy operator
HˆZ = HˆLZ + HˆQZ (4.8)
including the linear and quadratic Zeeman effects. The linear Zeeman term is
HˆLZ = −µF
∫
ψˆ†(r) B · F ψˆ(r) dr , (4.9)
where µF = −µBgF , with gF being the Lande´ factor. The external magnetic field, in general, can
be a function of spatial and time variables, B = B(r, t). And the scalar product B ·F implies the
matrix
B · F =
[∑
α
BαF αmn
]
.
The quadratic Zeeman effect is described by the Hamiltonian
HˆQZ = ∓
∫
ψˆ†(r)
(µF B · F)2
∆W (1 + 2I)2
ψˆ(r) dr , (4.10)
where ∆W is the hyperfine energy splitting. The sign minus or plus corresponds to the relative
alignment (parallel or antiparallel) of the nuclear and electronic spin projections in the considered
atom.
The interaction part of the Hamiltonian
Hˆint = HˆF + HˆD (4.11)
consists of two terms describing local interactions of atoms with angular momentum F and their
nonlocal dipolar interactions. Keeping in mind rotationally symmetric pair collisions in the s-wave
approximation, the angular momentum of the pair f is to be even [26, 27]. The latter conclusion
holds both for bosons and fermions. The binary collisions of atoms, of angular momentum F each,
with the total angular momentum of the pair f = 0, 2, . . . , 2F , are characterized by the interaction
potential
ΦF (r) =
4π
m
δ(r)
∑
f
af Pˆf , (4.12)
in which af is the scattering length for collisions between two atoms with the total angular momen-
tum of the pair f and Pˆf is a projection operator onto the state with the even angular momentum
f = 0, 2, . . . , 2F . For atoms with the angular momentum F , there are 2F + 1 components corre-
sponding to the angular momentum projections −F,−F +1, . . . , F . In the rotationally symmetric
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s- wave approximation, the system of 2F + 1 components is fully described by F + 1 scattering
lengths af .
The Hamiltonian of local interactions of atoms with angular momentum F each has the form
HˆF =
1
2
∑
klmn
∫
ψˆ†k(r)ψˆ
†
l (r)Φklmnψˆm(r)ψˆn(r) dr , (4.13)
where Φklmn is a matrix element of the potential (4.12).
As soon as there are nonzero angular momenta, they induce the related dipolar interactions
with the Hamiltonian
HˆD =
µ2F
2
∑
klmn
∫
ψˆ†k(r)ψˆ
†
l (r
′)ψˆm(r′)ψˆn(r)Dklmn(r− r′) drdr′ , (4.14)
in which the regularized dipolar interactions are given by the factor D¯klmn that should include the
short-range regularization as well as long-range screening, similarly to dipolar interactions in the
previous chapter [44,46]. As in the previous chapter, the regularized dipolar interaction potential
can be written as
Dklmn(r) = Θ(r − bF )Dklmn(r) exp(−κF r) ,
Dklmn(r) =
(Fkn · Flm)− 3(Fkn · n)(Flm · n)
r3
, (4.15)
with the appropriate short-range cutoff bF , a long-range screening parameter κF , and the bare
dipolar interaction potential Dklmn(r), where n = r/r. The screening parameter κF can be of the
order of the inverse spinor healing length [148] ξF ∼ 10−4 cm.
Since
Dklmn(0) = 0 ,
the order of the field operators in (4.14) can be changed, so that to get the expression
HˆD =
µ2F
2
∑
klmn
∫
ψˆ†k(r)ψˆn(r)Dklmn(r− r′)ψˆ†l (r′)ψˆm(r′) drdr′ .
The dipolar interactions are usually smaller than the local spinor interactions.
4.4 Grand Hamiltonian
The grand Hamiltonian for a multicomponent system is defined similarly to the case of a single-
component system. The appearance of the condensate in them-th component is taken into account
by the Bogolubov shift of the field operator
ψˆm(r) = ηm(r) + ψm(r) , (4.16)
where ηm is the condensate function and ψm is the field operator of uncondensed atoms in the
m-th component. The quantities ηm and ψm are independent variables, being orthogonal to each
other, ∫
η∗m(r)ψm(r) dr = 0 . (4.17)
The condensate function is the order parameter for the m-th component, which requires that
ηm(r) = 〈ψˆm(r)〉 , 〈ψm(r)〉 = 0 . (4.18)
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The number of condensed atoms in the m-th component is
N0m =
∫
|ηm(r)|2 dr . (4.19)
And the number of uncondensed atoms in this component is
N1m = 〈Nˆ1m〉 , Nˆ1m =
∫
ψ†m(r)ψm(r) dr . (4.20)
Condition (4.18) can be represented as the equality
〈Λˆm〉 = 0 , (4.21)
in which the operator
Λˆm =
∫ [
λm(r)ψ
†
m(r) + λ
∗
mψm(r)
]
dr
eliminates in the grand Hamiltonian the terms linear in the operators ψm.
Thus the grand Hamiltonian reads as
H = Hˆ −
∑
m
(
µ0mN0m + µ1mNˆ1m + Λˆm
)
, (4.22)
where µ0m and µ1m are the Lagrange multipliers guaranteeing the normalization conditions (4.19)
and (4.20).
The condensate-function equations and the equations of motion for the operators of uncon-
densed atoms are defined as
i
∂
∂t
ηm(r, t) =
〈
δH
δη∗m(r, t)
〉
, i
∂
∂t
ψm(r, t) =
δH
δψ†m(r, t)
. (4.23)
Not all chemical potentials µ0m and µ1m are independent. The components are in chemical
equilibrium with each other [149], so that for the variation of the Gibbs thermodynamic potential
one has
δG =
∑
m
(
δG
δN0m
δN0m +
δG
δN1m
δN1m
)
= 0 .
With the equalities
µ0m =
δG
δN0m
, µ1m =
δG
δN1m
,
this translates into
δG =
∑
m
(µ0mδN0m + µ1mδN1m) = 0 .
But the variation with respect to the numbers of atoms in the components assumes the constraints
for the given total numbers of condensed and uncondensed atoms
N0 =
∑
m
N0m , N1 =
∑
m
N1m ,
which implies that
δN00 +
∑
m6=0
δN0m = 0 , δN10 +
∑
m6=0
δN1m = 0 .
57
Thus we come to the equation∑
m6=0
(µ0m − µ00)δN0m + (µ1m − µ10)δN1m = 0 .
Another constraint for an equilibrium system is the conservation of the z-component of the
angular momentum, which implies
δN0m − δN0,−m = 0 , δN1m − δN1,−m = 0 (m 6= 0) .
Taking this into account yields∑
m>0
[(µ0m + µ0,−m − 2µ00)δN0m + (µ1m + µ1,−m − 2µ10)δN1m] = 0 . (4.24)
From here it follows that
µ0m + µ0,−m = 2µ00 , µ1m + µ1,−m = 2µ10 (m 6= 0) . (4.25)
Additional two conditions are defined by the fixed total number of particles N in the system
and by the minimization of thermodynamic potential with respect to N0.
4.5 Atoms with F = 1
The angular momentum F for atoms with hyperfine structure is often called hyperfine spin. As
an example, the hyperfine spin F for F = 1 has the components
F x =
1√
2

 0 1 01 0 1
0 1 0

 , F y = i√
2

 0 −1 01 0 −1
0 1 0

 , F z = 1
2

 1 0 00 0 0
0 0 −1

 . (4.26)
The field operator is the three-component spinor labelled by the index m = −1, 0, 1,
ψˆ =

 ψˆ1ψˆ0
ψˆ−1

 , ψˆm = ψˆm(r, t) . (4.27)
The Hamiltonian part, corresponding to the local spinor interactions, reads as
HˆF =
1
2
c0
∑
mn
∫
ψˆ†m(r)ψˆ
†
n(r)ψˆn(r)ψˆm(r) dr +
+
1
2
c2
∑
α
∑
klmn
F αknF
α
lm
∫
ψˆ†k(r)ψˆ
†
l (r)ψˆm(r)ψˆ
(
nr) dr , (4.28)
where
c0 ≡ 4π
3m
(2a2 + a0) , c2 ≡ 4π
3m
(a2 − a0) . (4.29)
Explicitly, this takes the form
HˆF =
1
2
∫ {
c0ψˆ
†
0ψˆ
†
0ψˆ0ψˆ0 + (c0 + c2)
[
ψˆ†1ψˆ
†
1ψˆ1ψˆ1 + ψˆ
†
−1ψˆ
†
−1ψˆ−1ψˆ−1 + 2ψˆ
†
1ψˆ
†
0ψˆ1ψˆ0 + 2ψˆ
†
−1ψˆ
†
0ψˆ−1ψˆ0
]
+
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+ 2(c0 − c2)ψˆ†1ψˆ†−1ψˆ1ψˆ−1 + 2c2
(
ψˆ†0ψˆ
†
0ψˆ1ψˆ−1 + ψˆ
†
1ψˆ
†
−1ψˆ0ψˆ0
)}
dr . (4.30)
One calls the interactions ferromagnetic, when c2 < 0, and antiferromagnetic when c2 > 0.
Examples of the Bose atoms with the hyperfine angular momentum F = 1 and their scattering
lengths are: lithium [27],
a0 = 23.9aB , a2 = 6.8aB (
7Li ) ,
sodium [150],
a0 = (50.0± 1.6)aB , a2 = (55.0± 1.7)aB ( 23Na ) ,
potassium [151, 152],
a0 = (68.5± 0.7)aB , a2 = (63.5± 0.6)aB ( 41K ) ,
and rubidium [153, 154],
a0 = (101.8± 0.2)aB , a2 = (100.4± 0.1)aB ( 87Rb ) .
4.6 Equilibrium properties
Bose-Einstein condensation of a spinor gas of sodium atoms 23Na with F = 1 was recently experi-
mentally studied in Ref. [155] taking into account the linear and quadratic Zeeman effects. Dipolar
interactions here can be neglected, since µ2F/|c2| = 0.007. Therefore the longitudinal magnetiza-
tion Mz = 〈F z〉/N along the external magnetic field direction is conserved by local interatomic
interactions. The linear Zeeman effect thus becomes irrelevant for equilibrium states, since it is
proportional to a conserved quantity. Bose-Einstein condensation was found to occur in steps,
when different Zeeman components condense one at a time. The sequence of the condensation
transitions essentially depends on the quadratic Zeeman energy
EQZ =
(µFB)
2
∆W (1 + 2I)2
.
Here µ2F/∆W ≈ 277~/sG2 [156]. For example, for EQZ ≈ 56~/s and a highly magnetized sample,
the component mF = +1 condenses first at a critical temperature T1, followed by the component
mF = 0 at a lower temperature T0 < T1. For low magnetization, the condensation sequence is
reversed: first the component mF = 0 condenses at T0, after which the component mF = +1
follows at T1 < T0. For EQZ ≈ 434~/s, there occurs only one sequence for any magnetization,
with the component mF = +1 condensing first and mF = 0, second at a lower temperature. At
the low field, when EQZ ≈ 18~/s, for high values of Mz, there happens the condensation of the
component mF = −1, while the mF = 0 component remains uncondensed.
Full theoretical investigations of finite temperature properties for spinor gases seem to be
absent. Starting from papers [157, 158], one usually considers the case of zero temperature and
weak interactions, when all the system is assumed to be condensed. Finite temperature properties
of spinor gases with F = 1 were discussed in [159–161] without taking into account interactions
and in [162–164] neglecting anomalous averages that, however, can be crucially important for
condensed systems.
The ground-state properties of spinor gases and their collective excitations at zero temperature
have been studied for the angular momenta F = 1 (7Li, 23Na, 41K, 87Rb) [157,158,165–179], F = 2
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(87Rb, 85Rb, 23Na) [153, 180, 181], and F = 3 (52Cr) [182–184]. The Lee-Huang-Yang corrections
to the Bogolubov approximation for gases with F = 1 and F = 2 are considered in Ref. [185].
As an example, let us consider the ground state of F = 1 atoms, neglecting dipolar interactions
and ignoring the linear Zeeman effect [27,185]. Assume that the external magnetic field is directed
along the axis z, so that the quadratic Zeeman term (4.10) can be presented as
HˆQZ =
∫
ψˆ†(r)qB (F z)
2 ψˆ(r) dr , (4.31)
with
qB = ∓ µ
2
FB
2
∆W (1 + 2I)2
.
If we assume that all atoms are condensed and use the single-mode approximation
ψˆ(r) ≈
√
ρ(r) ζˆ , (4.32)
where ρ(r) is average density and ζˆ = [ζn] is a column normalized to unity,
||ζˆ|| =
√∑
n
|ζn|2 = 1 ,
then, depending on the values of the parameters c2 and qB, there exist the following ground-state
phases.
Ferromagnetic phase, when |〈F〉| = 1, corresponds to one of the states
ζˆ+ =

 10
0

 , ζˆ− =

 00
1

 (c2 < 0, qB < 0) . (4.33)
Polar phase, longitudinal, ζˆ0, or transverse, ζˆ⊥, for which |〈F〉| = 0, is described by the states
ζˆ0 =

 01
0

 (c2 > 0, qB > 0) , ζˆ⊥ = 1√
2

 10
eiϕ

 (c2 > 0, qB < 0) . (4.34)
This phase sometimes is named as antiferromagnetic.
Broken-axisymmetry phase, with the state
ζˆ =
1√
2

 sin ϑ√2 cosϑ
sin ϑ

 (c2 < 0, 0 < qB < −2c2ρ) , (4.35)
where ρ = N/V is the average atomic density.
4.7 Stratification of components
A spinor gas is a mixture of several components. But a system of components requires special
conditions to represent a real mixture in space. If two components interact through a local
potential
Φij(r) = Φijδ(r) , Φij ≡
∫
Φij(r) dr , (4.36)
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their mixture is stable at zero temperature, provided the stability condition for the interaction
strengths is valid:
Φij <
√
ΦiiΦjj (stability, T = 0) , (4.37)
where i 6= j. The derivation of this condition can be found, e.g., in [30].
For example, in a spinor gas with F = 1, there are three components labeled by mF = −1, 0, 1.
Consider first the two components, mF = 0 and mF = ±1, neglecting the dipolar interactions.
As follows from Hamiltonian (4.30), the interaction strengths between the atoms of the mF = 0
component and between the atoms of mF = ±1 component, respectively, are
Φ00 = c0 , Φ11 = Φ−1,−1 = c0 + c2 ,
while the interaction strength between the atoms of different components, mF = 0 and mF = ±1,
is
Φ01 = Φ0,−1 = c0 + c2 .
If the system is antiferromagnetic (polar), where c2 > 0, then
c0 + c2 >
√
c0(c0 + c2) (c2 > 0) ,
which implies
Φ01 >
√
Φ00Φ11 (stratification, T = 0) . (4.38)
Therefore such a system at zero temperature stratifies into spatially separated componentsmF = 0
and mF = ±1. But these components cannot be mixed in an equilibrium system.
The situation is different for the mixture of mF = 1 and mF = −1 components, for which the
corresponding interaction strengths are
Φ11 = Φ−1,−1 = c0 + c2 , Φ−11 = c0 − c2 .
For a polar system, where c2 > 0, one has
c0 − c2 < c0 + c2 (c2 > 0) ,
meaning that
Φ−11 <
√
Φ11Φ−1,1 (stability, T = 0) . (4.39)
This mixture at zero temperature is stable.
These effects have been observed for the mF components of sodium, for which c2 > 0 [186,187].
At finite temperature, the stability condition reads [30] as
Φij <
√
ΦiiΦjj +
TV
NiNj
∆Smix (T > 0) , (4.40)
where i 6= j, Ni is the number of atoms in the i-th component, and
∆Smix = −Ni ln Ni
N
− Nj ln Nj
N
is the entropy of mixing. Hence at finite temperature it is easier to mix different components.
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4.8 Nonequilibrium properties
One usually considers the equations of motion of different components, neglecting the anomalous
averages. For F = 1, this has been done in [188–196]. The evolution of the components of
the spinor gas with F = 2 at zero temperature has been studied in Refs. [189, 195, 197–199].
Population dynamics of an F = 1 Bose gas was also considered for temperatures above the Bose-
Einstein condensation transition [200, 201].
The process of population dynamics is dominated by the dipolar interactions of magnetic
spins rather than by the spin-mixing contact potential. This is because the Hamiltonian part,
containing the local hyperfine spin interactions, is invariant with respect to spin rotations and can
be expressed through integrals of motion. For instance, let us consider the interaction Hamiltonian
(4.28) for F = 1 and employ the single-mode approximation in the form
ψˆm(r) = ϕ(r)aˆm (m = −1, 0, 1) , (4.41)
where aˆm is a Bose field operator not depending on the spatial variable and ϕ(r) is a spin-
independent mode function normalized to one,∫
|ϕ(r)|2 dr = 1 .
This form of the single-mode approximation assumes that not all atoms are condensed, since
otherwise aˆm could not be a Bose operator.
In terms of the operators aˆm, the operator of the total number of atoms is
Nˆ =
∑
m
aˆ†maˆm . (4.42)
It is possible to introduce the effective total spin operator
S ≡
∑
mn
aˆ†m Fmn aˆn . (4.43)
Explicitly, the spin components for F = 1 are
S+ =
√
2
(
aˆ†1aˆ0 + aˆ
†
0aˆ−1
)
, S− =
√
2
(
aˆ†0aˆ1 + aˆ
†
−1aˆ1
)
, Sz = aˆ†1aˆ1 − aˆ†−1aˆ−1 ,
where S± ≡ Sx ± iSy. The spin operator satisfies the standard spin (or angular momentum)
algebra, with the commutation relations
[S+, S−] = 2Sz , [Sz, S±] = ±S± .
For the squared spin operator
S2 = S+S− + (Sz)2 − Sz ,
one has
[S±, S2] = [Sz, S2] = 0 .
Using the commutation relations for aˆm, we have the equality∑
mnk
aˆ†mF
α
mnF
β
nkaˆk = S
αSβ −
∑
mnkl
aˆ†maˆ
†
kaˆlaˆnF
α
mnF
β
kl . (4.44)
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Also, we use the property of the angular momentum operators∑
k
Fmk · Fkn =
∑
αk
F αmkF
α
kn = F (F + 1)δmn . (4.45)
In that way, employing the single-mode approximation (4.41), the Hamiltonian HF in (4.28), for
F = 1, reduces [3, 202–204] to the simple form
HˆF =
1
2
c0 Nˆ(Nˆ − 1) + 1
2
c2 (S
2 − 2Nˆ) , (4.46)
in which
c0 ≡ c0
∫
|ϕ(r)|4 dr , c2 ≡ c2
∫
|ϕ(r)|4 dr .
This Hamiltonian is expressed through the integrals of motion. It does not influence the evolution
of the effective spin, since [S, Nˆ ] = 0. The spin evolution is governed by the dipolar interactions
and the Zeeman terms. The linear Zeeman term (4.9) takes the form
HˆLZ = −µF Beff · S , (4.47)
in which
Beff ≡
∫
B(r)|ϕ(r)|2 dr . (4.48)
And the quadratic Zeeman term (4.10) that can be rewritten as
HˆQZ = QZ
∫
ψˆ†(r) (B · F)2 ψˆ(r) dr , (4.49)
where
QZ ≡ ∓ µ
2
F
∆W (1 + 2I)2
,
becomes
HˆQZ = QZ
∑
mnk
∑
αβ
Bαβ aˆ†m F
α
mnF
β
nk aˆk , (4.50)
with the notation
Bαβ ≡
∫
Bα(r)Bβ(r)|ϕ(r)|2 dr .
Spinor condensates exhibit a rich variety of nonuniform spin structures, such as magnetic
domains and various textures [205–209]. Different topological excitations can arise, e.g., integer
and fractional vortices, monopoles, skyrmions, and knots [27, 210–212].
An interesting question is the dynamics of equilibration and thermalization of spinor gases
prepared in a strongly nonequilibrium initial state. This problem is of general interest for finite
quantum systems and has been reviewed in [213–215]. For spinor gases, these topics are discussed
in review [27].
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4.9 Optical lattices
The field operators of atoms in an optical lattice allow for the expansion in Wannier functions
ψˆm(r) =
∑
j
cˆjmw(r− aj) , (4.51)
where the single-band approximation is assumed, m = −F,−F + 1, . . . , F is the hyperfine index,
j = 1, 2, . . . , NL is the lattice-site index, and aj is a lattice vector. The Wannier functions are
taken to be independent of the hyperfine index.
Substituting this expansion into Hamiltonian (4.6), for concreteness, we shall keep in mind
atoms with the angular momentum F = 1. The related hyperfine spin is given explicitly in
equation (4.26) or can be represented in the compact form through its components
F xmn =
1√
2
(δmn−1 + δmn+1) ,
F ymn =
i√
2
(δmn−1 − δmn+1) , F zmn = mδmn (m,n = −1, 0, 1) . (4.52)
Respectively, the ladder components are
F±mn ≡ F xmn ± iF ymn =
√
2 δm,n±1 . (4.53)
The first term, defined in equation (4.7), becomes
Hˆ0 = −
∑
i 6=j
∑
m
Jij cˆ
†
imcˆjm +
∑
j
∑
m
hj cˆ
†
jmcˆjm , (4.54)
with the tunneling parameter
Jij = −
∫
w∗(r− ai)
[
− ∇
2
2m
+ U(r)
]
w(r− aj) dr (4.55)
and the local-energy offset due to the external potential, including the lattice and confining po-
tentials,
hj =
∫
w∗(r− aj)
[
− ∇
2
2m
+ U(r)
]
w(r− aj) dr . (4.56)
The linear Zeeman term (4.9) is
HˆLZ = −µF
∑
ij
∑
mn
Bij · Fmncˆ†imcˆjn , (4.57)
where
Bij ≡
∫
w∗(r− ai)B(r)w(r− aj) dr . (4.58)
The quadratic Zeeman term (4.10) transforms into
HˆQZ = QZ
∑
ij
∑
mnk
∑
αβ
Bαβij cˆ
†
im F
α
mnF
β
nk cˆjk , (4.59)
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with the notation
Bαβij ≡
∫
w∗(r− ai)Bα(r)Bβ(r)w(r− aj) dr . (4.60)
Taking into account that the hyperfine spin-mixing interaction is short-range, it is admissible
to retain in Hamiltonian (4.28) only the single-site terms, getting
HˆF =
c0
2
∑
j
∑
mn
cˆ†jmcˆ
†
jncˆjncˆjm +
c2
2
∑
j
∑
mnkl
cˆ†jmcˆ
†
jk Fmn · Fkl cˆjlcˆjn , (4.61)
where
c0 ≡ c0
∫
|w(r− aj)|4 dr , c2 ≡ c2
∫
|w(r− aj)|4 dr . (4.62)
The dipolar Hamiltonian (4.14) takes the form
HˆD =
µ2F
2
∑
ijfg
∑
klmn
D
ijfg
klmncˆ
†
ikcˆ
†
jlcˆfmcˆgn , (4.63)
with the notation
D
ijfg
klmn ≡
∫
w∗(r− ai)w∗(r′ − aj)w(r′ − af )w(r− ag)Dklmn(r− r′) drdr′ , (4.64)
in which Dklmn is defined in equation (4.15).
Choosing the Wannier functions to be well localized [48] makes it possible to get
D
ijfg
klmn = δigδjfD
ij
klmn ,
D
ij
klmn ≡
∫
|w(r− ai)|2|w(r′ − aj)|2Dklmn(r− r′) drdr′ . (4.65)
Depending on the lattice depth, thermodynamic parameters, and atomic interactions, the
system can be in an insulating state or in superfluid state [216–219].
4.10 Insulating lattice
If the optical lattice is sufficiently deep, such that there are no jumps of atoms between different
lattice sites, when Jij = 0, the system is in an insulating state. Then Hamiltonian (4.54) reads as
Hˆ0 =
∑
j
hjnˆj , (4.66)
with the operator
nˆj ≡
∑
m
cˆ†jmcˆjm (4.67)
for the number of atoms in a j-th lattice site.
Assuming that the external magnetic field is slowly varying in space, as compared to the
variation of well-localized Wannier functions, we have
Bij ∼= δijB(aj) ≡ δijBj . (4.68)
65
In particular, when the external magnetic filed is constant in space, then we have the exact equality
Bij = δijB (B = const) .
In this case, the linear Zeeman term (4.57) can be written as
HˆLZ = −µF
∑
j
Bj · Sj , (4.69)
where the effective spin operator is
Sj ≡
∑
mn
cˆ†jm Fmn cˆjn . (4.70)
Under the condition that the external magnetic field is slowly varying, as compared to the
variation of Wannier functions, from notation (4.60), we find
Bαβij
∼= δijBαi Bβj . (4.71)
For a constant in space magnetic field, one has exactly
Bαβij = δijB
αBβ (B = const) .
Then the quadratic Zeeman term (4.59) takes the form
HˆQZ = QZ
∑
j
∑
mnk
(Bj · Fmn)(Bj · Fnk)cˆ†jmcˆjk . (4.72)
Using the commutation relations of the operators cˆjm, we have the equality∑
mnk
cˆ†jm F
α
mnF
β
nk cˆjk = S
α
j S
β
j −
∑
mnkl
cˆ†jmcˆ
†
jk F
α
mnF
β
kl cˆjlcˆjn . (4.73)
We may notice that the term
Sαj S
β
j =
∑
mnkl
cˆ†jm F
α
mn cˆjncˆ
†
jk F
β
kl cˆjl (4.74)
describes a consecutive destruction and creation of a single atom. While the second term in the
right-hand site of equality (4.73) corresponds to the simultaneous destruction and creation of a
pair of atoms. Such two-particle processes are usually less important than the single-particle ones
and can be neglected. For instance, if the number of atoms in a lattice site is strictly one, then
cˆjmcˆjn = 0. In that way, for the quadratic Zeeman term, we can write
HˆQZ = QZ
∑
j
(Bj · Sj)2 , (4.75)
where
QZ = ∓ µ
2
F
∆W (1 + 2I)2
. (4.76)
Here ∆W is the hyperfine energy splitting.
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Using equality (4.73) transforms the spin-mixing Hamiltonian (4.61) to the form
HˆF =
c0
2
∑
j
nˆj(nˆj − 1) + c2
2
∑
j
(
S2j − 2nˆj
)
. (4.77)
The dipolar part (4.63) for a deep insulating lattice, taking into account that the dipolar
potential is regularized by a short-range cutoff, because of which D¯jjklmn = 0, can be written as
HˆD =
µ2F
2
∑
i 6=j
∑
klmn
D
ij
klmncˆ
†
ikcˆincˆ
†
jlcˆjm . (4.78)
Employing the same procedure as in Chapter 3, Hamiltonian (4.78) can be represented as
HˆD =
1
2
∑
i 6=j
∑
αβ
D
αβ
ij S
α
i S
β
j , (4.79)
with the interaction potential
D
αβ
ij = µ
2
F
∫
|w(r− ai)|2|w(r′ − aj)|2Dαβ(r− r′) drdr′ , (4.80)
in which
D
αβ
(r) = Θ(r − bF )Dαβ(r) exp(−κF r) ,
Dαβ(r) = µ2F
δαβ − 3nαnβ
r3
(
n ≡ r
r
)
.
For well localized atoms, potential (4.80) simplifies to the expression
D
αβ
ij = Θ(aij − bF )Dαβij exp(−κF |aij |) , (4.81)
with the dipolar tensor
Dαβij =
µ2F
a3ij
(δαβ − 3nαijnβij) , (4.82)
where
nij ≡ aij|aij | , aij ≡ ai − aj .
The short-range cutoff bF is of the order of the effective size of an atom, which is usually
smaller than the lattice spacing. Hence the factor Θ(aij − bF ) can be omitted, being effectively
taken into account by the summation with i 6= j. The screening parameter κF is of the order of
the inverse spin healing length. The latter can be defined by equating the effective kinetic energy
~
2/2mξ2F with the effective potential energy of spin interactions ρµ
2
F , which gives the spin healing
length
ξF =
~√
2mρµ2F
.
The typical lattice spacing for optical lattices is a ∼ (10−5 − 10−4) cm, with the average density
ρ ∼ (1012− 1015) cm−3. Assuming µF ∼ 10µB gives the typical energy ρµ2F ∼ (10−26− 10−23) erg.
Then the spin healing length is ξF ∼ (10−5 − 10−3) cm, which is close to the mean interatomic
distance. Therefore taking into account the dipolar interactions of only nearest neighbors is a
good approximation.
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Summarizing, Hamiltonian (4.6) can be considered as being composed of three parts
Hˆ = HˆL + HˆZ + HˆD . (4.83)
The first term HˆL = Hˆ0 + HˆF ,
HˆL =
∑
j
[
hjnˆj +
c0
2
nˆj(nˆj − 1) + c0
2
(
S2j − 2nˆj
)]
, (4.84)
includes local spinor interactions. This term is invariant with respect to spin rotations and, since
[Sj , nˆj ] = [Sj, HˆL] = 0 ,
it does not influence spin motion.
Spin motion is governed by the Zeeman - effect part
HˆZ =
∑
j
[−µFBj · Sj +QZ(Bj · Sj)2 + qZ(Szj )2] (4.85)
and by the dipolar Hamiltonian (4.79). The Zeeman term consists of the linear Zeeman part,
the quadratic Zeeman part caused by an external magnetic field and by the alternating-current
quadratic Zeeman term.
The Hamiltonian similar to expression (4.83), but without the quadratic Zeeman term, has
been derived in Refs. [220–223]. However, the quadratic Zeeman effect is an essential phenomenon
in the physics of spinor atoms.
The alternating-current quadratic Zeeman term, due to the alternating-current Stark shift, can
be induced either by applying off-resonance linearly polarized light, populating the internal spin
states and exerting the quadratic shift along the light polarization axis [113–116], or by a linearly
polarized microwave driving field [117, 118, 224]. Here we assume that the light polarization axis
is the axis z. The coefficient qZ is independent of the non-driving magnetic field and depends only
on the intensity and detuning of the quasi-resonance driving field. The alternating-field induced
quadratic Zeeman shift can be tailored at high resolution and rapidly adjusted using electro-
optics. By employing either positive or negative detuning the sign of qZ can be varied. The
quasi-resonance quadratic Zeeman effect makes it possible to get qZ of the order (100− 105)~/s.
4.11 Spin dynamics
Considering weak deviations of spins from their equilibrium positions, one can study such phe-
nomena as spin echo [225] and ferromagnetic resonance [226] in spinor gases. In these studies, one
usually does not take into account the quadratic Zeeman effect.
Here we shall describe how one could consider strongly nonequilibrium spin states and spin
motion in the presence of the quadratic Zeeman effect. Also, we take into account the existence
of a longitudinal and transverse external magnetic fields, so that the total magnetic field at site j
is
Bj = B0ez +Hex . (4.86)
The transverse field can be created by a resonant magnetic coil, as in equation (3.107), which will
allow for the efficient regulation of spin motion.
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From the spin-operator components Sαj , we pass to the ladder operators using the relations
Sxj =
1
2
(
S+j + S
−
j
)
, Syj = −
i
2
(
S+j − S−j
)
.
Then the Zeeman Hamiltonian (4.85) becomes
HˆZ =
∑
j
{
−µFB0Szj −
µFH
2
(
S+j + S
−
j
)
+ (QZB
2
0 + qZ)(S
z
j )
2+
+
QZH
2
4
[
(S+j )
2 + (S−j )
2 + S+j S
−
j + S
−
j S
+
j
]
+
QZB0H
2
[
(S+j + S
−
j )S
z
j + S
z
j (S
+
j + S
−
j )
]}
, (4.87)
where µF = −gFµB and the equality
Bj · Sj = H
2
(S+j + S
−
j ) +B0S
z
j
is used.
The dipolar term (4.79) can be written in the form
HˆD =
1
2
∑
i 6=j
{aij
2
(
2Szi S
z
j − S+i S−j
)
+ bijS
+
i S
+
j + b
∗
ijS
−
i S
−
j + 2cijS
+
i S
z
j + 2c
∗
ijS
−
i S
z
j
}
, (4.88)
in which
aij ≡ Dzzij , bij ≡
1
4
(
D
xx
ij −D
yy
ij − 2iD
xy
ij
)
, cij ≡ 1
2
(
D
xz
ij − iD
yz
ij
)
.
The equations of motion
i
d
dt
S±j = [S
±
j , H ] , i
d
dt
Szj = [S
z
j , H ] ,
are derived by employing the commutation relations
[S+i , S
−
j ] = 2δijS
z
j , [S
z
i , S
±
j ] = ±δijS±j .
Recall that in the Hamiltonian (4.83) only the Zeeman (4.87) and dipolar (4.88) terms contribute
to the equations of motion, since the spin-mixing part HL commutes with the spin operator.
In what follows, we shall need the notations for the Zeeman frequency
ω0 ≡ − µFB0 > 0 (4.89)
and for the quadratic Zeeman parameter
D ≡ QZB20 + qZ . (4.90)
Dipolar interactions enter the evolution equations through the local fluctuating fields
ξD ≡
∑
j
(
aijS
z
j + c
∗
ijS
−
j + cijS
+
j
)
(4.91)
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and
ϕD ≡
∑
j
(aij
2
S−j − 2cijSzj − 2bijS+j
)
. (4.92)
Here the index j runs over all lattice sites. The self-interaction term is zero because the dipolar
interaction potential is regularized, such that D
αβ
jj = 0.
Since for a macroscopic sample, for which boundary effects are negligible,∑
j
D
αβ
ij = 0 ,
we have ∑
j
aij =
∑
j
bij =
∑
j
cij = 0 .
Therefore, assuming that the average 〈Sαj 〉 does not depend on the site index j, we see that the
fluctuating dipolar fields on the average are zero centered.
〈ξD〉 = 〈ϕD〉 = 0 .
Also, we define the effective force
f ≡ − i(µFH + ϕD) . (4.93)
Finally, we come to the Heisenberg equations of motion for the ladder operator,
dS−j
dt
= −i(ω0 + ξD)S−j + fSzj − iD(S−j Szj + SzjS−j )+
+
i
2
QZH
2
[
(S+j + S
−
j )S
z
j + S
z
j (S
+
j + S
−
j )
]−
− i
2
QZB0H
[
S+j S
−
j + S
−
j S
+
j − 4(Szj )2 + 2(S−j )2
]
, (4.94)
and for the z-component of the spin operator,
dSzj
dt
= − 1
2
(f+S−j + S
+
j f) +
i
2
QZH
2
[
(S−j )
2 − (S+j )2
]
+
+
i
2
QZB0H
[
(S−j − S+j )Szj + Szj (S−j − S+j )
]
. (4.95)
The equation for S+j follows from the Hermitian conjugation of equation (4.94).
4.12 Stochastic quantization
Averaging the equations of motion (4.94) and (4.95), we consider the following functions: the
transition function
u ≡ 1
SNL
NL∑
j=1
〈S−j 〉 , (4.96)
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describing the mean spin rotation of the transverse spin component, the coherence intensity
w ≡ 1
SNL(NL − 1)
NL∑
i 6=j
〈S+i S−j 〉 , (4.97)
showing the level of coherence in the spin motion, and the spin polarization
s ≡ 1
SNL
NL∑
j=1
〈Szj 〉 , (4.98)
defining the average magnetic polarization per atom. Here S implies the maximal eigenvalue of
Szj .
In the process of averaging the equations of motion, there is the necessity of decoupling the
spin-spin correlation functions. The natural decoupling seems to be the mean-field approximation
〈Sαi Sβj 〉 = 〈Sαi 〉〈Sβj 〉 (i 6= j) . (4.99)
There are, however, some problems when using this decoupling. The first problem is that decou-
pling (4.99) can be used for different lattice sites, but it is not valid for coinciding sites, if S is
arbitrary. This is because there happen such expressions
Sαj S
β
j + S
β
j S
α
j = 0
(
S =
1
2
)
,
that become zero for S = 1/2. The general decoupling, taking into account this case reads
[112, 125, 227] as
〈Sαj Sβj + Sβj Sαj 〉 =
(
2− 1
S
)
〈Sαj 〉〈Sβj 〉 . (4.100)
This decoupling correctly interpolates between the quantum case of S = 1/2 and S → ∞, when
spins behave classically.
The other problem is that the mean-filed approximation is actually a semi-classical approxi-
mation that can be employed for treating the coherent spin motion, although it does not correctly
describe the initial quantum stage of spin motion, when coherence has not been imposed on the
system. In the semi-classical approximation, there is no spin motion at all, if the initial trans-
verse projection is zero, that is, when u(0) = 0. Thus the semi-classical approximation cannot
characterize the development of coherence and hence, to correctly define the delay time for the
start of the coherent stage of motion. This problem can be overcome by using the stochastic
quantization [110–112, 125, 227], when the local fluctuating fields (4.91) and (4.92) are treated as
stochastic variables. Note that field (4.91) is real, while (4.92) is complex. These variables are
assumed to be zero-centered and representing white noise, so that their mutual correlations are
given by the stochastic averaging
〈〈ξD(t)〉〉 = 〈〈ϕD(t)〉〉 = 0 , 〈〈ξD(t)ξD(t′)〉〉 = 2γ3δ(t− t′) ,
〈〈ξD(t)ϕD(t′)〉〉 = 〈〈ϕD(t)ϕD(t′)〉〉 = 0 , 〈〈ϕ∗D(t)ϕD(t′)〉〉 = 2γ3δ(t− t′) . (4.101)
Here γ3 is the attenuation caused by fluctuating dipolar fields, hence it is of the order of ρµ
2
FS.
To take into account spin correlations above the mean field, we introduce the transverse attenu-
ation γ2 = ρµ
2
F
√
S(S + 1) that is defined in the second-order perturbation theory [228]. Generally,
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there also exists the longitudinal attenuation γ1 that comes about because the Zeeman energy can
be transferred to other degrees of freedom.
In the equations of motion, the quadratic Zeeman parameter (4.90) plays the role of an effective
anisotropy shifting the Zeeman frequency to the quantity
ωs ≡ ω0 + ωDs , ωD ≡ (2S − 1)D . (4.102)
Finally, we obtain the equation for the transition function,
du
dt
= −i(ωs + ξD − iγ2)u+ fs +
+
i
2
(2S − 1)QZH2(u∗ + u)s − i
2
(2S − 1)QZB0H(w − 2s2 + u2) , (4.103)
coherence intensity,
dw
dt
= −2γ2w + (u∗f + f ∗u)s+
+
i
2
(2S − 1)QZH2
[
(u∗)2 − u2] s+ i(2S − 1)QZB0H(u∗ − u)s2 , (4.104)
and for the spin polarization,
ds
dt
= − 1
2
(u∗f + f ∗u) +
+
i
4
(2S − 1)QZH2
[
u2 − (u∗)2] + i
2
(2S − 1)QZB0H(u− u∗)s− γ1(s− s∞) , (4.105)
where s∞ is the equilibrium spin polarization.
These equations are to be complemented by the definition of the transverse magnetic field
H . Here we keep in mind that the field H is a resonator feedback field created by a resonant
magnetic coil surrounding the sample. Then the equation for H follows from the Kirhhoff equation
giving [110–112, 125, 128, 227]
dH
dt
+ 2γH + ω2
∫ t
0
H(t′) dt′ = −4πηc dmx
dt
, (4.106)
where γ is the resonator attenuation, ω is the resonator natural frequency, ηc = V/Vc is the coil
filling factor and
mx =
µF
V
∑
j
〈Sxj 〉 . (4.107)
The equation for H can be represented in the integral form
H = −4πηc
∫ t
0
G(t− t′)m˙x(t′) dt′ , (4.108)
with the source
m˙x =
1
2
ρµFS
d
dt
(u∗ + u) (4.109)
and the transfer function
G(t) =
[
cos(ωt) − γ
ω
sin(ωt)
]
exp(−γt) ,
where
ω ≡
√
ω2 − γ2 .
The effective interaction energy of the feedback field H with the sample is proportional to the
parameter
γ0 ≡ πηcρµ2FS . (4.110)
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4.13 Scale separation
The efficient coupling of an electric circuit with the sample occurs only in the resonant case, when
the natural frequency of the circuit is tuned close to the Zeeman frequency of spins,∣∣∣∣∆ω
∣∣∣∣≪ 1 (∆ ≡ ω − ω0) . (4.111)
The quadratic Zeeman effect shifts the effective frequency to the value (4.102). In order not to
spoil the above quasi-resonance condition, this quadratic shift should be small, such that
|A| ≪ 1
(
A ≡ ωD
ω0
)
. (4.112)
All attenuations are to be small as compared to the Zeeman frequency,
γ
ω0
≪ 1 , γ0
ω0
≪ 1 , γ1
ω0
≪ 1 , γ2
ω0
≪ 1 , γ3
ω0
≪ 1 . (4.113)
And the quadratic Zeeman effect is assumed not to destroy the resonance situation, so that the
inequalities ∣∣∣∣QZH2ω0
∣∣∣∣≪ 1 ,
∣∣∣∣QZB0Hω0
∣∣∣∣≪ 1 (4.114)
are valid.
Under these conditions, equation (4.108) can be solved by the iterative procedure starting with
u ∝ exp(−ωst). After one iteration, we find
µFH = i (uX −X∗u∗) , (4.115)
with the coupling function
X = γ0ωs
[
1− exp{−i(ω − ωs)t− γt}
γ + i(ω − ωs) +
1− exp{−i(ω + ωs)t− γt}
γ − i(ω + ωs)
]
. (4.116)
The first, resonant, term here prevails over the second, nonresonant one, because of which
X ∼= γ0ωs 1− exp(−i∆st− γt)
γ + i∆s
, (4.117)
where the dynamic detuning
∆s ≡ ω − ωs = ω − ω0(1 + As) (4.118)
is defined.
Introducing the dimensionless coupling parameter
g ≡ γ0ω0
γγ2
, (4.119)
we can represent the real part of the coupling function as
α ≡ ReX = g γ
2γ2
γ2 +∆2s
(1 + As)
{
1−
[
cos(∆st)− ∆s
γ
sin(∆st)
]
e−γt
}
(4.120)
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and the imaginary part as
β ≡ ImX = −g γγ2∆s
γ2 +∆2s
(1 + As)
{
1−
[
cos(∆st) +
γ
∆s
sin(∆st)
]
e−γt
}
. (4.121)
The ratio of the imaginary part to the real part is β/α ∼ ∆s/γ.
Substituting the feedback field (4.115) into equation (4.103), with neglecting counter-rotating
and higher-harmonic terms, yields the form
du
dt
= −iΩu − iϕDs− iξDu , (4.122)
in which
Ω = ωs − i(γ2 −Xs) − 1
2
(2S − 1) QZ
µ2F
(2|X|2 −X2)ws −
− i
2
(2S − 1) QZ
µF
B0
(
Xw −X∗w − 2Xs2) .
In view of the small parameters, defined in inequalities (4.111) to (4.114), the functional
variable u is to be treated as fast while the variables w and s as slow. Then we can employ
the scale separation approach [111,112,227,229–232]. Following this approach, we solve equation
(4.122) for the fast variable, keeping there the slow variables as integrals of motion, which gives
u = u0 exp
{
−iΩt− i
∫ t
0
ξD(t
′) dt′
}
−
− is
∫ t
0
ϕD(t
′) exp
{
−iΩ(t − t′)− i
∫ t
t′
ξD(t
′′) dt′′
}
dt′ . (4.123)
Then the solution for the fast variable, together with the expression for the feedback field, is
substituted into the equations for the slow variables, whose right-hand sides are averaged over
time and over the stochastic variables ξD and ϕD, which yields the equations for the guiding
centers. Thus we come to the equation for the coherence intensity
dw
dt
= −2γ2w + 2αws+ 2γ3s2 +
+ 2(2S − 1) QZ
µ2F
αβw2s− 2(2S − 1) QZB0
µF
αws2 (4.124)
and for the spin polarization
ds
dt
= −αw − γ3s −
− (2S − 1) QZ
µ2F
αβw2 + (2S − 1) QZB0
µF
αws− γ1(s− s∞) . (4.125)
Equations (4.124) and (4.125) characterize spin dynamics that can be regulated by choosing
the appropriate system parameters. The motion of spins also produces electromagnetic radiation
[110,112,130,131,233–236] that, however, is rather small. The main advantage in the feasibility of
regulating the spin dynamics is that this can be used in spintronics and in quantum information
processing.
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4.14 Spin waves
Dipolar interactions, in the presence of nonzero magnetization and an external magnetic field can
support spin waves [112,222,227]. Spin waves correspond to small fluctuations of spins, which can
be characterized by presenting the spin operators as
Sαj = 〈Sαj 〉+ δSαj . (4.126)
Let us consider the initial stage of spin dynamics, when the feedback field has not yet being
formed, H = 0, and spins, being polarized, have not yet started rotation, so that
〈S±j 〉 = 0 , 〈Szj 〉 6= 0 . (4.127)
Assuming that the averages 〈Sαj 〉 do not depend on the index j, we have
ξD =
∑
j
(
aijδS
z
j + cijδS
+
j + c
∗
ijδS
−
j
)
, ϕD =
∑
j
(aij
2
δS−j − 2bijδS+j − 2cijδSzj
)
.
Substituting representation (4.126) into the spin equations of motion (4.94) and (4.95), and
linearizing the latter with respect to small deviations, we get the equations for the spin deviations
d
dt
S−j = −iωsS−j − iϕD〈Szj 〉 ,
d
dt
δSzj = 0 , (4.128)
where we take into account that δS−j = S
−
j . With the initial condition δS
z
j (0) = 0, it follows that
δSzj (t) = 0. Then
ξD =
∑
j
(
cijS
+
j + c
∗
ijS
−
j
)
, ϕD =
∑
j
(aij
2
S−j − 2bijS+j
)
.
Introduce the Fourier transforms for the dipolar interaction parameters
aij =
1
NL
∑
k
ake
ik·rij , bij =
1
NL
∑
k
bke
ik·rij , (4.129)
and for the spin operators
S±j =
∑
k
S±k e
i∓k·rj , (4.130)
where we use the notation rj for the lattice vectors instead of aj in order not to confuse with the
dipolar parameter aij .
Then equation (4.128) yields
d
dt
S−k = −iAkS−k + iBkS+k , (4.131)
where
Ak ≡ ωs + ak
2
〈Szj 〉 , Bk ≡ 2bk〈Szj 〉 . (4.132)
Looking for the solution in the form
S−k = uke
−iωkt + v∗ke
iωkt ,
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we obtain the spectrum of spin waves
ωk =
√
A2k − |Bk|2 . (4.133)
In the long-wave limit k → 0, the spectrum enjoys the typical of spin waves quadratic dependence
on momentum,
ωk ≃ |ωs|

1− 〈Szj 〉∑
〈j〉
aij
4ωs
(k · rij)2

 . (4.134)
Here the summation is over the nearest neighbours.
The spectrum is stable, provided that |Ak| > |Bk|, which implies the inequality∣∣∣ω0 + (ωD
S
+
ak
2
〈Szj 〉
)∣∣∣ > 2 ∣∣bk〈Szj 〉∣∣ . (4.135)
Hence, under sufficiently strong external magnetic field and nonzero spin polarization, the spec-
trum of spin waves is well defined.
4.15 Influence of tunneling
In the previous sections, we have considered well defined isolating states in an optical lattice, when
the tunneling term can be neglected. Now our aim to is to take into account the influence of this
term, considering an almost insulating state slightly perturbed by weak tunneling of atoms. If the
tunneling is not negligible, then boson tunneling processes induce effective interactions between
spins [237–239].
Let us consider the case, when the lower energy hyperfine manifold has 3 magnetic sublevels,
so that the total moment corresponds to spin S = 1. The Hamiltonian part, including tunneling
and the interaction term HF defined in equation (4.77) reads as
Hˆ = −J
∑
〈ij〉
∑
m
cˆ†imcˆjm + HˆF , (4.136)
where the summation is over the nearest neighbours. The interaction parameters are given in
equation (4.62) and the tunneling parameter J can be found from equation (4.55).
The usual expression for the optical lattice potential in d dimensions is
U(r) =
d∑
α=1
Vα sin
2 (kα0 rα)
(
kα0 ≡
π
aα
)
. (4.137)
To form an insulating state, the lattice potential depth has to be essentially larger than the recoil
energy
ER ≡ 1
2m
(
1
d
d∑
α=1
π2
a2α
)
. (4.138)
For a cubic d-dimensional lattice, for which Vα = V0 and the recoil energy is
ER =
π2
2ma2
(aα = a) ,
there should be ER/V0 ≪ 1.
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For an insulating state, one can resort to the tight-binding approximation treating the well
localized Wannier functions as Gaussians. Then from equation (4.55) for a cubic lattice, we
find [17, 122] the tunneling parameter
J =
d
4
(
π2 − 4)V0 exp
(
− dπ
2
4
√
V0
ER
)
. (4.139)
And for the integral entering the interaction parameters, we have∫
|w(r)|4 dr =
(π
2
)d/2 1
ad
(
V0
ER
)d/4
.
Then these parameters in three dimensions take the form
c0 =
√
8π
3
(
a0 + 2a2
a
)
ER
(
V0
ER
)3/4
, c2 =
√
8π
3
(
a2 − a0
a
)
ER
(
V0
ER
)3/4
. (4.140)
Respectively, for d = 3, the tunneling parameter is
J =
3
4
(
π2 − 4)V0 exp
(
− 3π
2
4
√
V0
ER
)
. (4.141)
Let us consider the Mott state with odd number of atoms per lattice site, when the filling
factor can be written as
ν ≡ N
NL
= 2n+ 1 (n = 0, 1, 2, . . .) . (4.142)
The tunneling is assumed to be weak, such that
Jν ≪√c0c2 . (4.143)
The effective spin Hamiltonian, valid for any odd number of atoms per site ν, in the limit of
small tunneling between sites, can be found in the second order perturbation theory with respect
to the tunneling parameter [237], resulting in the Hamiltonian
Hˆ = −J0 − J1
∑
〈ij〉
Si · Sj − J2
∑
〈ij〉
(Si · Sj)2 , (4.144)
in which
J0
J2
=
4(15 + 20n+ 8n2)
45(c0 + c2)
− 4(1 + n)(3 + 2n)
9(c0 + 2c2)
+
128(5 + 2n)
225(c0 + 4c2)
,
J1
J2
=
2(15 + 20n+ 8n2)
15(c0 + c2)
− 16(5 + 2n)n
75(c0 + 2c2)
,
J2
J2
=
2(15 + 20n+ 8n2)
45(c0 + c2)
+
4(1 + n)(3 + 2n)
9(c0 − 2c2) +
4(5 + 2n)n
225(c0 + 4c2)
.
In the case of one atom per lattice site, when ν = 1 and n = 0, one has
J0
J2
=
4
3(c0 + c2)
− 4
3(c0 + 2c2)
+
128
45(c0 + 4c2)
,
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J1
J2
=
2
c0 + c2
,
J2
J2
=
2
3(c0 + c2)
+
4
3(c0 − 2c2) .
In the general case, the total effective spin Hamiltonian for S = 1 and odd filling factor,
omitting the constant terms but taking account of the Zeeman and dipolar terms becomes
Hˆ = −J1
∑
〈ij〉
Si · Sj − J2
∑
〈ij〉
(Si · Sj)2 + HˆZ + HˆD . (4.145)
The first two terms here describe effective spin interactions induced by atomic tunneling. These
terms can noticeably influence spin dynamics. Thermodynamics of the system with Hamiltonian
(4.145) can also strongly differ from that characterized by the usual Heisenberg interaction [240].
5 Conclusion
The paper reviews the main properties of bosonic atoms and molecules interacting through non-
local interaction potentials, such as the dipolar potential, and also through spinor potentials. The
specific points of the present review, distinguishing it from the previous review articles are as
follows.
The emphasis is not on briefly listing the numerous properties of the considered systems, but
rather on concentrating on the main of these properties, with thoroughly explaining the methods
of their description.
The necessity of regularizing the dipolar interaction potential is emphasized. Without this
regularization, one often comes to unphysical conclusions, when thermodynamic quantities, such
as chemical potential, free energy, and internal energy become not scalars, which is certainly
meaningless.
A special attention is paid to the derivation of effective spin Hamiltonians for dipolar and
spinor atomic systems. Methods of regulating spin motion are discussed. The possibility for
such an efficient manipulation of spin dynamics is important for applications in spintronics and
quantum information processing.
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