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Асимптотическими методами исследуются динамические свойства логисти-
ческого уравнения с запаздыванием и с запаздывающим управлением. Пока-
зана возможность эффективного управления характеристиками релаксацион-
ного цикла. Разработан новый метод исследования динамики при условии,
что коэффициент запаздывающего управления является достаточно большим.
Установлено, что исходная задача о динамике уравнения с запаздываниями
редуцируется к задаче о нелокальной динамике специальных нелинейных кра-
евых задач параболического типа.
Введение
В настоящей работе исследуется важный класс уравнений с запаздыванием, ко-
торый играет особую роль во многих прикладных задачах. В этой связи особо отме-
тим как базовые работы [1–8]. Рассматриваются положительные решения уравнения
N˙ = r [1−N(t− T )]N + γ (N(t− h)−N) , (1)
где все коэффициенты тоже положительны, причем γ называют коэффициентом
запаздывающего управления [9–12].
При γ = 0 имеем логистическое уравнение с запаздыванием, которое называют
уравнением Хатчинсона. Исследованию решений этого уравнения посвящено много
работ (см., например, [13–18]). Укажем здесь, что при rT ≤ 37
24
все (положительные)
решения (1) стремятся к состоянию равновесия N0 ≡ 1, а при rT ≤ pi2 это состояние
равновесия асимптотически устойчиво. По-видимому, оно устойчиво глобально. При
rT > pi
2
уравнение (1) имеет устойчивое непостоянное периодическое решение [15,
17]. Его асимптотика при λ = rT  1 исследована в [16, 17]. Отметим, что при
больших λ амплитуда колебаний устойчивого цикла и его период неограниченно
растут и имеют соответственно порядки eλT и λ−1eλT [16, 17].
Поставим задачу изучения динамических свойств решений уравнения (1). Работа
состоит из двух частей. В первой из них — составляющей содержание §1, предпола-
гается, что параметр γ является достаточно малым, а во второй части – в §2 – этот
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параметр предполагается достаточно большим. Все это открывает путь к исполь-
зованию различных специальных асимптотических методов для анализа динамики
уравнения (1).
1. Уравнение с малым коэффициентом запаздывающего
управления
Здесь предполагаем, что для параметра γ выполнено условие
0 < γ  1.
Рассмотрим отдельно три случая. В первом из них речь пойдет об управлении
релаксационными колебаниями, т. е. о динамике (1) при указанном условии на γ и
при r  1. Во втором предполагается, что параметр r принимает
”
средние“ значе-
ния (r ∼ 1), а в третьем — этот параметр является
”
достаточно близким“ к pi
2T
.
1.1. Пусть параметр γ фиксирован, а для мальтузианского коэффициента r вы-
полнено соотношение
r  1. (2)
В [16,17] показано, что при γ = 0 функция
Nr(t) = e
rt−er(t−T ) (3)
является
”
первым“ приближением при r → ∞ для устойчивого релаксационно-
го периодического решения N0(t, r) уравнения (1) на отрезке [−T˜ (r) + 2, 2] длины
периода T˜ (r) функции N0(t, r), причем
T˜ (r) = r−1erT (1+o(1)).
0−T T 2T T˜(r) t
N
1
erT
N0 (t,r)
Рис. 1
Сформулируем основные утверждения. Ниже через δ обозначается произволь-
ная достаточно малая, но фиксированная при r → ∞ постоянная. Относительно
параметра h предполагаем, что h > T .
Теорема 1. Пусть h > 2T . Тогда для каждых фиксированных положительных
γ и δ найдется такое T0 > 0, что при r ≥ r0 уравнение (1) имеет устойчивое
T˜h(r)-периодическое решение Nh(t, r), для которого при r → ∞ выполнены асимп-
тотические равенства
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T˜h(r) = h+ o(1),
Nh(t, r) = e
rt−er(t−T )(1+o(1))(1 + o(1)) при t ∈ [0, Th(r)− δ].
0 T h t
N
1
erT
Nh (t,r)
Рис. 2
Теорема 2. Пусть T < h ≤ 2T . Тогда T˜h(r) = 2T + o(1) (при r →∞).
0 T 2T t
N
1
erT
Nh (t,r)
Рис. 3
График Th(r) изображен на рис. 4
T 2T h
T˜
Рис. 4
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О доказательстве теоремы 1. В работах [16, 17, 19, 22] детально разработан
асимптотический метод исследования вопросов о существовании, устойчивости и
асимптотике периодических решений сингулярно возмущенных уравнений с запаз-
дыванием. Суть метода применительно к уравнению (1) при r  1 такова: в фазо-
вом пространстве C[−h,0] уравнения (1) выделяется некоторое множество S. Затем
исследуется асимптотика при r → ∞ всех решений с начальными условиями из
S. В случае, если удается установить, что каждое такое решение через некоторый
отрезок времени попадает опять в S, то задача сводится к анализу отображения
S → S. Из общих свойств такого отображения приходим к выводу о существовании
у него неподвижной точки, которой, очевидно, отвечает периодическое решение (1).
Асимптотика решений строится «шагами», т.е. они последовательно рассматрива-
ются на отрезках [0, T ], [T, 2T ] . . . Обоснование устойчивости представляет значи-
тельные трудности технического характера. Детально в несколько иных ситуациях
устойчивость исследовалась в [16,17]. Здесь на этом вопросе не останавливаемся, тем
более, что все решения N0(t, r) с начальными условиями ϕ ∈ S через определенное
время оказываются асимптотически неразличимы.
Итак, в основе доказательства теорем лежит определение множества S ⊂ C[−h,0].
Ограничимся здесь только соответствующими построениями для теоремы 1, т.е. при
h > 2T .
Обозначим через S множество таких непрерывных и положительных функций
ϕ(s) ∈ C[−h,0], для которых выполнены условия:
1◦. при s ∈ [−h,−h+ T ] имеет место неравенство
ϕ(s) 6 exp[r(1 + 2
r
)(s+ h)− 1
2
exp(r(s+ h− T ))];
2◦. при s ∈ [−h+ T,−h+ 2T ] имеем
ϕ(s) 6 exp(−1
2
rT );
3◦. при s ∈ [−T, 0] выполнены условия ϕ(0) = 0 и
ϕ(s) = (1 + g(s)) exp(rs), |g(s)| 6 r−1/2.
Через t1(ϕ), t2(ϕ), . . . будем обозначать последовательные положительные корни
уравнения Nϕ(t, r) = 1.
На отрезке t ∈ [0, T ] тогда получим, что
Nϕ(t, r) = exp(rt(1 + o(1))).
При t ∈ [T, 2T ] верны асимптотические формулы
Nϕ(t, r) = exp[rt(1 + o(1))− exp(r(t− T )(1 + o(1)))]
и t1(ϕ) = T + o(1). Тем самым для каждого δ > 0 на отрезке [T + δ, 2T ] имеем
равенство
Nϕ(t, r) = o(exp(−rt)).
Для величины t2(ϕ) тогда приходим к соотношению
t2(ϕ) = h+ o(1).
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Главный вывод заключается в том, что при s ∈ [−h, 0] выполнено включение
Nϕ(t2(ϕ)+s, r) ∈ S. Обозначим через Π оператор последования Π(ϕ(s)) = Nϕ(t2(ϕ)+
s, r). Из полученных формул следует, что Π(ϕ(s)) ∈ S и ΠS ⊂ S. Отсюда и из из-
вестных утверждений [23] о существовании неподвижной точки таких операторов
приходим к выводу, что у оператора Π в S существует неподвижная точка ϕ0(s):
Π(ϕ0(s)) = ϕ0(s). Тем самым функция Nϕ0(t, r) является периодической с периодом
T˜ (r) = t2(ϕ0(s)) = h+ o(1).
0−h −h+T h−T T t2t1 2T t
N
1
erT
Nϕ (t,r)ϕ(s)
Рис. 5
В теореме 2 параметр γ уже не фигурирует. Отсюда делаем вывод о том, что
даже с помощью относительно малого коэффициента запаздывающего управления
можно эффективно управлять периодом устойчивого релаксационного цикла. На
вопрос о том, насколько малым может быть параметр γ, чтобы оказывать такое
воздействие на цикл, ответ дает следующее утверждение.
Теорема 3. Пусть для некоторых положительных γ0 и c имеем γ = γ0e−rc и
пусть h > 2T . Тогда при r →∞ выполнено асимптотическое равенство
T˜h(r) = h+ c+ o(1).
1.2. Сосуществование близких циклов. Здесь предполагаем, что параметры
r и T в (1) фиксированы и rT > pi
2
, т. е. в (1) при γ = 0 имеется экспоненциально
орбитально устойчивый цикл N0(t) периода T˜0.
При условии малости параметра γ приходим к стандартной задаче о малом воз-
мущении грубого цикла. Введем несколько обозначений.
Сначала отметим, что функция N˙0(t) является решением линеаризованного на
N0(t) уравнения (1)
v˙ = r(1−N0(t− T ))v − rN0(t)v(t− T ). (4)
Формально сопряженным к этому уравнению является уравнение
y˙ = −r(1−N0(t− T ))y + rN0(t+ T )v(t+ T ). (5)
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Хейловское скалярное произведение определяется формулой
< v(s), y(s) >= v(0)y(0)− r
0∫
−T
N0(s+ 1)v(s)y(s+ 1)ds
(v(s) ∈ C[−T,0], y(s) ∈ C[0,T ]). Отметим, что для любых двух решений (4) и (5),
определенных при всех t ∈ R, справедливо тождество
< v(s+ t), y(s+ t) >≡< v(s), y(s) > .
Уравнение (5) имеет единственное (с точностью до множителя) периодическое ре-
шение y0(t) ( 6≡ 0). Положим
σ =< N0(t− h)−N0(t), y0(t) > .
Следующее простое утверждение является обобщением хорошо известного для
обыкновенных дифференциальных уравнений результата о возмущении грубого цик-
ла.
Теорема 4. При всех достаточно малых γ уравнение (1) имеет орбитально устой-
чивый цикл N0(t, γ), для которого
N0(t, γ) = N0 ((1 + σγ + o(γ))t) +O(γ).
Более интересна ситуация, когда вместе с условием 0 < γ  1 выполнено условие
h 1.
Результаты о бифуркациях в окрестности цикла при малых возмущениях с большим
запаздыванием получены в работе [24]. Применим их к уравнению (1).
Пусть в (1) для некоторого h0 > 0 имеем h = h0γ−1. Введем в рассмотрение
формальные ряды
N(t, ε) = N0(τ) + γN1(τ, s) + . . . ,
dτ
dt
= 1 + γϕ(s) + . . . ,
где Vj(t) – T˜0-периодичны по τ , ϕ(s) – скалярная почти периодическая функция, s –
”
медленное“ время: s = εt. Подставим эти ряды в (1). Тогда, собирая коэффициенты
при одинаковых степенях γ, приходим к уравнению
dN1
dτ
= r(1−N0(τ − T ))N1 − rN0N1(τ − T ) + γR(τ, s),
где R(τ, s) = N0(τ(t − hε )) − N0(τ). Условие разрешимости для этого уравнения в
указанном классе функций состоит в выполнении равенства < R(τ, s), y0(τ) >= 0.
Обозначим через g(z) функцию
g(z) =< (N0(τ(t− z))−N0(τ)), y0(τ) > . (6)
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Учитывая, что τ(t − h) = τ(t) − h0γ−1 −
s∫
s−h
(ϕ(s1) + . . . )ds1, из (6) приходим к
уравнению для определения ϕ(s):
ϕ(s) = g(Θ +
0∫
−h0
ϕ(s+ p)dp), (7)
где Θ = Θ(γ) = {γ−1h0} mod T˜0. После того, как решение ϕ(s) этого уравнения най-
дено, алгоритм последовательного нахождения фигурирующих выше формальных
рядов можно неограниченно продолжать.
Рассмотрим вопрос о состояниях равновесия уравнения (7). Для их нахождения
получаем уравнение
ϕ = g(Θ + h0ϕ).
Вопрос об устойчивости некоторого состояния равновесия ϕ0 при Θ = Θ0 этого
уравнения решается стандартным образом.
Теорема 5. Пусть при некотором Θ = Θ0 уравнение (7) имеет состояние равно-
весия ϕ0 и пусть выполнено неравенство
h0g
′(Θ0 + h0ϕ0) 6= 1.
Тогда существует такая последовательность γn → 0, определяемая из условия
Θ(γ) = Θ0, что при γ = γn и при достаточно больших n уравнение (1) имеет
периодическое решение N0(t, γ) вида
N0(t, γ) = N0(τ) + γN1(τ, s) + o(γ),
где τ = (1 + γϕ0 +O(γ2)). Это решение устойчиво (неустойчиво) при
h0g
′(Θ0 + h0ϕ0) < 1 (> 1).
Таким образом, уравнение (7) может иметь любое число (в зависимости от h0)
устойчивых состояний равновесия, а уравнение (1) соответственно такое же число
устойчивых периодических решений. Кроме этого, для (7) и (1) характерен неогра-
ниченный процесс прямых и обратных бифуркаций при γ → 0, поскольку Θ = Θ(γ)
бесконечно много раз меняется от 0 до T˜0 при γ → 0.
1.3. Локальный анализ уравнения (1) при малых γ. Пусть в (1) параметры
r и T таковы, что r = r0 +εr1, T = T0 +εT1, где ε – малый положительный параметр:
0 < ε 1, и для r0 и T0 выполнено условие r0T0 = pi2 . Удобно считать, что γ = εγ1.
Характеристический квазиполином
λ = −r0e−λT0
линеаризованного на N0 ≡ 1 при ε = 0 уравнения (1) имеет пару чисто мнимых
корней ±i( pi
2T0
), а все остальные его корни имеют отрицательные вещественные ча-
сти. Тем самым в задаче о локальной динамике (1) в окрестности N0 реализуется
критический случай пары чисто мнимых корней. Тогда при малых ε в окрестности
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состояния равновесия N0 уравнения (1) имеется двумерное устойчивое локальное
инвариантное интегральное многообразие, на котором это уравнение с точностью
до o(1) (при ε→ 0) можно представить в виде [1, 25, 26]
dξ
dτ
= α0ξ + γ1α1(e
−i pih
2T0 − 1)ξ + d0|ξ|2ξ, (8)
где τ = εt, α0 =
[(
pi
2
+ i
)
r1 + r
2
0T1
(
1− ipi
2
)]
(1 + pi
2
4
)−1,
d0 = −r0[3pi − 2 + i(pi + 6)](10(1 + 4pi2 ))−1,
α1 =
(
pi
2
+ i
) (
1 + pi
2
4
)−1
, напомним, что Re d0 > 0.
Связь между решениями N(t, ε) уравнения (1) и ξ(τ) уравнения (8) устанавли-
вает соотношение
N(t, ε) = 1 + ε
1
2
[
ξ(τ)e
i pi
2T0
t
+ ξ(τ)e
−i pi
2T0
t
]
+O(ε).
Вклад запаздывающего управления в динамику (1) определяется слагаемым
γ1α1(e
−ipih(2T0)−1−1). Например, с помощью γ1 можно управлять знаком выражения
ρ = Re (α0 + γ1α1(e
−ipih(2T0)−1 − 1)). При условии ρ < 0 в (1) и (6) (при малых ε)
устойчиво состояние равновесия, а в случае ρ > 0 в (1) и (8) имеется устойчивый
цикл.
Более интересна ситуация, когда r0T0 = pi2 и вместе с условием 0 < γ  1
выполнено условие h  1. Пусть γ = εγ1 и h = ε−1h1. В этом случае бесконечно
много корней характеристического квазиполинома
λ = −(r0 + εr1)e−λ(T0+εT1) + εγ1(e−ε−1h1λ − 1)
стремятся к мнимой оси при ε → 0. Тем самым реализуется критический случай
бесконечной размерности. Результатами о существовании инвариантного интеграль-
ного многообразия в этой ситуации воспользоваться нельзя. Тем не менее удается,
применяя формализм метода нормальных форм [27–30], получить аналог — квази-
нормальную форму. Таким аналогом служит скалярное комплексное уравнение с
запаздыванием
dξ
dτ
= α0ξ + α1γ1(e
iHξ(τ − h1)− 1) + d0|ξ|2ξ. (9)
Здесь H = H(ε) = −pi(2T0ε)−1h1.
Теорема 6. Пусть при некотором H = H0 уравнение (9) имеет ограниченное при
τ →∞ решение ξ0(τ). Тогда на последовательности εn →∞, выделяемой условием
H(ε) = H0 (mod 2pi), уравнение (1) имеет асимптотическое по невязке решение
N(t, ε) = 1 + ε
1
2
n
[
ξ0(εnt)e
i pi
2T0
t
+ ξ0(εnt)e
−i pi
2T0
t
]
+O(εn). (10)
Отметим, что при некоторых условиях типа невырожденности решениям (9) ви-
да ξ0eiϕτ отвечает периодическое решение (1) той же устойчивости; периодическому
(грубому) решению (9) (6= const · eiϕτ ) соответствует двумерный тор в (1) и т. д.
Замечание 1. При достаточно больших значениях γ1, в ограниченной (при
ε → 0) области фазового пространства C[−h,0] не может существовать аттрактора
уравнения (1) [31].
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2. Уравнение с большим коэффициентом запаздывающего
управления
Основное предположение здесь состоит в том, что γ достаточно велико, т.е.
γ  1. (11)
При этом условии исследуем вопрос о динамических свойствах решений уравне-
ния (1).
2.1. Управление динамикой (1) с помощью малых значений h
Здесь предполагаем, что вместе с (11) выполнено условие h 1. Более точно –
для некоторого σ > 0 выполнено равенство
h = σγ−1. (12)
При этом условии учтем в (1) асимптотическое равенство N(t − h) = N(t) −
hN˙(t) + O(h2). Тогда уравнение (1) в главном, т. е. без учета слагаемых порядка
O(h), имеет вид
N˙ = r(1 + σ)−1 [1−N(t− T )]N. (13)
Тем самым получили уравнение Хатчинсона, у которого мальтузианский коэффи-
циент равен r(1 + σ)−1 < r. Параметр σ можно выбрать так, чтобы, например,
rT < (1 + σ)37
24
. Тогда все решения (13) будут стремиться к состоянию равнове-
сия N0 при t→∞. Устойчивое периодическое решение (13) обозначим через Nσ(t).
Имеет место следующее простое утверждение:
Теорема 7. Существует такое γ0 > 0, что при γ ≥ γ0 уравнение (1) имеет
устойчивое периодическое решение
N0(t, γ) = Nσ
(
(1 +O(γ−1))t
)
+O(γ−1).
2.2. Основная конструкция. Уравнения с большим коэффициентом запазды-
вающего управления исследовались в [31]. Применим методику из [31] для уравне-
ния (1) при условии (11). Поделим левую и правую части (1) на γ и рассмотрим
”
главную“ составляющую — линейное уравнение
γ−1N˙ = N(t− h)−N. (14)
Характеристический квазиполином этого уравнения имеет вид
ελ = e−λh − 1, (ε = γ−1  1). (15)
При ε → 0 вещественные части бесконечного множества его корней стремятся к
нулю, поэтому логично говорить о том, что критический в задаче об устойчивости
нулевого решения (14) случай имеет бесконечную размерность. Выпишем асимп-
тотику интересующей нас совокупности корней уравнения (15). Для этого введем
несколько обозначений. Фиксируем произвольно z ∈ R и через Θ = Θ(z, ε) ∈ (0, 1]
обозначим такую величину, для которой выражение zε−
1
2 +Θ является целым. Урав-
нение (15) имеет корни
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λk = λk(ε, z) = i
2pik
h
(zε−
1
2 + Θ)
(
1− ε 1
h
)
+ ελk2(ε, z) +O(ε
3
2 ),
где λk2 = ah − 2pi
2
h3
z2k2.
Введем в рассмотрение формальный ряд
u(t, ε) = ξ(τ, x) + εu3(τ, x) + . . . , (16)
в котором τ = εt, x = 2pih−1(zε−
1
2 +Θ)(1−εh−1)t, а функции ξ(τ, x), u3(τ, x), . . . явля-
ются T -периодическими по переменной x. Подставим (16) в (14) и будем собирать
коэффициенты при одинаковых степенях ε. Приравнивая в получившемся формаль-
ном тождестве коэффициенты при ε
3
2 (считая Θ не зависящим от ε параметром), из
условия разрешимости уравнения относительно u3(τ, x) приходим к параболическо-
му при z 6= 0 уравнению относительно ξ(τ, x)
h
∂ξ
∂τ
=
2pi2
h2
z2
∂2ξ
∂x2
+ rξ
[
1− ξ(τ, x)− 2pih−1] (zε− 12 + Θ)(1− εh−1)t (17)
с периодическими краевыми условиями
ξ(τ, x+ h) ≡ ξ(τ, x). (18)
Основной результат состоит в том, что при достаточно малых ε краевая зада-
ча (17), (18) играет роль нормальной формы для уравнения (14), т. е. ее нелокальная
динамика определяет с помощью формулы (16) поведение решений (14). Сформу-
лируем результат более точно.
Теорема 8. Пусть краевая задача (17), (18) имеет ограниченное при τ ∈ [τ0,∞]
решение ξ0(τ, x). Тогда уравнение (14) имеет асимптотическое по невязке решение
N0(t, ε), для которого
N0(t, γ) = 1 + rξ [1− ξ(τ, x−R(ε))] ,
где R(ε) = 2piTh−1(1 + εh−1)(zε−
1
2 + Θ(ε)).
При определенных условиях можно формулировать утверждения о существова-
нии и устойчивости решения (1), главные части асимптотики которых определяются
из (17), (18). На этом здесь не будем останавливаться.
На основе результатов из [31, 32] и приведенных здесь построений можно полу-
чать и другие, более сложные краевые задачи, обобщающие (17), (18). Покажем
это. Пусть натуральное n и величины z1, z2, . . . , zn ∈ R произвольно фиксированы.
Некоторую совокупность корней уравнения (15) можно представить в виде
λk1,k2,...,kn = i
2pi
h
((ε−
1
2 z1 + Θ1)k1 + · · ·+ (ε− 12 zn + Θn)kn)
(
1− ε1
h
)
+
+ ε
(
a
h
− 2pi
2
h3
(z1k1 + · · ·+ znkn)2
)
+O(ε
3
2 ),
где Θj = Θ(ε, zj), а k1, k2, . . . , kn – произвольные целые.
Положим в (1)
u = ε
1
2 ξ(τ, x1, x2, . . . , xn) + ε
3
2u2(τ, x1, x2, . . . , xn) + . . . ,
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где τ = εt, xj = 2pih−1(ε−
1
2 zj + Θj)(1 − εh−1)t, j = 1, 2, . . . , n, и зависимость от
xj – h-периодическая. Производя стандартные действия, приходим к краевой задаче
для определения h-периодической по каждому из аргументов x1, x2, . . . , xn функции
ξ(τ, x1, x2, . . . , xn)
h
∂ξ
∂τ
=
2pi2
h2
(
z1
∂
∂x1
+ z2
∂
∂x2
+ · · ·+ zn ∂
∂xn
)2
ξ + aξ.
С помощью этого вырожденного параболического уравнения определяются, как
и для (17), (18), асимптотические по невязке решения уравнения (1).
Важно отметить, что неустойчивость состояния равновесия N0 хотя бы для од-
ного значения z 6= 0 влечет за собой неустойчивость N0 в рамках уравнения (1) при
всех достаточно больших γ.
2.3. Бифуркационное значение параметра запаздывания T
Ниже считаем, что параметр r фиксирован. Отметим, что в уравнении Хатчин-
сона (при γ = 0) бифуркационное значение T = Tbif определяется соотношением
Tbif = (2r)
−1pi. При T > Tbif из состояния равновесия N0 в (1) рождается устойчи-
вый цикл. При условиях (11) и (12) имеем Tbif = (2r)−1pi(1 + σ).
Здесь определим при условии (11) наименьшее значение T , при котором в (1)
могут происходить бифуркации из состояния равновесия ξ ≡ 1. Положим в (17), (18)
T = γ−
1
2h(2pi)−1T1 (19)
и рассмотрим "главную" часть уравнения (17)
h
∂ξ
∂τ
= 2
(pi
h
)2
z2
∂2ξ
∂x2
+ rξ[1− ξ(τ, x− T1z)]. (20)
Линеаризуем (20), (18) на состояние равновесия N0 ≡ 1. Тогда характеристическое
уравнение для нахождения корней µk (k = 0,±1,±2, . . . ) получающейся краевой
задачи имеет вид
µk = −2
(pi
h
)2
z2k2 − re−ikzT1 . (21)
Рассмотрим функцию
f(v) = −2
(pi
h
)2
v2 − r cos(vT1).
Через T10 обозначим наименьшее положительное значение параметра T1, при кото-
ром функция f(v) имеет нулевой корень v0 : f(v0) = 0. Очевидно, что при этом и
f ′(v0) = 0. Из этих равенств T10 и v0 определяются:
T10 = x0(−r cosx0)− 12 , v0 = (−r cosx0) 12 ,
а x0 > 0 – первый положительный корень уравнения
2 tg x = x.
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Теорема 9. Пусть в (20) T1 < T10. Тогда при всех z 6= 0 состояние равновесия N0
устойчиво. Если же T1 > T10, то найдутся такие значения z, при которых это
состояние равновесия неустойчиво.
2.4. Критический случай. Построение квазинормальных форм
Рассмотрим наиболее интересную ситуацию, когда параметр z в (17) является
достаточно малым:
0 < z  1. (22)
Критический случай выделяется соотношением T1 ≈ T10. Пусть
T1 = T10 + z
2T11. (23)
При этом условии бесконечно много корней (21) стремятся к мнимой оси при z → 0,
поэтому можно говорить о том, что этот критический случай имеет бесконечную
размерность. Методика исследования локальной динамики таких систем разрабо-
тана в [27,28,31,33]. Применим её в задаче о динамике (17), (18).
Сначала выделим все те моды с номерами km, на которых Reµkm = o(1). Они
имеют вид
km = v0z
−1 +m+ Θ(z), m = 0,±1,±2, . . . ,
а Θ(z) ∈ (0, 1] и дополняет v0z−1 до целого. При этом
µkm = i4+ i41z(m+ Θ)− dz2(m+ Θ)2 +O(z3).
Здесь 4 = ir sinx0, 41 = irT10 cosx0, d = 2
(
pi
h
)2 − rT10 cosx0 + irT10 sinx0. Отметим,
что Red > 0.
Введем в рассмотрение формальный ряд
ξ(t, x) = 1 + zei[4+z41Θ]t+i(v0z
−1+Θ(z)x)η(τ, y) + ze−i[4+z41Θ]t−i(v0z
−1+Θ(z))xη(τ, y)+
+ z2
(
w20 + w21e
2i[4+z41Θ]t+2i(v0z−1+Θ(z))x + w21e−2i[4+z41Θ]t−2i(v0z
−1+Θ(z))x
)
+
+ z3w31e
i[4+z41Θ]t+i(v0z−1+Θ(z))x + . . .
(24)
Здесь τ1 = z2τ , y = x+ z41t, неизвестная и подлежащая определению функция
η(τ1, y) =
∞∑
−∞
ηm(τ1)e
imy, а выражения wjs(τ1, y) периодичны по y.
Подставляя (23) и (24) в (20) и производя стандартные действия, последователь-
но определяем элементы ряда (24). Так, на втором шаге находим, что
w20 = − cosx0,
w21 = −r
[
2i4− 8
(pi
h
)2
v20 + re
−2ix0
]−1
e−ix0 .
После этого на третьем шаге из условия разрешимости уравнения относительно w31
приходим к краевой задаче для определения η(τ, y):
∂η
∂τ1
= d
∂2η
∂y2
+ 2idΘ
∂η
∂y
+
(
rv0T11e
−ix0 − dΘ2) η + κ|η|2η, η(τ, y + 2pi) ≡ η(τ, y). (25)
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Здесь d = 2
(
pi
h
)2
+ 1
2
rT 210e
−ix0 , κ = −r [(1 + e−ix0)w20 + (eix0 + e−2ix0)w21].
Краевая задача (25) является квазинормальной формой для краевой задачи (17),
(18). Ее нелокальная динамика определяет поведение решений (17), (18) в некоторой
достаточно малой окрестности состояния равновесия ξ0 ≡ 1. Сформулируем более
точно соответствующий результат.
Теорема 10. Пусть краевая задача (25) имеет ограниченное при τ → ∞ реше-
ние η0(τ1, y). Тогда при всех достаточно малых z краевая задача (17), (18) имеет
асимптотическое по невязке решение ξ(τ, x), для которого
ξ(τ, x) = 1 + z
1
2
[
η0(z
2τ, x+41z2τ)ei[(4+z41Θ)τ+(v0z−1+Θ)x] +
+ η0(z
2τ, x+41z2τ)e−i[(4+z41Θ)τ+(v0z−1+Θ)x]
]
+O(z).
2.5. Динамика при малом мальтузианском коэффициенте и большом
запаздывании в управляющем воздействии
Близкая к рассмотренной выше ситуация может возникать и без предположения
о достаточно больших значениях γ. Предположим здесь, что достаточно большими
являются значения параметра h : ε = h−1  1. Кроме этого, предположим, что
коэффициент r является достаточно малым: для некоторых положительных α и rα
имеем r = rαεα.
После замены времени t→ ht приходим к уравнению
εv˙ = −rαεαv(t− εT )(1 + v) + γ(v(t− 1)− v).
Как и для (1) при условии (11), применим к этому уравнению изложенную выше
методику работы [31,32].
В результате приходим к построению квазинормальной формы — параболиче-
ской краевой задачи, аналогичной (17), (18) —
∂ξ
∂τ
= 2pi2
∂2ξ
∂x2
− rαξ(τ, x− εα2 zT (1 + o(1)))(1 + ξ), ξ(τ, x+ 2pi) ≡ ξ(τ, x).
Для фиксированного (при ε → 0) значения T отклонением пространственной
переменной в полученном уравнении можно пренебречь. Если же параметр T тоже
является достаточно большим, причем согласованно с ε : T = Tαε−
α
2 , то приходим
к уравнению вида (20). Отметим, что в рассматриваемом случае для произведения
rT имеем rT = rαTαε
α
2  1. Таким образом, бифуркационные явления, как и выше,
могут возникать при достаточно малых значениях этого произведения.
Замечание 2. Случай, когда вместe c (23) имеем соотношение T1 = T10+zT11 су-
щественно сложнее. Соответствующая (25) квазинормальная форма отличается, во-
первых, отсутствием слагаемых с производной первого порядка по пространствен-
ным переменным; во-вторых, количество пространственных переменных (с перио-
дическими краевыми условиями по каждой из них) становится произвольно фик-
сированным параметром; в-третьих, пространственным переменным соответствуют
быстро осциллирующие по времени компоненты решений исходного уравнения. По-
дробное описание методики в рассматриваемой ситуации приведено в [31].
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Замечание 3. Можно получать более полные асимптотические разложения ре-
шений.
Выводы
Сформулируем сначала три вывода, относящиеся к случаям, когда коэффициент
запаздывающего управления является достаточно малым.
1. Показано, что с помощью асимптотически малого коэффициента запаздыва-
ющего управления можно эффективно управлять периодом релаксационных коле-
баний в логистическом уравнении с запаздыванием.
2. При малых γ и больших значениях параметра h исследован вопрос о сосу-
ществовании множества асимптотически близких циклов. Приведены соответству-
ющие асимптотические формулы и сделаны выводы об устойчивости.
3. В задаче о локальной динамике в окрестности состояния равновесия N0 ≡ 1
(при γ  1 и h  1) возникает критический случай бесконечной размерности. По-
строена квазинормальная форма — специальное нелинейное уравнение с запазды-
ванием, не содержащее малых параметров. Его нелокальная динамика, а она может
быть достаточно сложной, определяет поведение решений исходного уравнения (1)
в достаточно малой окрестности состояния равновесия N0.
Следующие выводы относятся к случаю, когда параметр γ достаточно велик.
4. Описан механизм стабилизации колебаний при малых значениях h. Показана
возможность эффективного управления амплитудой устойчивого цикла.
5. Разработан новый подход к исследованию динамики уравнения (1) при γ  1.
Он базируется на применении метода квазинормальных форм — на построении спе-
циальных нелинейных эволюционных уравнений, нелокальная динамика которых
определяет поведение решений исходного уравнения. Построены асимптотические
формулы, позволяющие по решениям квазинормальных форм определять главные
члены асимптотических разложений решений (1). Проиллюстрировано явление ги-
пермультистабильности, когда происходит резкое увеличение количества установив-
шихся режимов.
6. Важно отметить, что запаздывание T в логистическом уравнении переходит в
отклонение пространственной переменной в квазинормальной форме. Показано, что
уже при асимптотически малых значениях T могут происходить сложные бифур-
кационные явления. Для их описания построены новые квазинормальные формы —
специальные уравнения параболического типа.
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The Dynamics of the Logistic Equation with Delay and
Delayed Control
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Dynamical properties of a logistic equation with delay and delay control are studied
by asymptotic methods. It is shown that effective control of characteristics of relaxation
cycle is possible. A new method for studying the dynamics in the case of suffitiently
large delay control coeffitient is worked out. It is found that the original problem of the
dynamics of equations with delays is reduced to the problem of non-local dynamics of
special nonlinear boundary value problems of parabolic type.
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