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 Numerical weather prediction (NWP) models are important tools used by federal 
agencies and the weather enterprise to inform and warn the public about extreme weather 
events. Snowstorm forecasts, which can be highly impactful throughout the Northeast 
United States, face challenges related to microphysical and initial and boundary layer 
processes that hinder the accuracy of forecasts. In addition, observations of mixed phase 
precipitation are very sparse spatially and temporally which causes an added challenge to 
validate predictions. This study presents an evaluation of 38 significant snowstorms and 
18 rain/wind events from 2005 to 2020 using three NWP models. Each modeling system 
has been evaluated using observations of atmospheric variables from the Integrated 
Surface Dataset for onshore stations, the National Data Buoy Center for offshore stations, 
the University of Wyoming’s archive for radiosonde stations for the vertical profile, and 
the Global Historical Climatology Network database for accumulated variables such as 
liquid water equivalent, snow water equivalent, and snowfall. Results demonstrate that 
moisture related variables perform poorly at the surface and aloft, wind gust performs 
poorly at the surface for onshore stations, and the accuracy of snow ratio algorithms 
primarily depends upon a modeling system’s overall configuration. Furthermore, ice 
storm prediction is hindered by precipitation type diagnosis, and quantitative 
precipitation forecasts can be significantly impacted by a modeling system’s domain 
configuration. Recommendations to improve winter weather prediction includes creating 
a nested domain with feedback to reduce quantitative precipitation forecast error and 
applying the European Centre for Medium-Range Forecast’s non-convective wind gust 
scheme to reduce wind gust bias. For the 18 wind gust events which involved a different 
model configuration and different planetary boundary layer schemes, wind gust 




Winter storms capable of disrupting society are becoming more common across 
the United States (Lawrimore et al. 2014). For the Northeast (NE) United States (US) 
specifically, from January 5th to March 22nd of 2018, five of the top 100 most significant 
snowstorms, in terms of the total area and total population affected, enveloped the region 
according to Squires et al. (2014). Roughly 286 million people were directly impacted as 
a result of all five snowstorms which spanned a total area of 775 million square miles. 
During the March 5th to March 8th winter storm alone, a powerful Nor’easter caused 
whiteout conditions accompanied by wind gusts in excess of 50 miles per hour for 
multiple land surface stations across the NE US (from: National Weather Service Public 
Information Statements, 2019-02-08). The combination of damaging winds and 
overwhelming snow loads led to hundreds of thousands of power outages, numerous road 
restrictions, the declaration of three states’ of emergencies, and several fatalities. 
Currently, multiple snow ratio algorithms (Dubè 2003; Cobb and Waldstreicher 
2005; Byun et al. 2008), ice ratio algorithms (Chaîné and Castonguay 1974; Jones 1996; 
Jones 1998; Makkonen 1998; Musilek et al. 2010; Sanders and Barjenbruch 2016), 
precipitation type algorithms (Ramer 1993; Baldwin et al. 1994; Bourgouin 2000; Schuur 
et al. 2012; Elmore and Grams 2015; Chenard et al. 2015), and cloud microphysics 
schemes (Thompson et al. 2008; Walko et al. 1995; Meyers et al. 1997) exist to predict 
snow ratios (SNR), ice-to-liquid ratios (ILR), precipitation type at the surface, and in-
cloud physical processes that leads to liquid water equivalent (LWE), snow water 
equivalent (SWE), and ice fraction (SR) at the surface. Given the damage that may occur 
from significant snow and ice loads on modern day infrastructure, the first part of this 
study presents the evaluation of the accuracy of winter weather variables as it relates to 
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significant snowstorms defined by the Regional Snowfall Index (RSI) which was 
developed by Squires et al. (2014). Also, suggestions will be recommended for certain 
numerical weather prediction (NWP) configurations, parameterizations, and post-
processing methods to improve the analytical reliability of NWP during significant winter 
weather events.  
The winter weather evaluation has been conducted with respect to 3 NWP models 
for 38 different events: the Regional Atmospheric Modeling System (RAMS)/Integrated 
Community Limited Area Modeling System (hereafter, called RAMS/ICLAMS; Cotton 
et al. 2003; Solomos et al. 2011) and the Weather Research and Forecasting model 
versions 3.7.1 and 3.8.1 (Skamarock et al. 2008; hereafter, called WRFv3.7.1 and 
WRFv3.8.1).  
The second part of the Thesis focuses on rain/wind events with an emphasis on 
wind gust prediction and accuracy. Similar to significant snowstorms, rain/wind events 
can cause infrastructural damages as a result of powerful, albeit brief, wind gusts (Wanik 
et al. 2015, 2018). As a result, accurate wind gust prediction is essential for the safety and 
well-being of the public and private sector alike, thus, multiple meteorological services 
have NWP capabilities to predict wind gusts (Sheridan 2011).  
2. Data and Modeling Systems 
a. Identification of Winter Weather Events 
Winter weather events for this study have been selected using Squires’ et al. 
(2014) RSI which is a modification of Kocin and Uccellini’s (2004) Northeast Snowfall 
Impact Scale (NESIS). RSI represents a single numerical (or categorical) value that 
determines the normalized severity of winter weather events based on the spatial extent 
of area and population (from census data) impacted by certain snowfall thresholds with 
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respect to specific regions of the US (different thresholds for the Northeast, Northern 
Rockies and Plains, Ohio Valley, South, Southeast, and the Upper Midwest). Thus, a 
category one (RSI < 3.00) event for the Northeast US is equivalent to a category one 
event for all other regions across the US based on societal impacts. 
The estimation of RSI, from Squires et al. (2014), is given by Eq. (1): 










in which the magnitude of regional snowfall thresholds are denoted by subscript 
𝑇, which for the NE US, takes the following values T1=4in, T2=10in, T3=20in, and 
T4=30in. Likewise, ?̅?𝑇 represents the mean spatial area affected by snowfall greater than 
a regional snowfall threshold T, and ?̅?𝑇 represents the mean population affected by 
snowfall greater than a specified regional snowfall threshold T. Both parameters, ?̅?𝑇 and 
?̅?𝑇, are constants for specific regions and snowfall thresholds (T) that vary based on pre-
determined, geographic and census information. For the NE US, ?̅?𝑇 (mi
2) and ?̅?𝑇  
(population) are 149,228, 72,318, 9,254, 1,152, and 51,553,600, 27,571,556, 2,886,427, 
171,896 for T1, T2, T3, and T4. Larger RSI values indicate a more significant winter storm 
in terms of societal impacts which is a function of snowfall thresholds (T), area (A), and 
population (P). RSI does not, however, indicate the destructiveness of a snowstorm as a 
result of infrastructural damage. 
In terms of categorization, RSI can be broken down into 5 categories which range 
from 0 to 5 (ordered from least to most significant). Events with RSIs >18.00 are 
identified as category 5 events based upon the classification ranges provided by Kocin 
and Uccellini (2004). The remaining categorical values are 4, 3, 2, and 1 which are 
classified by the following RSI ranges (unitless); 10.00-17.99, 6.00-9.99, 3.00-5.99, 1.00-
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2.99, and < 1.00 respectively. Most events (signified by brackets in Fig. 1) analyzed for 
the winter weather evaluation section of this study are primarily category 1 or category 2 
events with corresponding RSI values of less than 3.00. 
 
Figure 1: Pie chart of the analyzed events for this study binned by RSI. 
The time window for this study ranges from 2005 to 2020 based on the 
availability of Final Analysis (FNL), Global Forecasting System (GFS), and 12 km North 
American Model (NAM; not available prior to 2006) analysis data that are used for initial 
and boundary conditions of the NWP models. If an RSI event was provided by the 
National Climatic Data Center (NCDC) from 2005 to 2020, the event was considered for 
the winter weather evaluation. If the event missed the analysis region (union area in Fig. 
2D) or impacted the region for greater than 72 hours with mainly light precipitation, the 
event was excluded from this analysis due to LWE, SWE, and snowfall quality concerns. 
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In total, 38 unique events were evaluated for the winter weather evaluation which are 
provided by Table 1 as initialization start times. 
Table 1. Dates and NWP initialization times’ for the winter weather analysis. There are 38 
winter weather events in total. 
    
    
Initialization Dates and Times for the winter events analysis [RSI category] 
18 UTC 10 Feb 2006 [2] 00 UTC 9 Feb 2010 [2] 12 UTC 7 Feb 2013 [3] 18 UTC 31 Jan 2015 [1] 
12 UTC 14 Mar 2007 [2] 06 UTC 15 Feb 2010 [1] 18 UTC 5 Mar 2013 [1] 00 UTC 22 Jan 2016 [4] 
06 UTC 3 Apr 2007 [1] 18 UTC 24 Dec 2010 [2] 18 UTC 17 Mar 2013 [1] 12 UTC 8 Feb 2017 [1] 
18 UTC 1 Dec 2007 [1] 00 UTC 11 Jan 2011 [2] 12 UTC 13 Dec 2013 [1] 06 UTC 13 Mar 2017 [4] 
12 UTC 18 Dec 2008 [1] 12 UTC 25 Jan 2011 [1] 00 UTC 1 Jan 2014 [1] 00 UTC 3 Jan 2018 [1] 
00 UTC 20 Dec 2008 [1] 12 UTC 31 Jan 2011 [1] 18 UTC 20 Jan 2014 [1] 00 UTC 1 Mar 2018 [1] 
12 UTC 21 Feb 2009 [1] 18 UTC 23 Feb 2011 [1] 06 UTC 12 Feb 2014 [2] 12 UTC 6 Mar 2018 [1] 
12 UTC 28 Feb 2009 [1] 06 UTC 28 Oct 2011 [1] 00 UTC 25 Nov 2014 [1] 18 UTC 14 Nov 2018 [1] 
00 UTC 8 Dec 2009 [1] 18 UTC 25 Dec 2012 [1] 18 UTC 8 Dec 2014 [1]  
12 UTC 18 Dec 2009 [1] 00 UTC 28 Dec 2012 [1] 06 UTC 26 Jan 2015 [3]  
 
b. Surface Observations 
Simulated, hourly output is compared to 141 land stations from the Integrated 
Surface Database (NCDC 2011; Lott et al. 2001; Lott et al. 2008; Smith et al. 2011; later 
referred to as ISD), 10 offshore stations from the National Data Buoy Center (NDBC 
1971), 3 radiosonde locations for 39 isobaric surfaces from the University of Wyoming’s 
data archive (available online at http://weather.uwyo.edu/upperair/sounding.html), and 
hundreds of cooperative stations from the Global Historical Climatology Network-Daily 
(Menne et al. 2012. Later referred to as GHCN-D) database which provides daily 
accumulated daily observations related to snowfall, SWE, and LWE. 
Surface observations from all available land stations were extracted from the ISD 
database and used for this evaluation (±15 minutes from the top-of-the hour) excluding 
suspect observations from ISD (Lott 2004). Hourly observations were paired to bilinearly 
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(horizontal) interpolated NWP variables for each station based on latitude and longitude. 
Each ISD station considered for this evaluation can be seen in Fig. 2E denoted by red 
circles. 
 
Figure 2: Domain configuration for: A) RAMS/ICLAMS, B) WRFv3.7.1, and C) WRFv3.8.1. D) the 
analysis region within the union of all 3 interior domains; E) All stations utilized for this evaluation at the 
surface from ISD, NDBC: C-MAN Buoy stations; F) Radiosonde stations. Topographic elevation is shown 
in a-c, e, f panels. 
The ISD archive provides numerous observations including station pressure, 
temperature, dewpoint temperature, wind speed, wind direction, wind gust, and ice 
accumulation. Several important winter weather related variables including specific 
humidity, relative humidity, and wet-bulb temperature, was calculated from available 
ISD observations. Specific humidity 𝑞, (Eq. 2; American Meteorological Society 2020) 
mixing ratio 𝑟𝑣 (Eq. 3; American Meteorological Society 2020) and actual vapor pressure 
𝑒 (Eq. 4; Tetens 1930) were calculated as functions of station pressure P and station 
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dewpoint temperature 𝑇𝑑. Relative humidity (
𝑒
𝑒𝑠
∙ 100%) is also not available via the ISD 
archive, therefore, relative humidity was calculated using formulas for the actual vapor 
pressure e (Eq. 4) and saturated vapor pressure es (not shown) which are functions of 
dewpoint temperature and temperature, respectively. For both WRF modeling systems, 
dewpoint temperature was calculated as a function of station pressure and 2-m water 
mixing ratio and relative humidity was calculated from 2-m temperature, station pressure, 
and 2-m water mixing ratio. 














 Wet-bulb temperature is not provided by ISD and it is not provided by 
RAMS/ICLAMS or WRF. As a result, wet-bulb temperature was post-processed for both 
NWP and ISD observations using Stull’s (2011) equation. Stull’s (2011) formula for wet-
bulb temperature is denoted by Eq. (5) in which 𝑅𝐻 is relative humidity in percent (%), 𝑇 
is surface temperature (℃), and 𝑇𝑤 is wet-bulb temperature (℃).  
Tw = 𝑇 ∗ atan[0.151977(𝑅𝐻 + 8.313659)
1/2] + atan(𝑇 + 𝑅𝐻)
− atan(𝑅𝐻 − 1.676331)
+ 0.00391838(𝑅𝐻)3/2 atan(0.023101 ∗ 𝑅𝐻) − 4.686035, 
(5) 
 Offshore observations for mean sea level pressure (MSLP), temperature, 
dewpoint temperature, wind speed, wind direction, and wind gust were obtained directly 
through NDBC. Relative humidity and wet-bulb temperature were calculated from 
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available observations using the same formulas that are provided in equations 3-5. 
Specific humidity was not calculated for offshore stations since MSLP was provided and 
not station pressure. Any observation that failed any form of quality check (NDBC 2009) 
was excluded. Only observations ± 15 minutes from the top-of-the hour were used for 
this evaluation. 
Two types of offshore stations are used for the model evaluation: Buoys and 
Coastal-Marine Automated Network (C-MAN) stations which can both be viewed 
spatially in Fig. 2E. Both station types have varying thermometer and anemometer 
heights (mainly 5-m for buoys and 20-m for C-MAN stations) which, as a result, required 
vertical interpolation in addition to bilinear interpolation in the horizontal to pair NWP 
variables to NDBC observations for a more adequate comparison.  
As it pertains to both WRF modeling systems, for temperature, dewpoint 
temperature, and wind speed, if the thermometer or anemometer height was above 
WRF’s first available vertical layer (~10-m), linear interpolation was done for the NWP 
layer above and below a station’s sensor’s height. Otherwise, for temperature and 
dewpoint temperature, if a station’s thermometer height was below NWP’s first available 
layer, NWP’s first available layer was paired to NDBC observation without vertical 
interpolation. 
If an offshore station’s anemometer height (for wind speed) was below NWP’s 
first available layer, the wind power law (Hsu et al. 1994) was used to vertically 
interpolate wind speed from NWP’s first available layer to the anemometer height. The 
equation for the wind power law, assuming marine stable conditions, is provided by Eq. 
(6) in which 𝑃 is assumed to be constant (0.11 for marine stable conditions), 𝑢2 is wind 
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speed for NWP’s layer above a station’s anemometer height, and 𝑧2 is the height at 𝑢2. 









 For all modeling systems, MSLP observations were paired directly to NWP 
MSLP. As for wind direction, the closest available layer, in terms of height from a 
station’s anemometer sensor, was used to pair NWP to NDBC observations. Lastly, NWP 
wind gusts were paired directly to NDBC wind gust observations regardless of 
anemometer height, hence no interpolation was done for NWP variables for MSLP 
(paired directly), wind direction (nearest level pair), and wind gust (paired directly). 
 For WRF (both versions), 2-m (for temperature and dewpoint temperature), 10-m 
(for wind), and several layers at mass grid heights were used as NWP layers for possible 
vertical interpolation. For RAMS/ICLAMS, 39-m temperature and 39-m dewpoint 
temperature were paired to observations regardless of thermometer height (performed far 
better than 2-m fields). As for wind speed, RAMS/ICLAMS was vertically interpolated 
to a station’s height using the same methodology as described for WRF via the wind 
power law for stations beneath 10-m, and linear-vertical-interpolation for stations above 
10-m. 
c. Vertical Profiles 
The vertical profiles of atmospheric variables for all modeling systems were 
evaluated at in situ locations for all available times (at 00 UTC and 12 UTC) and for 
three available stations (Fig. 2F) using the University of Wyoming’s radiosonde archive. 
Modeling systems were evaluated at mandatory isobaric surfaces (following the 
radiosondes) including 1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, and 100 mb 
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with bilinear interpolation in the horizontal. Temperature, dew point temperature, wind 
speed, and wind direction was obtained directly from the University of Wyoming’s 
radiosonde archive, however, relative humidity, wet-bulb temperature and specific 
humidity was calculated from available observations utilizing equations in section 2.b 
and Eq. (7). 
Vertical profile variables of temperature, dew point temperature, potential 
temperature, relative humidity (with respect to water), wind speed, and wind direction is 
available from RAMS/ICLAMS, WRFv3.7.1, and WRFv3.8.1. To obtain wet-bulb 
temperature with respect to isobaric surface, Stull’s (2011) equation was utilized (given 
in Eq. 5). For observations, Eq. (7; American Meteorological Society 2020) was used to 
calculate potential temperature 𝜃 (required for frontogenesis) at specific isobaric surfaces 
𝑃 from air temperature 𝑇 and station pressure 𝑃𝑜 in which k is equal to 2/7. 






d. Precipitation Observations 
 Daily in situ LWE, SWE, and snowfall observations are reported from a variety of 
different observers provided by the GHCN-D archive. The archive includes quality 
checks for all LWE, SWE, and snowfall observations (Durre et al. 2008, 2010). Flagged 
observations provided by GHCN-D were omitted from this evaluation. Additionally, to 
eliminate human error due to breaking measuring protocol (for example, temporal and or 
personal inconsistencies or biases), an additional quality check was established. To 
remove spatial outliers from the GHCN-D archive, Anselin’s (1995) spatial outlier 
algorithm was incorporated to process LWE, SWE, and snowfall observations following 
the work of Kocin and Uccellini (2004) and Squires et al. (2014).  
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Fig. 3 has been provided to demonstrate the results of the spatial outlier algorithm 
for the 8 February 2013 winter storm. Considering only LWE (Fig. 3) for the 8 February 
2013 event, the first step of the spatial outlier procedure is to remove any suspect or 
faulty observations from GHCN-D’s quality assurance. Daily accumulated observations 
are then summed throughout the entirety of an event for all stations across the Northeast 
US (Fig. 3A). Next, the spatial outlier algorithm is applied to all LWE observations 
inside and outside of the analysis domain. Outliers are identified and removed via the 
following procedure at an arbitrary query point: 
1. Determine locations within 50 km of a query observation via Euclidean 
distance (𝑑𝑖𝑗). 
2. Use inverse distance weighting (IDW) to the second power to emphasis the 
significance of stations closer to the query observation (𝐼𝐷𝑊𝑖𝑗  =  𝑑𝑖𝑗
−2). 
3. Determine the weighted IDW distance of each observation within 50 km of 
the query station as a ratio of the total IDW distance (𝑊𝑖𝑗).  
4. Determine the observation’s standardized score (z-score) in which 𝑥𝑖 is the 
observation at the query station, the mean of the sample (?̅?𝑖𝑗) is the sum of 
𝑊𝑖𝑗 ∙ 𝑤𝑖𝑗 for all stations within 50 km of the query station, 𝑤𝑖𝑗 is the 
observation which corresponds to a station’s 𝑊𝑖𝑗, and 𝜎 is the population 
standard deviation of all available observations. 
5. When the z-score (𝑍𝑖 = (𝑥𝑖 − ?̅?𝑖𝑗) 𝜎
−1) corresponds to a significance (two-
tailed) of 10%, the observation was deemed an outlier (all outliers are 
illustrated in Fig. 3B for this event) and was removed from this analysis. 
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6. The final step of the procedure is to remove observations that fall outside the 
analysis domain (Fig. 3C). All remaining observations were used for this 
analysis. 
 
Figure 3: A) GHCN-D observations are summed for the entirety of an event and flagged stations are 
removed from the analysis. B) Spatial outliers as shown in the image are found and removed from the 
analysis. C) All remaining observations are masked by the analysis domain which is later used herein this 
study. 
 Five events were excluded from the accumulated variable evaluation (LWE, 
SWE, and snowfall) due to unrelated disturbances reaching the analysis area with 
precipitation within 24 hours of an event’s departure. To limit temporal errors that may 
occur from summating two different storms as one event, the following events were 
excluded from the accumulation evaluation; 12 UTC 18 December 2008, 00 UTC 20 
December 2008, 12 UTC 25 January 2011, 06 UTC 28 October 2011, and 12 UTC 8 
February 2017. Most of the following events were impacted by minor disturbances 
originating from the north after the significant winter weather event departed. Regardless, 
the aforementioned events were used to evaluate hourly surface variables and the vertical 
profile.  
Real time ice accumulation observations are available through the ISD which is 
obtained through the Goodrich Sensor System 872C3 icing sensor (Ryerson and Ramsay 
2007) at available Automated Surface Observation Systems (ASOS). The sensor is 
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equipped with a vertically orientated cylindrical probe that continuously vibrates 
longitudinally. If freezing rain accumulates on the sensor, the frequency of the vibration 
changes. The change in sensor frequency, including a manufacturer-specified ice-
thickness factor, is used to determine ice thickness (Ramsay and Laster 1995). Studies 
indicate that the Goodrich Sensor System 872C3 icing sensor performs well during 
freezing rain events (Ryerson and Ramsay 2007). 
For this study, to determine ice thickness totals, hourly ice thickness observations 
were summed for the entirety of an event. Since ice thickness observations are sparse, 
spatial outliers were not detected and removed from the analysis. Overall, 114 ice 
thickness observations were obtained for all 38 events and for all available stations. 
e. Modeling Systems 
Two NWP models have been implemented in this study, mainly due to their 
utilization as daily forecasting systems by our research group: the Regional Atmospheric 
Modeling System (RAMS)/Integrated Community Limited Area Modeling System 
(hereafter, called RAMS/ICLAMS; Cotton et al. 2003; Solomos et al. 2011) and the 
Weather Research and Forecasting model versions 3.7.1 and 3.8.1 (Skamarock et al. 
2008; hereafter, called WRFv3.7.1 and WRFv3.8.1). Simulations were run with a twelve 
hour spin-up time to sufficiently resolve errors that are caused by analysis products at the 
initialization of the simulations. The simulation duration was set to either 48 hours or 72 
hours excluding the spin-up time (60 hour and 84 hour total simulation durations) as 
winter storms for the NE US rarely last longer than 48 hours (Davis and Dolan 1993). 
The event start and end times were selected based on the start and end times of 
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precipitation onset and precipitation departure relative to the analysis domain (see Fig. 
2D).  
All three modeling systems were initialized with different datasets, which for 
RAMS/ICLAMS, WRFv3.7.1, and WRFv3.8.1, were NCEP FNL (1ox1o, 6h), NCEP 
GFS (1ox1o, 6h), and NCEP NAM (12km, 6h) analysis data, respectively. Otherwise, 
both WRFv3.7.1 and WRFv3.8.1 shared a similar configuration excluding WRFv3.7.1’s 
domain, horizontal grid spacing and vertical structure. Most notably, WRF configurations 
were initialized with the Advanced Research WRF (ARW) core, Thompson’s et al. 
(2008) microphysics scheme, and Yonsei’s PBL scheme (Hong et al. 2006). 
RAMS/ICLAMS simulations, however, were initialized with a two-moment bulk 
microphysics scheme (Walko et al. 1995; Meyers et al. 1997) with an explicit cloud 
droplet activation scheme (Nenes and Seinfeld 2003; Fountoukis and Nenes 2005) and 
Mellor-Yamada’s (Mellor and Yamada 1982) PBL scheme. Additional information is 




Table 2. Modeling system specifications for the winter weather evaluation. 
    
  RAMS/ICLAMS WRF3.71 WRF3.81 
Grid Structure Three nested domains: 18, 6, and 2km; Three nested domains: 18, 6, 2km; One domain: 4km; 
  50 vertical levels (Ptop = 60 hPa) 28 vertical levels (Ptop = 50 hPa) 51 vertical levels (Ptop = 50 hPa) 
Horizontal Grid 
Scheme 
Arakawa C grid Arakawa C grid Arakawa C grid 
Nesting Two-way nesting Two-way nesting No nesting 
Initial Conditions NCEP FNL (1° x 1°; 6h) NCEP GFS (1° x 1°; 6h) NCEP NAM (12km; 6h) 
Cumulus Scheme 
Kain-Fritsch cumulus parameterization on the parent 
and second grid; 
Grell 3D scheme (Grell and Devenyi 2002) No cumulus scheme 
  no parameterization on the third grid on the parent and second grids;   
    no parameterization on the third grid   
        
Cloud Microphysics Warm-rain processes; five ice condensate species;  Thompson et al. (2008) scheme [8] Thompson et al. (2008) scheme [8] 
  
two-moment bulk scheme (Walko et al. 1995; Meyers 
et al. 1997); 
    
  explicit cloud droplet activation scheme     
  
(Nenes and Seinfeld 2003; Fountoukis and Nenes 
2005) with  
    
  prescribed aerosols     
Planetary Boundary 
Layer 
Mellor-Yamada scheme (Mellor and Yamada 1982) Yonsei scheme (Hong et al. 2006) Yonsei scheme (Hong et al. 2006) 
Boundary 
Conditions 
SST daily; normalized difference vegeration index: 
USGS at 30°; 
Topography: USGS GMTED2010 30-arc-second Topography: USGS GMTED2010 30-arc-second 
  normalized difference vegetation index: USGS at 30°; 
Land-Use/Vegetation: Noah-modified 21-category 
IGBP-MODIS 
Land-Use/Vegetation: Noah-modified 21-category 
IGBP-MODIS 
  Topography: NASA SRTM90, v4.1, at 3; 
soil texture; FAO at 5' and North America State 
Soil 
soil texture; FAO at 5' and North America State 
Soil 
  Land Cover: USGS Olson Global Ecostystem at 30°; Geographic (STATSGO) at 30'' Geographic (STATSGO) at 30'' 
  Soil Texture: FAO at 2'     
Radiation  
RRTM for shortwave and longwave radiation 
(Mlawer et al. 1997) 
Goddard for shortwave radiation Goddard for shortwave radiation 
    (Chou and Suarez 1994); RRTM for (Chou and Suarez 1994); RRTM for 
    longwave radiation (Mlawer et al. 1997) longwave radiation (Mlawer et al. 1997) 
Land Surface Land Ecosystem-Atmosphere Feedback model Noah LSM Noah LSM 




3. Methodology for estimation of snow and ice accumulation 
 Snowfall from NWP can be obtained prognostically or diagnostically, at a post-
processing step, for all modeling systems. For this evaluation, both prognostic and 
diagnostic output was used to evaluate snowfall (and ice thickness accumulations for 
WRFv3.8.1).  
In general, snowfall is the product of what falls to the surface as frozen 
precipitation (in liquid form). Numerically, this equation can be denoted as, 𝒔𝒏𝒐𝒘𝒇𝒂𝒍𝒍 =
𝑺𝑾𝑬 ∙ 𝑺𝑵𝑹 in which SNR can be substituted with one of the SNR algorithms by Dubè 
(2003), Cobb and Waldstreicher (2005), Byun et al. (2008), etc. Since snowfall is a 
function of SWE, SWE must be obtained from the NWP model output. For WRF, SWE 
was obtained by the following calculation, SWE =  SR ∙ LWE in which SR is equal to the 
amount of frozen hydrometeors divided by the sum of all hydrometeors. Thus, SR ranges 
from 0 (no frozen precipitation) to 1 (completely frozen precipitation). As for 
RAMS/ICLAMS, SWE was obtained by calculating the sum of all frozen hydrometeor 
precipitation totals that reached the surface (SR is not provided by RAMS/ICLAMS).  
a. SNOWFALL 
i. Method 1 AFWA:WRF 
WRFv3.8.1 was initialized with AFWA’s precipitation type prognostic, thus, snowfall 
and freezing rain (among other variables) was readily available as gridded output for 
WRFv3.8.1 (prognostic variable). AFWA’s numerical equation for snowfall at an 
arbitrary time step is provided by Eq. (8). Hereafter, snowfall from WRFv3.8.1 AFWA’s 
product will be referred to as AFWA: WRF. 
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𝐬𝐧𝐨𝐰𝐟𝐚𝐥𝐥(𝐢, 𝐣) = 𝐬𝐧𝐨𝐰𝐟𝐚𝐥𝐥(𝐢, 𝐣) + 𝑠𝑛𝑜𝑤_𝑟𝑎𝑡𝑖𝑜 ∙ 𝐩𝐫𝐞𝐜𝐢𝐩(𝐢, 𝐣)
∗ (5. −𝑻𝒎𝟐(𝐢, 𝐣) + 273.15)
0.4, 
(8) 
 in which snow_ratio is 5, 𝑻𝒎𝟐 is 2-m temperature plus the downward short wave 
flux divided by 100 (modified 2-m temperature), and precip is equal to LWE (assumed 
to be entirely SWE) if snow is diagnosed by AFWA’s precipitation type algorithm. 
ii. Method 2 AFWA:PP 
AFWA’s snowfall algorithm was also utilized at a post-processing step for all modeling 
systems including WRFv3.8.1 (referred to as AFWA: PP). From Eq. (8), two alterations 
were made: First, 𝑻𝒎𝟐 was replaced with 2-m temperature; Second, 𝐩𝐫𝐞𝐜𝐢𝐩 was set to 
SWE. As a result, AFWA: PP includes snowfall accumulation during instances of mixed 
precipitation (when SR is less than 1), whereas, AFWA: WRF assumes all 𝐩𝐫𝐞𝐜𝐢𝐩 falls 
to the surface as snow if snow is diagnosed by AFWA’s precipitation type algorithm. 
iii. Method 3 SNOWH:WRF 
Snow depth (SNOWH) in WRF is also a prognostic variable. Snow depth is primarily a 
function of physical processes (heat and moisture exchange) between the snow-ground 
and snow-air interface (Anderson 1973, 1976). The calculation of snow depth, excluding 
snow-ground or snow-air interactions, is provided by Eq. (9) in which 𝐻𝑛 is snow depth, 





New snow density 𝜌𝑛 is only a function of air temperature (Anderson 1973, 1976). If the 
air temperature is less than or equal to -15 ℃, 𝜌𝑛 is set to 0.05 gm cm
−3. Otherwise, Eq. 
(10) is used in which 𝑇𝑎 is air temperature.  
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𝜌𝑛 = 0.05 + 0.0017 ∙ (𝑇𝑎)
1.5, (10) 
SWE = LWE ∙ SR ∙ SCF, (11) 
The final computation necessary for snow depth regarding the snow accumulation and 
ablation model from WRF is the calculation of SWE which is provided by Eq. (11) in 
which SCF is a factor that approximates gauge losses “during accumulation periods due 
to sublimation and redistribution caused by blowing snow" (Anderson 1973, 1976). To 
obtain event based snowfall from snow depth, the sum of the positive change in snow 
depth was calculated from hourly WRF output (not evaluated for RAMS/ICLAMS). 
iv. Method 4 Byun:PP 
Byun et al. (2008) developed an SNR algorithm (referred to as Byun: PP) as a function of 
3 hourly precipitation rate 𝑃𝑅 and 2-m temperature 𝑇2. The equation, along with its 
multiple conditional statements, are provided by Eq. (12) in which a, b, and c are 
conditional constants that depend on 𝑃𝑅. To obtain 𝑃𝑅 in mm (3 h)−1 from hourly 
simulation output which has been used for this study, hourly LWE was scaled by a factor 
of 3 to estimate LWE for a three hour increment. Snowfall amounts, however, were 
calculated from hourly SWE once SNR was determined. 
SNR = 𝑎/{1 + exp [
(𝑇2−𝑏)
𝑐
],                 (12)   
   𝑎 = 18.8, 𝑏 = 0.0811, 𝑐 = 0.6508, 1 mm (3 h)−1 ≤ 𝑃𝑅 < 2 mm (3 h)−1, 
   𝑎 = 16.1, 𝑏 = 0.2182, 𝑐 = 0.5373, 2 mm (3 h)−1 ≤ 𝑃𝑅 < 3 mm (3 h)−1, 
   𝑎 = 14.9, 𝑏 = 0.2295, 𝑐 = 0.5174, 3 mm (3 h)−1 ≤ 𝑃𝑅 < 4 mm (3 h)−1, 
   𝑎 = 13.2, 𝑏 = 0.2678, 𝑐 = 0.5074, 4 mm (3 h)−1 ≤ 𝑃𝑅 < 5 mm (3 h)−1, and 
   𝑎 = 11.9, 𝑏 = 0.1524, 𝑐 = 0.5174, 𝑃𝑅 ≥ 5 mm (3 h)−1. 
v. Method 5 Kuchera:PP 
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The Kuchera method is a popular SNR algorithm which is widely used by the weather 
community due to its simplicity. The algorithm (Kuchera: PP) first identifies the 
maximum temperature of the lowest 500 mb of atmosphere (𝑇𝑀𝐴𝑋 in Kelvin) at an 
arbitrary point and time. Once 𝑇𝑀𝐴𝑋 is determined, 𝑇𝑀𝐴𝑋 is then processed through a 
single conditional statement (Eq. 13 and 14). 
          SNR = 12.0 + 2.0 ∙ (271.16 − 𝑇𝑀𝐴𝑋),   if 𝑇𝑀𝐴𝑋 ≥ 271.16 K (13) 
            SNR = 12.0 + (271.16 − 𝑇𝑀𝐴𝑋),   if 𝑇𝑀𝐴𝑋 < 271.16 K (14) 
vi. Method 6 Climo:PP 
The last method utilized for this study, in terms of diagnostic SNR output, is based on 
climatology in which for every 1 unit of SWE, 10 units of snowfall is produced (SNR = 
10; Climo: PP). Example output from WRFv3.8.1 for each algorithm has been provided 
in Fig. 4 for the 8 February 2013, winter storm.  
AFWA: WRF, AFWA: PP, and Byun: PP (Fig. 4 A, C, and D) perform similarly 
in terms of spatial distribution and magnitude of snowfall accumulation for that particular 
event. In comparison, SNOWH: WRF (Fig. 4B) shows the least amount of snowfall over 
an equal area and Kuchera: PP gives the largest snowfall amount (Fig. 4F). Differences in 
terms of snowfall amongst the different algorithms arise from the incorporated variables 




Figure 4: Example of snowfall (in) from WRFv3.8.1 by utilizing the prognostic output (AFWA: WRF) and 
the five post-processed snowfall algorithms for this one event. 
b. ICE ACCUMULATION 
Ice accumulation products and ILR algorithms calculate ice accumulation during 
freezing rain or ice events. For the Freezing Rain Accumulation Model (FRAM; Sanders 
and Barjenbruch 2016), ice thickness is equal to ALWE ∙ ILR in which ALWE is the 
available LWE for possible ice accumulation (excludes accretion due to frozen 
precipitation). For WRF, ALWE is equal to LWE ∙ (1.0 − SR). In comparison, the Cold 
Regions Research and Engineering Laboratory (CRREL) calculates radial ice thickness 
directly from hourly precipitation and horizontal wind speed (Jones 1996). 
The CRREL algorithm is provided below in Eq. (15) in which ρi is the density of 
ice (0.9 g cm-3), P is precipitation rate (mm h−1), ρo is the density of water (1.0 g cm-3), 
V is wind speed (m s-1), N is hours, and W is the liquid water content (𝑊 = 0.067 ∙
𝑃0.846) from Best (1950). As is, CRREL calculates the radial ice thickness (𝑅𝑒𝑞) that 
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accumulates onto surfaces. Since ice thickness was evaluated from ISD observations, 𝑅𝑒𝑞 
was converted into ice thickness using Sanders’ and Barjenbruch’s (2016) conversion 




∑ √(𝑃𝑗 ∙ ρo)
2





 The FRAM ILR algorithm is a multivariate equation which depends on weighted 
IRLs from precipitation rate, wet-bulb temperature, and wind speed under specific wet-
bulb and or wind speed conditions (Sanders and Barjenbruch 2016). IRL from FRAM is 
used to determine ice thickness (𝑇𝑖) such that, 𝑇𝑖 = ∑ IRL ∙ 𝑃
ℎ
0  , in which ℎ denotes the 
duration of the precipitation in hours and 𝑃 is the precipitation rate in inches per hour. 
Fig. 5 illustrates the differences amongst ice thickness accumulation between AFWA: 
WRF, FRAM: PP, and CRREL: PP for the 11 November 2018, winter storm for 
WRFv3.8.1.  
 
Figure 5: Example of WRFv3.8.1 prognostic output (AFWA: WRF) and two post-processed ice 
accumulation algorithms for one event. 
Unlike snowfall, AFWA: WRF, FRAM: PP and CRREL: PP vary significantly. 
Spatially, differences arise based on precipitation type classification. WRFv3.8.1 with 
AFWA prognostics utilizes a precipitation type algorithm (top-down methodology) to 
explicitly determine if freezing rain is diagnosed at the surface. CRREL: PP and FRAM: 
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PP, however, utilize LWE and SR from WRFv3.8.1’s microphysics scheme to determine 
ALWE which is then incorporated into the CRREL: PP and FRAM: PP to determine ice 
accumulation. The occurrence of freezing rain from CRREL: PP and FRAM: PP is 
therefore not explicitly determined. Additionally, CRREL: PP and FRAM: PP include ice 
accumulation during instances of mixed precipitation. AFWA: WRF must diagnose 
freezing rain in order to summate ice accumulation at a given time step. 
Differences in terms of magnitude are a result of different utilized algorithms. 
AFWA: WRF assumes that if freezing rain is diagnosed, ice thickness is equal to LWE 
(1:1 ILR). In comparison, CRREL: PP and FRAM: PP determine IRL as functions of 
wind speed, precipitation rate, and wet-bulb temperature. AFWA: WRF’s assumption of 
1:1 IRL’s for any atmospheric condition is not realistic (Chaîné and Castonguay 1974; 
Jones 1996; Jones 1998; Makkonen 1998; Musilek et al. 2010; Sanders and Barjenbruch 
2016). 
4. Error Metrics 
 The five statistical metrics used in this study include bias (NWP – observations), 
correlation coefficient (CC), root-mean-square error (RMSE), and centered root-mean-
square error (CRMSE). Each error formula is provided in Eq. (16) through Eq. (19), 
respectively. Predicted (NWP) values are represented by X, observed values are 
represented by Y, and N is equal to the total number of values.  
Mean bias = 𝑁−1 ∑(𝑋 − 𝑌) , (16) 
CC =
𝑁−1 ∑[(𝑋 − ?̅?) ∙ (𝑌 − ?̅?)]
√𝑁−1 ∑(𝑋 − ?̅?)2 ∙ 𝑁−1 ∑(𝑌 − ?̅?)2
 , (17) 
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RMSE = √𝑁−1 ∑(𝑋 − 𝑌)2, (18) 
CRMSE = √𝑅𝑀𝑆𝐸2 − 𝐵𝑖𝑎𝑠2, (19) 
5. Results and Discussion 
a. Snowfall Evaluation from GHCN-D Observations 
Bulk error metrics for each NWP, and SNR algorithm is shown in Table 3, using 
observations from GHCN-D. RAMS/ICLAMS and WRFv3.7.1 performed best in terms 
of snowfall prediction, followed by WRFv3.8.1. Despite being calculated with hourly 
output, post-processed SNR algorithms (abbreviated as PP) performed slightly better than 
AFWA: WRF which computed snowfall totals for simulated time steps. Although 
snowfall results are comparable for RAMS/ICLAMS and WRFv3.7.1, WRFv3.8.1 
performed quite differently. WRFv3.8.1 in general performed poorly for snowfall, LWE, 
and SWE as a whole. More details on WRFv3.8.1’s accumulated fields performance is 
provided in section 5.c. 
Overall, all algorithms performed poorly. CC, mean bias, RMSE, and CRMSE ranged 
from 0.52-0.71, -87.9-47.4 mm, 108.1-166.7 mm, and 103.6-166.3 mm, respectively for all SNR 
algorithms, modeling systems, and events. Although a CC of ~0.71 demonstrates reasonable 
predictive skill for an accumulated variable, RMSE and CRMSE are quite large (~100-170 mm) 
which indicates fairly significant systematic and random errors amongst all utilized modeling 
systems and SNR algorithms. In total, 14,331 snowfall observations were analyzed for this study 







Table 3. Snowfall statistical evaluation for each NWP for all available stations and 
33 events (selected due to temporal consistency). 
  CC Bias [mm] RMSE [mm] CRMSE [mm] 
  RAMS/ICLAMS [2km]  
AFWA: PP 0.62 -12.4 112.9 112.2 
Byun: PP 0.62 -27.1 118.6 115.5 
Climo: PP 0.56 -31.1 120.9 116.8 
Kuchera: PP 0.71 -31.1 108.1 103.6 
SNOWH: WRF NA NA NA NA 
AFWA: WRF NA NA NA NA 
  WRFv3.7.1 [2km] 
AFWA: PP 0.61 24.4 128.8 126.5 
Byun: PP 0.57 -12.2 135.5 134.9 
Climo: PP 0.58 6.7 123.9 123.7 
Kuchera: PP 0.61 47.4 159.6 152.4 
SNOWH: WRF 0.52 -60.3 137.4 123.4 
AFWA: WRF NA NA NA NA 
  WRFv3.8.1 [4km] 
AFWA: PP 0.57 -31.5 143.4 139.9 
Byun: PP 0.58 -56.6 146.8 135.4 
Climo: PP 0.54 -50.9 141.1 131.6 
Kuchera: PP 0.58 -11.7 166.7 166.3 
WRF: SNOWH 0.53 -87.9 154.3 126.8 
WRF: AFWA 0.52 -69.3 151.6 134.9 
 
Uncertaintly regarding snowfall can be broken down into multiple parts: the 
ability of a modeling system’s microphysics scheme to determine SWE (for PP SNR 
algorithms), the accuracy of precipitation type algorithms when diagnosing snow (for 
AFWA diagnostics), SNR algorithm skill when predicting snow ratios, and the reliability 
of incorporated variables (for forcing, pecipitation type diagnosis, and SNR calculation). 
Assuming SNR algorithms are skillful, snowfall related performance is primarily bound 
by the accuracy of a modeling system’s microphysics scheme followed by the accuracy 
of its incorporated, atmospheric variables. Therefore, as illustrated in Fig. 6 in terms of 
observed standard deviation (light gray arches), CC (diagonals), and RMSE (gray arches) 
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with respect to observations (red star and dashed arch), results are mainly distributed by 
modeling system (color) and not by SNR algorithm (numeric). 
Kuchera: PP for RAMS/ICLAMS performed best compared to all other SNR 
algorithms (Fig. 6). This finding can be attributed to several different factors: SWE from 
RAMS/ICLAMS performed best (Fig. 9); hourly, frozen precipitation variables were 
prognostically provided by RAMS/ICLAMS (not a functon of LWE and SR); and finally, 
Kuchera’s algorithm considers temperature closer to the generation layer from the surface 
to 500 mb in which snow is likely to form. All other SNR algorithms incorporate surface 
variables which neglect snow formation due to microphysical processes. Thus, SNR 
algorithms that determine snowfall as a function of three-dimensional variables related to 
height and temperature will likely perform best. 
 
Figure 6: Taylor diagram for all modeling systems (color) by algorithm (numeric marker) for snowfall. 
 Greater snowfall accumulations are typically associated with higher snow-to-
liquid ratios which is explicitly calculated using SNR algorithms. In Fig. 7, a row 
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indicates a different modeling system, grouped boxplots are binned by SNR algorithm, 
and color shade represents mean bias (NWP – observations) binned by observed snowfall 
amount via RSI threshold (RSI01 = 1-4, RSI02 = 4-10, RSI03 = 10-20, RSI04 = 20-30, 
RSI05 = 30+ inches of snowfall). The first, second, and third quartiles represent the 25th 
percentile, the median, and the 75th percentile of the sample dataset, respectively.  
A trend is noticeable for most SNR algorithms and for all NWP modeling systems 
in which as snowfall totals increase (darker boxplot shade), bias becomes increasingly 
negative. This result can imply several sources of uncertainty in terms of snowfall 
prediction. First, NWP may not predict SWE accurately (either spatially or by magnitude) 
during anomalous situations which may include banded precipitation. Second, SNR 
algorithms themselves do not predict SNRs well during dynamically driven conditions 
associated with heavy snowfall. Regardless, the utilized SNR algorithms performed best 
for lighter snowfall events based upon mean bias. Kuchera: PP performed best for more 
significant snowfall totals in terms of bias as a whole which is likely a product of 
Kuchera: PP’s large systematic bias. Since Kuchra: PP’s RMSE, CRMSE, and boxplot 
range metrics are quite large, Kuchera: PP’s (both WRF models) algorithm is not skillful 
when predicting snowfall accumulations of any amount, however, Kuchera: PP from 




Figure 7: Boxplots binned by model (row), algorithm (grouped columns), and observed snowfall amount 
(gray hue).  
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b. Ice Accumulation Evaluation from Ice Sensors 
Based on the limited number of ice thickness observations, ice accumulation 
prediction performed poorly (evaluated only for WRFv3.8.1) as illustrated in Fig. 8 for 
all events and for all available ice accumulation observations. Focusing on WRFv3.8.1’s 
AFWA diagnostic for freezing rain (AFWA: WRF), the greatest limiting factor, in terms 
of ice accumulation prediction, is AFWA’s precipitation type algorithm and assumption 
of 1:1 ILR’s since both FRAM: PP and CRREL: PP have non-zero ice thickness values 
(LWE was predicted for the same stations). Although FRAM: PP and CRREL: PP appear 
significantly better than AFWA: WRF, both FRAM: PP and CRREL: PP (utilizing SR) 
predict ice accumulation for large swaths of territory. As a result, it is likely that post-
processed algorithms possess more false alarms as opposed to AFWA: WRF. 
 
Figure 8: Ice evaluation for 3 different ice accumulation algorithms for WRFv3.8.1. Based on limited 
observations, FRAM: PP and CRREL: PP are more reliable than AFWA: WRF. 
c. Liquid Water Equivalent and Snow Water Equivalent Evaluation from GHCN-D 
Observations 
 A significant factor regarding the accuracy of snowfall from NWP is the 
performance of precipitation and precipitation type that leads to SWE prediction. In Fig. 
9, heat scatter plots illustrate the performance of LWE (top row) and SWE (bottom row) 
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by modeling system (column). RAMS/ICLAMS and WRFv3.7.1 performed best, 
however most noticeably, WRFv3.8.1 contains numerous missed forecasts in which LWE 
of  ~0 mm was not expected but occurred. 
 
Figure 9: Heat-scatter plot for LWE (top row) and SWE (bottom row) by NWP model (column) with 
respect to predicted output (y) and GHCN-D observations (x). 
 Heat scatter plots were created individually per event to further investigate the 
performance of WRFv3.8.1 in Fig. 9C. Results indicate that the distribution in Fig. 9C is 
replicated in nearly all of the analyzed events to varying degrees of severity (not shown), 
which means that the missed forecasts were not for particular types of snow storms. 
Additionally, spatial plots were created to determine where missed forecasts occurred for 
WRFv3.8.1 and comparatively against WRFv3.7.1. Two events have been analyzed to 
visualize this phenomenon; 8 December 2009 (top row of Fig. 10) and 5 March 2013 
(bottom row of Fig. 10).  
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The December 2009 event featured a primary low that moved across the central 
US with a strengthening, secondary coastal storm propagating from the southeast US to 
the northeast US which eventually cut across southern New England. For the majority of 
the event, wind was predominantly from the south which is illustrated in Fig 10C for 850 
mb wind from the North American Regional Reanalysis (NARR) at 12UTC on 12 
December 2009. As a result of the strong southerly winds and relatively small domain 
configuration with no nesting, WRFv3.8.1 failed to predict precipitation on its southern 
boundary despite significant LWE observations throughout the southern analysis region 
(Fig 10B).   
The March 2013 event featured a cutoff low with a broad circulation which 
meandered a couple hundred miles southeast of Martha’s Vineyard, Massachusetts as it 
impacted southern New England. The resulting easterly flow, as seen in Fig 10F at 850 
mb, caused significant precipitation errors across WRFv3.8.1’s eastern domain boundary. 
For both case studies, WRFv3.7.1 performed far better than WRFv3.8.1 due to its two 
nested domains and two-way feedback system.  
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Figure 10: Two case study events (row) by LWE performance (for both WRF modeling systems) with 
NARR (for flow regimes). Shaded relief in plots A, B, D, and E represents NWP output for LWE. Colored 
points represents GHCN-D observations (matching color scheme). Subplots C and F are 850 mb 
temperature advection (shaded), geopotential height (contour), and wind barb plots from the NARR. 
d. Onshore Surface Variable Evaluation from ISD 
Surface variables related to heat, moisture, and wind influence the performance of 
ILR algorithms, and to a lesser extent, SNR algorithms. Multiple studies have provided 
strong evidence that links 10-m wind speed, 2-m air temperature, 2-m wet-bulb 
temperature, and precipitation rate to ILR’s during freezing rain events (Chaîné and 
Castonguay 1974; Jones 1996; Jones 1998; Makkonen 1998; Musilek et al. 2010; Sanders 
and Barjenbruch 2016). Moreover, 1:1 ILR’s are not always feasible during winter 
weather events which is presumed by AFWA diagnostics when freezing rain is 
diagnosed.  
Fig. 11 provides an illustration of NWP performance by modelling system 
(column) and variable (row) for heat related variables and relative humidity. For 
WRFv3.7.1 and WRFv3.8.1 all variables were extracted at or calculated from variables at 
the 2-m level. For RAMS/ICLAMS, temperature was extracted at the 2-m level, however, 
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dew point temperature and relative humidity were extracted at the lowest available model 
layer (39-m). Therefore, wet-bulb temperature for RAMS/ICLAMS is a function of 2-m 
temperature and 39-m relative humidity. RAMS/ICLAMS has a noticeable positive bias 
for temperature, dewpoint temperature, and wet-bulb temperature. Also of significance, 
all modeling systems fail to adequately predict relative humidity at the surface. This 
phenomenon has been acknowledged by Reeves et al. (2014). Despite relative humidity’s 
poor accuracy, wet-bulb temperature (as a function of relative humidity) performed well 
for both WRF versions. 
 
Figure 11: Onshore ISD evaluation for heat related variables (row) by modeling system (column). 
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 Provided in Fig. 12 is wind speed, wind direction, and wind gust (row) binned by 
modeling system (column). For all modeling systems, wind speed, wind direction, and 
wind gust were extracted at 10-m. Wind gust performs poorly as a whole, however, 
results are slightly better for both WRF modeling systems which are associated with 
smaller RMSE and CRMSE metrics (from UPPv3.0). Also, wind gust has a noticeable 
positive bias for all modeling systems. Although not plotted, statistics for specific 
humidity and station pressure (for both WRF models) has been provided in Table A 
including the statistics visualized herein this section. 
 
Figure 12: As in Fig. 11 for wind related variables. 
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e. Offshore Surface Variable Evaluation from NDBC 
 Results for offshore stations for heat related variables and relative humidity are 
quite similar for offshore stations (Fig. 13) and onshore stations (Fig. 11). The most 
notable difference regarding temperature, dewpoint temperature, and wet-bulb 
temperature is the improved RAMS/ICLAMS performance in terms of bias. 
RAMS/ICLAMS’ positive bias improves over the ocean when pairing 39-m variables to 
observations for temperature, dewpoint temperature, and wet-bulb temperature for 
offshore locations.  
 
Figure 13: As in Fig. 11 for offshore locations and for heat related variables. 
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 Results dramatically improve for wind related variables for offshore stations as 
illustrated in Fig. 14 (offshore stations) and Fig. 13 (onshore stations). Since surface-air 
interactions (friction) are negligible over water, results for wind speed, wind direction, 
and wind gust improve. Wind gust, in particular, improves dramatically leading to the 
credence that frictional and or turbulent processes near the surface are poorly captured by 
NWP over land. A listing of all statistical metrics for all available surface variables and 
modeling systems are provided by Table A. 
 
Figure 14: As in Fig. 13 for wind related variables including MSLP (top row).  
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f. Surface Variable Spatial Evaluation 
 Spatial plots of RMSE have been provided for all unique ISD, C-MAN, and buoy 
stations utilizing all available hourly NWP and observation pairs as illustrated in Fig. 15. 
For temperature and dew point temperature specifically, best results are located across 
southern coastal stations and southern offshore stations. RMSE error generally increases 
with increasing latitude, increasing elevation (over regions of complex terrain), and 
increasing distance from the coastline. Wet-bulb temperature possesses similar spatial 
errors, however, RAMS/ICLAMS performs noticeably worse in comparison to both WRF 
modeling systems. Regardless, RAMS/ICLAMS and WRF performs poorly for all 




Figure 15: RMSE by heat related variable (row) and modeling system (column). Circles, upright triangles, 
and upside down triangles denote onshore stations (ISD), buoy stations (NDBC), and C-MAN stations 
(NDBC). 
 RMSE error for wind speed and wind gust is provided in Fig. 16. Errors for wind 
speed are comparable amongst all modeling systems (generally between 1-4 m s−1). For 




Figure 16: As in Fig. 15 for wind related variables.  
g. Vertical Profile Evaluation  
 The vertical profile is important for accurate representation of most atmospheric 
phenomena. For winter weather events, microphysics schemes, precipitation type 
algorithms, and SNR algorithms require three-dimensional variables including 
temperature, relative humidity, wet-bulb temperature, potential temperature, wind speed, 
and wind direction to determine LWE, SWE, snowfall, and ice accumulation at the 
surface. For the following results, temperature, dew point temperature, wind speed, and 
wind direction was obtained directly from radiosonde observations at mandatory isobaric 
surfaces. Wet-bulb temperature, potential temperature, relative humidity, and specific 
humidity was calculated from available observations.  
 Temperature and potential temperature perform well for all modeling systems 
from 1000 mb to 400 mb with high CCs, near-zero biases, and low RMSEs and 
CRMSEs (Fig. 17). Dewpoint temperature steadily decreases in terms of accuracy from 
1000 mb to 100 mb. Also, dewpoint temperature becomes quite unreliable above 600 mb 
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in which RMSE and CRMSE increases past 6 ℃ for all modeling systems. Wet-bulb 
temperature performs better than dewpoint form 1000 mb to 600 mb, however, above 
600 mb, RMSE, and CRMSE steadily increases to 8 ℃ at 100 mb from 2 ℃ at 600 mb. 
 
Figure 17: Statistical metrics of vertical profiles of temperature, dew point, wet-bulb and potential 
temperature for each modeling system (colored segment) using radiosondes from 3 sites. Roughly 500 
points were used to create each statistic for each isobaric surface at mandatory levels.  
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All moisture related fields follow a similar pattern in terms of statistical error with 
respect to height: CC decreases, bias becomes less neutral, and RMSE and CRMSE 
increase with respect to increasing height (Fig. 18). This relationship is replicable for 
relative humidity and specific humidity although results for relative humidity are best at 
700 mb (likely a result of the generation layer). For wind speed and wind direction, 
accuracy optimizes with increasing height. Overall, RAMS/ICLAMS performed slightly 
better than WRF (both versions) for most three-dimensional variables. 
 
Figure 18: As in Fig. 17 for moisture and wind related variables. 
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6. Suggestions for Winter Weather Forecasting 
SNR algorithms performed slightly better when using post-processed available 
output from a modeling system’s microphysics scheme such as SR, LWE, and SWE. 
Although AFWA: WRF (snowfall) had the advantage of summating snowfall for 
modeled time-steps, the advantage was squandered according to its snowfall statistics in 
Table 3. As for SNOWH: WRF, snowfall losses due to physical reactions between the 
snow-ground and snow-air interface likely lead to a relatively large negative bias since, 
“snowfall is the accumulation of new snow and ice (ice pellets or sleet, graupel, snow 
pellets) since the last observation, prior to melting or settling” (U.S. Department of 
Commerce 2013). Since SNOWH: WRF includes melting, settling, and sublimation that 
cannot be accounted for since SNOWH is updated prognostically via WRF at modeled 
time-steps, SNOWH: WRF is likely slighter under-calculated which causes its negative 
bias. 
All surface SNR algorithms performed poorly during heavy snowfall 
accumulations (>10 inches). This uncertainty regarding snowfall accumulation can spawn 
from poor LWE or SWE (precipitation type) analysis from WRF, poor input variables 
from WRF into the SNR algorithms, or the utilized SNR algorithms neglect 
microphysical processes that lead to higher SNR’s. To eliminate uncertainty, LWE and 
SWE performed well for RAMS/ICLAMS and WRFv3.7.1, and 2-m temperature 
performed well for all modeling systems. Thus, snowfall error is likely a product of SNR 
algorithms neglecting processes that lead to optimal snow growth. A more physical SNR 
algorithm, in terms of snow microphysics, is recommended. If hydrostatic approximation 
is assumed in NWP (not the case for this studies’ modeling systems), Cobb and 
Waldstreicher’s (2005) SNR algorithm can be post-processed as a function of vertical 
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motion, cloud layer depth, and temperature. If post-processing methods are not 
applicable, several available NWP systems provide snowfall accumulation utilizing Cobb 
and Walstreicher’s (2005) SNR algorithm as gridded output including the National Blend 
of Models (NBM) as a weighted product between several SNR algorithms and multiple 
modeling systems (Craven et al. 2020) and the Short-Range Ensemble Forecast (SREF; 
https://www.weather.gov/media/mdl/SLR.pdf). 
Ice accumulation analysis from NWP performed poorly based on the limited 
number of ice thickness observations from ASOS. Results are better for FRAM: PP and 
CRREL: PP which both utilized microphysics scheme output. AFWA: WRF (ice), 
however, possessed numerous missed forecasts which is likely a result of AFWA’s 
precipitation type algorithm improperly diagnosing precipitation type for locations that 
received freezing rain. Freezing rain diagnosis can be sensitized by altering the melting 
energy option (‘afwa_ptype_tot_melt’) to ~0 J kg−1. Consequently, AFWA’s 
precipitation type will favor freezing rain as opposed to sleet.  
Alternatively, other precipitation type algorithms can be implemented which 
categorizes or determines the occurrence of freezing rain more accurately. For example, 
Reeves et al. (2014) determined that Ramer’s (1993) algorithm produced the best 
freezing rain detection rates (roughly 65%) utilizing analysis data and surface 
observations. It is recommended to either sensitize melting via AFWA precipitation type 
diagnosis, utilize Ramer’s (1993) precipitation type algorithm to optimize freezing rain 
categorization accuracy, or post-process ice accumulation from microphysics scheme 




LWE and SWE are incorporated into snowfall and ice algorithms in order to 
predict snowfall and or ice accumulation. Thus, snowfall and ice accumulation 
predictability is limited by the performance of LWE and SWE from a modeling system’s 
microphysics scheme. From this evaluation, finer resolutions (of 2 km) performed best 
(versus 4 km simulations) when forecasting LWE and SWE accumulations. Reeves 
(2016), noted that the rate of agreement between rain, snow, sleet, and freezing rain 
observations from human observers and ASOS increases with respect to smaller distance 
pairs. Therefore, the performance of NWP precipitation type algorithms and 
microphysics schemes (from Fig. 9) should increase with increasingly finer horizontal 
resolutions. Therefore, NPW resolutions of 2 km is recommended for winter weather 
forecasting. 
Improvements can additionally be enhanced by incorporating alternative initial 
and boundary conditions related to three-dimensional fields of moisture and vertical 
motion which are incorporated into microphysics schemes. Although RAMS/ICLAMS 
performed poorly for surface variables excluding LWE and SWE (mainly due to 39 m 
pairing), RAMS/ICLAMS captured the vertical profile’s variables related to heat 
(temperature), moisture (relative humidity and specific humidity), and wind (Fig. 17 and 
Fig. 18) slightly better than both WRF versions for most variables. For winter time 
simulations, the performance aloft transcends to the surface for LWE, SWE, and hence, 
snowfall accumulations.  
7. Wind Gust Analysis 
All NWP modeling systems have trouble predicting wind gust for onshore 
stations (Fig. 12 and 16) with most of the sites showing a positive bias for each NWP 
model and an RMSE between 5 and 6 m s−1. Since wind speed and wind gust can cause 
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significant infrastructural damages, particularly during ice and or snow loading events, an 
alternative method was used to assess the reliability of wind gust forecasts from available 
NWP output for winter weather events. First, a description of the algorithms for 
RAMS/ICLAMS and WRF are provided. 
RAMS/ICLAMS uses a conceptual algorithm from Brasseur (2001), which 
utilizes “wind gust estimates.” The methodology identifies all layers of atmosphere which 
satisfies Eq. (20) in which the layer averaged TKE (left hand side) from layer 0 to Zp is 
equal to or greater than the sum of all forces (right hand side) that prevents elevated wind 
from reaching the surface. For all layers that satisfy Eq. (20), the maximum wind speed 











 dz, (20) 
 The post-processing utility in WRF (named UPPv3.0) uses a statistical approach 
for modeling surface wind gusts. If the top of the planetary boundary layer (PBL) is 
greater than 1000 m, Eq. (21) is used in which Ug is wind gust, VPBL is the wind speed at 
PBL height, and Vsfc is the 10-m wind speed. Otherwise, if the PBL height is less than or 
equal to 1000 m, Eq. (22) is used in which HPBL is the height of the PBL. 
Ug = 0.5 ∙ (VPBL + Vsfc), (21) 
Ug = VPBL ∙ (1 −
HPBL
2000




A frictional velocity term is not provided by Eq. (20, 21, and 22), which may 
explain why both algorithms perform well over water yet poorly over land. The IFS 
provided by the ECMWF has a wind gust parameterization that includes a convective and 
a non-convective scheme (Sheridan 2011). The non-convective scheme was solely used 
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for this section since vertical motion caused by convection seldom occurs during winter 
time events. The non-convective scheme of the IFS modeling system is provided by Eq. 
(23) in which Ug is wind gust, Vsfc is wind speed at 10-m, and u∗ is frictional velocity 
derived from similarity theory. 
Ug = Vsfc + 7.71 ∙ u∗, (23) 
When comparing the non-convective scheme for each modeling system with 
respect to the same observations used in Fig 12, there is a slight improvement for bias, 
RMSE, and CRMSE (Fig. 19). Minor improvements are also visible for the newest 
modeling system, WRFv3.8.1. Overall, bias appears to have improved most for the 2 km 
modeling systems.  
 
Figure 19: Onshore evaluation of wind gust by modeling system (column) using the ECMWF’s 
parameterization for non-convective wind gust. 
Additional wind gust parameterizations exist that estimate wind gust from 
turbulent kinetic energy (TKE) which is equivalent to the mean kinetic energy per unit 
mass caused by eddies in turbulent flow (Hinze 1975). Since the simulations initialized 
for the previous section lack TKE as prognostic output (not provided by YSU PBL 
scheme), additional simulations were run for 18 rain and wind events using WRFv3.8.1. 
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The 18 events were chosen based on the performance of UPPv3.0 wind gust versus wind 
gust observations from 485 rain and wind events (Fig. 20). If the average ratio between 




1.5), the event was selected for the following analysis (Fig. 20). To obtain TKE 
prognostic output from WRFv.3.8.1, simulations were initialized using the Grenier and 
Bretherton’s (2001) and Bougeault and Lacarrère’s (1989) PBL schemes for WRFv3.8.1. 
Excluding the required options for each PBL scheme, no other change has been made to 
WRFv3.8.1’s configuration from the previous section. The evaluation was conducted for 
all ASOS stations within WRFv3.8.1’s domain (Fig. 2C). 
 
Figure 20: Overestimated, neutral, and underestimated events binned by 2-m temperature (T2), 10-m wind 
speed (WS), and 10-m wind gust (WG) performance. Each point represents the average error as a ratio of 
predicted divided by observed values. The events selected for this event encompass the red shaded area for 
WG’s bin (18 total events). 
 Five wind gust parameterizations were evaluated including parameterizations 
from AFWA’s diagnostics (called “WSPD10MAX”) and from the following projects, 
modeling systems, and utilities; the Application of Research to Operations at MEsoscale 
(AROME) project, the High Resolution Limited Area Model (HIRLAM), IFS ECMWF 
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(Eq. 23), and UPPv3.0 (Eq. 21 and Eq. 22). First, the AFWA parameterization for wind 
gust is a Weibull distribution that’s applied to 10-m wind speed. Next, the AROME non-
convective parameterization for wind gust is provided by Eq. (24) in which k, is a 
constant (equal to 3.5), U is 10-m wind speed, and 𝐸10𝑚 is the 10-m TKE (Amodei et al. 
2015). 
𝑈𝑔 = 𝑈 + 𝑘 ∙ (𝐸10𝑚)
0.5, (24) 
The HIRLAM non-convective wind gust parameterization is a statistical algorithm which 
is a function of U, TKE (E at 10-m), anemometer sampling factors (𝑟𝜎), and normalized 
wind gust probabilities (𝑔). The anemometer sampling factor is dependent on U, the time 
component of wind gust measurements (t; set to 3 s), and the height of wind gust 
measurement (z; set to 10 m). Normalized gusts for a given probability depend on 10-m 
wind speed and the time component of wind gust measurement (t; set to 3 s). HIRLAM’s 
dependent equations are provided by Eq. (25, 26, and 27) from Wichers Schreur and 
Geertsema (2008). TKE was extracted from WRFv3.8.1’s lowest available layer for post-
processing both HIRLAM and AROME’s algorithms. 
.  




𝑟𝜎 = (1 − 0.069 ∙ exp (−2.3 ∙
𝑈∙𝑡
𝑧






𝑔 = 1.42 + 0.3013 ∙ ln (
990
𝑈 ∙ 𝑡
− 4), (27) 
The final methodology used for this section relies on stratification (Harris and 
Kahl 2017) or binning of gust factors (
𝑈𝑔
𝑈
) based on certain surface conditions from in situ 
observations. All stratification conditions have been provided in Table 4. As an example, 
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for wind speed stratification (row titled, “Wind Sp.” in Table 4), the first gust factor is the 
average ratio of all 
𝑈𝑔
𝑈
 pairs with observed wind speeds from 0-2.57 m s−1 for each 
individual station. This process is repeated for all increments until the end point 
(25.7 m s−1) is reached. Therefore the amount of bins for one station (or gust factors) for 
‘Wind Sp.’ is 10. 
Table 4 Stratification methods (row) by start and end points (column) including increments (inside 
parenthesis). 
Thresholds for Stratification 
Statification Start Point 01 End Point 01 Start Point 02 End Point 02 Unit 01 Unit 02 
Wind Sp. 
(WS) 
0 (2.57) 25.7 - - m/s - 
Wind Dir. 
(WD) 
0 (30) 360 - - degrees - 
Time (T) 0 (1) 24 - - hrs - 
WS & WD 0 (2.57) 25.7 0 (30) 360 m/s degrees 
 For the wind gust parametrizations, results vary by PBL scheme (row) and wind 
gust algorithm (column) as illustrated in Fig. 21. Overall, the HIRLAM algorithm with 
BouLac’s PBL scheme performed best according to Fig. 21 and Table 5 (highest CC and 
lowest bias, RMSE, and CRMSE). All algorithms, excluding AFWA, primarily 
overestimated (positive bias) wind gusts for the selected 18 rain and wind events. 
Compared to the winter weather evaluation and wind gust accuracy, ECMWF’s algorithm 
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is far less reliable for the 18 rain and wind events (bias is much larger). 
 
Figure 21. Wind gust plots by PBL scheme (row) and parameterization (column) for 18 rain and wind 
events, all stations, and all hourly pairs. 
Table 5 Statistical metrics (row) binned by variable and wind gust parameterization (column) for 
two different PBL schemes. 
Bougeault-Lacarrère (BouLac) PBL Scheme 
Metric T2 WS AFWA AROME ECMWF HIRLAM UPPv3.0 
CC 0.96 0.66 0.44 0.47 0.47 0.47 0.39 
Bias 0.93 1.12 -3.65 1.73 2.97 0.72 5.27 
RMSE 2.28 2.13 2.07 3.09 3.47 2.65 3.99 
CRMSE 2.08 1.81 3 2.57 1.8 2.55 3.44 
 Grenier-Bretherton-McCaa scheme (GBM) PBL Scheme 
CC 0.96 0.65 0.44 0.47 0.46 0.47 0.44 
Bias 1.46 2.58 -1.57 5.13 6.77 3.56 3.08 
RMRSE 2.29 2.67 2.5 3.92 4.27 3.27 3.59 
CRMSE 1.76 0.68 1.95 3.31 5.25 1.41 1.84 
 
Gust stratification performed poorly for all different methodologies and for both 
PBL schemes. The top row in Fig. 22 indicates an ideal forecast if wind speed and wind 
direction was predicted perfectly by WRF. Error, or spread, exists for all gust 
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stratifications in row 1 due to the averaging of multiple wind gust pairs which were used 
to calculate gust factors. Regardless, stratification is not an improvement to what is 
currently available via UPPv3.0. 
 
Figure 22: Wind gust stratification results by stratification type (column) and input or PBL scheme (row). 
The top row indicates if a perfect forecast was made for wind speed and wind gust. The final two rows are 
binned by PBL scheme. 
8. Conclusions 
Herein this study, 38 unique winter weather events were identified for the 
northeast US (using the RSI) and evaluated to determine the accuracy of winter weather 
related variables such as snowfall (from SNR algorithms), SWE, and numerous 
additional surface (from the ISD, NDBC, and GHCN-D archives) and vertical profile 
(from the Wyoming database) variables.  
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The most significant limitation discovered within this study, as it relates to winter 
weather prediction, is boundary conditions associated with single domain modeling 
systems. For most of the 38 events analyzed, WRFv3.8.1 struggled to predict LWE (and 
SWE) along its boundaries. To resolve this problem, at least one nested domain with two-
way nesting, or feedback, should be incorporated into all modeling systems. The 
advantage of applying multiple nested domains with two-way feedback is evident in Fig. 
9 in which RAMS/ICLAMS and WRFv3.7.1 outperformed WRFv3.8.1.  
SNR algorithms performed best as post-processed products utilizing a modeling 
system’s microphysics scheme. In terms of overall performance, all algorithms are 
comparable excluding Kuchera: PP. A significant drawback related to the applied SNR 
algorithms is their performance during heavy snowfall events (>10 inches) since they do 
not capture the physical processes which dictate efficient dendritic snow growth as seen 
in Fig. 7 by significant negative biases with increasing snowfall thresholds. Instead, Cobb 
and Walstreicher’s (2005) SNR algorithm is preferred (testing is required) during winter-
time forecasting since the algorithm considers snow related microphysical processes. 
AFWA’s precipitation type algorithm struggled with diagnosing freezing rain for 
WRFv3.8.1. In terms of ice accumulation detection, AFWA: WRF (ice) failed to predict 
the occurrence of ice accumulation (of any amount) by 43.86% (50/114). On the contrary, 
although FRAM: PP and CRREL: PP likely overestimated ice accumulation spatially, 
both algorithms failed to predict the occurrence of ice accumulation only 2.63% and 
4.39% of the time. 
LWE and SWE are calculated using a modeling system’s microphysics scheme 
which ingests data from an analysis product. For this study, FNL in tandem with 
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RAMS/ICLAMS captured atmospheric processes best of heat and moisture related 
variables which likely resulted in slightly better snowfall accuracy. As for WRFv3.8.1, 
the combination of NAM analysis data, courser horizontal grid-scale resolution, and 
boundary related QPF errors led to its poor performance in terms of LWE, SWE, and 
snowfall prediction compared to RAMS/ICLAMS and WRFv3.7.1. 
For surface variables, temperature, dewpoint temperature, wet-bulb temperature, 
specific humidity, and station pressure performed well for all onshore and offshore 
stations. Wind speed performs well, however, accuracy improves for offshore stations. 
Wind gust performs poorly over land, but well over water which is likely a result of NWP 
failing to resolve wind gust as a function of surface friction. Since frictional forces are 
negligible for offshore stations, wind gust performance increases significantly for buoy 
and C-MAN stations. Relative humidity performs poorly for all stations regardless of 
location. 
Results for the vertical profile for all 38 winter events are best for heat related 
variables such as temperature and potential temperature. Most moisture related variables 
perform best closer to the surface, however, worsen with increasing height. As a result, 
since precipitation type algorithms utilize moisture related variables to diagnose 
precipitation type at the surface, vertical profile related errors in the vertical will result in 
missed precipitation type forecasts.  
The second part of this document focused on wind gust prediction utilizing two 
PBL schemes via WRFv3.8.1’s configuration. Overall, BouLac’s PBL scheme performed 
noticeably better than the GBM PBL scheme in terms of wind speed and wind gust 
prediction. Of the wind gust parameterizations and stratifications evaluated for 18 rain 
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and wind events, HIRLAM performed best followed by the AROME algorithm for 
BouLac’s PBL scheme. Both performed better than the ECMWF and UPP algorithms 
despite the results from the winter events evaluation (ECMWF performed slightly better 





Winter Weather Evaluation Statistics 
 
Table A. Surface variable statistics for all modeling systems for onshore and offshore stations. 
    RAMS/ICLAMS [2km]   
  
RAMS/ICLAMS [2km] 
    CC Bias [mm] RMSE [mm] CRMSE [mm]     CC Bias [mm] RMSE [mm] CRMSE [mm] 
ISD T2 [Co] 0.91 1.12 2.69 2.44 NDBC T2 [C
o] 0.92 -2.22 2.95 1.94 
  TD [Co] 0.94 2.00 3.17 2.46   TD [C
o] 0.93 -1.90 2.83 2.10 
  TW [Co] 0.91 3.02 3.85 2.39   TW [C
o] 0.95 -2.09 2.66 1.65 
  RH [%] 0.77 8.96 14.31 11.15   RH [%] 0.74 1.48 10.63 10.52 
  SH [kg/kg] 0.93 3.67E-04 5.82E-04 4.52E-04   SH [kg/kg] na na na na 
  PSFC [mb] na na na na   MSLP [mb] 0.98 -1.98 2.89 2.10 
  WS [m/s] 0.78 -0.03 1.93 1.93   WS [m/s] 0.90 0.30 2.33 2.31 
  WG [m/s] 0.55 2.73 5.99 5.33   WG [m/s] 0.86 0.41 3.61 3.58 
    WRFv3.7.1 [2km]   
  
WRFv3.7.1 [2km] 
  T2 [Co] 0.90 0.77 2.67 2.56   T2 [C
o] 0.92 0.91 2.09 1.89 
  TD [Co] 0.92 2.14 3.43 2.68   TD [C
o] 0.92 1.27 2.64 2.32 
  TW [Co] 0.92 1.15 2.54 2.27   TW [C
o] 0.93 0.91 2.05 1.83 
  RH [%] 0.70 7.38 14.74 12.76   RH [%] 0.72 1.93 10.85 10.67 
  SH [kg/kg] 0.91 4.47E-04 7.28E-04 5.74E-04   SH [kg/kg] Na na na na 
  PSFC [mb] 0.98 -0.20 2.95 2.94   PSFC [mb] 0.98 0.12 2.59 2.59 
  WS [m/s] 0.67 -0.54 2.50 2.44   WS [m/s] 0.82 -0.22 2.73 2.72 
  WG [m/s] 0.54 2.82 5.01 4.14   WG [m/s] 0.77 0.72 4.26 4.20 
                        
    WRFv3.8.1 [4km]   
  
WRFv3.8.1 [4km] 
  T2 [Co] 0.91 0.28 2.56 2.55   T2 [C
o] 0.93 0.48 1.81 1.75 
  TD [Co] 0.92 1.31 3.00 2.70   TD [C
o] 0.93 0.73 2.24 2.11 
  TW [Co] 0.92 0.57 2.35 2.27   TW [C
o] 0.94 0.48 1.74 1.67 
  RH [%] 0.69 5.35 14.11 13.06   RH [%] 0.74 0.95 10.33 10.29 
  SH [kg/kg] 0.91 2.97E-04 6.67E-04 5.97E-04   SH [kg/kg] Na na na na 
  PSFC [mb] 0.96 -1.32 4.92 4.74   PSFC [mb] 0.97 0.17 3.21 3.20 
  WS [m/s] 0.72 0.30 2.26 2.24   WS [m/s] 0.86 -0.46 2.47 2.43 
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