Introduction
Predicting defective code in the software development process is a key aspect of software analytics. Software testing firm Tricentis estimated the cost of software bugs at $1.1 trillion in 2016 [1] [2] [3] . Quality assurance resources are usually limited to maintaining the software. Predicting faulty units accurately allows developers and managers to prioritize their actions in the software development cycle and to address these faults. In defective software, a faulty unit might result from various factors that are hard to detect using human processes such as code review. Given the large size, number of lines of code, and complexity of a typical software project, a much more scalable approach is needed. Many researchers have proposed quantitative approaches to this research problem. Thanks to the proliferation of IT artifacts, researchers can use increasing amounts of data and conduct a wide range of experiments to pursue a better solution.
The number of available software projects not only provides researchers with a good collection of datasets, but also encourages many different research areas. For instance, data quality may influence predictive accuracy. The design of the model-building and selection process determines the model's ability to predict faulty units. The strength of the predictive results may not always be identical, since the evaluation metrics used will have different underlying theoretical foundations. Therefore, different models may score differently with various metrics. These variables are important parameters when designing experimental studies.
The literature shows that many benchmarking studies use machine learning classifiers to predict faulty units [4] . One of the most cited studies is that by Lessmann et al. [4] . However, with recent advances in machine learning, statistics science and other disciplines, it is time to think about improving benchmarking studies. More specifically, our study includes these new dimensions: Software fault datasets might exhibit different quality in terms of the number of faulty units. When faulty classes are extremely rare in the dataset, this does not mean these errors should be ignored, but rather that it is essential to capture them. This is known as the class imbalance problem, since there are many more faultless units than faulty ones. We use sampling techniques to address the class imbalance problem. Namely, when the proportion of faulty units is very low, we use oversampling and undersampling techniques.
Recently, the literature has discussed the development of many new classifiers. We update our choice of classifiers in view of this. Obviously, it is impossible to include all of them in our study; we therefore prioritize the most commonly used methods.
Many benchmarking studies use NASA MDP datasets. This project contains datasets with well-known merits but also data quality issues [3] . In our new benchmarking study, we also include datasets collected from the GitHub (www.github.com) repository to gain better insights [5, 6] .
Software defect predictions generated by classifiers should be assessed in terms of accuracy. While many studies use the Receiver operating characteristic (ROC) curve [7] , or the Area under the ROC curve (also known as the AUC value), we include an alternative, namely the H measure, to address the potential limitations of the AUC. Our alternative measure corrects the mishandling of computing misclassification costs in AUC.
When observing the numerical differences in prediction results resulting from the use of different metrics on various datasets, statistical tests check whether these differences are statistically significant. We update the test procedure in the literature to examine critically whether a classifier i, does indeed substantially outperform another classifier j. Despite the classical Friedman test followed by post-hoc tests, we include a new Bayesian test procedure to gain insights against its Frequentist counterparts.
In view of these aspects, this study updates the work of Lessmann et al. [4] , and of many other authors. In what follows, section 2 provides an overview of the literature. Section 3 explains the research setup for this study. Section 4 discusses the experimental results. The paper concludes in section 5. For ease of discussion, we use the term "software defect" and "faulty units" interchangeably, ignoring their minor differences.
LITERATURE OVERVIEW

Fault predictions
We formally define the dataset used as: = [ , ] . For observation [1, ] , the boldface = [ 1 , 2 … ] represents the vector of independent variables (IV). The dependent variable is (DV)
[−1; 1], where "1" stands for faulty and "-1" stands for non-faulty. The classifiers are built on the dataset and aim to classify the faulty units, yielding classifier results ̂= ( ). As the job of a classifier is to find out whether an observation is faulty [8] [9] [10] [11] , this is often referred to as the classification model, or binary classification model given its binary outcome. Different classifiers consider functional mappings (•) in various forms using different underlying principles and hypotheses [6, 12, 13] . For instance, a regression model from the generalized linear regression family assumes that the relation between DV and its IVs can be expressed as a linear combination with some forms of transformation, often in a logarithmic scale. A tree-based classifier on the other hand, uses entropy theory to develop its model.
Classification techniques
Currently there are two main classes of classification techniques in software defect prediction: the statistical approach and the machine-learning approach. While the statistical approach uses traditional statistical models, such as regression models, the machine learning approach uses methods adapted from other research fields [14] [15] [16] [17] . For instance, decision tree models and their ensemble counterpart random forests often appear in benchmarking studies as machine-learning candidates. Researchers may argue that the boundary between the two approaches is unclear, as all quantitative approaches are potentially rooted in statistics science [18, 19] .
We consider six main classes of techniques, namely Bayesian approaches, tree-based approaches, support vector machine approaches, neural network approaches, boosting approaches, and others. These six main approaches cover a wide range of techniques. Some of them have been used in different contexts. Others, such as Bagged multilayer perceptron artificial neural networks and Ridge regression, have not been covered in prior studies, to the best of our knowledge [4] . However, these methods have shown promising results in other settings. Some other methods, such as the Bayesian and tree-based approaches, have appeared in prior benchmarking studies. They are also included in this new benchmarking study as the baseline.
We are aware of the growing body of literature on new classification methods [20] [21] [22] . Among many others, many studies have considered the deep learning paradigm [23, 24] . Deep learning models are more computationally extensive and difficult to train than many other classifiers. While deep learners obtain promising results on large datasets, the cost of building such models is often prohibitively high. The literature also shows that classical approaches such as support vector machines (SVM) might perform as well as deep learners [24] . Researchers should be aware of the trade-off between using complex and simple models. In particular, many software repositories are limited in size, and thus produce datasets that might not be large enough to justify the usage of deep learners.
It is necessary to fine-tune some models to achieve good results [25] [26] [27] . While some classifiers used in the literature do not require tuning, others do. An ensemble model, which is based on a bag of learners (e.g. tree learners), can be fine-tuned, since the number of learners can be tuned. Similarly, a support vector machine or a penalized regression model have weighting parameters in their objective functions for regularization. The same classifier algorithm may not perform equally well with different parameter configurations. Hence, a model selection procedure is needed to find the optimal results [4, 25] .
When the number of observations with one class value dominates the other, e.g. | = 1| ≫ | = −1| , we consider it as a class imbalance problem. Some classifiers may find it difficult to learn from an imbalanced dataset [28] [29] [30] [31] [32] . When one type of event (faulty unit) is rare, some classifiers fail to build a model capturing the underlying data distribution, while others just fail to converge. Oversampling and undersampling techniques can address this issue [33, 34] . These techniques start from the original dataset, then add more minority class observations with oversampling, and/or remove some majority class observations via undersampling. Both method operate only on the dataset without the need to modify the classification algorithm. The synthetic minority oversampling technique (SMOTE) is a widely considered solution and has successfully improved the accuracy of classifiers [35, 36] . The SMOTE technique randomly draws nearest neighbor instances of the minority instance and interpolates samples based on the original data and the random nearest neighbors. Prior research has extended the idea of interpolation by considering both minority and majority classes, together with other shortcomings of SMOTE [37] . Although the sampling technique does not impact classifiers at the algorithm level, it also influences classifier performance and must be considered when developing a benchmarking study [32] . We use advanced sampling techniques to improve dataset usability. Instead of relying on classifiers themselves to deal with class imbalance and to make inferences about the data, our benchmark study uses advanced sampling techniques to preprocess the data. In this way, we obtain a clear view of classifier performance with regard to software defect prediction, without being influenced by class distribution.
Preprocessing data will impact classifier performance [3] . Besides the class imbalance problem, researchers may experience data quality issues, which may jeopardize their results [38] . More specifically, as many software defect prediction studies use variables extracted from the original code for the classification model, researchers should investigate the quality of the extracted data. The data may contain duplicate records, inconsistencies, and so on [32] . Data preprocessing is necessary to address these issues.
Model evaluation
A classification model can provide predictive estimates to forecast faulty units in software projects. The classification model takes software metrics as inputs and produces a quantitative measure representing the likelihood of errors. In a benchmarking study, researchers may obtain different predictive estimates [38, 39] . It is vital to evaluate the predictive estimates and quantify predictive accuracies [40] [41] [42] .
The Receiver Operating Characteristic (ROC) curve [7, 43, 44 ] is a commonly used measure for software defect prediction [4, [45] [46] [47] [48] . The space of the ROC curve, often known as the AUC (area under the curve) measures the ability of a classifier to discriminate between faulty and non-faulty modules. The statistical interpretation of the AUC shows that the AUC is a probability that a classification model ranks a randomly chosen faulty observation higher than a randomly chosen nonfaulty observation. A higher AUC value suggests that the corresponding classification model may predict better than those with lower AUC values. By definition, an AUC value ranges from [0.5, 1].
While many studies adopt the AUC measure, other work shows its potential flaws. For example, the AUC metric uses different misclassification costs for different classifiers [49] . The misclassification cost, in the context of software fault prediction, is associated with the fact that classification errors may differ in importance. Classifying "faulty" as "non-faulty" has a different cost from classifying "nonfaulty" as "faulty." Research has shown that when using the AUC metric, the misclassification cost is related to the classifier [50] . This means that the AUC metric uses different rules to measure classifier performance and hence, should not be considered as a coherent measure [51] . We propose using a new alternative metric, the "H-measure" to address these issues. We introduce a dedicated weighting function to adjust the evaluation of the misclassification cost.
While a given metric measures predictive accuracy, a classification model might produce different results for different datasets. A classification model performs well on one dataset might perform less well on another dataset [52, 53] . Thus, we need to develop a rigorous testing procedure to find out whether certain methods outperform the others [54] .
Formally, the statistical comparison of classifier models uses statistical tests such as a Friedman test to identify whether classifiers perform differently [4] . The Friedman test is favored over other parametrical tests such as ANOVA because it relaxes assumptions on normality and so on [4] . When the test result is significant, post-hoc tests will provide pairwise comparisons, to see whether one classifier outperforms the rest. For a given evaluation metric, the average ranks of each classifier over all datasets show the relative strength of their predictive performance. The post-hoc tests check whether the difference in average ranks are great enough to conclude that the performances are significantly different.
Formally, given different classifiers and datasets, we consider two classifiers and with average rank and to perform differently when | − | ≥ . We define the critical distance as
is a test statistic related to the number of classifiers [55] .
Alternatively, researchers might use clustering techniques to separate classifiers into different groups based on their performance. One such technique is the Scott-Knott test [56] . Although many studies have attempted to use this method [33, 38, 41] , the literature shows that the violation of normality assumption in this test and its potential extension will lead to statistical bias [57] .
The approach using critical distance undoubtedly shows its popularity, and it has been used in many previous studies [4] . Nonetheless, this approach has still not addressed some important issues. For instance, in an experimental setup involving different classifiers and datasets, it may not make sense to include and compare all classifiers as some of them might underperform. More straightforwardly, when a classifier performs worse than other classifiers, it is less meaningful and may be removed from the comparison [45] . On the other hand, since the average ranks of two classifiers are tested based on the total number of classifiers , having another "bad" classifier will influence the pairwise comparison, although it should not. Therefore, some researchers are in favor of pairwise comparisons rather than multiple comparison [58] . They argue that after an initial Friedman test, a Wilcoxon rank sum test can be used to compare two classifiers in a pairwise fashion, to help find the "best" classifier. Researchers are interested in the power of the test, the probability of whether two classifier performances are identical or not, from the observed data. The confidence level does not link the probability to the observed data as such, but instead, provides a statement about the random draw of the sample data in general. A confidence level of 95% asserts that 19 out of 20 times, the estimated parameter might lie within the confidence interval of the collected sample, without knowing whether it lies within the particular observed data sample or not. A Bayesian approach, on the other hand, estimates the likelihood based on the observed data and calculates the posterior probability that one classifier will outperform the other. Furthermore, a Bayesian test allows us to compute the magnitude and uncertainty of the comparison. If one classifier is better than another, we know how strong the relationship is. Likewise, if we cannot conclude one is better than the other, we know to what extent they are identical, or namely "practically equivalent" [59] . While the Bayesian approach addresses some shortcomings of its Frequentist counterpart, it should be considered as an alternative rather than the panacea, since each paradigm has its own scope and limitations.
We summarize our literature analysis in Table 1 . The inclusion rule takes into account the advancement of our prior study [60] . We have considered major software engineering outlets and conferences. Additionally, we have analyzed a number of review articles to broaden the horizon of the article search. A wide range of intellectual contribution should be taken into consideration, including but not limited to new classification methods, processing techniques, and tuning methods from various scholars. However, although between 70 and 100 articles might deserve to be included [61, 62] , it is impossible to compare all of them for extensively. We will focus on the recent literature, since recent research benefits from greater data availability and methodological advancement than older work. For instance, the discussion of the problems of using Area under ROC curve only started around 2009 [51] . The same observation might be made for data collection from open source platforms such as GitHub. Moreover, journals often publish more content on this topic than conference publications, due to different wordcount limits and expectations for research output. Thus, we summarize what we consider a representative list of publications.
On average, prior studies use 11.3 project datasets, and we observe that the number of datasets increases over the years, thanks to the proliferation of open source projects and metric extraction tools. Researchers identify and address data quality issues. Many studies address the class imbalance problem [4, 28, 29, 33] . Other studies do not, even though they mention the issue [12, 26] . The number of classifiers used is 6.2. This number is not considered large [4] , because researchers tend to believe, in line with early results, that the choice of classifiers does not impact performance [38] . About 40% of the listed studies tune the model [25, 29] while others either do not [42, 53] , or use default parameters [32, 39] . About 60% of the studies adopt the AUC metric, but very few of them address its potential limits [45] . To evaluate model performance, many studies use the t test [13, 26, 39] or the Scott-Knott test [38, 41] , whose validity [4, 55, 57] has been questioned.
3 Research methods
Dataset collection
We have included the MDP project to evaluate classifier performance empirically (http://openscience.us/repo/defect/ ). The MDP project contains a number of defect datasets from many NASA artifacts, e.g. control software for observers, and has been used in many research articles [45] . While a popular choice for test datasets, discussions of data quality issues in the MDP project have attracted concern [3] . The literature reports a number of data quality issues that may jeopardize research outcomes, e.g. there are numerically identical variables, missing values, implausible values. To address this issue, we adopted the approach in [3] to improve data quality. While we retained the setup used in this prior study, we added one additional procedure to preprocess the dataset.
Variables that are linear combinations of others may introduce a collinearity problem. While many software defect papers [4] do not discuss this issue specifically, the collinearity problem might introduce bias to the statistical model and influence the predictive outcome [2, 63] . We detected this problem using the "findLinearCombos" function in the R package "Caret" [64] and removed redundant linear combinations. We used a similar approach for datasets collected from the GitHub project.
While the MDP project is popular among researchers, public open source software repositories provide many more opportunities for empirical testing. We also included software defect datasets collected from GitHub [65] . This is an attractive data source, since commercial and/or confidential research projects often do not release their datasets. A version control system with bug-fixed reports allows the SZZ algorithm to automate the process of identifying software defects and constructing datasets [66] . It gives researchers more possibilities to collect datasets as they wish.
We captured the bugs in the GitHub dataset at both class and file level. We used class-level bug datasets. Investigating the file level could also be useful; however, a number of file-level datasets are limited in size and bug cases. For instance, all file-level datasets in the project "Android-UniversalImage-Loader" have fewer than 100 observations. Very small datasets cannot provide sufficient data for training and testing classifiers; hence, we chose class level datasets, as they are larger than their filelevel counterparts are. In most software projects, one file contains exactly one class. However, multiple classes can appear in one file. The reason for this is that in some files, the class structures are nested, and inner classes may exist for various coding purposes and styles.
Unlike the MDP project, the GitHub project evolves over different versions, and thus has different waves of datasets. Since the number of different versions is large, we only present an aggregated average result here. The full result appears in the appendix.
We addressed the data imbalance problem by oversampling until the faulty class reached 20%, using Adaptive synthetic sampling (ADASYN) algorithm [37] , because the mean and median defect rate of datasets that do not suffer from the imbalance problem is 17.8% and 18 % respectively; so roughly 20%. While the literature shows that a balanced class distribution may lead to good classification results, a minority class ratio of 20% also yields promising results [67] . Another reason is that empirically we do not expect the bug rate to be very high; so 20% would be a large enough number. It would be very unlikely for 50% of the code in a dataset to be faulty. An overview of the datasets appears in Table 2 .
Benchmarking classifiers
We included 17 classifiers in this study. As discussed in the literature review, the selection includes six main classes of classifiers: Bayesian approaches, tree-based approaches, support vector machine approaches, neural network approaches, boosting approaches, and others. We adopted the Matlab, R and Weka implementation of those classifiers. Although classifiers with default parameter settings can predict defective units, we fine-tuned them to increase their predictive performance [25] . We considered the same classifier algorithm with a different parameter configuration as a different candidate model. For example, we considered CART models with different parameter values for "minleaf" (the minimal number of observations per tree leaf) as different candidate models. When testing a specific algorithm, we assessed candidate models with different parameters using cross validation within the training set.
We used the candidate model with the best predictive performance for testing. We present an overview of all classifiers in TABLE .
Experimental setup
We split the datasets into training and testing sets using fivefold cross validation, to assess their predictive accuracy. Within each fold, we used another internal five-fold cross validation for model selection, to avoid the potential bias of training and testing models on the same dataset. We conducted this process to find the best parameter configuration for each classifier. We assessed predictive outcome using the AUC and the H measure. When calculating the H measure, we set the underlying Beta distribution parameters to the constant value two. The Beta distribution function served as a weighting function to address the shortcoming of the AUC metric, as is common in the literature [51, 60] .
We evaluate the obtained results with average ranks first. For the top performing candidates, we did not only use post-hoc tests but also compared the post-hoc results using Bayesian tests. More specifically, we compared the top performing classifiers we compare them in a pairwise fashion manner. Classifierperformance comparisons often violate the assumption that the samples are independent and identically distributed (i.i.d). Bayesian tests are useful, since they build a hierarchical model based on the joint distribution learned from the sample. Furthermore, the posterior probabilities ( ≫ ), ( = ) and ( ≪ ) estimate whether one classifier outperforms another, or they are "practically equivalent," meaning that we cannot empirically conclude which is better. The "practically equivalent" situation happens when the mean difference of two classifiers lies in a very small region, such as [-0.01, 0.01] [59, 68] . This region is also known as a region of practical equivalence (rope) [69] . In other words, when the Bayesian hierarchical test results fall into the "rope", we consider the classifiers as practically equivalent. For our experimental setup, the = [−0.01, 0.01] as suggested in the literature [59, 69] . However, there is a lack of prior evidence with regard to the H measure. After some experiments, we set = 
Results and discussion
In this section, we first report the results of the machine learning models and statistical comparison in section 4.1. In section 4.2, we report the findings of our study and discuss their differences from other work. We discuss limitations and future work in section 4.3.
Model results and statistical tests
We list the results of our experiments below. The GitHub project results are aggregated while the MDP project results are not. We have retained the raw result of the MDP project to compare with prior literature. The raw GitHub datasets generated too many observations and results to display in the paper. We have included raw results of the GitHub projects at different times in the Appendix. We summarize AUC and H measure results for the GitHub project in TABLE 4 and TABLE 5 .
In terms of numerical values, the CART model performs the worst, even after parameter tuning. This observation holds true for both the GitHub and MDP projects, and using either the AUC or H measure. Another tree-based learner, the J4.8 classifier, has similar results with low AUC and H measures for both projects. The logistic regression model performs relatively well under the AUC measure, but when evaluated using the H measure, its ranking drops. While the AUC and H measure are strongly correlated (correlation coefficient = 0.978 for MDP and 0.951 for GitHub), the H measure ranks the classifiers somewhat differently from the AUC. In TABLE 6, we summarize the average ranks of the classifiers.
The classifier Bagged neural network (BaggingModelANN) tends to score lower using the H measure than with the AUC. The opposite is true for the Logistic model tree (WEKAModelLMT) and Radial basis function neural network (WEKAModelRBFNetwork), as they score higher in terms of H measure. This outcome appears more often with the GitHub project than the MDP project.
We highlight the five top-performing classifiers in red. The random forest model (RFModelR) appears to be the best model in terms of its ranks. "BaggingModelANN" and "MLPModel" also perform quite well.
The Friedman tests performed over the GitHub and MDP project using the AUC and H measure show that the differences are significant (all four p values << 0.001). We conducted the post-hoc analysis to examine whether there are individual differences between classifiers. The critical distance is calculated as indicated in equation 1. Recall the number of datasets in MDP and GitHub are 12 and 15 respectively. As mentioned earlier, we did not include all 17 classifiers in the post-hoc tests since classifiers such as CART performed poorly on all datasets. Including CART would "inflate" the classifier count , the test statistics and perhaps the critical distance. We give a numerical example below. When using all classifiers to compute the critical distance, the "biased" results suggest that only differences in ranks larger than 7.13 for MDP and 6.38 for the GitHub project should be considered significant. Under such test conditions, none of the classifiers can be clearly identified as the "best."
If we limit our scope to five classifiers, since we picked the five top-performing classifiers from each category in TABLE 6 , the test results change:
We can conclude using this approach that the random forest model outperforms the rest in terms of H measure for the GitHub project. For the rest of the comparison, although the random forest model ranks higher, we cannot statistically conclude that it outperforms the rest, because the difference in ranks is smaller than the critical distance.
While the above testing procedure has often been used in the literature [4] , its power is often doubted, and a Bayesian alternative is proposed [59] . We include a full report of comparisons of the various classifiers in the Appendix. 
Comparison with other studies
The research results update our findings in a prior study [4] as we identify a list of classifiers that are worse than others. Other studies have also reported that the classifiers can be divided into two groups with regard to their performance [38] . Such a "divide" in classifier performance can be observed in the MDP project and the GitHub projects. The benchmark study by Lessmann et al. has been cited over seven hundred times, and a quick search of the cited papers yields many interesting citations. Quite often researchers propose one specific use of a machine learning model in software defect prediction, such as Naï ve Bayes [10] , and use the work of Lessmann et al. [4] to justify their choice of classifier(s) [53] . [38] showed that RF was significantly better than 21 other prediction models." [29] , although Lessmann et al. do not make any such assertion [4] . This study shows that, although it is still unclear which classifier performs the best, researchers should justify the use and validity of their choice of classifier [48] . They should also justify the reasoning behind their experimental setup and reporting [70] .
A prior study reported that different empirical model validation methods introduce different levels of estimation bias, and that Single repetition holdout performs poorly as a validation method [41] . In some studies, when the researchers change the test setting from single repetition holdout to cross validation, the AUC score of certain classifiers changes drastically, and hence their ranking also changes. Yu et al. reported that Naï ve Bayes performs better than Logistic regression and KNN when using a 50% training set. The same study also reported that when using 10-fold cross validation, Logistic regression and KNN outperform Naï ve Bayes [12] . One cause of such confounded results is that the number of candidate models is limited. More extensive testing may avoid such bias. In our study, we observe that the CART model, which predicted better than random [4] (AUC > 0.5) in the previous study when using the holdout method, performs poorly when fivefold cross validation is used. The average ranks of the CART model and the Voted perceptron model ("WEKAModelVP") are consistent, thanks to the large pool of classifiers used.
The GitHub datasets complement those of the MDP project interestingly. The GitHub results differ from those of the MDP project: a classifier that performs well on the GitHub project does not necessarily perform well on the MDP project. The finding might be interesting to software developers if they find their work similar to the open source projects on GitHub. The GitHub datasets include many different types of projects, such as data engines, business information systems, language processing tools, and games [6] .
On the other hand, linking a specific software development project to the MDP datasets may not be easy. This is one benefit of using open source platforms as a data source for our study. As the MDP datasets are still being used in much research work, researchers and practitioners should consider whether the research findings derived from MDP are generalizable to their own software.
Another benefit of using open source software is that we can understand data quality problems better, since we have access to the source code. Prior research observed the data quality issue in MDP projects [3] , but the reason for the problem was unclear. When the datasets contain duplicated observations, researchers do not have sufficient information to conclude whether these two observations represent two code modules with identical values, or a replication error. This is not the case with open source code, since each data observation is linked to its class and/or file.
Limitations and future studies
In this paper, we primarily focus on the binary classification of software defects. However, software defects can be predicted in many other ways. Future studies should focus on other predictive tasks, such as time taken to fix a bug [71] . In a time series setting, alternative measures should be considered to enrich the findings.
The literature has reported that class imbalance handling methods, e.g. sampling methods, will increase predictive accuracy [29, 33] . While in our study we consider sampling to improve data usability, as indicated in 3.1, we do not tune the sampling technique extensively to increase AUC or H metric scores, for instance by testing the class ratio. Due to the large number of classifiers and datasets, it is difficult to complete these experiments within a reasonable time. Furthermore, while the aim of software defect prediction is to build predictive models that identify defective units, model comprehensibility is also important, as we might want to understand how software features relate to defects. Sampling techniques change the class distribution, and hence, reduce the model's comprehensibility.
We used the GitHub repository for our benchmarking study as an open source software platform. Although the recent acquisition of GitHub [72] does not impact our research findings, it does raise concerns about whether the management style and user profile will remain the same in the future. These factors will affect software quality and defect datasets, and perhaps predictive accuracy.
Conclusion
We conducted our study using 17 classifiers on 27 datasets. Our work extends the literature [4, 61, 73] and includes a number of new dimensions. Our benchmarking study shows that software defect prediction should be assessed using extensive evaluation metrics and statistical tests. We discover that the random forest model (RFModelR) and neural network model (MLP) achieved quite good results. However, neither AUC nor H measure values lead to a significant difference in classifier performance. Meanwhile, it is quite complex to train and fine-tune these models. Therefore, the benefit of using complex models rather than simpler approaches is unclear [74] . If the predictive accuracy of a complex model such as the random forest is similar to that of simple models such as those from the WEKA library, then it might be better to choose a simpler model for practical reasons. Additionally, we notice that the AUC and H measures report different classifier performances. While the AUC measure is widely used in many studies [4, 24, 25, 45] , an alternative metric can provide additional insights.
Stakeholders in software development are interested in using data science to make better decisions about their code. It is vital for researchers and practitioners to understand that advances in data science could affect their decisions. Particularly in the case of software defect prediction, our study shows that benchmarking study results should consider multiple dimensions, including the nature of datasets, predictive models, and evaluation procedures. It is critical to take advantage of new research findings to continue to improve defect prediction results.
Benchmarking study results depend heavily on the choice of statistical procedures. In addition to the choice of classifiers, datasets and evaluation metrics, the statistical test procedure might also affect the research findings. The Frequentist and Bayesian paradigms analyze the data in different ways. Each paradigm has its own strengths and weaknesses. The Bayesian paradigm addresses many problems in the Frequentist approach. For example, it reports posterior probability on empirical data, and relaxes the assumptions of statistical tests. The Bayesian approach is computationally intensive when there is a large number of datasets and classifiers. The underlying Bayesian Hierarchical model might not be a perfect choice to model the mean difference of classifier performances. It often takes several iterations and research attempts to find the best underlying model structure in a Bayesian setting [75] . While the Bayesian approach criticizes the Frequentist approach with its i.i.d. assumptions, the Bayesian approach also makes a moderate number of assumptions about parameter distribution [59] . When designing the tests, one should consider these limitations and the tradeoff between them. The comparison results from the two paradigms should be examined critically.
Essentially, benchmarking software defect prediction is an evergreen research topic [65] . Researchers may propose many different approaches to investigate this subject. The choice of classifiers can be different as there can be many novel classifiers.
The availability of open source data allows benchmarking models to be tested on multiple datasets. It also makes it difficult for software developers to address data quality issues.
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