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Abstract
ABSTRACT
This thesis has identified the failure and damage processes in a particle filled epoxy 
which is typical of adhesives used industrially. Micromechanical analyses have been 
carried out to predict the material properties of damaged adhesive, and to investigate the 
applicability of different failure criteria.
The general body of evidence suggests that there is no direct method of predicting the 
failure load of adhesive joints from the strength and toughness of the adhesive used. 
Therefore, a favoured approach has been to postulate a failure criterion, and to 
implement it in the constitutive equation for the adhesive. In contrast, this work has 
begun from the microstructural modelling of damage, and derived credible failure 
criteria from this model.
The experimental program quantified the adhesive morphology and identified the 
damage processes that occur in the adhesive prior to failure. Bulk and joint specimens 
were tested both in-situ in a scanning electron microscope, and on a conventional tensile 
testing machine. The tests showed that the mechanisms for damage and failure in both 
joint and bulk form are particle debonding followed by cracldng in the matrix.
The concept of a representative unit cell of material was used to determine the effects of 
particle cracking and debonding. In a regular array of cracked particles, the stiffness 
remained relatively unchanged in the plane of the cracks, but perpendicular to it, a 
significant reduction was found. M odelling debonded particles is more complex, 
because partial contact must be considered in addition to the fully bonded and fully 
debonded conditions. The unit cell was used to define the elasticity matrix for adhesive 
containing debonded particles as a function of strain state.
The unit cell concept was extended further by including material that obeyed a modified 
(i.e. hydrostatically sensitive) Von Mises yield criterion. Particle debonding was found 
to contribute significantly to the hydrostatic sensitivity and to the softening of the 
adhesive.
The unit cell concept was used to implement a strain at a distance failure criteria, using 
both elastic and plastic material properties. New types of failure criteria also based on 
the unit cell have been proposed. The criteria relate the strain state in an adhesive joint to 
the likelihood of shear banding or tensile plastic flow. The regions in a joint that 
experience one or the other of the mechanisms were identified. Hence the nature and 
extent of the adhesive failure in joints with varying joint geometry and loading may be 
predicted.
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1. INTRODUCTION
1.1 BACKGROUND
1.1.1 DESIGNING EFFECTIVE ADHESIVE JOINTS
The weakest part of many stinctures is found in the joints between members. Failure 
invariably initiates and propagates there. Many methods of joining have been 
developed, but in recent times with the ability to produce more sophisticated polymers, 
adhesives have met with particular favour in general engineering applications, and in 
the automotive, construction and aerospace industries in particular. There are many 
reasons for this, and some are suggested below:
• Adhesive joints tend to be lighter.
• Adhesives offer a method to join newer materials (ceramics or fibre reinforced 
composites for instance) which cannot be otherwise joined.
• Adhesives distribute the load over a larger aiea, thereby making more use of the 
paient materials and reducing stress concentrations.
• Adhesives can fill holes or gaps, reducing the need for tight tolerances.
The thermally induced stresses associated with welding can be avoided.
• Very thin components can be joined without any distortion - sheet material can be 
joined in a very aesthetic way, without holes or protrusions.
• The level of expertise and time required to make an acceptable adhesive joint can be 
low.
• The joining process can be automated.
• Dissimilar materials may be joined.
On the face of it, then, adhesives are a very attractive joining method. Unfortunately, it 
is difficult to design an effective adhesive joint. Adhesive material behaviour is 
typically not elastic, highly temperature dependent, strain rate sensitive and susceptible 
to moisture. Much research is aimed at trying to predict adhesive behaviour, but the 
task is lar ge not least because of the many adhesive types on the market.
1. Introduction
This thesis is limited to the investigation of filled epoxy adhesives, and in particular 
addresses the mechanisms of failure. Without an adequate definition of failure, sensible 
design of adhesive joints cannot proceed. A conventional industrial design might look 
at a maximum elastic shear stress in a joint, as calculated for instance from a finite 
element model. Large safety factors must be applied to compensate for the lack of 
sophistication in the material modelling, which leads to an inefficient use of the 
adhesive. With a coherent understanding of the way in which the adhesive fails, design 
methodology may be enhanced and a reliable criterion for the onset of failure may be 
deduced.
1.1.2 PRINCIPLES OF ADHESIVE BONDING
Any adhesive works via a two stage process. The first stage is wetting the surfaces to 
be joined. Obviously, this requires the adhesive to be a liquid, but it also depends upon 
the relative surface energies of the adherends and the adhesive. The molecules on the 
adhesive surface must be more attracted to the molecules on the adherend surface than 
they are to the molecules in the rest of the adhesive. The greater the relative attraction, 
the greater the ability of the adhesive to wet the substrate, and the stronger the 
interfacial bond. Some substrates with very low surface energies, such as PTFE or 
metal that has not been degreased, aie very hard to bond because there is nothing that 
will wet them sufficiently well. Other substrates such as aluminium, which possesses 
an oxide layer, must undergo a surface pretreatment that raises their surface energy so 
that they may be bonded.
The second stage in the bonding process is curing the adhesive. A liquid adhesive by 
definition cannot sustain shear stresses, and so must be made a solid. Different types of 
adhesive achieve this in different ways. Anaerobics, for instance exist in liquid form 
only in equilibrium with atmospheric oxygen. In the absence of oxygen, as is the case 
between two tightly fitting adherends, the anaerobic cures and becomes solid. 
Cyanoacrylate adhesives chemically react with water on the surface of any adherend 
they meet. In effect, the adhesive layer is precipitated out. Solvent based adhesives cure 
when the solvent evaporates away. The most common curing regime in industrial 
applications, however, is the polymerisation of relatively low molecular weight 
molecules into a high molecular weight macro molecule. Epoxy and acrylic type 
adhesives cure in this way.
There are two methods by which an epoxy polymerises. The low molecular weight 
molecules may be in equilibrium until the activation energy is supplied (in the form of 
heat) that causes them to react together. Alternatively, the adhesive may be supplied in 
two low molecular weight parts that, once mixed, react together. This method is
1. Introduction
known, despite the exothermic reaction that occurs, as cold cure, and takes place 
essentially at room temperature. The former method is known as hot cure.
Epoxy adhesives are favoured in industrial commercial sectors because they are 
relatively stiff and aie relatively stable at quite high operating temperatures. Their glass 
transition temperature, above which large scale time dependent material phenomena 
(i.e. creep or relaxation) readily occur, is around 100°C. In addition, they may be filled 
with modifiers, usually particulate, that can greatly increase their toughness. The 
mechanisms by which different types of filler increase toughness are fairly confidently 
stated in general terms, but they are not understood in full, and the current failure 
criteria are not satisfactory because they tend to be system specific and contain too 
many arbitrai^ parameters.
1.2 THE AIMS OF THE THESIS
The driving force behind this work is the need to develop a coherent criterion for the 
onset of failure in adhesive joints. W ithout such a criterion, the full potential of 
adhesives cannot be realised, and potentially catastrophic designs will be produced. 
W ork in the field has perhaps been hindered by an engineer’s propensity to think in 
terms of critical yield stress. Of course, an adhesive’s polymeric nature makes plastic 
behaviour more or less inevitable, indeed, in particulate toughened systems plasticity is 
integral to the toughening mechanism. Therefore the onset of plasticity is often 
unworkable as a failure criterion. In the absence of such a familiar macro concept, 
engineers are being forced to consider the microscopic processes that accompany 
failure. A further difficulty then arises,.^because an adhesive may suffer many 
irreversible processes whilst still retaining its integrity. Rubber cavitation in rubber 
toughened epoxy is an exam ple.--d istinction  must be drawn between events that 
precede failure, but do not contribute directly towards it, and events whose very 
existence necessitates failure.
This thesis is concerned mainly with one commercially available adhesive, an epoxy 
matrix filled with an inorganic powder. The material properties of the system change 
depending on the state of damage. The damage seen precedes failure, and its existence 
changes the stress state in any joint made with the adhesive. The work is therefore 
directed at predicting the macro properties of the adhesive resulting from the damage 
morphology.
Perhaps a more transferable aim of the research is the deduction of failure criteria - 
those conditions which necessarily require macro material failure to occur. The 
approach taken is microstructural in that the starting point is microscopic observations 
of different geometries taken to failure. A finite element analysis can then be performed
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of a representative cell of material, given the appropriate conditions just prior to failure. 
Postulated failure criteria follow from the behaviour of the representative, or unit cell.
1.2.1 THE RESEARCH MATERIALS
It was required that the current work be directly related to industrial adhesive systems. 
With this in mind, two readily available adhesives manufactured by Permabond known 
as E32 and E04 were chosen for research. Each is nominally based on the same epoxy, 
and each is filled with chalk particles, about 10% by volume, although the exact 
chemical and morphological compositions vary. E04 is also modified by a rubbery 
phase that accounts for about 6% of its volume. It is therefore tougher, less stiff and 
considerably more sensitive to loading rate and temperature variations. The adhesives 
were chosen for several reasons:
• They have been used widely, and are taken to be representative of an industrial 
system. For example, the automotive industry has used them for around twenty 
years.
® They are easy to use because they aie supplied in double cartridge form and cure at 
room temperature.
• They are representative of particulate toughened epoxy adhesives.
1.3 THE STRUCTURE OF THE THESIS
The thesis consists of seven main chapters
• Literature Review. The review considers damage mechanisms in particulate 
toughened or filled polymers, especially epoxies. The general effects of adding a 
modifier are considered, and two generic types of damage mechanism are identified 
- those taking place within a process zone, and those taking place in a macro crack 
plane. Experimental techniques used to study the fracture behaviour are considered, 
especially the in-situ techniques using a scanning electron microscope. The various 
approaches available for modelling material failure and particulate filled systems are 
also presented.
• M orphology. The nature and extent of the filler particles in the two adhesive 
systems identified for this work are investigated, and the filler distribution in E32 
quantified. Image processed photomicrographs and emitted electron energy analysis
1. Introduction
are used. Also presented is the methodology adopted to define the rubber particle 
dispersion in E04.
Material Testing. The physical properties and failure mechanisms in E32 and an 
epoxy provided by the manufacturers of E32 as being representative of the E32 
matrix material are investigated. The tests used include: tensile , four point bend , 
compact tension (in bulk and joint form) and various configurations of lap joints. 
Extensive use is made of an in-situ straining stage to investigate the damage 
processes occurring in the adhesives in real time within an SEM.
Elastic Analyses. The concept of a unit cell is introduced. Elastic analyses are 
carried out for unit cells containing the damage seen in the material testing. This 
includes debonded particles as well as cracked paihcles.
Use o f  the Unit Cell in Characterising a Particulate Filled Material. 
The development of a finite element model of a unit cell of E32 is used to model the 
macro material behaviour. The spatial statistics needed to define the unit cell are 
presented, and the method of applying the boundary conditions to the finite element 
model justified. The chapter is concluded with a verification of the unit cell method 
using thiee data sets found in the literature.
Plastic Cell Analysis. Plastic behaviour of the epoxy matrix in E32 is included 
in a unit cell analysis. The modified Von Mises yield criterion is introduced, and 
alternative criteria discussed. The relative contribution of matrix plasticity and 
particle debonding to material softening is considered, and an estimation of the 
probability of particle debonding in E32 as a function of major principal strain 
deduced.
Failure Criteria. The lap joints manufactured using E32 aie considered. The 
micro structural strains for a given macro strain state are derived using elastic and 
plastic finite element analyses of a unit cell of material. A simple analysis of the 
effect of damaged material is included, using a critical principal strain criterion to 
switch damage on or off. The plastic analyses give rise to three critêriaThat could 
define local material failure: micro structural principal strain at (a d is ta n ce  a limit 
state criterion and an interactive unit cell boundaiy condition.
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2 LITERATURE REVIEW
2.1 INTRODUCTION
This review falls into thiee sections:
• Experimental observations of the failure of polymeric materials in general, and 
epoxy adhesives in particular.
• Toughening mechanisms in multi-phase epoxies
• Modelling the failure of multi-phase epoxies
The experim ental observations (section 2.2) consider two main topics: the 
categorisation of failure in epoxy adhesives, and the technique of in-situ testing within a 
scanning electron microscope. In the former section, emphasis is placed on the effect 
that modifiers have on the fracture events. In the latter section, the review includes a 
historical perspective of the use of in-situ testing and a short section on its use with 
joints.
Section 2.3 is concerned with possible toughening mechanisms in multi-phase epoxies. 
The mechanisms may be categorised as either occurring in the crack plane (for instance, 
crack pinning), or as involving a process zone (cavitation and shear yielding). In the 
past there has been some debate as to which mechanisms actually occur.
Section 2.4 reviews the techniques that have been adopted to model the behaviour of 
adhesive. It begins by considering various failure criteria for adhesive in a joint. This 
leads on to a discussion on damage modelling, since doing so implicitly implements 
some form of failure criterion, and the effect of damage on material properties. The 
final section is dedicated to the more specific subject of the finite element modelling of 
second phase inclusions.
2.2 EXPERIMENTAL OBSERVATIONS
2.2.1 INTRODUCTION
A continuing problem for epoxy adhesives has been their brittleness. The addition of 
rubber particles increases toughness significantly (Kinloch et al, 1983a), but reduces 
stiffness. To remedy this problem, adhesive manufacturers have added a variety of stiff 
filler particles as an additional phase. Inubishi et al (1988) for instance established that 
as the volume fraction of mica in epoxy was increased, so the stiffness of the system 
also increased, but the strength decreased, and the relationships were roughly linear.
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On the other hand, filler particles, as long as they remain well bonded, are load bearing 
to some extent, and by relieving the load on the matrix, can raise the yield stress of the 
system, whereas rubber decreases it by inducing stress concentrations that cause yield 
at lowered applied stresses (Spanoudakis and Young, 1984). Kinloch et al (1983a) 
have found that the yield stress of mbber modified epoxy vai'ies between 60% and 90% 
that of unmodified epoxy, depending upon the temperature.
Filler particles are simply mixed into the adhesive system during manufacture. They can 
take many forms, from ribbons to fibres, from spherical to irregular, from metallic to 
polymeric. Rubber is added in two fomis: either as small particles (known as MBS or 
core shell) or as a liquid that polymerises out on cure (CTBNf or liquid reactive). The 
latter method is usually favoured, because it produces a more consistent morphology. 
Unfortunately, it also has a detrimental effect on the glass transition temperature of the 
system. The volume fraction of rubber is greater than the volume fraction of liquid 
rubber. This is because the epoxy molecules react with the CTBN as chain extenders. 
For good phase separation and consistent morphology, Bitner et al (1981) have 
stipulated that the concentration of liquid reactive rubber should be below 17 phr.
2.2.2 CLASSIFICATION OF FAILURE
Investigating the fractured surfaces of tested specimens has been a standard way of 
inferring the failure mechanisms encountered during loading. Kinloch and Young
(1983) have identified three main types of fracture surface and the sort of damage 
associated with them - type A (stable ductile), type B (unstable brittle) and type C 
(stable brittle). Their classification refers to the way in which a macro crack propagates 
through the material during testing. The kind of tests for which the descriptions might 
be used must be short term and involve a macro crack. Thus a double torsion or 
compact tension test would be an appropriate test, but a Boeing wedge or compression 
test would not.
Type C growth is characteristically brittle (Kinloch et al, 1985), and the rate of crack 
propagation is a direct function of the cross head speed. The ensuing fracture surface is 
typically featureless, reflecting the lack of any plastic deformation. Type B, unstable 
growth is often referred to as stick/slip because of the way the crack alternately 
propagates then arrests. The load to cause propagation is less than the load needed to 
initiate the crack (Kinloch et al, 1983a), leading to the sawtooth type of 
load/displacement curve, and there is consequently a dilemma when, for instance, 
performing a test to establish critical stress intensity (Kic) factor or critical fracture 
energy (Gic), as to which value to take. The answer has been to take two Kic values - 
one for initiation and one for arrest. Propagation is typically brittle, leading to relatively 
featureless fracture surfaces, although it is not uncommon to observe "thumb-nail lines"
F
' 7 '
*CTBN: Carboxyl-terminated-butadiene-nitrile rubber.
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running across them. These correspond to the sites where the crack has stopped, and 
their curved ends at the edges of the surfaces are caused by the transition from plane 
stress to plane strain in the bulk of the material, (Kinloch et al, 1983a). Type A failure 
exhibits stable crack growth, but involves a large degree of plasticity and consequently 
has rough fracture surfaces.
The type of macro crack propagation experienced depends on the temperature and strain 
rate during the test. Type A failure is associated with low strain rates and high 
temperatures, whilst type C failure is experienced with high strain rates and low 
temperatures. Type B failure occurs at intermediate temperatures and strain rates. It is 
important to realise that there is not necessarily a shaip transition in material behaviour. 
Often a sample will begin by showing one sort o f failure, only to end up exhibiting 
another. Such transitional behaviour is teimed A->B or B ^ C  and the fracture surfaces 
display a certain degree of each of the corresponding characteristics. As the temperature 
to strain rate ratio increases, so more type B features are seen over type C (or A over 
B).
A good example of transitional behaviour can be found in the epoxy resin investigated 
by Kinloch et al (1983a). The neat material actually does display sharp transitions from 
A to B to C type failure, but the addition of rubber has the effect of introducing a 
gradual change from type A to type B, that is, A ^ B  behaviour. In fact, the addition of 
another phase always has some effect on the fracture surfaces.
2.2.2.1 The Effect of Modifiers on the Fracture Surface
Brittle and stiff filler material can usually be seen in the fracture surfaces more or less in
the state in which it went in. Sometimes, it has fractured in a brittle manner within the
matrix, other times the paiticle/matrix interface has failed, leaving the paiticle standing
proud of one fracture surface and a hole in the other. An effect is often noticed in the
matrix on the fracture surface, but its character is an effect of the distribution,
morphology and material properties of the filler. For instance, the epoxy investigated
by Regola et al (1991) when filled with mica particles had a smooth, brittle appearance,
— — —  '
but when filled with glass fibres, was much rougher, suggesting the glass encourages a 
greater degree of plasticity in the matrix. xUv o
An important fracture surface feature is the step, caused when two cracks, propagating 
along different, parallel planes join together. Steps are often found tailing the back of 
particles left in the wake of a crack, and is taken as evidence for the mechanism of crack 
pinning (see Kinloch et al. 1985). In the absence of pai'ticles, steps are often found near 
the starter crack, caused by the crack initially propagating at slightly different levels, 
and have the appearance of rivers. Generally speaking, type B surfaces have more
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rivers than type C (Kinloch et al, 1983a), and there is some limited evidence that the 
steps experience a degree of plasticity, even in the brittle type C surfaces.
W ith the addition of a rubbery phase, it is still true that its distribution and moiphology 
affect the fracture surfaces. The addition of large particles to the epoxy resin observed 
by Pearson and Yee (1991) changes the smooth, mirror-like fracture surfaces only 
slightly by the occurrence of a few welts. Smaller particles result in a surface full of 
cavities. It is interesting that cavities only seem to occur in the fracture surfaces of 
rubber modified matrices. The fact that previous workers had not located any ejected 
rubber prompted Kinloch et al (1983a) to suspect that the rubber remained within the 
cavities on the fracture surfaces. This was confirmed by the addition of solvent that 
caused the rubber to swell, turning the depressions into protrusions.
Kinloch suggested two reasons for the absence of protrusions in the first place. It is 
possible that the epoxy dilates under load, putting the rubber into a state of hydrostatic 
tension. Alternatively, the hydrostatic tension might originate from a thermal strain 
mismatch between the mbber and epoxy on cooling down after curing. With the release 
of the tension on the passing of the crack through the rubber, the rubber springs back to 
form a cavity.
2.2.2.2 Transition Temperatures
As a general rule, the higher the temperature to strain rate ratio, so the type of fracture 
changes from C to B to A. This can be clearly seen in figure 2.1. Kinloch et al (1985) 
have established that the transition temperatures depend on the composition of the 
system. Both stiff and compliant modifiers lower them. In the case of Kinloch's glass 
spheres, the effect is more pronounced as more glass is added, unless it debonds. This 
would suggest the glass toughens the system via a comparatively simple mechanism 
such as crack pinning or crack wake bridging. Both of these mechanisms are 
approximately linearly dependent on volume fraction and require good particle/matiix 
adhesion.
Figure 2.1: Critical stress intensity factor as a function o f test temperature for an unmodified and 
rubber modified epoxies. The test rates are i) 8.33 x 10'^ m/s, ii) 1.67 x 10"^  m/s iii)1.67 x 1 0 m/s.  
The types o f crack growth are also indicated (Kinloch et al, 1983a)
tiii)
T ('C )
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Other toughening mechanisms depend to some degree on matrix deformation, so the 
effect of modifiers on the glass transition temperature would seem important. Using 
differential scanning calorimetry, Kinloch et al (1983a) found the glass transition 
temperature of their unmodified epoxy to be 91°C. With the addition of rubber, two
transitions were uncovered - one at 90°C, attributed to the epoxy, and one at -67°C,  ^
attributed to the rubber. Using another method - dynamic mechanical analysis - both the 
unmodified and modified epoxies were found to exhibit a double peak, the top a  peak 
in each case, and the lower p peak in the unmodified case belonging to the epoxy. The \  A ^  A  
lower p peak in the modified system was broad, and was found to be made up of the p 
peak from the epoxy a n d a ^  peak from th e CTBN at about -55<^ C. The CTBN rubber, ry
then, would not seem to make much of a difference to the matrix properties, only to the 
system as a whole.
From the work of Kinloch et al (1985) can be seen the connection between temperature, 
type of fracture and critical stress intensity factor. In the unmodified epoxy, the 
toughness remains virtually constant until around 40°C to 65°C, between the transition 
from type B to type A fracture. In contrast, the modified adhesive gradually increases 
its toughness over the whole temperature range. A reason for this could be linked to the 
amount of plasticity the matrix can display. Rubber enables it to experience plasticity 
throughout, but in its absence, the matrix can only deform plastically at high 
temperatures. The stress intensity factor associated with the modified epoxy is also 
more strain rate sensitive, which again indicates that toughness is associated with 
viscoplastic material behaviour.
Another factor affecting the transition temperatures is the thickness of the compact 
tension specimens used to establish the behaviour. It only has an effect, however, for 
the unmodified epoxy (Kinloch and Shaw, 1981b). Specimen thickness governs the 
change from plane stress to plane strain, and that it has no effect on the transition 
temperatures implies that for the modified epoxy, toughness is also unaffected by the 
plane stress to plane strain ratio. This could mean that the toughening processes all 
occur in one or the other state in modified, but not unmodified epoxy. A reason for this 
could be the phenomenon of rubber cavitation, which introduces an element of plane 
stress in a highly constrained region that would otherwise experience plane strain.
2.2.3 IN -SIT U  T E ST IN G  W IT H IN  A SCANNING E L E C T R O N  
M IC R O S C O P E
Until recently, most damage mechanisms had been inferred from looking al a material 
after it had been damaged in some way. Apart from the danger of postulating 
mechanisms that conveniently, although falsely, explain how the observed damage 
might have occurred, there is the problem of damage occuning in situ that disappear s or
10
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changes after the test. This could be because of relaxation effects, or, as Gilbert et al
(1984) have observed, because in situ damage can disappear' as the main crack passes it 
in propagating through the material. In the same way they have remarked that it is 
possible for damage to divert the main crack away from its original course.
In the past, several phenomena have been reported that did not receive satisfactory 
explanation until the damage mechanisms that produced the phenomena were observed 
as they happened. For instance, Hull (1974) saw step-like features on the fractured 
surfaces of polystyrene (PS). In 1984, Gilbert et al noticed the same features on the 
fracture surfaces of double torsion specimens being formed by the following 
mechanism: a craze near the main crack tip extends until it is close to the crack front.
The craze fibrils break down to form microcracks separated by ligaments. Failure of the 
ligaments between two adjacent microcracks give the step like features observed ten 
years earlier by Hull.
In the same way, the V-shaped features reported by Doyle (1983) in PS were seen to 
originate from fast crack growth (Gilbert et al, 1984), arrested by shallow surface 
defects, followed by the breakthrough of a new main crack from under the surface. One 
further example concerns the parabolic shaped damage observed in high impact 
polystyrene (HIPS) by, amongst others, Rimnac et al (1982). Gilbert et al (1984) again /
noticing similar features on the fracture surfaces of their double torsrgrL§pgpin)ens, later ^
saw the actual damage mechanism occurring. Crazes, fbmdn^ close to the crack tip 
break down to microcracks. Tearing of the polymer between the microcracks leads to 
the characteristic parabolas.
Gilbert et al (1984) used a double torsion geometry to test their samples because the 
main crack can be guaranteed to open up from the surface under observation. But the 
important point is that the surface was observed as it opened using a straining rig within 
a scanning electron microscope (SEM). Such an anangement overcomes the problems
associated with infemng damage mechanisms from fracture surfaces alone. .^  ,T-
Several researchers have adopted such an in-situ technique (Smith et al, 1976, Mao et 
al, 1983, Bandyopadhay, 1984, Gilbert et al, 1984, Brown et al, 1986, Gilbert and 
Donald, 1986 and Ellis et al, 1992) and all of them have used the SEM, mainly because 
the depth of field associated with it is so good. The practical problems associated with 
trying to focus with a light microscope on an uneven and moving specimen surface are 
not to be underestimated. Nevertheless, the SEM presents its own problems, not the 
least of which is damage to the polymer under question caused by the electron beam.
The solution is to keep the electron beam energy low, which in most cases means using 
a relatively low electron voltage (3kV to 15kV). Unfortunately, the result is rather poor 
quality images, but Gilbert et al (1984) have remarked that using a small electron
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current, whilst lowering the electron energy, has the advantage that a higher electron 
voltage may safely be used.
A video may, of course, be taken of the tests within a SEM. Doing so means that 
dynamic effects like crack velocity may be easily quantified, so relieving the need for 
the rather cumbersome photo-deposited grids favoured by Mao et al (1983). An 
unexpected bonus of using an SEM is that damage is often clearly indicated by 
"flaring". In order to avoid charging of the insulating polymer surfaces, they are 
usually sputter coated with a thin layer of gold alloy. As damage occurs, and the gold 
coat is ruptured, the exposed polymer is electrically chaiged and a glowing is seen on 
the SEM monitor (Gilbert et al, 1984, Brown et al, 1986 and Ellis et al, 1992). A 
backscattered image at this point can reveal detail that is ordinaiily hidden, and Ellis et 
al (1992) made good use of this technique. Ellis et al polished the specimens (down to a 
surface finish of Ijim) before gold sputtering. This was to remove the resin rich surface 
layer, so that they might observe the filler particles they were interested in and provide a 
clearer image.
2.2.3.1 A Historical Perspective
Probably the first to use an in-situ SEM straining stage were Smith ^ ^ 1  (1976). Tphey 
examined pre-necked tensile specimens of polyvinyl chloride (PVCVBnCnotrat very 
high magnifications. In 1984, Bandyopadhay extended Smith’s work by straining a 
notched tensile specimen within an SEM. The materials investigated were polymethyl 
methacrylate (PMMA), low density polythene (LDPE) and carbon filled vulcanised 
natural rubber. At the same time in Cambridge, Mao et al (1983) were cari-ying out their 
double torsion tests on an unmodified epoxy and Gilbert et al (1984) on polystyrene 
(PS) and PMMA using the same technique. Two years later, Gilbert and Donald (1986) 
went on to investigate polystyrene and polystyrene toughened with rubber particles, 
high impact polystyrene (HIPS). Although they used a SEM straining stage, the 
geometry they chose was a compact tension specimen which has an easier shape than 
that of a double torsion to analyse mathematically. Meanwhile, still in Cambridge, 
Brown et al (1986) were using a different type of geometry altogether. They joined 
strips of polyethylene terephthalate (PET) using thermal evaporation of aluminium, and 
pulled them apart in the SEM in a T-peel arrangement. More recently Ellis et al (1992) 
at Alcan International used a commercially produced SEM straining stage to investigate 
a filled epoxy adhesive. They seem to be the first to have used an obviously industrial 
joint (a lap joint), as well as performing some bulk tests on four point bend specimens.
2.2.3.2 Work on Joints
Apart from the rather limited investigation by Ellis et al (1992), the only other work that 
would seem to attempt to address the problem of a polymer-metal interface is that of
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Brown et al (1986). Their PET strips joined with a thin (40 nm) aluminium layer cannot 
be called a joint in the normal sense of the word, but they noticed that the crack always 
propagated within the PET layer when the bonding was good. Poor bonding resulted in 
an interface crack which was "energetically cheap", so that it propagated under lower 
loads, all of which serves to emphasise the need for efficient surface preparation when 
constructing a jo in t in order to eliminate interfacial failure. A very interesting 
observation they made, however, was that damage only occurred within a region 
extending no more than 5% into the thickness of the PET film. Although this could be 
put down to crystalline irregularity on the film surface or different surface molecular 
orientation, there is a good rationale for believing the reason extends from equilibrium 
considerations, and concerns the stress distribution associated with a T-peel geometry. 
This could mean in effect that all damage within joints might well be constrained within 
a region smaller than the bond line.
2.3 TOUGHENING MECHANISMS
Low et al (1992) have noted that toughening mechanisms may be classified into two 
categories: those processes occurring along a macro crack plane, and those mechanisms 
that employ the concept of a process zone. Amongst the latter, they list plastic shear, 
m icro-cracking, phase transformation, void deformation and subsequent plastic 
growth, and plastic behaviour generally in the wake of a crack. They observe that a 
general rule is that the toughness of a material is in proportion to the width of the 
process zone in which these processes take place. In contrast to this, processes that 
occur along a crack plane impart a di7‘ect influence on the crack tip stress intensity 
reduction. Such processes include crack bridging, crack pinning (or crack bowing), 
fibre pull-out and crack deflection. Of these, fibre pull-out is specific to fibre reinforced 
composites and is not relevant to paiticulate filled systems. Crack deflection is best 
dealt with in the section dealing with finite element modelling and the stress fields 
associated with particular morphologies. Crack bridging and crack pinning are 
addressed in section 2.3.1.
2.3.1 CRACK PLANE MECHANISMS
2.3.1.1 Filler Particle Crack Pinning
Crack pinning was one of the first mechanisms to be identified. Lange and Radford 
(1971) noted that fracture energy increased with increasing volume fraction of filler 
particles, and attributed the effect to crack pinning: A propagating crack, meeting an 
array of rigid, impenetrable, well bonded particles is pinned and begins to bow out 
between pairs of particles, usually in a shape approaching an ellipse. Secondary cracks 
form around or through the particles, and thus extra energy is absorbed in: creating the 
new fracture surfaces, forming the non-linear crack front and stretching and finally
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breaking the particles or the particle/matrix bond. Lange and Radford (1971) proposed 
a model to calculate the modified critical fracture energy from the extra energy 
components:
Gic(modifîed) = Gic(matrix) + 2Tl/Ds (2.1)
Where T]_ = line energy per unit length of bowed crack front 
Ds = distance between particles
Unfortunately, this model does not account for the variation Tl experiences with 
particle size. The shape of the crack front actually changes with varying volume fraction 
of filler. As the volume fraction increases, the shape assumed before secondary crack 
growth becomes more and more bowed, until the limiting case is reached of a semi­
circle. Green et al (1979) and Evans (1972) allowed for this behaviour as well as 
defining the stress required for crack propagation. Green et al extended the work of 
Evans to account for the exact position of the secondary crack front as it breaks away 
from the pinning position.
The agreement of experiment with the theoretical calculations of Gic are really only 
reasonable at low temperatures. W ith increasing temperature, other mechanisms 
compete for dominance over crack pinning, and so lessen its contribution to the overall 
energy absorption. At high temperatures, there is also more of a tendency for the 
particles to debond (Kinloch et al, 1985), significantly reducing the energy 
contributions from the pinning and bowing mechanisms. Low et al (1992) for instance, 
note that crack pinning is adversely affected by poor particle/matrix adhesion. Coating 
the filler with silane improves the filler/matrix bond, so enabling crack pinning to occur 
at higher temperatures.
Kinloch et al (1985) found that with the addition of silane to the glass filler, the critical 
stress intensity factor continues to rise with increasing volume fraction, even at the 
higher test temperatures. Without the silane, however, crack pinning cannot take place 
at high temperatures and volume fraction and so the curves reach a plateau. Another 
feature to note is the steady increase of critical stress intensity factor with volume 
fraction at low temperatures, where crack pinning is the dominant mechanism. At 
higher temperatures, other mechanisms compete which are not so simply dependent 
upon volume fraction. Consequently, the curves display the characteristic maximum at 
the volume fraction most advantageous for the competing processes.
Crack pinning also leaves its mark on the fracture surfaces as mentioned in section 
2.2.2.1. Low et al (1992) and Kinloch et al (1985) both remark on the tails left behind, 
emanating from the side of the filler reached last by the crack front. Even in the rubber 
modified epoxies, tails can still be made out amid the extensive plastic deformation also
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present, indicating crack pinning takes place alongside other types of mechanism. If the 
axis (pole to pole) of a particle is assumed to lie perpendicular to the direction of crack 
propagation, well bonded particles such as Kinloch's silane treated glass or Low's 
zirconia have two tails emanating from their poles, as opposed to just one from the 
equator in poorly bonded filler. This could indicate that as the interfacial adhesion 
improves, the maximum tensile stress moves from the poles to the equator of the 
pai’ticles. At high volume fractions, no tails at all can be seen on fracture surfaces. This 
does not necessarily mean crack pinning does not occur, merely that the high number of 
pinning events obscure each other from view. Alternatively, the interacting stress fields 
from a large number of particles might lead to premature debonding, making it 
impossible for them to pin the crack together.
2,3.1.2 Rubber Particle Crack Bridging
Whether or not rubber particles exliibit crack pinning is a matter of some contention. In 
1980, Kunz-Douglas et al proposed a crack pinning mechanism for the rubber 
toughening of epoxies. Having carried out a series of wedge tests on modified bulk 
epoxy, they noticed that often, a rubber particle spanned the surfaces, thus pinning 
them together. As the surfaces separated, so the particles began to neck. The neck got 
more pronounced, increasing its radius of curvature until the rubber failed by a stable 
tearing mechanism, the outer fibres first. On observation of the fracture surfaces, both 
holes and (uniquely) protrusions of rubber could be identified. The tear' was wholly 
within the hemisphere occupied by the rubber particle, although as the size of the 
particle increased, so the tear' approached the interface, increasing the depth of tear into 
the hemisphere. Nevertheless, rubber failure is seen never to be interfacial.
The work done in stretching a volume of rubber to failure was established to be a 
function of volume fraction of rubber, Vf, the extension ratio of the rubber, X, the 
average diameter of a particle, and the average shear modulus of the rubber. From 
photographs of rubber particles stretched, so that they had just started to tear, Kunz- 
Douglas was able to measure the extension ratio at which tearing initiates, This 
extension ratio can also be calculated by modeling an isolated particle as a cylinder, and 
also turns out to be a function of the particle's shear modulus and radius as well as its 
tear energy, U . Incidentally, the model predicts that X^ is inversely proportional to the 
particle radius, a fact substantiated in the wedge experiments in which it was noted that 
large particles failed first. Hence the tear energy may be calculated and substituted into 
the original equation to give a quantitative prediction for the modified system’s critical 
fracture energy:
Gic = G,c“ “'- ( 1 - Vf) + f 1 - + 4 M  Vf ( 2 . 2 )
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This model predicts a linear dependence of the critical fracture energy on the volume 
fraction of rubber, Vf. Double torsion tests carried out by the team tended to confirm 
such a relationship, and from the investigation of a glass modified epoxy fracture 
(Kinloch et al, 1985) a simple dependence on volume fraction for a crack pinning 
mechanism would seem reasonable. Unfortunately, this is the extent of Kinloch's 
agreement.
In fact Kinloch et al (1983a) give seven reasons why crack pinning is not the dominant 
rubber toughening mechanism:
i) Accepting crack pinning makes transitions in crack growth hard to explain. 
Why crack growth is brittle at low temperatures, yet ductile at high ones is due 
to a more complicated mechanism than this simple crack plane model.
ii) The model does not account for any matrix controlled toughening, so, for 
instance, cannot predict the sudden increase in critical fracture energy of an 
unmodified epoxy at the brittle/ductile transition point.
iii) Another consequence of ignoring matrix toughening is to discount epoxy yield 
and consequent plastic flow, which must contribute to the critical fracture 
energy and probably substantially so.
iv) The phenomenon of stress whitening cannot be explained using the Kunz- 
Douglas model.
v) As the ratio of temperature to strain rate ratio diminishes, so does the tear 
energy of the rubber increase, since it becomes more brittle. Unfortunately, the 
overall critical stress intensity factor actually decreases, meaning that the 7^  ^term 
in the equation must become overwhelming.
vi) At high temperatures, the epoxy toughness is considerably enhanced, implying 
that Ft , too, must be large, greater that 5 kJm-2, in fact. Experiments, 
however, do not find U to be large enough.
vii) Further, because the tear energy increases with decreasing temperature, at low 
temperatures, U would have to be enormous.
Kunz-Douglas et al (1980) themselves admit to some difficulties with the model. The 
calculated rubber properties vary from the bulk values for instance. Two reasons are 
suggested for this : firstly that the value for U is likely to be less with a small volume of 
rubber, and secondly that the strain rate of the rubber in the wedge tests differs from 
that of the bulk tests used to find the bulk properties. Harder to refute, however, is the 
fact that the equation predicts that toughening is independent of the size of particles. 
Apart from external sources like Pearson and Yee (1991) who observe that 0.1 jxm
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particles result in much better toughening than 1 |im  particles, the paper itself contains 
an account of how a particular diameter of particles results in a drop in Gic which is 
attributed to a change in D due to the dynamics of the chemical reaction in polymerising 
a lai'ger particle. Either way, toughening clearly is not independent of particle size.
Crack pinning, then, although established as occurring, cannot account for the large 
toughening effect that rubber modification has on epoxy resins. Some other mechanism 
must be at work, and all the others proposed depend upon the idea of a process or 
damage zone within which the processes take place.
2.3.2 PROCESS ZONE MECHANISMS
Although it has been established for many yeai's that the addition of a rubbery phase to 
epoxy has a toughening effect (see for instance Kinloch et al, 1983a), the precise 
reasons for the effect is not clear. Early workers postulated that the rubber acted as 
stress concentrating particles that could initiate microcracks (Schmitt and Keskkala, 
1960) or crazes (Bucknall and Smith, 1965, Bucknall, 1977). Bucknall also suggested 
that the rubber pai'ticles might subsequently act as obstacles to craze growth, thus 
increasing the total energy dissipation. Garg and Mai (1988) have managed to identify 
thirteen proposed mechanisms, but the favoured mechanism seems to be that advocated 
by Pearson et al (1993), Kinloch et al (1983a) and Bascom et al (1981); that is, 
cavitation of the rubber particles and subsequent shear yielding of the matrix 
encouraged by the loss of the hydrostatic stress component. Recently, it has been 
claimed that rubber might enhance other toughening mechanisms, by, for instance, 
making crack pinning and crack bowing more effective (Low et al, 1992). Such indirect 
mechanisms of toughening involve a zone (the process zone) of material in which to 
take place. The process zone mechanisms associated with stiff particles, with matrix 
crazing and with rubber particles are discussed in the following sections. Possible 
synergistic effects between process zones of stiff and rubber particles are also 
discussed in section 2.3.2.4.
2.3.2.1 Stiff Particles
Filler particles were originally added to industrial adhesives to increase their bulk 
stiffness and to make them cheaper. It was not until relatively recently that their 
contribution to toughening was recognised, especially with respect to possible 
synergistic effects when combined with a third phase of rubber. Just as with rubber 
particles, it was found that the simple crack plane toughening models, such as crack tip 
pinning, do not account for the extent of toughening actually encountered. Peai'son et al 
(1993) found that increasing the size of glass particles in an epoxy matrix lowered the 
fracture toughness of the system. This is in direct contradiction with a crack tip pinning
17
2. Literature Review
or crack wake bridging model that predict that an increase in the size of filler results in 
increased fracture toughness.
Rose (1987) has suggested that filler toughens its matrix by deflecting the crack path, 
thus forcing it to dissipate more energy. Kinloch et al (1985) suggest that, like rubber, 
glass particles encourage shear deformation. Further, they maintain that as the 
temperature rises, such toughening becomes more significant than crack pinning, since 
the yield stress of the epoxy decreases, making shear deformation easier. It is 
interesting, though, that they do not discount filler particle crack pinning out of hand as 
they do for rubber crack bridging, and treat the mechanism as significant even at higher 
temperatures. As evidence for this, they cite the occurrence of tails emanating from 
filler on the fracture surface.
Regola et al (1991) earned out an extensive investigation into the pre-failure damage of 
epoxy filled with mica particles and glass fibres using acoustic emission and in situ 
scanning electron microscopy. Glass fibres are not relevant to this study, but the mica 
bears a strong resemblance to the chalk filler of E32 and E04. Acoustic emission could 
identify matrix cracking, but not mica fracture or debonding. Increasing the strain also 
increased the number of acoustic events, more or less in proportion. Although this is 
not unduly surprising, that the events began with the epoxy still in its elastic region is. 
Their observation is not without precedent however, since Chen et al (1989) also report 
seeing damage occur in the elastic region.
Coupled with their SEM observations, the acoustic emission studies led Regola et al
(1991) to deduce the following mechanism: Microcracks initiate at pre-existing flaws in 
the epoxy. These flaws could originate at the mica/epoxy interface during cool-down 
from cure, due to thermal mismatch. Small cracks form, because of the poor bonding 
between the two. On straining, the initiated cracks follow the interface with some 
propagation into the epoxy. As the strain increases, more cracks appear, until the flaws 
grow and coalesce with final failure. This mechanism is considered to be process zone 
oriented because it encourages matrix deformation at particle sites a certain distance 
away from the crack tip.
As well as bridging the crack wake and deflecting the macro crack path, Pearson et al 
(1993) also assert that glass spheres induce microcracks near the main crack in rubber 
modified epoxy. They do so, however, only in certain glass:rubber:epoxy ratios, 
probably because of interaction between the hard and soft particle mechanisms. The 
phenomenon is described as being surprising and contentious. Certainly, one 
surprising fact to emerge is that well bonded stiff particles are not necessary for 
effective toughening. Earlier, it was seen that well bonded particles are essential for 
crack bridging or crack toughening. With the filler induced microcrack mechanism, this
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is no longer the case; indeed, Regola et al comment that the fracture surfaces revealed 
that the mica was particulaiiy poorly bonded to the matrix.
2.3.2.2 Crazing
Understanding how epoxies deform is important, because it determines how their 
toughening might be improved. Unfortunately, there has long been dissent as to the 
exact methods of deformation and failure. Kunz-Douglas et al (1980) proposed a 
toughening mechanism that involved the epoxy in no plastic deformation at all, others 
(Philips et al, 1978 and Kinloch and Williams, 1980) claim that the main energy 
absorbing process is plastic shear deformation, while still others (Morgan and O'Neal, 
1977 and Morgan et al, 1982) suggest that crazing is the dominant mechanism. Crazing 
is certainly a mechanism in thermoplastic polymers. Donald and Kramer (1982) for 
instance, detail instances of crazing in a polymer network. They also note, however, 
that as the chain length between entanglements decreases (that is, increasing 
entanglement density), the material exhibits a change in deformation mechanism from 
craze, to shear- failure, to brittle failure at high entanglement densities.
This change in behaviour is also the key to understanding the role crazing plays in 
thermosetting polymers such as epoxies. In general terms, crazing occurs ahead of a 
crack tip when the matrix, because of the large hydrostatic stresses, begins to void, 
forming fibrils that stretch between the failure surfaces. The resulting interpenetrating 
network of voids and fibrils is called a craze, and is by nature dilatory. A high 
entanglement density or, in the case of thermosets, a high cross link density is thought 
to suppress crazing by making it impossible for the matrix to void. Just what the 
minimum cross link density necessary to inhibit crazing is was not clear until 1991, 
when Glad and Kramer investigated the micro-deformation of epoxies with a varying 
strand cross-link density.
The strand density was varied by either changing the initial molecular weight of the 
epoxy resin, decreasing the amount of epoxy hardener, or by diluting the network with 
short, non-reactive resin molecules. Thin films were made of the various epoxies, and a 
starter crack about 10 jxm by 80 |im  was burnt in with an electron beam. The film was 
deposited on a grid, and strained by hand in tension under the observation of a TEM. 
The local extension ratio, X, could be measured from micro-densometry scans of the 
TEM photographs, from which the extent of the plastic zone could be monitored. In no 
case could evidence for crazing be found, except in a diluted, uncrosslinked resin. As 
the strand density increases, so does the surface energy necessary for the existence of a 
fibril. In fact, Henkee and Kramer (1984) in investigating the effect that the cross-link 
density of polystyrene has on crazing, reported that it is only the dominant mechanism 
below a value of 4 x 10--'’ nr- .^ Above that value, evidence of its occurrence diminishes
19
2. Literature Review
until at a value of about 8 x 10^ 5 m- ,^ only a damage zone can be distinguished - crazing 
does not occur. The cross-link density for a conventional epoxy is in the region of 
150 X  10-5 nr-  ^which strongly suggests that commercial epoxies do not craze. There is 
a caveat, however.
The polycarbonate of Fraser and Weerd (1978) and Verheulpen-Heymans (1976) 
crazed in bulk fomi near* a notch, but never in a film. This could be because in a bulk 
material, the extra constraint increasing the equivalent stress, makes crazing possible, \
even in a highly crosslinked epoxy. Despite this caveat, the evidence certainly seems to I
point away from crazing, which is a little difficult to reconcile with the reports of j
crazing that have sporadically cropped up. Kinloch et al (1983a) make the point, î
however, that in the past, people have said 'crazing' when they meant 'voiding' or 
'microcracking'. The mix-up in terminology is further aggravated by the misconception | 
that any dilation encountered during a test is due to crazing. Other processes of course, 
such as cavitation, are also dilational.
2.3.2.3 Cavitation and Shear Yield
Having discounted crazing as a toughening mechanism, it does not follow that the 
concept of a process zone is also fallacious. Indeed, experiment has provided evidence 
for such a zone in the existence of stress-whitening. Several workers have noticed 
stress whitening: Kinloch et al (1983a), for instance observed its occurrence and the 
fact that it happened at loads less than those needed to cause macro-crack propagation. 
As the temperature rises, and the fracture mode changes from C to B to A, so the extent 
of the stress whitened zone also changes. At low temperatures no such zone can be 
found yet at high temperatures, and type A fracture, there is extensive stress-whitening, 
going down several millimetres into the surface. In thermoplastics, whitening is caused 
by the scattering of light by small cracks or crazes. In rubber toughened epoxies, on 
observation of the fracture surfaces, the scattered light was seen to be caused by holes 
or cavities (Kinloch et al, 1985 ). In loose terms the extent of the volume affected by 
cavities can be thought of as a process zone.
Pearson and Yee (1991) investigated not just the fracture surfaces, but also thin 
sections normal to the crack plane, produced using a technique known as "pétrographie 
polishing". They ensured that they had a mature plastic zone by using double notched 
four point bend specimens. One crack propagated, so relieving the other, making it 
stationary and able to be observed. The material they used was a piperidene cured 
epoxy, modified with either liquid reactive rubber (CTBN) or core shell rubber (MBS) 
or both, so a variety of pai'ticle size distributions became possible.
Hardly any zone exists with neat epoxy, and even with the addition of large particles, 
the extent of the zone is very small. Nevertheless, such a modified epoxy is still twice
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as tough as the unmodified material, and at high magnifications, bridging particles can 
be seen, suggesting a possible reason for this. A crack bridging mechanism would tally 
with the lack of any matrix deformation and the lack of a process zone.
Small CTBN particles, on the other hand, result in a large circular zone of cavities, a 
few millimetres in diameter. Around the crack tip, there is also a smaller ellipsoidal 
zone containing highly dilated cavities and evidence of shear banding. The existence of 
the two zones tends to suggest that CTBN cavitates at a fairly low stress, lower at any 
rate, than the stress needed for plastic deformation of the epoxy. Epoxy modified with 
core shell particles (that is particles added in solid fonn, rather than precipitated out) 
does not have the circular zone, and the shear banded zone is bigger, implying that a 
larger stress is required for their cavitation. What it does possess, however, is a small 
transparent region at the crack tip, although it is suggested that this is due to the closure 
of voids from the high shear* experienced.
Shear bands can be seen in a number of ways. In reflected light, they take on the 
appearance of dark lines, a bit like microcracks. In the scanning electron microscope, 
they appear as ruffles or furrows on the surface, which serves to remind that shear 
banding, unlike crazing, occurs at a constant volume. They show up best, however, 
when thin sections of epoxy are viewed through crossed polarised light. Pearson and 
Yee (1991) used this technique, and found that the rubber usually encouraged shear 
banding to occur along lines at about 52° to the direction of the principal stress, 
although where there was interaction, angles of up to 90° could be assumed.
The evidence is leading to some conclusions. From the microstructural and fracture 
studies of modified and unmodified epoxies (Kinloch et al, 1983a), there can be said to 
be a correlation between critical stress intensity factor and the amount of plastic 
deformation on the fracture surface. Further, the degree of toughening is proportional 
to the volume of the affected zone (Pearson and Yee, 1991). Therefore, it is surmised 
that the primary sources of energy dissipation are matrix controlled, in particular, 
yielding or plastic flow, and occur within the process zone. Pearson and Yee (1991) go 
on to suggest that since toughening efficiency is mostly due to the epoxy matrix, 
epoxies may be made very tough by decreasing their cross-link density. The size of the 
rubber particles, however, also affects fracture toughness. Smaller particles seem to 
result in better toughening, and Margolina and Wu (1988) have suggested that this is 
because the critical parameter for sheai* yielding is the inter particular distance.
In any case, cavitation and subsequent formation of shear bands seems to be the 
dominant mechanism. This is confirmed by Kinloch et al (1985) who noted cavitation, 
either within the bulk CTBN rubber or in the rubber/matrix interface. They also saw 
multiple, localised plastic sheai* yielding in the matrix and made the point that it is the
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formation of these shear bands (and not the cavitation) that is the major energy 
dissipating mechanism.
2.3.2.4 Interaction
The question aiises: how does the cavitation of rubber particles induce shear banding? 
As far back as 1933, Goodier investigating the stresses around an isolated spherical 
particle established there exists a maximum at the equator. Broutman and Panizza 
(1971) using a finite element analysis found that when the rubber added has a great 
enough volume fraction (about 9%), the stress fields start to interact. Stress 
concentrations exist, then, and these are the initiation sites for sheai' bands. With more 
particles, there are more initiation sites, leading to more shear deformation. Yee and 
Pearson (1986) have noted that the fracture toughness reaches a maximum at a certain 
value of volume fraction. This could be because extensive shear yielding inhibits 
further particle failure, although such thinking does suppose that it is cavitation that 
encourages shear yielding and not the stress concentration effect from softer matrix 
inclusions. Kinloch et al (1983a) maintain that cavitation promotes shear yielding by 
taking away the triaxial stress state, thus decreasing the yield stress of the matrix, 
assuming the epoxy to obey a Von Mises yield criterion. Kunz (1978) on the other 
hand found that an epoxy containing a volume fraction of holes is no more tough than 
neat epoxy, suggesting that the relief of stress triaxility alone is not sufficient to cause 
shear failure, and also raising a question as to whether or not it is the cavitation of the 
rubber that causes shear yielding.
That voids do form at the sites of the rubber particles cannot be denied - there is ample 
experimental proof. Gent (1978) showed that rubber easily cavitates under hydrostatic 
tension. Within an epoxy matrix, the hydrostatic tension probably originates from two 
sources: the thermal strain mismatch between the two phases on cooling from cure, and 
the dilation of the epoxy on straining. Pearson and Yee (1991) show a photograph of 
an epoxy toughened with a bimodal distribution of rubber, that is with particles 
predominantly of two distinct sizes. In it, there is laige scale cavitation of small 
particles along a band between two large particles at roughly 45° to the direction of 
loading. It is highly unlikely that the rubber should cavitate preferentially along that 
line, all things being equal, and the inference is that it is the shear* yielding that triggered 
the cavitation and not the other way ai'ound. The existence of a double damage zone on 
the other hand is indicative that cavitation precedes shear banding. In the small zone the 
cavities have dilated, evidence of plastic deformation, whereas the cavities in the 
surrounding zone offer no evidence of plasticity.
The two observations were made in different systems, however. Pearson and Yee only 
saw a circular cavitational zone in a bimodal CTBN/MBS or CTBN modified epoxy.
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In a bimodal CTBN modified epoxy, one did not exist. Instead, the damage zone was 
“fishbone-shaped”. Large particles deflected the crack tip and seemed to bridge the 
crack, but overall, the system was no more tough than that modified with just one size 
o f rubber. This lack of interaction between the two sizes of rubber suggests that the 
additional cavitation of the small particles was incidental to the overall toughening, even 
if it was shear- yielding that caused it. Incidentally, if this is the case, then it means that 
cavitation does not contribute very much to toughening and confirms that neither does 
large particle crack pinning. It is the shear yielding of the matrix that would seem the 
dominant contributor.
The lack of interaction between large and small rubber particles is in contrast to the 
situation of epoxy toughened with both stiff and compliant modifiers. Pearson et al 
(1993) have remarked that the critical stress intensity factor for epoxy modified with 
glass and rubber is higher than for the epoxy filled with the same volume fraction of 
just rubber, or just glass. Low et ai (1992) noticed a similar- three or fourfold increase 
for their epoxy when filled with both rigid and rubbery phases, leading them to suspect 
a degree of synergy.
Synergy is a state where there exist two or more distinct toughening mechanisms, 
usually from different sorts of particle. It occurs when the mechanisms interact so that 
the overall toughening is greater than the sum of the toughening from the mechanisms 
in isolation. Of course, the mechanisms do not always interact synergistically. 
Sometimes there is no discernible interaction, and sometimes, they interact 
unfavourably. Pearson et al (1993) noticed that at high modifier content, the overall 
toughness was not even equal to the sum of the individual toughening effects. 
Competition between mechanisms changed the way in which the material damaged. 
W ith lower volume fractions of modifier, microcracks developed around the main 
crack. No microcracks develop when the toughening is not synergistic.
2.4 MODELING PARTICULATE FILLED ADHESIVES
There is a relationship between toughness and material constitutive behaviour. For 
instance, Kinloch et al (1983a) increased the amount of deformation experienced by the 
epoxies under investigation in two ways: by subjecting the sample to a long term load 
just below the yield stress, thereby lowering the strain rate, and by lowering the yield 
stress by exposing the sample to environmental attack. In each case, the failure mode 
changed from type C to type B, indicating an increase in toughness.
Evans et al (1986) have asserted that stress-strain curves can be linked to fracture 
toughness. Kinloch et al (1983b) have carried out some compression tests on rubber 
modified and unmodified epoxy in order to obtain stress/strain data. The behaviour, 
however, is very sensitive to both strain rate and temperature. There has consequently
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been great difficulty in modelling this highly viscoelastic behaviour, especially where 
the concept of yield is concerned in the case of multiphase materials.
2.4.1 FAILURE CRITERIA
Failure, as opposed to yield has never been easy to define. In traditional engineering 
materials, the designer generally assumes yield and failure are synonymous, but in 
doing so must neglect the larger part of the materials’ energy absorbing potential. With 
polymeric materials, and adhesives in particular, there is not this luxury. The material 
yields very readily, due to the combination of relatively low yield stress and the effect 
of stress concentrators. Stress concentrators may be inherent to the material or may 
arise due to a design feature, such as the embedded adhered corner in an adhesive lap
joint. In any case, the most important toughening mechanisms depend on the material
being able to yield. The most brittle industrial adhesives are used the least.
The failure criteria considered here fall into six categories:
• A critical stress or strain
® A critical stress or stiain at a distance 
» Limit state analysis
• Fracture mechanics
• Bi-material stress intensity
• Damage modelling
All of these criteria are only relevant to short term static loading, and are generally 
considered only in the context of stress raisers.
2.4.1.1 Critical Stress or Strain
The simplest, most intuitive way of defining failure, is to stipulate a critical stress or 
strain that must not be exceeded anywhere in the joint. Greenwood et al (1969) 
proposed a critical shear stress to predict failure in single lap joints made from tool steel 
and unmodified epoxy adhesive. They used the analysis of Goland and Reissner (1944) 
to predict the maximum shear stress under a range of loading conditions. Using the 
ultimate shear stress able to be sustained by the adhesive from bulk tensile tests, the 
predictions of joint strength were 14% too low.
Hai't-Smith (1973) identified several categories of joint failure, one of which was local 
shear in the adhesive plane, for which he suggested a maximum shear* stress criterion.
7
24
2. Literature Review
'A-. (s\A
He comments however that this type of failure is unusual in practice. Hait-Smith also 
identified local peel failure as a failure mode in single lap shear joints. This criterion 
was used by Crocombe et al (1985). They used a closed form analysis to predict the 
strength of T-peel joints made from steel and unmodified epoxy. From a knowledge of 
the ultimate tensile strength of the adhesive, joint strength predictions were made to 
within 6% error on two particular joint configurations. Where substrate yielding 
occurred, however, the predictions were in error by about 90%.
A critical maximum principal stress failure criterion has been used extensively by 
Adams and co-workers. Harris et al (1984) predicted the strength of single lap shear 
joints to 10 % accuracy. They used aluminium substrates of differing strengths and 
four different adhesives. An elastic-plastic finite element analysis was used to provide 
the maximum principal stress in the joints. For two adhesives, the criterion applied, but 
in all the cases, the predicted values for the maximum principal stress was very 
possibly an artefact only of the mesh density used.
When dealing with ductile adhesives, it makes more sense to consider strain rather that 
stress. Lee et al (1973) proposed a failure model for tubular lap joints loaded in torsion. 
Cohesive failure was experienced with thin adhesive layers, and was indeed best 
described using a ra^di^um..peeLstraimJW ith thicker adhesive layers, however, a 
maximum “reduced” peel stress was used, and the change-over point is not clear. Chai 
(1993) undertook an experimental investigation of cracked edge notch flexure 
specimens. He measured the sheai' strain near the crack in the adhesive using high ^ 
magnification video. The critical shear strain decreased with increasing adhesive lay e n e 
which means it cannot be used as a single material parameter. Additionally, it is not 
clear how Chai managed to average the strain. Near the crack tip after all, it must be 
infinite.
Harris and Adams (1984), also worked with ductile adhesives, and considered a 
maximum principal strain. An elastic-plastic finite element analysis was used to 
determine the peak maximum principal strain to obtain reasonable strength predictions 
for lap joints containing a toughened adhesive. This work suffers in the same way as 
their work on principal stress, in that the peak strain is still an aitefact of mesh size.
Crocombe and Adams (1982) used a large displacement elastic-plastic finite element 
analysis to find the maximum effective uniaxial plastic strain in T-peel joints. They 
make the point that since the strain is a function of mesh size, the condition is really 
maximum effective uniaxial plastic strain at a specified distance. Different strains 
however are needed for different substrates, and although the reason is identified as 
there being differing plastic zone sizes present, the basic problem of a non-constant 
critical paiameter remains.
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An alternative to the use of a strain based criterion for ductile adhesives is to use an 
energy density based criterion. Adams and Harris (1987) used this approach for the 
failure prediction of single lap joints with varying end geometry, based on a plastic 
energy density criterion in conjunction with an elastic-plastic finite element analysis.
The critical plastic energy was found from a bulk tensile test. The geometric 
singularities in the model were removed by rounding the corners locally to the same 
order as the adhesive layer. There was no particular reason for this degree of rounding, 
however, and it might affect the energy density distribution. Zhao (1989) continued the 
work of Adams and Harris, and confirmed that the procedure will not work with sharp 
corners. Zhao himself used radii of twice the adhesive thickness, and the discrepancy 
between the two workers highlights the need for paiametric testing.
Bigwood(1990) and Crocombe et al (1990) have assessed the various critical 
parameters for a number of joint configurations and adhesives. They tested cleavage 
joints and compressive shear specimens with two adherend thicknesses and three types 
of adhesives (epoxy, untoughened and acrylic), and used elastic-plastic finite element 
and elastic-plastic semi-closed form analyses. The results of the analyses were used to 
assess the suitability of the various maximum stress and strain components as failure ^
criteria. It was shown that maximum principal stress gives â masonably good prediction /
of failure for joints containing untoughened epoxy. For toughened epoxy, joints 
experiencing Mode I failure are described best by a maximum principal stress, whereas 
those experiencing mode II are best described by a maximum principal strain criterion.
Thus even though failure is cohesive in all these cases, there is no unique failure 
criterion.
The problems associated with such simple failure criteria aie mainly concerned with the 
fact that real joint geometries contain singulaiities that make a nonsense of a maximum 
stress or strain. Although Adams et al (1974) and Zhao (1991) might argue that shaip 
corners do not exist in real joints, the modelling of radii produce differing results, and a 
corresponding difference in experimental results does not exist. It can be concluded 
therefore, that although reasonable success has been obtained, there is analytical and 
experimental evidence to suggest that a simple maximum stress or strain criterion is 
only suitable for adhesive joints when some averaged value is used. |
2.4.1.2 Stress or Strain at a Distance
To avoid the problems associated with the singularities in an adhesive joint, some 
workers have considered stress or strain a specified distance away from the singularity.
Even in the simple maximum critical stress or strain criteria, this has been done by 
default in using an average joint value (say along the centre line), or in using a finite 
element analysis that calculates the value at the neaiest Gauss point from the singularity.
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W hitney and Nuismer (1974) were the first to formally use such an approach to 
calculate the effect o f stress concentrators in composites.
John et al (1991), working with bonded double lap joints of unidirectional composite 
considered the shear stress a given normalised distance from the overlap end. This 
meant the critical distance varied with overlap length. Additionally, the authors were 
only concerned with elastic analyses, and bearing all this in mind comment that it 
should be peiplexing that common stress and distance values are obtained at all.
Zhao (1991) tested and analysed single lap joints containing fillets and different 
amounts of rounding at the embedded corner. Oddly, although Zhao used an averaged 
stress criterion for shaip and small radiused corners, he used a maximum critical stress 
condition for the larger radii. With a brittle epoxy, elastic finite element analysis gave 
the maximum principal stress around the embedded corner, which was averaged over 
the adhesive thickness and compared with the ultimate tensile stress (found from bulk 
tests). The predictions for joint failure so arrived at were too high, although with a 
smaller averaging distance, or smaller critical stress, reasonable predictions were made. 
Zhao also tested CTBN toughened epoxy, and used an elastic-plastic finite element 
analysis to determine the plastic energy density. Once more, only averaged values were 
taken for the smaller radii, and maximum values were used for lai'ger radii. The choice 
seems rather arbitrary, and bearing in mind the mode of failure is consistent, it would 
be expected that the failure criteria should remain unchanged as well.
Clai'ke et al (1993) also used an elastic-plastic finite element analysis to determine the 
maximum principal stress in single lap, double strap and flange joints, bonded with two 
different toughened epoxy adhesives. They took a slightly different approach by 
postulating failure when the principal stress exceeds the uniaxial failure stress of 
adhesive measured over a certain zone size normal to the principal stress. Failure 
strength predictions to around 5% accuracy were obtained with zone sizes of 1 mm and 
0.68 mm, and respective critical stress values of 67 MPa and 70 MPa. Apart from the 
fact that no physical meaning can be attached to these values, criticism can be levelled at 
the results in that the full stress-strain curves were not obtained. The ultimate tensile 
stress was therefore too low, and it made it necessary to extrapolate the curve for the 
finite element analyses, thereby introducing inaccuracies. With the more conventional 
approach of calculating the stress at a critical distance, the authors found considerable 
errors were made in predicting joint strength. Another advantage to their technique is 
that small geometric changes do not affect the zone size,a and hence do not alter the 
predicted joint strength. Vv cx'Vj
Crocombe et al (1994) have considered numerous components of stress and strain from 
both elastic and elastic-plastic finite element analyses of cracked and non-cracked
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untoughened epoxy joints subjected to various modes of loading. S u ip ris indy^good^^  
results were obtained by using a critical peel stress of about 20 MPa at arouna 0.3 mm J  
from the singularity. This stress does not appear to have any physical sig^ifacancer'^ 
however, and the distance too remote from the singularity to characterise it adequately.
A more physically meaningful criterion is obtained if the effective stress is made equal 
to the yield stress, but it was found that to do so, the critical distance varied between the 
different loading modes. Although this can be explained in terms of the varying plastic 
zone size, it still does not provide a unique failure criterion.
The stress at a distance aigument has also been applied to bulk epoxy. Cracked epoxy 
specimens, tested at a range of strain rates and temperatures, were considered by 
Kinloch et al (1980, 1981,1983ab). They characterised toughness in terms of crack tip 
blunting, and postulated that fracture occurs when the stress at a critical distance from 
the crack tip reached a critical value. Good comparisons with experiment were made, 
although the technique suffers from the recurring problem that physical significance 
cannot be attached to the critical values (200 to 500 MPa, and 10 to 0.1 f.tm). The 
criterion has not been shown to apply to non-cracked geometries.
A common complaint is that critical stress or strain criteria at a distance do not caiiy any 
physical meaning. Although the approach can be made to work for certain adhesives in 
certain geometries, it does not appear likely that the identified parameters are material /yconstants, and will not be able to be applied universally.
2.4.1.3 Limit State Analysis
Limit state analysis was first introduced by Crocombe (1989) as a global yielding 
failure criterion. For ductile adhesives, failure can be assumed when the entire adhesive 
layer yields, since at that point no further load can be sustained. This idea is applied to 
unit cells of adhesive in section 8.4.2. Its applicability has been demonstrated for single 
lap joints, double lap joints and compressive sheai". Non-linear finite element analysis is 
performed to determine at which load the whole adhesive layer yields. Generally 
speaking, thinner glue lines start to yield first, but fully yielded adhesive layers are 
reached first in thicker glue lines. The results compare favourably with experiment.
Zhao (1991) applied the criterion successfully to CTBN toughened epoxy bonded lap 
joints, as long as the adherends had a large radius, and Schmit (1992) includes global 
yielding as a possible failure mechanism in stepped double lap joints.
The criterion appears successful, but unfortunately can only be used with the most 
ductile of adhesives. In most other joint configurations, failure is by some other 
mechanism.
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2.4.1.4 Fracture Mechanics
Failure in brittle materials can be more successfully described in fracture mechanics 
terms, and the techniques have been extensively applied to adhesive joints. The 
principles of fracture mechanics were set out by Griffith (1920), who stipulated that 
failure occurs when the energy able to be provided by a structure equals the energy 
required for crack propagation. Fracture mechanics thus requires that there be an initial 
flaw able to be propagated. An important concept is G^, the critical energy release rate. 
Kinloch (1987) states two advantages in using Gc over other fracture mechanics 
parameters such as critical stress intensity factor IQ. G^ has a strong physical meaning, 
and is directly related to the energy absorbing process. Additionally, IQ is not always 
straightforward to obtain, and this is particulaiiy true for interfacial or neai- interfacial 
cracks. Like other material properties such as elastic modulus, Gc is a function of 
temperature and str ain rate. It is particularly important to bear this in mind when dealing 
with highly viscoelastic polymeric materials.
A problem of applying fracture mechanics to adhesive joints is that the substrate 
constraint imposes mixed mode loading conditions on the crack tip . In an isotropic 
homogenous medium, a crack propagates in a direction normal to the maximum 
principal stress. In a joint, the crack direction is to some extent influenced by the 
presence of the substrates. Various mixed mode fracture criteria have been proposed, 
for example by Kinloch et al, (1981a, 1987):
Gicj and Gncj are the respective values in the joint of interest at failure. Kinloch et al 
report values of A=0.5, B=1 and A=B=1.
Another complication associated with the rigid substrates is that they increase the tensile 
strength of a joint, leading to an increase in the size of the plastic zone. The effect is not 
monotonie, since although it is diminished as the glue line is increased, too narrow a 
glue line prohibits a full development of the plastic zone. The maximum critical strain 
energy release rate is achieved when the glue line is about as thick as the plastic zone. 
Under such circumstances Gic and Kjc can be larger than the bulk values.
Despite these problems, a fracture mechanics approach has been applied with some 
success to adhesive joints. Mostovoy (1971) determined a relationship between bulk 
tensile properties and bulk and joint toughness. As the adhesive thickness increases, so 
does the toughness. Trantina (1972a) performed a finite element analysis of some 
aluminium / epoxy single edge notch (SEN) joints to determine their fracture energies 
and found that the values compared well with other opening mode joint specimens
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using the same adhesive. Trantina also performed some angled SEN tests, and 
concluded that the total critical strain energy release rate cannot be regarded as the sum 
of the energy release rates of all the present modes (i.e. G Gj + Gn ). His analysis 
neglected the adhesive layer, however, and additionally, more mode II loading 
encouraged a greater degree of interfacial failure, which would have affected the 
measured toughness.
M ulville et al (1978) noticed a similar phenomenon in that the greater the amount of 
shear loading, the more propensity their SEN specimens had to fail interfacially. 
Hamoush and Ahmed (1989) investigated interfacially cracked compact tension, sheai’ 
and flexural joints of steel or concrete bonded with epoxy. They concluded that the total 
strain energy release rate is independent of the adhesive thickness and of the loading 
mode. Their conclusion must be tempered however with the knowledge that all their 
adhesive layers were relatively thick at over 2.5 mm, and they were using a brittle 
adhesive.
In contrast to Hamoush and Ahmed, Femlund et al (1991) tested pre-cracked four point 
bend specimens with and without an additional applied tension, and found that as long 
as the substrates did not yield, Gc varied with adhesive layer thickness and mode of 
loading. From this it might be concluded that Gc is not an inherent material property. 
Papini (1994) used the same closed form analysis as Fernlund to investigate thick 
aluminium lap joints bonded with a tough epoxy adhesive. A “steady state” critical J- 
integral was calculated for a roughly constant ratio of mode mixity. Joint strength 
predictions to about 10% accuracy were obtained. Because a tough adhesive was used, 
the introduction of a small pre-crack or fillet had little effect on the results. Again, Jc 
seemed to be a function of adhesive layer thickness.
Hu et al (1992) were paiticularly successful in predicting lap joint strength for various 
adhesives. They used a sheai' lag analysis assuming linear, elastic-perfectly plastic and 
linear hardening material behaviour. The failure load was obtained in terms of Jc, and 
the local and global (limit state) failure conditions can be identified.
There is difficulty in applying fracture mechanics to uncracked geometries, but 
Anderson et al (1988) did so by assuming an inherent flaw size. They used a finite 
element analysis of experimental button tests with an unmodified epoxy to determine a 
critical strain energy release rate associated with an inherent flaw size, ag. These 
parameters were then used to predict when failure would occur in blister tests and thick 
lap shear tests. As long as the loading was mainly mode I, and the failure interfacial, 
the technique was successful. With a rubber toughened high strength epoxy (i.e. much 
more ductile), a critical J integral was calculated from peel tests. Because Jc was 
dependent on the substrate constiaint, the predictions were not satisfactory.
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Although these fracture mechanics type failure criteria do seem to work, an adhesive 
joint is notionally unflawed. The calculation of an inherent flaw size might seem 
attractive, but it is often much laiger than the any flaws actually present. Besides, 
fracture mechanics is really only concerned with a single macro-crack, and Groth 
(1988a) has remarked that the precise location for an inherent flaw is by no means 
obvious. Both Gc and Jc vary with loading mode, adhesive layer thickness and strain 
rate, because the influence exerted by the size of the plastic zone, and hence neither can 
be considered a convenient material constant. Further, filled adhesive is thought to fail 
by local shear, and even if such a criterion could be made to apply, the mechanism of 
crack growth is distinct from that of plastic flow.
2.4.1.5 Bi -Material Stress Intensity
An extension of the fracture mechanics approach is to consider the stress field around a 
bi-material singularity. It has the same form as the stress field around a homogenous 
crack:
CF = Q r ' ^ ^  (2.4)
Where Q is the intensity factor (i.e. K for homogenous cracks), r is the distance from 
the singularity, k  is the strength of the singularity (0.5 for homogenous cracks, or less 
than this otherwise), and A is a scaling constant (V27C for homogenous cracks). Gradin 
and Groth (1984) appear- the first to apply the idea to a non-cracked situation. They 
considered a cleavage test subjected to various loading modes and a toughened epoxy 
resin. A finite element analysis using the experimental failure loads predicts Q at failure 
(i.e. Qc) to be virtually constant. Groth (1985ab) subjected a range of single lap joint 
experiments with varying overlap and substrate thickness to the same analysis. Qc 
seemed reasonably independent of joint geometry unless the adhesive layer became 
very small. Strangely, a different value for Qc was used from the earlier paper, even 
though the adhesive remained the same. Groth (1988a) also considered single lap joints 
with fillets to find that Qc remains reasonably constant for long overlaps, although an 
error of up to 25% is experienced at shorter overlaps. Groth nowhere takes any account 
of plasticity that in all likelihood would have developed in the adhesive and in the 
substrates. Groth and Brottare (1988b) included elastic-plastic material behaviour in the 
model and although they did not provide any experimental evidence, showed that a 
critical stress intensity factor can be defined for small scale yielding.
Hattori et al (1988ab) conducted work along similar lines to Groth. Different values for 
r in equation (2.4) above were obtained by having different joint geometries, and they 
showed that Qc is dependent upon the strength of the singularity. Their predictions for 
joint strength were unfortunately 30% too low, but this might be as a result of their
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decision to load the joints thermally, and calculate the stresses from a knowledge of the 
substrate coefficient of thermal expansion. Epoxy material behaviour (for instance 
yield) is very temperature sensitive.
A different approach was taken by Carpenter and Patton (1988), who presented a 
contour integral method to calculate Q. They compared their predictions based on a 
finite element analysis witli the closed form analysis developed by Goland and Reissner 
(1944). They showed that the maximum stresses from a closed foiTn approach vary in a 
different manner to the calculated bi-material stress intensities as the joint configuration 
is changed. Thus an averaged stress criterion based on a closed form analysis is not 
interchangeable with a stress intensity criterion.
Like the traditional fracture mechanics approach, there is a certain amount of uncertainty 
as to whether or not the critical stress intensity factor is a material property. It certainly 
seems to vary with the strength of the singularity, k .  The other problems associated 
with elastic fracture mechanics still apply. Qc changes with mode mixity, adhesive 
thickness, joint width, strain rate, temperature and failure locus. In addition, it is still 
not clear how non-lineai' material behaviour may be analysed. Rounded adherends have 
no well defined singularity, and cannot be analysed using this technique, which brings 
back to mind the comments of Adams et al (1974), who suggested that sharply defined 
adherend comers do not occur in practice.
2.4.2 DAMAGE MODELLING
By modelling damage, a failure criterion becomes implicit in the analysis. Under 
deformation, a material might experience irreversible micromechanical processes. These 
processes may be thought of as damage. Damage on the macro scale, however, may be 
manifest as permanent deformation, loss of stiffness or heat generation. There is thus 
established the principle that microscopic events have macroscopic effects that may 
themselves be modelled.
The way damage is modelled depends on its scale. For instance, when a single macro 
crack is present, the principles of fracture mechanics may be invoked, and quantities 
such as the critical stress intensity factor aie used to give a good indication of how well 
the material resists crack propagation. With multiple microcracking, however, critical 
stress intensity factor is not such a good measure, and an alternative must be found. 
Microcrack density is one such, and accounts for the amount of degradation due to the 
creation of free surfaces. Another convenient measure is volumetric strain, linking 
damage to the amount of dilation.
Damage can be modelled at various levels. Material can be locally removed from an 
analysis as some critical failure condition is breached. Alternatively, the material can be
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gradually allowed to soften locally A damage criterion may be combined with a yield 
criterion in a general constitutive material model, and this forms the basis of continuum 
damage mechanics discussed below. Alternatively, the micro-mechanisms of damage 
may be modelled explicitly, and this leads on to the question of how to model the 
effective properties of damaged material. The last two sections of this review are 
dedicated to addressing that question.
2.4.2.1 Local Modelling of Damage
Laschet et al (1992) have carried out a series of finite element analyses of adhesive 
joints, and model damage by setting the material properties of those elements which 
violate a specified condition (maximum principal stress in this case) to zero. This is 
rather severe, but they claim that by using the experimental data of Harris (1984), they 
can obtain consistent values of joint strengths. The predictions seem related to mesh 
density, however, and further work is needed to claiify the extent of the dependence.
Crocotnbe et al (1994) model the damage zone ahead of a singularity by using a ri 
softening springs in a finite element analysis. In this way interfacially cracked and non- 
cracked geometries may be modelled. The springs soften to rupture, reminiscent of the 
fracture mechanics concept of crack tip opening displacement. The energy absorbed by 
the springs is set equal to the energy release rate. For large cracks, the critical values for 
the energy release rate equate to the traditional fracture mechanics solution, but finite 
failure loads are still predicted for vanishingly small cracks. There remain two 
shortcomings associated with the work, however. The critical displacement for spring 
rupture is different for mode I and mixed mode, and the surrounding material all 
remains elastic. All the energy absorption is concentrated in the springs. Implementing 
non-linear material behaviour is expected to significantly improve the model.
2.4.2.2 Continuum Damage Mechanics
"Continuum damage mechanics" (CDM) is a term that could legitimately be used of 
many damage models - they take discrete damage events and smear them over a 
continuum to obtain a global description of material behaviour. To this extent, the finite 
element approach to modeling damaged material could be thought of as CDM. CDM 
has come, however, to have a more specific meaning in scientific circles.
"Continuum damage mechanics" refers to the modelling of the evolution of a material's 
bulk behaviour as its integrity on a micro level deteriorates (Yzou and Chen, 1991). It 
does this by postulating a constitutive law for material deformation which is modified 
by a variable that specifies the amount of damage in the material (the damage variable). 
Damage is thus introduced into a continuum description of bulk behaviour. The sort of
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questions to be addressed are: "How is damage to be measured?", "What is the impact 
of damage on material behaviour?" and "How does damage evolve?"
A good example to illustrate the approach is the modelling of voids in a cross section of 
material along the lines of Kachinov (1958). The deformation of an undamaged material 
may be described by the familiar relation, a  = Ee. Stress, o, is simply force, F divided 
by cross sectional area, lAI. If the cross section has a certain amount of voiding present 
in it, measured by the area of voids. Ay, then the load bearing capability of the cross 
section may be written as:
F  =  E (IA I-A v )e  (2 .7 )
This is the constitutive equation, and the damage variable is A,,.
In the preceding example, the damage variable was a scalar quantity. For uniformly 
distributed damage, this is fine, but for discrete damage or anisotropic damage, for 
instance a distribution of flat, planar microcracks, a more sophisticated variable is 
needed. In vector form, the variable is able to map the damage perpendicular to the 
damage plane, and the extent of anisotropy in one additional direction can be modelled. 
For complete mapping of damage on three orthogonal planes, the damage variable 
needs to be a tensor. With such additional complexity, however, comparison with 
experiment becomes difficult and can only be made indirectly.
The constitutive law does not vary during the loading history, it is the same for 
undamaged and damaged material. The constitutive equation for the undamaged 
material should therefore be recovered by setting the damage variable to zero. This is 
known as "strain equivalence" and is at once a strength and a weakness of the CDM 
approach. The advantage of CDM is that the load bearing capability of a material may 
be determined directly from the model. It would therefore seem an ideal tool for design, 
especially joint design, since more traditional methods involve a more difficult 
interpretation of results. The problem is, different materials, and different types of 
damage require different types of constitutive equation. CDM models exist, for 
instance, for creep (Hayhurst et al, 1984 and Krajoinovi, 1983), fatigue (Chrzanowski 
and Kolezuga, 1980 and Marigo, 1985), brittle behaviour (Kiajoinovic, 1989) and 
ductile behaviour (Ju, 1989, Simo and Ju, 1987, Benellal et al, 1988 and Rousselier, 
1988).
Epoxy behaviour is essentially brittle, and the two phase adhesive, at least, would seem 
to damage by the growth and coalescence of microcracks. Yzou and Chen (1991) have 
proposed a CDM model that describes the load capacity of a brittle material (rock) as 
cracks grow and develop under mode I loading. The constitutive equation was derived 
to be:
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a  = E(e - - 5)) (2.8)
It uses two scalar damage parameters, d and m, to account for the cumulative 
degradation of the elastic modulus, which is used in a finite element analysis of the 
whole bulk material. It is a common procedure in CDM to choose the damage vaiiables 
so that the assumed constitutive equation agrees with experiment, a practise that has led 
some to question its validity. Nevertheless, this is the route adopted here, and k and m 
may be found from a knowledge of the stress versus strain curve for the bulk material, 
in particular, the co-ordinate values at the onset of strain softening (that is where the 
curve has a gradient of zero).
The effect of softening on adhesive joints has been modelled by Ottosen and Olsson 
(1988), and Gustafsson (1987) has presented a closed form analysis for lap joints in 
pure shear. A CDM model of rubber toughened epoxy has been established by Edlund
(1992). He begins the analysis from thermodynamic considerations for the maximum 
possible amount of generalisation. Seven points to note about his analysis are:
i) The undamaged epoxy has a pressure dependent yield criterion
ii) Damage is dependent on the hydrostatic pressure
iii) Damage introduces a dilatoric component to the strain (i.e. cracks and voids)
iv) Damage is isotr opic (the damage variable is scalar)
v) The damaged material deforms isotropically
vi) Before yield, the material deforms in a lineariy elastic manner
vii) Any post yield hardening is isotropic
Edlund does not take rate dependency into account, and only short term behaviour is 
considered. His constitutive equations are intended to homogenise microscopic 
observations of the damage evolution, and the observations he takes are those of 
Kinloch et al (1983ab). The phenomena which the model accounts for are crack 
initiation in strained areas of intersecting shear* bands followed by crack growth via 
plastic flow at constant volume ahead of the macro crack tip.
Continuum damage mechanics was originally developed to account for material 
softening, which is a generic phenomenon, and can be caused by a number of factors. 
A CDM model, therefore, need not take the microscopic evolution of damage into 
account, and even if it is intended to model particular mechanisms (like the Edlund 
model), the use of constitutive equations removes the causal link between mechanism 
and bulk behaviour. It is consequently difficult to address the fundamental question of 
exactly how an additional phase toughens an epoxy matrix.
35
2. Literature Review
2.4.3 EFFECTIVE MATERIAL PROPERTIES
From an engineering point of view, understanding the toughening mechanisms is 
incidental if no way can be found to predict the failure conditions in an adhesive joint. 
A finite element approach is attr active, because geometries may be modelled that have a 
very complex or no closed form solution, but the damaged adhesive material properties 
must still be found since a loaded joint contains regions with such material.
Einstein (1906) first investigated the problem by calculating the effective viscosity of a 
fluid containing rigid spherical particles. It was not until 1963 that Hill and then Hashin 
(1964) deduced elastic moduli by making use of the fundamental postulate of elastic 
heterogeneous media states, later defined by Hashin (1972): "the stress and strain fields 
in a large statistically homogeneous heterogeneous body subjected to homogeneous 
boundary conditions are statistically homogeneous, except in a boundary layer near* the 
external surface." "Statistically homogenous" is not the same as being structurally 
homogeneous indeed every material has an inhomogeneous microstructure, a fact that 
conventional elastic theory conveniently ignores. When the microscopic elements of a 
material become too dissimilar, predicting the macro material properties becomes 
complicated, and principles such as statistical isotropy have to be invoked. Simply 
speaking, a statistically isotropic process has statistical properties (such as average 
nearest neighbour distance) that are independent of sample orientation or location. 
Ripley (1981), provides a good introduction to this and to the concept of structural 
homogeneity.
There have been three main ways in which statistically isotropic materials have been 
analysed to predict their material properties. The direct approach (Hill, 1963, and 
Hashin, 1962) attempts to express the effective moduli in terms of the individual 
moduli of the constituent materials. It really only has any value for the case of an 
isolated particle, or for special cases of finite particle concentrations, for instance 
weakly inhomogenous systems where the local moduli vaiy by only a small amount 
from their average value. Hashin (1962) modelled a composite sphere assembly, but 
only managed to deduce the bulk modulus. Similarly, Hill (1963) could find the bulk 
modulus for an arbitrary phase geometry, but only for materials possessing the same 
shear moduli.
The second approach - variational bounding - is so called because it identifies upper and 
lower bounds for the shear and bulk moduli, usually from consideration of the 
expressions for strain energy and stress energy. If high order statistical information is 
available (i.e. the variation of the polarisation tensor), really quite close bounds may be 
described (Hashin and Shtrikman, 1963), but once the ratio of the individual elastic 
moduli exceeds about 10, the analysis falls apart. In other words, it cannot be used to
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model holes or rigid particles. Close bounds may also be derived for a particular 
statistical model as long as the limited applicability can be tolerated. For instance, 
Hashin (1962, 1970ab, used the technique to model the composite sphere assembly by 
considering the minimum potential and complementary energies.
The third, and most popular approach uses a concept known as the self-consistent 
scheme. A particle is considered to be embedded in a homogeneous material with 
material properties equal to the (as yet unknown) effective macro material properties. It 
is treated as a boundary value problem, with the particle strain being expressed in tenns 
of the effective macro bulk and shear moduli. The embedded particle may be ellipsoid 
(Eshelby, 1957 and Wu, 1966) or spherical (Budiansky, 1965 and Hill, 1965). The 
problem with the self-consistent scheme is that it takes the particle out of context. It 
assumes that the particle sees a homogenous matrix and is unaffected by the stress 
interactions from the suiTounding particle airay. In other words, the paiticle by itself is 
not representative of a typical, statistically isotropic volume of material. A method that 
circumvents this problem to a certain extent, known as the generalised self-consistent 
scheme, has the pai'ticle embedded in a matrix shell, which in turn is embedded in the 
homogeneous material with unknown macro effective properties. This added degree of 
complexity gives a result that can only be evaluated numerically. Kerner (1956) first 
gave results for effective bulk modulus, followed by Smith (1974) and Christiansen 
and Lo (1979) with an effective bulk shear modulus.
As far as damaged material is concerned, the self-consistent method has been used to 
determine the effective properties for material containing an airay of cracks. Once 
again, there is a distinction made between the self-consistent method, which considers a 
crack embedded directly in a material of unknown elastic properties (Budianski and 
O'Connell, 1976, Hoenig, 1979, Laws, Dvorak and Hejazi, 1983 and Horii and 
Nemat-Nasser, 1983) and the generalised self-consistent method, which takes the crack 
to be embedded in matrix which in turn is embedded in the medium of unknown 
properties (Kerner, 1956, Christiansen and Lo, 1976, Aboudi and Benveniste, 1987 
and Santare et al, 1995). Nonlinear simultaneous equations for the overall material 
constants may either be obtained from considering the jumps of displacement across the 
crack and the discontinuity of the displacement field, or the energy of the cracked 
medium only and the energy of the crack, inclusion and effective medium. Aboudi and 
Benveniste (1987) solved the problem for a randomly oriented and distributed array of 
microcracks. Other models have been developed to include anisotropy: Gottesman, 
Hashin and Brull (1980) use the self consistent method to predict the effect of a 
perfectly aligned array of microcracks on the moduli of an anisotropic material; Horii 
and Nemat-Nasser (1983) consider a randomly oriented distribution of microcracks and 
include the effects of crack face friction in the model. Since the frictional effects can 
produce directional properties, load induced anisotropy may be predicted. A problem
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with these models is that they are only valid for low volume fractions. Santare et al 
(1995) considered an elliptical, as opposed to a spherical, inclusion, and managed to 
obtain accurate results even for high volume fractions of inclusions.
2 .4 .4  FINITE ELEMENT MODELLING OF SECOND PHASE  
INCLUSIONS
A second phase inclusion always seems to toughen a matrix. Any inclusion suffices, be 
it softer, stiffer or of a compaiable compliance. Whether or not the basic reasons for 
toughened behaviour are the same in each case is a moot point. One suggestion is that 
an inclusion relieves the triaxial tension in front of the crack tip. Another is that 
numerous stress concentration sites are generated around the macro crack tip. 
Experimentally, as has been seen, plastic shear in the matrix has been identified as a 
major toughening mechanism for nibber inclusions.
In 1933, Goodier investigated the effect a single particle has on the stress field of an 
infinite plate under tension. The maximum stress was found to be at the equator of the 
particle, and the stress concentration factor was about 1.8. Goodier only modelled an 
isolated particle, hence does not account for particle interaction, and therefore is strictly 
only relevant for low volume fractions. The first researchers to use a finite element 
analysis to study the stress field in a multi phase polymer were Broutman and Panizza 
(1971). Subsequently, Agarwal and Broutman (1974) performed a three dimensional 
analysis, with similar- results. Once again, the maximum Von Mises stress was found to 
be coincident with the particle's equator, and the stress concentration factor increased 
with volume fraction. The results, however, are only relevant for a regular distribution 
of particles. Sue et al (1991) have performed a series of two dimensional finite element 
investigations into the micromechanics of yielding of a polymer due to the inelastic 
deformation of inclusions. Of particular interest is the modelling of PEI, one with a 
more complaint inclusion (PC) and another with a more stiff inclusion (PS). Before 
presenting their findings, it would be as well to list their assumptions;
i) The matiix and inclusions are isotropic.
ii) The dispersed phase is cylindrical (in effect like fibres) with its axis 
peipendicular to the model plane.
iii) There is perfect adhesion between the phases. This assumption is fine for 
rubber, but as Regola et al (1991) have observed, filler is often poorly bonded 
to the matrix.
iv) There aie negligible thermal stresses at the interface.
v) The stress/strain curve for each polymer is multi-linear.
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vi) Deformation is independent of time,
vii) Yielding is governed by a Von Mises criterion. It is doubtful whether such a 
criterion is appropriate for a polymer.
viii) A thin plate under plane stress conditions is modelled.
W ith these assumptions, Sue et al found that for localised shear yielding, the yield 
stress of the two phases must be within a factor a three of each other. Knowing this, 
perhaps something may be tentatively suggested about filler induced shear yielding. 
Because the filler is likely to be very weak in tension, making it in all probability 
weaker than one third of the epoxy yield stress, and because it has a propensity to 
debond, it is unlikely in practice to encourage sheai" banding.
The situation of more complaint PC inclusions in a PEI matrix is rather like rubber in 
epoxy, in that the yield stress of the PC and the failure stress of the (non-linear elastic) 
rubber aie below that of the matrix. Before the inclusion yields, the stress concentration 
build up in the matrix is small. Following inclusion failure, the matrix starts to yield 
locally and there is a large increase in stiess concentration factor. Secondly, the locus of 
the Von Mises shear stress moves radially outward after PC yield from along the 
matrix/inclusion boundary before inclusion failure. This might indicate that epoxy shear 
yielding only proceeds after cavitation, that is, after rubber failure.
PS inclusions in a PEI matrix with their brittle behaviour aie similai" to filler particles in 
epoxy. PS crazes at a lower stress than PEI yields, rather in the same way the filler 
cracks whilst the epoxy is still within its elastic region. The stress concentration factor 
remains relatively unchanged until the PS crazes, at which point it staits to rise to a 
maximum of three times its starting value at final failure. Inclusion failure, then, leads 
to a stress concentration build up, changes the triaxial stress state from plane strain to 
plane stress, and, as long as interface crazing is suppressed, triggers sheai* yielding in 
the PEI matrix.
Models which investigate just one inclusion within a matrix have to account for the 
interaction which occurs in a distribution of particles. In the past gross assumptions had 
to be made concerning microscopic geometry and morphology. To make any sensible 
deductions, some sort of spatial statistical technique must be employed. Davy and 
Guild (1988) tried to predict the composite behaviour of filled epoxy by considering the 
constituent materials' behaviour. They developed a statistical model of hard spheres in a 
soft matrix, based on the distribution of a sphere centre to the outside of a Voronoi cell. 
A Voronoi cell is that volume around a sphere closer to that sphere than any other 
sphere. Using a Gibbs haid core process, the spheres are randomly distributed, but are 
not allowed to overlap. They used a volume fraction varying from 5.72% to 49.19%, 
and found that the calculated resulting composite stiffness agreed very well with
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experiment (Maxwell, 1987). As the volume fraction increases, so the interaction 
between stress fields around particles does also. The concept and application of a 
Voronoi cell will be discussed in chapter 6. Under a tensile load, the maximum stress 
concentration was found to be in the resin, just above the pole of a sphere, although the 
precise position varies with volume fraction. The maximum Von Mises stress was near, 
but not coincident with the maximum direct stress (at the pole) or maximum shear stress 
(at 42° to line of principal stress). Again, the exact position depends on the volume 
fraction. At the interface, the radial or shear stress of the filler equates with the radial or 
shear stress of the matrix. The radial stress is tensile at the poles of a sphere and 
compressive at its equator. There is also a position at 68°, identical for all volume 
fractions for which the radial stress is zero. This is the likely position to which an 
interfacial crack will grow, although in practice, this is only likely at high temperatures.
Guild and Young (1989) also analysed soft (that is, rubber) inclusions in epoxy, and as 
before (Goodier, 1933 and Broutman and Panizza, 1971) the maximum Von Mises 
stress and consequently site of shear* band initiation was found to be located at the 
equator of the i*ubber.
Huang and Kinloch (1990a) assumed the matrix followed a tri-linear stress/strain 
curve. The curve softened so that localised yielding could be modelled (Bowden, 
1973). Matrix strain hardening prior to failure was also modelled. The rubber was 
assumed to display linear elastic characteristics, and had a modulus two orders of 
magnitude less than that of the epoxy. A perceived problem of lack of interaction was 
solved by modeling two rubber pai*ticles in a cell of matrix instead of just one.
The model is not wholly accurate in predicting actuality, however. An elastic-plastic 
matrix analysis has shown that the fracture energy of the model is significantly less than 
the real fracture energy of rubber toughened epoxy (Huang and Kinloch, 1990b). The 
reasons for this are threefold. Because the loading is only uniaxial, the hydrostatic 
stress component experienced in a real system is absent. Therefore the cavitated 
particles do not dilate very much and their contribution to the overall toughness is lost. 
This might imply that cavity expansion is an important mechanism. Secondly, only two 
particles were modelled, and there is consequently only one set of interactions. In the 
real system, many particles are present, and the number of interactions are 
multitudinous, leading to a far greater amount of energy absoi*ption. Thirdly, the model 
considers a two dimensional plane strain condition. In the three dimensional system, 
there are two further stress components present which constrain the material further 
enabling it to resist dilatory volumetric strain more successfully.
In fact, the original model by Davy and Guild (1988) has the most potential. It has been 
criticised because it only models one particle, but, as the authors point out, the
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boundary conditions applied account for particle interaction, and the criticism is 
unjustified. The philosophy of the model is based on making a unit cell containing one 
pai'ticle statistically representative of the system as a whole, and it is important to 
remember that it depends on there being a random spatial distribution of inclusions. It is 
more sophisticated than the Huang and Kinloch model that starts from the assumption 
that the inclusions aie uniformly spaced.
2.5 CONCLUDING COMMENTS
The literature review has shown that certain processes can be safely ignored. Crazing 
has only been observed in thin films or in epoxies with extremely low cross link 
densities. It is therefore only relevant for thermoplastic polymers, and need not be 
considered. Mechanisms that occur in the macro crack plane, such as crack bridging or 
bowing and crack deviation may also be ignored, since the weight of opinion is that 
mechanisms that rely on a process zone dominate.
To model the filled epoxy adhesives, and adhesives containing a damaged morphology, 
it was decided to adopt a direct approach, rather than a continuum damage mechanics 
approach, since, apart from the inherent disadvantages discussed in section 2.4.2.2, the 
experimental observations of the systems under investigation lend themselves to a more 
mechanistic tack. Damage is seen to commence by pai ticle failure, either debonding, or 
cracking through the bulk. Cracks then emanate into the matrix and coalesce to 
propagate a macro crack. To find the effective material properties, it was decided to use 
a finite element approach in preference to the other closed form methods for several 
reasons:
• The unit cell may be used to develop failure criteria as well as providing 
effective material properties.
• The finite element philosophy is more readily understood.
• The finite element unit cell may be easily adapted to model various damaged
moiphologies.
• The development of an alternative to analyses such as the generalised self-
consistent scheme is in general beneficial, since one may be used to verify the 
other.
A problem with using a commercial adhesive is the reticence on the part of the 
manufacturers to reveal the exact nature of the material's component parts. The unit cell 
approach was therefore also used to determine the elastic properties of the two phases 
from a knowledge of the composite material behaviour.
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Material with a certain morphology (for instance cracks) may be modelled using a unit 
cell and the calculated damaged material properties substituted back into the damaged 
zone in a macro model of whatever geometry. The unit cell may also be used to model 
the evolution of damage in the forai of sheai* banding or micro crack growth. In short, 
the unit cell provides a flexible means of analysing different damaged moiphologies, 
and is the approach adopted for this work.
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3. MORPHOLOGY
3.1. INTRODUCTION
The manufacturer of E04 and E32 indicated only that each system is filled and 
toughened. This chapter addresses the nature and extent of the microstructural 
additions.
The main tool used in determining the type and morphology of the materials added to 
the base epoxy was the scanning electron microscope (SEM). Electron energy analysis 
gave the chemical composition of the filler. Its shape and volume fraction could be 
deduced from conventional scanning electron photomicrographs. The experimental 
details of preparing the polished samples aie presented and an elementary statistical 
analysis is used to quantify the particle morphology from the photomicrographs.
The identification of the rubber modifier in E04 required that microtomes of the 
adhesive be prepaied, stained and viewed in a transmission electron microscope 
(TEM). Section 3.2.6 presents the methodology for quantifying the rubber 
morphology.
3.2 MICROSTRUCTURAL INVESTIGATION OF E32 AND 
E04
E04 and E32 have nominally the same base resin, but even a cursory inspection shows 
them to be very different, E04 is a darker grey, for instance. When cut, they have 
distinct smells, and E04 is much softer and far more pliable than E32, especially when 
waimed. Even looking at off-cuts under very low magnification, the two systems are 
quite unlike each other, so as a first step, samples of the adhesives were examined in 
the SEM.
3.2.1. INITIAL SEM INVESTIGATION
Several beads of E32 and E04 were extraded onto a polythene sheet, and once they had 
cured, were sputtered with a thin film of gold and placed in the vacuum chamber of the 
SEM. The gold coating was necessai'y to conduct any build up of electrical chaige away 
from the surface of the polymer and so avoid "charging". To prevent the electron beam 
from damaging the polymer, a relatively low electron voltage of 10 kV was used and, 
although this did not give an optimum image, it was possible to make out a certain 
amount of detail.
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Each specimen contained several rather angular particles, all sepaiated by a distance of 
200 jim  or so. The average diameter was 40 jiim in E04, and 25 pm  in E32, and the 
latter appeared more compact in appearance, but that observation was purely subjective. 
The absence of any discernible toughening rubber particles, coupled with the generous 
spacing of the angular particles was taken to indicate that the surface of the specimens 
was rich in resin, and that a more involved approach was needed to get any meaningful 
results.
3.2.2 SPECIMEN PREPARATION
Small pieces of E04 and E32 were mounted in epofix, and were ground back and 
polished. Tables 3.1 and 3.2 summarise the procedure. Once polished and optically 
flat, the specimens were investigated using reflected light microscopy and in the SEM.
Although light microscopy is easier to perform, not least because it is more intuitive, 
scanning electron microscopy produces a better photographic image (even though the 
real time image on the screen is hard to interpret) since the contrast between different 
materials is much better. Both techniques show that the microstructure of each system 
is mai'kedly different.
Table 3.1; The grinding stage of the surface preparation. A Planapol machine was used with a 
lubricant o f ethylene glycol. The last two stages are the same to accommodate wear on the silicon 
carbide paper.
Stage I Stage II Stage in Stage IV
Grinding media SiC SiC SiC SiC
Grit size 500 1000 2400 2400
Speed rpm 150 150 150 150
Pressure N 60 60 60 60
Time min Until plane 2 2 2
Table 3.2: The polishing stage of the operation. A Planapol machine was used with ethylene glycol 
as a lubricant.
Stage I Stage II
Polishing cloth DPMol DPMol
Polishing media Diamond Diamond
Grain pm 6 1
Speed rpm 150 150
Pressure N 60 60
Time min 3 3
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3.2.2.1 Initial Observations of the Polished Specimens
The pai'ticles in E32 are quite discrete and roughly cuboid or spherical. They are smaller 
than the initial observations of atypically large particles in the resin rich surface might 
suggest, being anything from 1 pm  to 10 pm  across. Neither adhesive contains what 
might be called an average particle, and their shape is inegulai*. Particles in E04 have a 
larger amount of size variation, from 1 pm to 30 pm, and they seem more fibrous than 
their more crystalline E32 counteipaits.
Spherical inclusions of various sizes were present in the first E32 specimen to be 
polished. Similar inclusions were found in the mounting epoxy, however, and they 
were found to be porosity present in the epofix. Other inclusions were seen, however, 
that were not so easily attributable. There were several particles in the E04 that looked 
distinctly crystalline, that could well be debris from the grinding and polishing. 
Surprisingly similar particles could not be found in E32, although this could well be 
that they aie more difficult to spot in that environment.
Leaving these untypical inclusions aside, there still remained the problem of trying to 
identify filler from rubber toughening from matrix. Energy spectra were therefore taken 
using an electron energy analyser on the SEM.
3.2.3 SURFACE ANALYSIS
The SEM image is dependent on the energy of the emitted electrons. Thus, not only 
topography, but also the place in the periodic table of the specimen's constituent atoms 
has an effect on the brightness of the image observed. The relative influence that each 
of these effects has on the overall contrast may be changed by varying the angle of 
incidence onto the detector. Generally speaking, an image of back scattered or 
secondary electrons (i.e. electrons emitted from the constituent atoms themselves, and 
not those reflected from the specimen surface) increases the effect that moleculai* weight 
has on the image. The higher the molecular weight of the substance observed, the 
brighter the image.
The technique can be extended. Detecting the energy of individual secondary electrons 
enables an identification of the atoms present on the surface, because the characteristic 
energy of an electron emitted from a particular element is unique. Depending on many 
variables, for instance the density of the specimen, this "electron spectroscopy" can 
detect elements below the surface, exiting a volume of material down to a depth of a 
few microns.
Using electron spectroscopy, several elements were identified on the adhesives' 
surfaces. M agnesium, silicon, chlorine and calcium were detected on E32 and
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magnesium, silicon, chlorine, titanium and an isolated incidence of calcium detected on 
E04. It is important to note, that because elements in the first line of the periodic table 
cannot be detected, neither carbon, hydrogen, oxygen nor nitrogen are present in these 
lists. In order to establish which particles contained which elements, a spectmm was 
taken over a very confined area containing mostly the paiticles of interest, say 25 |xm^. 
Alternatively, the SEM could be programmed to map the occunence of an element over 
a larger area, and this map compaied to a conventional SEM photograph of the area in 
question.
3.2.4 SURFACE ANALYSIS OF E32
The polymer that is the basis of E32 presumably consists largely of a network of 
carbon, oxygen and hydrogen molecules which cannot be detected on the SEM. W hat 
may be detected, however, are some of the other elements within the epoxy network, 
such as chlorine.
Figure 3.1; A general scan of E32. The magnesium, silicon and calcium come from filler particles. 
The chlorine originates from the epoxy matrix.
Silicon peak 
(from the filler)
Magnesium 
peak (from 
the filler) Chlorine peak 
(from the epoxy)
U
Calcium peak (from the filler)
60 2 3 4 5 7 8 9 10
Electron Energy
Looking at the general scan of E32 (figure 3.1), apart from the chlorine, there are 
definite peaks for silicon, calcium and magnesium. It transpires that all three of these 
elements originate from the discrete angular particles present in the matrix. For 
instance, the rectangular shaped particle in the centre of figure 3.2 has a spectrum 
containing no trace of anything save calcium (figure 3.3). It was conjectured that the 
particles not containing calcium were magnesium silicate. This was inferred from the 
photographs showing the mapping of elements over the E32 surface (figures 3.6 to 
3.10), which display the presence of a particulai' element at a point by a bright dot. It 
was noted that although there seemed to be much more silicon than magnesium, the 
latter tended to appeal* where the silicon maiks were densest, and these patches could in
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turn be identified with individual particles on the photograph taken of the area in 
question.
Figure 3.2: A SEM image o f E32 at approximately 1000 X magnification. Note the angular 
filler particle in the middle of the picture.
Figure 3.3: The energy spectrum of emitted electrons from the angular particle in the middle o f  
figure 3.2. Note the proliferation of calcium.
u
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Accepting that the filler in E32 is either rich in calcium or magnesium silicate, figure 
3.5, showing the spectrum associated with the rather misty particle in figure 3.4,
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throws up two problems: the presence in the spectrum of chlorine and the absence of 
magnesium in a particle that should contain magnesium silicate. This contradiction is 
easily explained, however, when it is remembered that electron spectroscopy picks up 
not only what is present on the surface of the specimen, but is also sensitive to atoms a 
few microns deep into the specimen, depending on its density. The misty particle is 
now revealed to be a magnesium silicate particle lying just below the surface of the 
resin. The magnesium, being less in abundance than silicon is harder to detect. The 
chlorine present in the spectrum originates from the epoxy. The depth sensitivity also 
explains the profusion of both silicon and calcium on the element maps of the specimen 
surface, and why concentrations do not always tally exactly with particles in the matrix. 
Another possible source of silicon would be stray particles embedded in the epoxy 
matrix during the grinding process. Such occurrences are not expected to present a 
problem in the exact determination of the microstructure, however since they are easily 
identifiable by considering, apart from anything else, the concurrence of magnesium 
and silicon.
Figure 3.4: A SEM image o f E32 at approximately 1000 X magnification. Note the hazy filler 
particle in the middle of the picture.
E32, then, can be said to contain filler particles of magnesium silicate and a calcium rich 
compound, which could well be limestone or chalk.
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Figure 3.5: The energy spectrum of emitted electrons from the hazy particle in the middle of figure 
3.4
U
Small trace of Ca
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Figure 3.6: An electron photomicrograph of the area covered by the maps of figures 3.7 to 3.10.
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Figure 3.7: Magnesium map o f E32
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Figure 3.8: Chlorine map of E32
Figure 3.9: Calcium map of E32 Figure 3.10: Silicon map o f E32
m
3.2.4.1 Elementary Statistical Analyses of the Filler Dispersion
The volume fraction and morphology of the stiff filler phase in E04 and E32 are fairly 
easy to ascertain. A polished section of adhesive, when viewed in the SEM reveals the 
particles quite clearly (figure 3.2 for instance). There is a certain difficulty associated 
with the fact that none of the particles would have been sectioned exactly half way 
through their bulk, but this may be overcome using a simple statistical analysis.
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Figure 3.11; Diagram defining the parameters for the analysis to compensate for non-symmetrical 
sectioning.
Section cut through dashed liney
Size of observed 
particle radius
Figure 3.11 shows a section of adhesive containing a quarter of a filler particle. It is 
assumed that the particle is a sphere of radius r, and the origin of the co-ordinate system 
falls at its centre. Imagine the adhesive is cut vertically, a distance x from the centre of 
the particle. The observed radius of the particle will then be:
fx = Vr2 - (3.1)
There is an equal probability that the particle will be sliced at any point, x, and 
therefore, should a statistically meaningful number of random slices be made, the 
average measured radius will be:
r = V r2 - x2 .dx (3.2)
x=0
Making the substitution: x = r sin 0, and integrating gives: 
Tirr = (3.3)
In a particular section of adhesive, therefore, the average observed particle radius must 
be multiplied by the factor 4/jt in order to obtain the actual expected particle size.
It may be shown that the area fraction of particles in a section equals the volume 
fraction of particles for the whole material in the following manner: Figure 3.12 shows 
a cube of side i. consisting of material having a volume fraction of particles, Vf. If the 
cube is cut into n slices, then the r^  ^ slice, a distance x from one edge, and having a 
very small thickness, 5x, may be considered to have an area fraction, Af. Afand Vf are 
defined:
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Volume of particles in sample _ V^  
Total volume of sample “  3
 ^ _ Area of particles in slice
“  Total area of slice
For an infinitesimal thickness, 6x, the volume of particles in the r^ *^ slice, Vpr, is given 
by:
Vp r = Af t ? 2 ô x  (3.6)
In the whole cube, the total volume of particles is thus:
Vp = ]T  A f ( 2  5x  (3 .7 )
r=0
And the total volume fraction is:
I1Vf =  i  J  A f / 2  ,d:
x=0
t
= “  j  A f  .d x
 ^ x=0
= mean area fraction (3.8)
It is interesting to note that the result does not depend on there being any specified 
particle size, shape or space distribution. The derivation of the correction factor for 
paiticle radius, on the other hand, assumes spherical particles, and for it to be correctly 
applied, depends on there being a numerically significant number of identical paiticles 
being sectioned. As no two particles are the same, this criterion will never be met, and 
it must be assumed that the particles are sufficiently similai* as to make no difference.
Scanned electron photomicrographs of polished samples of E32 were digitised using an 
Epson GT-8000 scanner. The digitised image was passed through a numerical filter to 
highlight abrupt changes in colour intensity (i.e. particle edges). A software package 
(Image version 1.49) was used to count and measure the filler particles. The way this 
was done was by drawing an ellipse around areas in the photomicrograph that were 
enclosed by the particular colour intensity corresponding to the particle boundary. The 
maximum and minimum axes of the ellipse could then be measured, along with the ai*ea 
of the particles. Figure 3.13 illustrates the process.
The total area of pai ticles divided by the sample aiea gave the area fraction, and hence 
(by equation 3.8) the volume fraction may be calculated. The average of the maximum
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and minimum axes gives a representative diameter for the particles, and this is 
multiplied by the factor A!n to obtain the probable particle size. Table 3.3 presents the 
results for all the samples taken, and figure 3.14 presents the probability density 
function of the size of the filler particles. Figures 3.15 i to v show the original 
photomicrographs. Several points may be made concerning table 3.3 :
Figure 3.12: A diagram showing the parameters for the proof to show average area fraction to be 
equal to the volume fraction.
0
Firstly, the effect of numerically filtering for the particle edges may be judged from the 
results of photomicrographs 3.15 i and ii. Doing so slightly decreases the calculated 
area fraction, but slightly increases the calculated mean particle diameter. This is an 
effect of the non-uniform background colour intensity of the photomicrographs. Parts 
of the picture are lighter than others (see figure 3.15 i), so light in fact, that the 
background matrix in places takes on the colour of the generally lighter coloured filler 
particles. The affected patches, however, tend to be smaller than the average particle 
size, so as well as making the phenomenon harder to spot, increase the area fraction of 
particles, and decrease their average size. Because the filter highlights only those 
regions for which the local relative colour intensity is lighter than that of their immediate 
neighbours, the effect of the overall gradual change in colour intensity is negated.
Secondly, one photomicrograph may be used to provide two sample sets. This is the 
case for photomicrographs 3.15 iii and 3.15 iv. The fact that the calculated parameters 
are markedly different in each case underlines the need for more than a few number of
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samples, because the volume fraction and size of particles varies locally. Since figure 
3.14 is smooth, however, it would appear that enough samples have been taken, at 
least as far as paiticle size is concerned.
A third point to explore is the effect of using a back scattered image (figure 3.15 v). 
Such a photomicrograph is sensitive to sub-surface changes in microstructure, and 
therefore it is expected that the area fraction of particles calculated is higher than that 
calculated from conventional, surface photomicrographs. The calculated average 
particle size on the other hand, is not expected to increase greatly, as particles a long 
way down into the matrix add to the sample, but with greatly reduced apparent 
diameters. A brief glance at photomicrograph 3 .15v would tend to confirm these 
predictions. A photomicrograph showing only the occurrence of calcium results in a 
higher than usual area fraction, again, because it detects sub-surface particles. Because 
only some of the filler contains calcium, however (the rest being magnesium silicate), 
the area fraction is not as great as that calculated from the back scattered 
photomicrograph. Incidentally, the two samples taken together suggest that the ratio of 
calcium carbonate to magnesium silicate particles is about 6:1, and thus the ratio of the 
particle diameters is about 4:1.
Figure 3.13: A figure showing the image analysis process. The original photomicrograph (left) is 
filtered to reveal the particle/epoxy boundaries (centre). The computer then encloses the particles (right) 
and calculates area and average diameter.
l IK U  WD'ISMMmm
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Table 3.3: Summary of results for the area fraction and mean particle diameter of 
filler in samples of E32
Photomicro­
graph
Ai'ea fraction 
[%]
Mean average 
par ticle diameter 
[|im]
Comments
i
12.05 3.879
12.21 3.047 Calculated without numerically 
filtering for the particle edges
Ü
10.15 2.867
10.45 2.524 Calculated without numerically 
filtering for the particle edges
iii
12.22 3.308
Two different samples from the 
same photomicrograph14.20 3.843
iv
11.46 3.187
Two different samples from the 
same photomicrograph13.04 1.641
V
21.32 2.674 Back scattered photomicrograph
18.26 1.878 Photomicrograph of the scan for the 
element calcium
Figure 3.14: The frequency of particle size in E32
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Ignoring the results from photomicrograph v, the mean area fraction is 12.0 % with a 
standard deviation of 1.23 %. It should be noted that the distribution of the 
representative particle diameters is not normal, but follows a Poisson distribution. The 
average mean diameter, calculated from the full set of results to be 3.25 jim, is
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therefore not suitable. A better average might be the mode. The mode is that value that 
occurs more than any other within a certain tolerance. Figure 3.14 might suggest a 
value around 1 pm, although with a relatively tight tolerance of 0.001 %, 1.98 pm is 
calculated. The median, the midpoint value, gives perhaps the best measure of 
representability because it is less susceptible to the influence of outlying data. It has a 
value of 2.83 pm, calculated by equalising the area under the probability distribution 
function.
Figure 3.15 i: photomicrograph I in table 3.3 above
Figure 3.15 ii: photomicrograph ii in table 3.3 above
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Figure 3.15 iii: photomicrograph iii in table 3.3 above
Figure 3.15 iv: photomicrograph iv in table 3.3 above
2 0 U M
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Figure 3.15 v: photomicrograph v in table 3.3 above
Figure 3.15 vi: Scan of calcium for photomicrograph v in table 3.3 above
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3.2.5 SURFACE ANALYSIS OF E04
One general scan of E04 shows no sign of calcium (figure 3.16), whereas a spectrum 
of the area shown in the photograph of figure 3.18 shows the particles within the box 
to have a very high incidence of calcium (figure 3.19). Another general scan (figure 
3.17) shows the amount of calcium to be very low compaied with the amount of silicon 
and magnesium, so it may be deduced that only the odd filler particle is, in fact, calcium 
rich. Mapping the silicon and magnesium show both these elements to be coincident 
and present in quantity (figures 3.22 and 3.23), suggesting they originate from the 
same pai tides.
Another element that showed up on the general scan was titanium. This was rather 
surprising, and at first it was conjectured that its incidence indicated the mbbery phase. 
Closer inspection revealed that the titanium originated from particles like those lumped 
together in figure 3.24. Figure 3.25 shows a spectrum taken of these particles which 
show up brightly on a back scattered image. Figure 3.26 is such an image and 
illustrates the distribution of these small particles (less than 1 pm). They are now 
believed most likely to be a pigment in the adhesive.
Although the filler in E04 is much the same as that in E32 - magnesium silicate and 
calcium rich particles - E04 seems more tightly packed and that mostly with the 
magnesium silicate. It was speculated that the rubber could also be detected by a 
chaiacteristic element, but it seems that it contains no such identifiable species.
Figure 3.16: A general scan of E04. The magnesium and silicon come from filler particles. The 
chlorine originates from the epoxy matrix and the titanium from pigment.
MgU
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Figure 3.17: A general scan of E04. The magnesium, silicon and calcium come from filler particles 
although the latter is present only in very small quantities. The chlorine originates from the epoxy 
matrix and the titanium from pigment.
Silicon peak 
(from the filler!
IU Chlorine peak (from the epoxy) Trace of calcium (from the filler).. Magnesium 
peak (from 
the filler) x"- Titanium peak 
(from the matrix)
0 2 3 54 76
Electron Energy
Figure 3.18: A SEM image of E04. The right hand side shows a detail of the box on the left hand 
side
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Figure 3.19: The energy spectrum of emitted electrons from the right hand side of figure 3.18
Ca
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Figure 3.20: An electron photomicrograph of the area covered by the maps of figures 3.21 to 3.23.
Figure 3.21: Chlorine map of E04 Figure 3.22: Magnesium map of E04
1 0  l e r ' . '  , X I , * 4 3
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Figure 3.23: Silicon map of E04
k :
Figure 3.24: A SEM image of E04. The right hand side shows a detail of the box on the left hand 
side
i
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Figure 3.25: The energy spectrum of emitted electrons from the right hand side of fig 3.24 Note the 
high incidence of titanium in the clump of particles.
Iu
A1 Si
0 2 4 5 6 7 8 9
Electron energy
Figure 3.26: A backscattered plot of E04. The bright flecks are rich in titanium and are probably a 
pigment added to the adhesive
lOHM 1 3KV
3.2.6 RUBBER PARTICLES IN E04
Identifying the rubbery phase in E04 presents more of a problem than the filler. The 
rubber cannot be d istinguished using either light or scanning electron m icroscopy.
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Fracture surfaces of samples broken after being cooled in liquid nitrogen to bring them 
below the glass transition of the rubber were placed over boiling heptane in an effort to 
remove the rubber from them, but to no avail. Under loading, the typical rubber 
cavitations reported in the literature do not appear. The solution has been to use a 
chemical staining technique to highlight the rubber. The osmium staining agent reacts 
preferentially with the rubber, and the subsequent local increase in molecular weight 
may be detected using a TEM.
Figure 3.27: The rods stained for microtoming.
1mm
~ 20mm
Rods, about 1 mm square were cut into a pyramid shape using a microtome knife (see 
figure 3.27). The rods were stained in an osmium solution, and microtomes were cut 
from the pyramid and viewed in the TEM. The solvent used was tetrahydrofuran, as 
suggested by Permabond, and a separate experiment was conducted to establish the 
optimum immersion time. Samples, roughly 10 mm by 20 mm were cut from a 
3.4 mm sheet of E04. After soaking in a solution, prepared by dissolving 5 ml of 4% 
osmium solution in 15 ml of tetrahydrofuran, for varying amounts of time, the 
specimens were cut in half, and the depth of penetration established using a profile 
projector. The expansion in the thickness direction was also measured.
3.2.6.1 Results of the penetrability tests
Plots of strain (caused by expansion in the thickness direction) and of osmium 
penetration versus time are presented in figure 3.28. The curves were fitted by 
assuming the data followed an exponential equation of the form:
(3.9)
where A and m are constants, t is time and y. the dependent variable (i.e. strain or 
penetration).
The first two points for the penetration data seem unduly high, indeed, they were not 
included in the curve fit. This might imply that the exponential fit assumed is of the 
wrong form. There would seem to be an initial, fairly instantaneous penetration of the
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stain to around 0.015 mm. Such a conclusion is slightly misleading, however, because 
although for the first few points some epoxy at that depth had been affected, by no 
means all had. It was not until the third set of readings that the penetration depth was 
more consistent.
The thickness strain, on the other hand, seems to fit the assumed equation quite well, 
and after about 80 minutes, does not appear to have reached the maximum for equation
(3.9). The strain can be thought of as a measure of the volumetric deformation of the 
specimen, and ideally should be kept to a minimum. For a consistent depth of stain 
penetration, a soaking time of 20 minutes seems necessary, so that time was chosen as 
being a good compromise.
Figure 3.28: A graph to show the effect that time of exposure to osmium tetroxide dissolved in 
tetrahydrofuran has on the thickness strain and depth of penetration into E04
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3.2.6.2 Quantifying the Rubber Morphology
Rods like those shown in figure 3.27 were stained in the manner indicated above, and 
once dry, the tip of the pyramid trimmed off with a razor blade. A specimen was placed 
in a microtoming machine, and a glass knife used to flatten its end. A diatome diamond 
knife was used to cut sections approximately 0.1 pm thick. This is thicker than is usual 
for a microtome, but such a thickness was necessary to make electron energy analysis 
possible, and also because the material was relatively brittle. The microtomes had the 
shape of a trapezium, about 0.5 mm maximum dimension, and were cut at the rate of 
1 mm/s. The sections were examined in a TEM.
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Figure 3.29: A photomicrograph showing the filler in E04
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Figure 3.30: A photomicrograph showing the rubber in E04. The black rectangle on the side of the 
photomicrograph is about 140 nm high.
The chalk filler and titanium pigment were easy to identify using electron energy 
analysis, but the only indication of the possible existence of rubber was a dappling 
effect in the matrix (see figure 3.30). The energy spectra of emitted electrons were 
measured in light and diuk areas of the matrix, but the ratio of the osmium count to the
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background count remained the same in each case. Nevertheless, the area fraction and 
average size of the light patches were analysed in the same way as the filler. The sample 
is not as big as for the filler paiticles, but even so, the size distribution, shown in figure 
3.31 seems more normal. The mean diameter of the particles shown in figure 3.30 is
65.0 nm, and the volume fraction is 6.16%.
Figure 3.31: The probability density function o f rubber particle diameter in E04.
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3.3 CONCLUSIONS
The surface analysis of E32 showed that the filler particles it contains are a mixture of 
magnesium silicate and a calcium compound, probably calcium carbonate. In other 
words, the manufacturers use crushed chalk or limestone to fill their adhesive. The 
limestone appears to be graded, because there is a Poisson distribution of particle 
diameter, with a median average of 2.83 jim. Only a very few particles have a diameter 
much over 5 [im. The particle size was computed by multiplying the measured particle 
section distribution by a factor of 7t/4, calculated using an elementary statistical analysis 
of the probable section diameter through a sphere. The volume fraction of particles is 
12.0%. A map of the incidence of the element calcium on the surface of E32 can be 
used to deduce that the volume ratio of calcium carbonate to magnesium silicate is 6:1, 
and the ratio of paiticle diameters is 4:1.
E04 contains almost solely magnesium silicate filler, although the odd calcium 
carbonate filler particle is also present. The volume fraction, shape and size distribution
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of the filler is different from that in E32, but has not been quantified. The distribution 
of the rubber particles was estimated from transmission electron photomicrographs of 
microtomes stained using osmium tetroxide solution. There appears to be a normal 
distribution of particle size, with a mean of 65.0 nm. The volume fraction of rnbber 
particles is 6.16%.
68
4. Material Testing
4 MATERIAL TESTING
4.1 INTRODUCTION
The moiphological investigations determined the type, size and volume fraction of the 
filler particles in E32 and E04. This section is concerned with finding the experimental 
data necessary to model the evolution of damage in both adhesives, but E32 in 
particular. E04 is investigated for comparative purposes. The data falls into two 
categories; mechanical properties, like elastic modulus and Poisson's ratio; and 
observations of the failure mechanisms.
Richai'dson (1993ab, 1994 and 1995) performed some tensile tests and some four point 
bend tests of E32, and his results aie briefly presented. To identify the damage evinced 
by these tests, his specimens were examined in the SEM, and some additional tensile 
tests were performed using a straining stage within the SEM. Most of the mechanistic 
observations were gleaned from compact tension tests of bulk E32, either investigated 
following testing, or in-situ using the straining stage.
To see whether the highly constrained condition of adhesive in a jo int affects its 
behaviour, compact tension joints were tested, again both within an SEM and on a 
conventional testing machine. Richardson (1993ab, 1994 and 1995) also tested some 
joints more representative of those used in engineering situations, and since his results 
will be referred to extensively in later chapters, they, too, are reproduced.
Finally, tensile tests and compact tension tests were performed on an epoxy supplied by 
the manufacturers of E32 as being representative of its base epoxy. The experiments 
show that it is probably no more than representative, and not identical, but the 
qualitative observations regarding its behaviour remain valid.
The main body of this chapter is split into two. Section 4.3 documents the experimental 
procedures adopted for the various tests, and section 4.4 presents and discusses the 
results.
4.2 IN-SITU TESTING
Testing specimens within the chamber of a scanning electron microscope has certain 
advantages as far as the investigation of damage mechanisms is concerned. Firstly, the 
exact order of occurrence may be established. For instance, filler particle failure has 
been seen to pre-empt epoxy cracking, something that could not have been established 
from observation of the fracture surfaces alone. Another advantage is that transient
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features are seen before they are destroyed as the damage evolves. A third advantage is 
that a video may conveniently be taken of the test. Although it does not have the 
resolution of a photograph, a video gives a permanent record and is very useful for 
catching events of a short duration that could otherwise be missed.
At the outset of the research, a straining stage existed which could be used within an 
SEM, and real time observations could be made of the damage processes as they 
occurred. The stepper motor used to drive the stage was directly attached to the stage 
frame, and preliminary tests showed that the heat it emitted raised the temperature in the 
SEM vacuum chamber too close to the glass transition temperature of the adhesives. 
Consequently, the straining stage was redesigned with the stepper motor external to the 
vacuum chamber, and attached to the gearbox with a flexible drive shaft. Figure 4.1 is a 
schematic diagram showing the main parts of the design.
In the past, criticisms have been levelled at the in-situ straining technique. They include 
the allegations that the damage seen, especially the cracking is a characteristic only of 
the gold sputtering and not the material under investigation; and that the damage seen on 
the surface of the specimen is in the region of plane stress, and is not representative of 
the damage in the interior of the specimen, most of which experiences plane strain.
Figure 4.1: A schematic diagram of the in-situ SEM straining stage. A compact tension specimen is 
represented, here, but other types of specimen were also tested.
Stepper motor - 
external to the SEM
SEM Chamber
Gearbox
Specii
lexible
drive
In the in-situ SEM experiments conducted here, periodically after the experiment, the 
opposite side of the specimens from the test side was observed. Corresponding and 
consistent damage features between the two sides were always observed. Since the 
opposing surface had been gold sputtered after the deformation had taken place, the 
observations could be guaranteed to be as the result of the test, and not a feature from 
the sputtered layer rupture.
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The second objection is almost incidental. Although it true to say that the material might 
behave differently under plane strain and plane stress conditions, it cannot be stated that 
it must do so. Indeed, to ignore experimental evidence on such a basis seems foolish, 
because tiying to see what actually happens in real time to the plane strain region is neai' y /
to impossible, and the plane stress observations are all that are available. Besides 
which, the post-experiment observations of the fracture surfaces are not different near- 
the edges, indicating the crack propagates in both plane stress and plane strain regions 
in a similar manner. There is also the point that paiticle debonding removes the stress 
triaxiality, and the specimen interior might well experience plane stress anyway.
Finally, the in-situ technique was not used to deduce anything quantitative. Separate 
experiments external to the SEM were performed to deduce material data, and to 
corroborate the in-situ findings. All the photomicrographs reproduced here originate 
from such externally tested specimens, because the quality of the real time images 
obtained from the SEM is poor due to the large election beam sizes necessary to see real 
time images. The in-situ tests were most useful in determining the sequence in which 
the damage events happen.
4.3 EXPERIMENTAL
4.3.1 COMPACT TENSION TESTS
Compact tension tests of bulk E04 and E32 were carried out using a conventional 
tensile testing machine, that is external to the SEM. The damage around the crack tip 
and on the fracture surfaces was subsequently investigated using the SEM. Proceeding 
in this way gave better quality images than could be obtained for the same amount of 
effort using the straining stage. In addition, some critical stress intensity factor data for 
E32 were obtained. Similar data for E04 were not collected, because the highly inelastic 
behaviour of the system makes the use of linear elastic fracture mechanics 
inappropriate. Other compact tension specimens were tested within the SEM, but only 
observations of the failure processes were made, and no fracture data were calculated 
from them.
Sheets of bulk adhesive 76 mm x 79 mm x 6 mm were prepared in the following 
manner: A small (50 ml) cartridge of adhesive was placed in an oven for about an hour 
at 40°C, until it was thoroughly warmed through. The component parts of the mould 
shown in figure 4.2 were carefully sprayed with PTFE and assembled as indicated in 
the diagram. The spacers were designed with grooves into which a screwdriver could 
be placed to prise open the mould on curing. Before attaching a static mixing nozzle, a 
small amount of adhesive was forced out the cartridge to eliminate any air and ensure 
adequate mixing. The adhesive components were injected through the nozzle, into the
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hole in the perspex plate. Air could escape during the filling process from the small 
gaps between the mould components, thus reducing the risk of introducing voids into 
the casting. Once full, adhesive tape was fastened over the hole, and the mould was 
placed in the oven at 40°C for at least 12 hours until the epoxy had cured.
Figure 4.2: A schematic drawing of the mould used to make bulk adhesive castings. The mould was 
assembled by screwing the top plate through the spacers into the bottom plate.
Perspex top plate with injection hole
o
Four steel spacers
Bottom steel plate
The geometry of the compact tension specimens is shown in figure 4.3. Specimens were 
machined from cured cast sheets and kept in a desiccator for two days before testing 
according to ASTM E 399-78a . The starter crack was made by tapping a razor blade so 
that a crack propagated away from it, and its length was measured with a travelling 
microscope. The specimens were attached to an Instron 6025 tensile testing machine 
above the moving cross head using pins in the appropriate places. The cross head was 
lowered in the majority of cases at the rate of 1 mm/min, but also at 10 mm/min and 
0.5 mm/min in order to investigate strain rate sensitivity.
Crack length versus force data was collected as follows: Upon crack propagation, the 
cross head was stopped and, by raising it slightly, the load was relieved a little. The 
length of the crack was measured using a travelling microscope fixed onto the testing 
machine frame. The end of the crack was taken to be coincident with the last traces of 
stress whitening, since the stress whitening was taken to be an indication of the true 
length of the crack in the bulk of the specimen. The beginning of the crack was defined 
as the line of load through the specimen loading holes. The stress intensity factor at any 
particular load was calculated with the aid of a finite element model of the cracked 
specimen, using a crack closure technique.
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Figure 4.3 : The geometry o f the compact tension specimens.
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Figure 4.4 ; A schematic diagram showing the form o f the force / time history from the compact 
tension tests on the Instron 6025 tensile testing machine. The test represented here would have yielded 
four data points o f crack length and force with which to calculate a critical stress intensity factor. The 
discontinuities are due to the lowering of the cross-head, so that a crack length could be measured, and do 
not imply that the crack growth was type B.
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Experience shows that more accurate crack lengths can be measured from fracture 
surfaces after the test, as long as the crack growth is type B, which leaves clearly 
identifiable crack fronts. The fronts can be matched to the force / time history, and a 
shadow-graph can be used to accurately measure the typically “thumbnail” shape in 
terms of an average distance from the line of force. Unfortunately, the type of crack 
growth experienced using the Instron machine was type A, stable ductile, which leaves 
no trace of the intennediate crack fronts on the fracture surfaces. The measurements 
from the travelling microscope had therefore to be relied upon, even though they were 
only representative of the slightly shorter, plane stress part of the crack front.
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After testing, the specimens were sputter coated with a thin layer of gold and the damage 
investigated using an SEM. Three regions were of particular interest; the onset of 
damage, just beyond the end of the starter crack; damage at the crack tip; and damage 
along the length of the crack left behind as the crack tip passed by.
4.3.2 JOINT TESTS
4.3.2.1 Experimental Joints
Bulk adhesive potentially behaves very differently from adhesive in a joint. The 
adherends constrain the adhesive, which suppresses the onset of plasticity. A series of 
in-situ joint tests was therefore carried out in parallel with the bulk compact tension 
tests. The method of manufacture for the joints was dictated by practicalities, in 
particulai"
• The joints had to be small enough to load to failure using the in-situ SEM straining 
stage.
• The joints had to be able to be polished, so that the damage could be seen on a 
microscopic scale. This necessitated a relatively large adhesive layer thickness to 
avoid the adherends shielding the adhesive from the polishing cloths.
• A new way of introducing an initial crack length had to be found. Propagating a 
brittle crack using a razor blade was impossible because the stiffness of the joint 
meant any crack introduced continued virtually all the way down the adhesive layer.
The material chosen for the adherends was mild steel, because it is typical of an 
industrial substrate and is easy to prepare for bonding. The bonding surface of the 
adherends was blasted with glass beads to provide a larger bonding area. The 
dimensions of the joint specimens are summarised in figure 4.5. The pin diameter on 
the straining stage dictated the adherend hole size, which in turn dictated an adherend 
width of 10 mm. So that the same polishing equipment could be used with both the 
joint and bulk specimens, they were given nominally the same overall dimensions. 
Therefore the adherends were made 25 mm long. The adhesive layer was made 1 mm 
thick, which was large enough so that it could be polished adequately. A thickness of 
1 mm was chosen for the joints to ensure the straining stage could fracture them, and 
because a 1 mm stock size of mild steel sheet was available.
The adherends were cleaned for about one hour in an ultrasonic bath, in inhibisol. The 
process was repeated using fresh inhibisol. Once dry, the adherends were submerged 
in silane solution for five minutes, before being left to dry in a dessicator for at least
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two hours. The silane solution was used to enhance bonding, and was prepared by 
dissolving 1 ml of Union Carbide A 187 silane in 100 ml of distilled water. The 
solution was left to stand for two hours in order to let the silane hydrolyse and 
polymerise.
Very thin PTFE film, 12.5 p.m thick, was used to provide the initial crack length (see 
figure 4.6). A small piece of film was placed so that it just protruded from between two 
spacers made from 0.5 mm gauge plate and sprayed with PTFE . This assembly was 
placed between two adherends at the required crack length, and two more pieces of 
gauge plate were positioned at the other end of the adhesive layer to provide a constant 
adhesive layer thickness. “Blu-tack” was used to secure the assembly. E32 was 
pumped into the adhesive layer using a static mixing nozzle, care being taken to keep 
the PTFE film in place. The joint was left to harden over night.
The joints were attached with double sided sticky tape onto plastic blocks to provide 
support during polishing. The joints were polished using progressively finer grit, up to 
2400 grit paper, with water as a lubricant, care being taken to remove all abrasions 
from the previous step. The last two steps used a 6 pm and 1 pm diamond grain cloth, 
and a water based lubricant. The polished joints were placed in a dessicator for at least 
two days before testing.
Some of the joints were tested in-situ in the SEM, and a video was taken. From this, 
still pictures could be captured, and although the quality was not exceptional, key 
stages in the failure process could be deduced. Still photographs were also taken which 
gave a much better quality of image. Other joints were tested externally using the 
Instron 6025, and the crack length versus force data was used to calculate fracture 
toughness values.
Figure 4.5: The dimensions of the compact tension type joint specimens.
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Figure 4.6: Assembling the compact tension joints.
oTwo 0.5mm gauge 
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4.3.2.2 Representative Industrial Joints
Richardson (1993ab, 1994 and 1995) tested some single lap joints in the following 
configurations (figure 4.7):
i) Square ended lap shear (SELS): In shear*, with 90° ended adherends and radiussed 
spew fillets
ii) Angle ended lap shear (AEL): In shear, with 45° ended adherends and radiussed 
spew fillets
iii) Three point bend (TPB): As above, but loaded in three point bend configuration.
Figure 4.7: The configurations o f the adhesive joints tested by Richardson (1993ab, 1994 and 1995).
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All the joints were tested within a temperature cabinet at 21°C, using an Instron 6025 
servo-mechanical test machine. Eight specimens were tested in configuration i, and the 
results were reasonably consistent over strain rates ranging between 0.01 mm/min and
1.0 mm/min. Five specimens were tested in each of the remaining configurations, all at 
a strain rate of 0 .1 mm/min. The data Richardson obtained is used in chapter 8 in a 
finite element model of the joints loaded to failure
4.3.3 BULK STRESS-STRAIN DATA FOR E32
4.3.3.1 Instron Tests
Richai'dson (1993ab, 1994 and 1995) performed some tensile tests and four point bend 
tests on E32. The results between the two aie reasonably consistent, and the four point 
bend data are particularly useful, because they extend to a higher failure strain and 
show the roll-over as the tensile strain reaches a maximum. The results are presented 
later, and are used in chapters 5, 7 and 8.
These results did not give any indication of failure mechanisms. To remedy this, in-situ 
tests in the SEM were perfonned on miniature tensile specimens. Additionally, some of 
Richardson's tensile specimens were polished, gold spattered, and investigated in the 
SEM.
4.3.3.2 In-Situ Tests
Sheets of bulk E32 were cast in the same way as that described in section 4.3.1 for 
compact tension specimens. The castings were used to manufacture miniature tensile 
specimens, the dimensions of which are shown in figure 4.8. The specimens were 
polished using a special jig  that kept them flat (figure 4.9) and prevented too much 
material being removed in any one grinding step. The grinding and polishing procedure 
followed that outlined in table 4.1, and was conducted by hand on polishing tablets. 
After each step, the specimen surface was observed under a light reflecting microscope 
at a magnification of about X 200 in order to check that all traces of the previous step 
had been removed. Before the next step could take place, the specimen and holder were 
cleaned in an ultra-sonic bath of distilled water for five minutes to remove all the larger 
grit or diamond particles, and dried under a hot air blower.
The specimens were placed in a dessicator for at least two days before testing. They 
were pinned into position on the straining stage, which was placed into the vacuum 
chamber of an SEM. The tests were begun as soon as the SEM pumped down in order 
to keep the temperature rise within the vacuum chamber to a minimum. All the 
specimens were tested at a nominal strain rate between 0.02 and 0.03 mm/min.
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Unfortunately, they all failed near the pin hole, or at an internal flaw, but they had been 
taken far enough up the stress strain curve for significant damage to have taken place. 
Video footage was taken of the tests.
Table 4.1: The grinding and polishing procedure for hand held specimens.
Step Grinding / Polishing 
medium
Grit size 
[mm-2]
Grain size 
[|L im ]
Speed
[rpm]
1 SiC 500 120
2 SiC 1000 120
3 SiC 2400 120
4 SiC 4000 120
5 Diamond DPMol 6 120
6 Diamond DPMol 1 120
Figure 4.8: The dimensions of the tensile specimens tested in situ.
R 18.0
2 holes 0 5.0
45J1
Figure 4.9: A sketch of the jig used to polish the miniature tensile test specimens.
Removable plate
Locating pin
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4.3.4 BULK TESTING OF A REPRESENTATIVE BASE EPOXY
The manufacturers of E32 provided an unfilled epoxy that was representative of the 
epoxy used as a base for E32. Although a mixing and application system like the static 
nozzles used for E32 was not available, it was nevertheless easier to manufacture void 
free specimens because the system was transparent. Two types of test were performed: 
tensile and compact tension.
4.3.4.1 Tensile Tests
The mould shown in figure 4.10 was cleaned to remove any traces of adhesive from the 
last usage, sprayed carefully with PTFE release agent, and assembled. It was placed in 
an oven at 25°C for an hour to equilibrate.
Figure 4.10; The mould used to produce the tensile specimens. The dimensions o f the specimen 
produced are shown below in mm. The mould produces a specimen nominally 6 mm thick.
Top Plate 
Side Pieces 
Bottom Plate
60
25
40
10
R60
The base epoxy was supplied as two parts: E05A and E l IB, which were mixed 
together in the ratio of 5:6. The two parts must be mixed thoroughly, but without 
introducing air into the mixture. To reconcile these incompatibilities, the mixture was 
stirred for about three minutes, then degassed for about half an hour in a domed glass 
dessicator, equipped with an air-tight seal and evacuated with a vacuum pump. A 
syringe was used to pump the adhesive into the moulds which were placed back in the 
oven at 25°C overnight to cure. The top layer of adhesive, which contained most of the
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using a 1/4 inch fly cutting tool with a 2 carat 
in a dessicator for at least two days.
remaining bubbles was machined off 
diamond tip. The finished specimens were placed
All the tests were carried out on an Instron 6025 mechanical test machine, fitted with a 
5 kN load cell. The specimens were held in a pair of wedge grips, rated to at least 
5 kN. One grip was connected rigidly to the crosshead, whilst the other was connected 
to the load cell through a universal joint. An extensometer with a full scale range of 
100% strain was used to measure the axial strain over a 25 mm gauge length. Two 
days before testing, clear nail varnish was applied to the sites of extensometer contact in 
an attempt to minimise any stress concentration associated with the extensometer 
contact points during the tests. A personal computer was used to log the data.
4.3.4.2 Compact Tension Tests
Compact tension specimens were manufactured from casts produced in the mould 
shown in figure 4.11. The component parts of the mould were cleaned to remove any 
traces of adhesive from the last usage, sprayed carefully with PTFE release agent, and 
assembled. The adhesive was mixed in the same way as for the tensile tests (section 
4.3.4.1) and poured carefully into the container. The adhesive was degassed for about 
half an hour using a bell Jar evacuated with a vacuum pump, and left overnight in an 
oven at 25°C. The resulting cast contained bubbles but mostly near its top surface, 
which was machined off with a diamond tipped fly cutter. Compact tension specimens, 
nominally of the same dimensions as figure 4.3, were made from the casting, and 
tested using an Instron machine in the same way as the bulk E32 compact tension 
specimens (section 4.3.1).
Figure 4.11: The mould used to produce the castings for the compact tension specimens.
140 mm
140 mm
140 mm
8 0
4. Material Testing
4.4 RESULTS AND DISCUSSION
4.4.1 COMPACT TENSION TESTS
4.4.1.1 Fracture Toughness Data for E32
Figure 4.12 shows the fracture toughness data for three different strain rates. It can be 
seen that the results are insensitive to strain rate. The type of crack propagation was 
always stable, ductile with the exception of the fastest strain rate of 1.0 mm/min, which 
exhibits a measure of brittle unstable crack propagation, that is type A B (see section 
2 .2 .2 ).
Figure 4.12; Critical mode I stress intensity factor versus crack length for E32.
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The dotted line is an average for all the test results, and would seem to be representative 
of the data. Thus, it might be said that E32 is sufficiently elastic for a linear elastic 
critical stress intensity factor to be meaningful. Figure 4.13 is a typical load-deflection 
histoiy for the tests, and the linear' rise to the force to cause crack propagation is further 
evidence that the material is sufficiently linear elastic. There is considerably less scatter 
at the smaller crack lengths. This is partly because fewer specimens were tested at these 
values because of the problem in controlling the initial brittle crack propagation. There 
does appear, however, to be a genuine trend for the individual results to approach the 
average line as the crack length approaches zero, and might well be an indication that as
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the test progresses, it is the build up in plasticity that causes the data to deviate more and 
more from the purely elastic case.
Figure 4.13: Typical load-deflection history for the compact tension specimens of bulk E32.
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4.4.1.2 Microscopy of E32 and E04 Compact Tension Tests
4 . 4 . 1 . 2 . 1  E32:
Figures 4.15 to 4.19 show the type of damage found in compact tension specimens of 
E32. Figures 4.15 and 4.16 show the damage near the original crack tip before the 
crack propagated. Figures 4.17 and 4.18 show damage along the length of the crack 
that was left behind the crack tip. Figure 4.16 is a close up of figure 4.15 and figure 
4.19, a close up of figure 4,1*S
It transpired that for E32, the damage was similar in each region investigated. Figure 
4.18 shows the damage along the main crack length, and figure 4.19 is of a higher 
magnification, the crack running from right to left. It can be seen that damage is limited 
to a band roughly 40 |im  each side of the main crack and seems always to be 
associated with filler particles which either debond or crack through their bulk. From 
these observations, it is postulated that the main crack propagates by linking together 
these micro cracks, but as these photomicrographs were taken under static conditions, 
they show no evidence of cracking within the epoxy matrix.
There is a difference in scale between various regions of damage. This is best illustrated 
in figure 4.16. It shows not only the main crack, which may be classed as macro
8 2
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damage, but also damage that may be thought of as micro damage. For instance, the 
largest mesocrack in figure 4.16 has at its right hand tip another small crack, although it 
is possible that this is really a part of the larger crack.
Figure 4.14: A schematic diagram of half a failed compact tension specimen, showing the 
approximate locations of figures 4.15 to 4.19 and 4.22 to 4.35.
4.17,4.18, 4.19, 4.34 and 4.35
4.22 and 4.27
4.25, 4.26, 4.30, 
4.31 and 4.32
4.15 and 4.16
4.23, 4.24, 4.28, 
4.29 and 4.33
Starter crack 
Propagated crack
Figure 4.15: E32. Damage left behind from the original crack tip.
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Figure 4.16: E32. Close up of figure 4.15.
2 , 09KX 2 0 UM- 10KU WD' 12MM S ' 0 0 0 0 0  P ' 0 0 0 0 6
Figure 4.17: Damage left behind in the wake of the crack.
3 7 9 X
100UM 10KU WD ' 12MM S ' M 0 0 0  P < 0 0 0 1 4
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Figure 4.18: E32. Damage left behind in the wake of the crack.
466X
100UM 10KV WD : 121111 S 0 0 0 0 0  P 0 0 0 0 9
Figure 4.19: E32. Close up of figure 4.18.
2 , 34KX 10KU NO' 12MM 20UM------------------------------ s ' 0 0 0 0 0  P ' e e e i e
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4 . 4 . 1 . 2 . 2  E04:
Figures 4.20 and 4.21 also show the difference in scale, but for the rubber toughened 
epoxy, E04. At first sight figure 4.20 might suggest that although appearing over a 
fairly large area, the damage morphology is rather sparse. At the higher magnification of 
figure 4.21, however, it can be seen that cracks are present on a smaller scale than can 
be made out in figure 4.20. This small scale damage can be found throughout the 
process zone, and for argument's sake, the large and small scale damage might be 
distinguished by referring to the one as meso, and the other as micro damage.
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Figure 4.20: E04. The end of the macrocrack is located at the top left hand corner.
■
%
Figure 4.21: E04. Close up of figure 4.2 C
r
4 . 4 . 1 . 2 . 3  E32 Fracture Surfaces
Figures 4.22 and 4.23 are low magnification photomicrographs showing the transition 
from starter crack, at the right hand side of figure 4.22 to propagated crack to the fast 
fracture region at the left hand side of figure 4.21 where the specimen failed 
catastrophically. Both the initial and final regions experienced fast, brittle crack growth, 
and their surface is smoother and flatter than the middle region, which experienced 
stable crack growth under test conditions. Its rougher surface is indicative of
8 6
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comparatively more plastic deformation, and the horizontal strata show that the crack 
progressed on more than one plane.
Figures 4.24 to 4.27 show the fracture surface in more detail. In each can be seen chalk 
particles pulled from, and holes left by particles remaining in the opposite surface. 
Figure 4.26 shows a close-up of the filler in figure 4.25 which, from its flattish 
appearance, seems to have cracked through its bulk. It is hard to distinguish, but the 
epoxy matrix in the middle region if anything is more peaked than the matrix in the 
other two regions, shown in figures 4.24 and 4.27. Figure 4.24 is within the starter 
crack region, and figure 4.27, within the final region.
F igure 4.22: E32. A low magnification photomicrograph of the fracture surface left by the 
propagated crack on the right, and by fast fracture on the left.
2KV WO' SMM S ' 0 0 0 0 0  P ' 0 0 0 2 4
Figure 4.23: E32. A low magnification photomicrograph of the fracture surface left by the starter 
crack on the right, and by the propagated crack on the left.
2KU WD' gMM S ' 0 0 0 0 0  P ' 0 0 0 2 2
87
4. Material Testing
Figure 4.24: E32. The fracture surface within the starter crack region.
2 , 0 7 K X
2 0 U M - 10KU WD' 8MM S ' 0 0 0 0 0  P ' 0 0 0 2 3
a
Figure 4.25: E32. The fracture surface within the propagated crack region.
8 8
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Figure 4.26: E32. A close up of figure 4.25.
1 0 , 9 K X
2 U M -
10KV WD' 8MM S '00000
%
Figure 4.27: E32. The fracture surface within the final region.
4 . 4 . 1 . 2 . 4  E04 Fracture Surfaces
Figures 4.28 to 4.32 show representative E04 fracture surfaces. The rubber in E04 
cannot be distinguished on the photomicrographs, but the difference between E32 and 
E04 is very apparent by the very rough, peaked surface of E04. Compare, for instance, 
figures 4.30 and 4.31 with figure 4.25. Figure 4.33 is a low magnification 
photomicrograph showing the region of crack propagation (in its lower half) and 
immediately above that, the starter crack region. The thin band at the top is where the 
razor blade was placed to initiate the crack. Figures 4.28 and 4.29 originate from the
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starter crack region, and figures 4.30 and 4 .31 from the main, propagated crack region. 
They have similar magnifications so that they might be easily compared. As with E32, 
the fracture surfaces in the starter crack region are flatter, only for E04, the difference is 
much more marked.
The way the chalk particles have failed in E04 seems different from that in E32. Their 
plateau-like shape tends to suggest that they have fractured through their bulk, whereas 
in E32, most of the particles seemed to have been pulled out of the epoxy matrix. The 
particle shown in figure 4.29 could be an exception because it stands proud of the 
surface, implying pull-out; but it originates from the starter crack zone and its flat top 
indicates that it also fractured through its bulk. Figure 4.32 is a high magnification 
photograph of figure 4.31 and shows a filler particle that has cracked not only in the 
plane of the paper, but also along a plane normal to the paper. It is unlikely, however, 
that this is a consequence of the predominantly mode I loading experienced during the 
test, and serves as a reminder that the filler is likely to contain a certain amount of 
damage before it is added to the adhesive because of the crushing process it undergoes.
Figure 4.28: E04. The fracture surface of the starter crack region.
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Figure 4.29: E04. A close up of figure 4.28.
%
Figure 4.30: E04. The fracture surface of the main propagated crack region.
10KfU HD 10MM S 0 0 0 0 0  P 0 0 0 1 2
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Figure 4.31: E04. A close up of figure 4.30.
1 ' 5 7 KX 10KV WD' 10MM 2 0 U M ------------------------ S < 0 0 0 0 0  P ■ 0 0 0 1 3
Figure 4.32: E04. A close up of figure 4.31.
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Figure 4.33: E04. A low magnification photomicrograph of the fracture surface left by the 
propagated crack at the bottom, and by the starter crack at the top.
2KV WD 6MM S 0 0 0 0 0  P 0 0 0 1 1
4 . 4 . 1 . 2 . 5  Comparison of E32 and E04
Figures 4.34 to 4.39 show a side view (see figure 4.14) of strained compact tension 
specimens of the rubber toughened adhesive, E04. Figure 4.35 is a close-up of the 
large cracked chalk particle in figure 4.34. It is likely that the crack is a result of the 
mode I straining, since it is roughly parallel to the main crack direction. In E32, the 
damage occurred in a band approximately 40 |im  each side of the main crack, but here 
the damaged particle is found over 300 pm away from the main crack, indicating that 
the damage process zone is an order of magnitude greater in the toughened adhesive.
In one aspect E32 and E04 appear to be similar: damage seems always to originate at 
the filler particles. This may be seen in figure 4.38 which shows some of the smallest 
filler and the corresponding damage structures. Most of the cracks are associated with 
chalk particles, and although there exist some which at first sight are not, it may be 
conjectured that a particle lies very close to the surface immediately below those cracks. 
It is interesting to note that the cracks all line up roughly parallel to each other and in a 
direction that is actually parallel to the main crack.
Figure 4.36 shows the crack tip, and figure 4.37 is a close-up of a filler particle that 
apparently diverted the path of the crack around itself. It has certainly debonded from 
the matrix, but shows no sign of any internal damage other than the natural fissures that 
beset the chalk particles. Figure 4.39 is a photomicrograph of E32, but taken in a 
region close to the crack tip similar to that which figure 4.37 depicts. The two 
photographs are of a similar magnification so that they might be compared. E32 has 
retained its polished finish, whereas E04 has a much rougher surface, caused by the
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greater extent of deformation. The chalk particles tend to be bigger in E04, and in 
highly stressed regions there is a multiplicity of small cracks that do not occur in E32.
Figure 4.34: E04. Damage left behind in the wake of the crack which runs from top to bottom.
Figure 4.35: E04. A close up of figure 4.34.
2 , 0 5 KX 10KV WD' 13MM S 0 0 0 0 0  P 0 0 0 0 1
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Figure 4.36: E04. Damage at the crack tip.
Figure 4.37: E04. A close up of figure 4.36.
r -r
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Figure 4.38: E04. A relatively high magnification photomicrograph, showing microcracks 
associated with the smallest filler particles.
%
m
F igure 4.39: E32. The crack tip. Comparison with figure 4.37 highlights the difference in 
morphology and damage microstructure between the two systems.
1 , 79KX 20UM - 10KV WD' 12MM S ' 0 0 0 0 0  P ' 0 0 0 1 1
4.4.2 JOINT TESTS
The type of crack growth the compact tension type joints display is best described by 
stick-slip. In the majority of tests, however, useful results could only be obtained for 
the propagation of the starter crack, since the initial brittle crack growth took the crack 
too close to the end of the specimen. In those tests where multiple stick-slip events 
were obtained, the critical stress intensity factors calculated at crack lengths other than
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for the starter crack did not appear to differ significantly. This indicates that the PTFE 
film used to make the starter crack was sufficiently thin to imitate a 'sharp' crack.
Figure 4.40 is a typical force history for a joint test on the Instron 6025. During the 
period represented by the graph, the crack length is almost constant. Until the 
maximum force is reached, damage build up is slow and sporadic. Only isolated 
particles debond. After this point, particle failure occurs freely, affecting most of the 
particles up to about 200 |j,m in front of the crack, and 40 jim each side. During this 
time, the force recorded falls to the value indicated at the end of the force histoiy in 
figure 4.40. When virtually all the particles near* the crack tip have failed the energy so 
far stored in the matrix is released by a period of relatively brittle rapid crack growth. 
Once all the available energy has been used up, the process begins again.
Figure 4.40: Typical force versus time plot for an E32 joint test. Starter crack length = 2.25 mm.
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A plane strain finite element model was constructed of the joint, and using the 
experimental data for force and crack length, the coiTesponding critical strain energy 
release rate was calculated, using the method of virtual crack closure. The critical stress 
intensity factor was found via:
K ic = G ic  E
0.5
M - V V 
Where E is the elastic modulus of E32.
(4.1)
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The " 1 - v2" term is present because it is expected that the adhesive in the joints is in a 
state of plane strain. The modulus and Poisson's ratio assumed were 2660 MPa and 
0.390. The resulting graph of critical stress intensity factor versus crack length is 
shown in figure 4.41. The average of the points is 1.160 MPaVm. For the bulk 
adhesive, the average Kic was found to be 1.176 MPaVm. Given the amount of 
scatter, the similarity is striking, and would suggest that the toughness of E32 in the 
bulk and in a joint does not differ significantly for this bond line thickness. This is 
consistent with the experimental observation that the region of affected material was 
about 40 |uLm each side of the crack in both the joint and bulk compact tension 
specimens. The microstructural observations showed that the bulk material damages all 
along the crack length, even in dynamically cracking regions away from a stationary 
crack. In a joint on the other hand, there is very little damage apparent away from the 
stationary crack tips.
Figure 4.41: Critical stress intensity factor for E32 in the joints.
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The photomicrographs discussed below are representative of all the specimens tested, 
and are used to make deductions about the fracture processes.
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Figure 4.42: E32 adhesive joint. Relatively low magnification photomicrograph of the fracture 
surfaces.
3 5  , 3X IMM 10 KV WD: 1 2MM S 0 0 0 0 0  P 0 0 0 0 1
Figure 4.43: E32 adhesive joint. One side of the fracture surface, the other being shown in figure 
4.44.
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Figure 4.44: E32 adhesive joint. The other side of the fracture surface from figure 4.43.
Figure 4.45: E32 adhesive joint. The fracture surface.
1 0 0
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Figure 4.46: E32 adhesive joint. A higher magnification of figure 4.45.
$
Figure 4.47: E32 adhesive joint. A higher magnification of figure 4.46.
1 2 , 9KX 15KV WD’ 13MM 2UM----------------- S 0 0 0 0 0  P 0 0 0 0 6
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The fracture surfaces of the joints are shown using increasing magnification in figures 
4.42 to 4.47. Figure 4.42 is of a relatively low magnification, and a first glance might 
suggest that failure involves a large degree of plasticity, as the surface seems very 
rough and uneven. The higher magnification photomicrographs tend to dispel this 
notion, as they show that a lot of the unevenness is due to the presence of the filler. The 
filler diverts the crack, and in debonding forms holes or protrusions, and although 
these processes add to the overall energy absorption by the adhesive, the actual amount 
of energy absorbed by plasticity in the matrix would not be great. Photomicrograph
1 0 1
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4.47, in particular, which is a close-up of photomicrograph 4.45, shows the matrix 
fracture surface, although containing steps, to be quite smooth.
Figures 4.43 and 4.44 show the fracture surface from the two opposing sides of the 
joint. A number of points can be made. First, as in photomicrograph 4.47, feathery 
protrusions of matrix can be seen. This is an indication of plasticity, and taken with the 
instances of smoother matrix fracture surface is consistent with stick-slip crack growth, 
which is a transitional mode between brittle and ductile regimes.
Secondly, the smooth region at the top of the photomicrographs is the end of the starter 
crack provided by the PTFE film. The presence of a ridge indicates that the starter crack 
is not sharp. Also, the crack tip is rich in resin, which might well interfere with crack 
growth, particularly such mechanisms as crack pinning or bridging.
Lastly, and most importantly, because the photomicrographs come from opposing 
regions of the fracture surface, protruding particles in one can be associated with holes 
in the other. In fact, it is very hard to find a particle that has cracked in preference to 
debonding. Thus it can be confidently stated that debonding is a more likely occurrence 
than particle cracking. On the photomicrographs of the polished surfaces, cracked 
particles are seen more often. This is possibly due to the relief of the through thickness 
constraint, but is also probably caused by the polishing itself. Grinding and polishing 
effectively section particles near the surface so that any geometric or material 
weaknesses in the particle are exaggerated, and they tend to crack internally rather than 
debond.
The next series of photomicrographs is taken of the polished surface of the joints. 
Photomicrograph 4.49 is a close-up of 4.48. Both are taken at the tip of the starter 
crack. Because this particular crack tip was forked, only one arm accommodated the 
main crack, and the other was left in a pretty well fully developed state. Material over 
200 jim in front of the crack tip contains damage, the nature of which can be more 
clearly seen in figure 4.49. As in the bulk case, apart from the main crack, the damage 
seems to be concentrated around the particles, up to 40 pm either side of the macro 
crack. Whether the particles have cracked or debonded, is difficult to judge. Just to the 
right of the main crack tip in figure 4.49, damage at several particles has appeared to 
coalesce. A more extensive example of this phenomenon may be seen in 
photomicrograph 4.50, which shows a similar example of the fully developed arm of a 
forked crack, this time in a different specimen, and some way away from the tip of the 
starter crack (in other words, at a point of crack aiTest before the recurrence of fast 
crack growth). Once again, the important features to note are the coalescence of damage 
in front of a crack tip, a region of the order of 40 pm either side of the crack, and
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particles a couple of hundred microns in front of the crack affected by debonding or 
cracking.
Photomicrographs 4.51 and 4.52 show damage either side of the crack in a region of 
fast crack growth. Unlike the situation in the bulk specimens, very little material in 
these regions is affected, and the photomicrographs depict relatively rare occurrences. 
Figure 4.52, in particular emphasises this fact, because although there exist some 
cracked or debonded particles, most seem undamaged.
Figure 4.48: E32 adhesive joint. The polished side of the adhesive layer near the end of the starter 
crack.
Figure 4.49: E32 adhesive joint. The polished side of the adhesive layer near the end of the starter 
crack. This photomicrograph is a close up of figure 4.48.
r i 3 K X  2 0 u r  - 10KV wo 15MM s  0 0 0 0 0  P 0 0 0 1 6
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Figure 4.50: E32 adhesive joint. The polished side of the adhesive layer some distance from the 
starter crack. This was originally a forked crack, and one arm is in its fully developed state, the other 
arm having propagated in preference.
2 1 3 X
200UM 10KV WD 15MM S 0 0 0 0 0  P 0 0 0 1 7
Figure 4.51: E32 adhesive joint. The polished side of the adhesive layer adjacent to the macro crack 
in the fast crack growth region.
6 88X
50UM
10KU WD 15MM S 0 0 0 0 0  P 0 0 0 1 W
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Figure 4.52: E32 adhesive joint. The polished side of the adhesive layer adjacent to the macro crack 
in the fast crack growth region.
1 . 30KX 10KU WD 16MM 
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4.4.2.1 Representative Industrial Joints
Richardson (1993ab, 1994 and 1995) reported that the experimental scatter between 
different tests was negligible. The average failure loads are given in table 4.2. x  ’
In each joint, failure propagated on a line at 45° to the adherend end, so that in the angle 
ended lap shear joints, failure was virtually interfacial along the angled face of the 
substrate. The consistency of failure locus and failure load would suggest that failure is 
not governed by a weakest link analysis, since differing positions of failure site would 
lead to differing failure regimes. On the other hand, there are around 1500 particles 
along any one line drawn across the joint width. This makes it statistically more likely 
that a weak particle lies along any particular experimentally observed failure locus.
Table 4.2: Summary of the joint experiments after Richardson (1993ab, 1994 and 1995). The 
difference between the best and worst cases was less than 4%.  Additionally, three different loading rates 
were used, and no dependency was found.
Joint Type Average Failure Load 
(N)
i) Single lap shear with 90° adherend ends 7639
ii) Single lap shear with 45° adherend ends 7225
iii) Three point bend 489
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4.4.3 BULK STRESS-STRAIN DATA
4.4.3.1 External
Figure 4.53 shows the three stress-strain curves from the tensile tests performed by 
Richardson (1993ab, 1994 and 1995). Figure 4.54 shows the Poisson ratio data. As 
can be seen, an elastic modulus of 2990 MPa is representative of the greater part of the 
elastic part of the curve, although the initial modulus is somewhat higher than this 
(3360 MPa). Similarly, a Poisson's ratio of 0.39 is representative over the elastic 
region. A limitation of the tensile data is that it does not roll over onto a plateau, 
because failure is always encountered before it gets there. To remedy this, a series of 
four point bend tests were performed (figure 4.55), which have the additional 
advantage of giving the compressive stress-strain curve. It is important to have this 
information so that a modified Von Mises yield criterion which requires the ratio of the 
compressive to tensile yield stresses (S) may be used later. For E32^S was found to be 
1.4.
Photomicrographs were taken of polished samples of the tensile tests in an effort to 
identify the damage processes that had taken place. The microstructural investigation 
was carried out some time after the original tests, but it must be expected that the 
polishing process was more likely to have destroyed any damage structures than any 
relaxation that might have taken place. Particle debonding was certainly observed 
(figure 4.56), but there were also regions where no particle damage could be seen 
(figure 4.57). The static microscopy seems to suggest that particles fail in bands across 
the width of the specimens. The existence of the bands is not inconsistent with the 
failure mechanism postulated for bulk E32 in a compact tension geometry: Failure 
begins at the particles which debond, and the material fails by the linking of the micro­
damage sites by a macro crack. In a tensile specimen, failure initiates at isolated 
particles, located at various sites throughout the length of the specimen. The localised 
strain concentration produced by the isolated debonding incidences precipitates the 
failure of surrounding particles. Because the damaged regions are more compliant than 
the undamaged, they absorb the greater part of the strain, thus protecting the 
undamaged material, and encouraging further particle failure in their locality. Finally, a 
crack propagating thi'ough the matrix causes failure of the specimen.
The failed particles are circled in figure 4.58. There are 75 failed particles in an area of 
1509 jj,m2. Since the average cross sectional diameter through a particle is 2.22 jxm, it 
can be estimated that the percentage of failed particles in the figure is 77%. Reference to 
figure 7.3 suggests that this corresponds with a longitudinal strain of 1.8%. Figure 
4.53 indicates that this strain is near the maximum extent of strain experienced in a 
tensile test.
106
4. Material Testing
Figure 4.53: The longitudinal strain verses stress in a uniaxial tensile test o f E32. 
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Figure 4.54: Longitudinal strain versus transverse strain in a uniaxial tensile test of E32.
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Figure 4.55: The stress / strain curve for E32 derived from the four point bend tests.
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Figure 4.56: Particle debonding in the tensile test specimens of E32.
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Figure 4.57: Regions in the tensile specimens of E32 showing no particle damage.
Figure 4.58: Failed particles in a tensile test specimen of E32.
4.4.3.2 In-Situ Tests on Bulk E32
The videos o f  the tests perform ed within an SEM  show little, except to confirm  the 
observations from the external tests. Incidences o f  local debonding are observed prior 
to failure. All the specim ens failed at the pin hole or at a void within the bulk o f  the 
adhesive, but the fracture surfaces are similar to those previously described (see section 
4 .4 .1 .2 ) .  A d isad v an tag e  o f  using sp ec im en s  with nom inally  no initial stress  
concentrator is that the region o f  failure is unknown and a priori damage can propagate 
unobserved.
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4.4.4 BULK TESTING OF A REPRESENTATIVE BASE EPOXY
4.4.4.1 Tensile Tests
The results of the tensile tests of the base epoxy are shown in figure 4.59 In the elastic 
part o f the curve, all the tests give very similar results. An elastic modulus of 
2238 MPa is representative of the specimens. Specimens (b), (c) and (d) have a mean 
ultimate tensile stress of 44.28 MPa, but specimen (a) has a value lower than this, 
because it failed prematurely at a notch in its side, introduced inadvertently during 
casting. Specimens (b) and (c) also contained voids. Although only just visible with the 
naked eye, the holes were large enough to precipitate necking prior to ductile failure. 
Specimen (d) contained no visible flaws and exhibited considerable ductility. The test 
was only stopped at 10% strain, because the strain gauge could not measure a higher 
value. Around 9% strain, the specimen had started to neck around the stress 
concentration caused by the sti'ain gauge clip.
Figure 4.59; The uniaxial tensile data for the representative base epoxy.
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The fracture surfaces were glassy, and displayed the river markings associated with 
brittle crack propagation on several planes. Small areas of stress whitening were 
discernible, but the overall impression was of brittle fracture.
It will be shown in section6'3'7|that an elastic finite element analysis of a unit cell of E32 
suggests that the epoxy in the adhesive should have a modulus of at least 2660 MPa, 
Since the measured value for the representative base epoxy is over 20% less than this, it 
appears that either the analysis is wrong, that the base epoxy is not in fact representative 
of the actual system, or that the modifiers added to the system significantly affect the 
matrix response. The analysis has been verified using three different data sets found in
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the literature, and, especially for low volume fractions such as those in E32, is accurate 
to within 10%. Discussions with the manufacturers revealed that the E05A / E l IB 
mixture was not the same as the base E32 matrix. The matrix apparently is 
representative but not identical. Nevertheless, some qualitative points about the matrix 
may be drawn from the experiment: The epoxy is capable of a large degree of plastic 
deformation. It is, however, very sensitive to imperfections, which precipitate brittle 
failure. Even small voids reduce the strain to failure, and considerable effort must be 
expended in producing void free specimens.
4.4.4.2 Compact Tension Tests
Figure 4.60 shows the experimental values of critical stress intensity factor as a 
function of crack length at a number of strain rates. Throughout the experiment, the 
type of crack propagation was typically stick / slip, type B. The type of crack 
propagation in the E32 compact tension experiments was type A, except at the highest 
sti'ain rate, where type B growth was experienced. This is an indication that the addition 
of filler increases the toughness of the system. At the lower strain rates, it was noted 
that more plastic deformation took place. It was manifest as a dimple at the crack tip and 
as stress whitening. At higher strain rates, there was no evidence of plasticity, and the 
fracture surfaces were very smooth and glassy. The strain rate sensitivity of the base 
resin is manifest in the increasing critical stress intensity with decreasing strain rate, and 
by the higher force needed to propagate similar length cracks (see figure 4.61).
Figure 4.61 shows the force histories for a specimen tested at 0.01 mm/min and 
0.10 mm/min. At the slower strain rate, the initial crack was about 6.3 mm long, and 
needed a force of just under 140 N to propagate in a stick / slip manner. Once it had 
done so , and grown to a length of about 16.7 mm, further crack growth was ductile, 
as can be seen by the tailing off displayed by the curve as a plastic region develops. 
None of the other specimens showed this ductile behaviour, as they were all tested at 
higher strain rates. The crack lengths for the specimen tested at 0.10 mm/min were 
6.5 mm, 8.6 mm, 14.5 mm and 18.6 mm.
At long crack lengths, the force needed to propagate the crack is very low, and the 
percentage of error in the stress intensity data considerable, leading to the increase in 
scatter seen in the figure. Ignoring the points over 16 mm in figure 4.60 crack length, 
the average value for K[c is 0.921 MPaVm, and with just the data tested at 
0. 1 mm/min, the average value is 0.812 MPaVm. The average value for Kic for E32 
may be found from figure 4.12 as 1.18 MPaVm. If the E05A / E l IB mix is similar 
to the E32 matrix, then the higher critical stress intensity factor for E32 is further 
evidence that the addition of the filler does have a toughening effect.
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Figure 4.60: Critical stress intensity factor versus crack length for 7  compact tension specimens 
of the representative bulk epoxy, tested at different strain rates.
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Figure 4.61: Force versus time for compact tension specimens of representative base epoxy, having 
an initial crack length of 6.3 mm and 6.5 mm and strain rates of respectively 0.01 mm/min and 
0.10 mm/min.
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4.5 CONCLUSION
The experimental work has considered tensile tests and compact tension tests of bulk 
E32 and base epoxy, and compact tension tests of E04. It has also investigated E32 in 
both compact tension joints and referred to results from joints that are more immediately 
representative of those found in industry. Throughout, there has been a double 
emphasis. Firstly, material data was generated, and this will be used extensively later 
on. Secondly, failure processes were investigated, and to this end, much use was made 
of a straining stage within the vacuum chamber of an SEM.
•  Critical stress intensity factor. The average values of the critical stress intensity 
factors are instructive. Bulk E32 has an average Kic of 1.176 MPaVm. In a joint, 
the average value is close, at 1.160 MPaVm, suggesting that the toughness and 
hence the damage mechanisms in the bulk and joint situations ar e not dissimilar for 
the bond line thickness investigated. The representative bulk epoxy has an average 
K ic of 0-921 MPaVm, indicating that the filler increases the toughness of the 
system.
•  Crack growth mode. Another indication of the toughening effect of the filler is the 
difference in crack growth type between the compact tension tests of E32 and the 
representative bulk epoxy. The former experiences stable ductile growth except at 
high strain rates, whilst the latter experiences unstable crack growth.
•  Damage mechanism. The compact tension specimens suggest a failure mechanism 
common to E32 and E04. Failure initiates at the filler particles either by them 
debonding or by cracking through their bulk. Matrix cracking causes the micro­
damage sites to coalesce, and the macro crack propagates. The in-situ testing 
confirmed this sequence of events. The fracture surfaces suggest that particle 
cracking is more prevalent in E04, and debonding in E32. The rubber toughening in 
E04 served to extend the volume of material that experienced damage, roughly 
300 pm  either side of the crack face, as opposed to 30 pm. As the stress 
concentrator is approached, so the amount of damage increases.
•  Damage in the joint geometry. The fracture surfaces of the joint compact tension 
specimens differed very little from the bulk specimens. Additionally, the in-situ 
tests showed the method of crack propagation in the bulk and in the joint situations 
to be very similar. The only difference between the two was that in the bulk, a 
region approximately 30 pm either side of the main crack contained debonded 
particles. This could be a feature of material damaging in a state of plane stress, 
however, and in the plane strain region there is very little particle debonding away 
from the macro crack.
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E32 Bulk stress /  strain behaviour. The literature stress / strain data for E32 display 
little scatter, and there is good correlation between the two different types of test - 
tensile and four point bend. The ratio of the transverse to longitudinal strains varies 
very little from a straight line of gradient 0.39 over the entire tensile test range. 
Table 4.3 summarises the uniaxial strain behaviour of E32.
Stress /  strain behaviour o f the base epoxy. The tensile tests of the matrix epoxy 
suggest that it is not identical to the matrix of E32, either because the addition of the 
dye, thixotropic agents and modifiers alter its physical properties, or because the 
manufacturers could not provide the actual matrix for commercial reasons or lack of 
data. The modulus of the epoxy is below that required to give E32 its composite 
modulus, even making the filler infinitely stiff in a unit cell finite element analysis. 
Assuming, however, that it is not dissimilar from the actual matrix, it may be said 
that it demonstrates a large amount of post-yield strain in the absence of any 
imperfections. Voids or surface notches cause premature failure, and the fracture 
surfaces of such failure is very smooth, indicating fast, brittle crack growth.
Table 4.3; Summary o f the uniaxial stress / strain behaviour of E32.
Initial modulus [MPa] 3360
Representative elastic modulus [MPa] 2660
Poisson's ratio 0.3900
Ultimate tensile stress [MPa] 56.80
Ratio of ultimate tensile to compressive 
stresses
1:1.4
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5 EFFECTIVE ELASTIC MATERIAL PROPERTIES OF DAMAGED MORPHOLOGIES
5.1 INTRODUCTION
Experimentation has given the overall macro material properties of E32, and the damage 
structures that develop. This chapter is concerned with predicting the overall elastic 
properties of E32, given a particular damage moi*phology. It considers a unit cell of 
material around one particle, and assumes both the particle and surrounding matrix 
behave in a linear elastic manner. The finite element technique is used to model three 
unit cells, representing different damage states:
• The calculation of the undamaged constituent material properties in E32.
• Modelling the macro material properties for adhesive containing a dispersion of 
cracked particles.
• Modelling the material properties of adhesive containing a dispersion of debonded 
particles using the constitutive material properties previously calculated. Such a 
morphology results in anisotropic material behaviour when partial separation 
occurs.
5.2 THE FINITE ELEMENT MODEL USED IN THE 
PRELIMINARY ANALYSES
Figure 5.1 shows the finite element model used in this chapter. Its shape was arrived at 
by considering the regular two dimensional array of particles shown in figure 5.2. In 
section 3.2.4.1, it was shown that a slice taken through any dispersion of regularly or 
irregularly sized particles has a paiticle area fraction equal to the particle volume fraction 
in the three dimensional dispersion. Knowing this, the dimensions defining the unit cell 
are readily calculated based on the volume fraction of the array in figure 5.2.
Of course, the particle dispersion in E32 is not regular, and later on (6.2.4) a statistical 
analysis of the expected inteiparticle distance will be presented that corrects for the 
random effect of the particle spacing. For the time being, however, the unconected unit 
cell may be used to airive at some general conclusions and obtain a first approximation 
to the actual effect of damage in E32.
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Figure 5.1: The finite element mesh used in the analyses.
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Figure 5.2: A regular array of particles with an area fraction of “p”.
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The boundary conditions applied to the unit cell were developed to ensure consistent 
deformation in all the material. Since the pattern repeats, a translation one side of the 
cell must result in an identical translation on the opposing side, plus an additional 
translation due to the overall strain the material experiences in that direction. With 
reference to figure 5.3, point g on the cell becomes point e on the adjacent cell and so 
on. If point e moves up a certain distance, v, so must point g. In the horizontal 
direction, the situation is slightly more complicated because overall the material is 
strained. The difference between the horizontal displacements, Ug - Ug, is therefore the
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product of the horizontal strain and the side of the ceil, le*. A similar situation exists for 
the horizontal boundaries, the only difference being that the equation linking the 
horizontal displacements must take into account the shear strain the material 
experiences. Because the shear is rotationally symmetric, it is only necessary to account 
for it on one boundary. The full set of equations, neglecting the corner nodes is as 
follows:
Ug - Ug =  l£x V g - V g  = 0
Uf - Uh = lyxy Vf - Vh = ley (5.1 to 5.4)
The corner nodes have the conditions:
Ud -  Ua =  lex Vb -  Va =  ley
Ufa - Ug =  lyxy V g -V d  — ley
t ic  ~ Ub =  IBx
Ug - Ud = lyxy (5.5 to 5.10)
The "u" terms (equations 5.5 to 5.8) can be truncated by writing the equations in terms 
of diagonally opposing nodes:
Ub - Ud = 1(- ex + yxy) Ug - Ua = l(e% + Yxy) (5.11, 5.12)
Code was written to apply these boundary conditions to the unit cell. ANSYS was 
chosen as the finite element package with which to model the unit cell, since it has the 
capability to constrain nodes in terms of the translation of other nodes, and scripts may 
easily be written to apply the necessary commands.
The elastic constants can be found by applying a unit strain in the x direction and zero 
strain in the y direction under plane stress conditions. The matrix constants are then 
simply:
E = - ^Y )^.. v = ^  (5.13,5 .14)GxGx Ox
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Figure 5.3: The points on the two dimensional unit cell necessary to define fully compatible 
boundary conditions.
#C
A e o
i d
5.3 CONSTITUTIVE MATERIAL PROPERTIES FOR E32
In the past, researchers concerned with the finite element modelling of multi-phase 
materials have considered experimental systems containing materials whose properties 
have been known (see for instance Davy and Guild, 1986, Broutman and Panizza, 
1971, Agarwal and Broutaman, 1974). For E32, only the composite properties are 
known, and the first problem is to define the material properties of the two constituents 
of E32 - epoxy matrix and filler.
Table 5.1: A comparison of matrix material properties needed to give macro elastic properties for 
E32 o f 3265 MPa elastic modulus and 0.406 Poisson's ratio. The properties were calculated from an 
axisymmetric FEA (see chapter 6), rather than a two dimensional square analysis, and using a chalk 
volume fraction of 9.7%.
Chalk Value Matrix Value Necessary to Give the Correct 
Macro Properties
E [MPa] 10 000 2910
V 0.2 0.417
E [MPa] 17 000 2810
V 0.2 0.415
The filler has a chemical composition similar to chalk with a volume fraction around 
12%. Howatson et al (1972) indicate that a Poisson's ratio of 0.2 and a tensile modulus 
in the range 10000 MPa to llOOO MPa would not be unreasonable for chalk. Table
5.1 gives a summary of the results from using a unit cell analysis. The exact material
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properties used for E32 differ from those used elsewhere in this chapter, but the results 
can be used to make a point. The difference in the epoxy properties derived using the 
maximum and minimum values of the filler modulus was 3.6% and 0.48% for the 
modulus and Poisson's ratio respectively. That so large an increase in filler modulus 
results in so small a decrease in the calculated matrix modulus indicates that the choice 
of filler modulus is not critical. It is, after all, around five times greater than the matrix 
modulus, and can be considered relatively rigid.
The epoxy properties were established by performing a two dimensional unit cell 
analysis for varying values of elastic modulus and Poisson's ratio of the matrix until the 
calculated composite values matched the experimentally derived values. Table 5.2 
summarises the results. The calculated and experimental composite material properties 
agree to three significant figures and the assumed values for the matrix are comparable 
with similar- systems (see table 6.3 , set i). The values for the matrix tabulated in table
5.2 were used for all the remaining analyses in this chapter.
Table 5.2: The matrix material properties needed to give macro elastic properties for E32 o f 3265 
MPa elastic modulus and 0.406 Poisson’s ratio. The properties were calculated from a two dimensional 
square analysis, and using a chalk volume fraction of 12 %.
Chalk Value Matrix Value Necessary to Give the Correct 
Macro Properties
E[M Pa]
V
10 000 
0.2
2892
0.425
5.4 UNIT CELL ANALYSES OF DAMAGED PARTICLES
Experimental SEM observations show that the damage in E32 talces two forms: paiticle 
debonding and par ticle cracking. Each phenomenon results in non-linear behaviour. In 
hydrostatic compression, the material behaves as if undamaged, but under hydrostatic 
tension, both morphologies soften the adhesive. The unit cell analysis may be used to 
calculate effective elastic properties for material that contains filler damaged uniformly. 
The unit cell can be modified to model an array of cracked particles, aligned cracks, 
holes, undamaged particles or debonded particles (see figure 5.4). In the following 
section, the effective material properties for different damaged morphologies are 
calculated using the two dimensional unit cell and linear elastic constitutive material 
behaviour.
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Figure 5.4: Deformed quarter cell shapes to indicate how the unit cell can be modified to model: a) 
aligned, cracked particles: b) aligned cracks: c) holes: d) debonded particles.
Filler
Undeformed shape
5.4.1 CRACKED PARTICLES
In the case where the array consists of horizontally cracked particles, the material 
behaves in an orthotropic way, and obeys the matrix equation:
D a Where:
1 - V x y  •-Vxz
E x Ey E z
- V y x 1 -Vyz
E x Ey E z
- V zx -V zy 1
E x Ey E z
0 0 0
0 0 0
0 0 0
0
J _
J y z0 Gxy —
(5.15)
The matrix D. can be evaluated from three independent load cases, giving the full 
complement of material constants.
A two dimensional cell represents a cylinder of filler in a cube of matrix, which is 
wholly orthotropic when a crack is introduced to the particle. This introduces the 
anomaly that although plane stress or plane strain may be assumed in the third 
dimension, in order to get correct macroscopic behaviour, material properties in all 
three co-ordinate directions must be supplied to the finite element analysis package.
1 2 0
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Thus effective material properties in the z direction must be deduced. Ignoring the shear 
terms in equation 5.15, leaves nine terms to determine. Three independent load cases 
are therefore required to define the compliance matrix. Strain in the x and y directions 
can be applied using equations 5.1 to 5.12 above. Such loading will induce x and y 
direction stresses, and either a strain or stress in the z direction, depending whether the 
model is run under plane stress or plane strain conditions. The average stress the cell 
experiences in the x direction is found by integrating the nodal x direction stresses over 
a vertical boundary. The average y direction stress is found in a similar way from 
integrating over a horizontal boundary. The products of individual elemental stresses 
(or strains) and element area are summed and divided by the cell area in order to give a 
"weight-averaged" value for the stress (or strain) in the z direction. Table 5.3 gives the 
results for thiee independent loading regimes.
Table 5.3: The three independent load cases and a load case involving shear in the xy plane for 
substitution into the compliance matrix.
Load
Case
ex 8y ez Gx
[MPa]
ay
[MPa]
Gz
[MPa]
txy
[MPa]
Yxy
1 0.01 0 -0.00707 38.7 14.6 0
2 0 0.01 -0.00673 14.6 35.2 0
3 0 0.01 0 50.3 69.4 47.3
4 11.19 0.01
The linear terms in the D matrix can be calculated from table 5.3 to be as follows:
D =
“  306.5 -126.9 -135.6 0 0 0 "
-126.9 336.6 -142.2 0 0 0
-135.6 -142.2 340.8 0 0 0
0 0 0 893.7 0
1
Gyz
0
0 0 0 0 010 0 0 0 0 Gxy —
MPa'^
The weight averaged stresses and strains in table 5.3 do not give wholly accurate 
results. Consequently, a D matrix calculated using them is not fully symmetric. The 
four terms in the upper left hand corner are unaffected since they do not rely on the z 
direction stresses or strains, but the differences between the -Vxz/Ez and -Vzx/Ex, and 
-Vyz/Ez and -Vzy/Ey terms is of the order of 5%. The appropriate terms have therefore
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been averaged to give the D matrix shown here. Only one shear term has been 
calculated, since the shear moduli related to the other two terms are not needed for a 
plane stress or plane strain analysis.
It is interesting to note that the 1/Ey and l/E^ terms are close to each other, implying the 
cell is near to being transversely isotropic, even though there is no reason why this 
should be the case. Selected elastic material constants are given in table 5.4.
Table 5.4: The elastic constants calculated using the fully compatible unit cell method.
Ex
[MPa]
Ey
[MPa]
Ez
[MPa]
Gxy
[MPa]
Vxy Vxz Vzy
3262 2971 2935 1119 0.4141 0.4424 0.4173
5.4.2 PARTICLE DEBONDING
Debonded particles were modelled using the same unit cell mesh as before (see figure
5.1), but contact elements are inserted between the particle and matrix. ANSYS, the
finite element program used, makes several demands on the use of contact elements.
i) Contact elements should not be used with elements that have midside nodes.
The solution is to employ only four noded quadrilateral elements. The solution 
for an undamaged unit cell using such elements, is very close to the solution 
using 8 noded elements.
ii) A contact stiffness normal to the contact plane is required, usually chosen to be 
an order of magnitude greater than the surrounding material stiffness. Because 
the particle and matrix are initially in contact, a relatively high value of 
800 GN/m was chosen to act over the element side of 0.111 p-m.
iii) Similarly, a tangential (frictional) stiffness is required. As the actual
chalk/epoxy value is unknown, on the advice of the ANSYS manual, the value 
chosen was 1% of the normal stiffness, that is 8 GN/m. If no friction is 
specified, the particle is free to rotate and the problem becomes indeterminate.
iv) Because the contact elements are non-linear (they have a bi-linear stress/strain 
curve), a non-linear solution is needed. Automatic time stepping was used with 
an initial loading of 10% of the total load and one load step.
The unit cells were loaded by applying uniform strains in the x and y directions.
Converged solutions can only be found for the cases where the matrix remained in
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contact with the particle somewhere on its periphery. As soon as this condition is 
breached, the debonded particle becomes unconstrained, and the matrix can be 
considered to have a dispersion of holes. Figure 5.5 plots the variation of strain in the x 
direction against the strain in the y direction for 12% of filler, and indicates in which 
domain the system behaves as if containing holes and in which as if containing fully- 
bonded particles. The D matrix in each of these regions remains constant and isotropic. 
In the intermediate regions, the D matrix for the system is a function of the strain field 
and is orthotropic. In other words, both the x and y direction elastic moduli will differ 
depending on how much of the particle is in contact with the epoxy. The fully 
debonded / intermediate boundary can easily be found by considering the ratio of 
equatorial to polar strain of the hole in a unit cell.
Figure 5.5: The various regions for debonded particle material behaviour in the adhesive system for a 
particle volume fraction of 12%.
Material behaves as if 
containing holes0.7:
0.5
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Figure 5.6: Straining the unit cells to obtain the condition for debonded particles to behave as holes.
Case A Case B
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The strain states to cause complete debonding may be found by considering the unit 
cell. Figure 5.6 shows the unit cell given a horizontal strain, whilst maintaining a 
vertical strain of zero (case A). Since the material is isotropic, a second load case may 
be derived simply by exchanging x for y. The two load cases, A and B can be 
combined linearly, because the material is also elastic, and a suitable combination of the 
two results in a zero horizontal deflection. This is the point at which contact is lost 
between the matrix and particle.
Considering the maximum strain to be acting in the y direction, it is desired to know 
that X strain at which contact between the matrix and particle is just lost. The strain
necessary is found by superimposing the x direction displacements for cases A and B in
figure 5.6 and setting to zero.
Assuming a strain in case B of e superimposed with a strain in case A of ke, the 
combined displacement of the equator is:
kôx + ôx' = 0  (5.16)
Which may be rewritten:
kôx + ôy = 0  (5.17)
The ratio of strain in the x direction to that in the y direction is therefore given by:
- g
k is a negative number less than one. Alternatively,
(5.18)
for Ev > E , (5.19)
The ratio k varies with volume fraction, and is the ratio of the principal strains such that 
above this value, the debonded particles behave as holes. Because x and y are 
interchangeable, the material also behaves as if it contained holes when Ey/e% rises 
above the same value. Figure 5.7 presents the results as a function of volume fraction.
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and figure 5.5 shows the strain ratios for different states of damage for a volume 
fraction of 12%.
Figures 5.8 and 5.9 show the results from the finite element investigation of a 12% 
volume fraction of debonded particles. The figures were derived by giving the unit cell 
a constant compressive strain in the x direction whilst applying a varying y strain so 
that the strain state remained within the shaded region of figure 5.5. Figure 5.8 shows a 
stress/strain plot in the tensile (i.e. y) direction. When the stress (not the strain) is 
positive, the stress follows the locus taken by material containing holes the same size as 
the particles. When it is negative, the stress behaviour is that of paiticles still wholly in 
contact. The stress in the tensile direction, then, appeais to be unaffected by only partial 
debonding; it behaves either as if the paiticle is fully debonded or not at all debonded.
In contrast to this, the stress in the compressive (x) direction has a transition region as it 
changes from behaving like a hole into behaving like an undamaged particle. This can 
be seen in figure 5.9 which plots the x stress against the sti'ain in the y direction. It also 
shows the effect of changing the constant compressive strain. As it is increased, the 
shape of the response is unchanged, and merely moves further to the right along the x 
axis.
Figure 5.7; The ratio of the y to x strains, ey/ex necessary to cause debonded particles to behave as 
holes presented as a function of volume fraction.
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Figure 5.8: The y direction stress/strain behaviour for epoxy containing debonded particles. A 
compressive strain of 1.51% is applied in the x direction so that the unit cell displays intermediate 
behaviour.
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Figure 5.9: The x direction stress as a function of y strain behaviour for epoxy containing debonded 
particles. A compressive strain is applied in the x direction so that the unit cell displays intermediate 
behaviour. Increasing this strain shifts the material response to the right.
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The basic stress/strain equations in two dimensions for the debonded particle situation 
may be expressed:
(5.20)Gx A (e x ,£ y ) B ( e x ,£ y )
- Cty . B(Ex*Gy) C (£ x ,£ y )  . - Ey .
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From figure 5.8, it seems that Oy has a piece-wise linear form, implying that B and C 
are bi-valued constants, the values of which depend on the strain state. Figure 5.9 
demonstrates that Ox is not linear, and a second order polynomial was used to fit the 
data;
a . a + bEx + CEy + dExSy + eEx - + fEy 2 (5.21)
Figure 5.10 plots the results and tabulates the values for the constants. The parameter 
"a" should be zero, since stress must be zero when there is no strain state. The given 
value for “a” is only an artefact of the least squared analysis, and compared to the other 
terms is close to zero at values for strain much above 1%. Taking into account the good 
fit, the data can be described by the equation:
b E x  + CEy + d £ x £ y  +  CEx 2 + f£y 2 (5.22)
F igure 5.10: The G x  /  Cy data and its fit to equation (5.21) for two different strains in the x 
direction. The table below gives the values for the coefficients a to f.
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a b c d e f
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The matrix equation can be rewritten:
Gx ' r  b*be£x+g£y C+h£x+fEy 1 r
- % - L B C  J L  e , . (5.23)
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where g+h = d and are chosen so that the matrix remains symmetrical. The D matrix 
can be compared to:
1 Ex EyVxy
- % . 1-VxyVy^ _ ExVyx Ey - Ey _
(5.24)
This can be used with the constant values in figure 5.10 to give the variation of the 
material constants as functions of the strain state (figures 5.11 and 5.12). An important 
point to consider is the limits of applicability of equation (5.21). The upper point, 
where the matrix completely loses contact with the particle has already been defined, 
and calculated as a function of volume fraction. Figures 5.8 and 5.9 give an indication 
as to the point at which initial debonding occurs. Figure 5.8 demonstrates that the stress 
in the y direction is bilinear. As soon as the y stress behaves as if the material contained 
holes, then it is postulated that the material as a whole switches from fully bonded to 
intermediate behaviour. The strain at which this happens correlates with the strain at 
which the x stress (figure 5.9) deviates from the fully bonded state, and physically 
speaking is the point at which a void first appears at the pole of the paiticle. This point 
can be identified by equating the equations for the y stress in material containing fully 
debonded and intact paiticles.
For holes:
E h^h  ^  Eh  £y
l-Vh^ l-Vh^ (5.25)
For intact paiticles
EjVi Sx ^  E j  £y
l-Vi^ 1-Vi2 (5.26)
From the unit cell analyses, it is known that the material properties for the two 
morphologies are as indicated in table 5.5.
Table 5.5; The calculated isotropic material properties for material containing a 12% volume fraction 
of holes and for a 12% volume fraction of intact particles.
Holes Fully bonded particles
E(M Pa) 2117 3265
v 0.3795 0.406
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Figure 5.11: The variation of the orthogonal elastic moduli as a function of ey for constant ex 
where x denotes the direction of the compressive strain required to keep the paiticles partially in contact 
with the matrix.
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The changeover between fully bonded and intermediate material behaviour may be 
calculated by equating equations 5.25 and 5.26, and substituting in the values in table 
5.5. It occurs when:
-0.4516 8x (5.27)
Both the upper and lower limits for inteimediate behaviour can be seen in figures 5.10 
and 5.11, which show Ex, Ey, Vy% and v%y for varying ratios of horizontal to vertical 
strain. The graphs were calculated by constructing the matrix equation (5.23), and 
comparing it to (5.24). Ey and Vyx were given the appropriate values for holes or fully 
bonded particles as laid out in table 5.5, depending on which side of the fully bonded / 
intermediate limit was the strain state. The modulus in the x direction decreases 
gradually to its final value at the intermediate / hole changeover and Vxy rises steadily. 
The physical interpretation is that the appearance of a void at the particle pole causes the 
sudden change in all the material constants except Ex. This modulus is not so 
immediately sensitive to events occurring at the pole. As the amount of debonding 
increases, however, Ex and Vxy tend to their limiting values for holes, which for a 
volume fraction of 12% is finally reached when ey/cx = -7.35 (figure 5.7), although
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figures 5.11 and 5.12 would suggest that for all practical purposes, no doubt due to 
veiy limited contact at the particle equator, a ratio of -5 is adequate.
Figure 5.5 has been referred to throughout section 5.4.2. It plots y strain against x 
strain for a 12% volume fraction of filler, and indicates in which domain the system 
behaves as holes and in which it behaves as fully bonded particles. The D matrix in 
each of these regions remains constant and isotropic. In the intermediate regions, the D 
matrix for the system is a function of the strain field and is ortho tropic. In other words, 
both the X and y elastic moduli will differ depending on how much of the particle is in 
contact with the epoxy. The fully debonded / intermediate boundary was found from 
figure 5.7. The fully bonded / inteimediate boundary was found from equation (5.27).
Figure 5.12: The variation o f the orthogonal Poisson's ratios as a function o f ey for constant ex 
where x denotes the direction o f the compressive strain required to keep the particles partially in contact 
with the matrix.
Fully 
debonded M----------
Intermediate Fullybonded
I
♦ ♦ -If—
♦
yx
_______ Vxy
Actual point for v^y calculated for a 1.51% 
strain in the x direcuon
Actual point for v calculated for a 1 % strain 
in the x direction
0.45
4#-
J -
“ OTT 
0.35 
0.3 
0.25 
0.2 
0.15 
0.1 
0.05 
 0-
-8 -4 -2
Ratio of strains Ey/Ex for Ey > 0
130
5. Effective Elastic Material Properties
5.5 CONCLUSION
This section has investigated the elastic properties of the E32 constituents and the 
general effect of particle cracking and debonding. The unit cell chosen to model the 
material was based on a regular distribution of spherical particles and is square. 
Boundary conditions for the square cell were developed to strain it in such a way that a 
cell taken at any point in the material would always behave in the same manner. Plane 
stress analyses of the unit cell were performed to deduce the material properties of the 
epoxy, and the effect of damaged particles. The actual distribution is similar to a 
Poisson distribution, and the particles are not a constant size. The next chapter will 
consider the consequences of the non-regular distribution.
The preliminary elastic analyses established that the choice of the filler particle material 
properties is not critical. This is likely to be because the volume fraction is low, and the 
modulus is an order of magnitude greater than that of the base epoxy and can be 
considered relatively rigid. The modulus and Poisson’s ratio of the base epoxy was 
found by iterating a unit cell solution to the known macro properties of the adhesive. 
The matrix was calculated to have a modulus of 2892 MPa, and a Poisson’s ratio of 
0.425. The filler particles hence stiffen the epoxy by 13%, and cause a drop of 5% in 
the Poisson’s ratio.
Four independent analyses of the unit cell containing aligned cracked particles were 
performed in order to deduce the D matrix for the damaged material. Particle cracked 
elastic material behaviour is anisotropic. The behaviour in the plane of the crack is 
different from that normal to it. In the latter case, the modulus is reduced by 10%, in 
the former, by only 0.1%.
The majority of particulate damage in E32 is found in the form of debonding. Str'angely 
enough, the behaviour of a cell containing a debonded particle is more complex than a 
cell containing a cracked particle. This is because as well as the discontinuous change in 
material properties between tension and compression, there is an intermediate state of 
partial contact before the particle becomes fully detached from the matrix, and the 
system behaves as if it contained holes. In this intermediate region, the modulus and 
Poisson's ratio are a function of strain state. Having a finite element solution to the unit 
cell therefore no longer permits the simple calculation of the effective material 
properties. To circumvent this problem, the D matrix was expressed as a polynomial 
function of the x and y strains. Fortunately, the stress in the direction of the major 
principal strain remains a linear function of that strain, and it is only the stress in the 
minor principal strain direction that must be expressed as a quadratic. As the strain state 
changes, the constant terms of the quadratic equation may be used to define the moduli 
and Poisson's ratios within the intermediate region. Outside this region, the material
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behaves in an isotropic way, albeit with different properties as material containing 
holes, or intact particles.
The orthogonal strain ratio necessary for partial debonding is at a minimum close to the 
actual volume fraction for E32 (figure 5.7). From figure 5.5, it can be seen that this 
ensures that the maximum amount of material experiences total debonding. E32, then, 
as a successful industrial adhesive, seems to have been formulated for maximum 
particle debonding.
The elastic modulus and Poisson's ratio have been defined as a function of the strain 
state. Figure 5.5 shows the intact, fully debonded and partially debonded regions in 
strain space.
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6. USE OF THE UNIT CELL IN CHARACTERISING A PARTICULATE FILLED 
MATERIAL
6.1 INTRODUCTION
Chapter five introduced the idea of a unit cell. A uniform distribution was considered, 
from which a square unit cell was chosen that could be used to model macro material 
behaviour. The actual particle distribution in E32 is random in three dimensions. This 
chapter provides the scientific base from which a more accurate unit cell may be 
developed.
• Spatial statistics are used to model a random three dimensional dispersion of finite 
diameter particles. This is achieved by considering the concept of a Voronoi cell, 
that is, that space around a particle that is closer to that particle than any other.
® A neaiest neighbour analysis of E32 is carried out in which it is shown that a simple 
distribution of points is not sufficiently complex to model the actual dispersion of 
finite diameter particles. The expected size of a Voronoi cell which is also half the 
expected interparticle distance is derived using a Gibbs hard core process. The 
Gibbs process is based on a Poisson process, modified to account for the finite 
paiticle volume.
• A review is given of some previous workers’ use of a unit cell finite element 
analysis.
• The nature of the boundary conditions on the unit cell is considered. These 
conditions model the effect of the surrounding material on the cell by constraining it 
to deform into an ellipse, or ellipsoid. A test is applied that verifies the self- 
consistency of the boundaiy conditions by calculating the elastic and bulk moduli 
associated with a uniaxial tensile test.
• The finite element model of a unit cell is used to predict the elastic modulus and 
Poisson's ratio for three real systems over a range of volume fraction of inclusions. 
The predictions aie compared with the experimental data in order to verify the 
approach.
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6.2 SPATIAL STATISTICS
The filler in E32 has a three dimensional dispersion. Spatial statistics is a branch of 
mathematics, and models data that occur in n-dimensional space. It will be used to 
deduce the correct size of a unit cell. Although this chapter is concerned with the 
specific example of particles dispersed within an adhesive, spatial statistics are used in 
very diverse applications. Typical applications are found in epidemeology, 
archaeology, geology, the biology of population and astronomy.
6.2.1 SCALE OF OBSERVATION
Statistical data always exists within some bounded n-dimensional space, usually given 
the symbol, A. The scale of the set as a whole in relation to the individual events 
deteiTnines what statistical model may be used and what may be deduced from the data. 
For example, an observer might obtain very different views about the health of the oak 
tree population by considering an oak lined avenue, a forest or an entire continent. The 
scale of observation means that in the first instance the trees seem to occur in a regular 
pattern, in the second, more or less evenly (although randomly) spread, or lastly, 
lumped together in clusters. As far as E32 is concerned, the scale of observation also 
imposes some constraints.
• The scale is too laige to say very much about events occumng much below paiticle 
level (i.e. about 1 |Lim). In particular, failure on a molecular level cannot be 
considered.
• To be statistically meaningful, the areas over which the analyses are considered 
must be relatively laige compared to particle diameter. In certain volumes in the 
adhesive there will be more or less than the expected number of paiticles, and the 
localised effect will be different from the overall effect.
6.2.2 COMPLETE SPATIAL RANDOMNESS AND THE DIRICHLET 
TESSELLATION.
The previous example about oak trees considered the effect changing the scale of 
observation has on the type of distribution (patterned, randomly distributed or 
clustered). Certain types of spatial distribution are more common than others, and very 
often an actual distribution of events may be considered to be sufficiently close to a 
well-known idealised distribution. Such a distribution is the concept behind complete 
spatial randomness (CSR). Diggle, 1983 and Ripley, 1981 give good introductions to 
GSR.
The concept of CSR requires that it is equally probable an event may occur at all points 
in a sample [Diggle, 1983, p. 4]. A CSR process has a probability density function of a
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straight line. It is not always possible to tell by eye whether or not a distribution is 
completely random. Often it will look as if clusters of events are apparent, but in the 
absence of any mechanism that might cause an aggregation of events (such as 
inefficient mixing of adhesive) this may be an optical illusion.
There are two properties of CSR in particular that have important consequences for the 
proceeding analyses. Firstly, a distribution must be stationary. In other words, the 
properties of the distribution must remain constant as the sample is translated through 
n-dimensional space. Secondly, the distribution must be isotropic - the properties must 
be independent of orientation. Damage introduces an element of anisotropy in the form 
of aligned cracking and debonding. Within the damaged region, however, the pattern of 
events is still isotropic and stationary, in that the likelihood of a damaged particle 
appearing at a point is the same as an intact particle occurring at any point in an 
undamaged region.
Figure 6.1: Voronoi cells around a random dispersion of points (after Ripley, 1981, p. 39).
Another concept of spatial statistics is the Dirichlet tessellation, or Voronoi cell. A 
Voronoi cell is that region of space closer to a point than to any other point in the 
dispersion. The Dirichlet tessellation is simply a collection of Voronoi cells. Figure 6.1 
shows an example of such a tessellation. The concept of the Voronoi cell is important in 
that it introduces the ideas of typical cell size and nearest neighbour. If a typical 
Voronoi cell can be deduced for the E32 filler dispersion, an analysis of only one cell 
becomes equivalent to analysing the material as a whole.
6.2.3 NEAREST NEIGHBOUR ANALYSIS OF THE E32 FILLER
DISTRIBUTION
It is instructive to consider whether or not the filler dispersion in E32 does in fact 
comply with the concept of CSR. Particles in photomicrographs 6.2 were chosen at
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random. The distance between the centre of this particle and the centre of the next 
nearest particle, x, was measured and the process repeated to give the results in table 
6.1. The distance in millimetres is not the actual interparticle distance, merely the 
measurement from the photomicrograph.
Table 6.1: The distance of the next nearest particle from a randomly selected particle in figure 6.2.
Event number Distance x to next 
nearest particle 
[mmj
1 3.5
2 6.5
3 5
4 4.5
5 7
6 5.5
7 2.5
8 4
9 4
Event number Distance x to next 
nearest particle 
[mm]
10 4
11 7
12 3
13 4
14 3.5
15 3
16 1
17 5
Figure 6.2: A photomicrograph of the filler dispersion in E32 used to construct table 6.1.
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A table can now be built up which shows the empirical distribution function of the
A Anearest neighbour distances, Pi(x), say. Pi(x) may be written mathematically:
# ( X i  < x)Pi(x) = N ( 6 . 1)
where # means "the number of" and x, are the event data where 1 < i < N.
Because events under CSR have an equal probability of being at any particular point 
within a region, A, the probability that a particular arbitrary event is placed within a 
distance x of another event is, ignoring edge effects, Ttx^  / lAi, There is a probability 
1 - tcx2 / lAI of that not being the case, and since there are N events, the probability of 
arbitrarily placing one event a distance greater than x away from all the remaining 
events is:
I - lAl J
Therefore for one particular event, the approximate probability distribution function of 
there being at least one other event within a distance x, P(x) is:
P(x) = 1 _ A  _ jcx2an-ilAl -1 (6.3)
Figure 6.3: Empirical and approximate theoretical (assuming CSR) distributions o f nearest
A
neighbour distance for filler particles in figure 6.2, P i(x) and P(x).
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lAl is the area of the region A, which for figure 6.2 is simply its breadth multiplied by 
its height minus the area of the circular void, in which no particles can be made out. 
The actual number of particles, N, counted in the photomicrograph is 268. Figure 6.3
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shows P(x) and Pi(x) plotted against interparticle distance, x. The two loci aie only in 
near agreement for relatively large values of x. This is because the finite diameter of the 
filler particles precludes the possibility of there being a nearest neighbour much below 
1 mm. An analysis is needed that accounts for the filler particles' diameters. The 
statistical analysis will begin, however, without assuming any sort of statistical pattern, 
following the approach outlined by Davy and Guild (1988).
6.2.4 THE EXPECTED HALF INTERPARTICLE DISTANCE, X
The following statistical analysis is taken largely from Davy and Guild
(1988). The intensity, A,, of a stationary pattern of N events occurring within an n- 
dimensional region of space A of value (i.e. area or volume) iAln, is defined:
^
Starting at a random point, and moving in a direction eo (with respect to some overall 
co-ordinate system), a distance X(co) is traversed before the boundary of the 
neighbouring Voronoi cell is encountered. The expected value of X(co) is written 
“E[X((d)]” or “E[X ]” and is the "distance through which we can move away from a 
typical point in an isotropic random direction while still remaining closer to that point 
than any other" (Davy and Guild, 1988). It is related to the intensity by realising:
E(b„X ") = (6.5)
where bn is k for n = 2 ,4n/3 for n=3.
In other words, the expected volume or area containing only one point is equal to the 
total sample area or volume, divided by the total number of particles. The constant bn 
may be taken out of the expectation to give:
E(X") = —  (6.6)
The probability density function for X will be considered, first for a pattern of points, 
then for finite diameter spheres. For CSR, the probability of there being a point within 
a distance x of another point is given by equation 6.3, which may be modified for n 
dimensions as follows:
P(X<x) = (6-7)
and consequently, the probability that half interparticle distance exceeds this value is:
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P(X>x) bnX"A N-lIAln j (6 .8 )
The first two term s in the binom ial expansion o f (6.8) are:
(N - 1 ) À bn x"P(X>x) 1 N (6.9)
Assuming that x is small in relation to lAI, the x^" and higher terms can be ignored. 
This is only true if N is large, making the expected interparticle distance small, and by 
implication, x smaller. Large N, however means (N-l)/N approximates to unity, and 
remembering the binomial expansion of exp(-ilbnx") :
P(X>x) exp ( - ^  bn x") (6 . 10)
In order to see how closely the approximation (6.10) agrees with (6.8), P(X>x) was 
calculated using both equations for a two dimensional random distribution of points 
with an intensity of 0.0848 |im'2, which is the intensity of the particle centres in E32. 
Different numbers of points, N, were substituted into equation (6.10) until there was 
agreement between the two methods. By the time there are 10 points, the two solutions 
are very close. There is at most a 0.45% difference between the two, whereas for 2 
points, the difference is much greater (see figure 6.4). Even with only 5 points, the 
maximum difference is 3.72%. Since the intensity chosen is the same as the intensity of 
particle distribution, we may be confident that the number of particles needed to make 
the unit cell valid is not much more than ten. The area of adhesive needed would be 
about 120 |uim^.
Figure 6.4: P(X >x) in two dim ensions with an intensity o f 0.0848 calculated using (6.8) for 
2, 3, 4, 5 and 10 points, and using (6.10).
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E32 is filled not with infinitesimally small points, but with finite diameter particles, 
which for the sake of simplicity we will assume to be spherical with radius, r. 
Previously it was possible for events to be so close as to be virtually simultaneous, but 
now it must be assumed that there is a region of radius 2r around each particle centre 
that does not contain any other centres (see figure 6.5). With a distribution of points, 
the probability distribution was constructed by reasoning that for E(X) to exceed x, 
there must be no further events lying within a radius x from any given point. This time 
the reasoning is more complicated:
Figure 6.5: The shaded region must contain no filler particle centres if the distance to the Voronoi 
boundary is to exceed x. r is the filler sphere radius (after Davy and Guild, 1988).
A finite diameter prohibits 
any further particle centres 
in this region
No furthei particle centres 
in this remon for X>x in 
the direcuon œ
Particle
In a certain direction, to, a point is chosen at a distance x from the centre of a particular 
particle. If it is stipulated that the point is closer to the given particle than any other 
particle (i.e. X>x), there must be no further particle centres lying within a radius of x 
from the point. In other words, the shaded region in figure 6.5 must contain no further 
events. Davy and Guild, 1988 define the n-dimensional volume of the shaded region to 
be bn r" v(x/r), where:
"2(y^-2)arccos(l/y) + ( y 2 _ l ) Q  5 
K
And: v(y) =
y3 + 3_y
for n = 2 
fo r n = 3
( 6 . 11)
(6 . 12)
A Gibbs process is one that has been derived from another, usually simpler process. 
Our simpler process will be the point process characterised by equation (6.10), and we 
will modify it to account for the hard cores of filler around the points. Therefore, 
instead of a volume bn x" , the volume bn r" v(x/r) is substituted in (6.10), so that:
P(X>x) exp [ - bn r" v(x/r)] (6.13)
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A,' is a modified point (not filler centre) intensity . As yet, it is not known how V is to 
be modified. If X is the actual intensity of the finite diameter process, then the volume 
fraction, p, of filler may be written:
p = À, bn (6.14)
So that:
P(X>x) = exp - ^ v (x /r) (6.15)
The probability that X>x is related to the probability that X=x via:
P(X>x) = jP(X=x) .dx (6.16)
X
The expected value for X" may be written:
E(X^ = x*^ ) = jx" P(X=x) .dx (6.17)
This is also the n^  ^ moment of P(X=x). We may write, using (6.6), and changing the 
lower limit to x=r, since x does not exist below r:
1 j  X" P(X=x) .dx (6.18)A,bn
Integrating by parts and remembering (6.16) gives:
^  oo1 [x" P (X >x)] - n P(X>x) .dx
A,bn x=r r
= r" -n  jx " - (  P(X>x) .dx (6.19)
r
X' may be found by combining (6.12), (6.13), (6.14) and (6.19) to give:
1 - P = n. 
p r"
f
x"-i exp ^ - ^ v ( x / r )  dx (6.20)
Equation (6.20) can be solved numerically for X' to give table 6.2 which assumes a 
particle radius of 1.415 fim. Results are for two dimensions.
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Table 6.2: The hai'd core intensity, X, and modified point intensity, V,  for varying area fraction of 
filler in a two dimensional cell and filler radius of 1.415 |im. Also given are the expected half 
interparticle distances calculated assuming a Gibbs hard core process, a CSR process, and on an area for 
area basis (i.e. r^/E^(X) = p).
Ai*ea fraction X X' E(X)
Gibbs hard 
core process
CSR point 
process
Area for aiea 
basis
0
0.05 0.007949 0.0086961 5.7729 5.5155 6.3281
0.1 0.015898 0.01902968 4.1546 3.8280 4.4746
0.12 0.019077 0.02367184 3.8135 3.4619 4.0848
0.2 0.031796 0.04584928 3.0023 2.5694 3.1640
0.3 0.047693 0.08441736 2.4795 1.9714 2.5834
0.4 0.063591 0.14209461 2.1524 1.5930 2.2373
0.5 0.079489 0.23333213 1.9091 1.3224 2.0011
Figure 6.6; The distribution of half interparticle distance in two dimensions, assuming; a) Complete 
spatial Randomness (CSR), i.e. a point process and b) A hard core process. The curves were calculated 
for a volume fraction of 12% and a filler particle radius o f 1.415 |_im.
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Figures 6.6 and 6.7 show the effect that taking the finite particle diameters into 
consideration has on the probability density function for half interparticle distance. The 
first thing to note is that the hard core process is less broad - it has a lower standard 
deviation. This is good, because it means the unit cell size derived is representative of a 
larger number of Voronoi cells. In fact, Davy and Guild show that the higher the
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volume fraction, then the more narrow the distribution. Another way of saying this is 
that the distribution becomes more uniform the more packed the system.
Secondly, the hard core process increases the mean cell size from that calculated from a 
point process. If the expected cell size had been calculated on an aiea for aiea basis, that 
is by assuming p = rVR", the cell size becomes bigger still as table 6.2 indicates. 
Figure 6.8 plots these results from which it can be seen that the hard core expected 
interparticle distance tends towards that for a distribution of points at lower volume 
fractions, and towaids that for an aiea for aiea calculation at higher volume fractions.
Figure 6.7; The distribution of half interparticle distance in three dimensions, assuming: a) A point 
process and b) A hard core process. The curves were calculated for a volume fraction of 12% and a filler 
particle radius o f 1.415 pm.
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Figure 6.8; Cell radius as a function o f volume fraction of filler for a two dimensional circular cell. 
The results are found for a point process, a hardcore process, and on a more intuitive cell area fraction 
for system area haction basis.
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6.2.5 H IST O R IC A L  IN C ID EN C ES O F T H E  USE O F A U N IT C E L L
A lthough Davy and Guild were the first to give a statistical justification for a unit cell 
size, they were not the first to employ the idea. Broutman and Panizza, 1971, used a 
cylindrical unit cell with a spherical inclusion to model rubber modified glassy 
polymers. They used the cell to investigate the stress aiound an inclusion and to deduce 
the macroscopic material properties. They managed quite good agreement with 
experiment, but the experimental data were limited to small volume fractions of rubber, 
and its influence on the system consequently was small. Later Agai wal and Broutman, 
1974, extended the work to look at the effect of packing order. They also changed the 
system to glass spheres in an alumina matrix. The work considers an isolated sphere 
and localised hexagonal and cubic packing. As expected, the choice of packing order 
becomes more critical the higher the volume fraction. They conclude that interpaiticle 
spacing is more critical than volume fraction, which with the benefit of the hard core 
analysis we can say is not strictly true since there is a fixed relationship between the 
two. They also performed a three dimensional analysis of a spherical particle in a cube 
and compai'ed it with the axisymmetiic sphere within a cylinder and found that identical 
volume fractions give very close results.
Two other sets of workers seem to have developed the idea of a unit cell independently. 
Fukahori and Seki used an axisynmietric cylindrical cell with a spherical inclusion to 
model lai'ge strains in elastomeric materials containing stiff filler paiticles. They did not 
present a justification of the unit cell, and in effect were analysing one particle in 
isolation. Huang and Kinloch 1990a, as well as presenting a review of the other work, 
used a cell containing two quaiter pai ticles in order that the formulation of sheai' bands
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between rubber particles could be modelled. This betrays the fact that what they were 
modelling on a conceptual level was a regular array of particles. They did not determine 
the Voronoi cell geometry. The Gibbs hard core model, fortunately is available to us.
6.3 THE FINITE ELEMENT MODEL OF THE UNIT CELL
6.3.1 BOUNDARY CONDITIONS
The statistical analysis has provided a typically sized cell of material. It is postulated 
that the output from the cell to any input is the same as if that same input had been 
applied to the material as a whole. For a finite element analysis, it is most convenient to 
apply a load in the form of a strain field and to monitor the stresses generated. The 
method of applying the necessary displacements to the cell is discussed in this section.
Figure 6.9: The loading regime adopted by Davy 
and Guild (1988).
Figure 6.10: The three dimensional spherical 
unit cell.
y
X
Davy and Guild, 1988, overcome the problem by using axisymmetric elements to 
model a cylinder. They load their cylinder by applying a known strain in the axial 
direction to the nodes at the ends of the cylinder. The nodes on the side faces are 
constrained to remain vertically aligned (figure 6.9). These boundary conditions 
simulate the effect on the cell of the surrounding filler particles. The elastic modulus 
was calculated by dividing the resulting average axial stress by the applied axial strain. 
This operation is only acceptable because the hoop and radial stresses average to zero.
There are two drawbacks to the cylindrical unit cell. Firstly, the natural shape for a unit 
cell is a circle (or sphere in three dimensions) because the distance from the centre to the
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boundary (the half interparticle distance, X) is constant. A square or cylinder has a 
varying interparticle distance around its boundary, and an average must be taken that 
adds further to the approximations made during the analysis. Secondly, a square cell 
does not behave in an isotropic manner. This makes it difficult to interpret the 
directional properties of the cell. The preferred unit cell is therefore circular, and a 
method must be found to load it correctly.
Imagine depositing a circular unit cell (figure 6.10) in a constant strain field such that 
the horizontal axis lined up with the principal x component of strain, and the vertical 
axis with the principal y component of strain. At any point, i, on the boundary (x,y), 
the X and y displacements, u and v are simply:
Ui = xGx (6.21)
Vi = y£y (6.22)
Complications arise when subjecting the unit cell to a unidirectional stress field, as is
the case in a tensile test from which a great deal of the experimental data are obtained. 
Simply applying a strain in the y direction (say), and allowing the boundary to deform 
as it will in the x direction results in a non-uniform strain in the x direction, whereas in 
a uniaxial tensile test, the transverse strain remains constant. To overcome this 
problem, each x displacement must be linked so that it remains proportional to the 
horizontal chord passing through it. In this way the horizontal strain remains constant:
RcosG constant (6.23)
In ABAQUS this is achieved using multi-point constraints (MPC) which implement 
these equations. Essentially, the MFC's model the effect that the surrounding material 
has on the unit cell boundary.
6.3.1.1 A Test for the Self-Consistency of the Boundary 
Conditions
Guild and Kinloch, 1994, used a spherical unit cell to model the effect mbber spheres 
have on the toughness of epoxy. Interestingly, they did not use an equation like (6.23) 
to link the horizontal displacements of the nodes, but assumed a value for Ex, and 
iterated until the calculated bulk modulus equalled that found from an analysis of the 
cell subjected to hydrostatic loading. Discussions with the authors indicated that this 
was the only way to avoid inconsistency. Therefore, in order to verify the current 
boundary condition scheme, a spherical cell with MFC elements around its boundary 
was strained and the resulting bulk modulus compared to that calculated for hydrostatic 
loading.
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Figure 6.11: A typical finite element mesh used in the two and three dimensional unit cell analyses. 
This particular mesh represents a 12% volume fraction of a regular array of particles.
\ \ \
A unit cell with a r^/R^ ratio of 0.12 and a mesh of axisymmetric elements, similar to 
that of figure 6.11 was loaded with a pressure of 1000 MPa around its curved 
boundary. An elastic analysis showed the resulting radial displacement, dr, to be 
0.39735 |xm. The volumetric strain is given by:
Gvol — dVVo
R3 - (R - dr)3 
R3 (6.24)
0.22248
And the bulk modulus: 
K _P_ =
Gvol
1000
0.22248 (6.25)
4495 MPa
The same cell, given a y strain of 0.01 and MPC's to constrain the displacement in the 
radial direction so that the x strain is constant, generated an x strain of 0.000390. The 
sum of the reaction forces in the y direction generate a stress of 3092.5 MPa. In the x 
direction, the sum of the reaction forces generates a stress of less than 0.0001 MPa, 
which is consistent with there being present a uniaxial stress field. The modulus and 
Poisson's ratio are then simply:
147
6. Use of the Unit Cell in Characterising a Particulate Filled Material
■ W  » = S f
2990 MPa = 0.3900
So that the bulk modulus is:
K =     = 4530 MPa (6.28)3 ( 1 - 2 v )
The difference between this value and the value calculated for the hydrostatic case is 
0.78%. The two values are considered sufficiently close to justify the boundary 
conditions for uniaxial loading.
6.3.2 CONSIDERATION OF THE DIFFERENT TYPES OF UNIT 
CELL
So far, two types of unit cell have been used. A square cell with fully consistent 
boundary conditions was developed in chapter 5, and used to investigate the properties 
of material containing damaged particles. Chapter 6 has shown how a Gibbs hard core 
analysis may be used to deduce the expected interparticle distance, and hence the 
diameter of a spherical unit cell. Boundary conditions have also been developed for the 
spherical cell.
The philosophy behind each cell is different. The square cell assumes a regular 
distribution of particles, identifies a repeating pattern, and applies load to one cell to 
mimic the action of the neighbouring identical cells. The spherical cell is of a size 
representative of the sphere of matrix likely to be found around a typical particle. It is 
assumed that imposing the global strain conditions on the unit cell is tantamount to 
loading the material as a whole.
In their original paper of 1988, Davy and Guild used a cylindrical unit cell, because it 
was easier to apply meaningful boundary conditions. A cylindrical cell however, does 
not have a constant interparticle distance, and a further analysis was necessary to 
correct the expected cell size. This had the unfortunate consequence of clouding the 
concept of the Voronoi cell, and it adds confusion in that the cylindrical axisymmetric 
finite element model is similar in appearance to the square cell. The intent of the 
cylindrical cell, however, was the same as the spherical cell, and the cylindrical cell is 
distinct philosophically from the squaie cell.
The “square” cell used in chapter 5 is most appropriate for uniform particle 
distributions. For a random distribution of particles, such as exists in E32, a Voronoi 
cell approach is considered more appropriate. The errors introduced from assuming a 
uniform distribution may be gauged from table 6.3. A three dimensional spherical unit
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cell and a two dimensional circulai' unit cell under plane stress were used to calculate the 
matrix material properties of E32, given its composite modulus and Poison's ratio were 
respectively 2990 MPa and 0.39. The size of the cells was calculated in two ways - by 
making the volume fraction of filler in the cell equal to the experimentally observed 
volume fraction of E32 (assuming a uniform distribution), and by equating the radius 
of the cell to the expected half interparticle distance (assuming a Gibbs hard core 
process). The probability density function for interparticle distance is asymmetrically 
distributed, and hence a larger cell radius is deduced when assuming a uniformly 
distributed particle dispersion. Additionally, the asymmetry is more apparent in two 
dimensions leading to an exaggerated attenuation of radius for the circulai' cells.
Assuming a hard core process, the differences for matrix modulus and Poisson's ratio 
between a two dimensional and a three dimensional unit cell are 0.4% and 1.0% 
respectively. Assuming a uniform distribution, the respective differences are both 
3.4%. Thus an assumption of a hard core process would seem more self-consistent 
than an assumption of uniform particle distribution. A cell size based on an expected 
interparticle distance might therefore be preferred. In any event, however, the largest 
differences between modulus and Poisson's ratio for all the cells are only 6.1% and 
3.9%. The different cells give much the same answers. The most likely explanation is 
the relatively low volume fraction of filler in E32.
Table 6.3: The matrix material properties necessary to give the experimentally observed composite 
modulus and Poisson's ratio o f 2990 MPa and 0.390 for different unit cell analyses. The cell size was 
calculated on a volume fraction for volume fraction basis and on an expected half interparticle distance 
analysis for both two and three dimensions. In each case the particle radius was 1.415 pm.
Calculated
Composite
Value
Cell is given a volume 
fraction of 12%
Cell is given a diameter equal 
to the expected interparticle 
distance for a volume fraction 
of 12%
Circular Spherical Ch'cular Spherical
E [MPa] 2990 2823 2729 2661 2672
V 0.390 0.392 0.406 0.404 0.408
Cell radius 
[pm]
4.085 2.869 3.814 2.729
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6 . 3 . 2 . 1  Expected Matrix properties for E32
A circular and a spherical unit cell were used to calculate the material properties of the 
matrix in E32, assuming a 12% volume fraction of spherical chalk particles having a 
radius of 1.415 pm. The chalk was given an elastic modulus of 10 000 MPa, and a 
Poisson's ratio of 0.2, and different material properties for the matrix were assumed 
until the modulus and Poisson's ratio simulated by the unit cell matched the material 
properties measured previously (section 4.4.3). Table 6.4 shows the results.
Table 6.4; A table showing the material properties assumed for the matrix, compared with the values 
obtained for the overall material from a unit cell analysis.
Assumed 
Mati-ix Value
Calculated
Composite
Value
Aimed for 
Experimental 
Value
Spherical cell E [MPa] 2672 2990 2990
v 0.4084 0.390 0.39
Spherical cell E [MPa] 3033 3360 3360
V 0.4085 0.390 0.39
Circulai' cell E [MPa] 2661 2990 2990
V 0.404 0.3899 0.39
There ai*e two sets of experimental values iterated towaids in table 6.4. The modulus of 
2990 MPa is a secant modulus representative of the tensile test over a lai'ge part of the 
stress strain curve. The higher modulus of 3360 MPa is a tangent to the initial part of 
the stress strain curve. Which gives a better estimation of the matrix material properties 
is dependent on the ultimate use of the result. If it is desired to perform an elastic 
analysis using the matrix properties, then the secant set is most appropriate, since it is a 
good compromise over the elastic part of the response. On the other hand, for non­
linear behaviour, the tangent set should be used, as is the case later on when the 
cumulative effect of paiticle debonding on the system response is considered.
6.3.3 VERIFICATION OF THE UNIT CELL ANALYSIS
Three different data sets were chosen for modelling using a unit cell. Davy and Guild 
(1988) had shown that a cylindrical cell with a spherical inclusion was adequate, but the 
following analyses consider a circular, two dimensional unit cell.
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i) Smith (1976) presented experimental results for the variation of stiffness and 
Poisson's ratio of epoxy as a function of volume fraction of glass spheres. This 
data set was modelled by Davy and Guild.
ii) Yee and Pearson ( 1986) supply some stiffness versus volume fraction data for 
rubber spheres in epoxy matrix. These results were modelled by Guild and 
Young (1989) using the same cylindrical unit cell. The trend is for decreasing 
stiffness with increasing volume fraction of rubber which is in contrast to the 
first data set, and, obviously, models the behaviour of a traditionally toughened 
epoxy resin.
hi) Hasselmann and Fulrath (1965) obtained similar stiffness versus volume
fraction data for mica particles in glass. Their work was modelled by Agarwal et 
al (1971), again with the cylindrical unit cell. Although the filler and matrix 
moduli here aie both an order of magnitude greater than the corresponding 
matrix and filler in E32, the mica is in the form of irregular, angular particles 
that beai' a marked resemblance to the chalk in E32. This gives a feel as to how 
well the theoiy for spherical particles can be adapted to these random shapes.
Table 6.5: Material properties used in the finite element analyses.
Data set Matrix Material Filler Material
Modulus
[MPa]
Poison's ratio Modulus
[MPa]
Poison's ratio
i) 3010 0.394 76000 0.23
ii) 3210 0.35 0.4 0.499
iii) 81360 0.197 416500 0.257
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Figure 6.12: Elastic modulus as a function of volume fraction for data set i), i.e. glass spheres in 
epoxy. The two dimensional unit cell and axisymmetric unit cell numerical data are fitted with third and 
second order polynomials respectively.
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Figure 6.13: Poisson's ratio as a function o f  volume fraction for data set i), i.e. glass 
spheres in epoxy. The two dimensional unit cell and axisymmetric unit cell numerical data are 
fitted with fifth and fourth order polynomials respectively.
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Figure 6.14: Elastic modulus as a function o f volume fraction for data set ii), i.e. rubber 
spheres in epoxy. The two dimensional unit cell and axisymmetric unit cell numerical data are 
both fitted with third order polynomials.
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Figure 6.15: Elastic modulus as a function o f volume fraction for data set iii), i.e. mica 
particles in glass. The two dimensional unit cell and axisymmetric unit cell numerical data are 
both fitted with third order polynomials.
0.18
0.08
2D unit cell
0.06 Axisymmetric unit cell 
Experimental results0.04 .
0.02 -
0.10 0.30.2 0.4 0-5
Volume fraction of mica
Perhaps the most illustrative data set is the first, since the elastic properties of its 
components are closest to those in the system presently under study, namely chalk 
particles in epoxy. It must be said Davy and Guild achieve a better prediction of 
Smith's experimental results with their three dimensional model, although this is not 
altogether sui-prising. The glass/epoxy system, after all is itself three dimensional. At 
low volume fractions, both models predict the actual system behaviour with reasonable 
accuracy. As the volume fraction increases, the three dimensional model tends to over
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predict the stiffness, whereas the two dimensional model under predicts it. For volume 
fractions around 50%, the three dimensional model once again makes a good prediction 
for the actual material properties. The two dimensional model at this point, however is 
in error by about 30%. To understand why the predictions follow such a trend, the 
effect the nature of the dispersion has on a unit cell must be considered.
The unit cell is chosen to have a mean interparticle distance identical to the expected 
inteipaiticle distance encountered in the real system. The probability density function is 
only symmetrical for points (as opposed to particles) distributed in three dimensions. 
For particles having a finite radius, or in two dimensions, the resulting Poisson 
distribution function of inteiparticle distance, is asymmetrically distributed around this 
mean value, which has the effect of decreasing the contribution from regions of large 
interparticle distance (or large unit cells). This leads to an overestimation of the effect 
the particles have on the system behaviour. For high volume fractions, the dispersion 
approaches a uniform distribution, the variability decreases and the three dimensional 
predicted properties once again approach the actual properties. The over-prediction is 
worst at intermediate volume fractions since the change in stiffness is small anyway at 
low volume fractions. Although this explains the three dimensional predictions, the two 
dimensional predictions consistently underestimate the actual modulus.
A correction factor could be employed, based on the dispersion factor calculated by 
Guild and Young, 1988. The dispersion factor arises because of two effects: the 
asymmetry of the probability density function for the interparticle distance and a second 
differential error term that relates the loading individual cells experience to the loading 
of the whole material. In the axisymmetric analysis, the dispersion factor makes very 
little difference, but in a study of fibre composites, employing what is essentially a two 
dimensional model. Guild, Hogg and Davy (1990) found the dispersion factor to make 
a bigger difference over a longer range than is the case in three dimensions.
6.4 CONCLUSION
Spatial statistics is a branch of mathematics that is used in many and varied disciplines. 
In the context of E32, it has been used to characterise the morphology on a particle 
level. As such it cannot be used to say anything about the material behaviour on a scale 
below that of a few microns. Moreover, the analysis is only valid for a statistically 
meaningful number of particles. Beaiing this in mind, however, the analysis of a single 
cell of material can be used to predict the macro behaviour of material containing many 
such unit cells, or more properly, containing many variously shaped cells, the average 
size and shape of which is the unit cell.
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The finite size of the particles does not permit a straightforward statistical analysis of 
the filler distribution, because around each particle there is a volume that cannot be 
occupied by any other particle. Therefore the distribution of particles is dependent on 
the relative locations of all the other particles in the process. Only very low volume 
fractions of filler would permit an analysis assuming complete spatial randomness. On 
the other hand, a simple estimate of unit cell size, based on a volume for volume basis 
is only valid for régulai' spatial distributions, or large volume fractions of filler.
Davy and Guild, 1988 were the first to use the Gibbs hard core process to calculate the 
correct size of unit cell. Before that, work had only been possible on particles in 
isolation, or on régulai* particle arrays. They used a cylindrical unit cell to circumvent 
the problems associated with straining it correctly. A more precise shape of cell is a 
sphere, and the boundary conditions necessary for a correct uniaxial stress loading have 
been developed. The boundary conditions were tested by using the modulus and 
Poisson's ratio found from using the conditions in a uniaxial analysis of a unit cell of 
epoxy material containing a hard particle to calculate the bulk modulus. The bulk 
modulus found from a hydrostatic analysis of the same unit cell was found to be very 
close.
Finite element models of circular or spherical unit cells may now be used to predict 
macro material behaviour. It is intended to model not only elastic properties, but also 
the macro behaviour of material containing localised plasticity around the particles, as 
well as the effects of including particle damage. The technique was verified for circular 
unit cells by predicting the modulus and Poisson's ratio for three different matrix 
materials containing three different types of filler particle. Especially for low volume 
fractions, the agreement between the experimentally deteimined values and those values 
found using an axisymmetric cylindrical or two dimensional circulai' unit cell was very 
good.
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7 UNIT CELL ANALYSES WITH A PLASTIC MATRIX
7.1 INTRODUCTION
In rubber toughened epoxies, the ability of the matrix to yield is vital to the toughening 
process. There might be a similar requirement for epoxy toughened with haid particles. 
Additionally, the experimental evidence is that some degree of matrix plasticity does 
occur. The representative epoxy matrix supplied by Permabond (see section 4.4.4) 
certainly demonstrated a significant amount of post-yield response in a tensile test. This 
chapter investigates the response of a unit cell with a matrix able to yield.
• Elastic, perfectly plastic material behaviour is assumed for the matrix
• A discussion of the vaiious yield criteria available is given to justify the choice of a 
modified Von Mises criterion.
• The experimental four point bend data for E32 (see section 4.4.3.1) aie compared 
with the plastic responses from unit cell analyses containing a hole and an intact 
particle.
• An estimation of the probability of particle debonding as a function of maximum 
principal strain follows from the comparison.
7.2 PLASTIC MATRIX BEHAVIOUR
An inspection of the tensile stress strain curve of E32 (figure 4.53) shows that the 
initial modulus of E32 is 3360 MPa. In the plastic analyses of the E32 joints, an initial 
secant modulus of 2990 MPa was assumed so that first paid of the stress/strain curve is 
more representative over a greater range of applied strain. This approach assumes that 
the softening in the response of E32 is due only to increasing plasticity in the matrix. 
An elastic solution of the unit cell to give a modulus of 2990 MPa indicates the matrix 
should have an elastic modulus of 2661 MPa and a Poisson's ratio of 0.404 (see 
section 6.3.2.1). On the other hand, it might be assumed that the softening is due to 
progressive filler particle failure, with the elastic properties of the matrix remaining 
constant up to the point of yield, in which case, the initial material properties should be 
modelled. The matrix elastic properties required to give a composite modulus of 
3360 M Pa and Poisson's ratio of 0.39 are respectively, 3033 MPa and 0.4085 (see 
section 6.3.2.1).
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The initial part of the experimental uniaxial stress-strain curve may now be considered 
modelled. The end of the curve tends towards a plateau of about 50.3 MPa. The four 
point bend data show a similar plateau. At this point it can be assumed that the majority, 
if not all of the particles have failed. As a conservative assumption, the particles can be 
modelled as holes. This assumes that the particles debond, rather than crack, and the 
anisotropy caused by the com pressive stress at the particle equator does not 
significantly affect the results. In this way, a unit cell containing a hole with an elastic, 
perfectly plastic matrix (e.g. figure 7.1) can be made to plateau at the same point as the 
experimental data with a judicious choice of yield stress (figure 7.2). In fact, the matrix 
yield stress chosen for figure 7.2 is 56.8 MPa. A Von Mises yield criterion was used, 
modified to take account of the hydrostatic stresses in the matrix.
7.2.1 MODIFIED VON MISES YIELD CRITERION
A yield surface in three dimensional stress space encloses the region in which the 
material remains elastic. It is important not only as a criterion for yield, but also as a 
necessary element in associated plastic flow. The stress state can only exist within the 
yield surface or on it. If, in a particular increment in a non-linear solution, the trial 
stress state is outside the yield surface, the normal vector between the trial stress point 
and the yield surface is used to estimate the amount of plasticity needed to relax the 
stress state back to the yield surface. The increment is performed again with the 
corrected amount of plasticity until the trial stress state is coincident with a point on the 
yield surface.
The most commonly used yield surface is prescribed by the Von Mises criterion, which 
was developed around the turn of the century for use with ductile metals. It is a 
function of the deviatoric stresses, that is the differences between the three orthogonal 
principal stresses. Consequently it is symmetrically arranged around the origin of three 
dim ensional principal stress space. In fact the surface is cylindrical, and its 
mathematical form is:
2ay2 = (Oi 1 - (722)  ^+ ((?22 - (?33)^ + (CFi i - 0 3 3 )^. (7.1)
Because of this symmetry, the Von Mises criterion is not suitable for materials that have 
differing yield stresses in tension and compression, as is the case for E32 and 
polymeric materials in general. A more appropriate yield criterion would include a 
function of the hydrostatic stress components as well as the deviatoric ones. Such 
criteria do exist, one of which, the Drucker-Prager criterion (ABAQUS theoiy manual, 
version 5,4, 1994) was developed for soils, and another, proposed by Raghava and 
Caddell (1973) has been used to model the yield behaviour of adhesives by Crocombe 
and Adams (1982), Harris and Adams (1984), Adams and Harris (1984), Bigwood 
(1990) and Zhao (1991). The Drucker-Prager criterion was discounted because it
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contains a discontinuity. In three dimensional stress space, its shape is conical, and no 
normal vector can be constructed at its apex, so creating a region ahead of the apex in 
which it is very difficult to reach a converged solution.
The Raghava criterion is a modified form of the Von Mises criterion and was 
implemented by Richardson (1994) in a user-defined code for the finite element 
package ABAQUS. The code was used to model the plastic behaviour of the E32 
matrix in the unit cell analyses. For a material with a compressive yield stress to tensile 
yield stress ratio of S, the surface is defined:
p(s) = ( S - % + V ( [ ( S ^ l ) I , F + . 2 SJ,} (7 ,2 )
Where Ii = ( a n  + 0 2 2  + G33) /  3
and J2 = 1 /6  ( (a n  -0 2 2 )^ + (o'n - 0 3^3)^ + (0 2 2 -^ 3^3)^) + ^ 12  ^+ + <^ 23^
Although an improvement on the Von Mises criterion, the modified criterion also 
contains lim itations. The use of associated flow, described earlier, has two 
consequences. Firstly any deviation from linear elasticity is irreversible. This is not a 
bad assumption for E32, where it is postulated that a large amount of the softening 
behaviour is a result of particle debonding. Secondly, any plastic flow that does occur, 
does not do so at constant volume. This leads to the anomaly that a block of material 
subjected to pure shear and obeying the modified Von Mises criterion with S>1 
experiences equal positive strain in all three directions, leading to a net increase in 
volume. Nevertheless, the modified Von Mises criterion has been shown to model 
plastic flow perfectly adequately, and has been used in this work for both the unit cell 
analyses and macro joint analyses.
7.2.2 CALCULATION OF THE TOTAL STRESS STRAIN 
BEHAVIOUR OF THE MATRIX IN E32.
It is possible now to deduce the matrix stress / strain behaviour from successive 
iterative axisymmetric non-linear unit cell analysis. Two finite element models are used 
- a spherical cell containing a hole, modelling the debonded case, and a spherical cell 
containing an intact particle. The scheme for deducing the elastic, perfectly plastic 
idealisation of the E32 matiix material behaviour is given below:
1. The elastic part of the response is determined as before from an elastic analysis of a 
spherical unit cell containing an intact par ticle.
2. A value for S and for the yield stress of the matrix is chosen.
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3. A spherical unit cell containing a hole is given a uniaxial tensile load, and the yield 
stress of the system determined.
4. The chosen yield stress is modified and step 3 is repeated until the yield stress of 
the system matches the yield stress in E32.
5. Using the material properties from step 4, the unit cell containing the intact particle 
is given a uniaxial compressive strain, and the compressive yield stress of the 
system is determined. The resulting value for S is compared to the actual value for 
E32, and the process is repeated from step 2 with a suitably modified value for S.
6. The analyses are complete when the values for the tensile and compressive yield 
stresses equal those experienced in the four point bend tests of E32. The elastic, 
perfectly plastic stress / strain curve that gives these properties is shown in figure
7.1.
Figure 7.1: The elastic, perfectly plastic stress strain curve for the E32 matrix
56.80 MPa —
E = 3033 MPa 
v = 0.408500
Strain
 h 70.43 MPa
An elastic analysis (step 1) gives, as before, a matrix modulus and Poison's ratio of 
respectively, 3033 MPa, and 0.4085. Choosing a tensile yield stress of 56.8 MPa and 
a ratio of compressive to tensile yield stress, S, of 1.24 results in the tensile uniaxial 
stress strain curve shown in figure 7,2. Near the origin of the curve, the tensile test data 
is close to the response of the unit cell containing an intact particle. Near the yield point, 
however, the tensile data is closer to the response of the unit cell containing a hole. The 
damage contributes significantly to the value for S. E32 has an S value of 1.4, whereas 
the matrix epoxy has been calculated to have a value of 1.24, a 13% difference.
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Figure 7.2: The experimental uniaxial stress strain data and the two bounds - uniaxial loading o f a 
unit cell containing a hole and an intact particle. The matrix stress strain curve is shown in figure 7.1.
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7.2.3 ESTIMATION OF THE PROBABILITY OF PARTICLE 
DEBONDING
An estimation may be made of the number of particles that have debonded at any strain. 
If the stress for the intact particles is ai(e), and for the holes is ah(e), then assuming the 
two may be combined in a simple rule of mixtures, the actual experimentally derived 
stress, aa(e) should be:
where I
lOi
^a- Gh 
O j -  O h
Hoh
And H
(7.3)
<^ i- Ga 
O j -  O h
Since I + H = 1, H(e) shown in figure 7.3 is also the cumulative probability of particle 
debonding, the derivative of which is the probability density function of particle 
debonding (figure 7.4). The distribution appears faintly bimodal, perhaps reflecting the 
presence of the two types of filler particle - magnesium silicate and calcium carbonate. 
Since the larger maximum appears first, and there is more calcium carbonate, it might 
be conjectured that the calcium carbonate particles fail first at about 1% principal strain 
followed by the magnesium silicate particles at about 2% strain. Of course what the 
probability density function demonstrates is that the particles do not all fail at once, but 
at 2.18% principal strain, most seem to have, and at 0.96%, half of them seem to have.
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Figure 7.3; The cumulative probability of particle debonding in a uniaxial tensile test 
1
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Figure 7.4: The probability o f particle debonding in a uniaxial test.
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7.3 CONCLUSION
This short chapter is nonetheless important because it has introduced the concept of 
plasticity, and its application to the unit cell. The previous elastic analyses have used a 
lower elastic modulus on the assumption that the softening of the stress / strain curve is 
due to increasing matrix plasticity, and a good compromise may be reached by drawing 
a best fit straight line through the data. It is certain, however, that particle debonding is
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responsible for some of the softening behaviour of E32, and therefore it is desirable to 
separate out the two phenomena. The implementation of matrix plasticity allows this to 
be done. By comparing the yield stress of the unit cell containing the intact particle to 
that of the cell containing the hole, it may be seen that the debonding is responsible for 
approximately 12% of the softening experienced by E32 in a tensile test.
The analysis makes two assumptions. Firstly, that in compression the particles do not 
damage, and in particular-, do not debond around an equator normal to the direction of 
loading. Secondly, that the debonding, when it does happen, is complete, and the 
material behaves as if it contains holes. Section 5.4.2 showed that it is only for certain 
strain states that complete debonding is possible. In the intermediate region, however, 
the behaviour in the major principal strain direction does not seem overly affected by 
the partial debonding.
The two plastic finite element unit cell analyses - holes and intact particles - give the 
bounds of the stress / strain behaviour for E32. A simple linear combination of the two 
gives the experimental stress / strain curve, and knowing the relative contributions each 
analysis makes, the percentage of particles that have debonded at any strain may be 
estimated. This work has;
• Defined a suitable elastic, perfectly plastic stress / strain response for the E32 
epoxy matrix, and the ratio of the ultimate tensile to the ultimate compressive stress 
for the E32 matrix.
• Established the relative contributions of matrix plasticity and particle failure to 
softening in E32.
• Estimated the probability of a particulai' particle debonding at any major principal 
strain.
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8 FAILURE CRITERIA
8.1 INTRODUCTION
This chapter brings together the microstmctural observations, the unit cell analyses and 
the literature results for the industrially representative joints introduced in chapter 4. 
Finite element analyses of the joints provide local strain fields. A unit cell is loaded to 
these strains, and various criteria are proposed to predict failure in the joint. The joint 
analyses may be thought of as macro analyses, and the unit cell analyses as micro.
Elastic and plastic analyses using a modified Von Mises criterion are used to provide 
the local strains. A circular, plane strain loaded unit cell is chosen, since the macro 
analyses are conducted in plane strain also, and chapter 6 has shown the near 
equivalence of spherical cells and circular cells for small volume fractions. The cell is 
considered to contain a notionally debonded particle. The debonding is modelled using 
holes rather than contact elements, since it was felt the additional complexity does not 
justify the extra accuracy.
Elastic macro analyses of the joints are used:
* To find the microstructural principal strains one unit cell's radius from the stress 
concentrator, where failure is expected to originate
« To find the microstmctural principal strain from a macro analysis incorporating 
elastic damaged material properties.
Plastic macro analyses of the joints are used to assess:
* A sti'ain at a distance failure criterion.
• A criterion based on the limiting plastic state in a unit cell. This criterion indicates 
gross tensile plastic straining in the matrix.
• A criterion based on the likelihood of plastic interaction between unit cells. This 
criterion indicates shear* banding between particles.
8.2 FINITE ELEMENT ANALYSIS OF THE JOINTS
Richardson (1995) constructed finite element models of the three joints for which he 
measured the failure loads reported in Section 4.4.2.1. The models are used here to 
investigate failure. The joints are illustrated in figure 8.1:
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• Single lap shear with 90° adherends and radiused spew fillets.
• Angled single lap shear, with 45° adherend ends and radiused spew fillets.
• Single lap, loaded in a three point bend configuration.
Figure 8.1: Joint configurations analysed by Richardson (1993ab, 1994 and 1995).
Steel adherend 
^E321.
45°
R 1.5HI
101.6
132.5
Glue line thickness: 0.25 
Adherend thickness: 3.175 
Joint width: 12.7
All dimensions in mm
The finite element models of the joints are shown in figures 8.2 to 8.4. The models 
were given boundary conditions corresponding to the failure loads tabulated in table
4.2. It is reasoned that at these loads, the stress or strain fields in the adhesive would 
have been critical because the adhesive was at the point of failure. The adherends were 
given an elastic modulus of 210 GPa and a Poisson's ratio of 0.3. For an elastic 
analysis, the adhesive was given an elastic modulus of 2990 MPa and a Poisson's ratio 
of 0.39, and for a plastic analysis, its stress / strain curve was defined as figure 8.5. 
Table 8.1 gives the actual data used.
The finite element models used plane strain eight noded elements. The smallest element 
at the adherend corner was square with a 3 |xm side.
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Figure 8.2: The finite element model o f the geometry for a three point bend or single lap shear joint 
having square ended adherends.
A pprop ria te  sy m m etry  conditions
I------
1_
-  A dditional b o u n d a ry  cond itio n s  fo r lap  s h e a r  m odel
- A dditional b o u n d a ry  cond itio n s  for th re e  point b e n d  m ode l
Figure 8,3; Detail o f the adherend corner mesh of figure 8.2
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Figure 8.4: The finite element model of the geometry for the angle ended single lap shear joint.
\ / \ /
A ppropriate  sy m m etry  conditions
Figure 8.5: The stress /  strain response assigned to E32 in the plastic finite element analyses. The 
points originate from the four point bend experiments performed by Richardson (I993ab, 1994 and 
1995).
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Table 8.1: The stress / strain data given to E32 in the plastic finite element analyses.
Strain Stress
[MPa]
-0.0368 -70.45
-0.0328 -70.45
-0.0288 -68.91
-0.0248 -65.39
-0.0208 -59.28
-0.0168 -50.22
0.0000 0.00
Strain Stress
[MPa]
0.0120 35.87
0.0160 42.34
0.0200 46.71
0.0240 49.22
0.0280 50.32
0.0320 50.32
8.3 ELASTIC ANALYSES OF THE JOINTS
8 .3 .1  U N D A M A G E D  E L A S T I C  J O I N T  B E H A V IO U R
Each jo int geometry has a point of singularity at the adherend corner. In an elastic 
analysis the stress approaches an infinite value as the distance from the corner 
decreases. This may be seen in figure 8.6, which is a fringe plot of the maximum 
principal stress in the region near the corner of the square ended lap shear joint. As the 
corner is approached, so the fringes get closer. The peak value of this stress is only 
limited by the element size.
Because of the stress concentration effect of the corner, it was assumed that failure 
begins there. This is commensurate with the experimental observations, which defined 
the failure locus as occurring at 45°, but always passing adjacent to the embedded 
corner. Figure 8.7 shows the maximum and minimum principal strains from the elastic 
analyses of the three joint types at a distance from the corner equal to the expected half 
interparticle distance (figure 8.8). The expected half inteiparticle distance is the radius 
of the unit cell. It is most likely that a particle will be found at this point, and hence, 
most likely that failure begins at this point, since the in-situ SEM observations of joints 
indicate that failure initiates at a particle.
In the past, maximum principal stress at a distance has been proposed as a failure 
criterion (see 2.4.1.2), but a major criticism has been the lack of a meaningful scientific 
justification for the chosen distance. The unit cell defines a distance to be used in such a 
criterion. Additionally, the maximum principal strains found a unit cell's radius away 
from the interface in a macro analysis may be applied to a unit cell of the adhesive. This 
gives an estimate of the stress field in the adhesive matrix at failure.
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Figure 8.6: The maximum principal stress in the corner region ot the square ended lap shear joint. 
The units o f the stress contours are MPa.
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The question arises: should the half interparticle distance be that calculated for a two 
dimensional, or a three dimensional dispersion? In each case, the volume (or area) 
fraction of particles remains the same. The intensity, X, of the distribution is defined in 
equation (6.14) :
X  bn r" (8 . 1)
and therefore changes, depending whether n is 2 or 3. The expected half interparticle 
distance, E(X), is a function of X (section 2.4), and is consequently larger in two 
dimensions than in three. Although the plane strain analysis is three dimensional, it is 
effectively a slice taken longitudinally through the joint. On the surface of such a slice, 
the expected half interparticle distance would be that found from a two dimensional 
analysis, and therefore, it seems appropriate to choose E(X) based on two rather than 
three dimensions.
It might be argued that failure would be dependent on a worst case scenario, and 
therefore the strains on the bi-material interface should be used. The low degree of 
scatter in the experiments, however, point away from a worst case, and the resin rich 
nature of adhesive adjacent to the boundary makes it less likely to find particles there.
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In any case, the small size of a unit cell ensures that it is only of the order of one 
element away from the interface.
Figure 8.7: The maximum and minimum principal strains at a distance of one unit cell's distance 
away from the adherend corner for square ended lap shear and angle ended lap shear joints, and for square 
ended three point bend joints. The co-ordinate “x” is defined in figure 8.8.
 Square ended lap jo in t
 A ngle ended lap jo in t
- -  Three point bend
0.08-
"\^0.06 ^
M ajor principal strain
0 .02^
X [mm]
-0 .0 1 5 0 .0 0 5 0 .0 0 5
0 .02 t M inor principal 
strain
- 0 .0 4 -
For the square ended lap shear joint and three point bend joint, the maximum major and 
minor strains occur more or less at the same point. For the angle ended lap joint, the 
largest major strain and largest magnitude of minor strain occur at different locations, 
so each location was considered. Table 8.2 summarises the positioi^and magnitude of 
the greatest major and minor principal strains.
All the strain states in table 8.2 are in the intermediate region of figure 5.5. In other 
words, any debonding is most likely partial. Figure 7.3 shows that all the major 
principal strains are well in excess of that needed to cause the particle / matrix interface 
to fail. Although figure 7.3 was produced from a uniaxial strain model, because the 
local strains are so high, and because major principal strain seems a physically 
acceptable criterion for debonding, it can be reasonably expected that most of the 
particles subjected to the strain states in table 8.2 would have partially debonded. 
Further, figure 5.8 suggests that for paiticles in the intermediate region, the stress, and 
hence for elastic material, the strain states in the opening direction are unaffected by the 
partially debonded condition. It was therefore decided to carry out finite element 
analyses of a unit cell containing a hole and subjected to the strains in table 8.2 in order 
that the local stress state at the point of failure could be investigated. It was decided to 
conduct the analyses under plane strain conditions in order to better model the situation 
in the joint.
169
8. Failure Criteria
Figure 8.8: The definition of the co-ordinate “x" in figure 8.7 for the square ended and angle ended 
joint configurations.
Square ended lap shear and three point bend configurations
7.627 |im
Angle ended lap shear configuration
Unit cell, assuming a particle radius of 1.415 |a.m
Table 8.2: The position of the largest major principal strain, minor principal strain or both for each 
of the three joint configurations.
Joint Type Position, X 
[mm]
Major principal 
strain
Minor principal 
strain
Square ended single lap -0.003175 0.067027 -0.037203
Angle ended single lap -0.006050 0.046402 -0.029357
0.006000 0.041867 -0.035654
Three point bend -0.002875 0.051210 -0.027732
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Figure 8.9; The major principal stress in a unit cell loaded with the square ended single lap joint 
conditions in table 8.2. The units of the stress contours are Pascals^ 10-II
n:
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Figure 8.10: The major principal stress in a unit cell loaded with the first angle ended single lap 
joint conditions in table 8.2. The units of the stress contours are PascalsxlD
&
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F igure 8.11; The major principal stress in a unit cell loaded with the second angle ended single lap 
joint conditions in table 8.2. The units o f  the stress contours are PascalsAc I 0
•000275B
1&
.000256 
.000236 
.000217 
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000178 
.000159 
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Figure 8.12; The major principal stress in a unit cell loaded with the three point bend joint 
conditions in table 8.2. The units o f  the stress contours are PascalsX *0 ' ,
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Figure 8.13: The major and minor principal strains along the horizontal boundary of a unit cell 
subjected to the strain states at the positions given in table 8.2.
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0 r Distance along horizontal boundary, x. [f.im]
0.5
-0.05 t
- 0.1
 Square ended lap shear loading
— A— Angle ended lap shear loading, where x=-0.00605 
- —a - -  Angle ended lap shear loading, where x=0.006 
 Three point bend loading
Figures 8.9 to 8.12 are fringe plots of the unit cell showing the principal stress. The 
form of the plots are very similar, but the magnitude of the peak stresses show less 
similarity. As a failure criterion, then, peak principal stress does not appear very 
suitable. Another possible criterion is the maximum matrix principal strain, and figure 
8.13 shows the maximum and minimum principal strains for unit cell analyses of all 
four possible failure cases from the different joint configurations.
8 .3 .2  I N C O R P O R A T I O N  O F  D A M A G E  IN T O  T H E  J O I N T  
A N A L Y S E S
The actual loading in the joints is expected to be very different from that in table 8.2, 
because the evolution of damage alters the stress fields. Damage was therefore 
introduced into the elastic joint analyses by reducing the elastic modulus of all elements 
exceeding a certain criterion. This was carried out in an iterative manner, adjusting 
properties at each step until no changes occurred between successive iterations. The 
damaged properties used were those calculated in section 5, for a unit cell containing a 
hole, and summarised in table 5.5.
The experimental work suggests that damage in E32 is associated with particle 
debonding. The elastic analyses of debonded particles give material properties of 
material containing such a morphology. All that remains is to identify a criterion for 
debonding. Figure 7.3 demonstrates that the particles do not fail simultaneously. A 
relatively sophisticated analysis might include transition regions of increasing
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percentage of failed particles. Figure 7.3 could easily be used to find the major piincipal 
strains between which the condition applies, and a simple linear combination of the 
damaged and undamaged material properties might be considered appropriate for the 
material properties in a transition region. For the time being, however, damage will be 
considered binary. Either damage does not exist in a given element, or all the particles 
have debonded. The criterion used to switch on damage will be a major principal strain 
of 0.902%. At this point, 50% of the particles are expected to have failed (see figure 
7.3). A possible improvement would be to apply small increments of load and thus 
monitor the development of the damaged region in a more controlled manner.
Figure 8.14: The maximum and minimum principal strains at a distance of one unit cell away from 
the adherend comer for square ended lap shear and angle ended lap shear joints, and for square ended three 
point bend joints. All the joints contain a damaged region.
0.1 T
 Square ended lap joint
  Angle ended lap joint
Three point bend
X [mm]
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.01
- - - - -  - 0 .0 2  r
"-tr.ô4 
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Table 8.3: The position of the largest major principal strain, minor principal strain or both for each 
of the three joint configurations. All the joints contain a damaged region.
Joint Type Position, X  
[ m m ]
Major principal 
strain
Minor principal 
sti'ain
Square ended single lap -0.003115 0.083726 -0.042962
Angle ended single lap -0.006502 0.054723 -0.032860
0.006000 0.049649 -0.040459
Three point bend -0.005990 0.079018 -0.039655
-0.004732 0.075669 -0.041198
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Figure 8.14 compared with figure 8.7 shows that the principal strains an expected half 
interparticle distance away from the bi-material interface increase in magnitude. The 
shape of the graphs also changes, so that the positions of the maxima are different. The 
three point bend data have two points at which a strain magnitude reaches a maximum 
(figure 8.14), rather than just one. Table 8.3 summarises the position and magnitude of 
the greatest major and minor principal strains. Once again, plane strain finite element 
analyses of a hole in unit cell of matrix were performed, and figure 8.15 shows how 
the principal strains vary along the cell's horizontal boundary. Considering only the 
square ended geometry, a peak major principal strain of 16% would appear to give a 
critical value for the matrix material. The major principal strains taken from the macro 
analyses are also close for the square ended geometry at 8.4% and 7.9% for a lap shear 
and three point bend joint, respectively. Figure 8.16 shows the extent of the damaged 
zone in the square ended lap shear* joint.
Figure 8.15: The major and minor principal strains along the horizontal boundary o f a unit cell 
subjected to the strain states at the positions given in table 8.3.
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Figure 8.16: The extent of the damaged zone in the square ended lap shear joint.
8.3.3 SUMMARY OF THE ELASTIC ANALYSES
The radius of the unit cell provides a justification for the choice of a distance to be used 
in a strain at a distance failure criterion. The elastic analyses would suggest that the 
average value for adhesive failure of the macroscopic major principal strain is 5.2%, 
although using such a value on the evidence presented in table 8.4 would give up to 
29% error. Including a damaged region in the analysis increases the critical strain at 
failure, and the average critical major principal strain for the three joints becomes 7.3%. 
The maximum error in using such a value falls to around 24%.
Table 8.4: Summary of ihc peak major principal stresses found lor the macro material, and for the 
adhesive matrix for joint analyses containing damaged and undamaged material behaviour.
Macro material strain [%] Matrix material strain [%]
Undamaged Damaged Undamaged Damaged
Square ended single lap 6.7 8.4 13 16
Angle ended single lap 4.6 5.5 9 10
Three point bend 4.2 7.9 10 16
Average 5.2 7.3 10.6 14
Error (%) based on average 29 24 23 29
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If the strain fields from the macro analyses are applied to a unit cell, and the peak 
principal strain in the matrix is considered, the average value for the three joints is 
raised further. With no damaged region, an average strain of 10.6% is calculated, and 
with a damaged region, a strain of 14% seems likely. The errors in each case, based on 
table 8.4 would be up to 23% and 29% respectively. x
/The error may be considerably reduced if only the square ended geometry is- ' 
considered. In which case, the best type of failure criterion would appear to be a critical 
major principal strain of 16% in the matrix, calculated from the strain field in an elastic 
joint analysis containing a damaged region, 3.81 pm from the embedded corner. This 
result is consistent with the tensile testing of a representative matrix epoxy, which 
found that at 10% uniaxial strain, the material had not failed, although necking had 
begun (section 4.4.4.1).
Including a damaged zone is similar to performing a plastic analysis of a joint. The 
criterion, based as it is on the major principal strain is equivalent to Rankine's 
yield criterion. The damaged region, however, behaves elastically, and yield as such 
does not take place. The next section will consider yield in the macro model, and in the 
matrix in the unit cell analysis.
8.4 PLASTIC ANALYSES OF THE JOINTS
In a plastic analysis, the stress is prevented from exceeding a maximum value by plastic 
flow in the adhesive. The strain approaches infinity at the embedded substrate comer, 
rather than the stress as in an elastic analysis. Figure 8.17 is a fringe plot of the 
maximum principal strain, and the shape of the highly strained region is veiy apparent.
The fringe plot in figure 8.16 was produced from an analysis employing a modified 
Von Mises yield criterion. Using a conventional Von Mises criterion, the shape of the 
plastic zone is very different and considerably lar ger. The differences exist because the 
modified Von Mises criterion is sensitive to the component of hydrostatic stress. The 
use of an unmodified Von Mises criterion can lead to anomalies such as the material 
immediately adjacent to the singularity remaining elastic. This happens, because 
although the stress components all tend to infinity, the deviatoric stresses are finite, and 
not large enough to induce yield under the normal Von Mises assumptions. The 
hydrostatic stress component on the other hand would cause a modified Von Mises 
criterion to predict yield. Another hydrostatically sensitive yield criterion, the Drucker- 
Prager criterion, was implemented by Richardson (1995), and the yielded region was
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shown to have a very similar shape to the one predicted with the modified Von Mises 
criterion.
Figure 8.17: The major principal strain in the square ended lap shear joint. The analysis used a 
modified Von Mises vield criterion.
Figure 8.18: The major principal strain in the angle ended lap shear joint. The analysis used a 
modified Von Mises yield criterion.
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Figure 8.19: The major principal strain in the three point bend joint. The analysis used a modified 
Von Mises yield criterion.
The state of the adhesive within the yielded region of figure 8.16 is not clear. In the 
tensile tests, and even the four point bend tests of E32, the material did not exhibit a 
great deal of plastic flow, but based on the joint model a very large degree of localised 
plasticity would be predicted. The possibility that this is so should not be precluded, 
since the tensile tests of the representative matrix material demonstrated that the epoxy 
is capable of a significant amount of plastic flow, and the small volume and highly 
constrained nature of the material in a Joint could well encourage a higher degree of 
plasticity than would otherwise be the case. Alternatively, the adhesive could simply 
have broken down completely within the highly strained region. This would tend to 
shield the adhesive in the yielded region and prevent such localised deformation. Either 
way, within that region, the non-linear analysis may be of little use. Figure 8.20 shows 
the maximum principal strains near the corner along the failure locus seen in the 
experiments (see figure 8.21). The localised nature of the strains within one or two unit 
cell diameters from the comer are clear.
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Figure 8.20: The major and minor principal strains along the failure locus shown in figure 8.21. 
The distance along the locus is given in terms of the unit cell diameter, that is, in multiples of 
7.627 |im lengths.
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Figure 8.21: The definition of the locus along which failure is considered to occur.
The change in geometry from square ended to angle ended adherends seems to affect 
the strain state more than the change in loading conditions of the square ended joints. In 
the positive direction (i.e. into the fillet), the angle ended lap shear Joint has a much 
greater maximum principal strain. This is because the failure locus remains within the 
highly strained region seen in figure 8.18, which tends to run adjacent to the interface. 
Nevertheless, the task remains to identify some criterion in each joint configuration that
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could be taken to indicate failure. The strain states are not in themselves useful 
conditions because nowhere along the locus of failure do they coincide. A logical next 
step is to apply the strains to a unit cell, and from a knowledge of the failure 
mechanisms, predict a suitable failure criterion.
All the strain states involve, respectively, a positive and negative maximum and 
minimum principal strain, and in the analyses that follow, the positive strain is applied 
in the y direction, and the negative in the x. Even though the ratio between the 
maximum and minimum principal strains i s considerably less than those calculated 
from an elastic analysis of the joints, the strain state is still in the intermediate part of 
figure 6’5 , The strain states are very close to the holes / intermediate boundary, 
however, and for the sake of simplicity, the unit cell analyses will contain a hole rather 
than contact elements around a particle boundary.
Three possible criteria were investigated:
• Maximum principal strain. The experimental evidence is that failure propagates by 
the linking together of cracked or debonded filler par ticles. It is postulated that this 
might happen when some critical value of maximum principal strain is reached in 
the unit cell some location away from the adherend corner.
• Limit state boundary. It is reasoned that for macro failure, damage must have 
spread all the way through a Voronoi cell. Therefore, the strain conditions needed 
to cause all the elements along the horizontal boundary of the unit cell to yield were 
investigated. In this condition, the unit cell can support no extra stress in the 
direction of maximum principal str ain. "
• Interactive boundary. In rubber toughened systems, prolific shear banding is the 
dominating toughening mechanism. Hard particle toughening might depend on a 
similar mechanism. For shear banding to occur, there must exist plasticity of the 
outer boundary of the Voronoi cell.
8.4.1 MAXIMUM PRINCIPAL STRAIN AT A DISTANCE
Selected principal strains shown in figure 8.20 were applied to the finite element model 
of the unit cell shown in figure 8.22. The debonded particle was approximated by a 
hole, and the matrix was given material behaviour as in figure 7.1, following a 
modified Von Mises yield criterion.
Figure 8.23 shows the maximum principal strain along the horizontal cell boundary at 
various distances from the adherend corner of a lap shear joint. The strain is a
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maximum at the radius of the debonded particle, and decreases to a minimum at the 
outer boundaiy of the unit cell. If a critical principal strain is a valid criterion for failure 
propagation, damage would therefore initiate at the particle equator. To investigate the 
existence of a critical value of principal strain figure 8.24 was constructed. It plots 
equatorial maximum principal strain versus distance from the adherend corner (defined 
in figure 8.21 for each of the joint types.
Figure 8.22: The finite element model o f the unit cell used to investigate the effect on the local 
strain state on the macro material behaviour.
There are several distances from the adherend corner which are of interest. In the 
positive direction (i.e. into the fillet) between 40 and 60 unit cells away, the angle 
ended lap shear and three point bend joints give similar results; but this is a long way 
from the corner (over 300 jim), and apart from the experimental evidence that damage 
in joints is fairly limited, a large failure zone would invalidate the principal strain 
predictions from the joint analyses. Similarly, in the negative direction (i.e. under the 
overlap), the square ended lap sheai' and three point bend joints are close ar ound 20 unit 
cells’ distance from the corner. This is more promising as a failure criterion, since it is 
closer to the corner, but the angle ended lap shear joint data are somewhat lower.
The data fits in figure 8.24 are either second or third order polynomials, and to a large 
extent, the cross over at around 7 unit cells between the square ended lap shear fit and 
the three point bend fit is a misleading effect of extrapolating the polynomial out of the
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data bands. In any case, no data could be gathered for the angle ended lap shear below 
40 unit cell lengths. The reason for this was the difficulty in obtaining converged 
solutions for the smaller distances from the comer. Why the combinations of maximum 
and minimum principal strain generated by this specific joint geometry should prove 
problematic required further study. The next section, investigating the existence of 
plasticity along the horizontal boundary of the unit cell provides a possible explanation, 
as well as defining a possible failure criterion. In any case, figure 8.18 shows that in 
the positive direction the failure locus goes through the highly strained region. This 
shows up in figure 8.20 as higher principal strains for the angle ended lap shear joint 
near the adherend comer.
Figure 8.23: The maximum principal strain along the horizontal boundary of the unit cell, loaded 
with the strains found from an elastic-plastic analysis of the lap shear joint. Because of the hole, there 
is no strain for the first 1.415 pm.
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There is a distance at which the results in the negative direction for the angle ended lap 
joint come close to those in a positive direction from the other two configurations. At 
10 unit cells' distance, the maximum major principal strain in the unit cell of the angle 
ended lap shear joint strain state is 0.0751. The corresponding strains from the square 
ended lap shear and three point bend joints in the positive direction along the failure 
locus are, respectively, 0.0866 and 0.0788. The difference between the highest and 
lowest is 15%. If the polynomial fits to the curves are extrapolated back to seven unit 
cells away from the comer, the difference between the highest and lowest may be 
reduced to 12%.
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On the face of it, then, major principal strain at a distance (ten unit cells, say), appears 
to be a reasonable criterion. Unit cell analyses, however, show the principal strain in 
the matrix on a microstructural level to be quite different. The strain at a distance 
criterion predicts that the Joints fail in one order, but considering the microstructural 
strains in the matrix from the unit cell analysis predicts that the joints will fail in 
another order. The global minor principal strain is considered in the unit cell analysis, 
and it is this that affects the local microstructural strain. This must cast doubt on the 
suitability of the macro strain at a distance criterion, and the unit cell can be used to 
develop alternative failure criteria.
Figure 8.24: The largest major principal strain along the horizontal boundary of the unit cell for 
various distances along the failure locus defined in figure 8.21. One unit cell is 7.627 fim. Polynomial 
fits are also shown for selected data series.
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8.4.2 THE LIMIT STATE BOUNDARY CRITERION
Varying ratios of maximum to minimum principal strain were applied to the unit cell 
shown in figure 8.22. The matrix was given the material properties as defined in figure 
7.1, and was made to obey a modified Von Mises yield criterion. The plastic strain in 
the elements along the horizontal boundary was monitored, and the time step at which 
all those elements first experienced plasticity was taken to be the point at which material 
breakdown is expected on the macroscopic level. This is because once subjected to a 
higher level of stress, material right across the Voronoi cell deforms in an 
unconstrained manner. The material can be said to be in a limit state condition There are 
other conditions under which this might take place, but once the horizontal boundary 
condition is reached, failure is certain.
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Figures 8.25 to 8.27 show the relationship between the ratio of the principal strains and 
the maximum principal strain necessary to breach the limit state condition. There is a 
maximum principal strain and a certain strain ratio below which a fully yielded 
boundary will not occur. For maximum principal strains much below 1.5% there is 
simply not enough energy available to cause the required amount of plasticity. 
Compressive strains tend to prevent yield in a material obeying a modified Von Mises 
criterion, and when the compressive strain is relatively large, that is more than around 
half the tensile strain, yielding along the whole of the horizontal boundary appears to be 
impossible.
Figure 8.25: The strain conditions necessary for a limit state boundary in a unit cell finite element 
analysis. The strain states along the failure locus in an angle ended lap shear joint are superimposed 
(see figures 8.20 and 8.21).
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Superimposed on the figures are the strain states along the failure locus for the three 
non-linear finite element joint analyses in a positive and in a negative sense from the 
corner. It should be noted that the angle ended lap shear Joint response in the positive 
direction is a minimum as it passes through the fully plastic horizontal boundary 
condition. This happens around 35 unit cell lengths away from the adherend corner, 
and could explain the difficulty in obtaining solutions below this distance. In the 
negative direction, the response cuts the condition very close to the corner, around 1 
unit cell's distance. This is a reminder that the highly strained region is mostly situated 
on the side of the comer closer to the fillet radius.
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Figure 8.26: The strain conditions necessary for a limit state boundary in a unit cell finite element 
analysis. The strain states along the failure locus in a three point bend joint are superimposed (see 
figures 8.20 and 8.21 ).
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Figure 8.27: The strain conditions necessary for a limit state boundary in a unit cell finite element 
analysis. The strain states along the failure locus in a square ended lap joint are superimposed (see 
figures 8.20 and 8.21).
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Table 8.5: The distances away from the adherend corner within which the limit state boundary 
criterion is met for the three joint types, x is defined in figure 8.21.
Joint type Distance from corner in unit cell diameters
Positive X Negative x
Angle ended lap shear 35.0 1.01
Square ended lap shear 18,9 44.6
Three point bend 12.7 45.4
For the square ended adherend geometries, the situation is reversed. In a positive sense 
along the failure locus, the comer must be relatively close before the limit state criterion 
is breached. In a negative direction, the strains are still quite high, and the adhesive / 
lower adherend interface (350 jim or 45.9 unit cell diameters away) is almost reached 
before the strain state crosses over into the safe region. Table 8.5 summarises the 
results from figures 8.25 to 8.27.
There is no distance at which the criterion is met for all three joint types. On the other 
hand, it is very interesting that the square ended lap shear and three point bend 
responses are in a limit condition across most of the adhesive layer. This suggests a 
failure criterion which will be considered in section 8.4.4.
8 .4 .3  I N T E R A C T I V E  U N I T  C E L L  B O U N D A R Y
As in the last section, the unit cell shown in figure 8.22 was loaded with varying ratios 
of strain. The matrix had the properties defined in figure 7.1, and followed a modified 
Von Mises yield criterion. This time, however, the plastic strain in the elements around 
the outer boundary of the cell was monitored. A lot of elements experiencing plasticity 
on the outer cell boundary is not only an indication of widespread plasticity within the 
Voronoi cell, but also makes it more likely that shear bands form between adjacent frller 
particles. Whether or not a shear band does form at a particular particle depends on its 
position in the dispersion and how much of the Voronoi cell boundary is plastic. When 
only a portion of the boundary is plastic, then it must be coincident with the plastic 
section of the neighbouring Voronoi cell for a shear band to nucleate. When the 
boundary is fully plastic, then like the limit state boundary condition, the material will 
fail by plastic flow, since infinite strain becomes possible.
Figures 8.28 to 8.30 show the strain states at which all the boundary first experiences 
plasticity, when the boundary is ju st about to experience plasticity and three 
intermediate states where 25%, 50% and 75% of the boundary registers an equivalent
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plastic strain. Second order polynomial functions are used to fit the various conditions. 
If they are extrapolated into the first quadrant, then it means certain ratios of principal 
strains are incapable of giving a fully plastic outer boundary. This is consistent with the 
previous section which found that for low ey/Ex ratios, plasticity cannot be forced very 
far along the cell equator.
The results along the failure locus of the joints aie superimposed on the figures. Table 
8.6 presents the distances from the adherend corner at which the strain state in the three 
joint types passes through the vaiious outer boundary conditions. Although there is not 
one distance at which all the joint responses together breach a condition, there are other 
points which can be drawn from the table. The general trend is to fall from beyond the 
wholly plastic outer boundary condition near the adherend corner to within the no 
plasticity condition far from the corner. This is true for the angle ended lap shear joint 
both sides of the corner, whereas the other two joints only comply in a positive 
direction. In the negative direction, approaching the lower adherend, the square ended 
lap shear jo in t almost complies, and at the interface, reaches the quarter plastic 
boundary condition. The three point bend joint, however, along the failure locus 
between the two adherends (negative x) is always mid way between the half and thi'ee- 
quarter plastic boundary conditions. These exceptions together with the lack of a 
consistent strain-at-a-distance condition for all three joint types suggest that other paths 
and positions in the adhesive should be considered.
Figure 8.28: The strain conditions for boundary plasticity. The conditions shown are a quarter 
plastic (five elements on the boundary exhibit an equivalent plastic strain), half plastic, three-quarters 
plastic and fully plastic. Also superimposed are the strain states for an angle ended lap shear Joint along 
the failure locus in a positive and negative direction (see figure 8.21).
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Figure 8.29: The strain state conditions for boundary plasticity. Superimposed are the strain states 
for a three point bend joint along the failure locus in a positive and negative direction (see figure 8.21).
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Figure 8.30: The strain state conditions for boundary plasticity. Superimposed are the strain states 
for a square ended lap shear joint along the failure locus in a positive and negative direction (see figure 
8 .21).
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Table 8.6: The distances away from the adherend corner at which the plastic outer boundary 
conditions are breached for the three joint types in terms of unit cell diameter. Positive and negative 
distances are defined as x in figure 8.21. The text should be referred to for entries marked with an 
asterisk.
Joint type Onset of 
plasticity
1/4 plastic 
boundary
1/2 plastic 
boundary
3/4 plastic 
boundary
Fully plastic 
boundary
+ve -ve +ve -ve 4-ve -ve 4-ve -ve 4-ve -ve
Angle ended 
lap shear
36.0 44.3 33.0 44.1 23.4 35.7 12.1 8.6 7.6 1.4
Square ended 
lap shear
45.0 * 42.0 45.9 28.0 45.4 1.4 12.6 1.3 6.1
Three point 
bend
24.0 * 23.0 * 14.0 * 1.3 * 0.9 *
8.4.4 THE PLASTIC BOUNDARY CRITERIA
Figures 8.25 to 8.27 are strain maps showing the conditions required to give a limit 
state boundary. They may be used to give fringe plots of the adhesive layers, showing 
which areas lie inside or outside the criterion. Figures 8.31 to 8.34 are such plots. They 
were produced using a spreadsheet on an element-foi-element basis, because the 
commercial codes used to post-process the results did not cater for a user specified 
derived strain output. The criterion itself can be used to predict the extent of material 
breakdown via plastic flow in the same direction as the maximum principal strain.
Figure 8.31: A fringe plot showing the adhesive elements in a square ended single lap shear joint 
loaded to failure that have failed the limit state boundary criterion.
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F igure 8.32: A fringe plot show ing the adhesive elem ents in a square ended single lap shear joint 
loaded to 90% o f its failure load that have failed the limit state boundary criterion.
I-imit state material 
Stable material
F igure 8.33: A fringe plot show ing the adhesive elem ents in an angle ended single lap shear joint 
loaded to failure that have failed the limit state boundary criterion.
l imit state material 
Stable material
F igure 8 .34: A fringe plot show ing the adhesive elem ents in a three point hend joint loaded to 
failure that have failed the limit state boundary criterion.
l imit state material 
Stable material
It can be seen from figures 8.31 to 8.34 that o f  all the joint types, the angle ended lap 
shear displays the least amount o f  tensile plastic breakdown. The affected region does 
not span the adhesive layer. By contrast, at 90% of its failure load, the square ended lap
19
8. Failure C riteria
shear joint seems to have a fully developed damaged region in the spew fillet. The 
extent of damage within the overlap, however, develops further before the failure 
conditions are reached. At failure, the length of adhesive affected adjacent to the lower 
adherend is 0.494 mm. For the three point bend geometry, the corresponding distance 
affected along the lower adherend is 0.525 mm, a difference of less than 6%.
A similar exercise may be carried out for the interactive boundary criterion. Instead of a 
binary criterion, there are different degrees of outer boundary plasticity, and only the 
most severe (100% of the boundary) is guaranteed to result in unconstrained yielding 
for further increases in stress. Figures 8.35 to 8.39 show the corresponding fringe 
plots.
The square ended lap shear geometry shows a considerable amount of outer boundary 
plasticity up to 4 mm into the overlap length. This indicates that there is a strong 
possibility that particle interaction occurs, and shear banding takes place. The shear 
banding and limit state regions are not the same. Along the bottom interface within the 
overlap, as the corner is approached, so the type of damage changes from shear 
banding to in plane yielding. Another way to say this is that the probable initiation sites 
for matrix failure change from particle equators near the embedded substrate corner to 
Voronoi cell boundaries away from it.
In the angle ended lap shear joint, the region along the lower interface over which 
severe outer boundary plasticity occurs (say 75% and over) is less than for the square 
ended geometry, even at 90% of its failure load. A larger proportion of it occurs, 
however, closer to the adherend corner, and it could well be that the location of shear 
banding is more important than its extent. The length of adhesive along the lower 
interface affected by 75% outer boundary plasticity is 0.583 mm, which is larger than 
the length affected using the limit state boundary condition at failure of the other two 
joints. It is, however, further from the adherend corner.
Finiire 8.35: A fringe pk)i showing the extent of interactive bouiulai v yielding in adhesive elements 
in a square ended lap joint loaded to failure.
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Figure 8.36: A fringe plot showing the extent of interactive boundary yielding in adhesive elements 
in a square ended lap joint loaded to 90% of its failure load.
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Figure 8.37: A fringe plot showing the glue line elements in an angle ended lap joint loaded to 
failure that have failed one of the outer boundary plastic criteria.
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Figure 8.38: A fringe plot showing the glue line elements in a three point bend joint loaded to 
failure that have failed one of the outer boundary plastic criteria.
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8.5 CONCLUSION
This chapter has considered three representative joints, in order to see if there are any 
common conditions under which failure might be expected. Unit cell analyses were 
conducted using the results from elastic and elastic-plastic analyses of the joints. Four 
failure criteria were considered:
• Principal strain in an elastic unit cell analysis. The cell was loaded with the peak 
principal strains found the distance of half a Voronoi cell from the embedded comer 
from elastic joint analyses both with and without a damaged region containing 
elastic damaged material. The unit cell contained a hole rather than a particle in order 
to model debonding.
• Principal strain in an elastic-plastic unit cell analysis. The cell was loaded with the 
principal strains found from elastic-plastic joint analyses with the material obeying a 
modified Von-Mises yield criterion. Different distances were considered along the 
experimentally observed failure locus.
• Limit state boundary condition from an elastic-plastic unit cell analysis. The
conditions to cause the horizontal boundary in a unit cell to just turn wholly plastic 
were found. These show when plastic flow is likely.
• Interaction boundary condition from an elastic-plastic unit cell analysis. The
plasticity in the outer boundary of the unit cell was monitored to indicate when
shear banding becomes likely.
An elastic analysis of the joints provided the principal strains in the joints. Some 
researchers have suggested that a strain at a distance might be a suitable failure 
criterion, but at no location were the results for all three geometries the same. The idea 
however was extended. Since it was observed that damage starts at the filler particles, it 
might be expected that failure initiates at the par ticle closest to the stress concentrator. 
The most likely distance from the corner at which a particle would be found is the 
radius of the unit cell, the half interparticle distance. Therefore, the strains at this 
distance around the embedded corner were applied to a finite element model of a 
debonded particle. The maximum principal strain in the matrix was considered for each 
joint configuration. The agreement between the microstructural principal strains, 
however, was about the same as that between the macroscopic principal strains.
In a way, this result was encouraging, because the microstructural experiments had 
shown that E32 experiences particle damage and matrix plasticity; and a plastic finite 
element analysis of a tensile test had estimated the relative effect of each of the damage 
processes. No such material softening had been included in the initial elastic analysis.
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To remedy this, material that experienced a certain amount of strain was assigned 
damaged material properties. The critical strain was assumed to be that at which half the 
particles debond. The macroscopic strains from this analysis were again applied to unit 
cell analyses. The resulting maximum principal strain in the matrix was thus brought 
closer to a common value between the three joint geometries. In fact, for a square ended 
geometry, a peak microscopic maximum principal strain of 8.14% would predict failure 
to within 3%.
Certainly, then, the introduction of damage changes the microstructural strain state. The 
joint models were extended by performing elastic plastic finite element analyses, using 
a modified Von Mises yield criterion. This gave more realistic macroscopic strains in 
the adhesive. The strains along the experimentally observed failure locus were 
subsequently applied to an elastic plastic finite element model of the unit cell. Three 
potential failure criteria were examined involving in some way the micro-structural 
sti'ains in the adhesive matrix: equatorial maximum principal strain, limit state boundary 
and interactive boundary.
The maximum principal strain at a distance criterion seems to work best 10 unit cells 
away from the adherend corner. At this point, a maximum microscopic principal strain 
of 8.02% predicts failure to within 8%. Ten unit cells might seem too few to justify the 
statistically derived unit cell being used, but section 6.2.4 has indicated that a region of 
adhesive containing only 5 particles is required before the expected unit cell size 
approaches the Voronoi cell size used in the unit cell analyses.
For the square ended jo in t geometries, around twenty unit cells away from the 
embedded corner, a major principal strain at the particle equator of 8.6% is present at 
the failure loads, and it might be suggested that a strain at a distance criterion is suitable 
for consistent geometry. Using such a criterion seems a reasonable option, but there 
exists no mechanistic justification for the choice of the parameters. The other two 
criteria developed, in addition to modelling physically realistic processes, have more 
potential for implementation in numerical analyses.
An investigation of figures 8.28 and 8.29 reveals that the limit state condition remains 
breached along the failure locus under the overlap until very near the adhesive / 
adherend interface. Thus it would seem along the experimentally observed failure 
locus, there is a path between the lower adherend and the corner of the upper adherend 
that contains highly plasticised material, and what is more, it only just reaches the lower 
adherend at the failure load of the joint. Such material is at the limit of its load cairying 
capacity. The adhesive layer would only be able to sustain a finite volume of material in 
this state before joint failure. The idea of a failure path offers a mechanistic justification 
for failure.
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The last criterion considered may also be used to indicate which regions of the joint 
experience large amounts of plasticity. The limit state boundary condition indicates 
tensile failure along a plane normal to the maximum principal strain through matrix 
yielding, whereas the interaction boundary condition indicates the probable amount of 
shear banding happening between the particles. The failure mechanism in each, 
although proceeding by matrix flow originates from different sources.
At failure, both the square ended geometries meet the limit state boundary condition 
over a similar area and over a similar distance along the lower interface within the 
overlap length. The angle ended lap shear joint suffers comparatively little tensile 
yielding, but shows propensity for shear banding over a greater area closer to the 
adherend corner than the other two geometries. It would appear then, that the 
mechanism for failure in the angle ended lap joint may differ from that in the other two 
joints.
It would appear that shear banding can occur between hard particles in the same way 
that rubber particles encourage shear banding, although it is not necessarily the shear- 
banding that is the mechanism for macroscopic material failure. Failure propagates by 
the large scale yielding of the matrix over a large enough volume in the joint. The 
conditions for lar ge scale matrix yielding have been established, whether initiating at or 
between the debonded particles, and applying them to plastic finite element analyses of 
the joints has indicated how much of the adhesive layer suffers before failure.
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9 . CONCLUSIONS AND FURTHER WORK
This thesis has concerned itself with the experimental investigation and subsequent 
modelling of E32, a particle filled epoxy adhesive. The failure and damage processes 
have been identified, the material properties of damaged adhesive have been predicted, 
and failure criteria have been proposed. Section 9.1 summarises the main results in 
each of these areas, and section 9.2 suggests areas for further work.
9 .1  CONCLUDING COMMENTS
9 . 1 . 1  EXPERIMENTAL DEFINITION OF THE PROBLEM
•  Microstructural investigation. The microscopy identified two types of filler particle: 
calcium-based, and magnesium silicate based. There are about six times as many 
calcium-based particles in E32 as magnesium silicate particles, and the calcium- 
based particles are about four times as large. The volume fraction of filler overall is 
12.0%, and the average particle diameter is 2.83 jitm.
•  Compact tension tests . Compact tension specimens of E32, and compact tension­
like joints were tested within an SEM and conventionally. The tests showed that the 
mechanisms for damage and failure in E32 are particle debonding followed by 
cracking in the matrix. This is consistent with the observations of other researchers 
working on particulate filled adhesives.
•  Fracture surfaces. The fracture surfaces of bulk E32 and E32 in a joint were 
indistinguishable. This suggests that the failure processes in each are the same. The 
material believed to be representative of the E32 matrix, however, had a lower 
fracture toughness, and the fracture surfaces were smooth. The addition of particles 
promoted plasticity in the epoxy, thus changing the crack growth mode from brittle 
to ductile.
•  Tensile tests. The tensile tests showed that the material supplied as representative 
of the E32 matrix is capable of undergoing a large amount of plastic deforaiation.
9 . 1 . 2  USE OF THE UNIT CELL
•  Square unit cell. A unit cell was developed, based on a regular airay of particles. 
This involved the formulation of boundary conditions that simulate the behaviour of 
the surrounding material.
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Circular unit cell  The more conventional unit cells referred to in the literature aie 
based on a random spatial distribution of particles, rather than a regular distribution. 
The minimum area of E32 that must be considered is about 120 pm- using this 
technique. In the past such analyses suffered because the boundary conditions had 
not been sufficiently developed. This work has improved the analysis technique by 
formulating the correct boundary conditions, and validated them by showing that 
they were self consistent. It was shown also that a two dimensional unit cell 
analysis gives similai* results to a three dimensional analysis for the volume fraction 
of particles found in E32.
Constitutive material pi'operties. The properties of the base epoxy were established, 
and it was shown that they were relatively insensitive to the choice of filler 
modulus. The 12% volume fraction of filler in E32 was found to increase the elastic 
modulus by only 13%, and reduce the Poisson’s ratio by 5%. Calculating the 
material properties of the constituent materials knowing the composite material 
properties as opposed to vice versa appears to be a new use of the unit cell
Damaged material properties. The unit cell was used to determine the effects of 
particle cracking and debonding. In a régulai* array of cracked pai ticles, the stiffness 
remained relatively unchanged in the plane of the cracks, but peipendicular to it, the 
stiffness was reduced by 9%. Modelling debonded paiticles is more complex than 
modelling cracked particles, because as well as a fully bonded and a fully debonded 
condition, there is also the case of partial contact. The analyses showed that the 
pai'ticle volume fraction in E32, maximises the likelihood of material experiencing 
complete debonding. E32 hence has an optimum ability for plastic defoi*mation.
9 , 1 . 3  PLASTICITY IN THE UNIT CELL
Matrix plasticity. The unit cell was extended for plastic matrix behaviour. A 
modified Von Mises yield criterion was used with elastic / perfectly plastic uniaxial 
stress / strain behaviour assumed.
Constitutive material properties. Again, the unit cell was used to determine the 
material properties of the matrix epoxy in E32, but using the full stress / strain 
curve of E32. The technique developed required the use of three unit cell analyses - 
a unit cell with a fully bonded particle in compression and in tension, and of a unit 
cell with a hole in tension. The particles were found to contribute an additional 13% 
to the hydrostatic sensitivity of the E32 matrix due to debonding.
Debonding probability. Another application of the unit cell developed was to 
estimate the probability of particle debonding at any strain. 50% of particles are 
predicted to fail at 0.96% maximum principal strain, and 100% of particles at
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2.18% maximum principal strain. Paiticle debonding was calculated to account for 
12% of the softening in E32. The rest is due to matrix plasticity.
9 . 1 . 4  ELASTIC FAILURE CRITERIA
Finite element analyses of joints. Localised strain states at the point of failure in the 
joints were calculated from elastic finite element analyses. Since the unit cell 
diameter is the expected distance between paiticles and failure begins at paiticles, a 
length equal to the unit cell diameter was taken as a suitable distance for a strain at a 
distance failure criterion.
Damage zone in a finite element analysis of Joints. A region of damaged adhesive 
was introduced into the finite element analyses of the joints. The elastic properties 
were derived from the unit cell analysis of debonded particles, and the damage 
criterion was that principal strain necessary to debond half the filler particles, found 
in section 7.2.3.
Square ended geometry. A peak micro principal strain of 8.14% predicts failure to 
within 3% for joints with the square ended geometry. In other words, on a 
microstructural level, considering softening from material damage, the maximum 
microstructural strain at failure was the same for identical joints, loaded in different 
ways. The criterion could not be applied, however, to the angle ended geometry.
9 . 1 . 5  PLASTIC FAILURE CRITERIA
Maximum principal strain . A unit cell loaded with the strain states found along the 
failure locus from a macroscopic elastic-plastic finite element analysis of the joints 
at a distance from the stress concentrator gives an acceptable criterion for failure. 
Failure takes place when the peak maximum principal strain in the matrix a distance 
o f 10 unit cells from the embedded corner is about 8%. However, as with the 
macroscopic principal strains, it is difficult to find a physical justification for the 
evaluation distance.
Limit state in the unit cell. When all the elements along the middle of a unit cell are 
able to deform plastically, the cell cannot support any further load. At this point, the 
macro material fails. This condition is only possible under certain strain conditions. 
The square ended joints meet this condition over a larger volume than the angle 
ended joint.
Interactive cell boundary. When elements on the unit cell boundary experience 
plasticity, it means that a shear band may nucleate at that point. The more the 
boundary has yielded, the more likely is shear banding, until, when the whole 
boundary has yielded, plastic flow becomes inevitable. By applying this criterion to
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the joints, the likelihood of shear band nucléation in different regions may be 
assessed.
• Failure mechanisms. The regions in the joints that experience a limit state in the 
unit cell are different from those regions that experience an interactive unit cell 
boundary. The angle ended lap shear joint seems to experience more shear banding 
than limit state material, the square ended geometries experience larger amounts of 
each. Nevertheless, there is a region on the opposite adherend from the embedded 
corner that affects a similar* length in all the joints and is in a similar region. In the 
angle ended lap shear joint, it experiences a unit cell boundary that is 75% plastic. 
In the square ended geometries, it fails the limit state criterion. At this point, with so
much of the adhesive on the lower adherend unable to support a higher load, the
joint becomes unstable. Thus the analysis suggests that the micromechanisms for 
failure in the joints may be different.
9.2  FURTHER WORK
Further work that should be considered falls into three categories: experimental, unit 
cell analyses and macro joint analyses
9 . 2 . 1  EXPERIMENTAL
For a failure criterion to be successful, it needs to be universal. The only way to test for 
transferability is to have additional experimental data. Therefore, different joint 
geometries with the same adhesive should be tested.
A microstructural study of joints partially loaded to failure would give valuable 
experimental evidence about the extent of the damaged zone. The damage zone size and 
shape could be compared with that predicted using, for instance, a limit state, an 
interactive boundaiy, or a maximum principal strain condition.
9 . 2 . 2  UNIT CELL ANALYSES
The verification of the unit cell technique has only come from uniaxial tensile tests. Data 
sets from mixed mode loading should be analysed to see if the unit cell behaviour still 
agrees with experiment.
The limit state and interactive boundary criteria were derived using holes instead of 
particles. For a more accurate model, a particle should be included with a contact 
surface between the particle and matrix, like that used in section 5.4.2.
The strain states considered for the limit state and interactive boundary criteria were 
those in the second and fourth quadrants of strain space, since these aie the states most
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commonly found in joints. The conditions where the orthogonal strains had the same 
sign were not considered. To fully define the criteria, these conditions should be 
analysed.
Spherical three dimensional unit cells should be considered. The criteria so far 
developed may then be extended to include all three orthogonal principal strains. Plane 
strain conditions were only acceptable here because of the particular joint geometries 
used.
Cracks may be included in the unit cell. Preliminary studies of crack length versus 
strain energy release rate show there to be a minimum neai* to the filler pai ticle, but just 
inside the matrix. At this point a crack would be stable. Analyses of cracked unit cells 
might lead to a fracture-mechanics-based failure criterion.
9 . 2 . 3  MACRO JOINT ANALYSES
The unit cell analyses of debonded particles provide elastic material properties tliat aie a 
function of strain state. These properties could be implemented in a global analysis of an 
adhesive joint.
The limit state criterion and interactive boundary criterion predict matrix flow and shear 
banding respectively. As such, they can be used to predict failure in a finite element 
analysis. Strain states have been defined in which failure is likely (see for instance 
figure 8.25 and 8.28). Therefore, for a particular element at a particular load, a check 
can be made to see if the strain state has failed one or both of the criteria. In the event 
that it fails the limit state criterion, it can simply be taken out of the model, since it 
would no longer have any load caiiying capacity. Should it fail the interactive boundary 
criterion, however, the situation becomes more complicated, because it depends on 
how much of the boundary is plastic. If a certain fraction of the boundary is plastic, 
then the probability that the neighbouring boundary is also plastic at the same place, and 
that a shear band nucleates, may be calculated. Perhaps, then, the load carrying capacity 
of the element should be reduced correspondingly. Alternatively, the element could be 
removed when there is a 50% likelihood of shear banding.
For any particular joint, there will be a certain amount of material able to be removed 
through plastic flow before the joint becomes unstable. Perhaps the most elegant way 
of applying the load would be to give the joint a displacement, and then to monitor the 
load sustained. The maximum sustainable load is then easy to discern.
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