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Abstract
By using Malliavin calculus, Bismut type formulas are established for the Lions
derivative of Ptf(µ) := Ef(Xµt ), where t > 0, f is a bounded measurable function, and
Xµt solves a distribution dependent SDE with initial distribution µ. As applications,
explicit estimates are derived for the Lions derivative and the total variational distance
between distributions of solutions with different initial data. Both degenerate and non-
degenerate situations are considered. Due to the lack of the semigroup property and
the invalidity of the formula Ptf(µ) =
∫
Ptf(x)µ(dx), essential difficulties are overcome
in the study.
AMS subject Classification: 60J60, 58J65.
Keywords: Distribution dependent SDEs, Bismut formula, Warsserstein distance, L-derivative.
1 Introduction
The Bismut formula introduced in [4], also called Bismut-Elworthy-Li formula due to [14],
is a powerful tool in characterising the regularity of distribution for SDEs and SPDEs. A
plenty of results have been derived for this type formulas and applications by using stochastic
analysis and coupling methods, see for instance [27] and references therein.
∗Supported in part by NNSFC (11771326, 11831014, 11431014,11726627).
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On the other hand, because of crucial applications in the study of nonlinear PDEs
and environment dependent financial systems, the distribution dependent SDEs (also called
McKean-Vlasov or mean field SDEs) have received increasing attentions, see [12, 13, 15, 16,
20, 25, 26] and references therein. Recently, this type SDEs have been applied in [6, 11, 19, 22]
to characterize PDEs involving the Lions derivative (L-derivative for short) introduced by
P.-L. Lions in his lectures [7]. Moreover, Harnack inequality, gradient estimates and expo-
nential ergodicity have been investigated in [30] and [24]. In this paper, we aim to establish
Bismut type L-derivative formula for distribution dependent SDEs with possibly degenerate
noise.
To introduce our main results, we first recall the L-derivative. Let P(Rd) be the space
of all probability measures on Rd, and let
P2(Rd) =
{
µ ∈P(Rd) : µ(| · |2) :=
∫
Rd
|x|2µ(dx) <∞
}
.
Then P2(Rd) is a Polish space under the Wasserstein distance
W2(µ, ν) := inf
pi∈C (µ,ν)
(∫
Rd×Rd
|x− y|2pi(dx, dy)
) 1
2
, µ, ν ∈P2(Rd),
where C (µ, ν) is the set of couplings for µ and ν; that is, pi ∈ C (µ, ν) is a probability measure
on Rd×Rd such that pi(· ×Rd) = µ and pi(Rd× ·) = ν. We will use 0 to denote vectors with
components 0, or the constant map taking value 0.
Definition 1.1. Let f : P2(Rd) → R, and let g : M ×P2(Rd) → R for a differentiable
manifold M .
(1) f is called L-differentiable at µ ∈P2(Rd), if the functional
L2(Rd → Rd, µ) 3 φ 7→ f(µ ◦ (Id + φ)−1)
is Fre´chet differentiable at 0 ∈ L2(Rd → Rd, µ); that is, there exists (hence, unique)
γ ∈ L2(Rd → Rd, µ) such that
(1.1) lim
µ(|φ|2)→0
f(µ ◦ (Id + φ)−1)− f(µ)− µ(〈γ, φ〉)√
µ(|φ|2) = 0.
In this case, we denote DLf(µ) = γ and call it the L-derivative of f at µ.
(2) If the L-derivative DLf(µ) exists for all µ ∈P2(Rd), then f is called L-differentiable.
If, moreover, for every µ ∈ P2(Rd) there exists a µ-version DLf(µ)(·) such that
DLf(µ)(x) is jointly continuous in (x, µ) ∈ Rd×P2(Rd), we denote f ∈ C(1,0)(P2(Rd)).
(3) g is called differentiable on M × P2(Rd), if for any (x, µ) ∈ M × P2(Rd), g(·, µ)
is differentiable at x and g(x, ·) is L-differentiable at µ. If, moreover, ∇g(·, µ)(x) and
DLg(x, ·)(µ)(y) are joint continuous in (x, y, µ) ∈M2×P2(Rd), where∇ is the gradient
operator on M , we write g ∈ C1,(1,0)(M ×P2(Rd)).
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As indicated in [22] that for any n ≥ 1, g ∈ C1(Rn) and h1, · · · , hn ∈ C1b (Rd), the
cylindrical function
µ 7→ g(µ(h1), · · · , µ(hn))
is in C(1,0)(P2(Rd)) with
DLg(µ)(x) =
n∑
i=1
(
∂ig(µ(h1), · · · , µ(hn))
)∇hi(x), (x, µ) ∈ Rd ×P2(Rd).
Obviously, if f is L-differentiable at µ, then
(1.2) DLφf(µ) := lim
ε↓0
f(µ ◦ (Id + εφ)−1)− f(µ)
ε
= µ
(〈DLf(µ), φ〉), φ ∈ L2(Rd → Rd, µ).
We may call DLφ the directional L-derivative along φ, which was introduced in [1, 23].
When DLφf(µ) is a bounded linear functional of φ ∈ L2(Rd → Rd, µ), there exists a
unique ξ ∈ L2(Rd → Rd, µ) such that DLφf(µ) = µ(〈ξ, φ〉) holds for all φ ∈ L2(Rd → Rd, µ).
In this case, φ 7→ f(µ◦(Id+φ)−1) is Gaˆteaux differentiable at 0, and we say that f is weakly
L-differentiable at µ, since the Gaˆteaux differentiability is weaker than the Fre´chet one.
By (1.2), for an L-differentiable function f on P2(Rd), we have
(1.3) ‖DLf(µ)‖ := ‖DLf(µ)(·)‖L2(µ) = sup
µ(|φ|2)≤1
|DLφf(µ)|.
For a vector-valued function f = (fi), or a matrix-valued function f = (fij) with L-
differentiable components, we write
DLφf(µ) = (D
L
φfi(µ)), or D
L
φf(µ) = (D
L
φfij(µ)), µ ∈P2(Rd).
Let Wt be a d-dimensional Brownian motion on the natural filtered probability space
(Ω0,F 0, {F 0t }t≥0,P). To ensure that for any µ ∈P2(Rd) there exists a random variable X
on Rd with distribution µ, let µ0 be a probability measure on Rd which is equivalent to the
Lebesgue measure, and enlarge the probability space as
(Ω,F , {Ft}t≥0,P) := (Ω0 × Rd,F 0 ×B(Rd), {F 0t ×B(Rd)}t≥0, P0 × µ0).
Then
Wt(ω) := Wt(ω
0), t ≥ 0, ω := (ω0, x) ∈ Ω
is a d-dimensional Brownian motion on (Ω,F , {Ft}t≥0,P). Let Lξ denote the distribution
of a random variable on the probability space (Ω,F ,P). In case different probability spaces
are concerned, we write Lξ|P instead of Lξ to emphasize the reference probability measure
P.
Consider the following distribution dependent SDE on Rd:
(1.4) dXt = bt(Xt,LXt)dt+ σt(Xt,LXt)dWt, X0 ∈ L2(Ω→ Rd,F0,P),
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where
σ : [0,∞)× Rd ×P2(Rd)→ Rd⊗d, b : [0,∞)× Rd ×P2(Rd)→ Rd
are continuous such that for some increasing function K : [0,∞)→ [0,∞) there holds
|bt(x, µ)− bt(y, ν)|+ ‖σt(x, µ)− σt(y, ν)‖
≤ K(t)(|x− y|+W2(µ, ν)), t ≥ 0, x, y ∈ Rd, µ, ν ∈P2(Rd)(1.5)
and
(1.6) ‖σt(0, δ0)‖+ |bt(0, δ0)| ≤ K(t), t ≥ 0,
where and in what follows, for x ∈ Rd we denote by δx the Dirac measure at x, and ‖·‖ is the
operator norm. For any t ≥ 0, let L2(Ω → Rd,Ft,P) be the class of Ft-measurable square
integrable random variables on Rd. By (1.5) and (1.6), for any s ≥ 0 and Xs ∈ L2(Ω →
Rd,Fs,P), (1.4) has a unique solution (Xs,t)t≥s with Xs,s = Xs and
(1.7) E
[
sup
t∈[s,T ]
|Xs,t|2
]
<∞, T ≥ s,
see, for instance [30], where gradient estimates and Harnack inequalities are also derived
for the associated nonlinear semigroup. See also [18, 20] for weaker conditions ensuring the
existence and uniqueness of solutions to (1.4). For any µ ∈P2(Rd) and s ≥ 0, let (Xµs,t)t≥s
be the solution to (1.4) with LXs,s = µ. Denote
(1.8) P ∗s,tµ = LXµs,t , t ≥ s, µ ∈P2(Rd).
Let
(1.9) (Ps,tf)(µ) = (P
∗
s,tµ)(f) :=
∫
Rd
fd(P ∗s,tµ) = Ef(X
µ
s,t), t ≥ s, f ∈ Bb(Rd), µ ∈P2(Rd).
Then for any 0 ≤ s ≤ t, Ps,t is a linear operator from Bb(Rd) to Bb(P2(Rd)).
In this paper, we aim to establish the Bismut type formula for the L-derivative of Ps,tf
for t > s. By considering the SDE for X˜t := Xt+s, t ≥ 0, without loss of generality we may
and do assume s = 0. So, for simplicity, below we only establish the derivative formula for
Ptf := P0,tf, t > 0. More precisely, for any T > 0, µ ∈P2(Rd) and φ ∈ L2(Rd → Rd, µ), we
aim to construct an integrable random variable Mµ,φT such that
(1.10) DLφ (PTf)(µ) = E
[
f(XµT )M
µ,φ
T
]
, f ∈ Bb(Rd),
which in turn implies the L-differentiability of PTf . Note that the derivative formula for
(PTf)(x) := (PTf)(δx) along a vector v ∈ Rd is derived in [3], which is the special case of
(1.10) with µ = δx and φ ≡ v. Moreover, formulas of the L-derivative and integration by
parts have been presented in [9] for the following de-coupled SDE:
dXx,µt = b(t,X
x,µ
t , P
∗
t µ)dt+ σ(t,X
x,µ
t , P
∗
t µ)dWt, X
x,µ
0 = x,
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which is different from the original SDE (1.4) but has important applications in solving
PDEs with Lions’ derivatives, see [6, 19, 22] and references within.
When the SDE (1.4) is distribution independent, i.e. bt(x, µ) = bt(x) and σt(x, µ) = σt(x)
do not depend on µ, the Bismut type formula
(1.11) ∇PTf(x) = E
[
f(XxT )M
x
T
]
, x ∈ Rd, f ∈ Bb(Rd)
has been well studied in the literature, where MxT is an integrable random variable on Rd,
which is measurable in x ∈ Rd when it varies, see for instance [2, 17, 28, 29, 31] and references
within. Since the coefficients are distribution independent, we have
(1.12) (PTf)(µ) =
∫
Rd
(PTf)(x)µ(dx),
so that PTf is L-differentiable with D
L(PTf)(µ) = ∇PTf. Hence, by (1.11) and (1.12) we
obtain
DLφ (PTf)(µ) = µ(〈DLPTf, φ〉) =
∫
Rd
E
[
f(XxT )〈MxT , φ(x)〉
]
µ(dx)
= E
[
f(XµT )〈MX
µ
0
T , φ(X
µ
0 )〉
]
.
Therefore, (1.10) holds for Mµ,φT = 〈MX
µ
0
T , φ(X
µ
0 )〉.
However, when the SDE is distribution dependent, as explained in [30] that in general
(1.12) does not hold, so it is non-trivial to establish the Bismut type formula (1.10).
The remainder of the paper is organized as follows. In section 2, we state our main results
on Bismut formulas of DLφPTf and applications, for both non-degenerate and degenerate
distribution dependent SDEs. To establish the Bismut formula using Malliavin calculus, we
make necessary preparations in Section 3 concerning partial derivatives in the initial value,
and Malliavin derivative for solutions of (1.4). Finally, complete proofs of the main results
are addressed in Section 4.
2 Main results
Let | · | denote the Euclidean norm in Rd, and ‖ · ‖ denote the operator norm for matrices or
more generally linear operators. We make the following assumption.
(H) For any t ≥ 0, bt, σt ∈ C1,(1,0)(Rd ×P2(Rd)). Moreover, there exists a continuous
function K : [0,∞)→ [0,∞), such that (1.6) holds and
max
{
‖∇bt(·, µ)(x)‖, ‖DLbt(x, ·)(µ)‖, 1
2
‖∇σt(·, µ)(x)‖2, 1
2
‖DLσt(x, ·)(µ)‖2
}
≤ Kt, t ≥ 0, x ∈ Rd, µ ∈P2(Rd),
where as in (1.3), ‖DLf(µ)‖ := ‖DLf(µ)(·)‖L2(µ) for an L-differentiable function f at
µ.
5
Obviously, (H) implies (1.5) and (1.6), so that the SDE (1.4) has a unique solution for any
initial value X0 ∈ L2(Ω→ Rd,F0,P).
In the following two subsections, we state our main results for non-degenerate and de-
generate cases respectively.
2.1 The non-degenerate case
Due to technical reasons, the following result Theorem 2.1 only works for distribution in-
dependent σt. But some other results (for instance Proposition 3.2) apply to the general
setting. So, in addition to (H) we also assume
(2.1) σt(x, µ) = σt(x) with ‖σt(x)−1‖ ≤ λt for some λ ∈ C([0,∞)→ (0,∞)).
Let µ ∈ P2(Rd), and let Xt solve (1.4) for X0 ∈ L2(Ω → Rd,F0,P) with LX0 = µ. Given
φ ∈ L2(Rd → Rd, µ), consider the following SDE for vφt on Rd:
dvφt =
{
∇vφt bt(·,LXt)(Xt) +
(
E〈DLbt(y, ·)(LXt)(Xt), vφt 〉
)∣∣
y=Xt
}
dt
+
{
∇vφt σt(Xt)
}
dWt, v
φ
0 = φ(X0).
(2.2)
By (H), this linear SDE is well-posed with supt∈[0,T ] E|vφt |2 ≤ Cµ(|φ|2) for some constant
C = C(T ) > 0, see (4.21) below. Denote g′s =
d
ds
gs for a differentiable function g of s ∈ R.
Theorem 2.1. Assume (H) and (2.1). Then for any f ∈ Bb(Rd), µ ∈P2(Rd) and T > 0,
PTf is L-differentiable at µ such that for any g ∈ C1([0, T ]) with g0 = 0 and gT = 1,
DLφ (PTf)(µ) = E
[
f(XT )
∫ T
0
〈
ζφt , dWt
〉]
, φ ∈ L2(Rd → Rd, µ),(2.3)
where Xt solves (1.4) for LX0 = µ, and
ζφt := σt(Xt)
−1
{
g′tv
φ
t +
(
E〈DLbt(y, ·)(LXt)(Xt), gtvφt 〉
)∣∣
y=Xt
}
, t ∈ [0, T ].
Moreover, the limit
(2.4) DLφP
∗
Tµ := lim
ε↓0
P ∗Tµ ◦ (Id + εφ)−1 − P ∗Tµ
ε
= ψP ∗Tµ
exists in the total variational norm, where ψ is the unique element in L2(Rd → R, P ∗Tµ) such
that ψ(XT ) = E
( ∫ T
0
〈
ζφt , dWt
〉∣∣XT ), and (ψP ∗Tµ)(A) := ∫A ψdP ∗Tµ, A ∈ B(Rd).
Remark 2.1. When f ∈ C1b (Rd), (2.3) can be proved as in the distribution independent
case by constructing a proper random variable h on the Cameron-Martin space such that
DhXT = ∇φXT . However, for the L-differentiability of PTf , one has to construct γ ∈
L2(Rd → Rd, µ) such that (1.1) holds for PTf replacing f , which is non-trivial.
6
Moreover, comparing with the classical case where (2.3) for f ∈ C1b (Rd) can be easily
extended to f ∈ Bb(Rd), there is essential difficulty to do this in the distribution dependent
setting. More precisely, when bt and σt do not depend on the distribution, we have the
semigroup property PTf(µ) = Pt(Pt,Tf)(µ) for t ∈ (0, T ), where Pt,Tf(x) := Pt,Tf(δx) for the
Dirac measure δx at point x. In many cases, we have Pt,Tf ∈ C1b (Rd) for f ∈ Bb(Rd). Then
for any f ∈ Bb(Rd), one may apply the derivative formula (2.3) with (Pt, Pt,Tf) replacing
(PT , f) to derive a derivative formula for PTf . However, in the distribution dependent case,
due to the lack of (1.12) we no longer have PTf(µ) = Pt(Pt,Tf)(µ), so that this argument
becomes invalid. To overcome this difficulty we will make a new approximation argument,
see step (a) in the proof of Theorem 2.1 for details.
As applications of Theorem 2.1, the following result consists of estimates on the L-
derivative and the total variational distance between distributions of solutions with different
initial data.
Corollary 2.2. Assume (H) and (2.1) for some increasing functions K and continuous
function λ.
(1) For any f ∈ Bb(Rd) and T > 0,
‖DL(PTf)(µ)‖2 := sup
µ(|φ|2)≤1
|DLφ (PTf)(µ)|2
≤ {(PTf 2)(µ)− (Ptf(µ))2}∫ T
0
( 1
T
+Kt
)2
λ2t e
8Kttdt.
(2.5)
(2) For any T > 0,
|PTf(µ)− PTf(ν)|2
≤ ‖f‖2∞W2(µ, ν)2
∫ T
0
( 1
T
+Kt
)2
λ2t e
8K(t)tdt, µ, ν ∈P2(Rd), f ∈ Bb(Rd).
(2.6)
Consequently, for any T > 0 and µ, ν ∈P2(Rd),
‖P ∗Tµ− P ∗Tν‖2var := sup
A∈B(Rd)
|(P ∗Tµ)(A)− (P ∗Tν)(A)|2
≤W2(µ, ν)2
∫ T
0
( 1
T
+Kt
)2
λ2t e
8K(t)tdt.
(2.7)
2.2 Stochastic Hamiltonian systems
Consider the following distribution dependent stochastic Hamiltonian system for Xt =
(X
(1)
t , X
(2)
t ) on Rm+d = Rm × Rd:
(2.8)
{
dX
(1)
t = b
(1)
t (Xt)dt,
dX
(2)
t = b
(2)
t (Xt,LXt)dt+ σtdWt,
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where (Wt)t≥0 is a d-dimensional Brownian motion as before, and for each t ≥ 0, σt is an
invertible d× d-matrix,
bt = (b
(1)
t , b
(2)
t ) : Rm+d ×P2(Rm+d)→ Rm+d
is measurable with b
(1)
t (x, µ) = b
(1)
t (x) independent of the distribution µ. Let∇ = (∇(1),∇(2))
be the gradient operator on Rm+d = Rm ×Rd, where ∇(i) is the gradient in the i-th compo-
nent, i = 1, 2. Let ∇2 = ∇∇ denote the Hessian operator on Rm+d. We assume
(H1) For every t ≥ 0, b(1)t ∈ C2b (Rm+d → Rm), b(2)t ∈ C1,(1,0)(Rm+d ×P2(Rm+d)→ Rd), and
there exists an increasing function K : [0,∞)→ [0,∞) such that (1.6) and
‖∇bt(·, µ)(x)‖+ ‖DLb(2)t (x, ·)(µ)‖+ ‖∇2b(1)t (·, µ)(x)‖ ≤ K(t)
hold for all t ≥ 0, (x, µ) ∈ Rd ×P2(Rd).
Obviously, this assumption implies (H) for the SDE (2.8). We aim to establish the
derivative formula of type (1.10) with Pt and P
∗
t being defined by (1.8) and (1.9) for the SDE
(2.8). To follow the line of [31] where the distribution independent model was investigated,
we need the following assumption (H2).
For any s ≥ 0, let {Kt,s}t≥s solve the following linear random ODE on Rm⊗m:
d
dt
Kt,s = (∇(1)b(1))(Xt)Kt,s, t ≥ s,Ks,s = Im×m,(2.9)
where Im×m is the m×m-order identity matrix.
(H2) There exists B ∈ Bb([0, T ]→ Rm⊗d) such that
(2.10) 〈(∇(2)b(1)t −Bt)B∗t a, a〉 ≥ −ε|B∗t a|2, ∀a ∈ Rm
holds for some constant ε ∈ [0, 1). Moreover, there exists an increasing function θ ∈
C([0, T ]) with θt > 0 for t ∈ (0, T ] such that
(2.11)
∫ t
0
s(T − s)KT,sBsB∗sK∗T,sds ≥ θtIm×m, t ∈ (0, T ].
Example 2.1. Let
b
(1)
t (x) = Ax
(1) +Bx(2), x = (x(1), x(2)) ∈ Rm+d
for some m×m-matrix A and m× d-matrix B. If the Kalman’s rank condition
Rank[B,AB, · · · , AkB] = m
holds for some k ≥ 1, then (H2) is satisfied with θt = cT t for some constant cT > 0, see the
proof of [31, Theorem 4.2]. In general, (H2) remains true under small perturbations of this
b
(1)
t .
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According to the proof of [31, Theorem 1.1], (H2) implies that the matrices
Qt :=
∫ t
0
s(T − s)KT,s∇(2)b(1)s (Xs)B∗sK∗T,sds, t ∈ (0, T ]
are invertible with
(2.12) ‖Q−1t ‖ ≤
1
(1− ε)θt , t ∈ (0, T ].
For (Xt)t∈[0,T ] solving (2.8) with LX0 = µ and φ = (φ
(1), φ(2)) ∈ L2(Rm+d → Rm+d, µ), let
α
(2)
t =
T − t
T
φ(2)(X0)−
t(T − t)B∗tK∗T,t∫ T
0
θ2sds
∫ T
t
θ2sQ
−1
s KT,0φ
(1)(X0)ds
− t(T − t)B∗tK∗T,tQ−1T
∫ T
0
T − s
T
KT,s∇(2)φ(2)(X0)b
(1)
s (Xs)ds, t ∈ [0, T ],
(2.13)
and
(2.14) α
(1)
t = Kt,0φ
(1)(X0) +
∫ t
0
Kt,s∇(2)
α
(2)
s
b(1)s (Xs(x)) ds, t ∈ [0, T ].
Moreover, let (hαt , w
α
t )t∈[0,T ] be the unique solution to the random ODEs
dhαt
dt
= σ−1t
{
∇αtb(2)t (Xt,LXt)− (α(2)t )′
+
(
E〈DLb(2)t (y, ·)(LXt)(Xt), αt + wαt 〉
)∣∣
y=Xt
}
,
dwαt
dt
= ∇wαt bt(·,LXt)(Xt) + (0, σt(hαt )′), hα0 = wα0 = 0.
(2.15)
Let (D∗,D(D∗)) be the Malliavin divergence operator associated with the Brownian motion
(Wt)t∈[0,T ], see Subsection 3.2 below for details. Then the main result in this part is the
following.
Theorem 2.3. Assume (H1) and (H2). Then hα ∈ D(D∗) with E|D∗(hα)|p < ∞ for all
p ∈ [1,∞). Moreover, for any f ∈ Bb(Rm+d) and T > 0, PTf is L-differentiable at µ such
that
(2.16) DLφ (PTf)(µ) = E
[
f(XT )D
∗(hα)
]
.
Consequently:
(1) (2.4) holds for the unique ψ ∈ L2(Rm+d → R, P ∗Tµ) such that ψ(XT ) = E(D∗(hα)|XT ).
(2) There exists a constant c ≥ 0 such that for any T > 0,
(2.17) ‖DL(PTf)(µ)‖ ≤ c
√
PT |f |2(µ)− (PTf)2(µ)
√
T (T 2 + θT )∫ T
0
θ2sds
, f ∈ Bb(Rm+d),
(2.18) ‖P ∗Tµ− P ∗Tν‖var ≤ cW2(µ, ν)
√
T (T 2 + θT )∫ T
0
θ2sds
, µ, ν ∈P2(Rd).
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3 Preparations
We first introduce a formula of the L-derivative re-organized from [7, Theorem 6.5] and [11,
Proposition A.2], then investigate the partial derivatives of Xt in the initial value, and the
Malliavin derivatives of Xt with respect to the Brownian motion Wt.
3.1 A formula of L-derivative
The following result is essentially due to [7, Theorem 6.5] for f ∈ C(1,0)(P2(Rd)), and [11,
Proposition A.2] for boundedX and Y . We include a complete proof for readers’ convenience.
Proposition 3.1. Let (Ω,F ,P) be an atomless probability space, and let X, Y ∈ L2(Ω →
Rd,P) with LX = µ. If either X and Y are bounded and f is L-differentiable at µ, or
f ∈ C(1,0)(P2(Rd)), then
(3.1) lim
ε↓0
f(LX+εY )− f(µ)
ε
= E〈DLf(µ)(X), Y 〉.
Consequently,
(3.2)
∣∣∣ lim
ε↓0
f(LX+εY )− f(µ)
ε
∣∣∣ = ∣∣E〈DLf(µ)(X), Y 〉∣∣ ≤ ‖DLf(µ)‖√E|Y |2.
Proof. It is easy to see that (3.2) follows from (1.3) and (3.1). Indeed, letting φ ∈ L2(Rd →
Rd, µ) such that φ(X) = E(Y |X), we have∣∣E〈DLf(µ)(X), Y 〉∣∣ = ∣∣E〈DLf(µ)(X), φ(X)〉∣∣ = ∣∣µ(〈DLf(µ), φ〉)∣∣
≤ ‖DLf(µ)‖ · ‖φ‖L2(µ) = ‖DLf(µ)‖
(
E|E(Y |X)|2) 12 ≤ ‖DLf(µ)‖√E|Y |2.
Below we prove (3.1) for the stated two situations respectively.
(1) Assume that X and Y are bounded. For any Rd-valued random variable ξ, let
F (ξ) = f(Lξ). Next, let (Ω¯, F¯ , P¯) be an atomless Polish probability space, and let X¯ ∈
L2(Ω¯ → Rd, P¯) with LX¯|P¯ = µ, where L·|P¯ denotes the distribution of a random variable
under P¯. According to [11, Proposition A.2(iii)], if
F¯ (Y¯ ) := f(LY¯ |P¯), Y¯ ∈ L2(Ω¯→ Rd, P¯)
is Fre´chet differentiable at X¯ with derivative DF¯ (X¯) = DLf(µ)(X¯), then
(3.3) lim
ε↓0
f(LX+εY )− f(LX)− εE〈DLf(µ)(X), Y 〉
ε
= 0.
Equivalently, (3.1) holds. Below we construct the desired X¯ and (Ω¯, F¯ , P¯) such that
DF¯ (X¯) = DLf(µ)(X¯).
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A natural choice of (Ω¯, F¯ , P¯) is (Rd,B(Rd), µ), but to ensure the atomless property, we
take (Ω¯, F¯ , P¯) = (Rd ×R,B(Rd ×R), µ× λ), where λ is the standard Gaussian measure on
R. Then (Ω¯, F¯ , P¯) is an atomless Polish probability space. Let
X¯(ω¯) = x, ω¯ = (x, r) ∈ Rd × R.
We have LX¯ = µ. Moreover, let
f˜(µ˜) = f(µ˜(· × R)), µ˜ ∈P2(Rd × R).
It is easy to see that the L-differentiability of f at µ implies that of f˜ at µ× δ0 with
(3.4) DLf˜(µ× δ0)(x, r) = (DLf(µ)(x), 0), (x, r) ∈ Rd × R.
Finally, on the probability space (Ω,F ,P) we have
(3.5) F (Y ) := f(LY ) = f˜(LY˜ ), Y˜ := (Y, 0) ∈ L2(Ω→ Rd × R,F ,P).
Letting X˜ = (X, 0) ∈ L2(Ω→ T d×R,F ,P), by [11, Proposition A.2(iii)], the formula (3.3)
holds for (X˜, Y˜ , f˜ , µ× δ0) replacing (X, Y, f, µ), i.e.
lim
ε↓0
f˜(LX˜+εY˜ )− f˜(LX˜)− E〈DLf˜(µ× δ0), εY˜ 〉
ε
= 0.
Combining this with (3.4) and (3.5), we prove (3.3). Therefore, (3.1) holds.
(2) Let f ∈ C(1,0)(P2(Rd)) and let µ ∈ P2(Rd) and X ∈ L2(Ω → Rd,P) with LX = µ.
For any n ≥ 1, let
xn =
x√
1 + n−1|x|2 , x ∈ R
d.
By (3.1) for bounded X and Y , for any n ≥ 1 we have
f(LXn+εYn)− f(LXn) =
∫ ε
0
d
ds
f(LXn+sYn) ds
=
∫ ε
0
E〈DLf(LXn+sYn)(Xn + sYn), Yn〉 ds.
(3.6)
Since f ∈ C(1,0)(P2(Rd)), it follows that
sup
n≥1,s∈[0,ε]
‖DLf(LXn+sYn)‖ <∞, lim
n→∞
{f(LXn+εYn)− f(LXn)} = f(LX+εY )− f(LX),
and for any s ∈ [0, ε],
lim
n→∞
E
(|X −Xn|2 + |Y − Yn|2 + |DLf(LXn+sYn)(Xn + sYn)−DLf(LX+sY )(X + sY )|2) = 0.
Then letting n→∞ in (3.6) we arrive at
(3.7) f(LX+εY )− f(LX) =
∫ ε
0
E〈DLf(LX+sY )(X + sY ), Y 〉 ds, ε > 0.
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This implies (3.1). More precisely, it is easy to see that {LX+sY } is compact in P2(Rd). So,
f ∈ C(1,0)(P2(Rd)) implies
(3.8) A := sup
s∈[0,1]
√
E|DLf(LX+sY )(X + sY )|2 = sup
s∈[0,1]
‖DLf(LX+sY )‖L2(LX+sY ) <∞.
Combining this with the continuity property of DLf on Rd ×P2(Rd), we conclude that
lim
ε↓0
DLf(LX+sY )(X + sY ) = D
Lf(LX)(X) weakly in L
2(Ω→ Rd,P).
In particular,
(3.9) lim
ε↓0
E〈DLf(LX+sY )(X + sY ), Y 〉 = E〈DLf(LX)(X), Y 〉.
Moreover, (3.8) implies
sup
s∈[0,1]
E
∣∣〈DLf(LX+sY )(X + sY ), Y 〉∣∣ ≤ A√E|Y |2 <∞.
Due to this, (3.7) and (3.9), the dominated convergence theorem gives
lim
ε↓0
f(LX+εY )− f(LX)
ε
= lim
ε↓0
1
ε
∫ ε
0
E〈DLf(LX+sY )(X + sY ), Y 〉 ds
= E〈DLf(LX)(X), Y 〉.
3.2 Partial derivative in initial value
For any T > 0, let CT = C([0, T ]→ Rd) be the path space over Rd with time interval [0, T ],
and let X0, η ∈ L2(Ω→ Rd,F0,P). For any ε ≥ 0, let (Xεt )t≥0 solve the SDE
(3.10) dXεt = bt(X
ε
t ,LXεt )dt+ σt(X
ε
t ,LXεt )dWt, X
ε
0 = X0 + εη.
Obviously, Xt = X
0
t solves (1.4) with initial value X0. Consider the following linear SDE for
vηt on Rd:
dvηt =
{
∇vηt bt(·,LXt)(Xt) +
(
E〈DLbt(y, ·)(LXt)(Xt), vηt 〉
)∣∣
y=Xt
}
dt
+
{
∇vηt σt(·,LXt)(Xt) +
(
E〈DLσt(y, ·)(LXt)(Xt), vηt 〉
)∣∣
y=Xt
}
dWt, v
η
0 = η.
(3.11)
The main result of this part is the following.
Proposition 3.2. Assume (H). Then for any T > 0, the limit
(3.12) ∇ηXt := lim
ε↓0
Xεt −Xt
ε
, t ∈ [0, T ]
exists in L2(Ω → CT ,P). Moreover, (vηt := ∇ηXt)t∈[0,T ] is the unique solution to the linear
SDE (3.11).
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To prove the existence of ∇ηXt in (3.12), it suffices to show that when ε ↓ 0
(3.13) ξε(t) :=
Xεt −Xt
ε
, t ∈ [0, T ]
is a Cauchy sequence in L2(Ω→ CT ,P), i.e.
(3.14) lim
ε,δ↓0
E
[
sup
t∈[0,T ]
|ξε(t)− ξδ(t)|2
]
= 0.
To this end, we need the following two lemmas.
Lemma 3.3. Assume (H). Then
sup
ε∈(0,1]
E
[
sup
t∈[0,T ]
|ξε(t)|2
]
<∞.
Proof. By (H), there exists a constant C1 > 0 such that
d|Xεt −Xt|2
=
{
2〈bt(Xεt ,LXεt )− bt(Xt,LXt), Xεt −Xt〉+ ‖σt(Xεt ,LXεt )− σt(Xt,LXt)‖2HS
}
dt+ dMt
≤ C1
{|Xεt −Xt|2 +W2(LXεt ,LXt)2}dt+ dMt,
where
dMt := 2
〈
Xεt −Xt, (σt(Xεt ,LXεt )− σt(Xt,LXt))dWt
〉
satisfies
(3.15) d〈M〉t ≤ C21
{|Xεt −Xt|2 +W2(LXεt ,LXt)2}2dt.
Then by the Burkholder-Davis-Gundy inequality, and noting that W2(Lξ,Lη)2 ≤ E|ξ − η|2
for two random variables ξ, η, we may find out a constant C2 > 0 such that
(3.16) E
[
sup
s∈[0,t]
|Xεs −Xs|2
]
≤ ε2|η|2 + 2C1
∫ t
0
E|Xεs −Xs|2ds+ C2E
√
〈M〉t.
Noting that W2(LXεs ,LXs)
2 ≤ E|Xεs −Xs|2, (3.15) yields
C2E
√
〈M〉t ≤ C1C2E
(∫ t
0
{|Xεs −Xs|2 +W2(LXεs ,LXs)2}2ds) 12
≤ C1C2E
(
sup
s∈[0,t]
{|Xεs −Xs|2 + E|Xεs −Xs|2}∫ t
0
{|Xεs −Xs|2 + E|Xεs −Xs|2}ds) 12
≤ 1
2
E
[
sup
s∈[0,t]
|Xεs −Xs|2
]
+
C3
2
∫ t
0
E|Xεs −Xs|2 ds
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for some constant C3 > 0. Combining this with (3.16) and noting that due to (1.7)
E
[
sup
s∈[0,t]
|Xεs −Xs|2
]
<∞,
we arrive at
E
[
sup
s∈[0,t]
|Xεs −Xs|2
]
≤ 2ε2|η|2 + C3
∫ t
0
E|Xεs −Xs|2ds, t ∈ [0, T ], ε > 0.
Therefore, Gronwall’s inequality gives
sup
ε∈(0,1]
E
[
sup
t∈[0,T ]
|ξε(t)|2
]
= sup
ε∈(0,1]
1
ε2
E
[
sup
s∈[0,T ]
|Xεs −Xs|2
]
≤ 2eC3TE|η|2 <∞.
For any differentiable (real, vector, or matrix valued) function f on Rd ×P2(Rd), let
Ξεf (t) =
f(Xεt ,LXεt )− f(Xt,LXt)
ε
−∇ξε(t)f(·,LXt)(Xt)
− {E〈DLf(y, ·)(LXt)(Xt), ξε(t)〉}∣∣y=Xt , t ∈ [0, T ], ε > 0.(3.17)
Lemma 3.4. Assume (H). For any (real, vector, or matrix valued) C1,(1,0)-function f on
Rd ×P2(Rd) with
(3.18) Kf := sup
(x,µ)∈Rd×P2(Rd)
(|∇f(·, µ)(x)|2 + ‖DLf(x, ·)(µ)‖2L2(µ)) <∞,
there holds
(3.19)
∣∣Ξεf (t)∣∣2 ≤ 4Kf(E|ξε(t)|2 + |ξε(t)|2) and lim
ε↓0
E
∣∣Ξεf (t)∣∣2 = 0, t ∈ [0, T ].
Proof. Let Xεt (s) = Xt + s(X
ε
t −Xt), s ∈ [0, 1]. By the chain rule and (3.1), we have
f(Xεt ,LXεt )− f(Xt,LXt)
ε
=
1
ε
∫ 1
0
{ d
ds
f
(
Xεt (s),LXεt (s)
)}
ds
=
∫ 1
0
{
∇ξε(t)f(·,LXεt (s))(Xεt (s)) +
(
E
〈
DLf(y, ·)(LXεt (s))(Xεt (s)), ξε(t)
〉)∣∣
y=Xεt (s)
}
ds.
Combining this with (3.18) we obtain∣∣Ξεf (t)∣∣2 ≤ 2 ∫ 1
0
∣∣∣∇ξε(t){f(·,LXεt (s))(Xεt (s))− f(·,LXt)(Xt)}∣∣∣2ds
+ 2
∫ 1
0
∣∣∣(E〈DLf(y, ·)(LXεt (s))(Xεt (s)), ξε(t)〉)∣∣y=Xεt (s)
− (E〈DLf(y, ·)(LXt)(Xt), ξε(t)〉)∣∣y=Xt∣∣∣2ds
≤ 8Kf (|ξε(t)|2 + E|ξε(t)|2
)
.
(3.20)
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So, the first inequality in (3.19) holds. Moreover, Lemma 3.3 implies
lim
ε↓0
E
[
sup
s∈[0,1]
|Xεt (s)−Xt|2
]
≤ lim
ε↓0
E|Xεt −Xt|2 = 0.
Thus, the C1,(1,0)-property of f , Lemma 3.3 and the first inequality in (3.20) yield that
Ξεf (t)→ 0 in probability as ε→ 0. Combining this with the first inequality in (3.19), Lemma
3.3, and using the dominated convergence theorem, we derive limε↓0 E
∣∣Ξεf (t)∣∣2 = 0.
Proof of Proposition 3.2. Let (Ξεb(t), Kbt) and (Ξ
ε
σ(t), Kσt) be defined as in (3.17) and (3.18)
for bt and σt replacing f respectively. By (H), there exists a constant C1 > 0 such that
sup
t∈[0,T ]
(
Kbt +Kσt
) ≤ C1 <∞.
Then Lemma 3.4 gives ∣∣Ξεb(t)∣∣2 + ∣∣Ξεσ(t)∣∣2 ≤ 4C(|ξε(t)|2 + E|ξε(t)|2),
lim
ε↓0
E
(∣∣Ξεb(t)∣∣2 + ∣∣Ξεσ(t)∣∣2) = 0, t ∈ [0, T ].(3.21)
By (3.10), (3.13), and (3.17) for bt and σt replacing f, we have
ξε(t) =
∫ t
0
{
Ξεb(s) +∇ξε(s)bs(·,LXs)(Xs) +
(
E〈DLbs(y, ·)(LXs)(Xs), ξε(s)〉
)∣∣
y=Xs
}
ds
+
∫ t
0
〈
Ξεσ(s) +∇ξε(s)σs(·,LXs)(Xs) +
(
E〈DLσs(y, ·)(LXs)(Xs), ξε(s)〉
)∣∣
y=Xs
, dWs
〉
for t ∈ [0, T ]. So, for any ε, δ ∈ (0, 1], ξε,δ(t) := ξε(t)− ξδ(t) satisfies
|ξε,δ(t)|2 ≤ 4
∫ t
0
∣∣Ξεb(s)− Ξδb(s)∣∣2ds+ 4∣∣∣∣ ∫ t
0
〈
Ξεσ(s)− Ξδσ(s), dWs
〉∣∣∣∣2
+ 4T
∫ t
0
∣∣∣∇ξε,δ(s)bs(·,LXs)(Xs) + (E〈DLbs(y, ·)(LXs)(Xs), ξε,δ(s)〉)|y=Xs∣∣∣2ds
+ 4
∣∣∣∣ ∫ t
0
〈
∇ξε,δ(s)σs(·,LXs)(Xs) +
(
E〈DLσs(y, ·)(LXs)(Xs), ξε,δ(s)〉
)|y=Xs , dWs〉∣∣∣∣2.
Combining this with (H) and using the Burkholder-Davis-Gundy inequality, we find out a
constant C2 > 0 such that
E
[
sup
s∈[0,t]
ξε,δ(s)
]
≤ C2
∫ T
0
E
(∣∣Ξεb(s)− Ξδb(s)∣∣2 + ∣∣Ξεσ(s)− Ξδσ(s)∣∣2)ds
+ C2
∫ t
0
E|ξε,δ(s)|2 ds, t ∈ [0, T ].
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Since Lemma 3.3 ensures that E
[
sups∈[0,t] ξ
ε(s)
]
<∞, by Gronwall’s lemma this yields
E
[
sup
s∈[0,T ]
ξε,δ(s)
]
≤ C2eC2T
∫ T
0
E
(∣∣Ξεb(s)− Ξδb(s)∣∣2 + ∣∣Ξεσ(s)− Ξδσ(s)∣∣2)ds.
Combining this with (3.21) and Lemma 3.3, and applying the dominated convergence theo-
rem, we prove the first assertion in Proposition 3.2.
Finally, by (3.10), (3.12), (3.21) and (3.17) for bt, σt replacing f , we conclude that v
η
t :=
∇ηXt solves the SDE (3.11). Since this SDE is linear, the uniqueness is trivial. Then the
proof is finished.
3.3 Malliavin derivative
Consider the Cameron-Martin space
H =
{
h ∈ C([0, T ]→ Rd) : h0 = 0, h′t exists a.e. t, ‖h‖2H :=
∫ T
0
|h′t|2dt <∞
}
.
Let η ∈ L2(Ω → Rd,F0,P) with Lη = µ, and let µT be the distribution of W[0,T ] :=
{Wt}t∈[0,T ], which is a probability measure (i.e. Wiener measure) on the path space CT :=
C([0, T ]→ Rd). For F ∈ L2(Rd × CT , µ× µT ), F (η,W[0,T ]) is called Malliavin differentiable
along direction h ∈ H, if the directional derivative
DhF (η,W[0,T ]) := lim
ε→0
F (η,W[0,T ] + εh)− F (η,W[0,T ])
ε
exists in L2(Ω,P). If the map H 3 h 7→ DhF ∈ L2(Ω, µ) is bounded, then there exists a
unique DF (η,W[0,T ]) ∈ L2(Ω → H,P) such that 〈DF (η,W[0,T ]), h〉H = DhF (η,W[0,T ]) holds
in L2(Ω,P) for all h ∈ H. In this case, we write F (η,W[0,T ]) ∈ D(D) and call DF (η,W[0,T ])
the Malliavin gradient of F (η,W[0,T ]). It is well known that (D,D(D)) is a closed linear
operator from L2(Ω,FT ,P) to L2(Ω → H,FT ,P). The adjoint operator (D∗,D(D∗)) of
(D,D(D)) is called Malliavin divergence. For simplicity, in the sequel we denote F (η,W[0,T ])
by F . Then we have the integration by parts formula
(3.22) E
(
DhF
∣∣F0) = E(FD∗(h)∣∣F0), F ∈ D(D), h ∈ D(D∗).
It is well known that for adapted h ∈ L2(Ω→ H,P), one has h ∈ D(D∗) with
(3.23) D∗(h) =
∫ T
0
〈h′t, dWt〉.
For more details and applications on Malliavin calculus one may refer to [21] and references
therein.
To calculate the Malliavian derivative of Xt with LX0 = µ ∈ P2(Rd), we write Xt =
Ft(W·) as a functional of the Brownian motion {Ws}s∈[0,t]. Then by definition, for an adapted
h ∈ L2(Ω→ H,P),
DhXt = lim
ε↓0
Ft(W· + εh·)− Ft(W·)
ε
, 0 ≤ t ≤ T.
16
On the other hand, by the pathwise uniqueness of (1.4), see for instances [10, 25, 30],
Xh,εt := Ft(W· + εh·) solves the SDE
(3.24) dXh,εt = bt(X
h,ε
t ,LXt)dt+ σt(X
h,ε
t ,LXt)d(Wt + εht), X
h,ε
0 = X0,
which is well-posed due to (H) and h′· ∈ L2(Ω × [0, T ],P × dt). When σt(x, µ) does not
depend (x, µ), this SDE reduces to a random ODE for Y h,εt := X
h,ε
t − σtWt, which is well-
posed also for non-adapted h like hα in Theorem 2.3. The main result of this part is the
following which is well known by regarding (1.4) as the classical SDE, since in (3.24) the
distribution LXt does not depend on the variable ε.
Proposition 3.5. Assume (H). Let h ∈ L2(Ω→ H,P), which is adapted if σt(x, µ) depends
on x or µ. Then the limit
(3.25) DhXt := lim
ε↓0
Xh,εt −Xt
ε
, t ∈ [0, T ]
exists in L2(Ω→ CT ,P). Moreover, (wht := DhXt)t∈[0,T ] is the unique solution to the SDE
dwht =
{
∇wht σt(·,LXt)(Xt)
}
dWt
+
{
∇wht bt(·,LXt)(Xt) + σt(·,LXt)(Xt)h′t
}
dt, wh0 = 0.
(3.26)
4 Proofs of main results
We first present an integration by parts formula for ∇ηXT with η ∈ L2(Ω → Rd,F0,P),
then prove Theorem 2.1, Corollary 2.2 and Theorem 2.3 respectively.
4.1 An integration by parts formula
Theorem 4.1. Assume (H) and (2.1). Then for any f ∈ C1b (Rd), η ∈ L2(Ω→ Rd,P), and
any 0 ≤ r < T and g ∈ C1([r, T ]) with gr = 0 and gT = 1,
(4.1) E
(〈∇f(XT ),∇ηXT 〉∣∣Fr) = E(f(XT )∫ T
r
〈
ζηt , dWt
〉∣∣∣∣Fr)
holds for
ζηt := σt(Xt)
−1
{
g′tv
η
t +
(
E〈DLbt(y, ·)(LXt)(Xt), gtvηt 〉
)∣∣
y=Xt
}
, t ∈ [0, T ].
Proof. Having Propositions 3.2 and 3.5 in hands, the proof is more or less standard. For vηt
solving (3.11), we take
(4.2) ht =
∫ t
t∧r
1{s≥r}ζs ds, t ∈ [0, T ].
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By (H), (2.1), and that h ∈ L2(Ω→ H,P) is adapted, Proposition 3.5 applies. Let v˜t = gtvηt
for t ∈ [r, T ]. Then (3.11) and (4.2) imply
dv˜t =
{
∇v˜tbt(·,LXt)(Xt) +
(
E〈DLbt(y, ·)(LXt)(Xt), v˜t〉
)∣∣
y=Xt
+ g′tv
η
t
}
dt
+
{
∇v˜tσt(·,LXt)(Xt)
}
dWt
=
{
∇v˜tbt(·,LXt)(Xt) + σt(Xt,LXt)h′t
}
dt+
{
∇v˜tσt(Xt)
}
dWt, t ≥ r, v˜r = 0.
So, (v˜t)t≥r solves the SDE (3.26) with v˜r = 0. On the other hand, by (4.2) we have h′t = 0
for t < r, so that the solution to (3.26) with wh0 = 0 satisfies w
h
r = 0. So, the uniqueness of
this SDE from time r implies v˜t = w
h
t for all t ≥ r. Combining this with Propositions 3.2
and 3.5, we obtain
∇ηXT = vηT = gTvηT = v˜T = whT = DhXT .
Thus, by the chain rule and the integration by parts formula (3.22), for any bounded Fr-
measurable G ∈ D(D), we have
E
(
G〈∇f(XT ),∇ηXT 〉
)
= E
(
G〈∇f(XT ), DhXT 〉
)
= E
(
GDhf(XT )
)
= E
(
Dh{Gf(XT )} − f(XT )DhG) = E(Gf(XT )D∗(h)
)
,
where in the last step we have used DhG = 0 since G is Fr-measurable but h′t = 0 for t ≤ r.
Noting that the class of bounded Fr-measurable G ∈ D(D) is dense in L2(Ω,Fr,P), this
implies
E
(〈∇f(XT ),∇ηXT 〉∣∣Fr) = E(f(XT )D∗(h)∣∣Fr).
Combining this with
D∗(h) =
∫ T
r
〈h′t, dWt〉 =
∫ T
r
〈
ζηt , dWt
〉
due to (3.23) and (4.2), we prove (4.1).
4.2 Proof of Theorem 2.1
Let µ ∈P2(Rd). We first establish (2.3) for f ∈ Bb(Rd), then construct γ ∈ L2(Rd → Rd, µ)
such that
(4.3) lim
µ(|φ|2)→0
|(PTf)(µ ◦ (Id + φ)−1)− (PTf)(µ)− µ(〈φ, γ〉)|√
µ(|φ|2) = 0,
which, by definition, implies that PTf is L-differentiable at µ with D
LPTf(µ) = γ.
(a) Proof of (2.3) for f ∈ Bb(Rd). When f ∈ C1b (Rd), (2.3) follows from (4.1) for
η = φ(X0). Below we extend the formula to f ∈ Bb(Rd). For s ∈ [0, 1], let Xφ,st solve (1.4)
for Xφ,s0 = X0 + sφ(X0). We have µ
φ,s := LXφ,s0
= µ ◦ (Id + sφ)−1, and by the definition of
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∇ηXT for η = φ(X0),
(PTf)(µ
φ,ε)− (PTf)(µ) = E[f(Xφ,εT )− f(XT )] =
∫ ε
0
d
ds
E[f(Xφ,sT )] ds
=
∫ ε
0
E〈(∇f)(Xφ,sT ),∇φ(X0)Xφ,sT 〉 ds, f ∈ C1b (Rd).
(4.4)
Next, let (vφ,st )t∈[0,T ] solve (3.11) for η = φ(X0) and X
s
t replacing Xt, i.e.
dvφ,st =
{
∇vφ,st bt(·,LXφ,st )(X
φ,s
t ) +
(
E〈DLbt(y, ·)(LXφ,st )(X
φ,s
t ), v
φ,s
t 〉
)∣∣
y=Xφ,st
}
dt
+
{
∇vφ,st σt(X
φ,s
t )
}
dWt, v
φ,s
0 = φ(X0).
(4.5)
Let
ζφ,st := σt(X
φ,s
t )
−1
{
g′tv
φ,s
t +
(
E〈DLbt(y, ·)(LXφ,st )(X
φ,s
t ), gtv
φ,s
t 〉
)∣∣
y=Xφ,st
}
, t ∈ [0, T ].
Then (4.4) and (4.1) imply
(4.6) (PTf)(µ
φ,ε)− (PTf)(µ) =
∫ ε
0
E
[
f(Xφ,sT )
∫ T
0
〈
ζφ,st , dWt
〉]
ds, f ∈ C1b (Rd),
By a standard approximation argument, we may extend this formula to all f ∈ Bb(Rd).
Indeed, let
νε(A) =
∫ ε
0
E
[
1A(X
φ,s
T )
∫ T
0
〈
ζφ,st , dWt
〉]
ds, A ∈ B(Rd).
Then νε is a finite signed measure on Rd with∫
Rd
fdνε =
∫ ε
0
E
[
f(Xφ,sT )
∫ T
0
〈
ζφ,st , dWt
〉]
ds, f ∈ Bb(Rd).
So, (4.6) is equivalent to
(4.7)
∫
Rd
fdP ∗Tµ
φ,ε −
∫
Rd
fdP ∗Tµ =
∫
Rd
fdνε, f ∈ C1b (Rd).
Since νT,ε := P
∗
Tµ
φ,ε + P ∗Tµ + |νε| is a finite measure on Rd, C1b (Rd) is dense in L1(Rd, νT,ε).
Hence, (4.7) holds for all f ∈ Bb(Rd) ⊂ L1(Rd, νT,ε). Consequently, (4.6) holds for all
f ∈ Bb(Rd). Thus,
(4.8)
(PTf)(µ
φ,ε)− (PTf)(µ)
ε
=
1
ε
∫ ε
0
E
[
f(Xφ,sT )
∫ T
0
〈
ζφ,st , dWt
〉]
ds, f ∈ Bb(Rd).
It is easy to see from (H) that
lim
s→0
sup
t∈[0,T ]
E
(|Xφ,st −Xt|2 + |vφ,st − vφt |2) = 0.
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So,
(4.9) lim
ε↓0
1
ε
∫ ε
0
E
∣∣∣∣ ∫ T
0
〈
ζφ,st − ζφt , dWt
〉∣∣∣∣ = 0.
Combining this with (4.8), we see that (2.3) for f ∈ Bb(Rd) follows from
(4.10) lim
ε↓0
E
[
{f(Xφ,εT )− f(XT )}
∫ T
0
〈
ζφt , dWt
〉]
= 0, f ∈ Bb(Rd).
To prove this equality, we denote
Ir :=
∫ r
0
〈
ζφt , dWt
〉
, r ∈ (0, T ).
Applying (4.1) with gt :=
t−r
T−r for t ∈ [r, T ] and using (H), we may find out a constant
C(T, r) > 0 such that∣∣E[Ir{f(Xφ,εT )− f(XT )}]∣∣ = ∣∣∣∣E[Ir ∫ ε
0
〈∇f(Xφ,sT ),∇φ(X0)Xφ,sT 〉ds
]∣∣∣∣
≤ E
[
|Ir| ·
∣∣∣∣ ∫ ε
0
E
(〈∇f(Xφ,sT ),∇φ(X0)Xφ,sT 〉∣∣Fr)ds∣∣∣∣]
≤ C(T, r)
T − r ‖f‖∞
∫ ε
0
E
[
|Ir|
(∫ T
r
∣∣vφ,st ∣∣2dt) 12]ds, f ∈ C1b (Rd).
By the argument extending (4.6) from f ∈ C1b (Rd) to f ∈ Bb(Rd), we conclude from this
that for any r ∈ (0, T ),
lim
ε↓0
sup
‖f‖∞≤1
∣∣E[Ir{f(Xφ,εT )− f(XT )}]∣∣ = 0.
Therefore,
lim sup
ε↓0
sup
‖f‖∞≤1
∣∣∣∣E[{f(Xφ,εT )− f(XT )}∫ T
0
〈
ζφt , dWt
〉]∣∣∣∣
= lim sup
ε↓0
sup
‖f‖∞≤1
∣∣∣∣E[{f(Xφ,εT )− f(XT )}∫ T
r
〈
ζφt , dWt
〉]∣∣∣∣
≤ 2
(
E
∫ T
r
|ζφt |2dt
) 1
2
, r ∈ (0, T ).
(4.11)
By letting r ↑ T we prove (4.10).
(b) For any f ∈ Bb(Rd), we intend to find out γ ∈ L2(Rd → Rd, µ) such that
(4.12) E
[
f(XT )
∫ T
0
〈
ζφt , dWt
〉]
= µ(〈φ, γ〉), φ ∈ L2(Rd → Rd, µ).
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When f ∈ Cb(Rd), in step (c) we will deduce from this and (2.3) that γ = DLPTf(µ). To
construct the desired γ, consider the SDE
dXφt = bt(X
φ
t ,LXφt
)dt+ σt(X
φ
t )dWt, X
φ
0 = X0 + φ(X0),
and let vφt solve (2.2). Since (2.2) is a linear equation for v
φ
t with initial value φ(X0) ∈
L2(Ω→ Rd,F0,P), the functional
L2(Rd → Rd, µ) 3 φ 7→ Lφ := E
[
f(XT )
∫ T
0
〈
ζφt , dWt
〉]
is linear, and by (H) and (2.1), there exists a constant C(T ) > 0 such that
|Lφ|2 ≤ C(T )E|φ(X0)|2 = C(T )µ(|φ|2), φ ∈ L2(Rd → Rd, µ).
Then L is a bounded linear functional on the Hilbert space L2(Rd → Rd, µ). By Riesz’s
representation theorem, there exists a unique γ ∈ L2(Rd → Rd, µ) such that
Lφ = µ(〈γ, φ〉), φ ∈ L2(Rd → Rd, µ).
Therefore, (4.12) holds.
(c) Now, for f ∈ Bb(Rd), we intend to verify (4.3) for γ in (4.12), so that PTf is L-
differentiable with DL(PTf)(µ) = γ. By (4.8) for ε = 1, we have
(4.13) (PTf)(µ
1)− (PTf)(µ) =
∫ 1
0
E
[
f(Xφ,sT )
∫ T
0
〈
ζφ,st , dWt
〉]
, f ∈ Bb(Rd).
For Rd random variables X, v, let
Nt(X, v) = σt(X)
−1
{
g′tv +
(
E〈DLbt(y, ·)(LX)(X), gtv〉
)∣∣
y=X
}
, t ∈ [0, T ].
Then ζφ,st = Nt(X
φ,s
t , v
φ,s) and ζφt = Nt(Xt, v
φ). Combining this with (4.12) and (4.13), and
noting that µ1 = µ ◦ (Id + φ)−1), we arrive at
(4.14)
|(PTf)(µ ◦ (Id + φ)−1))− (PTf)(µ)− µ(〈φ, γ〉)|√
µ(|φ|2) ≤ ε1(φ) + ε2(φ) + ε3(φ),
where
ε1(φ) :=
1√
µ(|φ|2)
∫ 1
0
E
∣∣∣∣(f(Xφ,sT )− f(XT )) ∫ T
0
〈ζφ,st , dWt〉
∣∣∣∣ds,
ε2(φ) :=
‖f‖∞√
µ(|φ|2)
∫ 1
0
E
∣∣∣∣ ∫ T
0
〈
Nt(X
φ,s
t , v
φ)−Nt(Xt, vφ), dWt
〉∣∣∣∣ds,
ε3(φ) :=
‖f‖∞√
µ(|φ|2)
∫ 1
0
E
∣∣∣∣ ∫ T
0
〈
Nt(X
φ,s
t , v
φ,s)−Nt(Xφ,st , vφ), dWt
〉∣∣∣∣ds.
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It is easy to deduce from (H) that for any p ≥ 2 there exists a constant c(p) > 0 such
that
(4.15) sup
t∈[0,T ],s∈[0,1]
E
(|Xφ,st −Xt|p + |vφ,st |p∣∣F0) ≤ c(p)|φ(X0)|p.
Combining this with the continuity of σt(x) in x uniformly in t ∈ [0, T ], we conclude that
(4.16) lim
µ(|φ|2)→0
ε2(φ) = 0.
Next, by the argument deducing (2.3) from (4.8), it is easy to see that (4.15) implies
(4.17) lim
µ(|φ|2)→0
ε1(φ) = 0.
Moreover, by the SDEs for vφ,st and v
φ
t we have
d(vφ,st − vφt ) =
{
At(v
φ,s
t − vφt ) + A˜tvφ,st
}
dt+
{
Bt(v
φ,s
t − vφt ) + B˜tvφt
}
dWt,
where for a square integrable random variable v on Rd,
Atv := ∇vbt(·,LXt)(Xt) +
(
E〈DLbt(y, ·)(LXt)(Xt), v〉
)∣∣
y=Xt
,
A˜tv := ∇vbt(·,LXφ,st )(X
φ,s
t ) +
(
E〈DLbt(y, ·)(LXφ,st )(X
φ,s
t ), v〉
)∣∣
y=Xφ,st
−∇vbt(·,LXt)(Xt)−
(
E〈DLbt(y, ·)(LXt)(Xt), v〉
)∣∣
y=Xt
,
Btv := ∇vσt(Xt), B˜tv := ∇vσt(Xφ,st )−∇vσt(Xt).
Combining this with (4.15) and (H), there exists a constant c > 0 such that
(4.18) d|vφ,st −vφt |2 ≤ c|vφ,st −vφt |2dt+c
(‖A˜t‖2+‖B˜t‖2)(|vφ,st |2+|vφt |2)dt+dMt, |vφ,s0 −vφ0 | = 0
holds for some martingale Mt, and that
(4.19) ‖A˜t‖2 + ‖B˜t‖2 ≤ c, lim
µ(|φ|2)→0
(‖A˜t‖2 + ‖B˜t‖2) = 0, t ∈ [0, T ], s ∈ [0, 1].
By (4.18) and (4.15) for p = 4, there exists a constant c′ > 0 such that
E(|vφ,st − vφt |2|F0)
≤ c
∫ t
0
E(|vφ,sr − vφr |2|F0)dr + 2c
∫ T
0
√
E(‖A˜t‖4 + ‖B˜t‖4|F0) ·
√
E(|vφ,st |4 + |vφt |4|F0) dt
≤ c
∫ t
0
E(|vφ,sr − vφr |2|F0)dr + c′ε(φ)|φ(X0)|2, s ∈ [0, 1], t ∈ [0, T ],
where
ε(φ) :=
∫ T
0
√
E(‖A˜t‖4 + ‖B˜t‖4|F0) dt.
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Then Gronwall’s lemma and (4.19) yield
sup
s∈[0,T ]
E(|vφ,st − vφt |2|F0) ≤ c′ecT ε(φ)|φ(X0)|2,
lim
µ(|φ|2)→0
Eε(φ) = 0.
Combining this with the definition of ε3(φ), (H), and Jensen’s inequality for the conditional
expectation E(·|F0), we may find out constants C1, C2 > 0 depending on ‖f‖∞ and T such
that
lim
µ(|φ|2)→0
ε3(φ) ≤ lim
µ(|φ|2)→0
C1√
µ(|φ|2)
∫ 1
0
E
(∫ T
0
|vφ,st − vφt |2dt
) 1
2
ds
≤ lim
µ(|φ|2)→0
C1√
µ(|φ|2)
∫ 1
0
E
(∫ T
0
E(|vφ,st − vφt |2|F0)dt
) 1
2
ds
≤ lim
µ(|φ|2)→0
C2√
µ(|φ|2)
∫ 1
0
E
(|φ(X0)|√ε(φ))ds
≤ lim
µ(|φ|2)→0
C2
√
(E|φ(X0)|2)Eε(φ)√
µ(|φ|2) = limµ(|φ|2)→0C2
√
Eε(φ) = 0.
This, together with (4.14), (4.16) and (4.17), implies (4.3). Therefore, PTf is L-differentiable
at µ with DL(PTf)(µ) = γ.
(d) Finally, (2.3) and (4.8) imply∣∣∣P ∗Tµ ◦ (Id + εφ)−1 − P ∗Tµ
ε
(f)− (ψP ∗Tµ)(f)
∣∣∣
=
∣∣∣∣(PTf)(µφ,ε)− (PTf)(µ)ε − E
[
f(XT )
∫ T
0
〈ζφt , dWt〉
]∣∣∣∣
≤ ‖f‖∞
ε
∫ ε
0
E
∣∣∣∣ ∫ T
0
〈ζφ,st − ζφt , dWt〉
∣∣∣∣ds
+
1
ε
∣∣∣∣E[{f(Xφ,εT )− f(XT )}∫ T
0
〈
ζφt , dWt
〉]∣∣∣∣ds.
Combining this with (4.9) and (4.10) we prove (2.4).
4.3 Proof of Corollary 2.2
Proof of (1). By (H) and (2.2), there exists a martingale Mt such that
(4.20) d|vφt |2 ≤ 4Kt|vφt |(|vφt |+ E|vφt |)dt+ dMt, |vφ0 |2 = |φ(X0)|2,
where K(t) is increasing in t ≥ 0. Then
E|vφt |2 ≤ E|φ(X0)|2 + 4Kt
∫ t
0
{
E|vφs |2 + (E|vφs |)2
}
ds ≤ µ(|φ|2) + 8Kt
∫ t
0
E|vφs |2ds.
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By Gronwall’s inequality this implies
(4.21) E|vφt |2 ≤ e8Kttµ(|φ|2), t ∈ [0, T ].
Next, since E
∫ T
0
〈
ξφt , dWt
〉
= 0, (2.3) is equivalent to
DLφ (PTf)(µ) = E
[{
f(XT )− PTf(µ)
}∫ T
0
〈
ζφt , dWt
〉]
.
Combining this with (4.21) and using Jensen’s inequality, when µ(|φ|2) ≤ 1 we have
|DLφ (PTf)(µ)|2 ≤
{
(PTf
2)(µ)− (PTf(µ))2
}∫ T
0
E
∣∣ζφt ∣∣2dt
≤ {(PTf 2)(µ)− (PTf(µ))2}∫ T
0
(|g′t|+K(t)|gt|)2λ2t e8tKtdt
for any g ∈ C1([0, T ]) with g0 = 0 and gT = 1. Taking gt = tT , t ∈ [0, T ], we prove the
estimate (2.5).
Proof of (2). Let f ∈ Bb(Rd) with ‖f‖∞ ≤ 1. By Theorem 2.1, PTf is L-differentiable.
Moreover, by Theorem 4.1, PTf is Lipschitz continuous on P2(Rd). Indeed, for any µ1, µ2 ∈
P2(Rd), let X1, X2 ∈ L2(Ω→ Rd,F0,P) such that LXi = µi, 1 ≤ i ≤ 2, and E|X1 −X2|2 =
W2(µ1, µ2)2. Let Xst be the solution to (1.4) with X0 = X1 + s(X2 − X1), s ∈ [0, 1]. Then
Theorem 4.1 implies
|PTf(µ1)− PTf(µ2)|2 = |Ef(X0T )− Ef(X1T )|2 =
∣∣∣∣ ∫ 1
0
d
ds
Ef(XsT ) ds
∣∣∣∣2
=
∣∣∣∣ ∫ 1
0
E〈∇f(XsT ),∇X2−X1XsT 〉ds
∣∣∣∣2 ≤ cE|X2 −X1|2 = cW2(µ1, µ2)2
for some constant c > 0.
To apply Proposition 3.1, we take {µn, νn}n≥1 ⊂ P2(Rd) which have compact supports
and are absolutely continuous with respect to the Lebesgue measure, such that
(4.22) lim
n→∞
{
W2(µ, µn) +W2(ν, νn)
}
= 0.
According to [5], see also [7, Theorem 5.8], for any n ≥ 1 there exists a unique map φn ∈
L2(Rd → Rd, µ) such that
(4.23) νn = µn ◦ (Id + φn)−1, W2(µn, νn)2 = µn(|φn|2).
Let Xn ∈ L2(Ω→ Rd,F0,P) such that LXn = µn. By Proposition 3.1, (2.5) and (4.23), we
obtain
|(PTf)(µn)− (PTf)(νn)|2 =
∣∣∣∣ ∫ 1
0
d
ds
(PTf)(LXn+sφn(Xn)) ds
∣∣∣∣2
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=∣∣∣∣ ∫ 1
0
E
〈
DL(PTf)(LXn+sφn(Xn))(Xn + sφn(Xn)), φn(Xn)
〉
ds
∣∣∣∣2
≤ ‖f‖
2
∞µn(|φn|2)∫ T
0
λ−2t e−8tKtdt
=
‖f‖2∞W2(µn, νn)2∫ T
0
λ−2t e−8tKtdt
.
By the continuity of PTf and (4.22), by letting n→∞ we prove
|(PTf)(µ)− (PTf)(ν)|2 ≤ W2(µ, ν)
2∫ T
0
λ−2t e−8tKtdt
, µ, ν ∈P2(Rd), f ∈ Bb(Rd), ‖f‖∞ ≤ 1.
Therefore, (2.6) and (2.7) hold.
4.4 Proof of Theorem 2.3
Let T > r ≥ 0, µ ∈P2(Rm+d) and let Xt solve (2.8) with LX0 = µ. To realize the procedure
in the proof of Theorem 2.1 for the present degenerate setting, we first extend Theorem 4.1
using D∗(hαr,·) to replace
∫ T
r
〈ζηt , dWt〉, where for a C1([r, T ]→ Rm+d)-valued random variable
α· = (α
(1)
· , α
(2)
· ), let (hαr,t, w
α
r,t)t∈[r,T ] be the unique solution to the random ODEs
dhαr,t
dt
= σ−1t
{
∇αtb(2)t (Xt,LXt)− (α(2)t )′
+
(
E〈DLb(2)t (y, ·)(LXt)(Xt), αt + wαr,t〉
)∣∣
y=Xt
}
,
dwαr,t
dt
= ∇wαr,tbt(·,LXt)(Xt) + (0, σt(hαr,t)′), hαr,r = 0, wαr,r = 0.
(4.24)
Theorem 4.2. Assume (H1). Let T > r ≥ 0, η ∈ L2(Ω → Rm+d,F0,P), and let Xt
solve (2.8) with LX0 = µ ∈ P2(Rm+d). If there exists a C1([r, T ] → Rm+d)-valued random
variable α· = (α
(1)
· , α
(2)
· ) such that αr = ∇ηXr, αT = 0,
(4.25) (α
(1)
t )
′ = ∇αtb(1)t (Xt), t ∈ [r, T ],
and hαr,· ∈ D(D∗), then for any f ∈ C1b (Rm+d),
(4.26) E
(〈∇f(XT ),∇ηXT 〉∣∣Fr) = E(f(XT )D∗(hαr,·)∣∣Fr).
Proof. Letting wt = w
α
r,t1{t>r}, Proposition 3.5 implies that wt = Dhαr,·Xt, t ∈ [0, T ]. By
(4.24), we have
wt =
∫ t
t∧r
{
∇wsbs(·,LXs)(Xs) +
(
0, σs(h
α
r,s)
′
}
ds, t ∈ [0, T ].
Extending αt with αt := ∇ηXt for t ∈ [0, r), and letting vt = wt + αt for any t ∈ [0, T ], we
obtain
vt = αt +
∫ t
t∧r
{
∇vsbs(·,LXs)(Xs) +
(
0,
(
E〈DLb(2)s (y, ·)(LXs)(Xs), vs〉
)∣∣
y=Xs
)
+ (0, σs(h
α
s )
′ − (E〈DLb(2)s (y, ·)(LXs)(Xs), ws + αs〉)∣∣y=Xs)−∇αsbs(·,LXs)(Xs)}ds.(4.27)
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By (4.25), ∫ t
t∧r
∇αsb(1)s (·,LXs)(Xs) ds = 1{t>r}
(
α
(1)
t −∇ηX(1)r
)
,
while the definition of hαr,s implies∫ t
t∧r
{
σs(h
α
s )
′ − (E〈DLb(2)s (y, ·)(LXs)(Xs), ws + αs〉)∣∣y=Xs −∇αsb(2)s (·,LXs)(Xs)}ds
= −
∫ t
t∧r
(α(2)s )
′ds = 1{t>r}
(∇ηX(2)r − α(2)t ).
Combining these with (4.27) and Proposition 3.2 leads to
vt = ∇ηXr +
∫ t
t∧r
{
∇vsbs(·,LXs)(Xs) +
(
0,
(
E〈DLb(2)s (y, ·)(LXs)(Xs), vs〉
)∣∣
y=Xs
)}
ds
= η +
∫ t
0
{
∇vsbs(·,LXs)(Xs) +
(
0,
(
E〈DLb(2)s (y, ·)(LXs)(Xs), vs〉
)∣∣
y=Xs
)}
ds, t ∈ [0, T ].
That is, vt solves (3.11) so that by Proposition 3.2 we obtain vt := wt + αt = ∇ηXt. Since
αT = 0, this implies Dhαr,·XT = ∇ηXT . Thus, for any bounded Fr-measurable G ∈ D(D),
E
[
G〈∇f(XT ),∇ηXT 〉
]
= E
[
GDhαr,·f(XT )
]
= E
[
Dhαr,·{Gf(XT )} − f(XT )Dhαr,·G
]
= E
[
Gf(XT )D
∗(hαr,·)
]
,
(4.28)
where in the last step we have used the integration by parts formula (3.22) and Dhαr,·G = 0
since G is Fr-measurable but
Dhαr,·G =
∫ T
0
(hαr,·)
′(s) · {(DG)·}′(s)ds = 0,
(hαr,·)
′(s) = 0 for s ≤ r. Noting that the class of boundedFr-measurable functions G ∈ D(D)
is dense in L2(Ω,Fr,P), (4.28) implies (4.26).
Proof of Theorem 2.3. With Theorem 4.2 in hands, the proof is completely similar to that
of Theorem 2.1. Let
vφt = ((v
φ
t )
(1), (vφt )
(2)) = (∇φ(X0)X(1)t ,∇φ(X0)X(2)t ) = ∇φ(X0)Xt, t ∈ [0, T ].
For any 0 ≤ r < T , let
α
(2)
r,t =
T − t
T − r (v
φ
t )
(2) − (t− r)(T − t)B
∗
tK
∗
T,t∫ T
0
θ2sds
∫ T
t
θ2sQ
−1
s KT,r(v
φ
t )
(1)ds
− (t− r)(T − t)B∗tK∗T,tQ−1T
∫ T
0
T − s
T
KT,s∇(2)b(1)s (Xs)φ(2)(X0)ds, t ∈ [r, T ],
(4.29)
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and
(4.30) α
(1)
r,t = Kt,r(v
φ
t )
(1) +
∫ t
r
Kt,s∇(2)
α
(2)
s
b(1)s (Xs(x)) ds, t ∈ [r, T ].
Then αr,· := (α
(1)
r,t , α
(2)
r,t ) satisfies
αr,r = ∇φ(X0)Xr, αr,T = 0,
and by (2.9) and Duhamel’s formula, (4.30) implies
(α(1)r,· )
′(t) = ∇αr,tb(1)t (Xt), t ∈ [r, T ].
Moreover, let h
αr,·
r,· be defined in (4.24) for αr,· replacing α. Noting that (H1) and (H2)
imply [31, (H)] for l1 = l2 = 0, the proof of [31, Theorem 1.1] with φ(s) := (s − r)(T − s)
for s ∈ [r, T ] ensures that hαr,·r,· ∈ D(D∗) with D∗(hαr,·r,· ) ∈ Lp(P) for all p ∈ (1,∞). So, by
Theorem 2.3 with η = φ(X0) we obtain
(4.31) E(〈∇f(XT ),∇φ(X0)XT 〉|Fr) = E(f(XT )D∗(hαr,·r,· )|Fr), f ∈ C1b (Rd), r ∈ [0, T ).
In particular, taking r = 0 we obtain D∗(h) ∈ Lp(P) for all p ∈ (1,∞) and
(4.32) DLφPTf(µ) = E(〈∇f(XT ),∇φ(X0)XT 〉) = E(f(XT )D∗(hα)|Fr), f ∈ C1b (Rd).
Basing on these two formulas, by repeating the proof of Theorem 2.1 with Ir := E(D∗(hα)|Fr),
we prove (2.16) and the L-differentiability of PTf for f ∈ Bb(Rm+d). Finally, the estimates
(2.17) and (2.18) follows from (2.16) as in the proof of Theorem 2.1, together with the cor-
responding estimate on E|D∗(hα)|2 as in the proof of [31, Theorem 1.1]. For instance, below
we outline the proof of (2.16).
Firstly, for s ∈ (0, 1) let Xst solve (2.8) with Xφ,s0 = X0 + sφ(X0), let µφ,s = LXφ,s0 =
µ ◦ (Id + φ)−1, and let αφ,sr,t be defined as αr,t with Xφ,st replacing Xt. Then as in (4.4) and
(4.7), (4.32) implies
(PTf)(µ
φ,ε)− (PTf)(µ) =
∫ ε
0
E〈(∇f)(Xφ,sT ),∇φ(X0)Xφ,sT 〉 ds
=
∫ ε
0
E
[
f(Xφ,sT )D
∗(hα
φ,s
)
]
, f ∈ C1b (Rm+d),
(4.33)
where hα
φ,s
:= h
αφ,s0,·
0,· satisfies
(4.34) lim
s→0
E|D∗(hαφ,s)−D∗(h)|2 = 0.
By the argument leading to (4.8), (4.33) yields
(PTf)(µ
φ,ε)− (PTf)(µ)
ε
=
1
ε
∫ ε
0
E
[
f(Xφ,sT )D
∗(hα
φ,s
)
]
ds, f ∈ Bb(Rm+d).
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Combining this with (4.34), we prove (2.16) provided
(4.35) lim
ε↓0
1
ε
∫ ε
0
E
[{f(Xφ,sT )− f(XT )}D∗(hα)] ds = 0.
For any r ∈ (0, T ), let Ir = E(D∗(hα)|Fr). By (4.33) we obtain
E
[{f(Xφ,εT )− f(XT )}Ir] = E[IrE(f(Xφ,εT )− f(XT )|Fr)]
= E
[
Ir
∫ ε
0
E
(〈∇f(Xφ,sT ),∇Xφ,sT 〉∣∣Fr) ds] = E[Ir ∫ ε
0
E
(
f(Xφ,sT )D
∗(hαr,·r,· )
∣∣Fr) ds]
=
∫ ε
0
E
[
Irf(X
φ,s
T )D
∗(hαr,·r,· )
]
ds, f ∈ C1b (Rd).
Combining this with the argument extending (4.8) from f ∈ C1b (Rd) to f ∈ Bb(Rd), we
obtain
E
[{f(Xφ,εT )− f(XT )}Ir] = ∫ ε
0
E
[
Irf(X
φ,s
T )D
∗(hαr,·r,· )
]
ds, f ∈ Bb(Rd).
Consequently,
lim
ε→0
E
[{f(Xφ,εT )− f(XT )}Ir] = 0, f ∈ Bb(Rd), r ∈ (0, T ).
Then for any r ∈ (0, T ),
lim sup
ε↓0
∣∣∣∣1ε
∫ ε
0
E
[{f(Xφ,sT )− f(XT )}D∗(hα)] ds∣∣∣∣
= lim sup
ε↓0
∣∣∣∣1ε
∫ ε
0
E
[{f(Xφ,sT )− f(XT )} · {D∗(hα)− Ir}] ds∣∣∣∣
≤ 2‖f‖∞E|D∗(hα)− E(D∗(hα)|Fr)|.
Letting r ↑ T we derive (4.35), and hence prove (2.16) as explained above.
Acknowledgement. Financial support by the DFG through the CRC 1283 “Taming un-
certainty and profiting from randomness and low regularity in analysis, stochastics and their
applications” is acknowledged. The authors would like to thank the referee and Professor
Yulin Song for helpful comments.
References
[1] S. Albeverio,Y. G. Kondratiev, M. Ro¨ckner, Differential geometry of Poisson spaces,
C. R. Acad. Sci. Paris Se´r. I Math. 323(1996), 1129-1134.
[2] M. Arnaudon, A. Thalmaier, The differentiation of hypoelliptic diffusion semigroups,
Illinois J. Math. 54(2010), 1285-1311.
28
[3] D. Ban˜os, The Bismut-Elworthy-Li formula for mean-field stochastic differential equa-
tions, Ann. l’Inst. H. Poinc. Probab. Statis. 54(2018), 220-233.
[4] J. M. Bismut, Large Deviations and the Malliavin Calculus, Boston: Birkha¨user, MA,
1984.
[5] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued func-
tions, Comm. Pure Appl. Math. 44, 4 (1991), 375-417.
[6] R. Buckdahn, J. Li, S. Peng, C. Rainer, Mean-field stochastic differential equations
and associated PDEs, Annal. Probab. 2(2017), 824-878.
[7] P. Cardaliaguet, Notes on mean field games, P.-L. Lions lectures at College de France.
https://www.researchgate.net/publication/228702832 Notes on Mean Field Games
[8] J.-F. Chassagneux, D. Crisan, F. Delarue, Classical solutions to the master equation
for large population equilibria, arXiv:1411.3009, 2014.
[9] D. Crisan, E. McMurray, Smoothing properties of McKean-Vlasov SDEs, Probab. The-
ory Relat. Fields 171(2018), 97-148.
[10] P.-E. Chaudru de Raynal, Strong well-posedness of McKean-Vlasov stochastic differ-
ential equation with Ho¨lder drift, 2019: hal-01248324v3.
[11] W. Hammersley, D. S˘is˘ka, L. Szpruch, McKean-Vlasov SDE under measure dependent
Lyapunov conditions, arXiv:1802.03974v1
[12] L. Desvillettes, C. Villani, On the spatially homogeneous Landau equation for hard
potentials, Part I : existence, uniqueness and smothness, Comm. Part. Diff. Equat.
25(2000), 179-259.
[13] L. Desvillettes, C. Villani, On the spatially homogeneous Landau equation for hard
potentials, Part II: H-Theorem and Applications, Comm. Part. Diff. Equat. 25(2000),
261-298.
[14] K.D. Elworthy, X.-M. Li, Formulae for the derivatives of heat semigroups, J. Funct.
Anal. 125 (1994) 252-286.
[15] N. Fournier, A. Guillin, From a Kac-like particle system to the Landau equation for
hard potentials and Maxwell molecules, Ann. Sci. l’ENS 50(2017), 157-199.
[16] H. Gue´rin, Existence and regularity of a weak function-solution for some Landau equa-
tions with a stochastic approach, Stoch. Proc. Appl. 101(2002), 303-325.
[17] A. Guillin, F.-Y. Wang, Degenerate Fokker-Planck equations: Bismut formula, gradient
estimate and Harnack inequality, J. Diff. Equat. 253(2012), 20-40.
29
[18] X. Huang, F.-Y. Wang, Distribution dependent SDEs with singular coefficients,
arXiv:1805.01682.
[19] J. Li, Mean-field forward and backward SDEs with jumps and associated nonlocal quasi-
linear integral-PDEs, Stoch. Proc. Appl. 128(2018), 3118-3180.
[20] Yu. S. Mishura, A. Yu. Veretennikov, Existence and uniqueness theorems for solutions
of McKean-Vlasov stochastic equations, arXiv:1603.02212v4
[21] D. Nualart, The Malliavin Calculus and Related Topics, Springer, Berlin, 2006.
[22] P. Ren, F.-Y. Wang, Space-distribution PDEs for path independent additive functionals
of McKean-Vlasov SDEs, arXiv:1805.10841.
[23] F. Otto, Dynamics of labyrinthine pattern formation in magnetic fluids: a mean-field
theory, Arch. Rational Mech. Anal. 141 (1998) 63-103.
[24] Y. Song, Gradient estimates and exponential ergodicity for mean-field SDEs with
jumps, to appear in J. Theort. Probab.
[25] A.-S. Sznitman, Topics in propagation of chaos, In “E´cole d’E´te´ de Probabilite´s de
Sain-Flour XIX-1989”, Lecture Notes in Mathematics 1464, 165-251, Springer, Berlin,
1991.
[26] C. Villani, On the spatially homogeneous Landau equation for Maxwellian Molecules,
Math. Mod. Meth. Appl. Sci. 8(1998), 957-983.
[27] F.-Y. Wang, Harnack Inequalities and Applications for Stochastic Partial Differential
Equations, Springer, 2013, Berlin.
[28] F.-Y. Wang, Derivative formula and gradient estimates for Gruschin type semigroups,
J. Theor. Probab. 27(2014), 80-95.
[29] F.-Y. Wang, Derivative formulas and Poincare´ inequality for Kohn-Laplacian type
semigroups, Sci. China Math. 59(2016), 261-280.
[30] F.-Y. Wang, Distribution dependent SDEs for Landau type equations, Stoch. Proc.
Appl. 128(2018), 595-621.
[31] F.-Y. Wang, X. Zhang, Derivative formula and applications for degenerate diffusion
semigroups, J. Math. Pures Appl. 99(2013), 726-740.
30
