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We develop an analytically solvable classical kinetic model of spatially dispersive transport in Dirac
materials accounting for strong electron-electron (e-e) and electron-hole (e-h) collisions. We use this
model to track the evolution of graphene conductivity and properties of its collective excitations
across the hydrodynamic-to-ballistic crossover. We find the relaxation rate of electric current by e-e
collisions that is possible due to the lack of Galilean invariance, and introduce a universal numerical
measure of this non-invariance. We find the two branches of collective excitations in the Dirac fluid:
plasmons and electron-hole sound. The sound waves persist at frequencies exceeding the e-e collision
frequency, have a small viscous damping at the neutrality point, but acquire large damping due to
e-h friction even at slight doping. On the contrary, plasmons acquire strong frictional damping at
the neutrality point and become well-defined in doped samples.
In ultra-clean semiconductor heterostructures1,2, the
frequency of electron-electron collisions τ−1ee can ex-
ceed than the frequency of electron-phonon τ−1e−ph and
electron-impurity τ−1e−i collisions. This results in hydro-
dynamic (HD) regime of electron transport governed by
Navier-Stokes equation3–5, which contrasts to the diffu-
sive transport governed by Ohm’s law. The hydrody-
namic regime can potentially span up to terahertz fre-
quencies6,7 of driving field ω, until it surrenders to the
balilistic motion of individual quasiparticles at ωτee ≫ 1.
Several bright confirmations of HD transport appeared
recently for Dirac materials with linear carrier disper-
sion, including the observation of whirlpools8 and Poiselle
flow in graphene9 and thermoelectric signatures of axial-
gravitational anomaly in Weyl semimetals10.
In most experimentally relevant situations, however,
the frequencies τ−1ee , τ
−1
e−ph and ω are of the same order of
magnitude, which results in the transport regime inter-
mediate between hydrodynamic11–16, diffusive17,18, and
ballistic19. For collective excitations in Dirac materials,
the transport is also highly nonlocal20 implying that their
characteristic wavelength λ is comparable to v0/ω, where
v0 is the Fermi velocity.
The studies of intermediate transport regimes are re-
quired not only to describe the experimental reality, but
also to sort out the conflicting predictions of hydrody-
namic and ballistic models. The HD theory for Dirac ma-
terials predicts that e-e collisions affect conductivity only
indirectly by modifying the distribution function and re-
laxation rates21. The model of nearly free particles tells
that e-e collisions can relax the net current22–25 due to
the absence of direct proportionality between momen-
tum and velocity. The free-particle models tell that the
phase velocity of collective excitations – plasmons – al-
ways lies above the Fermi velocity26–28, which protects
them both from Landau damping20 and current-driven
instabilities29. The HD model sets a lower bound for
plasmon velocity to v0/
√
d, where d is the dimension of
space30,31. Remarkably, v0/
√
d is the velocity a novel
quasi-neutral hydrodynamic mode15,30,32, which does not
appear in the quantum analysis27 even after inclusion of
electron interactions33,34.
In this paper, we develop an exactly solvable kinetic
model describing nonlocal ballistic and hydrodynamic
regimes in the materials with linear carrier dispersion
ǫp = ±v0p, and resolve the abovementioned problems.
We find a closed-form expression for dispersion law of
collective excitations (plasmons and electron-hole sound)
in graphene valid at frequencies and wave vectors unac-
cessible by preceding models. Its solution demonstrates
a gradual increase in plasmon velocity from HD to bal-
listic regime. In the intermediate regime, ωτee ∼ 1, we
find the maximum damping of plasmons solely due to
electron-electron scattering that corresponds to the qual-
ity factor Q ∼ 10...30. We find that electron-hole sound
surprisingly persists both in HD and ballistic limits; in
the latter case its velocity tends to v0 from the lower side.
We also identify a new origin of damping for collective
excitations due to energy momentum transfer between
electrons and holes. The latter is relevant for plasmons
at charge neutrality and sound in doped samples.
The theories of intermediate transport regimes rely ei-
ther on solution of full kinetic equation in a restricted
basis12,35, or on the replacement of true e-e collision inte-
grals with simple model forms36–40. The latter approach
was previously applied to the conductivity of graphene
nano-constrictions41 and circular obstacles42, and to the
problem of viscous electron-hole sound damping41. In
this paper, we extend the applicability of model collision
integral approach to strong nonlocality, finite tempera-
tures, and electron-hole scattering.
The transport coefficients of electron-hole system in a
weak electric field E ∝ ei(qr−ωt) can be found from so-
lution of coupled kinetic equations for distribution func-
tions fe and fh:
− i(ω−qv
p
)fe − eEvp ∂f0e
∂ǫp
= Cee[fe] + Ceh[fe, fh], (1)
a similar equation with opposite charge and e and h in-
dices interchanged holds for holes. Here vp = ∂ǫp/∂p is
the quasiparticle velocity, f0e is the distribution function
in the absence of field. Below we supplement steady-state
quantities with subscript 0.
2E-e collisions relax the perturbations of the distribu-
tion function to the local-equilibrium
fhde = −
∂f0e
∂ǫp
(
µe + pue + ξp
Te
T0
)
, (2)
where µe, ue, and Te are the small perturbations of Fermi
energy, drift velocity and temperature, and ξp is the en-
ergy reckoned from the Fermi energy. Each of the terms
in Eq. (2) represents a zero mode of the true e-e collision
operator. The model collision operator should have the
same zero modes and the simplest possible form:
C˜ee = −fe − f
hd
e
τee
. (3)
Collisions of electrons with holes also lead to local
equilibrium, but its parameters depend on both electron
and hole Fermi energy, drift velocity, and temperature38.
These dependences are modeled to ensure the conserva-
tion of total electron-hole momentum and energy and
separate electron and hole numbers. In addition, there
should be no momentum (energy) transfer between elec-
trons and holes if their drift velocities (temperatures) are
equal. Within the linear response, there is an only one
possible form of model collision integral satisfying these
properties (Supporting information, sec. I):
C˜eh = −fe − f
hd
e
τeh
+
∂f0e
∂ε
[
p∆ueh
τ treh
+
∆Teh
τεeh
(
ξp
T0
− ∂ne/∂T
∂ne/∂µ
)]
, (4)
where ∆ueh = ue − uh, ∆Teh = Te − Th. Equation (4)
explains that e-h collisions tend the electron distribution
function to a local equilibrium, while electron and hole
parameters are pushed toward each other.
The scattering times τee and τeh can be estimated from
imaginary part of electron self-energy, while transport
and energy times τ treh and τ
ε
eh are found from microscopic
calculations of momentum and energy exchange between
electrons and holes (Supporting information, sec. II).
Proceeding this way, we find τ−1ee ∼ 5× 1012 s−1 at room
temperature and µ = 0...4T , τ−1eh ≈ 1013 s−1 at the neu-
trality point and falls exponentially away from it (see
Fig. 2). This justifies the hydrodynamic approach up to
terahertz frequencies.
The closure of kinetic model is achieved by requiring
the particle number, momentum, and energy conserva-
tion upon e-e and h-h collisions. This yields six hydrody-
namic equations for carrier densities nα, momenta ρ0αuα,
and energy densities εα (α = {e, h}, ρ0α = (d+1)ε0α/dv20
is the effective mass density). Their formulation at arbi-
trary wave vector q is possible due to the independence of
carrier velocity on momentum modulus. In this case, the
energy dependence of modes excited in non-uniform field
is the same as of hydrodynamic modes (2). As a result,
the hydrodynamic equations acquire a simple form:
[−iω + τ−1e (1− I0)]ne −
I1
v0τe
j(n)e = 0, (5)
[−iω + τ−1e (1− I2)]ρ0eue −
I1
v0τe
Πe = Fe, (6)
[−iω + τ−1e (1− I0)]εe −
I1
v0τe
j(ε)e = Qe, (7)
where j
(n)
e and j
(ε)
e are the particle and energy currents,
Πe is the pressure, and τ
−1
e = τ
−1
ee + τ
−1
eh is the net elec-
tron collision frequency. All information about spatial
dispersion is encoded in dimensionless functions In de-
pending on a single argument w = (ω + iτ−1e )/qv0:
In(w) = 1
cn
〈
cosn θ
1− w−1 cos θ
〉
, (8)
where 〈...〉 means the angular average, and cn =
〈cosn+[1−(−1)n]/2 θ〉. The functions In produce singular-
ities in nonlocal response at ω → qv0 in the absence of
collisions (Supporting information, sec. III). For strong
collisions, on the contrary, I0 ≈ I2 ≈ 1, I1/v0τe ≈ −iq,
and we restore an ordinary weakly non-local hydrody-
namics12,15.
Currents and pressure in (5-7) are given by
j(n)e = n0e
[
ue − τe
τ treh
∆ueh − eτe
Me,k
E
]
, (9)
j(ε)e = ρ0e
[
ue − τe
τ treh
∆ueh − eτe
Me,hd
E
]
, (10)
Πe =
1
d
[
εe − ∂εe
∂T
τe
τ theh
∆Teh
]
, (11)
they are renormalized by electron-hole scattering and
contain dissipative corrections in external field similar
to intrinsic charge conductivity in Ref. 12. Above, it
was convenient to introduce ’kinetic’ and ’hydrodynamic’
masses Me,k = dn0e/(v
2
0∂ne/∂µ) and Me,hd = ρ0e/n0e.
Electron-hole renormalization of currents can be viewed
as mass enhancement due to scattering. Finally, Fe and
Qe are the force density and power transfer density
Fe = −I2
[
en0eE + ρ0e
∆ueh
τ treh
]
, (12)
Qe = I0 ∂εe
∂T
∆Teh
τ theh
, (13)
they include the effect of external field and energy-
momentum transfer between electrons and holes.
Electron-electron scattering and conductivity. In the
absence of spatial dispersion, the electron distribution
function solving (1) is a combination of hydrodynamic
modes and the velocity mode fe ∝ vpE∂f0e/∂ǫp. In this
case, predictions of our model should coincide with solu-
tions of kinetic equation based on mode expansion12,35,
and with extended hydrodynamic model including an im-
balance mode13.
3Particularly, the dc conductivity of graphene at the
neutrality point σµ=0 is found to be:
σµ=0 = e
2n
[
2τe
Mk
+
τ treh
Mhd
(
1− 2τe
τ treh
)]
. (14)
The first term here is due to velocity modes which are
damped both by e-e and e-h collisions22,23. The sec-
ond term comes from electron-hole hydrodynamic modes
damped only by mutual scattering1543. Both terms yield
conductivity scaling σµ=0 ∝ α−2c e2/~, where αc is the
coupling constant.
A similar ”two-mode” result is obtained for high-
frequency local conductivity in the limit µ0 ≫ T 35,44
σµ≫T = inee
2
[
M−1e,hd
ω
+
M−1e,k −M−1e,hd
ω + iτ−1ee
]
, (15)
where the first term is due to dissipationless hydrody-
namic mode, and the second one - due to the veloc-
ity modes. At low frequencies, only the hydrodynamic
mode is excited, and resistivity of clean sample tends to
zero. At high frequencies, the electromagnetic dissipa-
tion (Reσ 6= 0) appears only due to the lack of Galilean
invariance, i.e. a subtle difference between ”kinetic” and
”hydrodynamic” masses.
The emergence of small factor 1−Me,k/Me,hd in dissi-
pative coefficients can be foreseen with the following ar-
guments valid in arbitrary dimension. An electron fluid
subjected to an electric field pulse of duration τ ≪ τee
acquires the momentum p0. The distribution of elec-
trons after the pulse represents a shifted Fermi sphere
f0(ǫp−p0). The initial current density associated with
this distribution is ji = n0eM
−1
e,kp0, the momentum den-
sity is P = n0ep0. E-e collisions establish a hydro-
dynamic distribution f0(ǫp − pu0) with the same to-
tal momentum P = n0eMe,hdu0 but smaller current
jf = jiMe,k/Me,hd. The hydrodynamic mass is always
less than kinetic mass, thus e-e collisions relax the cur-
rent, but do not do it completely. The time dependence
of current is j(t) = jf +(ji− jf )e−t/τee , which allows one
to introduce an effective current relaxation frequency
τ∗−1ee = τ
−1
ee [1−Me,k/Me,hd] . (16)
The relative difference of hydrodynamic and kinetic
masses is thus the measure of Galilean non-invariance
in Dirac fluid. In the degenerate limit, the invariance is
restored, and the prefactor 1−Me,k/Me,hd goes to zero as
(T/µ)2. The restoration of invariance13,45 occurs because
the electron velocity near the Fermi surface v ≈ vFp/p
is independent on dispersion law. As the quasiparticle
lifetime is order of T 2/µ0 by itself, the real part of ee
conductivity in the high-frequency degenerate case scales
as T 4/~2ω2µ20.
Collective excitations at the ballistic-to-hydrodynamic
crossover. The full power of derived equations (5-7) is
revealed for linear response in non-uniform fields, when
the form of the distribution function is not known a priori
and mode expansion/variational methods fail. The non-
locality is crucial for description of collective excitations
– plasmons20,26,46.
To study the collective modes in gated graphene, we
supplement Eqs. (5 – 7) with Gauss theorem eϕ =
V0(q)(nh − ne), where V0(q) = 2πe2(1 − e−ql)/κ0q is the
two-dimensional Fourier transform of Coulomb potential,
κ0 is the background dielectric constant, and l is distance
to the gate. With the neglect of electron-hole collisions,
the system of generalized hydrodynamic equations with
self-consistent field is reduced to
Fac
(
1 + χeV0(q) χe
χh 1 + χhV0(q)
)(
ne
nh
)
=
(
0
0
)
, (17)
where
Fac = 1− iηI2 + 2η
2I21
1− iηI0 , (18)
χe = −2ne qv0τeηI1
1− iηI0
[
1
Me,k
+
1− F−1ac
Me,hd
]
, (19)
iη = (1 − iωτee)−1. The zeros of function Fac provide
the dispersion of quasi-neutral acoustic collective excita-
tions (also referred to as ”electron-hole sound”15, ”en-
ergy waves”32,47, and even ”demons”48). The functions
χe and χh are the polarizabilities of electrons and holes,
while the equation 1+V0(q)(χe+χh) = 0 is the dispersion
relation of plasmons. In the HD regime, the dispersion
of sound waves is
ωsound ≈ qv0√
2
− i
2
νq2 +
7
4
√
2
ν2q4
qv0
, (20)
where we have introduced the kinematic viscosity ν =
v20τee/4 (supporting section IV). The damping has a vis-
cous character, and there’s no trace of Landau damping
despite the sub-quasiparticle mode velocity. This is not
unusual as the normal sound in gases also does not exert
Landau damping. What is really unexpected that the
sound mode remains well-defined even in the formally
collisionless regime ωτee ≫ 1, where its dispersion reads
ωsound ≈ qv0 − iτ−1ee −
9
2qv0τ2ee
. (21)
It is moreover striking if one recalls that intrinsically col-
lisionless models of collective excitations26,27 do not pre-
dict any sound modes, though the dispersion (21) falls
within their range of validity. The complete picture of
sound velocity is shown in Fig. 1, black line: with in-
creasing the wave vector it grows up to the Fermi ve-
locity. One can explain the existence of sound waves in
the ballistic domain as a result of strong collisions be-
tween carriers with collinear momenta. A similar mode
was predicted by summation of vertex corrections in the
charge response function49, though the full relation be-
tween these results is yet to be established.
The case of plasmonic excitations is also readily stud-
ied within the developed framework. We can parametrize
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FIG. 1. (A) Phase velocity of collective excitations in
graphene with metal gate at l = 3 nm, Fermi energy µ0 =
50 meV, T = 300 K, dielectric constant κ0 = 5. Curves
are plotted at various e-e collision frequencies dictating the
position of HD-to-ballistic crossover. (B) Quality factor vs
frequency. Blue domain corresponds to HD regime with
Q ∝ ω−1, orange domain corresponds to ballistic regime with
constant damping rate ∼ τ−1
ee
and Q ∝ ω. Inset: minimum
Q-factor in the intermediate regime for gated (solid lines) and
non-gated (dashed lines) graphene plasmons
their dispersion law as ω = sv0q−iγ, where s is the phase
velocity in units of Fermi velocity and γ is the damping.
An expansion of general dispersion relation yields
s =


√
1
2
+K, ωτee ≪ 1,
1 + 2K√
1 + 4K
, ωτee ≫ 1,
(22)
where we have introduced the dimensionless ”stiffness”
K = V0(q)[n0e/Me+n0h/Mh], kinetic and hydrodynamic
masses should be substituted in K in the respective lim-
its.
The difference between ballistic and hydrodynamic
wave velocities is not merely a difference betweenMk and
Mhd. While the lower bound for hydrodynamic velocity
is the speed of sound v0/
√
2, the lower bound for ballistic
velocity is the speed of quasiparticle v0
26,27, as shown in
Fig. 1A. The underlying reason for such behavior is the
emergence of a square-root singularity in the conductiv-
ity in kinetic regime σ(q, ω) ∝ |q2v20 − ω2|1/2 which does
not let plasmons enter the domain of Landau damping.
The difference between two velocities should have pro-
found impact on the possibility to excite plasmons by
direct current with Cerenkov mechanism50: it should be
possible in the hydrodynamic regime and impossible in
ballistic.
Expansion of general dispersion relation also allows to
find intrinsic plasmon damping:
γ =


νq2
2
+
ω2τee
8
(
Mhd
Mk
− 1
)(
2− 1
s2
)2
, ωτee ≪ 1,
q2v20
8ω2τee
+
1−Mk/Mhd
2τee
, ωτee ≫ 1,
(23)
which has the viscous (∝ q2) and non-Galilean (∝ 1 −
Mk/Mhd) contributions. The effect of collisions on damp-
ing in HD and ballistic regimes is the opposite: they
give rise to damping in the ballistic regime51 and prevent
damping in the HD regime. An unexpected fact is that
damping can be small even in the intermediate regime
ωτee ∼ 1. This is illustrated in Fig. 1B, where we show
the minimum plasmonic quality factorQ = ω′/γ vs. scat-
tering rate for both gated and non-gated plasmons. Both
increase in Fermi energy and gate-to-graphene distance
lead to reduction in wave vector (at fixed frequency) and
decrease in viscous damping, this translates in an ele-
vated Q-factor. The non-Galilean damping also disap-
pears with increase in Fermi energy. A large value of
minimum intrinsic Q-factor ∼ 10− 30 holds the prospec-
tive for graphene plasmonics even in the dangerous fre-
quency range ωτe ∼ 1.
Electron-hole scattering effects. The developed two-
fluid generalized hydrodynamic model displays two in-
dependent branches of collective excitations in the ab-
sence of e-h scattering: plasma and sound waves. This
contrasts to a single-fluid description, where a plasmon
gradually transforms into sound wave with reduction of
carrier density toward charge neutrality32,35.
The account of e-h collisions partly restores the single-
fluid picture by leading to strong damping plasmons at
charge neutrality point (CNP) and sound waves in degen-
erate systems. Damping of plasmons occurs due to op-
posite velocities of oscillating electrons and holes, which
causes mutual friction. An estimate for this damping –
which is additive to viscous and ”non-Galilean” – can be
obtained from (5-7) in the limit ωτe ≪ 1, {τ treh, τ theh} ≫ τe:
γehsound =
(n0e − n0h)2
n20hε0e + n
2
0eε0h
[
ε0e
2τ treh
+
T0∂εe/∂T
2τ theh
]
, (24)
γehpl =
1
2
(Me +Mh)
2
M2hε0e +M
2
e ε0h
[
ε0e
τ treh
+
1
s2
T0∂εe/∂T
2τ theh
]
. (25)
These quantities are plotted in Fig. 2 as a function of
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FIG. 2. Damping due to e-h scattering for hydrodynamic
collective excitations in graphene vs Fermi energy. Red:
electron-hole sound, orange: plasmons. Dashed lines show
the characteristic collision frequencies of the model: electron-
electron (black), electron-hole (blue), transport (green) and
energy (red) scattering rates for e-h collisions. Temperature
T = 300 K, plasmon velocity s = 3.5v0, other parameters as
in Fig. 1
Fermi energy. A rapid increase in sound damping oc-
curs away from CNP because the minority carriers need
to oscillate with high velocity to maintain the wave neu-
trality, which causes strong e-h friction. The damping
of plasmons at high Fermi energies drops exponentially.
Large frictional damping makes the excitation of plas-
mons at CNP almost impossible, though the commonly
accepted mechanism of interband absorption is blocked
at ~ω ≪ T due to close occupation numbers of initial and
final states. At the same time, random fluctuations of
carrier density due to residual impurities can cause fric-
tional damping of sound waves in nominally neural sys-
tem. For typical impurity density ni ≈ 1010...1011 cm−2,
the average fluctuation of Fermi energy is 10...25 meV18
which corresponds to damping γehsound = (1...5)×1012 s−1.
In conclusion, we have developed an exactly solvable
kinetic model describing both hydrodynamic and non-
local ballistic regimes of transport in Dirac materials.
The model was used for calculation of conductivity solely
due to e-e scattering and studies of collective excitations’
properties. We have disentangled the conflicting predic-
tions of hydrodynamic and ballistic models on the spectra
and damping of collective excitations, and demonstrated
the robustness of novel e-h sound mode at the charge neu-
trality. The model can be further applied to the studies of
thermoelectric properties, which change radically at the
diffusive-to-hydrodynamic crossover52,53. Future exten-
sions can include different relaxation rates for modes of
distribution function; this would capture the low-angle
character of Coulomb relaxation in 2d [54] and can be
important for description of transport in confined struc-
tures55.
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