Exchange rates forecasting performance is tested by a model which incorporates endogenous monetary policy through a Taylor rule reaction function. Other usual monetary and equilibrium empirical exchange rate models are also evaluated for comparison purposes. Predictability is tested by comparing the models to a benchmark random-walk specification. We contribute to the recent literature in many ways. First, we include models of forward looking endogenous monetary policy to the exchange rate forecasting exercise, the Taylor Model. Second, our data, set across countries, is uniform in terms of economies adopting both inflation targeting and flexible exchange rate. Third, our study sheds light on exchange rate determinants for emerging economies: Brazil, Chile, Colombia, Peru and Mexico. Despite the increasing economic importance of this group of countries, studies about them are in relatively short supply. Our results show strong predictability evidence for the Taylor Model and indicate that assuming models of endogenous monetary policy and present value of expected fundamentals is a rewarding strategy to model exchange rate determination.
1990s, and (iii) known relationships such as the uncovered interest parity arbitrage restrictions and the power purchasing parity equilibrium conditions. Second, in a plethora of papers about exchange rate forecasting performance just a few cover emerging economies, and an even smaller number of studies are about Latin America economies. Among the few references are Ferreira (2005), Paiva (2006) and Uz and Ketenci (2007) . In view of that, we try to shed some light on the issue of economies where the exchange rate can show a different pattern of response to economic fundamentals from that of the industrialized economies. Finally, our study covers a period in which a homogeneous set of countries shared similar terms of monetary policy arrangements and free floating exchange rates 1 .
The question of exchange rate predictability has a milestone in the work of Meese and Rogoff (1983) . Their landmark paper concluded that macroeconomic models are unable to produce forecasts that are better than a naive random walk specification. Since then, many other studies have followed with controversial results. For instance, the exchange rate is predictable by using macroeconomic models by Schniasi and Swamy (1989) Kalman-Filter estimation of time-varying models and Mark (1995) mean correction error formulation of the monetary model.
There are also some mixed results. Cheung, Chinnn and Pascual (2005) updates the classic paper of Meese and Rogoff (1983, 1988 ) using a wider set of models 2 . Their results do not indicate better performance in general for the 1990s models and their answer to "is it possible to beat the random walk?" is a "bold perhaps". At least, they think, it is in terms of the U.S. Dollar, Yen, Canadian Dollar, Swiss Franc and Deutsche Mark.
Some authors further investigate the results with skepticism. Kilian (1999) and Berkowitz and Giorgianni (2001) raise questions about the use of nonparametric bootstrapping technique by Mark (1995) to evaluate out-of-sample significance. Basically, the authors show that predictability results crucially depend on the assumed data generating process for the bootstrapping exercise. Sarno and Taylor (2002) in an extensive survey of the literature of the 1980s and 1990s conclude that the empirical results tended to be fragile in the sense that they were hard to replicate in different samples or countries.
Despite all the controversy, a large volume of studies have recently shown increasing evidence of exchange rate predictability. In particular, models assuming endogenous monetary policy present interesting results. Molodtsova and Papell (2007) employ an error correction formulation for a model that incorporates a Taylor rule reaction function. Their empirical estimation, with monthly data from 1973:12 to 1998:12 for a set of 12 industrialized countries, finds significant predictability when Clark and West (2006, 2007) statistics for testing nested models is utilized.
1 Those definitions of monetary policy arrangements and exchange rate frameworks follow the classification adopted by the IMF, and available at http://www.imf.org/external/np/mfd/er/index.asp 2 Our study resembles the study of Cheung, Chinnn and Pascual (2005) , since both test exchange rate predictability for a wider set of models. However, we see important value added in ours. First, we include a more realistic model, the Taylor model, which assumes an endogenous monetary policy, and they do not. Second, we carefully selected our sample based on countries with similar characteristics, free floating exchange rates, and during the same monetary policy regime. Third, statistical significance use Clark and West (2006, 2007) statistics which corrects the Diebold Mariano (1995) statistic used by them. Finally, our study is focused on emerging economies while theirs was focused on industrialized economies. Mark (2005) builds up an endogenous monetary model based on interest rates set by independent reaction functions for each central bank and uncovered interest parity. His model is successful in capturing the real Dollar-Deutsche Mark exchange rate dynamics from 1976 to 2003. Engel and West (2006) study the equilibrium value for the real exchange rate from a similar setup and find support for the model using German data. Besides the Taylor models, pooling information with cointegration tests seems to add considerable forecasting performance. Groen (2005) , Rapach and Wohar (2005) and Mark and Sul (2001) find evidence of predictability for the monetary model, especially over longer horizons.
Motivated by those new developments and trying to build up on the recent results, we incorporate Latin America economies in the exchange rate predictability analysis. Our focus is to test for cointegration relationships and apply a mean correction error formulation to the Taylor rule model and a broad set of models in the literature of exchange rate determination. We also improve forecasting evaluation techniques by using Clark and West (2006, 2007) statistic rather than that in Diebold and Mariano (1995) , which is subject to some strong criticism, see Kunst (2003) and Clark and West (2006, 2007) . This paper is organized in three additional sections. Following this introduction we expose the selected economic models together with a detailed description of the Taylor model. In section 3, we apply some diagnostic tests, namely, we test for unit root in the employed series and evaluate if there is cointegration in each model. Section 4 describes the forecasting methodology and exhibits the predictability results. The final section explores the main conclusions, limitations and possible extensions of this study.
-Specification of the models
As pointed out by Engel, Mark and West (2007) , two important characteristics of monetary policy are ignored in many macroeconomic exchange rate models. First, it is endogenous. Second, since the mid-1980s central banks have used interest rate as the policy instrument rather than money supply.
Instead, we assume a Taylor rule reaction function, meaning that interest rates respond positively to lagged interest rates, the current output gap, and the difference between the expected inflation and their respective target. If we also make use of the uncovered interest parity relationship, we can obtain the exchange rate as a function of the expected values of future interest rates, output gaps and interest rates.
In order to visualize this, assume initially that a Taylor's rule function for the selected country is: Using those three equations above and assuming that the home and benchmark countries have similar parameters, we can write:
This expression can be further simplified and solved forward yielding:
Where:
Empirical estimation of equation (2.1) requires that we know all the future expected values of inflation, production gap and interest rates, which is not reasonable. Further, the discount parameter, b, has to be estimated beforehand.
One alternative is to make simplifying assumptions about market expectations. We presume that expectations for a near future can closely approximate the series of future expected values. Formally, we will assume that we can approximate expectations for all future date j=1,2,3,…, by expectations at a fixed data K: Comparing the Taylor specification with every possible model would make the exercise unnecessarily cumbersome. Therefore, we selected a manageable set of models based on the criteria of having a parsimonious specification form and being a well known model in the literature of exchange rate modeling.
By parsimonious specification forms it is meant that we can nest all models in the same basic block. In particular, for every model we tested, the exchange rate is a linear function of economic fundamentals 3 . In mathematical terms, the log of nominal exchange rate, t s , can always be modeled as a linear function of k economic fundamentals:
Notice that we define the economic fundamental in logarithmic values and always as the difference of the home country (Brazil, Chile, Colombia, Mexico and Peru) against the benchmark country (the United States). Table 1 shows all the models used in this study with the economic fundamentals in the rows and the selected models in the columns. In mathematical terms, the comparison models, second to sixth columns in table 1, can be considered versions of the nested specification: 
Where the t I 's are indicator variables, taking the value one if the variable is included in the model and zero otherwise, and the β 's are the estimated parameters. The definition of the variables is given in Table 1 .
The first comparison model is the Flexible Price Monetary Model (FPMM) which became very representative in the 1970s, after the emergence of the Bretton Woods system in 1973, and the adoption of floating exchange rates by the main industrialized economies. The FPMM assumes that, in each country, the equalization of currency supply and demand determines the price level in each country. Furthermore, relative prices in each country and exchange rates are connected by the purchasing power parity relationship. In its reduced form, the exchange rate is a function of the relative money supplies, production levels, and interest rates.
The next two specifications, in the third and fourth columns respectively, are the Productivity Differential and the Composite Model. They follow a more recent set of exchange rate determination models in the Balassa-Samuelson tradition. The Productivity Differential Model includes in the monetary model the productivity gap between tradable and non-tradable sectors, which is measured by the respective inverse ratios of price level of each sector. The Composite model includes other well-known familiar effects of the exchange rate: the relative price of non-tradables, the real interest rate differential, net government debt, terms of trade, and net foreign asset position. As pointed out by Cheung, Chinn and Pascual (2005) , this formulation is quite similar to the behavioral equilibrium exchange rate (BEER) model of Clark and MacDonald (1999) .
The fifth and sixth columns display specifications based respectively on the uncovered interest rate parity arbitrage condition and the power purchasing parity equilibrium assumptions. Uncovered interest parity assumes that the change on real exchange rates will only be influenced by the interest rate differential. The power purchasing parity condition establishes that the nominal exchange rate is proportional to the price levels of each country.
-Unit root and cointegration diagnostic tests
The general empirical estimation of the models in section 2 implies the following specification:
Where X t denotes the vector of explanatory variables, Π is a vector of parameters and t ε is a random term.
However, since we are dealing with macroeconomic variables, it is very likely that the exchange rate and many of the explanatory economic fundamentals are non-stationary. Following the seminal work of Engle and Granger (1987), unless [ , ] t t s X has a long-run relationship, estimating (3.1) can lead to spurious regressions. Therefore, before running the models specified in section 2, we proceed with some diagnostic tests of non-stationarity (unit root) and cointegration relationship in our series.
We run two unit root tests: the Augmented Dickey-Fuller (1979) test, herein after ADF, and the Phillips-Perron (1988) test, in both, the null assumes that the series has a unit root. Both tests aim to correct the serial correlation problem on a basic Dickey-Fuller specification test. For the ADF, the test regression is given by: The exogenous variables x t can be included or not in the regression and allows for the inclusion of a constant or a constant and a trend. The ADF test makes use of Schwarz information criteria to select the lag length p automatically. The Phillips and Perron (1988) test uses a test regression similar to the ADF without the p lagged difference terms; they modify the t-ratio of the α coefficient in order to correct for serial correlation of the test statistic.
For fundamentals that are expected to grow over time, we specify the unit root tests with a constant and a time trend. Those series are the price level, the money supply and the industrial production level. For all the other series, we expect a long -run equilibrium value which does not grow over time and we specified the test with a constant but no time trend. Table 2 .1 displays augmented Dickey-Fuller tests, for the macroeconomic variables used in our models. In most of the cases, 60 out of 80, we fail to reject the null of unit root at using 90% confidence intervals. Table 2 .2 shows the Phillips-Perron tests where we reject the null of unit root more often, 25 out of 80 cases. Looking at both tests, we see strong evidence of stationarity for the industrial production levels, real interest rates and expected industrial production gap. Since our data span, 1999:01 to 2007:12, comprehends a period of low industrial production growth in Latin-America economies (1999-2001), we do not take the last results too literally.
In general, we have strong empirical evidence to believe that the estimating equation (3.1) involves non-stationary [ , ] t t s X series. Therefore, we now test if [ , ] t t s X co-integrate by using the Engle-Granger two-step procedure, as described in Davidson and MacKinnon (1993) 4 .
The test is based on firstly regressing (3.1) by ordinary least squares. For each country, empirical estimation uses monthly data from January 1999 to December 2007, a full sample of 108 observations. From these estimated regressions, the second step of the procedure consists in generating estimated residuals series,ˆt ε , for each model, running the auxiliary t t s X displays a long-run relationship, although those variables are non-stationary, they will produce stationary residuals and the parameter γ will be zero. As pointed out by Engle and Granger (1987) , t-statistics for γ under the null will have no standard distribution, depending on the sample size and the number of parameters. For this reason, we use Davidson and MacKinnon (1993) reported asymptotic critical values for this test. Table 3 shows results for the cointegration tests. They show strong co-integration evidence for both the uncovered interest parity model, for all countries, and for the Taylor model, for Brazil, Chile and Mexico. For Colombia, there is also some evidence of cointegration in the productivity differential and in the power purchasing parity model. Recall that unless the model has a cointegration relationship, its estimation in levels will lead to spurious regressions. Therefore, we expect to obtain robust and meaningful estimates leading to exchange rate predictability only for the models that passed the cointegration tests. This verification will be explained in the following section.
-Forecasting Exercise
The out-of-sample forecasting analysis followed the mean correction error methodology used by Cheung, Chinn and Pascual (2005) . Firstly, we estimate specification (3.1) for each model obtaining the fundamental value for the exchange rate:
The second step is to estimate the following mean correction equation:
The estimated parameters of equation (3.4) are used to forecast future values of the exchange rate at the horizons of k = 1, 3, 6 and 12 months ahead. Note that, by using (3.4) to predict future exchange rate, we have true ex-ante forecasts. Only information available at time t is used to estimate the future exchange rate at t+k.
Forecasting is done according to rolling regressions on (3.3) and (3.4). First we divide the total sample of size T into two subsets: one for estimation, and the other for forecasting. The estimation sub-sample has a fixed size of D with T<D. Using data up to observation D, we first estimate the exchange rate mean correction model, equations(3.1), (3.3), and (3.4). From (3.4) we obtain one-, three-, six-and twelve-month exchange rate predictions for each model. Next, we displace the estimation sample one period ahead, to t=2 to t= D + 1 keeping the size of the initial sample fixed on D observations. Again, we predict the exchange rate for one-, three-, six-and twelve-month ahead. We repeat this procedure until the exhaustion of the sample. In the end, for each model, we will have a series of exchange rate predictions of one-, three-, six-and twelve-month ahead of respective sizes T
-D-1, T-D-3, T-D-6 and T-D-12.
The predicted exchange rates are then compared with those forecast by a drift less random walk specification where: 
where ˆt s is the estimated and t s is the actual value of the exchange rate, T is the sample size and k is the forecasting horizon.
(D = 70) and Jan/04 to Dec/07 (D = 60). To test the statistic significance of this ratio, we used the statistic proposed by Clark and West (2006, 2007) , in which, under the null hypothesis, there is no difference between the two estimations forecasting performance, that is, the forecasting generated by the economic models is as good as the forecasting generated by a driftless random walk. Values of the Theil's ratio below one indicate that the economic models under evaluation had a lower RMSPE than those generated by the random walk model.
As expected by the theory, models that presented better out-of-sample predictability exhibit empirical evidence of cointegration between the exchange rate and the macroeconomic fundamentals. Particularly, the best forecasting performance is obtained when the Taylor model is used, which shows evidence of predictability for all the selected countries. The evidence is particularly strong for Brazil, Colombia, Chile and Mexico; the Taylor Model outperforms the random walk in 21 out of 28 cases. For these countries, we emphasize forecastability at longer horizons. The Taylor model outperforms the random walk in 7 out of 8 cases at 12-months-ahead predictions.
Interestingly enough, the other economic models also present some predictability. Nevertheless, they outperform the random walk in a much less expressive way than the Taylor model; besides it is more difficult to find a pattern across countries or horizons for those models. These results go in the direction of many others in the literature where comparison models can have some predictability, but it is not very robust, see Sarno and Taylor (2002) . Another fact to point out is the excellent performance of the PPP model for Colombia. It may indicate that the Colombian central bank targets its monetary policy to keep the purchasing power level of its exchange rate constant.
-Conclusions
Engel and West (2005) nest all exchange rate models in a rational expectations present-value framework and show that beating a random-walk can be too strong a benchmark, even if the model is true. Standard models imply near random walk behavior in the exchange rates and the power to beat the random walk in out-of-sample forecasts is low. That is clearly the case in our exercise. Even though we found strong predictability evidence in favor of the Taylor model, it is a tight win; the lowest Theil's ratio is 0,843.
We find the predictability results for an endogenous monetary policy model very promising for new research. Not surprisingly, we found that using more plausible assumptions, uch as the central bank following an endogenous monetary policy and exchange rates responding to expectation fundamentals, is probably a rewarding research strategy. For instance, recent studies like Engel and West (2005) and Chen, Rogoff and Rossi (2008) show that exchange rates are influenced by the present value of economic fundamentals.
The linear and simple formulation of the Taylor rule model confers some limitations to this study. Recent results for monetary policy, see Qin and Enders (2007) and Cukierman and Muscatelli (2008) , demonstrate that non-linear Taylor rules are better suited to model the central bank reaction function. We also ignored the fact that pooling information across countries generally improves predictability, see Engel, Mark and West (2007) . Future research should look to non-linear Taylor rule models and pooling estimation. The table reports the t-statistics of the augmented Dickey-Fuller tests assuming a constant and no-time trend except on cases (a), which assumes a constant and a time trend. The test regression uses the Schwarz information criteria for automatic lag length selection. The asterisks at the right of the numbers, ***, ** and * denote statistical significance at 1%, 5% and 10% respectively using MacKinnon (1992 MacKinnon ( , 1996 asymptotical values. Phillips-Perron (1988) nonparametric test assuming a constant and no-time trend except on cases (a), which assumes a constant and a time trend. The test estimates a non-augmented Dickey-Fuller equation and modifies the t-ratio of the test statistic in order to correct for serial correlation. The asterisks at the right of the numbers, ***, ** and * denote statistical significance at 1%, 5% and 10% respectively using MacKinnon (1992 MacKinnon ( , 1996 asymptotical values. 
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