; to show that [C, X] is never reflexive and never r.i.; to identify when [C, X] is weakly sequentially complete, when it is isomorphic to an AL-space, and when it has the Dunford-Pettis property. The same techniques are used to analyze the operator C : [C, X] → X; it is never compact but, it can be completely continuous.
Introduction
Cesàro function spaces have attracted much attention in recent times; see for example the papers [1] , [2] , [3] by Astashkin and Maligranda and [17] , [18] by Lésnik and Maligranda and the references therein. These spaces arise when studying the behavior, in certain function spaces, of the Cesàro operator
A classical result of Hardy motivated the study of the operator C in the L p spaces, thereby leading to the spaces Ces p := {f : C(|f |) ∈ L p }. It was then natural to extend the investigation to the so called abstract Cesàro spaces [C, X] , where the role of L p is replaced by a more general function space X, namely, the Banach function space (B.f.s.)
[C, X] := f : C(|f |) ∈ X , equipped with the norm
We will focus our attention on those spaces X which are rearrangement invariant (r.i.) on [0, 1] .
It is known that [C, A further relevant point is that the integration operator I m X : L 1 (m X ) → X given by f → f dm X is precisely the restriction to [C, X] a of the Cesàro operator C : [C, X] → X. Moreover, L 1 (m X ) is the largest B.f.s. over [0, 1] with a.c. norm on which C acts with values in X. In addition, the scalar variation measure |m X | of the vector measure m X is always σ-finite and possesses a strongly measurable, Pettis integrable density F : [0, 1] → X relative to Lebesgue measure. A relevant feature for the operator C (which a priori is only given by a pointwise expression on [C, X]) is that integral representations become available. First, for C restricted to [C, X] a , such a representation is given by (1) C(f ) =
via the Bartle-Dunford-Schwartz integral for vector measures. Actually, it turns out specifically for m X that (2) C(f ) = [0, 1] f (y) F (y) dy, f ∈ L 1 (m X ), which is defined more traditionally as a Pettis integral. Furthermore, for the class of r.i. spaces X where the variation measure |m X | is finite, the representation (2) when restricted to L 1 (|m X |) is actually given via a Bochner integrable density F . The paper is organized as follows. In Section 1 we present the preliminaries on Banach function spaces, rearrangement invariant spaces and vector integration that are needed in the sequel.
Section 2 is devoted to establishing the main properties of the vector measure m X . A large class of r.i. spaces X for which |m X | is a finite measure is identified; see Proposition 2.3 and Corollary 2.5.
In Section 3 the study of the space [C, X] is undertaken with the vector measure m X and its space of integrable function L 1 (m X ) as main tools. As mentioned above, in Theorem 3.3 it is proved that [C, X] is never reflexive. It is also established as part of that result that [C, X] fails to be r.i. (this was proved for [C, L p ] in [2, Theorem 1] and conjectured in [17, Remark 3] ). The problem of when [C, X] is order isomorphic to an AL-space, that is, to a Banach lattice where the norm is additive over disjoint functions, is also considered. It is shown (cf. Theorem 3.6(a)), for a large class of Lorentz spaces Λ(ϕ), that [C, Λ(ϕ)] is order isomorphic to L 1 (|m Λ(ϕ) |) with |m Λ(ϕ) | a finite, non-atomic measure. Crucial for the proof of the existence of this order isomorphism is an identification, due to Lésnik and Maligranda, [17] , of the associate space [C, X] ′ of the B.f.s. [C, X] (under some restrictions on the r.i. space X). In Section 4 we analyze the operator C : [C, X] → X. The identification of the restriction of C, via I m X , is used to show that the operator C : [C, X] → X is never compact; see Proposition 4.2. For r.i. spaces X satisfying X ⊆ L 1 (|m X |), which forces both m X to have finite variation and C : X → X to act boundedly, it follows (cf. Proposition 4.3) that C : X → X is necessarily completely continuous. This result is quite useful in view of the fact that C : X → X is never compact (whenever it is a bounded operator). The complete continuity of the restricted integration operator I m X : L 1 (|m X |) → X can be 'lifted' to the complete continuity of C : [C, X] → X, under some conditions on the r.i. space X; see Proposition 4.3. This property of C : [C, X] → X is related to [C, X] being order isomorphic to an AL-space; see Proposition 4.5. The section ends with another extension of a result valid for X = L p . It was shown in [2, §6, Corollary 1] that the spaces Ces p , 1 < p < ∞, fail to have the Dunford-Pettis property. This result is extended to include all reflexive r.i. spaces X having a non-trivial upper Boyd index; see Proposition 4.7.
In the final section we discuss in fine detail the role of the Fatou property in relation to [C, X], and derive some consequences for [C, X]; see Proposition 5.2.
We only consider r.i. spaces
, known as the Korenblyum-Kreȋn-Levin space, has already been thoroughly investigated; see [2] , [3] and the references therein.
Preliminaries
A Banach function space (B.f.s.) X on [0,1] is a Banach space of classes of measurable functions on [0,1] satisfying the ideal property, that is, g ∈ X and g X ≤ f X whenever f ∈ X and |g| ≤ |f | λ-a.e., where λ is the Lebesgue measure on [0,1]. The associate space X ′ of X consists of all functions g satisfying 1 0
|f (t)g(t)| dt < ∞, for every f ∈ X. The space X ′ is a subspace of the Banach space dual X * of X. The absolutely continuous (a.c.) part X a of X is the space of all functions f ∈ X satisfying lim λ(A)→0 f χ A X = 0; here χ A is the characteristic function of the set A ∈ M, with M denoting the σ-algebra of all Lebesgue measurable subsets of [0, 1] . If L ∞ ⊆ X a , then the closure of L ∞ in X coincides with X a and (X a ) ′ = X ′ . The space X is said to have a.c. norm if X = X a . In this case, X ′ = X * . The space X satisfies the Fatou property if {f n } ⊆ X with 0 ≤ f n ≤ f n+1 ↑ f λ-a.e. and sup n f n X < ∞ imply that f ∈ X and f n X → f X . The second associate space
The space X has the Fatou property if and only if X ′′ = X. Unless specifically stated, it is not assumed that the Fatou property holds in X.
A rearrangement invariant (r.i.) space X on [0,1] is a B.f.s. on [0, 1] such that if g * ≤ f * and f ∈ X, then g ∈ X and g X ≤ f X . Here f * is the decreasing rearrangement of f , that is, the right continuous inverse of its distribution function:
The associate space X ′ of a r.i. space X is again a r.i. space. A r.i. space 
The Marcinkiewicz space M(ϕ) and the Lorentz space Λ(ϕ) are, respectively, the largest and the smallest r.i. spaces having the fundamental function ϕ. That is, for any r.i. space X we have
In the notation of [15, p.144] , observe that
If φ is a positive function defined on [0,1], then its lower and upper dilation indices are, respectively, defined by
For a quasi-concave function ϕ it is known that 0 ≤ γ ϕ ≤ δ ϕ ≤ 1. Whenever δ ϕ < 1 the following equivalence for the above norm in M(ϕ) holds (see [15, Theorem II.5.3] ):
The notation A ≍ B means that there exist constants C > 0 and c > 0 such that c·A ≤ B ≤ C·A. For further details concerning r.i. spaces we refer to [5] , [15] , [19] ; care should be taken with [5] as all r.i. spaces there are assumed to have the Fatou property. General references for B.f.s.' include [23] , [29, Ch.15] .
We recall briefly the theory of integration of real functions with respect to a vector measure, initially due to Bartle, Dunford and Schwartz, [4] . Let (Ω, Σ) be a measurable space, X a Banach space and m : Σ → X a σ-additive vector measure. For each x * ∈ X * , denote the R-valued measure A → x * , m(A) by x * m and its variation measure by |x * m|. A measurable function f : Ω → R is said to be integrable with respect to m if f ∈ L 1 (|x * m|), for every x * ∈ X * , and for each A ∈ Σ there exists a vector in X (denoted by A f dm) satisfying A f dm, x * = A f d x * m, for every x * ∈ X * . The m-integrable functions form a linear space in which
is a seminorm. A set A ∈ Σ is called m-null if |x * m|(A) = 0 for every x * ∈ X * . Identifying functions which differ only in a m-null set, we obtain a Banach space 
We will repeatedly use the following property: let Y be the closed linear subspace of X generated by the range m(Σ) of the vector measure m. 
The vector measure induced by C
The vector measure associated to the Cesàro operator is defined by
So, m is a well defined, finitely additive vector measure with values in L ∞ but, it is not σ-additive as an L ∞ -valued measure, [25] . For every r.i. space X we have L ∞ ⊆ X. Accordingly, m is also well defined and finitely additive with values in X. We will denote m by m X whenever it is necessary to indicate that the values of m are considered to be in X.
The measure m X has a strongly measurable, X-valued, Pettis λ-integrable density F given by
(c) The measure m X has σ-finite variation given by
In the event that m X has finite variation, F is actually Bochner λ-integrable.
Proof. (a) Let (A n ) be a sequence of sets with A n ↓ ∅. Then the functions (χ An ) decrease pointwise to zero. Since C is a positive operator, the sequence (C(χ An )) is also decreasing; by the Dominated Convergence Theorem applied to χ An ↓ 0 it follows that (C(χ An )) actually decreases to zero a.e. Recall that m X (M) ⊆ L ∞ ⊆ X a . But, X a has a.c. norm and so C(χ An ) Xa → 0. Since the norms of X a and X coincide, we have C(χ An ) X → 0, i.e., m X (A n ) → 0 in X.
(b) Consider the X-valued vector function F given by (5) . It is a.e. well defined since, for each 0 < y ≤ 1, we have F y ∈ L ∞ ⊂ X. To prove that it is strongly measurable it suffices to verify that y ∈ (0, 1] → F y ∈ X is continuous. Fix 0 < t < s ≤ 1, in which case
′ an application of Fubini's theorem yields
Since this is valid for every 0 ≤ g ∈ (X a ) ′ and (X a ) * = (X a ) ′ , it follows that F : y → F y is Pettis λ-integrable with
(c) Fix 0 < a < 1. Consider the measure m X restricted to [a, 1] . Since F is continuous on the compact set [a, 1], we have [a,1] F y X dy < ∞. According to (7), y → F y is then a Bochner λ-integrable density for m X on [a, 1]. Accordingly,
it follows from (8) and the σ-additivity of |m X | that
This establishes (6) and the σ-finiteness of the variation.
In the event that m X has finite variation, (6) implies that y → F y X belongs to L 1 and hence F , being strongly measurable, is Bochner λ-integrable.
Moreover, the density F is Bochner λ-integrable over each D n . Hence, the range m X (M Dn ) is relatively compact in X, [23, p.148] , where
Arguing as in the proof of Corollary 2.43 (see also part II of Proposition 3.56) in [23] we deduce that m X (M) is relatively compact in X. (b) It follows from (6) that λ and m X have the same null sets.
For certain r.i. spaces X it is possible to compute |m X | precisely.
Proposition 2.3. For the Lorentz space Λ(ϕ) we have
and
Consequently, m Λ(ϕ) has finite variation precisely when log(1/t) ∈ Λ(ϕ) and, in that case,
Proof. For y ∈ (0, 1] the decreasing rearrangement of F y (·) is given by (10) (F y )
It follows that
Then, from (6) we can conclude that
For A = [0, 1] an application of Fubini's theorem yields
Since t → log(1/t) is decreasing, it is clear that m Λ(ϕ) has finite variation precisely when log(1/t) ∈ Λ(ϕ) in which case Let X, Y be r.i. spaces with X ⊆ Y , in which case there exists K > 0 such that
Hence, m Y has finite variation whenever m X does. This observation, together with Proposition 2.3 and Example 2.4 establishes the following result.
Corollary 2.5. Let X = L ∞ be a r.i. space. Suppose that Λ(ϕ) ⊆ X for some increasing, concave function ϕ satisfying ϕ(0) = 0 and
Example 2.6. According to Corollary 2.5, m X has finite variation whenever X is a Lorentz space
, and whenever X is an Orlicz space L Φ satisfying Φ(t) ≤ e tp , t ≥ t 0 , for some p ∈ (0, 1).
The Cesàro space [C, X]
In [13] a study of optimal domains for kernel operators T f (x) = 1 0 f (y)K(x, y) dy was undertaken. Although the conditions imposed on the kernel K(x, y) in [13, §3] do not apply to the kernel (x, y) → (1/x)χ [0,x] (y) generating the Cesàro operator, a detailed analysis of the arguments given there shows that the only condition needed for the results to remain valid for r.i. spaces X = L ∞ is that the partial function
The remaining conditions were aimed purely at guaranteeing that the vector measure associated with the kernel was σ-additive as an L ∞ -valued measure which, in turn, was the way of ensuring the σ-additivity of the measure when interpreted as an X-valued measure (for every r.i. space X = L ∞ ). This last condition of σ-additivity is obtained, for the case when T is the Cesàro operator, by other means; see Theorem 2.1(a). Accordingly, from the results of §3 of [13] we have the following facts.
Consequently, the following chain of inclusions holds
In this section we will study various properties of [C, X] and examine certain connections between the spaces appearing in (11) .
The containment L 1 (m X ) ⊆ [C, X] can be strict, as seen by the following result.
Proposition 3.2. Let ϕ be an increasing, concave function with ϕ(0) = 0 and upper dilation index δ ϕ < 1. For the corresponding Marcinkiewicz space
The condition δ ϕ < 1 allows us to use the equivalent expression for the norm in M(ϕ) given by (3) . The function 1/ϕ is decreasing and so (1/ϕ) * = 1/ϕ. It follows that 1/ϕ M (ϕ) ≍ 1 and hence, 1/ϕ ∈ M(ϕ). On the other hand,
ds/ϕ(s) ≍ 1. Since 1/ϕ is decreasing (i.e., (1/ϕ) * = 1/ϕ), this is equivalent to verifying 1/ϕ M (ϕ) ≍ 1, that is, to showing that 1/ϕ ∈ M(ϕ). But, we have just proved that this is indeed the case, due to the condition δ ϕ < 1. Hence,
We now establish two properties of [C, X] that were alluded to in the Introduction. (b) Let ϕ := ϕ X be the fundamental function of X. Set f (t) := (−2ϕ
On the other hand,
.
Both of the functions
Hence, (Cf ) We now address the question of when [C, X] is order isomorphic to an AL-space, that is, to a Banach lattice in which the norm is additive over disjoint functions. In this regard, the space X = L 1 exhibits a particular feature, namely, that
We point out that not only do the three spaces [C,
is also an AL-space.
Proposition 3.5. Let X = L ∞ be a r.i. space. The following conditions are equivalent.
(a) The space [C, X] is order isomorphic to an AL-space.
(b) The spaces L 1 (m X ) and L 1 (|m X |) are order isomorphic via the natural inclusion (this latter condition is written as
If any one of these conditions holds, then 
is order isomorphic to an AL-space. This last condition implies that L 1 (m X ) is order isomorphic (via the natural inclusion) to L 1 (|m X |); see Proposition 2 of [9] and its proof.
(
is weakly sequentially complete, it follows that [C, X] a has the Fatou property and hence, that [ 
′′ which, together with the chain of inclusions
. This, in turn, is equivalent to the requirement
which is precisely the condition that the function y → F y X belongs to the associate space [C,
In the sequel we will repeatedly use the fact that C : X → X (necessarily boundedly) if and only if X ⊆ [C, X]. For r.i. spaces X this corresponds precisely to the upper Boyd index α X of X satisfying α X < 1; see [ Proof. Via Proposition 3.5, we need to decide whether or not
In [17, Corollary 13] Lesnik and Maligranda identify the associate space of [C, X]
in the case when X has the Fatou property and both C, C * act boundedly on X.
dt, x ∈ [0, 1], for any a.e. finite measurable function f (denoted by f ∈ L 0 ) for which it is meaningfully defined, is the Copson operator. Then (13) [
wheref is the decreasing majorant of f , defined byf (y) := sup x y |f (x)| and, for a weight function 0 < w on [0, 1] and a B.f.s. Y, we set Y (w) := {h : wh ∈ Y } and Y := {g :g ∈ Y }. (a) The identification (13) applies to X = Λ(ϕ) as X possesses the Fatou property and because α X = γ ϕ and α X = δ ϕ , together with the given index assumptions, imply that 0 < α X ≤ α X < 1 which, in turn, guarantees that C, C * : Λ(ϕ) → Λ(ϕ) boundedly.
Since Λ(ϕ) ′ = M(ψ), for ψ(t) := t/ϕ(t), we have from (13) that
The condition 0 < γ ϕ implies that δ ψ < 1 which allows us, via (3), to simplify the previous description to
We need to verify that y → F y Λ(ϕ) ∈ [C, Λ(ϕ)]
′ ; see Proposition 3.5. From (9) it follows that
This function is decreasing (as a function of its variable y), so it coincides with its decreasing majorant, that is, ( F y Λ(ϕ) ) = F y Λ(ϕ) . Moreover, for 0 < y ≤ 1, we have
In the latter term, g is decreasing and h is increasing due to the quasi-concavity of ϕ (which implies that ϕ(t)/t is decreasing), i.e., g * = g and h * (t) = h(1 − t). Using the property (g + h)
Accordingly,
The last term in the right-side is bounded (as ϕ increasing implies ϕ(t/2)/ϕ(t) ≤ 1) and so we concentrate on the first term. Due to the quasi-concavity of ϕ we have tϕ ′ (t) ≤ ϕ(t). This, together with a change of variables yields, for t ∈ (0, 1], that
The conditions 0 < γ ϕ ≤ δ ϕ < 1 imply that there exist α, β ∈ (0, 1), and u 0 , u 1 with
[15, pp.53-56]. Since ϕ(tu)/ϕ(t) ≤ max{1, u 1 } = u 1 , for u 0 < u < u 1 (via the quasi-concavity of ϕ), it follows that
which is finite as 0 < α, β < 1. Thus,
Hence, [C, Λ(ϕ)] is order isomorphic to an AL-space.
(b) For X = M(ϕ) the identification (13) can again be applied, for the same reasons that it was applied in the case of Λ(ϕ); see part (a). In particular, both
, for ψ(t) := t/ϕ(t), we have from (13) that
We need to verify that y → F y M (ϕ) ∈ [C, M(ϕ)] ′ ; see Proposition 3.5. Since the upper dilation index of ϕ satisfies δ ϕ < 1, we can use the equivalent expression (3) for the norm in M(ϕ) to obtain from (10) that
This function is decreasing (as a function of its variable y) and so it coincides with its decreasing majorant, ( F y M (ϕ) ) = F y M (ϕ) . Moreover, for each y ∈ [0, 1], we have
and hence, modulo a positive constant,
Since ϕ is quasi-concave, ϕ(t)/t is decreasing and so
Accordingly, modulo a positive constant, we have
is not order isomorphic to an AL-space.
A precise description of when [C, X] is a weighted L 1 -space (in particular, an AL-space) can be deduced from [27, Theorem 3.3] . 
and so m X has finite variation. Hence, whenever m X has infinite variation (e.g. X = L p exp , p ≥ 1, or if log(1/t) ∈ Λ(ϕ)), then [C, X] cannot be order isomorphic to an AL-space.
(c) Further examples of when [C, X] fails to be order isomorphic to an AL-space occur in Proposition 4.5 below.
The final results of this section address the question of when is X contained in
In the first case, we have the integral representation for C : X → X as given in (1) via the Bartle-Dunford-Schwartz integral. In the latter case, the representation for C : X → X is via the Bochner integral as given by (2) and (5). Applying the previous argument to X a (in place of X) shows that
, it is not true in general (with
we consider, as in the proof of Proposition 3.2, the decreasing function
The following result exhibits additional facts concerning whether or not we have X ⊆ L 1 (|m X |).
Then the containment is necessarily proper.
(c) The containment X ⊆ L 1 (|m X |) holds if and only if the function
belongs to the associate space X ′ of X.
and so sup 0<y≤1 F y X < ∞. However, this is impossible since, for each y ∈ (0, 1], we have
holds, then X is a r.i. space which is order isomorphic to an AL-space. Then, for some constants
In a similar way we can obtain the corresponding lower bound. It follows that the fundamental function
This, together with the continuity of ϕ X on [0, 1] and ϕ X (0) = 0, implies that ϕ X (ta) ≍ tϕ X (a) for t, a, ta ∈ [0, 1]. Hence, ϕ X (t) ≍ t for t ∈ [0, 1], which implies that X is order isomorphic to L 1 . But, this contradicts part (a).
which corresponds to the function y → F y X belonging to the space X ′ . Since X is r.i., it follows from (10) that this is equivalent to the function
, for ψ(t) := t/ϕ(t). The function y → F y M (ϕ) can be estimated below, using (10) , for the values 0 ≤ y ≤ 1/2 (in which case y ≤ 1 − y), namely
Hence, we have that
Consequently,
Remark 3.10. The proof of Proposition 3.9(d) shows that the result also applies to the a.c. part 
The Cesàro operator acting on [C, X]
It is known that the operator C : L p → L p , for 1 < p < ∞, is not compact, [16, p.28] . Actually, this is a rather general feature. Proposition 4.1. Let X = L ∞ be a r.i. space satisfying α X < 1. Then the continuous operator C : X → X is not compact.
Proof. For each α ≥ 0, direct calculation shows that the continuous function x α (on [0, 1]) satisfies C(x α ) = x α /(α+1) and so 1/(α+1) is an eigenvalue of C. Accordingly, the interval (0, 1] is contained in the spectrum of C and so C cannot be compact.
Since the operator C : X → X, whenever it is available, factorizes through
follows that also I m X is not compact. By the same argument also C : [C, X] → X fails to be compact. Actually, the requirement that C : X → X is unnecessary. Proof. According to [21, Theorem 4] , the bounded variation of m X is a necessary condition for I m X : L 1 (m X ) → X to be compact. Thus, if m X has infinite variation, then I m X : L 1 (m X ) → X is not compact. Since the restriction of C : [C, X] → X to the closed subspace L 1 (m X ) is I m X , also C : [C, X] → X fails to be compact.
Suppose now that m X has finite variation. Then a further condition is necessary for I m X : L 1 (m X ) → X to be compact: the existence of a Bochner integrable density, in our case the function F : y → F y , with the property that the set B := {G(y) := F y / F y X , 0 ≤ y ≤ 1} is relatively compact in X, [21, Theorem 1] . So, assume then that this last condition holds. Choose a sequence {y n } ⊆ [0, 1] which increases to 1. Since {G yn } ⊆ B, there is a subsequence, again denoted by {G yn } for convenience, which converges in X. Let ψ ∈ X be the limit of {G yn }. By passing to a subsequence, if necessary, we can assume that G yn (x) → ψ(x) for a.e. x ∈ [0, 1]. Recall that F y is given by F y (x) = (1/x)χ [y,1] (x); see (5) . Thus, as {y n } increases to 1 we have F yn (x) → 0 for a.e. x ∈ [0, 1]. The same property occurs also for {G yn }. As a consequence, ψ = 0 a.e. This contradicts ψ X = 1 as G yn X = 1 for all n ≥ 1.
A useful substitution for compactness is the complete continuity of an operator, that is, one which maps weakly convergent sequences to norm convergent sequences. In view of the Eberlein-Smulian Theorem, this is equivalent to mapping relatively weakly compact sets to relatively norm compact sets. For the particular case of the Cesàro operator, due to the fact that the vector measure m X has relatively compact range and σ-finite variation (cf. Theorem 2.1(c), (d)) it is the case that the (restricted) integration operator I m X : L 1 (|m X |) → X is always completely continuous, [23, Proposition 3.56] . This fact will have important consequences.
The following result should be compared with Proposition 4.1.
Proposition 4.3. Let X = L ∞ be a r.i. space such that the function y → F y X belongs to X ′ . Then C : X → X is completely continuous. In particular, this occurs for X = Λ(ϕ) if ϕ satisfies 0 < γ ϕ ≤ δ ϕ < 1.
Proof. By Proposition 3.9(c) the function y → F y X belonging to X ′ implies that X ⊆ L 1 (|m X |). According to (11) we have X ⊆ [C, X] and so the operator C : X → X is continuous. Moreover, it can be factorized via the continuous inclusion X ⊆ L 1 (|m X |) and the restricted integration operator I m X : L 1 (|m X |) → X. But, as noted above, I m X : L 1 (|m X |) → X is necessarily completely continuous. The ideal property of completely continuous operators then implies that C : X → X is also completely continuous.
The particular case of X = Λ(ϕ) with 0 < γ ϕ ≤ δ ϕ < 1 follows from Proposition 3.5 and Theorem 3.6(a).
Remark 4.4. Any r.i. space X for which the function y → F y X belongs to X ′ cannot be reflexive. For, if so, then C : X → X is a completely continuous operator defined on a reflexive Banach space and hence, it is necessarily compact (which contradicts Proposition 4.1). For X = L p , 1 < p < ∞, this was shown explicitly in (the proof of) Theorem 1.1(i) in [25] .
We deduce some further consequences from the complete continuity of the restricted integration operator I m X : L 1 (|m X |) → X. . Then, C : X → X can be factorized via C : [C, X] → X. Suppose that C : [C, X] → X is completely continuous. Then also C : X → X is completely continuous. Since X is reflexive, we conclude that C : X → X is compact, which is a contradiction to Proposition 4.1.
Suppose now that [C, X] is order isomorphic to an AL-space. Then part (a) implies that C : [C, X] → X is completely continuous. But, we have just proved that this is not possible.
(c) Suppose that [C, X] is not order isomorphic to an AL-space. Then it follows from Proposition 3.5 that
On the other hand, the complete continuity of C : Recall that a Banach space X has the Dunford-Pettis property if every Banachspace-valued, weakly compact linear operator defined on X is completely continuous. The classical example of a space with this property is L Proof. Since X has a.c. norm, we have L 1 (m X ) = [C, X] (cf. (11)) and hence, because of α X < 1, it follows that C : X → X and so X ⊆ [C, X] = L 1 (m X ). Suppose that [C, X] has the Dunford-Pettis property. Then the weakly compact operator I m X : L 1 (m X ) → X (recall that X is reflexive) is necessarily completely continuous. Since C : X → X is the composition of I m X : L 1 (m X ) → X and the natural inclusion of X into L 1 (m X ), it follows that C : X → X is completely continuous. The reflexivity of X then ensures that C : X → X is actually compact. But, this contradicts Proposition 4.1. Accordingly, [C, X] fails the Dunford-Pettis property.
The Fatou property for [C, X]
In [17, Theorem 1(d)] it was noted that if X has the Fatou property, then also [C, X] has the Fatou property. As explained in the beginning of §3, the results on optimal domains for kernel operators given in [13, §3] also apply to the kernel generating the Cesàro operator (and to many other operators). In [13] , a fine analysis of the Fatou property was undertaken. Proposition 3.1 above presents a partial view of the relations between the various function spaces involved. The complete picture of the results in [13, §3] is presented below. It involves the space L 1 w (m X ) consisting of all the functions which are weakly integrable with respect to the vector measure m X , that is, of all measurable functions f : [0, 1] → R such that f ∈ L 1 (|x * m X |), for every x * ∈ X * . It is a B.f.s. for the "same"norm (4) as used in L 1 (m X ) and contains L 1 (m X ) as a closed subspace, [23, Ch.3, §1] . The Copson operator C * was defined in the proof of Theorem 3.6. Whenever X has a.c. norm and α X < 1 it is the dual operator to C : X → X.
The following result is a summary of facts that occur in [13] , specialized to the Cesàro operator. Parts (a), (f) already occur in Proposition 3.1 and (b) also occurs in [17, Theorem 1] . Part (k) is Theorem 3.1 of [27] ; it provides an alternate description of [C, X] ′ to that given in (13). In the event that X ′ is a norming subspace of X * , there is equality of norms in (g) and (h).
The following chain of inclusions, which refines (11), summarizes the situation (cf. (9) on p.199 of [13] ):
If X has a.c. norm, then the first and last containments are equalities and the second containment an isometric embedding. On the other hand, if X has the Fatou property (i.e., X = X ′′ ), then the second and last containments are equalities. Finally, in case X has both a.c. norm and the Fatou property (i.e., X is weakly sequentially complete), then all spaces involved coincide. If, in addition, α X < 1, then C : X → X is also weakly compact. If, in addition, α X < 1, then C : X → X is also completely continuous.
Proof. (a) If I m X : L 1 (m X ) → X is weakly compact, then Corollary 2.3 of [14] asserts that L 1 (m X ) = L 1 w (m X ) and hence, L 1 (m X ) has the Fatou property; see (14) . Being also a.c., it follows that L 1 (m X ) is weakly sequentially complete. Again according to (14) we then have
w (m X ). If, in addition, C : X → X, then C factorizes through L 1 (m X ) via I m X and so is itself also weakly compact.
(b) If I m X : L 1 (m X ) → X is completely continuous, then again it is known that necessarily L 1 (m X ) = L 1 w (m X ), [7, Theorem 3.6] . A similar argument as in the proof of (a) establishes the result.
