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1. INTRODUCTION 
In this paper we shall be concerned with the implications of almost sure 
asymptotic Lyapunov stability in the large that are contained in properties 
of the moments of the system. Definitions for Lyapunov stability relative 
to the three common modes of convergence of probability theory can be 
found, for example, in Bertram and Sarachik [l], who were the first in this 
country to apply the second method of Lyapunov to study stability in the 
mean of stochastic systems. A somewhat more comprehensive study of this 
nature can be found in a later paper by Kats and Krasovskii [2]. They were 
concerned primarily with systems whose parameters are finite state Markov 
processes. 
Almost sure Lyapunov stability is certainly the desirable property to 
ascertain and establish when studying real systems that are subjected to 
random variations in their parameter values, or are operating within randomly 
perturbed environmental conditions. However, almost sure properties of 
random systems are not as immediately obtainable as are mean properties 
of the system. 
A few results for almost sure stability of continuous parameter systems 
have already appeared in the literature. Bogdanoff [3] studies systems whose 
coefficients are finite sums of sinusoidal terms with incommensurable fre- 
quencies and random phases; Khas’minskii [4] studies diffusion processes 
by Lyapunov’s second method using a clever combination of first passage 
time probabilities and the maximum principle for elliptic operators; 
Bharucha [5] studies linear systems whose coefficient processes are piecewise 
constant, independent or Markovian, and applies the Borel-Cantelli lemma 
to show that mean square asymptotic stability implies almost sure asymptotic 
stability for these systems; Kozin [6] studies linear systems with continuous, 
stationary, ergodic coefficient processes and obtains a sufficient condition 
in terms of the expected value of the norm of the random coefficient matrix. 
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Since moments often can be obtained or approximated, it is of interest to 
determine any implications in moment properties that exist for almost sure 
stability. 
In the present paper a sufficient condition for almost sure asymptotic 
Lyapunov stability in the large is established in terms of a relatively direct 
moment property. The proof depends upon a fundamental property of 
separable measurable stochastic processes. The condition includes as a 
special case the implications of Bharucha [5] that are quoted above. Examples 
illustrating the results are presented in the final section. 
2. SOME PRELIMINARIES 
We require the following two basic theorems, (Doob [7], II, Section 2, 
Theorems 2.5, 2.7), whose proofs are omitted. 
THEOREM (Measurability). Let (x(t), t E T} be a separable process with a 
Lebesgue measurable parameter set T. Suppose that there is a t-set, T, of 
Lebesgue measure zero such that 
Prob {ljz x(s, w) = x(t, w)} = 1, (s, t) E T - T, . 
Then, the x(t)-process is measurable. That is, x(t, CO) defines a function measu- 
ruble in the pair of variables (t, w). 
THEOREM (Integrability). Let {x(t), t E T) be a measurable stochastic pro- 
cess. Then, almost all sample functions of the process are Lebesgue measurable 
functions of t. If E{x(t, w)} exists for t E T it defines a Lebesgue measurable 
function of t. If A is a Lebesgue measurable parameter set and if 
J^ E{l x(t, w) I} dt -c ~0, A 
then almost all sample functions are Lebesgue integrable over A. That is, 
i I x(t, w) I dt, A 
exists and is jkite with probability one. 
Clearly, the integrability theorem holds for measurable vector processes 
x(t, W) = [xl(t, w), ..., x,(t, w)], and absolute value replaced by the norm, 
II x II = 2 I xi I . 
i=l 
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If a process {x(t), t E Tj is almost surely sample continuous, i.e., the com- 
ponent processes of the vector .~(t, w) are continuous with probability one, 
then the process is measurable. In fact, since continuous functions are deter- 
mined by their values on the rational?+, the process is separable. Furthermore, 
the sample functions are trivially almost surely continuous for each t E T, 
since they are almost surely sample continuous functions. (Of course, the 
converse does not hold.) In this case the first conclusion of the Integrability 
theorem holds trivially since continuous functions are Lebesgue measurable. 
In what follows, the parameter set II’ will be the positive real axis, [0, K). 
Furthermore, we shall surpress the stochastic parameter w, so that 
s(t, w) = x(t), t E [O, co). (2.1) 
Now we suppose that the process {x(t), t E [0, co)} is such that it is sample 
continuous with probability one and furthermore that its absolute moment 
E(J x(t) I} exists and satisfies 
fm E{l x(t) 1; dt < cc. 
* 0 
(2.2) 
‘Then by the Integrability theorem, 
(2.3) 
with probability one. We may ask the question: “Do either of (2.2) or (2.3) 
imply any asymptotic limit properties of the sample functions of the process” ? 
The answer is simply no ! 
The answer is supported by a simple counter example. We define a process 
{x(t), t E [O, a,> as o f 11 ows: For tE[n - l,n), 11 = 1, 2, - we set 
0 otherwise. 
We let p, be a random variable uniformly distributed on the interval 
[n - 1 + (1/2n2), n - (1/2n2)], and {A> is a sequence of independent ran- 
dom variables. 
The sample functions of the process defined above are trains of triangular 
pulses each of unit height, each lying entirely within a unit interval, and the 
pulse in the interval [n - I, n) has base length 1 /nz. 
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One can easily show that 
K > 0. (2.5) 
Hence, (2.2) and (2.3) hold on the interval [0, co). Clearly, the sample 
functions possess no almost sure asymptotic limits. 
However, in this paper we are interested in measurable processes that not 
only satisfy (2.2) and (2.3), but are solution processes to stochastic differential 
equations as well. 
We shall be concerned with the solution process 
MC x0 > to), t 6 [to 9 a,}, to > 0, x~ER" (2.6) 
of the linear stochastic differential equation 
g = [A + B(t)] x. (2.7) 
We shall assume that x is a column n-vector of the state variables in the phase 
space, A is a constant n x n matrix (aij), B(t) is an n x n matrix whose non- 
identically zero elements are stochastic processes, 
@i$), t E 10, co)), (2.8) 
that are sample bounded on [0, co) with probability one (Note: This is 
distinct from the requirement that the process is bounded with probability 
one), and are sample Riemann integrable on any finite interval. The conditions 
on the processes (2.8) guarantee the existence, uniqueness and sample con- 
tinuity of the solution process (2.6) to the stochastic differential equation (2.7) 
for any to > 0 and any x0 E R", with probability one. 
DEFINITION I. We say that the stationary solution 
x1 SE x2 zz 1.. EE x, Fs 0, (2.9) 
of (2.7) is almost surely asymptotically stable in the large relative to the 
region 0[8] if the sample limits of the solution process (2.6) of the stochastic 
differential equation (2.7), with x0 E D, exist and satisfy 
&c il x(t; t0, x0) II = 0 (2.10) 
with probability one. This is equivalent to almost sure Lyapunov asymptotic 
stability in the large for the homogeneous linear systems we are concerned 
with in this paper [6]. This equivalence does not hold for systems in general. 
346 KOZIN 
3. MAIN RESULT 
The following theorem constitutes the major result of this paper 
THEOREM I. Zf for x0 E R,, t, :z 0, the solution process (2.4) of the 
system (2.7) uith the assumed conditions on the coefficient processes (2.8j 
satisfy 
then the stationary solution (2.9) is almost surely asymptotically stable in the 
Lyapunov sense in the large relative to R”. 
PROOF. By the assumptions on Z?(t), the solution processes exist, are 
unique and are sample continuous with probability one on [t,, , co). There- 
fore for each x,, E R”, they are measurable processes. Hence, by (3.1) and the 
Integrability theorem, the sample solutions satisfy 
I‘ m 11 x(t; x0, to) 11 dt < co> x,, E R”, t, > 0 (3.2) * to 
with probability one. Fixing t, , it is clear that the exceptional sets, that is, 
the o-sets of probability measure zero for which (3.2) is not satisfied will 
in general depend upon x0. However, we are interested in linear systems of 
the nth order. Therefore, we can choose n linearly independent initial vectors 
1 . . . %I , , xOn that are defined by 
x0’: =[x,“, , . ) .x$,] , k xg, = &.; j, k == 1, ‘1.) n. (3.3) 
Now each of the vectors (3.3) gives rise to an w-set of probability measure 
one for which (3.2) holds. Hence, the finite intersection of these n w-sets of 
probability measure one is an w-set of probability measure one, and satisfies 
(3.2) simultaneously for xOL, k = 1, ..., n with probability one. 
It therefore follows from (3.2) that the fundamental matrix of solutions 
(2.7), X(t), defined by 
qfj = [A + B(t)] X(t), X(&J) = 1, (3.4) 
satisfies 
J’ 
m 1; -Y(t) Ii dt < c/3, t, > 0, (3.5) 
fll 
with probability one, 
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We may now integrate the sample differential equation (3.4) on the interval 
[ti , t,], t, > t, and take the norm to yield 
<K 
i t2 II W) II 4 
(3.6j 
t1 
using the assumption of boundedness of the sample matrices B(t) with 
probability one. Clearly, K depends in general upon the sample. 
But (3.5) implies that the sample fundamental matrices satisfy 
lim 
s 
t2 1) X(t) /I dt = 0 
“1;“;;” tl 
2 1 
(3.7) 
with probability one. Therefore (3.6) and (3.7) imply the sample limit 
with probability one. Thus, by the Cauchy criterion, the sample limit 
‘ti II X(t) II 
exists with probability one. Again, due to the finiteness of the sample inte- 
gral (3.5), the sample limit (3.9) must be zero with probability one. This is 
equivalent to almost sure asymptotic Lyapunov stability in the large for the 
linear homogeneous systems we are treating, and our proof is complete. 
An immediate point of interest of the above theorem is that stability in the 
mean was apparently not required in the hypothesis. Although, by the con- 
dition (3.1) it is clear that the two modes of stability are not unrelated as we 
now see. 
DEFINITION II [2]. The stationary solution (2.9) of the stochastic sys- 
tem (2.7) is said to be exponentially stable in the mean relative to a region D 
if there exists constants B, Q > 0 such that for any x,, E D and all t > to , 
the following inequality holds 
JW 4t; x0, to) II> < B II x0 II exp (- 4 - to)). (3.10) 
348 KOZIN 
COROLLARY I. If the stationary solution (2.9) of (2.7), with the assumed 
sample properties of the coejicient matrix process is exponentially stable in the 
mean relative to a region I), then the stationary solution is almost surely asymp- 
totically stable in the Lyapunov sense relative to I.. 
PROOF. The proof is trivial following from the fact that the expression 
(3.10) has a finite integral, thereby yielding the condition (3.1) of the hypo- 
thesis of Theorem I. 
The following corollary provides an equivalence between almost sure 
asymptotic Lyapunov stability and asymptotic Lyapunov stability in the 
mean. 
COROLLARY II. Let the hypothesis of Theorem I hold with the further 
restriction that the coefficient process be bounded with probability one on the 
time axis [0, 00). That is, there exists a positive number K such that 11 B(t) /I < K 
on [0, co) with probability one. Then the stationary solution (2.9) of the system 
(2.7) is both almost surely asymptotically stable in the Lyapunov sense in the 
large and asymptotically stable in the mean in the large [l]. 
PROOF. The almost sure stability is immediate from Theorem I. For the 
stability in the mean, we proceed in a manner similar to the proof of Theo- 
rem I. 
Integrating (2.7), we take the norm and the expectation to yield, 
EV “(hi ,yo 3 t,) II) - q II 44; x0, to) II} < E{ I;.x(t,; .x0 , to) - x(t,; x0 )to) ljj
.c 
f.2 < E{(i A + B(t) 1’ j/ x(t; so, to) 1) dt 
‘I 
< K’ J‘$ E{ 1~ X(t; x0 , to) ill) dt (3.11) 
for x0 E Rn, to > 0. Again, from the condition (3.1) in the same fashion as for 
the proof of Theorem I, we conclude that 
b+z E{ll x(t; x0 > to) II> (3.12) 
exists and is equal to zero for x0 E R”, to > 0. Therefore, (3.12) must hold 
for the expectation of the norm of the fundamental matrix as well and our 
proof is complete. 
In terminating this section we wish to discuss one further point of interest. 
Consider the system 
$1 =f(t, x) (3.13) 
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wheref(t, x) is a random function of t, sample continuous for each X, con- 
tinuous in x for every t E [t, , co) and satisfies 
llf(c 4 II < K II x II (3.14) 
uniformly in t with probability one, K depending upon the sample. 
From a basic theorem of Wintner [9], we know that the solutions to (3.13) 
exist and are unique on the entire axis [to , co) for all x,, E Rn. If condition (3.1) 
holds for the system (3.13), one may proceed as in the proof of Theorem I, 
to establish the “quasi” stability property 
with probability one for each x0 E RvL. 
Further questions concerning “almost linear” systems and nonlinear 
systems will be taken up in future papers. 
4. EXAMPLES 
A natural question that one may ask is: Based upon the condition (3.1) 
of Theorem I for systems (2.7), what further relations between almost sure 
asymptotic stability and stability in the mean can be established beyond 
Corollary II ? 
We proceed to show by two examples that one cannot expect general 
statements to be valid over and above Corollary II. 
In the two following examples we shall consider the simple first order 
differential equation, 
g+f(t)x=o (4.1) 
wheref(t) is a sample function from the random processes to be described 
below. For simplicity we shall set to = 0. 
Example I 
In this example we assume the sample coefficients in (4.1) to be drawn 
from the process, 
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The probability measure on the process (4.2) is defined by 
Prob{f(t) =fJt)j = $$, where O<S<l 
and 
(4.3) 
(4.4) 
The solution process X(t), generated by (4.1) and (4.2) with t, = 0 and x0 
arbitrary, may be written as, 
X(t) = jQ) = x0 W”) + ?12 
(W) + (t - n)” 
,n = 1,2, “‘; t f PO, 41 (4.5) 
Obviously the sample solutions x,(t) are asymptotically stable with proba- 
bility one. Furthermore, they satisfy condition (3.2) with probability one. 
That is, 
By Fubini’s theorem we have, 
j% -WI II} dt = E 1 jm II x(t) II dt/ II 0 
= g 3 jm 11 .Qt) I/ dt 
VI=1 0 
< Ks;ls z 12=1 II x0 II 7f & [& + n5] < 00. 
Thus, all conditions and conclusions of Theorem I are satisfied. 
However, for t = n, considering xn(t) only one obtains 
(4.7) 
W x(t) II> > /I xo II ,s+s K-2 (1 + @) (4.8) 
Thus, we see that no matter what x0 E R is chosen for the initial value, 
E(/l X(t) I]} is unbounded. Hence, the system (4.1), (4.2) is not Lyapunov 
stable in the mean. 
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Example I1 
In this example we shall drop the requirement for boundedness with 
probability one of the sample coefficient functions for the system (4.1). 
We assume that the sample coefficients in (4.1) are drawn from the process 
F(t) = j&(t) = ffy, n = 1,2, “a; t E [O, aX)/ (4.9) 
The probability measure on the process (4.9) is defined by 
where 
Prob {f(t) =fJt)) = C-1ne-ns~2, 
c = 2 ne--n8/f. 
n=1 
(4.10) 
(4.11) 
The solution process generated by (4.1) and (4.9) with to = 0, x,, arbitrary, 
may be written as 
X(t) = /x,(t) = x0 exp ) - [(t ~ “)a - “‘I( , n = 1,2, ‘..; t E [0 co)/ . 
2( 1 !n”) 
(4.12) 
As in Example I, the sample solutions are asymptotically stable with pro- 
bability one. They also satisfy condition (3.2) with probability one. That is, 
< I/ x0 I/ d2n -$ ensI < 00, 
By Fubini’s theorem 
n = 1, 2, 3, ... . (4.13) 
Ia E{ll X(t) II> dt = E jlm II X(t) II dt( - 0 0 
= ~ C-lne-nR/2 n=1 
Jo I! xn(t) II dt 
< C-l 11 x0 I/ 6 2; < co. 
?7=1 
(4.14) 
Therefore, except for the boundedness of the coefficients in (4.1), all con- 
ditions and conclusions of Theorem I are satisfied in this example. 
However, for t = n, considering xn(t) only, one obtains 
Thus, again we see that no matter what ~a E K is chosen for the initial value, 
E{]l X(t) Ii} is unbounded. Therefore, the system (4.1), (4.9) is Lyapunov 
stable in the mean. 
The two examples above seem to point out that one must seriously stop 
and consider what one is accepting from instability, or stability, in the mean 
as it relates to actual systems. As we stated in the Introduction, it is our 
conviction that only almost sure sample stability can ever be of significance 
in the study of stochastic models of real systems. If this “deterministic” 
stability property can be inferred from simply determined mean properties, 
so much the better. If not, the studies should proceed until sample stability 
properties are established. Otherwise, the stability of the system can be 
considered as unknown. 
Example III 
Let us suppose the deterministic constant coefficient part of the 
system (2.7), that is 
d”=Ar 
dt ” 
(4.16) 
is asymptotically stable. 
Upon applying the Gronwall-Bellman lemma to the system (2.7), one can 
determine constants 01, p > 0 depending upon A for which the inequality [6] 
II x(t) II < P II x0 II exp [- at t p 1‘ II B(t) /I dt] , 
to 
(4.17) 
holds for x0 E Rn, to > 0. It follows from Theorem I that a sufficient con- 
dition for the almost sure sample asymptotic stability of the solutions to (2.7) 
is 
Jrn ecat E lexp c/3 1’ // B(t) 11 dt); dt < co. (4.18) 
to fo 
This leads us into questions concerning averages of functionals that we are 
not prepared to treat in the present work. 
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