Abstract -Optimal routing in closed queueing networks with state dependent queues is the focus of this paper. We seek a methodology and algorithm to efficiently solve the routing probabilities in closed systems. These systems may include multi-server exponential and general service finite capacity state dependent models as well as multi-chain systems. The state dependent models included within this paper extend the range of possible system applications with our algorithm to include transportation and material handling conveyor systems, pedestrian, and vehicular routing applications. Sometimes the networks will be purely state dependent M/G/c/c queues, while other times, there will be a mixture of M/M/c and M/G/c/c queues. These state dependent M/G/c/c queues are finite queues, while the workstations are infinite buffer queues. Because these networks have been shown to have a product form and the objective function in single chain networks is concave, we can achieve an optimal seeking algorithm. Numerous experiments are shown to illustrate the efficacy of the approach.
INTRODUCTION
C LOSED queueing networks of finite queues with multiple chains of customers are notoriously difficult for analytical treatment and closed form expressions are not easily constructed for the performance measures of such systems. While the algorithms and methodology we develop also can be extended to open networks, we focus on closed queueing network models with finite state dependent queues because the influence of the finite population can be very important for applications. Figure 1 illustrates a hypothetical metro subway station where we wish to examine how to route occupants of a subway train station in case of an emergency. Occupants of the subway cars and those in the station should * Department of Mechanical and Industrial Engineering, University of Massachusetts Amherst, Massachusetts 01003
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Metro Subway Train be routed to the exits in the minimum amount of delay time. We seek an optimal routing scheme solution to this problem so that one can develop an evacuation plan for the subway station. This is one of the most important objectives that one can achieve in a static routing optimization problem. Fortunately, for single chain networks as has been shown previously, the problem in maximizing throughput is concave and an optimal solution can be achieved. Because we can extend the class of queues to include state dependent ones, the range of applications of the algorithm is greatly enlarged, so this makes the contribution of the paper novel and unique. We also extend the convexity results to include the state dependent queues, so we end up with a concave programming problem.
1.2
Outline of Paper §2 of the paper gives a background overview of the problem and the focus we are interested in as well as a sample of some of the important references in the area. §3 develops the mathematical models underlying our approach including the state dependent queues, while §4 describes the modified mean value analysis (MVA) algorithm along with a critical property and optimization procedure used to incorporate the state dependent queues which will be used to the model the materialhandling and transport systems of interest. §5 presents the experiment results of our algorithmic methodology on a number of experiments to test the efficacy of our approach for both single chain and multi chain closed queueing networks. §6 summarizes and concludes our approach.
PROBLEM BACKGROUND
The problem of optimal routing has many dimensions and applications, and there is a wide variety of routing schemes that have been explored in the literature, whose performance and flexibility depend upon the topology and resources of the queueing network and the type of information required during their implementation. Daskalaki distinguishes three cases of the routing problem [10] :
1. The static routing problem, where the topology and network resources are specified, and the problem is to determine the proportion α ij of the traffic of customers at node i that will be directed to node j.
The quasi-dynamic routing problem, where the information about topology and traffic rates is periodically updated, and the static routing scheme is applied during a given interval.

The dynamic routing problem, where changes in topology, traffic rates and in routing assignments is possible. In this problem one needs to determine the time dependent routing vectors, which depend on the state of the system.
The static routing problem is the most straightforward of the three. Most of the literature on routing deals with data communication or computer networks [4] . Since we seek to add state dependent queues for transportation modeling to the mix, this will extend the range of possible applications. In general, the objective function for the routing algorithm is expressed in some functional form and derivatives are often used in the optimization process, with the help of stochastic approximation techniques [10] .
The focus of this paper is on the static routing problem but where now general finite capacity state dependent queueing models of the travel time between work stations occur along with the individual work stations. This combination of queueing models is considered novel because no one has included these queues together in the static routing problem. We are interested in the design of these systems rather than their control, so a steady-state static routing perspective is appropriate.
General Problem Discussion
We shall provide a brief overview of the literature in the area first from the static routing point of view, then the quasi-dynamic point of view, and finally the dynamic routing viewpoint.
Literature Review
Kobayashi and Gerla [20] provide a static routing algorithm that is the closest to what we will propose. They formulate the problem as a nonlinear programming problem, then solve the problem with an embedded steepest-descent algorithm in the MVA procedure. Subsequent to this, there have been various static routing algorithms and results such as the vertex-allocation property by Tripathi and Woodside [26] , Cheng and Muntz [8] , and the relatively recent extensions to these results by Hordijk and Loeve [14] .
The development of Flexible Manufacturing Systems (FMS) also opened new application areas for the routing problem. Cassandras [6] proposed a routing control scheme based on hierarchical control levels. The flow pattern was described by solving a linear program, which was then applied to the network using a proposed routing strategy. In one previous paper by Gosavi and Smith [12] , we analyzed the optimal routing problem for the class of networks without blocking across the split decision nodes. It may be noted that in this class of networks, the first buffer immediately after a split junction in every parallel stream is assumed to be infinite because there is no blocking across the split junctions. A dynamic programming algorithm was developed to yield the suboptimal routing probabilities for such networks. Daskalaki [10] extended the range of routing algorithms and heuristics and applications to finite queueing networks and Daskalaki and Smith [11] coupled routing and buffer allocation optimization simultaneously to finite queueing networks.
Yao and Buzacott [27] proposed a probabilistic shortest queue discipline, which sends customers with the highest probability to the shortest queue. This can be considered as a quasi-dynamic routing policy algorithm.
Kelly [18] has proposed a routing scheme where a customer blocked on one route may try another route, which also gives rise to overflow schemes wherein a server receives the overflow of another server. Houck [15] has applied simulation to study the threshold values that should be set for different servers, however, it is almost impossible to complete an exhaustive search along these lines.
Seidmann [23] developed an algorithm for optimal routing in real time in a flexible Manufacturing system (FMS) using a continuous-time, semi-Markovian decision process. While recognizing the difficulty of exactly solving the real-time routing problem due to the lack of information of ways of improvement for the routing schemes, Kelly [19] develops a bounding procedure for dynamic routing schemes in queueing and loss networks. Most of the recent research in dynamic routing is concerned with large scale queueing networks and approximations by elementray diffusion models. See [1] who developed a fastest-serversfirst routing rule for routing customers to agents in call centers and more recently Gurvich and Whitt [13] who develop routing rules based on a queue-idleness ratio in call centers.
MATHEMATICAL MODELS
M/M/c queueing models will be used to measure the performance of the individual work stations while M/G/c/c queueing models for the transportation and material handling flows in our systems.
Assumptions
We assume Poisson arrivals so given the queueing types, the arrival and departure processes will be assumed to be Poisson or approximately Poisson. Since, however, the M/G/c/c queue can cause blocking in the system, we have to further limit the finite population W k so that the capacity of the M/G/c/c queues is not violated. A property of the network we will analyze will be presented to constrain the type of networks we examine. This stability condition is not felt to be a major impediment to the analysis.
Notation
This section presents most of the notation we need for the paper: The arrival rate (throughput) of class k products at queue ℓ relative to the arrival rate of class 1 products at queue 1.
State Dependent Queues
State dependent queues are a generalization of the Erlang loss model and are extremely useful in modelling travel time in systems where light, medium, and heavy congestion occurs. This type of queue is important in pedestrian, vehicular, and material handling system modeling where the confluence of a number of persons, vehicles and parts causes the entire customer population in the traffic segment (corridor, lane, conveyor) to decrease its speed of movement. Figure 3 is illustrative of the exponential decay rate of service in a state dependent queue. Speed-density curves which illustrate this phenomenon look similar to the two figures one for pedestrian travel on the top in Figure 4 and the other figure for vehicular travel on the bottom Figure 4 . In each of the figures, the y-axis represents the speed of the pedestrian/vehicle while the x-axis represents the density of customers in the system as developed from a number of diverse empirical surveys. This exponential decay phenomenon is quite universal, so it means that the M/G/c/c queues are quite useful in modelling many transport phenomenon. Figure 5 represents the type of closed network series, merge, and split topology M/M/c workstation and M/G/c/c conveyor modules and their combinations we wish to examine so that we can predict the work-inprocess (WIP) and throughput θ of these interacting systems.
Assuming that there are A chains of products labeled by a = 1, . . . , A. Chain k contains W k products k = 1, 2, . . . , A. While there could be several classes of products, for this paper, we will assume we only have one class of products.
Probably the most important property of these state dependent queues is that they are quasi-reversible which implies that they act independent of one another as shown in the following property. This property leads to the fact that these state dependent queues can be incorporated into a product form network along with M/M/c queues, since the output processes of these queues are all Poisson (along with the stability condition). We also assume that the network contains N queues with associated servers. As will be discussed in the next sections, these queues are used to represent physical entities such as workstations, facilities, warehouses, manufacturing processes, material handling, warehouse staging, packaging, and shipping and delivery activities.
If the average population level summed across the chains in the closed network model and eventually passing through each M/G/c/c queue is so large that at a single finite queue of the M/G/c/c type overflows, then, the parts (customers) will be lost. We want to avoid this situation. Smith
Proposition 2. [25] In order for the M/G/c/c queues not to overflow and cause blocking in the network, a restriction of the number of customers visiting the finite queues is required so that the blocking probability in each M/G/c/c queue is
This stability condition is tantamount to the ρ < λ cµ requirement in Jackson networks. This stability condition is to insure that the customers do not overflow the state dependent queues, because then they would block the M/M/c queues which would be unacceptable in the methodology for this paper. Since we have a finite population circulating in the system, we insure that the number of customers at the M/G/c/c queues is below the threshold value for the blocking probability. We could allow for blocking, but this will be treated in other papers. As a result of the previous property, the M/G/c/c queues are quasi-reversible. This is a necessary assumption to have a product form solution in the closed queueing network model. This leads to the final critical property needed for our algorithms.
Proposition 3. [25]
The integrated M/M/c and M/G/c/c queueing models will result in a network which has a product form solution:
where π(S) is the probability distribution of the number of customers and the network state S, G is a normalizing constant, W k is the total network population in chain k, the func- 
The notation will be expanded upon shortly and this notation that follows is based on the model and algorithm which originally appeared in [24] . We allow queues to adopt one of the following three queueing disciplines:
First Come First Served (FCFS)-If a queue has a
FCFS discipline, products are served in order of arrival; the queue may contain M ℓ identical servers, M ℓ = 1, 2, . . .. Service times are restricted to an exponential distribution with an average given by τ ℓkt = τ ℓ for a class (k, t) product. We introduce the notation µ(i) = min(i, M ℓ ). In subsequent sections, this type of model is referred to as an M/M/c queue (c = M ℓ )
Infinite Server (IS)-
If queue ℓ has an IS discipline, products are delayed independently of each other; the queue behaves as if each product has his own server. Service times for a class (k, t) product may come from an arbitrary distribution. The average service time for a class (k, t) product is t ℓkt and can differ from class to class. For notational purposes, we introduce µ(i) = i. This type of node is referred to as a M/G/∞ queue.
State Dependent Queue (M/G/c/c )-If queue ℓ has an
M/G/c/c discipline, products are delayed depending upon the number of products within the queue. Each product has its own server. Service times for a class (k, t) product may come from an arbitrary distribution.
The exponential state dependent delay curve we utilize to fit the material handling speed or transport velocity is derived in the following way. We assume a relationship of the form: where V n is the velocity of the n th customer, A := free-flow speed of an occupant, and β and γ are parameters. β and γ are determined algebraically by solving for the following equations
With β, γ then the service rate which is used in the MVA algorithm is:
In general, upon receiving service from queue ℓ, a class (k, t) product proceeds to queue m and transforms into a class (k, s) product with probability p(ℓ, m, t, s, k). Whenever we have a single class T k = 1 which is true (for this paper), this probability is abbreviated as p(ℓ, m, k). One can visualize the routing of chain k products as described by a discrete time Markov process. Hence, all results stemming from the theory of such processes apply. In particular, the mean number of visits a product of class k makes to queue n between successive visits to queue 1 as a class 1 product satisfies the equations:
One can also think of y(ℓ, k) as the arrival rate (throughput) of class k products at queue ℓ relative to the arrival rate of class 1 products at queue 1.
Let (X 1 , . . . , X N ) be the state vector of the network, where the X i are given by X i = (m i1 , . . . , m i1 , m i2 , . . . , m iA ) and m ik is the number of class k products in queue i. Note the restriction
Under our assumptions, the equilibrium probability of being in state (X 1 , . . . , X N ) is given by
where
and G is the normalizing constant.
ALGORITHM
The performance measures that are of interest in our networks are the cycle times, throughputs, utilization of resources, and queue lengths. In the next section, these measures will be related to the following performance measures which can be determined directly from the queueing network model: expected queue lengths, throughputs, and expected delays of class k products at each of the queues. Reiser and Lavenberg [21] developed an efficient algorithm for obtaining these performance measures from product form networks. Their algorithm assumes that there is a single class for all chains k. Algorithm This algorithm determines the performance measures for product form network based upon the assumption that all FCFS queues have a single server (M/M/1) Variables: i := (i 1 , i 2 , . . . , i A ) a vector of the chain population. For the network with a given population vector i: n ℓ (i) := is the expected length of queue ℓ, λ ℓ,k := is the throughput of class k products at queue ℓ, w ℓ,k := is the expected delay of class k products at queue ℓ, The algorithm is based on the three fundamental equations:
1. Little's equation for queues:
2. Little's equation for product chains:
3. Reiser and Lavenberg's property of product form networks:
where e k is a vector of all zeroes except in the k th component which is set to 1. The algorithm is initialized with a zero population vector, then incrementally updates the waiting times, throughputs, and, finally, the average number in the queues.
Concave Programming Problem
The general routing problem is a nonlinear programming problem subject to a set of linear constraints because the throughput values are a complex function of the queueing models involved. We wish to: The throughput function θ j (W k ) for a single chain of occupants incorporating the M/M/c queues is a concave function because it is equivalent to minimizing the average delay in the system which has been shown to be a convex function [20] .
We need to discuss the impact of the state dependent queues on the objective function since we wish to have a concave programming problem. From the expressions in Equations 2-5 all parameters for the M/G/c/c queue can be solved, then the underlying probability distribution of the number of customers in the M/G/c/c queue can be developed.
where p 0 is given by the following expression:
Finally, we have the probability distribution as given in Equation 17 which is derived from the solution of the Chapman-Kolmogrov equations.
Of course, once we have the probability distribution, we can develop the performance measures for the average number in the system, throughput, and sojourn (system) time. Figure 6 illustrates the throughput function for an M/G/c/c queue where L = 1m, W = 1m and λ is varied from 1..15. Figure 6 is clearly seen to be an unusual single-peaked quasi-concave function. From Figure 6 , we can see that θ is not differentiable, so we cannot argue that the throughput function is concave, however, we can show that:
Proof. By definition of a quasi-concave function
for every x 1 ∈ C, x 2 ∈ C and 0 ≤ α ≤ 1.
Further, along with Kobayashi and Gerla's result and the quasi-concave property of M/G/c/c queues, our objective function is quasi-concave, and since the constraints of the problem are linear, we therefore have an overall quasi-concave programming problem.
Sequential Quadratic Programming (SQP) Algorithm
The sequential quadratic programming (SQP) algorithm is a classic approach to a constrained nonlinear programming problem. The particular implementation is based on the code developed by Schittkowski [22] . It uses a finite difference estimate of the gradient since we do not have gradient information from the objective function in closed form. It is a very robust algorithm and is especially useful in our situation as it does not have to have a feasible solution during the iterative process. We can take advantage of this feature of the algorithm by using random starting points which are not feasible initially, but converge to a feasible optimal solution at the end of the iterative process. The particular implementation we use is in the IMSL library of computer codes [16] . We couple the MVA algorithm and the SQP algorithm to form the overall procedure.
EXPERIMENTAL RESULTS
We have divided the set of experiments roughly into two sets, first for single chain networks with M/M/c and M/G/c/c nodes and a second set of experiments with M/M/c and M/G/c/c nodes in multi-chain networks.
Single Chain Networks
As a point of comparison with another optimal seeking algorithm, we can utilize our approach and compare it with the results of Kobayashi and Gerla [20] . In the first instance, we have a simple four-node network with a central server and three downstream nodes for which we must determine the routing probabilities, see Figure 7 . The population in the network is increased from 1 → 10 and the service rates at the four nodes are µ 0 = 4, µ 1 = 2, µ 2 = 1, µ 3 = 0.5 and we wish to find the maximum throughput θ for the system. Tables 1 and  2 illustrate the results for the algorithm of Kobayashi and Gerla and our approach. We feel that our approach provides a bit more accuracy for the routing probability vector solution although both algorithmic approaches are subject to numerical roundoff precision. As another comparison example, the Braess-type network depicted in Figure 8 illustrates a more complex routing example where we can compare our approach with that of Kobayashi and Gerla. For this example, we have four decision variables, and the service rates at the six nodes were µ 0 = 2, µ 1 = 2, µ 2 = 3/2, µ 3 = 2, µ 4 = 1, and µ 5 = 2. In this example, there are three routing paths in this network:
The fraction of traffic routed on the three paths P m is given in the following Table 3 where the comparisons are made. In each case, the algorithms gave λ = 1.515 Thus, as we can see, by these two examples, the state dependent routing algorithm performs very well.
Braess Paradox
Given the Braess network topology, let's examine whether we can show a Braess paradox for a state dependent queueing network. To the best of our knowledge, no one has shown a Braess paradox for M/G/c/c state dependent networks within a closed network model, or even an open queueing network model. Bean, Kelly, and Taylor [3] and have shown a Braess paradox for queueing networks but not with state dependent queues. Calvert, B., Solomon, W. and Ziedins [5] have also demonstrated a Braess paradox with a queueing network and state dependent routing. The Braess paradox generally occurs for a simple split network Figure 9 where, when adding a wheatstone (crossover) bridge connection (Figure 10 ), the extra link can cause a degradation in the expected sojourn time for the customers in the network because the enhanced arrival rate of the population will begin to saturate the bottleneck queues. In the two networks depicted, nodes #1 and #5 in Figure 10 will be the bottlenecks since their capacity C = 5LW = 10 pedestrians respectively is much lower than the other nodes.
We shall assume that all the links (arcs) are M/G/c/c state dependent queues and in the Figures, the length and width of each queue is shown next to them. Notice that the wheatstone bridge connection is not just DocNum a instantaneous transfer arc, but also requires travel flow. We further assume that the probabilities at the Bernoulli switches are 50 − 50 for the sake of simplicity. We also assume that the customers are pedestrians flowing through the network so the state dependent traffic function as depicted in the top diagram of Figure 4 is utilized. The way we will show the paradox is by successively increasing the population in the closed network topology to the threshold point where the paradox occurs and the customer sojourn time for path π 1 = {0, 1, 2} becomes worse off than before the extra arc was constructed. Successively increasing the population will cause the traffic in the bottleneck nodes to eventually overflow and degrade the performance of the other links in the network. In the first few runs of the experimental comparison, the wheatstone bridge topology Figure 10 does better than the original one in reducing the sojourn time of the pedestrians through the first path network. This makes sense, since traffic is funneled away from the first path. Table 4 illustrates the successive runs for the two networks. At a threshold population of λ(W k ) = 50 pedestrians, however, the alternative network does worse because of the inherent congestion in the system and continues to worsen as the population increases. Thus, we have a Braess paradox. The other paths have a similar increase in their sojourn times. Table 4 : Braess SJT Network Comparison Figure 11 is a another fundamental decision topology of the type of network routing problem which comprises fourteen probabilistic routing decisions (seven switches) we wish to solve. The first central server M/G/c/c node represents a material handling system which will be modelled with state dependent queues and the other nodes represent individual M/M/c work stations.
Burst Networks
Experiment #1
Let's see what happens when we solve the 15-node binary search tree network of Figure 11 . Table 5 illustrates What is interesting is that sometimes the occurrence of the values x ij = (0, 1) in the optimal solution occurs which indicates an all-or-nothing solution to the routing problem as for the pair {x 11 , x 12 } in the example problem. Some arcs perhaps should be abandoned or ignored.
Experiment #2
In the second run (second column of service rates), where the service rates of certain queues were doubled (Table 3) , the optimal solution was θ = 1.991862 and the optimal routing probabilities are: Here, we see that all the links in the network are now utilized.
Experiment #3,4
In the third experiment with this topology, we place conveyor segments of fixed length and width (in feet) at the nodes 1 → 7 and leave the other nodes 8 → 15 as M/M/1 workstations. This experiment represents a mixed workstation material handling system network. The optimal θ = 2.538100 and the optimal routing vector is x = {0.499, 0.501, 0.498, 0.502, 0.498, 0.502, 0.000 1.000, 1.000, 0.000, 0.000, 1.000, 1.000, 0.000}
This makes sense since all the fastest workstations of 8 → 15 should receive most all the material. In a fourth experiment with this mixed topology, the population was re-set to W k = 50 and the objective throughput was θ = 8.997270 with the optimal routing vector of Notice that in this final experiment with the larger population, then all the queues are utilized. Another type of optimization problem concerns the optimal population size for a given network routing topology, but that is reserved for another paper.
Metro Subway Evacuation Problem
One of the most interesting pedestrian routing problems occurs in subway stations where people must access the routes leading out and away from the subway platform. There can be a great deal of congestion in these systems.
For not only normal egress problems, but in the case of an emergency, an optimal routing strategy is desired. The author was inspired by the Attica metro system in Athens, Greece, yet it is similar to the metro system stations and subways of most major cities worldwide. Figure 1 at the beginning of the paper illustrated a hypothetical metro subway station where we wish to examine how to route occupants of a subway train station in case of an emergency. For this problem, each subway car has three exits where people emerge from the cars then travel across the station apron to one of two exit pathways. We are examining five network cars within the station. Normally, the metro trains are much longer, but then, there would be more exits to consider and we felt that there is enough complexity with this example that adding more cars would not lend any more insights to our results.
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The occupants must choose to either go to the right or to the left in order to leave the station. For the sake of the argument, there are two lanes of traffic where the occupants can choose to exit the station and we wish to see how the algorithm decides to route the occupants as a function of the population of occupants on the subway cars. We will assume that people will tend to walk on the right, which is generally true, to start the evacuation decision making process. We can always reverse this decision and make the flows one-way if necessary. Figure 12 illustrates the queueing network decomposition of the floor layout of the station. Each rectangle represents a specific length and width of the station circulation network which will translate directly into an M/G/c/c queueing capacity for the occupants. Figure  13 illustrates the actual queueing network topology and the Bernoulli decision points we need to examine. Actually, there is one additional dummy node (not shown), #29 which cycles back the population to the subway car nodes #1 − 5.
There are a total of seven decision points and therefore 14 decision variables. Since the throughput is equivalent to minimizing the average delay for the occupants, this will be used to model the evacuation flow problems. One could argue that minimizing the average delay is not quite the same as minimizing the total clearance time, however, total clearance time is a function of selected subpaths of G(V, E) of the closed network model, so while this is a valid criticism of the model we are using, for the sake of the argument, we will use the maximum throughput as our objective.
We will run a number of different scenarios to test the algorithm.
• a uniform loading of occupants of the subway cars and no perturbation of the node capacities.
• blockage or slowdown of some of the exit pathways to reflect possible obstacles or complication brought on by smoke and/or fire which will impede the egress paths.
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Metro Subway Train Table 6 illustrates the output results of the uniform occupant population of W k = 150 occupants and the optimal routing structure is symmetric. The routing decision is very simple in this case. The algorithm yielded the following solution which corresponds to the sequence of Greek letters in Figure 13 and the destination nodes they are directed at. The maximum throughput is 2.5035 persons/second at node #29. This should provide an upper bound on the maximum throughput for any modified network solution. Notice that the average number in the queue at nodes #21,22 is essentially the largest as these two nodes represent key bottlenecks in the system. Table 6 Output from Metro Network As a way of examining what happens when the population of the subway station increases and they follow the same routing scheme as above, a perturbation of the population leaving the subway cars was increased from 150 persons to 1000, which is roughly the capacity limit of the subway cars. These results are given in the following Table 7 . Notice that when the population equals one thousand persons, the average number at the bottlenecks #21,22 is around 110 persons, indicating that these are heavily congested and that any disruption or change in the capacity of these two queues will cause significant blocking and disruption in the system.
As a result of this potential disruption situation, we modified the queueing network model so that the corridor represented by node #22 was restricted in its width from 4 meters to 1 meter, in case there was construction Table 7 : Occupant Subway Car Sensitivity Measures in the metro or an incident in the corridor. This should imbalance the flows. Also, to account for the preferential difference between the stairwells and the escalators, the exit width of the stairwells was restricted to 1 meter instead of 2 meters, so that more flow will be directed towards the escalators. The optimal solution generated by the algorithm was as follows:
654, x 25 = .346, x 27 = .728, x 28 = .272}
Notice how the flow from the first, second and middle car was completely directed to the left-hand exit rather than split fifty-fifty as in the uniform case. The flows from cars #4, 5 was still directed towards the right-hand exit. An occupant population of W k = 150 was used. The flows towards the escalators (nodes #24,27) were also increased as expected. Table 8 represents the solution output from the modified metro network. Even in the modified network as optimized by the algorithm, the maximum throughput is 2.4847 persons/second at node #29, close to the original unmodified solution, although there is some difference in the throughputs of the individual nodes compared with the unmodified network solution. Thus, the optimization procedure was able to achieve nearly the same throughput as with the unmodifed network. In order to further test the solution generated by the routing algorithm, a transient simulation was carried out with another software tool which represents a more realistic assessment of the evacuation process, but without an optimal routing tool. Thus, the results of our routing software are crucial inputs to the simulation model [9] . The simulation software also allows for blocking. We performed two experiments with the simulation software, first where the (50 − 50) routing schema was used and the other where the optimal routing results from our algorithm are utilized. Tables 9 and  10 illustrate sample outputs from the simulation runs. Thirty replications were carried out for each simulation run. The times are in seconds and the distance is in meters. (n.b. P (C):=blocking probability; Θ:= Throughput; E(q):= Average number in the queue; E(ts): Average delay at the queue.) Comparing the results of the two runs, we see that there is an 11.52% increase in the evacuation time without the optimal routing, a 43.6% rise in the number at node #22, and an 29.9% increase in the delay time at node #22. Thus, our routing strategy is very effective. Similar results should be expected with any of the other variable population runs. 
Multi-Chain Routing Problems
In the last section of the paper, let's examine some multichain routing problems. Multi-chain routing problems are more difficult, since the objective function is no longer concave in the throughput function. Figure A manufacturing multi-chain example is patterned after one which appeared in Zhuang and Hindi [28] Let's for the sake of the argument, assume that there are twenty products flowing around in Chain 1 and ten products flowing around in Chain 2, so W k = (20, 10) . Products in Chain 1 visit queues {1, 6, 2, 7, 3, 8, 5, 10} while products in Chain #2 visit {1, 6, 2, 7, 4, 9, 5, 10}.
There are a number of multi-server queues as indicated in Figure 14 . The M/G/c/c queues were indexed first, then the multi-server queues. If we examine the performance measures of the multi-chain network, we get the following network results as seen in Table 11 . Maximum thruput = 0.7445 + 0.6543 = 1.3988 Table 11 Output from Multi-Chain Network
In Table 11 , it is clear that node#8 is the bottleneck of the system. The average waiting times of customers in both chains is very high, along with the fact that the average queue length of customers at node #8 is also the highest.
If we allow for the relaxation of the requirement of the chain populations visiting the specified queues then, we can improve the system performance. In order to set up the routing optimization problem, four decision variables were created, two for each chain population (x 1 , x 2 ) for Chain 1 and (x 3 , x 4 ) for Chain 2 at queue node #7. Thus, the routing algorithm decides the flows at node #7. Of course, this requires that the machines utilized are flexible for both customer types. In Table 12 , we illustrate the resulting performance of the system along with the output from the optimization routine illustrating the routing vector. Notice that the performance measures of node #8 are much more balanced with the modification in the routing vector and the throughput is slightly higher than in the previous run in Table 11 . This is interesting because in the optimal solution, Chain 2's population avoids nodes #4 and #9 altogether, while Chain's 1 population does utilize nodes #4 and #9. In the un-optimized solution (Table  11) , Chain #1 is never routed to nodes #4 and #9. Thus, the optimization algorithm is balancing the loads on the system. In an examination of how the throughput function changes with the population in each chain, the optimal routing program was run with many settings of the population to reveal a 3−d plot of the throughput function with changes in the chain population in each chain. Figure 15 illustrates this plot. It is very flat and monotonically increasing with the population. Table 13 illustrates a sample of the results where the population of each chain is increased incrementally. While there is a tendency to have the optimal solution (x 1 , x 2 ), (x 3 , x 4 ) = (1, 0)(0, 1) it is not always so stringent a solution and this is due to the relative flatness of the objective function in the vicinity of the optimum. Thus, a second order optimization search technique will yield a very good solution in the vicinity of the optimum. 
