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Abstract
The “finite intersection property” for bifunctions is introduced and its relation-
ship with generalized monotonicity properties is studied. Some results concerning
existence of solution for (quasi-)equilibrium problems are established and several
results well-known in the literature are recovered. Furthermore, two applications
are considered.
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1 Introduction
Given a non-empty subset C of a topological space X and a bifunction f : X ×
X → R, the equilibrium problem, see Blum and Oettli [9], is the problem of finding:
x ∈ C such that f(x, y) ≥ 0 for all y ∈ C. (EP)
Problem (EP) has been extensively studied in recent years and several existence
results have been developed under generalized monotonicity (see [6–12,16,18–20] and
the references therein). A recurrent theme in the analysis of an equilibrium problem is
its relation with the so-called Minty equilibrium problem, which corresponds to a sort
of dual formulation of the equilibrium problem and consists of finding:
x ∈ C such that f(y, x) ≤ 0 for all y ∈ C. (MEP)
It is well-known that every solution of (EP) is a solution of (MEP), provided that
the bifunction f is pseudo-monotone. Recently, it was showed in [13] that the converse
holds under pseudo-monotonicity of −f .
A generalization of (EP) is the so-called quasi-equilibrium problem, in which the
constraint set depends on the currently analysed point. More precisely, given a bifunc-
tion f : X×X → R and a set-valued mapK : C ⇒ C, the quasi-equilibrium problem
consists of finding:
x ∈ K(x) such that f(x, y) ≥ 0 for all y ∈ K(x). (QEP)
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The associatedMinty quasi-equilibrium problem consists of finding:
x ∈ K(x) such that f(y, x) ≤ 0 for all y ∈ K(x). (MQEP)
In [2,13] some existence results for quasi-equilibrium problems were shown under
generalized monotonicity.
Our aim in this work is to establish sufficient conditions for the existence of so-
lutions for the quasi-equilibrium problem. These conditions are based on some new
concepts that we introduce related to bifunctions, the so-called finite intersection prop-
erties, and which are inspired from [22]. Additionally, we discuss the relation of these
conditions with generalized monotonicity properties.
This paper is organized as follows. In Section 2 we recall some definitions about
generalized convexity, generalized monotonicity for bifunctions and continuity for set-
valuedmaps, also we state the well-knownKakutani’s fixed point theorem. In Section 3
the concept of finite intersection property for bifunctions is introduced and its relation
with generalized monotonicity properties are studied. In Section 4, it is shown that
the Minty equilibrium problem derived from a bifunction is solvable provided that this
bifunction has the finite intersection property. Our main result is established in Section
5. Finally, in Section 6 we consider as applications the variational inequality problem
and the generalized Nash equilibrium problem.
2 Preliminaries and notations
AssumeX is a (real) topological vector space. Let S be a subset ofX . The convex
hull and the interior of S will be denoted by co(S) and int(S), respectively.
Let us recall some classical definitions of generalized convexity. A function h :
X → R ∪ {+∞} is said to be quasi-convex if, for any λ ∈ R, its sublevel set Sλ[h] is
convex, where
Sλ[h] := {x ∈ X : h(x) ≤ λ},
and h is said to be semi-strictly quasi-convex if, it is quasi-convex and, for any x, y ∈ X
such that h(x) 6= h(y) the following holds
h(tx+ (1− t)y) < max{h(x), h(y)} for all t ∈]0, 1[.
Roughly speaking, a semi-strictly quasi-convex function is a quasi-convex function
which does not admit a flat part, except possibly argminX f .
Now we recall some notions of generalized monotonicity for bifunctions. Given a
subset C ofX , a bifunction f : X ×X → R is said to be:
• cyclically monotone on C if, for all n ∈ N and all x0, x1, . . . , xn ∈ C the
following holds
n∑
i=1
f(xi, xi+1) ≤ 0,
with xn+1 = x0;
• cyclically quasi-monotone on C if, for all n ∈ N and all x0, x1, . . . , xn ∈ C,
there exists i ∈ {0, 1, . . . , n} such that
f(xi, xi+1) ≤ 0,
where xn+1 = x0;
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• monotone on C if, for all x, y ∈ C,
f(x, y) + f(y, x) ≤ 0;
• pseudo-monotone on C if, for all x, y ∈ C,
f(x, y) ≥ 0⇒ f(y, x) ≤ 0;
• quasi-monotone on C if, for all x, y ∈ C,
f(x, y) > 0⇒ f(y, x) ≤ 0.
The following diagram shows the relationship between the generalized monotonic-
ity properties that we have considered.
cyclic monotonicity ⇒ monotonicity ⇒ pseudo-monotonicity
⇓ ⇓
cyclic quasi-monotonicity ⇒ quasi-monotonicity
We give now a characterization cyclic quasi-monotonicity that will be useful in the
next section.
Proposition 2.1. Let C be a non-empty subset of X and f : X × X → R be a
bifunction. Then, f is cyclic quasi-monotone on C if and only if for any finite and
non-empty subset A of C, there exists x ∈ A such that
max
a∈A
f(a, x) ≤ 0.
Proof. Let us first prove the direct implication. Reasoning by contradiction, suppose
that there exists A = {x1, x2, . . . , xn} ⊂ C such that (
⋂n
i=1 Fxi) ∩ A = ∅, where
Fxi = {y ∈ C : f(xi, y) ≤ 0}. This is equivalent to(
n⋃
i=1
F cxi
)
∪ Ac = C. (1)
Set xi(1) = x1, equality (1) implies that there exists xj with xj 6= x1 such that x1 ∈
F cj , that means f(xj , x1) > 0. We set xi(2) = xj and apply the equality (1) again.
Continuing in this way, we define a sequence (xi(n))n∈N such that
f(xi(k+1), xi(k)) > 0 (2)
for all k ∈ N.
Since the set {x1, x2, . . . , xn} is finite, there existm, k ∈ N withm < k such that
xi(k+1) = xi(m). We now consider the points
xˆ1 = xi(m), xˆ2 = xi(k), xˆ3 = xi(k−1), . . . , xˆk+1−m = xi(m+1)
which, due to the inequality (2), satisfy
f(xˆj , xˆj+1) > 0
for all j = 1, . . . , k + 1 − m, with xˆk+2−m = xˆ1. This means that f is not cyclic
quasi-monotone and we get a contradiction.
Now we prove the converse implication. Given points x1, ..., xn+1 ∈ C with
xn+1 = x1, consider the finite and non-empty set A := {xi : i = 1, ..., n}. We
know there exists x ∈ A such that f(a, x) ≤ 0 for all a ∈ A. Of course x = xi for
some i = 1, ..., n and in particular we have f(xi, xi+1) ≤ 0.
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A bifunction f is said to be properly quasi-monotone on a convex subset C ofX if
for all finite and non-empty subset A of C, and all x ∈ co(A)
min
a∈A
f(a, x) ≤ 0.
Under quasi-convexity in the second argument, a pseudo-monotone bifunction is
also properly quasi-monotone. But in general proper quasi-monotonicity does not even
imply quasi-monotonicity (see [6]).
Another important concept that we will consider in this paper is the upper sign
property for bifunctions. A bifunction f : X ×X → R is said to have the upper sign
property on a convex subsetC ofX if, for all x, y ∈ C the following implication holds:(
f(xt, x) ≤ 0, ∀ t ∈ ]0, 1[
)
⇒ f(x, y) ≥ 0. (3)
Recently in [13], the authors showed that under suitable assumptions the upper sign
property of f is equivalent to the pseudo-monotonicity of −f .
We finish this section by recalling the Kakutani Fixed Point Theorem (see [17]), on
which our main results are based. Assume that X and Y are topological spaces and
consider a set-valued map S : X ⇒ Y . The map S is said to be:
• closed when for any net (xi, yi) ∈ i ∈ I in the graph of S such that (xi, yi)
converges to (x0, y0), it holds y0 ∈ S(x0);
• lower semicontinuous (lsc) when for any x0, and any open set V such that
S(x0)∩V 6= ∅, there exists a neighborhoodU of x0 such that S(x)∩V 6= ∅ for
all x ∈ U ;
• upper semicontinuous (usc) when for any x0 and any neighborhood V of S(x0),
there exists a neighborhoodU of x0 such that S(U) ⊂ V .
Recall also that if X = Y we denote by Fix(S) := {x ∈ X : x ∈ S(x)} the set of
fixed points of S.
Theorem 2.1 (Kakutani). AssumeX is locally convex space and let C ⊂ X be a non-
empty, compact and convex set, and S : C ⇒ C be a set-valued map. If S is usc and
has non-empty, closed and convex images, then Fix(S) is non-empty.
3 The finite intersection property
In this section we introduce the notion of finite intersection property and two of its
variants, for bifunctions, and we discuss their relation with the generalized monotonic-
ity properties, namely proper quasi-monotonicity and quasi-monotonicity in Proposi-
tions 3.1 and 3.2, respectively.
Definition 3.1. Let f : X ×X → R be a bifunction. The bifunction f is said to have:
• The finite intersection property (fip) on C a subset of X if, for any finite and
non-empty subset A of C, there exists x ∈ C such that
max
a∈A
f(a, x) ≤ 0.
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• The star finite intersection property (fip∗) on C a convex subset of X if, for any
finite and non-empty subset A of C, there exists x ∈ co(A) such that
max
a∈A
f(a, x) ≤ 0.
Nessah and Tian, in [22], introduced a condition called the α-locally dominatedness
of a bifunction, which corresponds in the case of α = 0 to a bifunction with the fip by
switching the roles of the variables. They discussed the relation of this property with
the finite intersection property for families of sets. In fact, for each x ∈ C we define
the set
Fx := {y ∈ C : f(x, y) ≤ 0}. (4)
Clearly, f has the fip on C if and only if, the family of sets {Fx}x∈C has the finite
intersection property. Similarly, f has the fip∗ on C if and only if for any non-empty
and finite subset A of C it holds that(⋂
a∈A
Fa
)
∩ co(A) 6= ∅.
Observe that under fip∗ by takingAx = {x} we have f(x, x) ≤ 0 for every x ∈ X ,
while fip does not guarantee this in general.
Remark 1. From Proposition 2.1 it is clear that cyclic quasi-monotonicity implies fip,
and moreover, if C is a convex set then cyclic quasi-monotonicity implies fip∗ and fip∗
implies fip. The converses to these implications are in general not true, as shown by
the following two simple examples.
Example 3.1. The bifunction f(x, y) := xy, for x, y ∈ [0, 1] has the fip. However,
f does not have the fip∗ on [0, 1]. Indeed, for A = {1} we have maxa∈A f(a, x) =
f(1, 1) = 1 > 0, for all x ∈ co({1}).
Example 3.2. Let f : [0, 1]× [0, 1]→ R be defined as
f(x, y) :=
{
0, if |x− y| ≤ 1/2
1, otherwise.
Let us see that f has the fip∗. Consider a non-empty and finite set A ⊂ [0, 1]. If
diamA = maxa,b∈A |a − b| ≤ 1/2, then by taking any point x ∈ A we obtain
maxa∈A f(a, x) = 0. Otherwise, if diamA = maxa,b∈A |a− b| > 1/2, then there ex-
ist a0, a1 ∈ A such that a0 < 1/2+ a1 and therefore 1/2 ∈ [a0, a1] ⊂ coA. So taking
x = 1/2 we have again thatmaxa∈A f(a, x) = 0. Thus f has the fip
∗ on [0, 1]. But we
observe that f is not cyclic quasi-monotone on [0, 1], in fact, not even quasi-monotone,
since f(1, 0) = f(0, 1) > 0.
Now we present a simple case of bifunctions with the fip∗.
Example 3.3. Let h : X → R be a function and C be a subset of X . Consider the
bifunction f : X ×X → R defined by
f(x, y) := h(y)− h(x). (5)
It is clear that f is cyclic monotone, thus cyclic quasi-monotone and due to Proposition
2.1 it satisfies the finite intersection property. Moreover, if C is convex, then again by
Proposition 2.1 we deduce that f satisfies fip∗ on C.
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Following the proof of Proposition 2.1 in [22] we will show that a properly quasi-
monotone bifunction has the fip∗ whenever it is lower semi-continuous on its second
argument.
Proposition 3.1. Let C be a convex and non-empty subset of X (normed space) and
f : X ×X → R be a bifunction such that for each x ∈ C the function f(x, ·) is lower
semi-continuous. If f is properly quasi-monotone on C, then it has the fip∗ on C.
Proof. Let us assume by contradiction that f does not have the fip∗. So, there exists
{x1, ..., xm} ⊂ C such that for any x ∈ K := co({x1, ..., xm}), we have
max
i=1,...,m
f(xi, x) > 0.
By means of the sets Fxi := {y ∈ K : f(xi, y) ≤ 0}, this can be stated equivalently
as
⋂m
i=1 Fxi = ∅. Thus, since the sets Fxi are closed (due to the lower semicontinuity
of f in its second argument) then the function g : K → R+ defined by
g(x) :=
m∑
i=1
d(x, Fxi),
satisfies g(x) > 0 for all x ∈ K , and is continuous. Further, the function h : K → K
defined as
h(x) :=
m∑
i=1
d(x, Fxi)
g(x)
xi,
is continuous too. By Schauder-Tychonoff Fixed Point Theorem we deduce that there
exists x¯ ∈ K such that h(x¯) = x¯. Consider the set of indices
J := {i = 1, ...,m : d(x¯, Fxi) > 0}
which is non-empty by a simple argument similar to the one used to prove that g(x) >
0. Then, x¯ ∈ co({xi : i ∈ J}) we have that mini∈J f(xi, x¯) > 0, but this contradicts
the proper quasi-monotonicity of f applied for the finite set of points {xi}i∈J and its
convex combination x¯.
The previous result is also true if we only consider the closeness assumption of the
sublevel sets Sλ[f(x, ·)], with λ = 0 for each x.
Analogous to Proposition 1.2 in [6], we will show that fip∗ implies quasi-monotonicity
under suitable assumptions.
Proposition 3.2. Let f : X × X → R be a bifunction such that −f is semi-strictly
quasi-convex in its second argument and f vanishes on the diagonal of X × X . If f
has the fip∗ onX , then it is quasi-monotone onX .
Proof. Let x, y ∈ X such that f(x, y) > 0. By semi-strict quasi-convexity of −f(x, ·)
we obtain
f(x, tx+ (1 − t)y) > 0,
for all t ∈]0, 1[. Now, since f has the fip∗, we deduce f(y, x) ≤ 0.
Example 3.2 shows that the semi-strict quasi-convexity of f in its second argument
is essential in Proposition 3.2. In fact, the example proposes a bifunction that has the
fip∗ and vanishes on the diagonal, while it is not quasi-monotone.
The following result states that cyclic quasi-monotonicity implies proper quasi-
monotonicity, under quasi-convexity assumption.
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Proposition 3.3. Let C be a convex subset of X and f : X ×X → R be a bifunction
such that f is quasi-convex in its second argument. If f is cyclic quasi-monotone on
C, then it is properly quasi-monotone on C.
Proof. It is a simple and straightforward adaptation of Proposition 4.4 in [14].
Note that the quasi-convexity of f in its second argument cannot be dropped from
the assumptions. For instance consider the bifunction f defined by (5) which is always
cyclically quasi-monotone but it is properly quasi-monotone if and only if the function
h is quasi-convex (see part 2 of Proposition 6.2 in [12]).
4 Equilibrium problems
We start this section with a result about the existence of solution for equilibrium
problems. We denote by EP(f, C) and MEP(f, C) the solution sets of the equilib-
rium problem (EP) and the Minty equilibrium problem (MEP) associated to f and C,
respectively.
Lemma 4.1. Let C be a topological space, and f : C × C → R be a bifunction and
consider the sets Fx as defined in (4). Assume that for each x ∈ C, the set Fx is closed
and that there exists x ∈ C such that the set Fx is compact, and that f has the fip on
C. Then,MEP(f, C) is non-empty.
Proof. It is clear thatMEP(f, C) =
⋂
x∈C Fx. Since {Fx}x∈C has the finite intersec-
tion property due to the fact that f has the fip onC, and some Fx is compact we deduce
that the setMEP(f, C) is non-empty.
Proposition 4.1. Assume that at least one of the following conditions hold:
1. The bifunction−f is pseudo-monotone on C,
2. C is a convex subset of a vector space, and f has the upper sign property on C.
Then EP(f, C) ⊂MEP(f, C).
Proof. The first case was proved in [2] and the second in [13].
As a consequence we recover the following results.
Corollary 4.1 (Proposition 2.1 in [7]). Let C be a non-empty, compact and convex
subset ofRn and f : Rn×Rn → R be a bifunction satisfying the following assumptions
1. f is properly quasi-monotone,
2. for each y ∈ C, the function f(·, y) satisfies the following implication
inf
t∈]0,1[
f(tx+ (1− t)y, y) ≥ 0 ⇒ f(x, y) ≥ 0,
3. for each x ∈ C, the set Fx defined as in (4) is closed and convex,
4. f is quasi-convex with respect to its second argument,
5. f vanishes on the diagonal of C × C,
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6. the following implication holds
(f(x, y) = 0 ∧ f(x, z) < 0) ⇒ f(x, ty + (1− t)z) < 0, for all t ∈]0, 1[.
Then EP(f, C) is non-empty.
Proof. By Proposition 3.1 and the fact that C is convex, the bifunction f has the fip on
C. Using Lemma 3 in [10] and Lemma 2.1 in [2] we deduce that f has the upper sign
property. Therefore, the result follows from the second part of Proposition 4.1.
Corollary 4.2 (Theorem 2.3 in [21]). Let f : C × C → R be a bifunction, where C is
a compact convex and non-empty subset of X . If the following hold:
1. for any finite subset A of C, and any x ∈ co(A),
max
a∈A
f(x, a) ≥ 0;
2. for each y, the set {x ∈ C : f(x, y) ≥ 0} is closed;
then EP(f, C) is non-empty.
Proof. Consider the bifunction g : C × C → R defined as
g(x, y) := −f(y, x). (6)
The first assumption is equivalent to the proper quasi-monotonicity of g. Moreover, by
the second assumption, we have that the set Gx := {y ∈ C : g(x, y) ≤ 0} is closed.
Thus the set MEP(g, C) is non-empty, due to Lemma 4.1. Finally, the result follows
from the fact that EP(f, C) = MEP(g, C).
Corollary 4.3 (Theorem 2.7 in [20]). Assume X is a compact topological space and
f : X ×X → R a bifunction such that −f is cyclic quasi-monotone with
{x ∈ X : f(x, y) ≥ 0}
a closed set for each y ∈ X . Then EP(f,X) 6= ∅.
Proof. First, since −f is cyclic quasi-monotone, then so is g, the bifunction defined in
(6). From Proposition 2.1 we deduce that g satisfies the fip. The result follows from
Lemma 4.1 and the fact that EP(f,X) = MEP(g,X).
In [20], the above corollary is referred to as the Weierstrass theorem for bifunc-
tions, because if the bifunction is defined as in (5) we obtain the classical Weierstrass
extreme-value theorem.
Corollary 4.4 (Lemma 2.3 in [16]). Let C be a closed, bounded and convex subset of
a reflexive Banach spaceX , f : C ×C → R be a bifunction and h : X → R∪ {+∞}
be a function such that the set C ∩ dom(h) is non-empty. If the following assumptions
hold
1. f vanishes on the diagonal of C × C,
2. for every x ∈ C ∩dom(h) and every y ∈ C ∩dom(h), the following implication
holds
f(x, y) + h(y) ≥ h(x) ⇒ f(y, x) + h(x) ≥ h(y),
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3. for every z ∈ C, f(z, ·)+h(·) is lower semi-continuous and semi-strictly quasi-
convex in C
4. for every x, y in C, the function t ∈ [0, 1] 7→ f(ty + (1 − t)x, y) is upper
semi-continuous at t = 0,
5. the function h is lower semi-continuous with dom(h) convex.
Then there exists x ∈ C such that
f(x, y) + h(y) ≥ h(x), for all y ∈ C.
Proof. We define the bifunction g : C1 × C1 → R, with C1 := C ∩ dom(h), by
g(x, y) := f(x, y) + h(y)− h(x).
It is clear that g is lower semi-continuous and semi-strictly quasi-convex in its second
argument. Also, it is pseudo-monotone on C1, which it turn implies that it is properly
quasi-monotone, due to Proposition 1.1 (ii) in [6]. Thus, by Proposition 3.1, g has the
fip∗ on C1.
On the other hand, for each x ∈ C we define the set
Gx := {y ∈ C : f(x, y) + h(y) ≤ h(x)}.
We note that for each x ∈ C \ C1 the set Gx = C. Thus, it holds⋂
x∈C
Gx =
⋂
x∈C1
Gx.
The family of sets {Gx}x∈C1 has the finite intersection property, due to the fact that g
has the fip∗ on C1. Since g(x, ·) is lower semi-continuous and C is weakly compact,
we deduce that Gx is weakly compact, for all x ∈ C. Hence,
∅ 6=
⋂
x∈C1
Gx = MEP(f, C1).
Assumptions 4 and 5 imply the upper sign property of g onC1 and thus, by Proposition
4.1, there exists x ∈ EP(f, C1), which means
f(x, y) + h(y) ≥ h(x), for all y ∈ C1.
Note that for each y ∈ C \ C1, h(y) = +∞. Hence
f(x, y) + h(y) ≥ h(x), for all y ∈ C.
5 Quasi-equilibrium problems
We state now our main result about the existence of solutions for quasi-equilibrium
problems which follows a similar approach to the one proposed in [16].
Theorem 5.1. Let f : X × X → R be a bifunction, C be a non-empty, convex
and compact subset of X and K : C ⇒ C be a set-valued map. If the following
assumptions hold:
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1. the mapK is closed and lsc, with convex and non-empty values,
2. f has both the upper sign property and the fip∗ on C,
3. the setM = {(x, y) ∈ C × C : f(x, y) ≤ 0} is closed,
4. for each x ∈ C, the set Fx (defined as in (4)) is convex;
then the quasi-equilibrium problem admits at least one solution.
Proof. We define g : X ×X → R ∪ {+∞} as
g(x, y) := iK(x, y) =
{
0, y ∈ K(x)
+∞, otherwise
.
Since K is closed, we deduce that g is lower semi-continuous. Moreover, as K is
convex valued, the bifunction g is convex with respect to its second argument. So, for
each x,w ∈ C, we define the set
Gx(w) := {y ∈ C : f(w, y) + g(x, y) ≤ g(x,w)}.
On the one hand if w /∈ K(x), then Gx(w) = C. On the other hand, if w ∈ K(x) we
have Gx(w) = Fw ∩K(x). Thus, Gx(w) is a compact, convex and non-empty subset
of C. Since f has the fip∗ on C, for any w1, . . . , wn ∈ C, we have
m⋂
i=1
Gx(wi) 6= ∅.
Indeed, put J := {i ∈ {1, . . . ,m} : wi ∈ K(x)}. If J = ∅, then
⋂m
i=1Gx(wi) = C.
Else,
m⋂
i=1
Gx(wi) =
⋂
i∈J
Gx(wi).
Thus, there exists z ∈ co({wi}i∈J) ⊂ K(x) such that
max
i∈J
f(wi, z) ≤ 0.
Hence z ∈
⋂
i∈J Gx(wi).
So, for each x ∈ C, the family of sets {Gx(w)}w∈C has the finite intersection
property. Since each Gx(w) is compact, we have
⋂
w∈C Gx(w) 6= ∅. Thus, the set-
valued map S : C ⇒ C defined by
S(x) :=
⋂
w∈C
Gx(w)
is compact, convex and non-empty valued. We will show now that S is closed. Indeed,
let (xi, yi)i∈I be a net in the graph of S such that it converges at (x, y). For all i ∈ I
f(w, yi) + g(xi, yi) ≤ g(xi, w) for all w ∈ C.
Taking w ∈ K(xi) we deduce yi ∈ K(xi), which in turn implies y ∈ K(x). As
K is lower semi-continuous, for all w ∈ K(x) there exists a subnet (xϕ(j))j∈J of
(xi)i∈I and a net (wj)j∈J converging to w such that wj ∈ K(xϕ(j)) for all j ∈ J . So
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f(wj , yϕ(j)) ≤ 0 for all j ∈ J . By the closeness of setM , one has f(w, y) ≤ 0. So, it
holds
f(w, y) + g(x, y) ≤ g(x,w) for all w ∈ C.
Thus, y ∈ S(x). Additionally, as S(C) is relatively compact, S is upper semi-
continuous. Thus, S admits at least a fixed point, due to Theorem 2.1, that means
there exists x0 ∈ C such that
f(w, x0) + g(x0, x0) ≤ g(x0, w) for all w ∈ C.
Taking w ∈ K(x0) in the previous inequality we have x0 ∈ K(x0). Therefore, x0 ∈
MQEP(f,K). Thus, by Proposition 3.1 in [2], x0 is a solution of the quasi-equilibrium
problem.
As a consequence of Theorem 5.1 we recover the following result.
Corollary 5.2 (Proposition 4.5 in [1]). Let h : X → R be a continuous and quasi-
convex function, C be a convex, compact and non-empty subset of X andK : C ⇒ C
be a closed and lower semi-continuous set-valued map with convex and non-empty
values. Then there exists x ∈ Fix(K) such that
h(x) ≤ h(y), for all y ∈ K(x).
Proof. Clearly the bifunction f defined as in Example 3.3 has the fip∗ on C and it
is continuous and quasi-convex in its second argument. Moreover, by the part 2 of
Proposition 6.2 in [12], it has the upper sign property. Thus, Theorem 5.1 guarantees
the existence of a point x ∈ QEP(f,K), which is equivalent to x ∈ K(x) and h(y) ≥
h(x), for all y ∈ K(x).
The problem associated to the previous corollary is well-known in the literature as
quasi-optimisation.
Remark 2. A few remarks are needed
1. Convexity of the sets Fx is guaranteed by the quasi-convexity in the second ar-
gument of the bifunction f . Also, closeness of the set M holds if f is lower
semi-continuous.
2. It is clear from the proof of Theorem 5.1 that the assertion remains valid if the
fip∗ of f is replaced by the fip onK(x), for all x ∈ C.
3. Theorem 5.1 is also true if we replace the upper sign property by the pseudo-
monotonicity of −f .
4. Theorem 5.1 is strongly related with Theorem 4.5 in [2] and Theorem 4.3 in [16].
However these results are established under generalizedmonotonicity and quasi-
convexity, which are stronger than the finite intersection property.
6 Applications
In this section we consider applications on the study of two particular classes of
problems, the variational inequality problem and the generalized Nash equilibrium
problem.
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6.1 Variational inequality problem
LetX be a real Banach space,X∗ its topological dual and 〈·, ·〉 the duality pairing.
Given a subset C ofX and a set-valued map T : X ⇒ X∗, the set VIP(T,C) denotes
the solution set of the variational inequality problem
{x ∈ C : there exists x∗ ∈ T (x) such that 〈x∗, y − x〉 ≥ 0 for all y ∈ C}.
Associated to a set-valued map T : X ⇒ X∗ with weak∗ compact values, we
consider the bifunction fT : X ×X → R defined as
fT (x, y) := sup
x∗∈T (x)
〈x∗, y − x〉. (7)
An important property of the bifunction fT is that EP(fT , C) = VIP(T,C). Ad-
ditionally, some of the well-known notions of generalized monotonicity for T can be
equivalently defined using the bifunction fT . In fact, T is pseudo-monotone (properly
quasi-monotone, quasi-monotone, cyclic quasi-monotone, respectively) if and only if
fT is so.
In this context, since fT is automatically lower semi-continuous and convex in its
second argument, we observe that in this case pseudo-monotonicity implies proper
quasi-monotonicity and the latter implies quasi-monotonicity.
We now recall sign-continuity for set-valued maps. A set-valued map T : X ⇒ X∗
is said to be:
• lower sign-continuous at x ∈ dom(T ) if, for any v ∈ X , the following implica-
tion holds:(
∀t ∈]0, 1[, inf
x∗
t
∈T (xt)
〈x∗t , v〉 ≥ 0
)
⇒ inf
x∗∈T (x)
〈x∗, v〉 ≥ 0
• upper sign-continuous at x ∈ dom(T ) if, for any v ∈ X , the following implica-
tion holds:(
∀t ∈]0, 1[, inf
x∗
t
∈T (xt)
〈x∗t , v〉 ≥ 0
)
⇒ sup
x∗∈T (x)
〈x∗, v〉 ≥ 0
where xt = x+ tv.
Obviously, every lower sign-continuous set-valuedmap is also upper sign-continuous.
Note also that the upper sign-continuity of T corresponds to the upper sign property
of fT (see [2]). In a similar way to Proposition 3 in [13], we will show now that if
−T is pseudo-monotone, then T is lower sign-continuous, and thus also upper sign-
continuous.
Proposition 6.1. Let T : X ⇒ X∗ be a set-valued map. If −T is pseudo-monotone,
then T is lower sign-continuous on int(dom(T )).
Proof. By contradiction, let us assume that T is not lower sign-continuous at x ∈
int(dom(T )), so that there exists v ∈ X and x∗ ∈ T (x) such that 〈x∗, v〉 < 0 and
∀ t ∈]0, 1[, inf
x∗
t
∈T (xt)
〈x∗t , v〉 ≥ 0, (8)
where xt = x + tv. Let t ∈ ]0, 1[ be small enough, so that xt = x + tv belongs to
dom(T ). Clearly, since 〈x∗, v〉 = 〈x∗, t−1(xt − x)〉 < 0 then 〈−x∗, xt − x〉 > 0.
Now, take x∗t ∈ T (xt). The pseudo-monotonicity of −T implies 〈−x
∗
t , x − xt〉 < 0,
which in turn implies 〈x∗t , v〉 < 0. However, this is a contradiction with (8).
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Recently, in [20] the authors proposed a new existence result without the assump-
tion of convexity of the constraint set but under cyclic quasi-monotonicity, which is
in particular proper quasi-monotonicity on convex sets, due to Proposition 4.4 in [14].
Furthermore, important results about the existence of solution for variational inequality
under convexity of the constraint set and generalized monotonicity (more specifically
proper quasi-monotonicity and quasi-monotonicity) were established by Aussel and
Hadjisavvas in [4].
We now introduce the finite intersection property for set-valued maps. A set-valued
map T : X ⇒ X∗ is said to have the finite intersection property on a subset C ofX if,
for any finite subset A of C there exists x ∈ C such that
〈a∗, x− a〉 ≤ 0, ∀a ∈ A, ∀a∗ ∈ T (a).
Proposition 6.2. Let T : X ⇒ X∗ be a set-valued map with weak∗ compact values,
and fT be the bifunction defined as in (7). T has the finite intersection property if and
only if fT has fip.
Proof. It is a direct consequence from definitions.
By Proposition 3.1, if T is properly quasi-monotone on a convex set C then T has
the finite intersection property on C.
An important class of set-valued maps with the finite intersection property are the
adjusted normal operators, which were introduced by Aussel and Hadjisavvas in [5].
Indeed, this can be deduced from [14, Proposition 4.4] and [5, Proposition 3.3],
Finally, we have an existence result for variational inequality problems without
convexity of the constraint set and under the finite intersection property.
Corollary 6.1. Let T : X ⇒ X∗ be a set-valued map with weak∗ compact and non-
empty values, and C be a non-empty and compact subset of X . If T satisfies the finite
intersection property, and one of the following hold
1. −T is pseudo-monotone,
2. C is convex and T has the upper sign continuity,
then VIP(T,C) is non-empty.
Proof. By Proposition 6.2, the bifunction fT defined as in (7) has the fip on C. Fur-
thermore, it is not difficult to see that −fT is pseudo-monotone. Since C is compact,
Lemma 4.1 and Proposition 4.1 ensures that EP(fT , C) is non-empty. The conclusion
follows from EP(fT , C) = VIP(T,C).
6.2 Generalized Nash equilibrium problem
AgeneralizedNash equilibrium problem (GNEP) consists of p players. Each player
ν controls the decision variable xν ∈ Cν , where Cν is a non-empty and closed subset
of a topological space Xν . We denote by x = (x
1, . . . , xp) ∈
∏p
ν=1 Cν = C the
vector formed by all these decision variables and by x−ν we denote the strategy vector
of all the players different from player ν, the rivals of ν. The set of all such vectors will
be denoted by C−ν . We sometimes abuse of the notation by writing x = (xν , x−ν) in
order to emphasize player ν-th’s variables within x.
Each player ν has an objective function θν : X =
∏p
ν Xν → R that depends on all
player’s strategies. Furthermore, each players’ strategy must belong to a set identified
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by the set-valuedmapKν : C
−ν
⇒ Cν in the sense that the strategy space of the player
ν isKν(x
−ν) and thus depends on the rivals’ strategies x−ν . Given the strategy vector
x−ν of rivals of player ν, he (or she) chooses a strategy xν that solves the following
optimization problem
min
xν
θν(x
ν , x−ν), subject to xν ∈ Kν(x
−ν). (9)
Let Solν(x
−ν) denote the solution set of the problem (9). A generalized Nash equilib-
rium is a vector xˆ such that xˆν ∈ Solν(xˆ−ν), for any ν.
An important situation is the case of joint constraints, which was introduced by
Rosen in 1965 (see [24]) and has recently been considered in [3, 15, 21]. This case is
described with a non-empty subset C ofX by letting the constraint set-valued maps be
defined as
Kν(x
−ν) := {zν ∈ Xν : (z
ν , x−ν) ∈ C}, (10)
for any ν and x = (xν , x−ν) ∈ C.
Associated to generalized Nash equilibrium problem, we define the following bi-
function f0 : X ×X → R as
f0(x, y) :=
p∑
ν=1
θν(y
ν , y−ν)− θν(x
ν , y−ν) (11)
It is important to note that g : X ×X → R defined as g(x, y) := −f0(y, x) is the
well-known Nikaidoˆ-Isoda function introduced in [23].
The following result says every solution of the Minty equilibrium problem is a
solution of the generalized Nash equilibrium problem in the joint case.
Lemma 6.1. Let us assume, for any ν the subsetKν(x
−ν) is defined as in (10). Then
every solution ofMEP(f0, C) is a generalized Nash equilibrium.
Proof. Let xˆ be an element of MEP(f0, C). For each ν and any y
ν ∈ Kν(xˆ−ν) we
have
θν(xˆ)− θν(y
ν , xˆ−ν) = f0(y, xˆ) ≤ 0,
where y = (yν , xˆ−ν) ∈ C, which in turn implies θν(xˆ) ≤ θν(yν , xˆ−ν). The result
follows.
Corollary 6.2. Assume that C is compact and non-empty and for any ν the subset
Kν(x
−ν) is defined as in (10). If f0 defined as in (11) has the fip on C and the set
Fx = {y ∈ C : f0(x, y) ≤ 0} is closed for all x ∈ C, then there exists a generalized
Nash equilibrium.
Proof. It follows from Lemma 4.1 and Lemma 6.1.
We have that Corollary 4.6 in [20] is a direct consequence of Corollary 6.2, thanks
to Proposition 2.1 .
The next result establishes sufficient conditions to guarantee the fip∗ of f0.
Proposition 6.3. Assume that each Xν is a topological vector space and the set C is
convex. If each objective function is continuous and convex with respect to the variable
of its player, then the bifunction f0 defined as in (11) has fip
∗ on C.
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Proof. It is clear −f0(·, y) is (quasi) convex and f0 vanishes on the diagonal of X ×
X . By Proposition 1.1 in [6], we deduce f0 is properly quasi-monotone. Since f0 is
continuous, the result follows from Proposition 3.1.
Remark 3. An important instance (see [20]) where the bifunction f is cyclically quasi-
monotone is when each objective function θν has separable variables, that is, it can be
written as θν(x
ν , x−ν) := fν(x
ν ) + gν(x
−ν). Indeed, this follows from writing
f(x, y) =
p∑
ν=1
fν(y
ν)− fν(x
ν) = ϕ(y)− ϕ(x),
where ϕ(z) =
∑p
ν=1 fν(z
ν), and Example 3.3.
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