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Proton therapy (PT) is highly sensitive to range uncertainty, which can result in the severe 
underdosage of the tumor and/or overdosage of surrounding healthy tissue. There are a 
number of reasons for this uncertainty, including CT-based range prediction, patient setup, 
and changes in the anatomy of the patient. Recently, in vivo prompt-gamma imaging (PGI) 
has been integrated into clinical PT with the aim of detecting treatment deviations. To fully 
utilize the potential of treatment monitoring with PGI, an automated assessment tool for 
detecting relevant treatment deviations is needed. This work assessed two approaches for 
the automatic classification of treatment-deviation sources based on simulated PGI data for 
the treatment of head-and-neck (H&N) tumors. First, a heuristic decision tree model was 
iteratively developed on a training dataset of different geometrical complexities. Second, an 
alternative approach based on machine learning was used to facilitate the classification, 
taking into account different complexity levels for both individual error scenarios and a 
combination of error scenarios. Both approaches indicated that the PGI data has the 
potential to automatically classify individual treatment-deviation sources in H&N-tumor 
patients with accuracy, sensitivity, and specificity of more than 96%, 98%, and 85%, 
respectively. As a further step, the spatial information of the spot-based PGI data and more 
complex techniques such as deep learning might be used to improve the classification of 
combination error scenarios. Furthermore, these proposed models need to be verified by 
clinically measured PGI data, including data from other body sites. For future application, 
the automatic classification of treatment deviation is a promising tool for online-adaptive 
therapy that could support clinical decision-making and, ultimately, improve the treatment 













Die Protonentherapie (PT) ist sehr empfindlich auf Reichweiteveränderungen, die zu einer 
starken Unterdosierung des Tumors und/oder Überdosierung von gesundes Gewebe führen 
können. Die Gründe für diese Unsicherheit sind vielfältig, dazu zählen die CT-basierte 
Prognose der Reichweite, die Patientenpositionierung und Veränderungen in der 
Patientenanatomie. In Vivo Prompt-Gamma Imaging (PGI) wurde jüngst in der klinischen 
PT mit dem Ziel der Erkennung von Behandlungsabweichungen erfolgreich implementiert. 
Um das Potential der Bestrahlungsüberwachung mittels PGI vollkommen auszuschöpfen, 
ist ein automatisiertes Beurteilungsinstrument zur Erkennung von relevanten 
Behandlungsabweichungen erforderlich. In der vorliegenden Arbeit wurden zwei Ansätze 
verfolgt, um eine automatische Klassifizierung von Behandlungsabweichungen auf Basis 
von simulierten PGI Daten von Kopf-Hals-Tumorbehandlungen (H&N) zu erreichen. Zum 
einen wurde ein heuristischer Decision Tree iterativ auf Basis eines Trainingsdatensatzes 
mit unterschiedlicher geometrischer Komplexität entwickelt. Zum anderen wurde ein 
alternativer auf maschinellem Lernen basierter Ansatz verfolgt, um die 
Entscheidungsfindung zu erleichtern. Hierbei wurden sowohl individuelle Fehlerszenarien 
als auch Kombinationen von verschiedenen Fehlerszenarien berücksichtigt. Beide Ansätze 
deuteten darauf hin, dass die PGI-Daten das Potenzial haben, individuelle 
Behandlungsabweichungsquellen bei H&N-Tumorpatienten mit Genauigkeit, Sensitivität 
und Spezifität von mehr als 96%, 98% bzw. 85% automatisch zu klassifizieren. Als nächster 
Schritt könnten die Nutzung der räumlichen Informationen der Spot-basierten PGI Daten 
und die Anwendung komplexerer Techniken, wie beispielsweise Deep Learning, die 
Klassifizierung von Kombinationsszenarien verbessern. Außerdem müssen die entwickelten 
Modelle durch klinisch gemessene PGI-Daten, einschließlich Daten von anderen 
Körperregionen, verifiziert werden. Für die zukünftige Anwendungen ist die automatische 
Klassifikation von Behandlungsabweichungen ein vielversprechendes Instrument für die 
online adaptive Therapie. Dieses Instrument könnte die klinische Entscheidungsfindung 
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The incidence and mortality of cancer are rapidly increasing worldwide (Bray et al., 2018). 
According to the World Health Organization, cancer was the second leading cause of death 
globally in 2018. Currently, there are several treatment approaches with different modalities 
for cancer therapy. Radiotherapy plays a crucial role in the treatment of cancer by 
destroying cancer cells with ionizing radiation. It is usually a local treatment and most 
effective on cells that grow and divide quickly. In developed countries, approximately 50% 
of patients diagnosed with cancer will require at least one course of radiotherapy, compared 
with 70-80% of all cancer patients in developing countries (Zubizarreta and Rosenblatt, 
2017). The European Society for Radiotherapy & Oncology – Health Economics in 
Radiation Oncology (ESTRO-HERO) predicts that the use of radiotherapy for cancer 
treatment in Europe will increase by 16% between 2012 and 2025 (Borras et al., 2016). 
The main goal of radiotherapy is to control the growth of tumors, while as much as possible 
minimizing the damage to surrounding healthy tissues (Delaney et al., 2005; Baumann et 
al., 2016). Proton therapy (PT) is a promising advanced technique to achieve this, due to 
the finite range of proton beams, which provides a distinct dosimetric advantage over 
conventional photon radiotherapy (Kacperek, 2000; Levin et al., 2005; Blanchard et al., 
2018; Frank et al., 2018). However, uncertainties in the proton range are the primary 
limitation on the potential of PT to spare healthy tissues. These uncertainties arise from 
multiple sources, caused by global errors in the conversion of computed tomography (CT) 
scans to stopping-power ratio (SPR), variations in the patient positioning, and changes in 
the patient anatomy (Paganetti, 2012; Paganetti et al., 2020; Wohlfahrt and Richter, 2020). 
To ensure the safety of dose delivery for the entire target volume, the margin expansion 





al., 1999; DeLuca et al., 2007). However, this concept may significantly degrade the 
dosimetric advantages of PT. To reduce this margin and fully exploit the potential of PT, in 
vivo range verification (i.e., monitoring of the proton range during the treatment course) is 
extremely desirable (Knopf and Lomax, 2013; Parodi and Polf, 2018; Paganetti et al., 2020). 
Prompt-gamma imaging (PGI) with a slit camera has been successfully employed in clinical 
application for in vivo proton range verification, with high accuracy and sensitivity (Richter 
et al., 2016; Xie et al., 2017). This method enables monitoring of the proton range by 
detecting a range deviation between the expected and the measured prompt-gamma signal. 
The first prototype of this device was available at OncoRay in Dresden in October 2014. It 
has since been further improved, with a special focus on translation for clinical practice. 
Applications in both double scattering and pencil-beam scanning have been investigated in 
systematic phantom experiments (Perali et al., 2014; Priegnitz et al., 2015; Janssens et al., 
2016; Priegnitz et al., 2016; Nenoff et al., 2017). Based on these achievements, the world’s 
first clinical application of PGI-based range verification was conducted in 2015 (Richter et 
al., 2016). A new PGI system of improved position accuracy was later developed in 2018. 
Currently, the full potential for PGI in this new system is under investigation in a clinical 
study. It would be beneficial if PGI-based range verification could not only detect spot-wise 
range shifts but could also directly identify its most probable cause of treatment deviation. 
Furthermore, the in vivo range verification is a powerful platform for closing the loop in 
adaptive PT. Hence, the automated evaluation of PGI information is highly desirable, 
especially for online (i.e., real-time) adaptive treatment. Therefore, the following 
requirements must be considered for clinical applications of PGI: (1) Automated 
differentiation of relevant from non-relevant treatment deviations, and (2) Automated 
classification of the source of treatment deviation in the case of relevant changes. 
The objective of this thesis was to investigate the feasibility of automatic classification of the 
source of treatment deviation and the differentiation of relevant and non-relevant treatment 
deviations in PT by means of PGI range verification. The background information on PT 
and techniques of in vivo range verification are reviewed in Chapter 2. PGI with a slit camera 
is discussed in Chapter 3. Two types of models for the generation of automated 
classifications were investigated in this thesis; these were a heuristic decision tree (DT) and 
a machine-learning (ML) approach. First, to reveal the error-source-specific signature of 





training dataset of different geometrical complexities, from simple to complex levels. The 
final model was then tested on an independent dataset (Chapter 4). Second, classification 
using the ML approach was investigated, considering error scenarios of different levels of 
complexity, with the individual scenarios studied in the heuristic DT model and a 
combination of error scenarios (Chapter 5). Finally, the automated classification models of 




























































































2.1 Proton therapy 
Proton therapy (PT) is a type of external-beam radiation therapy in which high-energy 
protons are used to destroy diseased tissues, particularly cancerous tissues. Recently, PT 
has drawn great interest due to its potential to spare the surrounding healthy tissues. PT 
was initially proposed in the 1940s, and the first patient was treated with proton beams in 
the mid-1950s. In the years following, the technology of production and delivery of proton 
beams have been further developed for clinical use. More than 40 years after the first 
treatment, the first hospital-based PT facility was established in 1990 (Mohan and 
Grosshans, 2017; Tian et al., 2017). As of January 2021 (Particle Therapy Co-Operative 
Group, 2021), more than 90 proton centers are in operation, and at least 60 more are under 
construction or in the planning stages. More than 220,000 patients had been treated with 
PT by the end of 2019. 
This chapter provides a brief overview of PT, including its challenges. It is divided into two 
parts: (1) the rationale for PT and (2) the uncertainties in PT and their mitigation. 
2.1.1 Rationale for proton therapy 
In 1946, R. Wilson suggested the application of proton beams in cancer treatment (Wilson, 
1946). This was proposed due to the physical characteristics of the depth-dose distribution 
of the proton beams: a low entrance dose, followed by a sharp peak (Bragg peak) and a 






Due to these characteristics, PT is considered a highly effective technique for the treatment 
of deep-seated tumors, with a reduced dose to the healthy tissues beyond the tumors 
(Kacperek, 2000; Delaney et al., 2005; Smith, 2006; Baumann et al., 2016). In clinical 
practice, several studies have revealed that PT allows better dose distribution with a 
reduction of the dose bath in healthy tissues, resulting in fewer complications and side 
effects than conventional photon therapy (Blanchard et al., 2018; Frank et al., 2018), as 
shown in Figure 2.1 (b).  
In general, the beam delivery system of PT is driven by just one accelerator (cyclotron or 
synchrotron), which can serve multiple treatment rooms. Common accelerators produce 
high-energy proton beams with the potential to penetrate into water up to 30 cm in depth 
(approximately 230 MeV). For patient treatment, the dose distribution must tightly conform 
to the tumor volume (Das and Paganetti, 2015), in both the beam direction (thickness of 
tumor) and the lateral direction (extent of the tumor in beam’s eye view). Thus, a narrow 
proton beam extracted from the accelerator is spatially distributed to cover the entire tumor 
volume. Currently, there are two primary treatment delivery techniques for clinical use: 
passive scattering and active scanning (Kacperek, 2000; Das and Paganetti, 2015; 
Paganetti, 2017; Paganetti, 2019). In this thesis, the active scanning is considered. 
Figure 2.1 (a) Comparison of the relative dose with depth in water: 200 kVp photons (black), 15 MV 
photons (blue), 21 MeV electrons (green), and 200 MeV proton beams (red) – adapted from Richter, 
2011. (b) Comparison of the dose distribution of treatment plans between intensity-modulated 
radiation therapy (IMRT) and intensity-modulated proton therapy (IMPT) in axial (left) and sagittal 







































Active scanning, often called “pencil beam scanning” (PBS), is the most advanced beam 
delivery technique in PT (Chang et al., 2017). With this technique, the beam energy is 
adjusted to the desired depth for dose control in the beam direction. Various energies might 
be extracted from an accelerator or energy selection system. Meanwhile, the dose 
distribution in the lateral direction is shaped using two pairs of dipole magnets. Magnetic 
fields laterally sweep the narrow beam throughout the tumor volume. In this process, the 
tumor volume is separated into layers of equal energy and then each energy layer is 
sequentially scanned by controlling each individual spot in terms of position and intensity 
(Paganetti, 2017). The dose is generally delivered sequentially, from the most distal layer 
(maximum energy) to the most proximal layer (minimum energy), as illustrated in Figure 
2.2. Based on this technique, PBS provides highly conformal dose distribution to the tumor 
volume, which can be shaped at both the proximal and distal edges of the beam (Das and 
Paganetti, 2015; Paganetti, 2017; Chuong et al., 2018; Langen and Zhu, 2018). However, 
this technique is associated with an increased sensitivity to treatment uncertainties (Lomax, 
2008a; Lomax, 2008b), especially uncertainties due to inter- and intra-fraction variations in 
patient anatomy and positioning. 
2.1.2 Uncertainties and their mitigation 
As mentioned in the previous section, PT enables highly conformal dose distribution. 
However, the risk of treatment deviations must be closely inspected, due to its high 











Figure 2.2 Illustration of pencil-beam-scanning (PBS) delivery in proton therapy (PT), in which a 
pencil beam is laterally scanned in combination with adapting the penetration depth by varying the 






sensitivity to uncertainties. Due to these uncertainties, the dose distribution actually 
delivered to patients may be substantially different to that predicted by the treatment-
planning system, which could result in severe underdosage of the tumor and/or overdosage 
of surrounding healthy tissue. In clinical practice, there are many potential sources of 
uncertainty (Paganetti, 2012), and they can occur at essentially any point in the treatment-
workflow process. These uncertainties can be categorized into two primary groups (Bortfeld 
et al., 2007): (1) those due to treatment planning and dose calculation and (2) those due to 
differences between treatment planning and delivery. 
Uncertainties due to treatment planning and dose calculation 
• Artifacts in CT acquisition: CT artifacts can disrupt the calculation of proton path 
length, leading to inaccurate dose distribution. These may be particularly severe in 
the presence of metal implants such as hip replacements, spinal stabilization, and 
dental fillings (Newhauser et al., 2008; Paganetti, 2012). However, the use of 
metal-artifact-reduction algorithms and megavoltage CT-assisted treatment 
planning has the potential to reduce dosimetric uncertainty (Giantsoudi et al., 
2017). Furthermore, in clinical routines, the metal artifacts can be manipulated by 
delineating a contour in the CT images that is then overwritten with tabulated tissue 
information. 
• Tumor volume delineation: Variation of delineation can be attributed to several 
factors such as the type of tumor, the imaging modality, the observers and the 
delineation protocol (Persson et al., 2012). This uncertainty can lead to a geometric 
miss of the tumor during whole treatment course, which may result in a reduced 
probability of tumor control due to underdosage of the tumor (Weltens et al., 2001). 
The uncertainty due to tumor volume delineation can be greatly reduced by the 
use of concise contouring protocols and guidelines, as well as multimodality 
imaging by co-registration, training, and multidisciplinary consultations by the 
radiation oncologist, either within department or between institutions (Njeh, 2008). 
• CT conversion to SPR: To calculate the dose distribution in PT, the CT number 
must be converted into relative proton stopping power because of the different 





approach based on a stepwise-linear heuristic conversion – the so-called 
“Hounsfield look-up table” – is used widely in clinical routine (Schneider et al., 
1996; Jäkel et al., 2001; Wohlfahrt and Richter, 2020). Based on this approach, 
the uncertainty of CT number to SPR conversion in clinical practice is estimated to 
be  approximately 3.5% (Yang et al., 2012; Das and Paganetti, 2015; Taasti et al., 
2018). This uncertainty can be reduced to 2% by using dual-energy CT scans with 
a patient-individual range-prediction approach (Wohlfahrt et al., 2018; Peters et al., 
2021). 
• Treatment planning algorithm approximation: The main challenge of the dose 
calculation algorithm is heterogeneous tissue in the patient. This error can be 
greatly reduced by using Monte Carlo calculation. However, this approach requires 
more computation time. 
• Relative biological effectiveness (RBE): Due to the effectiveness of different 
radiation modalities, RBE is used to define the prescribed doses between proton 
and photon treatments. Currently, RBE is calculated from the average value of the 
experimental data, which depends on several parameters such as particle type, 
radiation dose, linear energy transfer, tissue type, cell cycle phase, and biological 
endpoint. So far, a constant RBE of 1.1 is applied in PT treatment. However, 
numerous studies have shown that proton RBE is not a constant value, but it varies 
along the beam path, especially at the distal edge of the dose profile (Paganetti, 
2014; Mohan et al., 2017; Ilicic et al., 2018). Due to this uncertainty, it is 
recommended to avoid the beams where the distal falloff within critical structures 
(Paganetti, 2019). 
Uncertainties due to difference between treatment planning and delivery 
• Intra-fraction organ motion: Tumor movement due to respiration is one of the 
major obstacles in radiotherapy, especially treatment in the thoracic and abdominal 
regions. In PBS, interference between scanned beams and moving tissue 
(interplay effect) can strongly deteriorate the dose delivered to the tumor (Bert and 
Herfarth, 2017). Currently, several approaches have been proposed to mitigate 





4-dimensional optimization, and minimizing motion with abdominal compression 
and breath-hold delivery techniques (De Ruysscher et al., 2015; Ciocca, 2016; Bert 
and Herfarth, 2017). 
• Patient positioning: The accuracy and reproducibility of patient setup related to 
beam placement in the treatment delivery stage is crucial for the highly conformal 
dose-distribution techniques. Especially in proton treatment, a small error in patient 
positioning can result in excessive or no dose at the point of interest (Paganetti, 
2019). In clinical practice, appropriate image guidance system and immobilization 
devices are highly recommended to reduce uncertainty of patient positioning 
during the treatment. 
• Inter-fraction anatomical changes: During the fractionated treatment in PT, day-
to-day anatomical changes are observed, such as shrinkage or swelling of the 
tumor volume, cavity or organ filling, and patient weight gain or loss. These are 
directly related to changes in tissue density (water-equivalent thickness) along the 
beam path, which can introduce noteworthy shifts in the dose distribution, as 
illustrated in Figure 2.3. Recently, these variations have driven the development of 
adaptive radiotherapy (ART), which is a new plan generated and applied during 
the course of treatment when the dose distribution of the initial plan is not clinically 
acceptable (Cole et al., 2018). 
In clinical practice, to ensure that the actual dose is accurately delivered to the target, 
residual uncertainties are addressed as safety margins in treatment planning, with the 
clinical target volume (CTV) expanded to the planning target volume (PTV). In effect, the 
margin concept for photons cannot be directly extended to protons. In PT, a beam-specific 
margin is used to extend the CTV in the beam direction at the proximal and distal edges, 
while the lateral margin uses the same concept as the photon treatment (Paganetti, 2019). 
However, this concept is not appropriate for PBS because the errors can be found not only 
at the target boundary but also in the middle of the target (Albertini et al., 2011). 
Alternatively, a CTV-based optimized plan has been developed to incorporate uncertainties 
directly into the plan-optimization algorithms, with so-called “robust treatment planning” 
(Pflugfelder et al., 2008; Liu et al., 2012). In clinical routine, this approach principally 
considers the residual uncertainties due to patient setup and conversion of CT number to 





an optimal treatment plan under these conditions. Currently, considerable additional work 
is needed for the extension of approaches to other uncertainties, such as anatomical 
change and biological uncertainty, in the robust optimization plan. Moreover, the robustness 
and conformity of the plan can be achieved by selecting the appropriate beam angles and 
numbers of beams. 
Although a variety of strategies deal with uncertainties in PT planning, treatment verification 
is desired to confirm that the patient receives the correct and safe dose delivery throughout 
the whole course of treatment. In principal, the treatment verification comprises geometric 
localization and in vivo dose verification. 
Localization, more specifically image guidance, plays an essential role in order to detect 
and quantify geometric uncertainties related to patient positioning and changes in anatomy 



































Figure 2.3 Changes of tissue density in the beam path (yellow): increase (lower density; e.g., air) or 
decrease (higher density; e.g., bone) of proton range, leading to a low-dose region in the tumor or a 






fraction variations and to countervail them e.g. with tailored treatment margins and 
robustness parameters during plan optimization. Besides monitoring of the target position, 
it is of special importance in PT to capture also the morphological tissue changes in the 
beam path, particularly when treating moving targets. There is a quite large variation of 
used equipment and operation procedures for daily localization (Bolsi et al., 2018). The 
image guidance widely applied in clinical routine is based on X-ray imaging, providing 
mainly planar information. More advanced daily imaging like cone-beam or in-room CT is a 
time-consuming process and results in considerable additional dose delivered to the patient, 
especially for three-dimensional or fluoroscopic imaging. In recent years, researchers have 
shown an increased interest in non-ionizing imaging such as magnetic resonance imaging 
(MRI) for real-time image guidance in PT (Moteabbed et al., 2014; Oborn et al., 2017). The 
integration of advanced imaging systems into PT treatment sites is in the focus of ongoing 
research but lags still behind the image guidance options available in photon-based 
radiotherapy as technological translation between both modalities is not trivial. 
In vivo dose verification in PT is challenging due to the complete stopping of protons inside 
the patient’s body and the therefore missing exit dose. Measuring the dose at some points 
with a suitable detector inside an accessible body cavity in the patient (Das and Paganetti, 
2015) might not be sufficient for the extraction of meaningful information (Lu, 2008). 
However, dose deviations in PT are associated with range changes of the proton beams. 
As the proton range is sensitive to any deviation from the planned situation, the 
measurement of proton range surrogate signals by external devices would be highly 
desirable to indirectly verify a correct dose delivery. Consequently, over the last decades, 
numerous approaches for in vivo range verification have been investigated and developed 
to further improve the precision of PT. This is discussed in more detail in the next section. 
2.2 In vivo range-verification techniques 
A reliable technique for in vivo range verification would allow for more precise treatment, 
resulting in improved clinical capability of PT. Thus, several research groups have proposed 
techniques to more accurately verify proton range. Since the treatment protons are 
completely stopped within the patient, such in vivo range-verification techniques must rely 





transmission imaging, changes induced by the irradiation, thermoacoustic signals, or 
secondary radiation. However, there are still some critical issues that need to be resolved 
for the development of suitable and clinically reliable range-verification techniques. 
Therefore, this section describes the different approaches to in vivo range verification in PT 
that are currently under development and investigation. The concepts and strengths and 
weaknesses of each approach are briefly discussed. 
2.2.1 Range probing 
Range probing is an alternative concept for one-dimensional dose verification in PT. The 
residual range of the single proton pencil beam, which passes completely through the 
patient, can be detected using a multi-layer ionization chamber (Romero et al., 1995; Mumot 
et al., 2010; Farace et al., 2016). Information on a range deviation can be obtained by 
determining the difference between the residual range from the measurement and the 
calculation based on the patient’s CT scan. This approach is fairly simple, as is makes use 
of a commercially available detector, providing a high-resolution measurement of the distal 
falloff region at the cost of a low additional dose. However, the need to use high-energy 
proton beams that can fully travers the patient is limiting, as is the inability to monitor the 
range directly at the tumor position (Knopf and Lomax, 2013). Furthermore, it takes more 
time to measure the additional pencil-beam spots used for range verification. 
2.2.2 Proton tomography  
Proton tomography based on transmission imaging has been explored since the 1970s, 
(Poludniowski et al., 2015). Tomographic (three-dimensional) images are reconstructed 
using the information of entrance and exit coordinates of each proton to traverse the patient 
(Schneider and Pedroni, 1995; Testa et al., 2013). The primary advantage of this approach 
is that it allows the direct measurement of stopping power values and thus improvement in 
dose-calculation accuracy. Moreover, these images can be used for the verification of 
patient positioning with only low additional dose. However, the primary challenge of this 
approach is the limitation in spatial resolution due to multiple Coulomb scattering, with more 
time required to acquire a full three-dimensional radiography. In addition, this approach has 





2.2.3 Magnetic resonance imaging 
MRI is employed for range verification for the visualization of biological tissue changes 
caused by radiation. Currently, two types of changes have been investigated. First, after 
irradiation, changes of signal intensity on T1-weighted MRI are identified on the vertebral 
bone marrow due to fatty replacement (Krejcarek et al., 2007; Gensheimer et al., 2010). 
Second, the change in uptake of the contrast-enhanced MR agent between the irradiated 
and un-irradiated tissue in liver cancer patients has also been considered (Yuan et al., 2013; 
Richter et al., 2014; Richter et al., 2019), with a significant correlation found between the 
changes visible on MRI and the dose delivery. These methods provide a good spatial 
resolution and the distal range surface in three dimensions without additional dose. 
However, it is not applicable to all treatment sites and cannot be monitored in real-time. 
2.2.4 Ionoacoustic detection 
The measurement of thermoacoustic signals generated by the localized energy loss of the 
proton beam in tissues can be used for the range verification. This approach allows the 
imaging and localizing of the Bragg peak position, which is only available in spot-by-spot 
scanning. The detection of this signal yields the position of Bragg peak with submillimeter 
accuracy in a water phantom (Assmann et al., 2015; Lehrack et al., 2017). However, it is 
unknown whether this would work for a real patient with heterogeneous tissues. 
2.2.5 Treatment-activated positron-emission tomography imaging 
Positron-emission tomography (PET) imaging can be obtained either during the treatment 
(on-line) or after (off-line). The in vivo PET imaging uses coincidence gamma-rays that 
result from positron-electron annihilation. Positron-emitting isotopes – in particular 11C, 13N, 
and 15O – are produced along the beam path from nuclear interactions of protons with the 
patient’s tissue (Parodi et al., 2002; Parodi et al., 2008). A reconstruction of tomographic 
images yields the three-dimensional distribution of the positron emission, which is in 
principle closely correlated with the planned dose distribution. Although this approach can 
give information with no additional dose to the patient, it has several limitations, including 
the half-life of the positron emitters and the rather poor spatial resolution. Moreover, the 





phenomenon (Knopf and Lomax, 2013). Therefore, this method requires intensive modeling 
of biological processes to enable interpretation of the measured data and monitoring of the 
treatment. 
2.2.6 Prompt-gamma based detection 
An alternative approach which overcomes several limitations of in vivo PET imaging is the 
detection of prompt-gamma (PG) rays. PG rays are emitted during PT, with a decay time of 
only a few nanoseconds and less. In the process, the target nucleus (tissues in the patient) 
is excited to a higher energy state by proton-nuclear interaction; and gamma-rays are 
emitted as a nucleus returns to its ground state, resulting in a wide energy spectrum of up 
to 11 MeV (Sutcliffe, 1996). The emission of PG rays is unique and characteristic of the 
elemental composition and concentration of the tissue, leading to discrete spectral lines. 
These lines originate from 12C, 16O, 14N, and 40Ca nuclei (Polf et al., 2009). Owing to these 
characteristics, several studies have demonstrated that the distribution of PG ray emissions 
is strongly correlated with the proton range at the distal edge of the Bragg peak (Min et al., 
2006; Polf et al., 2009; Smeets et al., 2012; Janssen et al., 2014; Zarifi et al., 2017). This 
correlation makes it possible to use the measurement of PG rays for in vivo range 
verification in PT. There are several advantages to PG-based detection, including the ability 
to perform real-time range verification due to the instantaneous emissions of the gamma-
rays, especially in spot-by-spot scanning, the lack of washout effect, no treatment 
prolongation, and the non-invasive approach with direct in vivo verification that allows easy 
measurement from outside of the patient as well as without additional dose. However, the 
















































3 Prompt-gamma imaging with a knife-edged slit camera 
In this chapter, the first section deals with the current state-of-the-art of PGI with a slit 
camera. In the following section, the most recent PGI system – available at OncoRay in 
Dresden, Germany – is described. Finally, the analysis of the acquired data on the PG 
information is presented. 
3.1 Current state-of-the-art 
The concept of PG-based range verification was first suggested by Stichelbaut and Jongen 
in 2003 at the Particle Therapy Co-Operative Group (PTCOG) meeting. A proof-of-principle 
concept was then investigated by Min in 2006 (Min et al., 2006). Following that, the PG-
based range verification was developed and investigated for use in clinical routine. 
Currently, there are several PG-based techniques for range verification, with each exploiting 
spectral, temporal, or spatial distribution of PG rays, namely prompt-gamma spectroscopy 
(PGS; Sutcliffe, 1996; Verburg and Seco, 2014); prompt-gamma timing (PGT; Golnik et al., 
2014; Hueso-González et al., 2015; Werner et al., 2019); and prompt-gamma imaging (PGI; 
Smeets et al., 2012; Perali et al., 2014; Priegnitz et al., 2016; Smeets et al., 2016; Lin et al., 
2017), respectively. An overview of all these PG-based detection techniques is given in 
Table 3.1, but this thesis focuses solely on PGI. 
During the past few years, the application of PGI in clinical treatments has been extensively 
studied. Two types of PGI approaches have been investigated, reflecting different types of 
collimation: passive collimation and active collimation with a so-called Compton camera 
(Knopf and Lomax, 2013; Parodi and Polf, 2018). The most reliable and translational 
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camera (Smeets et al., 2012; Perali et al., 2014; Priegnitz et al., 2015; Richter et al., 2016; 
Xie et al., 2017). This camera provides better counting statistics than other types of passive 
collimation such as pinhole and multi-parallel slit (González, 2015; Wrońska, 2020). 
The concept of PGI with a slit camera was proposed in the early 2010s (Bom et al., 2012), 
with the first prototype of a gamma camera with a knife-edge shaped slit prepared and 
investigated successfully in 2012 (Perali et al., 2012; Smeets et al., 2012). Next, a number 
of researchers confirmed that the PGI slit camera allows for the detection of proton range 
shift with high accuracy and sensitivity of a few millimeters in both homogeneous and 
heterogeneous phantoms (Perali et al., 2014; Priegnitz et al., 2015; Janssens et al., 2016; 
Priegnitz et al., 2016; Nenoff et al., 2017). For clinical application, PGI with a slit camera 
was first applied in 2015 by Richter et al. (Richter et al., 2016), with a prototype of the slit 
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3 Prompt-gamma imaging with a knife-edged slit camera 
treatment in Dresden, Germany of a head-and-neck (H&N) patient. The PG profile and dose 
distribution in the control CT images were acquired and evaluated. The authors conclude 
that PGI could be applied in clinical practice to improve the precision of PT. Two years later, 
another case study in Philadelphia, USA by Xie et al. (Xie et al., 2017) demonstrated that 
this camera could also be used to monitor proton range deviation in PBS treatments. 
Furthermore, the authors observed that range deviations in the monitored patient were less 
than the range uncertainty margin, which shows the potential to reduce safety margins and 
thus decrease the dose in healthy tissues by PGI range verification. In Dresden, a PRIMA 
study is investigating the full potential of PGI for systematic clinical application in PBS. 
3.2 Prompt-gamma camera system 
The slit gamma camera was developed through a collaboration between Ion Beam 
Applications (IBA), Politecnico di Milano, and XGLab (Perali et al., 2014). This camera 
operates on the basis of the passive collimation of gamma-rays and consists of 40 individual 
scintillation detectors and a knife-edge slit of the tungsten alloy collimator. Each detector is 
made of a 4 mm-wide LYSO (Lu1.8Y0.2SiO5:Ce) scintillator crystal and is arranged within one 
of the two detection rows (upper and lower) behind the slit, as shown in Figure 3.1. The light 
emitted from the scintillator upon the absorption of a PG ray is transformed into electronic 
signals by silicon photomultipliers (SiPM). These signals are then converted to digital values 
by a custom-made front-end board. Next, all the data are downloaded to the motherboard 
that uses a serial peripheral interface protocol in the bus network configuration. This system 
allows the remote control of the gamma camera, using the Ethernet cable or wireless local 
area network.  
For the measurement of PG rays during patient irradiation, the PG camera system is 
mounted on a dedicated trolley for flexible positioning and alignment in the treatment room, 
as shown in Figure 3.2. There are two generations of the trolley. The first generation was 
designed to stand alone and be adjusted only with the in-room laser system. Due to its 
design, this trolley is best suited to brain and H&N-tumor treatment. However, the setup of 
this system takes time and is less precise due to the alignment of the in-room lasers. 
Therefore, the second generation of the trolley was developed to improve the accuracy of 
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based docking station and a one-time calibration using the patient-positioning X-ray system. 
With this solution, the second trolley is improved, having an X-ray positioning accuracy and 
precision of 0.6 mm and 1.3 mm (two sigma), respectively (Berthold et al., 2021). 
Furthermore, the overall setup time is reduced to less than one minute per monitored field. 
For both trolleys, the field-of-view (FOV) of the camera is adjusted by changing the distance 
of the collimator center to the beam central axis. In the nominal alignment, the detectors 
cover a FOV of 10 cm along the beam axis for the first trolley, while the nominal FOV is 16 
cm for the second trolley. The FOV is effectively slightly smaller, due to the necessity of 
including certain regions of the PG profile in the measurement – namely, the region before 
the profile maximum as well as the falloff-region distal to the maximum. 
3.3 Data acquisition and analysis 
To acquire the PG signal, the slit gamma camera is positioned next to the patient. The 

























Figure 3.1  (a) Model of prompt-gamma imaging (PGI) with a slit camera consisting of slit collimator 
(gray) and detector (blue). (b) Slab of LYSO scintillator directly coupled to SiPMs array.                          
(c) Realization of a prompt-gamma (PG) camera with electronic boards mounted within an aluminum 




3 Prompt-gamma imaging with a knife-edged slit camera 
the average expected penetration depth of the proton beam. The slit camera detects events 
with an energy deposition of between 3 and 6 MeV (mostly PG rays) and thereby creates a 
reversed, one-dimensional projection of the PG distribution, as illustrated in Figure 3.3. The 
PG profile is reconstructed as the time-wise integrated histogram of counts for each detector 
slab. The 20 data points for each profile are interpolated linearly to a 1 mm binning and then 
smoothed with a Gaussian kernel. Since the PG profile is a one-dimensional projection of 
the PG emission onto the beam axis, this technique is most effective in PBS treatments, as 
there are two more dimensions provided by the lateral spot positions. A range deviation can 
be derived from comparison of two spot-wise PG profiles. Generally, the absolute range 
shift is obtained by calculating the difference between the expected (simulation) and the 
measured PG profile, as shown in Figure 3.4. Therefore, PGI with a slit camera is used to 
monitor the proton range by determining the range deviation relative to an expectation. 
Figure 3.2 (a) First generation and (b) second generation of slit camera trolley (upper row) and its 
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3 Prompt-gamma imaging with a knife-edged slit camera 
To determine the range deviation, the expected PG profile is simulated in the REGGUI 
software (Sterpin et al., 2015), using the planning CT images and the corresponding 
treatment plan. Basically, this software is designed as a clinical research tool for medical 
image processing and proton physics. In this study, the REGGUI software is used to 
simulate the expected PG profile for each individual PBS spot and determine the spot-wise 
range shifts between simulated and measured PG profiles. This software allows fast and 
simple simulation of PG profiles with an analytical model based on the Monte-Carlo 
calculations. The analytical simulation comprises two steps. First, the PG emission along 
the beam path is computed as function of tissue composition and incident proton energy. 
Second, the camera detection of the emitted PG emission is simulated by convolution of 
the physical PG emission and the geometry of the target and PG camera position. In the 
range-shift analysis, the PG profile of the reference (expectation) and the measured data 
are compared using a one-dimensional least-square matching of the profiles (Janssens et 
al., 2016; Nenoff et al., 2017). To determine the magnitude of the range shift with this 
approach, the distal falloff of the measured profile is shifted against the distal falloff of the 










Figure 3.3 Schematic diagram of prompt-gamma (PG) detection by a prompt-gamma-imaging (PGI) 
slit camera: PG rays (green) are collimated by a knife-edge slit collimator (gray) and detected by 
LYSO scintillation detectors (yellow) to determine the relative range shift by accounting the range 






















Figure 3.4 Comparison of prompt-gamma (PG) profile between simulated (solid) and measured 
(dotted) profiles from different energy layers for a treatment field of 60 Gy on an anthropomorphic 
phantom in the brain region. The profiles applied were smoothed by a Gaussian kernel – adapted 









































4 Error-source classification using heuristic decision tree 
approach 
In the previous chapter, it was shown that PGI with a slit camera could potentially be a 
reliable treatment-verification tool in clinical PT. However, the mere detection of spot-wise 
range shifts may be difficult to interpret in terms of clinical relevance and potential sources 
of deviation. Therefore, it is important to translate from physical data collection to real clinical 
treatment verification, with a focus on the monitoring of the uncertainties associated with 
clinical practice rather than absolute-range determination. This means a transition from 
spot-wise detection of deviations to global analysis of patterns of deviations from all spots. 
Furthermore, as the online-adaptive radiation therapy (ART) is moving forward in photon 
therapy with the clinical implementation of MRI-guided linear accelerator systems (Lamb et 
al., 2017), it becomes increasingly important to enable online ART also for PT where a 
higher vulnerability to anatomical changes is present. However, the implementation of ART 
in clinical practice is hindered by the time-consuming and resource-demanding steps of 
treatment-dose evaluation, treatment-variation identification, treatment-adjustment 
decisions, and adaptive-treatment modification (Sonke et al., 2019). Therefore, an 
automated evaluation of an online-treatment verification (based on PGI) is highly desirable. 
To fully utilize PGI as an online treatment-verification tool in the clinical routine, the following 
aspects are required: automated differentiation between relevant and non-relevant changes 
in the patient and, in the case of a relevant deviation, the automated classification of the 
potential error-source. These requirements will enable the real-time treatment-verification 
tool to support clinical decision-making to close the treatment-workflow loop of ART. 
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to clinical practice, a simulation with known ground truth was performed in this study. The 
purpose of this simulation study was to investigate the feasibility of PGI-based automated 
classification of several types of error sources and the automated differentiation of relevant 
and non-relevant changes in the treatment of head-and-neck (H&N) tumors, using the 
heuristic decision tree (DT) approach. The study presented in this chapter was published in 
“Medical Physics” (Khamfongkhruea et al., 2020) and presented at the ESTRO 38 
conference (Khamfongkhruea et al., 2019). 
This chapter begins by establishing a DT model to identify the source of treatment deviation 
and to distinguish non-relevant and relevant deviation. The stepwise development of this 
model is then presented, with three model generations. In the next stage, the final model is 
tested for accuracy, 95% confidence interval, sensitivity, and specificity. Finally, the 
important findings are disclosed in the discussion section. 
4.1 Study design 
In this study, a DT approach was used to generate a classification model. This approach 
provides a reliable supporting tool for decision-making, with the use of a simple 
representation (Podgorelec et al., 2002). The four most common types with and without 
relevant treatment deviation in PT were used in the study: (1) range-prediction error, (2) 
setup error, (3) anatomical change, and (4) non-relevant change. The DT model was 
iteratively generated on the basis of enhanced understanding of the error-source-specific 
“PGI signature”, meaning the characteristic PG signal change for a specific treatment 
deviation. For simplification and better hypothesis generation, the model was developed on 
a training dataset of different geometrical complexities (from simple to complex), consisting 
of homogeneous and heterogeneous phantom datasets, as well as patient CT scans. The 
final model was tested on independent patient CT datasets. 
4.1.1 Case selection 
The study explored three levels of complexity in bilateral H&N-tumor treatment. First, an 
anthropomorphic heterogeneous head phantom (CIRS, Norfolk, USA) was scanned with a 
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Germany). In this process, two CT datasets were obtained: one in which the density of the 
phantom was overwritten with the density of water (1 g/cm3) and another with the original 
CT scan. Fifty-eight clinical CT datasets were used, from 12 patients with loco-regionally 
advanced H&N squamous cell carcinoma and bilateral neck irradiation, previously treated 
with IMRT at our institution between January and July 2016 (Cubillos-Mesías et al., 2019). 
The planning CT (pCT), as well as control CT images (cCT) obtained during the course of 
treatment with the same imaging protocol, were available. 
The clinical target volumes (CTV) and organ at risk (OAR) were defined by an experienced 
radiation oncologist. The cCT images were registered to pCT images with non-rigid 
registration using algorithms provided within RayStation 5.99 (RaySearch Laboratories AB, 
Stockholm, Sweden). For the treatment planning, the three-field proton PBS plans were 
generated on the pCT images in RayStation 5.99. The respective beam angles were left 
and right superior-lateral oblique beams, as well as a single posterior beam. Doses of 70 
Gy and 57 Gy were prescribed to the high- and low-risk CTV, respectively, using a 
simultaneous integrated boost technique in 33 fractions (D98% ≥ 95% and D2% ≤ 107% of the 
prescribed dose, where D98% and D2% are the minimum doses of 98% and 2% of the target 
volume, respectively). The dose to the OAR was limited by dose constraints as follows: 
spinal cord, maximum dose < 45 Gy; brain stem, maximum dose < 54 Gy; parotid glands, 
mean dose ≤ 26 Gy; larynx, mean dose < 40 Gy; constrictor muscles, mean dose < 42 Gy; 
and oral mucosa and esophageal inlet, doses as low as possible. Robust optimization was 
performed, with ±3.5% range uncertainty and ±3 mm setup uncertainty (Cubillos-Mesías et 
al., 2019). 
4.1.2 Investigated scenarios 
To analyze the PGI signatures of the introduced error sources, PG profiles with known 
scenarios were simulated and investigated. In this study, four scenarios with and without 
relevant treatment deviations were introduced; and these are detailed below. 
Range-prediction error 
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Setup error 
The patient positioning error was designed by shifting pCT images in the beam direction by 
±1 or ±3 mm. The setup error in this study was simulated only in the beam direction. In 
clinical practice, rotational and transversal setup errors can also occur for all other degrees 
of freedom. It is very challenging to interpret the effect on PGI data of such setup errors in 
other directions. To generate and evaluate PGI signatures specific to such complex setup 
errors remains an open task. 
Anatomical change 
Changes in patient anatomy were simulated by introducing artificial density changes in pCT 
images for the heterogeneous phantom and by using cCT patient scans in which real 
anatomical changes were present, relative to the pCT. 
Non-relevant change 
This scenario was chosen from cCT datasets with a clinically acceptable, minor change of 
the dose in a patient, based on dosimetric evaluation, and where changes in the patient’s 
body surface were smaller than 3 mm in the beam direction.  
The model was developed and tested on independent datasets. An overview of all scenarios 
used in this study is shown in Table 4.1. 
Figure 4.1 illustrates the different complexity levels (phantom with homogeneous and 
heterogeneous density as well as patient CT scans), as well as the exemplary influences of 
different error scenarios on the nominal dose distribution. In Figure 4.2, examples of cCTs 
with and without anatomical changes are presented. 
For the scenarios of anatomical changes in the phantom, four types of anatomical change 
were considered as shown in Figure 4.3: (1) volume change of a tumor close to the skin, 
with shrinkage of 3 and 5 mm and swelling of 3 mm; (2) volume change of a tumor inside 
the body by 25%, 50%, and 75%; (3) change in nasal cavity filling by varying mucosal fillings 
of 25%, 50%, and 75%; and (4) a global reduction in patient’s weight, leading to a reduction 
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Neg. = negative direction and Pos. = positive direction 
a Non-relevant change caused by small deformable change on control computed-tomography 
(cCT) images and 1 mm setup shift in beam direction of planning computed-tomography (pCT) 
images, respectively. In the initial phase, the setup shift of 1 mm was defined as setup error in 
first-and second-model generation. 
b Defined as anatomical change in second-model generation and then adjusted from anatomical 
change to non-relevant change in third-model generation. 
4.1.3 Prompt-gamma simulation and range shift determination 
This study assumed that the treatment cases were monitored with the IBA slit camera 
(Smeets et al., 2012; Perali et al., 2014; Priegnitz et al., 2015). The responses of this camera 
to the PG rays according to a specific treatment case are given in the form of one PG profile 
per PBS spot and were modeled using the REGGUI software (Sterpin et al., 2015). The 
treatment plan and the corresponding pCT were used as inputs to simulate the reference 
PG profiles for each PBS spot. The PGI slit camera was virtually placed next to the phantom 
or patient in such a manner that the slit was aligned perpendicular to the beam direction. 
The distance of the collimator center from the detector and the beam central axis was set 
to 16 and 20 cm, respectively. This corresponded to 10 cm physical FOV at the central 
beam axis. This study investigated only the field of highest dose to the high-risk CTV in 
each plan. The FOV of the slit camera was manually adapted to certain regions, based on 
the average penetration depth. 
Image dataset 












Neg. Pos. Neg. Pos. 
Training dataset        
1) Phantom with  
    homogeneous density 
3 3 1 1 - 0/2 10 
2) Phantom with 
    heterogeneous density 
3 3 1 1 1 9b/2 20 
3) Patient scans 
    (5 patients) 
15 15 5 5 14 4/10 68 
Test dataset        
4) Patient scans 
    (7 patients) 
21 21 7 7 21 7/14 98 




4 Error-source classification using heuristic decision tree approach 
In general, the REGGUI software determined the proton-range shift by calculating the 
difference between expected (simulated on the pCT) and measured PG profile for each 
individual PBS spot. In this study, the measured profiles were replaced by the simulated 
profiles for each respective scenario. To mimic the data processing of the measured data 


















% of 2.12 Gy % of 2.12 Gy % of 2.12 Gy
% of 2.12 Gy % of 2.12 Gy % of 2.12 Gy
% of 2.12 Gy % of 2.12 Gy % of 2.12 Gy
% of 2.12 Gy % of 2.12 Gy
Figure 4.1 Display of dose distribution (upper row) of nominal bilateral head-and-neck (H&N) plan 
on different planning computed-tomography (pCT) images (homogeneous-density phantom, 
heterogenous-density phantom, and patient CT scan (Patient 6, used for test dataset) and dose 
differences between nominal and error scenario plans with range-prediction error (-3.5%), setup error 
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spots by application of a 7 mm Gaussian-shaped lateral profile (Nenoff et al., 2017; Xie et 
al., 2017). The range shifts were determined using a one-dimensional least-square 
matching of the profiles, after a Gaussian smoothing with 20 mm full-width-at-half-
maximum. The information of the spot-wise range shifts was used as input for the 
classification model. Figure 4.4 illustrates the simulated PG profiles for the nominal and 





Patient 11/ Fx #24 Patient 10/ Fx #2 Patient 4/ Fx #24
Patient 3/ Fx #11 Patient 2/ Fx #11 Patient 6/ Fx #26
Patient 5/ Fx #23 Patient 1/ Fx #22 Patient 7/ Fx #22
Patient 2/ Fx #2 Patient 6/ Fx #7 Patient 7/ Fx #2
Thesis
Figure 4.2 Illustration of control computed-tomography (cCT; orange) overlaid on planning 
computed-tomography (pCT; blue) images for cases in which the cCT image was used as an 
anatomical change or non-relevant change (solid and dotted lines highlight structures of pCT and 
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4.2 Development of the model 
The model was built in three generations. Each generation was consecutively investigated 
and developed by increasing the complexity level of the CT-geometry and error sources, as 
Type Anatomical change
CTV change: Tumor 




within the patient 
(Air pockets due to 
tumor shrinkage )
Nasal cavity filling 
with fluid
Patient weight loss
Swelling = 3mm Shrinkage = 3 mm Shrinkage = 5 mm
25% in cavity 50% in cavity 75% in cavity
Neck thickness reduction = 5mm





Figure 4.3 Illustration of the different introduced error scenarios of anatomical changes in the 
planning computed-tomography (pCT) phantom images (pCT: blue; after density overwrite: orange) 
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illustrated in Figure 4.5. Initially, the phantom with homogeneous density was used to 
distinguish signatures between the range-prediction error and the setup error. In the next 
stage, the phantom with heterogeneous density was included and the impact of including 
anatomical change was investigated. Finally, in the most realistic and complex setting, the 
analysis was performed using patient CT scans and in addition non-relevant changes were 
added. 
4.2.1 First-generation model 
Sample size   
At the initial stage of model development, the range prediction and setup errors were 
investigated in the phantom with homogeneous density. Both error sources were introduced 
in the pCT image dataset. The 10 scenarios (detailed in Table 4.1) were used to define the 
parameters and thresholds for classification at this stage. 
Figure 4.4 Simulated prompt-gamma profiles after spot aggregation and Gaussian smoothing with 
“full width at half maximum” of 20 mm for the nominal scenario, as well as for three exemplary error 
scenarios (Patient 1, exemplary pencil-beam-scanning [PBS] spot). For the nominal profile (blue), 
the peak, distal falloff, and baseline region of the profile are indicated. R2% represents the position 
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Spot filter 
Prior to parameter extraction for the model, spot filters were developed to reject the spots, 
which were not useful for identifying specific error sources. To generate the spot filters, a 
known scenario with a systematic range-prediction error was investigated in the phantom 
with homogeneous density. According to this scenario, the magnitude of the absolute range 
error is substantially associated with the penetration depth of the proton beam. Therefore, 
the expected value of PG shift can be determined and used to remove the unreliable spots. 
In this study, the range-prediction error of -3.5% was used due to the most shifted profiles. 
A four-step consecutive filtering of the PBS spots was established as follows: 
Figure 4.5 Scheme of model development in each generation with the different complexity levels of 
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• Filter #1: Outlying spot 
In principle, the monitored PG profile – which can be used to determine the range 
deviation – should consist of three parts: peak, distal falloff, and baseline region. 
This is the so-called “complete PG profile” (as shown in Figure 4.4). In this study, 
a physical FOV, which is the maximum area from which the camera can collect PG 
information, was set at ±50 mm from the camera center at the beam central axis, 
as shown in Figure 4.6 (a). Thus, the spots located in the physical FOV can provide 
the PGI information. However, to obtain the complete PG profile, the spots within 
half of the physical FOV (±25 mm from the camera center), the so-called “effective 
FOV”, is applied in this filter. This filter was designed to remove spots, for which 
the position of the expected Bragg peak is outside the effective FOV of the camera. 
From Figure.4.6 (b), it is clear that all the spots far from the expected value are 
removed with this filter. 
• Filter #2: Shallow spot 
A “shallow” spot is one close to the surface or the outside of the body. These spots 
result in incomplete PG profiles. Therefore, the second filter was developed to 
reject those spots for which the position of the Bragg peak is close to the surface 
or outside of the body. To create this filter, a contour cropped by 5 mm under the 
body surface – namely, the cropped body contour – is generated in the pCT dataset 
and used to identify the location of the Bragg peak. This filter removes all spots 
outside the contour as, shown in Figure 4.7. 
• Filter #3: In-spot range mixing 
The range of the proton within a single pencil beam is highly variable, due to the 
lateral extent of the proton pencil beam (spot size), the so-called “range mixing”. 
This is inherent to PBS and not a serious problem for PGI. However, if the range 
mixing is extreme, the information obtained is not meaningful, especially for 
identifying systematic range shifts of SPR prediction errors. This can strongly 
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the PG shift detection. As such, a spot is removed by this filter if the difference in 
proton range on the axis of the spot (absolute range along the central trajectory) 
and the mean range over the whole spot area (averaged absolute range from all 
ray tracing over the entire spot) is more than 20%. This threshold was obtained 
from the phantom study shown in Figure 4.8. 
Figure 4.6 (a) Illustration of prompt-gamma-imaging (PGI) acquisition geometry in a 
phantom (gray) with expected Bragg peak position (green), for a physical field-of-view 
(FOV) of ±50 mm (brown), and effective FOV of ±25 mm (light blue). (b) Scatterplot displays 
the relationship between the PG shift and predicted proton range of unremoved spots 
(blue) and spots removed by filter #1 (dark red) for the range-prediction error (-3.5%) in a 
phantom with homogeneous density. 
Remaining spots after applying filter #1
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• Filter #4: Short distal baseline 
The PG profile should include a distal baseline that extends to the background 
level. Hence, spots with the distal baseline that is too short are eliminated in this 
Figure 4.7 (a) Illustration of expected Bragg peak position (green) in phantom with 
homogeneous density (gray), with removed shallow spots that are outside from the 
cropped body contour (magenta). (b) Scatterplot displays the relationship between prompt-
gamma (PG) shift over the predicted proton range of unremoved spots (blue) and spots 
removed from filter #2 (purple) for the range prediction error (-3.5%) in a phantom with 
homogeneous density. 
Remaining spots after applying filter #1-2
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filter. To determine the baseline, the data points after the peak position of the 
expected PG profile are linearly normalized to the maximum (100%). The baseline 
Figure 4.8 (a) Scatterplot of the relationship between the percentage of range difference 
(between at axis of the spot and the mean range over the whole spot size) and relative 
error in range-shift estimation. A range difference of 20% (red line) was selected as 
threshold to remove spots in filter #3. (b) Scatterplot displays the relationship between 
prompt-gamma (PG) shift and the predicted proton range of unremoved spots (blue) and 
spot removed from filter #3 (light green) for the range-prediction error (-3.5%) in a phantom 
with homogeneous density. 
Remaining spots after applying filter #1-3
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length of the profile is defined as the remaining length (on the x-axis) of the profile 
in the FOV of the camera after falling below 2% (R2%) of the maximum (cf. Figure 
4.4). The threshold of 10 mm was obtained from data on the phantom with 
homogeneous density shown in Figure 4.9.  
Figure 4.9 (a) A scatterplot of the relationship between baseline length and error in range 
shift estimation. Spots with baseline length less than 10 mm (red) are removed by filter #4. 
(b) Scatterplot displays the relationship between prompt-gamma (PG) shift and the 
predicted proton range of unremoved spots (blue) and spot removed by filter #4 (gold) for 
the range-prediction error (-3.5%) in a phantom with homogeneous density. 
Remaining spots after applying filter #1-4
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After applying these filters in the range-prediction error (-3.5%) scenario, PG shift from the 
remaining spot is close to the expected value, as presented in Figure 4.9 (b). This result 




The systematic range-prediction error can be identified and quantified by evaluating the 
relationship between the PG shift and penetration depth of the proton beam. Therefore, 
after applying filter #1-4, all remaining spots were used to determine the linear regression 
between PG shift and predicted proton range. In this study, a robust least square fitting was 
used, which minimizes the influence of outliers by using a process called “iteratively 
reweighted least squares” (Holland and Welsch, 1977). The results indicate a good 
correlation in the scenario of range-prediction error, with a high coefficient of 
determination (R2) for the linear regression. A threshold of |R2| ≥ 0.9, based on the training 
dataset, was used to distinguish between global range-prediction error and setup error, as 
illustrated in Figure 4.10.  
Figure 4.10 R2 of the linear regression for different scenarios of range-prediction error (cyan) and 
setup error (orange) in the first model generation, yielding an |R2| threshold of 0.9 (red) to distinguish 
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Furthermore, the direction of slope and intercept of this linear regression was used to 
determine the error subtype. For the range-prediction error, the slope was used to identify 
under- and over-estimation of range prediction. In addition, the intercept of linear regression 
was used to identify the direction of the setup error, larger or smaller air gap. In summary, 
the first model distinguishes two error scenarios – the range-prediction error and the setup 
error – using three parameters of the abovementioned linear regression: R2, slope, and 
intercept, as displayed in Figure 4.11. 
 
Pre-processing: Spot filtering (Filter #1-4)













+ Intercept - Intercept
Linear regression of prompt-gamma shift over predicted proton range
|R2|
+ Slope - Slope
Model 1
Figure 4.11 First model of error source classification in homogeneous-density phantom, with the 
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4.2.2 Second-generation model  
Sample size  
The heterogeneous phantom without density overwrite was included and investigated as 
the intermediate complexity level in this study. The scenario of an anatomical change was 
also added by selectively introducing artificial changes in the phantom CT scan, as 
mentioned in the previous section and summarized in Figure 4.3. At this stage, there were 
30 scenarios included in the model development from phantom with homogeneous and 
heterogeneous density, as shown in Table 4.1. 
Spot filter 
Due to the increasing complexity, an additional filter for heterogeneous density in the 
phantom was needed in this step. Heterogeneous density can lead to a distortion of certain 
PG profiles. 
• Filter #5: Profile distortion 
Tissue heterogeneities along the beam path – especially air cavities near the end 
of the proton range – can lead to multiple falloff regions due to very low PG 
emissions in air, as illustrated in Figure 4.12. In extreme cases, the shape of the 
distal falloff region in the PG profile can affect the accuracy of the PG shift 
detection, especially in the event of systematic range-prediction errors. This filter 
removes spots by determining the root-mean-square error (RMSE) between the 
two PG profiles. To calculate the RMSE, the nominal shift of the PG profiles (the 
shift between the expected and the investigated profile) is first determined and 
applied. The difference between each sampling point (x-coordinate) of the PG 
profile (y-coordinate) is then calculated for each spot. The RMSE is the square root 
of the sum of all the sampling point differences, the mathematical formula for which 
is given as follows: 
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Where         Ii   is the investigated PG value for the ith sampling point 
          Ei   is the expected PG value for the ith sampling point 
           n   is sample size 
 
In Figure 4.13 (a) and (b), the RMSE distribution over absolute error in shift 
estimation from all spots for the phantom with homogeneous and heterogeneous 
density is shown. The absolute error in shift estimation is computed as the 
difference between the expected PG shift estimation and the matching-based PG 
shift calculation. The cause of higher range errors for the heterogeneous phantom 
– which is the distorted shape of the PG profiles – can be identified by the RMSE 
of the shifted PG profiles. In clinical practice, the quantitative criteria are the values 
known from real patient data. Therefore, the RMSE was used in place of absolute 
error in the shift estimation. The results of the phantom study for both density 
behaviors indicate that spots with a RMSE above the 90th percentile are removed 
by this filter. In Figure 4.13 (c), it can be seen that the spots far from the expected 
value are removed with this filter. 
Figure 4.12 Comparison of nominal prompt-gamma (PG) profile (red) and introduced error 
PG profile from a range-prediction error (RPR) of -3.5% (green) in a region of high 
heterogeneity in beam direction. The steep slope of the Hounsfield units (black) at the distal 
falloff of the PG profile leads to a distortion in the shape of the profile. 
 
Nominal PG profile
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                  (a) Homogeneous density             (b) Heterogeneous density 
(c) 
Figure 4.13 Scatterplot of root-mean-square error (RMSE) over absolute error in shift 
estimation in a phantom with (a) homogeneous and (b) heterogeneous density, with RMSE 
higher than the 90th percentile (red) as the cutoff threshold. (c) Scatterplot displays the 
relationship between prompt-gamma (PG) shift and the predicted proton range of 
unremoved spots (blue) and spot removed by filter #5 (red) for the range-prediction error 
(-3.5%) in a phantom with heterogeneous density. 
Remaining spots after 
applying filter #1-5





4 Error-source classification using heuristic decision tree approach 
After applying filters #1-5 in the range-prediction error (-3.5%) scenario, PG range shift from 
the remaining spot is close to the expected value, as illustrated in Figure 4.13 (c). Thus, it 
can be concluded that the application of all five filters can remove unreliable spots in a 
phantom with heterogeneous density. 
Model   
In the second model generation with a phantom of higher complexity, the pre-processing of 
the spot data required the additional filter #5, due to the distortion of the PG profile. The |R2| 
of 0.9 was still used to distinguish range-prediction errors from setup errors and anatomical 
changes, as shown in Figure 4.14. 
If |R2| were below 0.9, the second model could identify the error-source as a setup error, 
anatomical change, or both. To further distinguish between the error sources, the spots 
previously removed by filter #5 were again included in the model, due to its sensitivity to 
only systematic range-prediction errors. Regarding the differences between the error 
scenarios, it was found that the dispersion of the PG shift in the anatomical change was 
Figure 4.14 R2 of the linear regression for different scenarios of range-prediction error (cyan), setup 
error (orange), and anatomical change (green) in the second model generation, yielding an |R2| of 
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greater than for the setup error, as local changes affect only certain spots. Therefore, the 
coefficient of variation (CV) in the PG shifts was used to separate them. To determine this 
parameter, the CV was defined as the ratio of the standard deviation (SD) to the mean of 
all PG shifts. This value illustrates the extent of the variability in relation to the mean (relative 
dispersion). In this study, the highest CV of CVs in each predicted proton-range window 
(step size of 1 cm), the so-called absolute maximum coefficient of the variation (|CV|max), 
was used to identify anatomical changes. Based on the phantom with heterogeneous 
density, a |CV|max of 1.0 mm was selected as the threshold to separate anatomical change 
from a setup error (Figure 4.15). 
The second-generation model (Figure 4.16) can successfully classify three types of error 
sources in phantom with homogeneous and heterogeneous density. Four parameters were 
used to distinguish these error sources: R2, slope, the intercept of the linear regression, and 
the |CV|max of the PG shift. The primary finding that emerges from the analysis of the second 
model is that the new model is able to also distinguish artificially introduced anatomical 
changes from other error scenarios. Furthermore, the model keeps the structure and 
parameters of the first-generation model. 
Figure 4.15 |CV|max for different scenarios of setup error (orange), and anatomical change (green) 
scenarios in the second model generation, yielding a |CV|max of 1 mm as threshold (red) to separate 




4 Error-source classification using heuristic decision tree approach 
 
4.2.3 Third-generation model 
Sample size   
For the highest complexity level, patient CT scans were included to develop the DT model, 
thus giving close-to-clinical reality. The differentiation of relevant and non-relevant changes 
in the patient was also considered; and a new classification category was added for this 
purpose. Thus, two scenarios in the phantom needed to be adjusted at this stage to fit the 
Pre-processing: Spot filtering (Filter #1-5)




















|CV|max < 1.0 mm
- Intercept
Linear regression of prompt-gamma shift over predicted proton range
|R2|
+ Slope - Slope
Model 2
Figure 4.16 Second model of error-source classification in the phantom to classify range-prediction 
error, setup error, and anatomical change by using R2, slope, and intercept of linear regression, as 
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clinical conditions. First, the setup error of 1 mm was swapped for a non-relevant change. 
Second, 9 of the 10 anatomical change scenarios in the phantom were reassigned to the 
non-relevant change. Only the scenario with a 5 mm reduction in neck thickness was 
retained in the anatomical change category. This can be explained by the relatively small 
volume changes, which would not trigger a plan adaptation in clinical practice. A total of 98 
scenarios were used at this stage as shown in Table 4.1. 
Spot filter   
There were no additional spot filters introduced at this stage. 
Model   
For the third model, the five-step consecutive filtering of PBS spots was applied, using the 
same criteria as in the second model. The |R2| was again used to identify the range-
prediction error. However, the threshold of |R2| based on the training dataset of patient CT 
scan was readjusted from 0.9 to 0.75, due to the greater complexity of the anatomical 
geometry, as presented in Figure 4.17. Furthermore, the slope of linear regression was 
again used to classify the under- and over-estimations of range.  
At this stage, cases with only minor changes were adjusted to non-relevant changes. 
Consequently, the |CV|max value could not be used to identify anatomical changes, due to 
its extremely high sensitivity to small local changes. For this reason, the absolute value of 
dispersion of PG shift was used in place of relative value. Thus, the SD of the PG shift in all 
the investigated spots was used to detect changes that were not clinically acceptable. 
Therefore, for the remaining DT steps (when |R2| < 0.75), the SD of the PG shift was used 
to distinguish the anatomical change at this stage. Based on the training dataset from 
patient CT scans, the threshold of SD ≥ 2.2 mm was deemed suitable to achieve substantial 
separation of anatomical changes from other scenarios, as displayed in Figure 4.18. 
For separating setup errors from non-relevant changes, it was found that a central tendency 
of PG shift from setup errors was higher than non-relevant changes. With this, an average 
PG shift can be used to distinguish between them. Here, in the case of a SD of < 2.2 mm, 
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shift (Avg.|shift|) of all the analyzed spots. For ≥ 1.5 mm, a setup error was assigned, as 
shown in Figure 4.19. The intercept of the linear regression fit was then also used to 
distinguish the directions of the setup errors. Finally, a non-relevant change was identified 
where Avg.|shift| < 1.5 mm. 
The third model, presented in Figure 4.20, was iteratively developed, based on evaluations 
in the training dataset with different anatomical complexities. In summary, the three 
parameters were used to classify the four types of error: (1) range-prediction errors, (2) 
anatomical changes, (3) setup errors, and (4) non-relevant changes.  
4.3 Model testing 
In this study, the classification model was obtained using the DT approach. The final DT 
model was tested with the dataset of independent patient scans (test dataset). A total of 98 
scenarios were used to test the final model, as detailed in Table 4.1.  
Figure 4.17 R2 of linear regression for different scenarios of range-prediction error (cyan), setup error 
(orange), anatomical change (green), and non-relevant change (magenta) in the third model 
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Figure 4.18 Standard deviation (SD) for different scenarios of setup error (orange), anatomical 
change (green), and non-relevant change (magenta) in the third model generation, with SD of 2.2 
mm as the threshold to separate anatomical change from other error scenarios. 
 
Figure 4.19 Avg.|shift| for different scenarios of setup error (orange), and non-relevant change 
(magenta) in the third model generation, with Avg.|shift| of 1.5 mm as the threshold to separate setup 
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Before applying the DT model to the test dataset, the unreliable spots were excluded from 
the study based on the five-step consecutive filtering described in the previous section. The 
spots removed by the respective filters from all the scenarios in the training and test 
datasets are presented in Figure 4.21. This reveals that more than 50% of the spots were 
removed by the combination of filter #1 and filter #4, which are related to the limited FOV of 
the camera. On average, after spot filtering, 25% of spots (1,044 spots per scenario) 
remained as input for the DT model. 
Pre-processing: Spot filtering (Filter #1-5)






















SD ≥ 2.2 mm SD < 2.2 mm
Avg.|shift| ≥ 1.5 mm
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+ Slope - Slope
Model 3
Figure 4.20 Third model of error-source classification to classify the scenarios of range-prediction 
error, setup error, anatomical change, and non-relevant change by using R2, slope and intercept of 
linear regression, as well as standard deviation (SD) and Avg.|shift| of prompt-gamma (PG) shift – 
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The performance of the classifiers was assessed for accuracy, 95% confidence interval 
(CI), sensitivity, and specificity. For model accuracy, the predicted outcomes of the model 
and the ground-truth labels were compared. The classification accuracy was defined as 
follows: 
 
  Accuracy = 
Number of correctly identified scenarios
Number of  investigated scenarios
×100%             (4.2) 
 
To quantify the degree of certainty in model accuracy, a CI was determined by performing 
2,000 bootstrap samples on the test dataset. In this method, a random sample is generated 
Figure 4.21 Percentage of removed spots relative to initial spot number per scenario in training and 
test dataset. This figure shows boxplot that distributes the dataset into quartiles. The body of the 
boxplot contains of a "box", which starts with the first (lower) quartile (Q1) through the third (upper) 
quartile (Q3). Within the box, the median of the dataset is displayed as a horizontal line, while the 
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by sampling a dataset with replacements. The accuracy is then computed for each 
bootstrap sample, yielding a sample of estimates. In this study, a 95% CI was calculated to 
be in the 2.5th and 97.5th percentiles. 
The performance of differentiation between relevant and non-relevant changes was 
assessed in terms of sensitivity of error detection and specificity of non-relevant change 
detection. To determine these values, the true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN) were considered. The cases of error scenarios were 
labeled as positive, and non-relevant changes were assigned a negative label. From this 
perspective, a TP is a correctly identified error scenario, and a TN is a correctly identified 
non-relevant change. On the other hand, an FP is a non-relevant change that is incorrectly 
identified as error scenario and an FN is an error scenario incorrectly identified as a non-
relevant change. From these values, sensitivity and specificity were calculated using 
equations (4.3) and (4.4): 
 
    Sensitivity =
TP
TP + FN





 × 100%               (4.4) 
 
A confusion matrix is used to present the accuracy of the model (Figure 4.22). Each row of 
the matrix represents an instance of the true class, with one instance of the model-predicted 
class represented in each column. The test data revealed the accuracy of the model to be 
approximately 96% (in 94 of the 98 scenarios), with a 95% CI of 89.8%-99.0%. For both 
range-prediction errors and setup-error scenarios, the classification accuracy reached 
100%. However, 1 of the 21 scenarios with an anatomical change was incorrectly classified 
as a setup error. In addition, there were three scenarios of non-relevant changes incorrectly 
identified as either anatomical changes (two) or a setup error (one).  
Based on these results, the sensitivity and specificity of the DT model were calculated, and 
the conclusions are shown in Table 4.2. There were no false negatives in this model, 
meaning that all relevant changes were classified as relevant changes. The findings indicate 
that the model could have high sensitivity (100%) to error sources. Furthermore, the model 
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Table 4.2 Sensitivity and specificity of the heuristic decision tree (DT) model 
 
 Condition positive Condition negative 
Test outcome positive 
True positive 
(TP) = 77 
False positive 
(FP) = 3 
Test outcome negative 
False negative 
(FN) = 0 
True negative 
(TN) = 18 
 
Sensitivity 
= 77/(77+0)  
= 100% 
Specificity 
= 18/(3+18)  
= 85.7% 
 
Figure 4.22 Confusion matrix of model testing, with 4 of 98 scenarios incorrectly classified. RPE_N 
= range-prediction error in negative direction (under-range prediction), RPE_P = range-prediction 
error in positive direction (over-range prediction), SE_N = setup error in negative direction (smaller 
air gap), SE_P = setup error in positive direction (larger air gap), AC = anatomical change, and NRC 
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4.4 Discussion: decision-tree model 
The study presented in this chapter investigated PGI-based range-verification for the 
classification of common-error sources in PT. A heuristically determined DT model was 
used to automatically distinguish the introduced scenarios through an iterative process. 
Deterministically explainable parameters were explored to better understand the effects of 
different error scenarios on the PG data. The final model demonstrates a high accuracy of 
96%, with a 95% CI of 89.8%-99.0%. Furthermore, the results indicate a highly sensitive 
detection capability of error scenarios with a sensitivity of 100%. Also, a specificity of 85.7% 
seems promising. 
More closely, from the four scenarios in which a misclassification occurred, a deeper 
understanding of the model limitations can be gained. Interestingly, an anatomical change 
was incorrectly classified as a setup error. The cause of the misclassification is clearly 
associated with the SD of the PG shifts. In this case (cf. Fig.4.2, Patient 10/Fx2), the patient 
had an evenly large tumor swelling throughout the observed treatment field. Therefore, the 
SD did not indicate an anatomical change. Only a high average value of the PG shift 
occurred. Thus, in this case, the model could not distinguish between a global anatomical 
change and a setup error. Logically, with the SD, it is able to identify local anatomical 
changes but global anatomical changes might be classified as another error source. In 
addition, three cases were classified incorrectly as non-relevant changes. All three appear 
to have a non-rigid change in the patient position on the CT images, especially in the 
shoulder region, as illustrated in Figure 4.23. This pattern could also be detected by using 
the spot shift map, a two-dimensional spatial distribution of the PG shift. With this map, the 
PG shift values at the same penetration depth were assigned the position related to their 
spot coordinates on the x-axis and y-axis, as shown in Figure 4.24. In these cases, a range 
deviation could therefore be observed on the shift maps, with the large range shifts localized 
in a specific area in the lower part of the beam’s eye view due to the variation in the shoulder 
position. Potentially, considering the spatial distribution of the shifts could further improve 
the prediction in such cases. However, the dosimetric parameters, based on dose 
recalculation on the cCT, were still acceptable. Retrospectively, all three cases can be rated 
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Already, the ground-truth classification, based on dosimetric changes, is not a black-or-
white decision. This general limitation of  the study underlines that these misclassifications 
should not be over-interpreted. 
In this study, the spot filtering was in the first instance established to select the reliable spots 
for classification of range-prediction errors. The main issue is the geometrical limitation of 
the camera. A reliable PG profile must possess a region of a complete distal falloff of the 
PGI signal in the FOV. Therefore, the profiles which have a distal falloff region which 
extends outside the FOV needed to be excluded from this study. So, positioning of the 
camera relative to the treatment field is an important parameter, also for clinical application 
of the camera. After selection of the reliable spots for this analysis by the different filter steps 
including a filter for spots that traverse extremely heterogeneous tissue, an average of 
approximately 25% of all spots in one field remained. Thereby, prominent spots for shift 
detection may have been excluded from the analysis. In practice, we could also counteract 
this issue by expanding the distance between the patient and the camera to increase the 
FOV. However, this may affect the counting statistics of the PG signal. 
In the initial stages of model generation, the training dataset consisted only of cases with 
uniform density in the phantom. After the inclusion of scenarios with anatomical changes in 
patient CT scans to the training data, the initial thresholds of the model parameters had to 
be refined. It became obvious that the previously investigated anatomical changes in the 
phantom had so far only been small volume changes and were therefore re-classified as 
non-relevant changes. We have therefore adjusted the definition of 9 of 10 anatomical-
Figure 4.23 Illustration of control computed-tomography (cCT; orange) overlaid on planning 
computed-tomography (pCT; blue) images for cases with a variation of the shoulder position in 
Patient #7/Fx2. (Red arrow indicates a region of changes, while solid and dotted lines highlight the 
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change scenarios in the phantom to non-relevant change, except in the case of a 5-mm-
neck thickness reduction. Still, this was part of the model generation and model refinement 
process and had no influence on model validation. 
In clinical routine, multiple error scenarios may occur. Let us consider the example of an 
error in range prediction combined with anatomical changes, due to a single organ being 
located in front of the tumor, but not covering the whole section of the target volume. 
According to the model, this scenario would be identified as anatomical change and the 
error on range prediction would be concealed by the poor linear regression. Thus, to 
improve the model for clinical use, follow-up studies should consider multiple-error 
scenarios. 
Shift / mm
Figure 4.24 Spot shift-maps of absolute range shifts in the beam’s eye view with iso-penetration 
depth of 4, 5, and 6 cm from Patient 7/Fx #2 (upper), Patient 9/Fx #8 (middle), and Patient 11/Fx #4 
(lower) (S-I = superior to inferior direction, A-P = anterior to posterior direction). The color scale 
illustrates the magnitude and direction of the prompt-gamma (PG) shift. The red clusters indicate 
























































5 Error-source classification using a machine-learning 
approach 
In the previous chapter, it was reported that PGI information could potentially be used to 
automatically classify the sources of treatment deviation and distinguish relevant from non-
relevant changes, using a heuristic DT approach in the treatment of head-and-neck (H&N) 
tumors. However, an alternative approach based on machine learning (ML) could also be 
used to improve the automatic classification of treatment-deviation sources. Over the past 
decade, there have been rapid advances in the development of artificial intelligence for 
industry, healthcare, and academia (Tomar and Agarwal, 2013; Jordan and Mitchell, 2015; 
Badillo et al., 2020). Consequently, ML solutions for radiation oncology have also become 
a growing research field (Weidlich and Weidlich, 2018; Jarrett et al., 2019; Sahiner et al., 
2019). Several studies have confirmed the potential of ML to revolutionize the field of 
radiation oncology (Feng et al., 2018; Kiser et al., 2019; Osman, 2019). A basic ML 
approach is supervised learning, which can be used to classify problems. In this approach, 
a mathematical model uses labeled sample data to predict classes in new, unlabeled 
datasets (Kotsiantis et al., 2006; Maxwell et al., 2018; Castelli et al., 2019; Omondiagbe et 
al., 2019). Relevant to the current study, ML has the potential to be a powerful tool for 
automatic classification of treatment deviations.  
The purpose of this study is to investigate the feasibility of PGI-based automated 
classification of error sources and differentiation of relevant and non-relevant changes, 
using supervised ML methods. Accordingly, the study is divided into two stages: first, the 
performance of the developed heuristic DT is compared to that of ML model, on the basis 
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algorithms can correctly classify more complex error scenarios, namely combinations of 
individual error scenarios. This work is being prepared for publication in the near future. 
In this chapter, the classification of error sources using ML models is discussed. The first 
section provides a brief overview of the ML algorithms suitable for this classification task. 
The case selection and features used to create the model are then described, and models 
are generated from the different ML algorithms. The results of the model testing are then 
reported; and finally, the relevant findings are presented. 
5.1 Machine learning for classification 
ML is a subfield of artificial intelligence, which deals with the development of data-driven 
algorithms for patterns and data inference to achieve better decisions based on sample 
data. In this concept, a computational process is performed using the input data to achieve 
a desired task, without being explicitly programmed to produce a particular outcome 
(Osman, 2019).  
ML algorithms are generally categorized according to the nature of the data, defined as 
learning approaches that are supervised (e.g., classification or regression); unsupervised 
(e.g., clustering and association); or semi-supervised (e.g., text or image-retrieval systems). 
The goal of this thesis is to classify the sources of treatment deviations using PGI 
information. For this task, the error-source classes are predefined, and the training and test 
datasets are provided with known labels. A supervised ML approach is thus applicable, and 
the algorithms commonly used for this classification are described in the following sub-
sections. 
5.1.1 Support-vector-machine algorithm 
A support vector machine (SVM) is a type of supervised learning algorithm that can be 
applied to both classification and regression analyses (Witten et al., 2016). This technique 
was originally proposed for use with classification problems (Vapnik, 1995), and it remains 
one of the most popular and powerful ML algorithms widely used for classification 
(Gudivada et al., 2016). The principle of the SVM is to find the decision boundary that 
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the margin between support vectors of the respective classes and is, in general, a 
hyperplane (Wilson, 2008; Brereton and Lloyd, 2010; Wang and Lin, 2014; Fernandes de 
Mello et al., 2018), as shown in Figure 5.1. 
In Figure 5.1, there is a linear hyperplane between these two classes, as the classes are 
linearly separable. However, some problems cannot be resolved by using a linear 
hyperplane. In such situations, the SVM algorithm can resolve these problems by using 
kernel functions to transfer the data into higher-dimensional feature space. This can result 
in non-linear decision boundaries in the original feature space. Commonly used kernel 
functions are the polynomial, Gaussian (radial basis function), and sigmoid (Burges, 1998; 
Wilson, 2008).  
For multi-class classification, the SVM can employ either the one-vs-one or the one-vs-all 
approaches. The one-vs-one method divides a multi-class classification into one binary 
classification problem for each class, versus every other class; and the class that is 
predicted most is the answer. In contrast, the one-vs-all strategy splits a multi-class 
Support vectors: Class 0












Figure 5.1 An example of the classification of two different classes by a linear support-vector-
machine (SVM) classifier. The hyperplane (green solid line) is determined as the maximum distance 
between the support vectors. The samples on the margin (black dashed line) are support vectors – 
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classification into one binary classification problem per class, and the class with the highest 
probability is selected (Cortes and Vapnik, 1995; Burges, 1998; Rifkin and Klautau, 2004; 
Bishop, 2006). 
5.1.2 Ensemble algorithm – random forest 
Ensemble algorithms combine several ML algorithms into one model for prediction. This 
algorithm enables better prediction performance than individual models (Opitz and Maclin, 
1999). The most popular classification approach of the ensemble algorithm is the random 
forest (RF), proposed by Breiman (Breiman et al., 1984; Breiman, 2001). This approach 
combines the predictions of several DT models (Biau, 2012; Denil et al., 2014), as shown 
in Figure 5.2. A large number of DT models are constructed on the basis of bootstrap 
aggregation (bagging), which generates several independent data subsets from the training 
dataset by random subsampling replacement. The random subsets of feature variables are 
then chosen for a decision split node in each DT. The final result predicted by RF is based 
on the majority voting of all DTs (Livingston, 2005; Sarica et al., 2017; Lan et al., 2020).  
Instance
Tree-1 Tree-2 Tree-n
Class 0 Class 1 Class 0
Final prediction based on majority voting
…
Figure 5.2 Classification process based on the random forest algorithm. Each individual tree in the 
random forest produces a class prediction. The final class is obtained by selecting the class with the 




5 Error-source classification using a machine-learning approach 
5.1.3 Logistic-regression algorithm 
Logistic regression (LR) is a type of probabilistic statistical classification, in which the logistic 
(sigmoid) function is used to model a binary outcome variable into categories, such as 
‘success’ or ‘failure’ (Vallejos and McKinnon, 2013; Igual and Seguí, 2017; Urso et al., 2018; 
Khairunnahar et al., 2019). In this concept, the outcome variables (y) in a linear regression 
model are transformed to yield a continuous probability distribution over the bounded output 
classes, between 0 and 1, as shown in Figure 5.3. The threshold for converting probabilities 
into class labels is 0.5, where values equal to or greater than the threshold are assigned to 
class 1 and all values less than the threshold are assigned to class 0. 
Although the nature of LR is used to perform binary classifications, it can also be applied to 
classification tasks with more than two classes. Multi-class classification with LR can be 
done either through the one-vs-all or multinomial-logistic-regression (MLR) approaches. 










Threshold value = 0.5




Figure 5.3 Comparison of two regression models. Linear regression (blue) is a straight line; whereas, 
logistic regression (green) is a sigmoid curve, where y is the outcome variable, x is the independent 
variable, P is the probability of outcome, α is the intercept term, and β is the slope term. Logistic 
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each class, each designed to recognize a particular class, and then choosing the class with 
the highest probability. The MLR approach is a generalization of the LR model (McCullagh 
and Nelder, 1989), which splits the dataset into one for each class versus every other class. 
This model estimates the probability of each value of the outcome variable using a linear 
combination of explanatory variables (features). The category with the highest probability is 
selected as the final prediction. The general form of the MLR can be represented as follows: 
 
  ln (
π1
πk









) =αk-1+β(k-1)1X1 +β(k-1)2X2+∙∙∙+β(k-1)pXp,   (5.3) 
 
Where πj = P (y = j) is the probability of an outcome being in category j 
X is a set of explanatory variables (X1, X2, …, Xp) 
k is the number of outcome categories 
p is the number of explanatory variables 
α is the intercept term for all classes 
β is the slopes for the classes 
 
Based on the MLR model, the probabilities for each class can be obtained using the 
following formula: 
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The probability of being in the reference category can be calculated as follows: 
 
 πk = P ( y = k) =
1





 ,       (5.5) 
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5.2 Study design 
5.2.1 Case selection 
The datasets of bilateral H&N treatment – both phantom and patient data – were divided 
into sets for training and testing, respectively. The models were then assessed in two 
stages. In the first stage of the evaluation of the ML-based models, six classes were 
developed, each based on the individual scenarios, with and without relevant treatment 
deviations. All the datasets from the final heuristic DT approach were used, without any 
modifications. In the second stage, an additional class consisting of a combination of the 
error scenarios was added, resulting in seven classes in the classification task. For the 
existing phantom and patient data, four possible combinations of the three error scenarios 
were introduced (cf. Table 5.1). The error scenarios in these combination scenarios were 
introduced as follows: range-prediction errors were added using a global SPR change of 
+2%; setup errors were added by shifting the pCT images by 3 mm, resulting in a larger air 
gap; and anatomical changes were selected from the pool of anatomical changes, based 
on the patient cCT. 
A total of 98 and 123 scenarios were used to train the model in the first and second stages, 
respectively. The test datasets contained 98 individual scenarios and a total of 126 
scenarios, including combinations, for the testing of the model. The scenarios are 
summarized in Table 5.2. 










Combination #1 Yes Yes No 
Combination #2 Yes No Yes 
Combination #3 No Yes Yes 
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Table 5.2 Number of scenarios for model training and testing in the machine-learning (ML) approach 
Dataset 






































Training dataset 21 21 7 7 15 27 25 98 123 
  1) Phantom 
      (homogeneous density) 
3 3 1 1 - 2 1 10 11 
  2) Phantom 
      (heterogeneous density) 
3 3 1 1 1 11 4 20 24 
  3) Patient scans (5 patients) 15 15 5 5 14 14 20 68 88 
Test dataset  
  4) Patient scans (7 patients) 
21 21 7 7 21 21 28 98 126 
 
RPE_N = range-prediction error in negative direction (under-range prediction), RPE_P = range-
prediction error in positive direction (over-range prediction), SE_N = setup error in negative direction 
(smaller air gap), SE_P = setup error in positive direction (larger air gap), AC = anatomical change, 
NRC = non-relevant change, and CE = combination error. 
 
5.2.2 Feature selection 
In ML, the features are individual independent variables that are used as input parameters 
to generate the model. As described in the previous chapter, spot filtering was applied and 
the features extracted. The five features that formed the heuristic DT were based on the 
distribution of the spot-wise PG shift data and the linear regression of predicted proton range 
over the PG shift data. These features – namely, |R2|, slope, the intercept of the linear 
regression, as well as the SD and Avg.|shift| of the spot-wise PG shift data – were used to 
classify the sources of treatment deviation and distinguish relevant from non-relevant 
changes. To exploit the potential of ML algorithms, 21 additional features extracted from the 
statistical analysis and histogram of PG shift data (Zwanenburg et al., 2016; Zwanenburg 
et al., 2020) were additionally used in the study. For this purpose, two sub-analyses were 
performed at each stage: (1) the five features of the heuristic DT approach were used to 
train the model and (2) 21 additional features were also considered, thus 26 in total. All the 




5 Error-source classification using a machine-learning approach 
Table 5.3 List of features extracted from the prompt-gamma-imaging (PGI) data 
Features Equation and description 
5 Features from heuristic decision tree (DT) approach 
Linear regression (proton range and prompt-
gamma [PG] shift) 
y = c +mx   
1) Slope Fslr= m   
2) Intercept Filr= c   
3) Coefficient of determination 





















i=1   
















21 Additional features of PG shift information  



















































4) Median of PG shifts Fmedian = median(Y)  
5) Minimum of PG shifts Fmin=min(Y) 
6) 10th percentile of PG shifts (P10) FP10= the 10
th percentile of Y 
7) 90th percentile of PG shifts (P90) FP90= the 90
th percentile of Y 
8) Maximum of PG shifts Fmax=max(Y) 
9) Mode of PG shifts Fmode = mode(Y) 
10) Interquartile range of PG shifts Fiqr=P75-P25 
11) Range of PG shifts Frange=max(Y)-min(Y) 
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Table 5.3 List of features extracted from the PGI data (continues) 
Features Equation and description 







i=1    where M=Fmode 
15) Coefficient of variation of PG shifts Fcov=
σ
μ























n2-n1                              j=1
(nj+1-nj-1)/2        1<j<nb
nnb- nnb-1                   j =nb
 
19) Shift at maximum histogram gradient Fmax.grad.gl 
= PG shift at maximum histogram gradient 
20) Minimum gradient in histogram of PG shifts Fmin.grad=min(Hg)  
21) Shift at minimum histogram gradient Fmin.grad.gl 
= PG shift at minimum histogram gradient 
Parameters and variables y = the dependent variable (PG shift) 
x = the explanatory variable (predicted proton 
range) 
c = the intercept of the fitted linear regression 
m = the slope of the fitted linear regression 
y
i
 = the actual PG shift value for each spot 
ŷ
i
 = the fitted PG shift value for each spot 







}  be the set of PG shifts of the 
ns spots in the investigated field after using 
spot filtering 
H ={n1,n2,...,nb} be the set of PG shift histogram 
with a bin size of 0.5 mm of the b  bins 
nj  = the number of counts in bin j of H.  
p
j
 =  The occurrence probability for each bin j 
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5.3 Model generation 
In this study, three ML-based approaches – namely, SVM, RF, and MLR – were used to 
classify the sources of treatment deviation. All the models were trained using MATLAB 9.7 
R2019b (The MathWorks, Inc., Natick, MA, US). The Classification Learner Toolbox in the 
MATLAB software was used for the SVM and RF models. A five-fold cross-validation 
technique was applied during training of both models to find the optimal hyperparameters, 
using a Bayesian optimization algorithm (Mockus and Mockus, 1991; Chang et al., 2020). 
In each iteration of optimization, the dataset was randomly partitioned into five subsets of 
roughly equal size, which were kept unchanged during training. The first four subsets were 
used for model training, while the fifth was used as a validation set to evaluate the 
performance of the trained model. This process was repeated five times, with training and 
validation sets changed at the start of each run and the average cross-validation accuracy 
used as a performance indicator. In this work, the SVM hyperparameters included the 
Kernel scale and penalty (regularization) parameters, while the RF hyperparameters 
consisted of the numbers of splits, DT, and features. The specific optimal values can be 
found in the Appendix (Table A.1). For SVM, the one-vs-all approach with a radial Gaussian 
kernel function was used. In addition, the feature standardization was performed using the 
corresponding weighted means and weighted standard deviations (cf. Appendix, Table 
B.1). RF with the bagging method (Breiman, 2001; Biau, 2012) was also used in this study. 
For the MLR algorithm, the parameters were iteratively determined using maximum 
likelihood estimation, with a likelihood function calculated to find the set of parameters for 
the probability distribution with the largest sum likelihood over the training dataset. The best 
MLR model with the greatest model accuracy was selected using the five-fold cross-
validation procedure. Once the best model had been obtained, the trained model parameters 
were exported for a performance analysis of the model based on the test dataset. 
5.4 Model testing 
Once the training had been completed, the model was tested on independent CT scans 
from seven patients. A total of 98 and 126 scenarios were used to test the model in stages 
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the predicted outcomes of the model with the known labels. The confusion matrix was used 
to express the performance of all the classification models. In addition, performance in 
terms of model accuracy, 95% CI, sensitivity and specificity were calculated as described 
in the previous chapter. 
The numbers of true and false predictions by the trained models on the test cohort are 
shown in Table 5.4 (individual error scenarios) and Table 5.5 (combined errors). According 
to these results, all the classification models were able to accurately identify range-
prediction and setup errors. However, there were challenges when distinguishing 
anatomical and non-relevant changes, as well as combination error scenarios. For the 
inclusion of combination error scenarios, the classification accuracy was considerably 
decreased by more than 10%, compared to the individual error scenarios. 
Table 5.6 summarizes the results in terms of accuracy, 95% CI, sensitivity, and specificity 
for all models. For the six-category classification with five features, the SVM model showed 
the best performance, with a high model accuracy of 96.9% (95% CI of 91.8%-99.0%). 
Moreover, sensitivity and specificity were above 90%. Meanwhile, the performance of the 
ML model was comparable to that of the heuristic DT. The inclusion of the additional 21 
features did not lead to substantial improvement in the performance of the classifiers in the 
case of six-class categorization. When adding the combination error scenarios (seven-class 
categorization), the performance of the classifiers dropped considerably to less than 86.5%. 
The additional 21 features did not meaningfully improve the performance of the classifiers. 
5.5 Discussion 
This is the initial study to investigate the automatic classification of treatment deviations and 
differentiation between relevant and non-relevant deviations, based on simulated PGI data 
and using ML models. In the first stage of the analysis, which used only individual error 
scenarios and the same features as in the heuristic DT, the results of the classification 
approaches were compared and evaluated. In the second stage, combination error 
scenarios were added to make the classification task both more difficult and more realistic. 
As the heuristic DT was optimized for individual error scenarios, cases of multiple-error 
scenarios would be very complex and difficult to manage. Thus, ML model was intended to 
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Table 5.4 Confusion matrices of the classification results dependent on the number of features used 
for the support-vector-machine (SVM), random-forest (RF), and multinomial-logistic-regression 
(MLR) models when predicting individual error scenarios (six classes) on the test cohort. 








RPE_N = range-prediction error in negative direction (under-range prediction), RPE_P = range-
prediction error in positive direction (over-range prediction), SE_N = setup error in negative direction 
(smaller air gap), and SE_P = setup error in positive direction (larger air gap), AC = anatomical 
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Table 5.5 Confusion matrices of the classification results dependent on the number of features used 
for the support-vector-machine (SVM), random-forest (RF), and multinomial-logistic-regression 
(MLR) models when adding the combination error scenarios (seven classes) on the test cohort. 








RPE_N = range-prediction error in negative direction (under-range prediction), RPE_P = range-
prediction error in positive direction (over-range prediction), SE_N = setup error in negative 
direction (smaller air gap), and SE_P = setup error in positive direction (larger air gap), AC = 
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Table 5.6 Accuracy, 95% confidence interval (CI), sensitivity, and specificity of the support-vector-
machine (SVM), random-forest (RF) and multinomial-logistic-regression (MLR) models with different 
numbers of classes and sets of features. 









6  5 
features 
SVM 96.9 91.8-99.0 98.7 90.5 
classes RF 93.9 87.8-98.0 93.5 95.2 
 MLR 94.9 88.8-98.0 96.1 90.5 
 26 
features 
SVM 95.9 89.8-99.0 100.0 81.0 
 RF 92.9 85.7-96.9 93.5 90.5 
 MLR 93.9 86.7-98.0 93.5 95.2 
    
7  5 
features 
SVM 86.5 80.2-92.1 99.1 90.5 
classes RF 79.4 71.4-85.7 93.3 90.5 
 MLR 80.2 72.2-86.5 97.1 81.0 
 26 
features 
SVM 83.3 76.2-88.9 99.1 90.5 
 RF 80.2 73.0-86.5 92.4 90.5 
 MLR 74.6 66.7-81.8 92.4 85.7 
 
In the first stage, the findings indicated that both classification approaches yielded 
comparable results, with a slightly better performance in model accuracy for the ML 
approaches (accuracy of 96.9%, 95% CI 91.8-99.0 vs. 96.0%, 95% CI 89.8-99.0). The ML 
model had a slightly lower sensitivity (98.7%) than the heuristic DT approach (100.0%), 
while the specificity of the ML model was higher, with 90.5% and 85.7% for ML and the 
heuristic DT model, respectively. In the second stage, the results indicated that the 
performance of the ML-based classifiers was substantially decreased when combination 
error scenarios were included. In relation to range-prediction and setup errors, almost all 
trained classifiers in this study perfectly identified the respective treatment deviations. 
However, the scenarios of anatomical and non-relevant changes, as well as combination 
errors, were clearly more difficult to distinguish, which aligns with the findings for the 
heuristic DT approach reported in the previous chapter. 
All ML classifiers using five features on the individual error scenario dataset yielded a good 
performance for error-source classification, with an accuracy of more than 92%. The SVM 
model achieved the highest classification accuracy on the test data. A closer inspection of 
the incorrectly labeled cases when using the SVM model reveals two cases of non-relevant 




5 Error-source classification using a machine-learning approach 
found with the heuristic DT model. This was due to the effect of variations in shoulder 
position. With more features in the training process (26, compared to 5), there were no 
substantial improvements in the performance of the classifiers. This could be because 
almost all the additional features were highly correlated with the five features from the 
previous chapter (cf. Appendix, Figure C.1). This means that there was no additional 
information for the model classification. Therefore, these results confirmed that the five 
features of the heuristic DT approach could be used to identify the source of treatment 
deviations and distinguish between relevant and non-relevant deviations, based on PGI 
data. 
The performance of all classifiers was, as expected, lower following the inclusion of the 
combination error scenarios. The highest classification accuracy at this stage (86.5%) was 
achieved with the SVM algorithm, and the sensitivity and specificity were 99.1% and 90.5%, 
respectively. For all classifiers, model accuracy was reduced by at least 10% when 
compared to the performance on individual error scenarios. Most of the incorrectly classified 
cases resulted from combination error scenarios, which were often miss-identified as 
anatomical changes. However, these results may be acceptable in clinical practice, as these 
cases were still be classified as relevant errors that would trigger clinical reactions. The use 
of additional features did not improve the performance of the classifiers, and the accuracy 
of the MLR model was greatly reduced when more features were added. This may be due 
to its high sensitivity to overfitting, as the more complex dataset contained a larger number 
of features (Gheyas and Smith, 2010). In comparison, the SVM and RF models seem to be 
considerably more robust for this application, with respect to the number of features. One 
explanation for this behavior could be that the additional features were not able to resolve 
the combination error scenarios with high accuracy. However, this is a preliminary study of 
combination scenarios, thus no systematic conclusion can be drawn at this stage. 
Each considered feature plays a very important role in the development of a highly 
performing model. In this study, only PG shift data and the correlation between proton range 
and PG shift data were applied, which may be a limitation for the performance of the 
presented classifiers. Usage of the spatial information in the spot-based PGI data, as shown 
in Figure 4.24, and more complex techniques such as deep learning may improve the 
performance of classifiers with respect to scenarios with combination error sources. In 
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as clinical routine is often affected by multiple-error scenarios. In such situations, a multi-
label classification approach should be considered. 
Although this initial work – using both the heuristic DT and ML approaches – has 
successfully demonstrated that PGI information can potentially be used for error-source 
classification, it should be noted that the setup error in this study did not include the effect 
of patient setup variation in the other direction, which remains an open task. Moreover, the 
conducted study has certain limitations regarding the difference between simulation under 
measurement-like conditions and the real PG measurements of H&N patients. In this 
situation, there are a number of issues to be considered, such as measurement noise, low 
counting statistics, neutron background, and detector response. Therefore, the logical next 
step would be the simulation of realistic measurement conditions and the application of the 
model to the measured PGI data of H&N-tumor treatment. Furthermore, in clinical 
applications, PT is used to treat a variety of cancerous tumor types. This model was 
generated for H&N-tumor treatment only. The decision criteria of the parameters may be 
adjusted for other parts of the body, especially in the case of highly variable tissue density 






































6 Summary / Zusammenfassung 
Prompt-gamma imaging (PGI) was proposed in the 2000s as a promising in vivo range-
verification method to maintain the physical advantage of proton beams by reducing 
unwanted range-uncertainties. Recently, PGI with a slit camera has been successfully 
implemented in clinical application. Despite its high accuracy and sensitivity to range 
deviation being shown in several studies, the clinical benefits of PGI have not yet been 
investigated. Hence, to fully exploit the advantages of PGI, this thesis aims to investigate 
the feasibility of PGI-based range verification for the automatic classification of treatment 
deviations and differentiation of relevant from non-relevant changes in the treatment of 
head-and-neck (H&N) tumors. 
In the first part of this thesis, the four most common types of treatment deviations in proton 
therapy (PT) were investigated regarding their PGI signature and by considering clinically 
relevant and non-relevant scenarios. A heuristic decision tree (DT) model was iteratively 
developed. To gain understanding of the specific signature of the error sources, different 
levels of geometrical complexities were explored, from simple to complex. At the simplest 
level, a phantom with homogeneous density was used to distinguish range-prediction and 
setup errors. Next, in the intermediate complexity level, a phantom with heterogeneous 
density was used to inspect the additional error scenarios of anatomical changes. Finally, 
real patient CT scans were used to investigate the relevance of changes based on clinical 
constraints. In the final model, a five-step filtering approach was used during pre-processing 
to select reliable pencil-beam-scanning spots for range verification. In this study, five 
features extracted from the filtered PGI data were used to classify the treatment deviation. 
The model is able distinguish four introduced scenarios into six classes as follows: (1) 
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with larger air gap, (4) setup error with smaller air gap, (5) anatomical change, and (6) non-
relevant change. To ensure the application was effective, independent patient CT datasets 
were used to test the model. The results yielded an excellent performance of the DT 
classifier, with high accuracy, sensitivity, and specificity of 96%, 100%, and 85.7%, 
respectively. According to these findings, this model can sensitively detect treatment 
deviations in PT based on simulated PGI data. 
In the second part of this work, an alternative approach based on machine learning (ML) 
was taken to automatically classify the error sources. In the first stage, the two approaches 
were compared, using the same features as well as the same training and test datasets. 
The results show that the ML approach was slightly better than the heuristic DT approach 
in terms of accuracy. However, the performance of both approaches was excellent for the 
individual scenarios. Thus, these results confirm that the PGI-based data classification with 
five features can be applied to detect individual sources of treatment deviation in PT. In the 
second stage, there was an investigation of more complex and more realistic combinations 
of error scenarios, which was out of the scope of the DT approach. The results 
demonstrated that the performance of the ML-based classifiers declined in general. 
Furthermore, the additional features of the PG shift did not substantially improve the 
performance of the classifiers. As a consequence, these findings mark important issues for 
future research. Potentially, usage of the spatial information from the spot-based PGI data 
and more complex techniques such as deep learning may improve the performance of 
classifiers with respect to scenarios with multiple error sources. However, regardless of this, 
it is recommended that these findings be confirmed and validated in simulations under 
measurement-like conditions or with real PG measurements of H&N patients themselves. 
Moreover, this classification model could eventually be tested with other body sites and 
entities in order to assess its compatibility and adaptation requirements. 
In summary, this study yielded promising results regarding the automatic classification of 
treatment-deviation sources and the differentiation of relevant and non-relevant changes in 
H&N-tumor treatment in PT with PGI data. This simulation study marks an important step 
towards fully automated PGI-based proton-range verification, which could contribute to 
closing the treatment-workflow loop of adaptive therapy by supporting clinical decision-





6 Summary / Zusammenfassung 
In den 2000er Jahren wurde Prompt-Gamma Imaging (PGI) als vielversprechende Methode 
der in vivo Reichweiteverifikation vorgeschlagen, um die physikalischen Vorteile der 
Protonenstrahlen durch eine Reduktion der Reichweiteunsicherheit besser nutzen zu 
können. Vor Kurzem wurde PGI mit einer Schlitzkamera in der klinischen Anwendungen 
erfolgreich implementiert. Obwohl mehrere Studien eine hohe Genauigkeit und 
Empfindlichkeit von PGI zur Detektion von Reichweiteabweichungen nachweisen konnten, 
wurde der klinische Nutzen von PGI mittlerweile noch nicht untersucht. Um die Vorteile von 
PGI sinnvoll zu nutzen, ist das Ziel der vorliegenden Arbeit, die Durchführbarkeit von PGI-
basierter Reichweiteverifikation für die automatische Erkennung und Klassifizierung von 
Behandlungsabweichung und die Unterscheidung von relevanten und nicht relevanter 
Änderungen in H&N-Tumorbehandlung zu untersuchen. 
Im ersten Teil der Studie wurden die vier häufigsten Arten von Behandlungsabweichungen 
bei der klinischen Protonentherapie (PT) in Bezug auf deren PGI-Signatur und unter 
Berücksichtigung der klinischen Relevanz und der Szenarien untersucht. Das 
Klassifikationsmodell eines heuristischen Entscheidungsbaum wurde iterativ entwickelt. 
Dabei wurden verschiedene Stufen aufsteigender geometrischer Komplexität genutzt, um 
die Eigenarten von Fehlerquellen zu erfassen. In der einfachsten Stufe wurde ein Phantom 
mit homogener Dichte verwendet, um Reichweitefehler von Positionierungsfehlern zu 
unterscheiden. Als Nächstes wurde ein Phantom mit inhomogener Dichte genutzt, um 
zusätzlich noch anatomische Änderung als Fehlerszenario zu berücksichtigen. Als letzte 
Stufe steigender Komplexität wurden CT-Scans von Patienten verwendet, wobei die 
Änderungen jeweils mithilfe von klinischen Vorgaben klassifiziert wurden. Das endgültige 
Modell basiert auf einer fünfstufiger Filterung zulässiger Pencil-Beam-Scanning Spots, um 
für die Reichweiteverifikation geeignete Spots auszuwählen. In dieser Studie wurden fünf 
Eigenschaften/Features aus den PGI-Daten extrahiert. Dieses Modell konnte die vier 
eingeführten Szenarien wie folgt in sechs Klassen unterscheiden: (1) Überschät-zung der 
Reichweitevorhersage, (2) Unterschätzung der Reichweitevorhersage, (3) 
Positionierungsfehler mit größerem Luftspalt, (4) Positionierungsfehler mit kleinerem 
Luftspalt, (5) Anatomische Veränderung und (6) Nicht-relevante Veränderung. Um die 
Anwendung sicherzustellen, wurden unabhängige Patienten-CT-Datensätze zur Erprobung 
des Modells genutzt. Der Entscheidungsbaum-Klassifikator erreichte eine hervorragende 
Performance mit einer Genauigkeit, Sensitivität und Spezifität von jeweils 96%, 100% und 
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Basis von simulierten PGI-Daten sensitiv festzustellen. 
Im zweiten Teil der Arbeit wurde ein alternativer, auf maschinellem Lernen basierender 
Ansatz zur Klassifikation der Fehlerquellen verwendet. In der ersten Phase sind die Modelle 
basierend auf maschinellem Lernen mit dem heuristischen Entscheidungsbaum auf Basis 
derselben Trainings- und Testdatensätze verglichen worden. Die Ergebnisse zeigen, dass 
der Ansatz des maschinellen Lernens etwas höhere Genauigkeit erbrachte als der 
heuristische Entscheidungsbaum-Ansatz. Dennoch war die Leistung beider Ansätze für die 
Klassifizierung einzelner Fehlerszenarien ausgezeichnet. Auf diese Weise bestätigen die 
Ergebnisse, dass es durch PGI-basierte Klassifizierung mithilfe von fünf Eigenschaften 
möglich ist, die Ursache von individuellen Behandlungsabweichung bei der PT festzu-
stellen. In der zweiten Phase sind mit der Einführungen von Kombinationen von Fehlers-
zenarien nicht nur komplexere sondern auch realistischere Fälle untersucht worden, die für 
den Entscheidungsbaum Ansatz nicht untersucht wurden. Die Leistung der auf maschine-
llem Lernen basierten Klassifikatoren nahm ab. Darüber hinaus konnte die Verwendung 
zusätzlicher Features der PG-Verschiebungs-Verteilung die Leistungsfähigkeit der 
Klassifikatoren nur unerheblich verbessern. Dementsprechend markieren die Resultate 
einen bedeutenden Anhaltspunkt für zukünftige Forschung. Das Hinzuziehen der 
räumlichen Informationen der PGI-Daten sowie komplexere Techniken, wie beispielsweise 
Deep Learning, haben das Potential, die Leistungsfähigkeit auch bei kombinierten 
Fehlerszenarien zu verbessern. Unabhängig davon wird empfohlen, die hier gefundenen 
Ergebnisse in Simulationen unter Berücksichtigung von Messeffekten (z.B. Rauschen) oder 
in realen PG-Messungen an H&N-Patienten zu bestätigen und zu validieren. Desweiteren 
könnte das entwickelte Klassifikationsmodell an anderen Körperregionen und Tumor-
entitäten überprüft werden, um Kompatibilität und Anpassungsbedürfnisse einzuschätzen. 
Zusammenfassend lässt sich sagen, dass diese Studie erfolgversprechende Ergebnisse 
hinsichtlich der automatischen Klassifizierung der Quelle der Behandlungsabweichung und 
der Unterscheidung zwischen relevanten und nicht relevanten Änderungen für die 
Behandlung von H&N-Tumoren bei der PT mit PGI-Daten liefert. Insgesamt stellt diese 
Simulationsstudie einen wichtigen Schritt in Richtung einer vollautomatischen PGI-
basierten Protonenreichweiteverifikation dar, die dazu beitragen kann, den 
Rückkopplungskreis der adaptiven Therapie anhand der Unterstützung von klinischer 
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A Hyperparameters tuning 
 




6 classes 7 classes 
5 features 26 features 5 features 26 features 
SVM Kernel scale 2.61 7.00 1.54 18.80 
 Penalty parameter  
(Box constraint level) 
 
599.46 44.61 107.69 992.77 
RF Number of splits 9 36 68 12 
 Number of decision trees 
(DT; learners) 
11 439 74 365 
















B Feature standardization 
 
Table B.1 Feature standardization in the support-vector-machine (SVM), using their 
corresponding means and standard deviations 
  
No. Features 
Mean (standard deviation) 
6 classes 7 classes 
1 Slope 0.46 (0.42) 0.45 (0.39) 
2 Intercept -0.01 (0.04) -0.03 (0.05) 
3 Coefficient of determination 1.41 (4.23) 2.53 (4.75) 
4 Average absolute prompt-gamma (PG) shifts 1.87 (2.36) 2.31 (2.50) 
5 Standard deviation of PG shifts 1.06 (1.59) 1.48 (1.86) 
6 Variance of PG shifts 3.62 (10.77) 5.64 (12.23) 
7 Skewness of PG shifts 0.14 (2.51) 0.08 (2.41) 
8 Excess kurtosis of PG shifts 9.81 (27.42) 9.30 (29.47) 
9 Median of PG shifts 0.98 (3.12) 1.64 (3.45) 
10 Minimum of PG shifts -2.78 (4.85) -3.59 (5.51) 
11 10th percentile of PG shifts (P10) -0.40 (1.79) -0.43 (1.89) 
12 90th percentile of PG shifts (P90) 2.08 (4.46) 3.12 (4.85) 
13 Maximum of PG shifts 3.78 (5.68) 5.18 (6.29) 
14 Mode of PG shifts 0.96 (3.96) 1.76 (4.53) 
15 Interquartile range of PG shifts 1.44 (2.44) 2.17 (2.96) 
16 Range of PG shifts 6.57 (9.19) 8.77 (10.62) 
17 Average absolute deviation of PG shifts 0.82 (1.28) 1.19 (1.53) 
18 Robust average absolute deviation of PG shifts 0.61 (1.00) 0.90 (1.19) 
19 Median absolute deviation of PG shifts 0.79 (1.25) 1.15 (1.49) 
20 Coefficient of variation of PG shifts -0.02 (2.19) 0.10 (2.02) 
21 Entropy of PG shifts 1.97 (1.34) 2.39 (1.53) 
22 Uniformity of PG shifts 0.40 (0.24) 0.34 (0.25) 
23 Maximum gradient in histogram of PG shifts 201.08 (340.30) 170.85 (309.91) 
24 Shift at maximum histogram gradient 0.43 (3.77) 1.01 (4.36) 
25 Minimum gradient in histogram of PG shifts -158.83 (332.15) -139.28 (299.95) 




















C Feature correlation 
 
Figure C.1 Feature correlation from training dataset with (a) six classes and (b) seven 
classes: absolute Pearson’s linear correlation coefficient is displayed in the table. The 
absolute value of coefficient represents the strength of correlation. A value of 1.0 indicates 
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