We present a study of 33 Kepler planet-candidate host stars for which asteroseismic observations have sufficiently high signal-to-noise ratio to allow extraction of individual pulsation frequencies. We implement a new Bayesian scheme that is flexible in its input to process individual oscillation frequencies, combinations of them, and average asteroseismic parameters, and derive robust fundamental properties for these targets. Applying this scheme to grids of evolutionary models yields stellar properties with median statistical uncertainties of 1.1% (radius), 1.7% (density), 3.3% (mass), 4.4% (distance), and 14% (age), making this the exoplanet host-star sample with the most precise and uniformly determined fundamental parameters to date. We assess the systematics from changes in the solar abundances and mixing-length parameter, showing that they are smaller than the statistical errors. We also determine the stellar properties with three other fitting algorithms and explore the systematics arising from using different evolution and pulsation codes, resulting in 1% in density and radius, and 2% and 7% in mass and age, respectively. We identify the initial helium abundance as a source of systematics comparable to our statistical uncertainties, and discuss future prospects for constraining this parameter by combining asteroseismology and data from space missions. Finally we compare our derived properties with those obtained using the global average asteroseismic observables along with effective temperature and metallicity, finding an excellent level of agreement. Owing to selection effects, our results show that the majority of the high signal-to-noise ratio asteroseismic Kepler host stars are older than the Sun.
INTRODUCTION
The CoRoT and Kepler missions have revolutionised the quality and quantity of data that are available for the analysis of solar-like oscillations (see e.g., Chaplin & Miglio 2013) . As a result, asteroseismology of solar-type stars has matured into a powerful tool to help characterise extrasolar planetary systems. Even a relatively straightforward analysis of solar-like oscillations can usually provide the surface gravity and mean density of an exoplanet host star with a typical precision much higher than the constraints available from transit modelling (e.g., Huber et al. 2013b , Van Eylen et al. 2015 . With an independent effective temperature constraint, a precise stellar radius from asteroseismology can be obtained and used to determine the absolute planetary radius from transit photometry. The asteroseismic mass provides the absolute scale of the orbit, and when combined with transit-timing or radial velocity measurements yields the absolute planetary mass (Carter et al. 2012; Marcy et al. 2014) . The asteroseismic age can be used to assess the dynamical stability of the system, and to establish its chronology with respect to other planetary systems. For the best and brightest targets, asteroseismology can also provide an independent determination of the stellar rotation rate and inclination Van Eylen et al. 2014; Davies et al. 2015) . This can be used to probe spin-orbit alignment for systems without RossiterMcLaughlin (R-M) measurements during transit, and it provides the full three-dimensional orientation when R-M measurements are available (e.g., Benomar et al. 2014; Lund et al. 2014) . As a further matter, lower limits on the surface gravities of exoplanet-host stars can still be placed in the event of a non-detection of solar-like oscillations .
Prior to the CoRoT and Kepler missions, solar-like oscillations were extremely difficult to observe for anything but the Sun, and data only existed for a handful of the brightest stars in the sky (e.g., Bouchy & Carrier 2001; Carrier, Eggenberger & Bouchy 2005; Arentoft et al. 2008) . With the advent of space-born asteroseismic observations, thousands of detections have been possible for stars in different evolutionary stages (e.g., De Ridder et al. 2009; Huber et al. 2011) . The focus of recent efforts has been to develop uniform data analysis and modelling strategies (Appourchaux et al. 2012; Chaplin et al. 2014) , and to optimise the precision of asteroseismic inferences by matching the individual oscillation frequencies or ratios of characteristic frequency separations (Silva Aguirre et al. 2013; Metcalfe et al. 2014) . These techniques typically improve the precision by a factor of two or more over methods that only use the global oscillation parameters (e.g., Mathur et al. 2012; Silva Aguirre et al. 2013; Lebreton & Goupil 2014) , but the absolute accuracy is difficult to assess. Initial comparisons for the small samples of dwarfs and subgiants with well-determined distances and interferometric observations suggest consistency at the level of 4-5% in stellar radii (Silva Aguirre et al. (2012) ; Huber et al. (2012) , see also Miglio et al. (2013a) for a summary).
Future space-based photometry and astrometry, as well as complementary data from ground-based networks, will soon yield improved asteroseismic constraints for many exoplanet host stars. Observations of bright stars and clusters in the ecliptic plane have already started with K2 (Howell et al. 2014) , and the TESS mission will soon obtain similar data over the entire sky (Ricker et al. 2014) . At the same time, the Gaia mission will determine improved parallaxes for all of these targets (Perryman et al. 2001) , yielding luminosity constraints that could help break intrinsic parameter correlations in stellar models. The PLATO mission will build upon these successes with extended time-series of many fields around the Galactic plane (Rauer et al. 2014) , while ground-based spectroscopy from the Stellar Observations Network Group (SONG, Grundahl et al. 2008 ) will complement the satellite data for the brightest stars in the sky. Now is the time to address the underlying sources of systematic uncertainty in stellar properties determination, before this next deluge of observations. Exploration of biases in asteroseismic models and fitting methods for individual targets has been made (e.g., Miglio & Montalbán 2005; Lebreton & Goupil 2014) , and we intend in this study to complement these efforts using a larger sample of stars together with a range of evolutionary and pulsation codes, and fitting algorithms.
In an accompanying paper (Davies et al. 2015 , in preparation) the extraction of individual frequencies, combinations, and derivation of correlations has been performed for a sample of Kepler Objects of Interest (KOIs) with highquality asteroseismic observations. We make use of these data to determine a robust set of fundamental properties, including ages, by introducing a new BAyesian STellar Algorithm (BASTA) and grids of evolutionary tracks specially constructed for this purpose. Our modelling strategy initially adopts this fitting algorithm and applies it to a fixed set of observables and modelling ingredients, and uses the results as the comparison basis for quantifying the impact of additional input physics (e.g. diffusion, convective overshoot, mixing-length, composition) in a systematic manner. We further explore the effects introduced by choosing different sets of asteroseismic observables, evolutionary and pulsation codes, as well as treatment of the pulsation data by determining stellar properties with three asteroseismic pipelines widely used in the literature. This paper is organised as follows. In Section 2 we describe the target sample and define the observational quantities to be matched, while our new model grids and Bayesian analysis scheme are outlined in Section 3. The main results are discussed in Section 4, including a study of systematic uncertainties introduced by changes in the input physics and a thorough comparison with the results of asteroseismic fitting algorithms described in Appendix A. We use our derived stellar properties to check for consistency with the results from empirical scaling relations in Section 5, and explore possible correlations of planetary properties with age in Section 6. Conclusions and closing remarks are given in Section 7.
TARGET SELECTION AND DATA
Our sample has been extracted from the 77 exoplanet host stars presented in Huber et al. (2013b) . These stars show clear signatures of stochastically excited oscillations with power spectra characterised by a gaussian-shaped envelope centred on the frequency of maximum power νmax. Pulsation Figure 1 .Échelle diagram of two selected targets from the sample. Symbols depict the different angular-degree values = 0 (circles), = 1 (triangles), and = 2 (squares). Uncertainties in some frequencies are smaller than symbol sizes. Left: Kepler-409 shows the quasi-vertical alignment of its ridges as expected from pure p-mode frequencies. Right: Kepler-36 presents signature of modes with mixed character in the = 2 ridge at ∼1070 µHz.
modes of the same angular degree and consecutive radial order n are separated in frequency by a roughly constant spacing, known as the large frequency separation, defined as ∆ν (n) = ν n, − ν n−1, .
(1) Huber et al. (2013b) determined (for all 77 targets) the effective temperature T eff and surface composition [Fe/H] from high-resolution spectroscopy, as well as the global average seismic parameters ∆ν and νmax. From this sample, 35 stars have observations with high enough signal-tonoise-ratios (SNRs) for reliable individual frequencies to be extracted (see companion paper by Davies et al. 2015, in preparation) . Typically, more than six consecutive modes are detected for each angular degree = 0 − 2 allowing the construction of frequency combinations that aim at isolating the contribution of the inner structure from that of the outer layers. In particular, the frequency ratios r02, r01, and r10 defined as (Roxburgh & Vorontsov 2003) 
where d02(n) = νn,0 − νn−1,2 is the small frequency separation and d01(n) and d10(n) are the smooth 5-point small frequency separations:
The methods considered in this paper to determine stellar properties use different sets of asteroseismic observables in their optimisation procedure (for details see sections 3.2 and 4.3 below, as well as Appendix A): only the individual oscillation frequencies, only the frequency ratios, or a weighted average of both sets. For reference, typical uncertainties in the three closest frequencies to νmax are ∼0.3 µHz (and below 0.1 µHz in the best cases), while fractional uncertainties in the same range for the frequency ratios are ∼7% (and smaller than 3% in the highest SNR stars, further details can be found in the accompanying paper of Davies et al. 2015, in preparation) . The advantage of using the ratios instead of the individual modes of oscillation is that they effectively suppress the contributions from the poorly modelled surface layers (see e.g., Roxburgh 2005; Otí Floranes, Christensen-Dalsgaard & Thompson 2005; Silva Aguirre et al. 2011a) , and are insensitive to the line-of-sight Doppler velocity shift (Davies et al. 2014 ). This allows direct comparison of theoretical frequencies with the observed quantities without resorting to a surface correction, such as the power-law term applied to a solar model to reproduce the helioseismic observations (e.g., Kjeldsen, Bedding & Christensen-Dalsgaard 2008) . Moreover, it has been shown that use of the frequency ratios provides the most precise results on asteroseismic ages as compared to fitting individual frequencies or using the scaling relations (Silva Aguirre et al. 2013; Lebreton & Goupil 2014) .
The ratios and their corresponding covariance matrices have been obtained directly from the MCMC chains following the procedure described in Davies et al. (2015, in preparation) . It is customary to write the ratios r01(n) and r10(n) as one unique set of observables, called r010 (see, Silva Aguirre et al. 2013) :
While the frequency ratios provide a reliable proxy of the conditions in the deep stellar interior, their formulation is based on the assumption that the oscillation frequencies behave purely as pressure modes (Roxburgh & Vorontsov 2000, 2003, and references therein) . Once a star exhausts its central hydrogen supply at the end of the main-sequence phase, its core contracts rapidly resulting in coupling between the propagation cavities of purely acoustic p modes and gravity g modes. Consequently, an oscillation mode can take mixed character and behave as a g mode in the central parts of the star while retaining its p-mode character in the outer layers; this feature is clearly visible in theéchelle diagram (Grec, Fossat & Pomerantz 1983) as an avoided crossing (Aizenman, Smeyers & Weigert 1977) .
The surface amplitudes of these mixed modes are smaller than those of pure p-modes and they are therefore harder to detect. Two of the 35 targets show clear evidence of modes with mixed character in their = 1 frequencies, for which the ratios are not applicable. Their analysis will be presented elsewhere using tools especially designed for dealing with these types of oscillation modes (e.g., Deheuvels & Michel 2011; Benomar et al. 2012) . A few of the remaining 33 stars show some hint of mixed modes starting to develop or seemingly present in their = 2 ridges. In these cases only the quantity r010 was matched as described in Section 3.2. Figure 1 shows theéchelle diagram of two KOIs from our sample. The mixed-mode nature in the = 2 ridge around ∼1070 µHz is very clear in the case of Kepler-36, while the ridge is completely smooth (and thus p-mode like) in the less evolved star Kepler-409.
The final sample of stars included in this study is shown in Fig. 2 together with theoretical stellar evolution tracks. Our targets span a wide range of effective temperatures (5050 < T eff < 6450 K), metallicities (−0.4 < [Fe/H] < +0.30 dex), and evolutionary stages that will require the inclusion of different input physics to correctly determine their intrinsic properties.
STELLAR MODELS AND STATISTICAL ANALYSIS
The following sections describe the physical processes included in our stellar models, the Bayesian approach, assumptions and observables used to determine the central values and statistical uncertainties, and the adopted set of spectroscopic constraints of our targets. To test the effects in our derived stellar properties of different input physics, as well as properly accounting for systematic uncertainties in our results, we computed several grids of evolutionary tracks changing one physical ingredient at the time.
Grids of evolutionary models
We have computed grids of stellar models using the Garching Stellar Evolution Code (GARSTEC, Weiss & Schlattl 2008) , summarised in Table 1 Ferguson et al. (2005) for low temperatures, the NACRE compilation of nuclear reaction rates (Angulo et al. 1999 ) including the updated 14 N(p, γ) 15 O reaction from Formicola et al. (2004) , and the mixing-length theory of convection as described in Kippenhahn, Weigert & Weiss (2012) .
In our computations the quantity [Fe/H] is defined as [Fe/H] = log(Zsur/Xsur) − log(Zsur/Xsur) , where Zsur and Xsur correspond to the surface heavy element and hydrogen fractions, respectively. This relation between [Fe/H] and Z/X is only valid if the element distribution relative to iron is the same in the observed star as in the Sun. A measurement of alpha abundances [α/Fe] is available from highresolution spectroscopy for one of our targets (Kepler-444, see Campante et al. 2015) . Their obtained average value of [α/Fe] = +0.26 ± 0.07 has been transformed to Z/X using the prescription of Salaris, Chieffi & Straniero (1993) .
The initial compositions of our evolutionary models were determined using a helium-to-metal enrichment law anchored to the Big Bang nucleosynthesis primordial values of Z0 = 0.0 and Y0 = 0.248 (Steigman 2010) . A linear fit to the initial abundances of a solar calibration results in a relation close to ∆Y /∆Z = 1.4, which is the one adopted in our grids (see e.g., Pietrinferni et al. 2004 ). The impact on stellar parameters of variations in the ratio between helium and heavy elements is explored in Section 4.4.
The efficiency of convection was determined from a standard solar calibration using microscopic diffusion (Thoul, Bahcall & Loeb 1994 ) and the Grevesse & Sauval (1998) solar mixture, resulting in αMLT = 1.791. Since GARSTEC does not include the effects of radiative levitation or turbulent mixing below the base of the convective envelope, we have restricted the calculations of the grid with diffusion to masses below 1.2 M (see Turcotte, Richer & Michaud 1998) . Our diffusion grid comprises masses between 0.7 M -1.2 M in steps of 0.01 M and initial compositions of −0.65 < [Fe/H]< +0.50 in steps of 0.05 dex. This mass range has been extended in our standard grid (i.e., without diffusion) to 0.7 M -1.8 M , also in steps of 0.01 M . Note that we have kept the value of αMLT constant in these grids because solar models calibrated with and without diffusion show variations in this parameter of ∆αMLT ∼ 0.12 (see, e.g., Ciacio, Degl'innocenti & Ricci 1997) . Our intention is to explore systematic uncertainties by changing one parameter at the time, and as part of this effort we explore larger changes in αMLT (see below).
Furthermore, we constructed a grid including convective overshooting in the diffusive approach implemented in GARSTEC (see Section 3. Thoul, Bahcall & Loeb (1994) . Overshooting is incorporated as an exponential decay of the convective velocities (see, Weiss & Schlattl 2008) . Its efficiency has been calibrated with open clusters to ξ = 0.016 (Magic et al. 2010 2011a) and is roughly equivalent to the αov = 0.2 pressure scale heights commonly obtained when instantaneous mixing in the overshoot region is used. Additional grids of models were constructed changing the value of the mixing-length parameter and the reference set of solar abundances (called GS98al+, GS98al−, and AS09 in Table 1 , see also Section 4.2 below). The input physics of the grids is detailed in Table 1 , and we will use the naming convention given there for the remainder of this paper.
For hundreds of models along each evolutionary track, we calculated theoretical oscillations frequencies using the Aarhus Adiabatic Oscillation Package (ADIPLS, Christensen-Dalsgaard 2008a). Each grid comprises over half a million models fully covering the spectroscopic and asteroseismic parameter space of our targets. The final stellar properties for our targets have been obtained with either the GS98dif or the GS98ove grids, for reasons thoroughly discussed in Sections 4.1.1 and 4.1.2 below.
Bayesian approach
The stellar properties of each star are determined using an adapted version of the Bayesian approach described in Serenelli et al. (2013) that we have named the BAyesian STellar Algorithm (BASTA). If v is a set of model stellar parameters (e.g. mass, composition, age), and O the observed data, then according to Bayes' rule the probability density function (PDF) of v given O is
Here, L (O|v) is the likelihood of O given v and p (v) is the prior PDF of v representing any prior knowledge on these quantities. To determine p (v) we considered the following. The studied sample is comprised of stars presenting transit-like signals in their light curves, as well as stochastically excited oscillations. Since the selection function of pulsating exoplanet candidate host star observed by Kepler is complex, we cannot determine a prior probability for stellar properties based on these characteristics. Therefore, we assume a flat prior in [Fe/H] and age including only a strict cut on the latter at 15 Gyr (to properly construct the age PDF of old stars), and we use a standard Salpeter Initial Mass Function.
We compute the likelihood of the observed values O given a set of model parameters v assuming Gaussian distributed errors. BASTA is flexible in its input, and the observables included can be the spectroscopic parameters (T eff , [Fe/H], log g), the individual oscillation frequencies, the global average asteroseismic parameters ∆ν and νmax, the frequency ratios r02 and r010 defined in Equations 2 and 6, or any combination of the aforementioned quantities. The construction of the ratios introduces correlations as a function of frequency which are taken into account in the likelihood calculation of each model:
where C is the covariance matrix of the observed values o obs , and o model are the same quantities determined from the model. For computational efficiency we preselect models for determining the likelihood within 500 K and 0.5 dex of the spectroscopic T eff and [Fe/H] values, and having an average large frequency separation ∆ν within 15% of the observed one (approximately 3-σ from the median uncertainty for the majority of the asteroseismic Kepler solar-type sample, see Chaplin et al. (2014) ). The value of ∆ν in the models is obtained using theoretical frequencies of oscillation following the prescription of White et al. (2011) (see section 5 below).
Our final values for stellar properties of all targets were determined with BASTA and GARSTEC grids using T eff , [Fe/H] , and the frequency ratios r010 and r02 as the observables included in the likelihood calculation (except in a few cases where only r010 was fitted because = 2 mixed modes prevented us from using r02, see section 2). For comparison we have also determined all stellar properties using the individual oscillation frequencies (see Section 4.3) and the global average parameters ∆ν and νmax (see Section 5) as the asteroseismic data to be fitted.
Recently, Roxburgh & Vorontsov (2013) proposed that fitting the separation ratios r010 and r02 as a function of radial order could lead to biases in the determined stellar structure, and recommended comparing observations with models by interpolating the theoretical ratios at the observed central frequencies. We have implemented this fit in BASTA and found no significant difference with the results obtained when comparing at a fixed radial order. Similar conclusions were given by Lebreton & Goupil (2014) (see their Appendix A.1).
Once the probability density function has been computed using the definitions above, the marginalised posterior PDF of any stellar quantity x is obtained as
where wv are the appropriate weights used to account for the volume of parameter space occupied by a stellar track point characterised by v, i.e. half the distance to its neighbouring points in mass, metallicity, and age. The final values reported for each stellar quantity are obtained from the median of the posterior PDF and the 16 and 84 percentiles.
Spectroscopic input parameters
We initially adopted the spectroscopic values reported in Huber et al. (2013b) as input parameters in the Bayesian procedure described above. Since this approach allows determination of the posterior PDF from models of any stellar quantity, comparison showed that in two stars the best asteroseismic solutions favoured atmospheric parameters not compatible with the spectroscopic ones. To explore the reasons for this discrepancy, we have made a new determination of T eff and [Fe/H] from high-resolution spectra on these single targets as available on the website of the Kepler Community Follow-up Observing Program (CFOP 1 ). The method takes advantage of the accurate values of the stellar surface gravity, log g, determined from seismic data, which allows a determination of T eff from the requirement that the FeI and FeII lines should give the same Fe abundance. Given that [Fe/H] derived from FeI lines increases by ∼0.055 dex for solar-type stars when T eff is increased by 100 K, and that [Fe/H] based on FeII lines decreases by ∼0.03 dex for the same change in T eff , the method leads to precise values of T eff (±70 K) if the two [Fe/H] values are determined with errors less than ±0.03 dex. This is possible when high-resolution spectra having S/N > 40 are analysed differentially with respect to the Sun. Based on the solar spectrum we have selected 39 FeI and 14 FeII unblended lines in the wavelength region 480−650 nm. Their equivalent widths (EWs), which range from 30 to 80 mÅ in the stellar spectra, were measured by Gaussian fitting to the line profiles and analysed with MARCS model atmospheres (Gustafsson et al. 2008 ) to provide LTE abundances as described in Nissen et al. (2014) . The Fe abundances from FeI lines are subject to small non-LTE effects, which were taken into account using the calculations of Lind, Bergemann & Asplund (2012) . These corrections decrease the derived T eff by 15 to 30 K.
The abundances are based on medium to strong spectral lines that are sensitive to the microturbulence velocity ξ turb . This parameter is not well constrained from the set of lines used, and we have therefore adopted a relation ξ turb (km/s)= 1.0 + 0.00063(T eff − 5777) − 0.54(log g − 4.44) derived for solar-type stars with high S/N HARPS spectra (Nissen et al. 2014) . The derived T eff is not very sensitive to ξ turb , because the two sets of FeI and FeII lines have about the same average EW. For an estimated error of 0.2 km/s in ξ turb , the error in T eff is 25 K, whereas the corresponding The results obtained are given in Table 2 . The listed errors correspond to the uncertainties in [Fe/H] estimated from the line-to-line scatter of the derived abundances. The small errors arising from the uncertainties in log g and ξ turb were added in quadrature. For the two stars in Table 2 
RESULTS
To determine the final stellar properties and uncertainties of our sample, we have devised the following procedure. The central values and statistical uncertainties were obtained using the BASTA and a choice of GARSTEC grids including different input physics as described in Section 4.1. These are the recommended stellar properties of the sample and are listed in Table 3 . We then explored the impact of changing the reference solar abundances and mixing-length parameter (section 4.2) to estimate a systematic uncertainty from the input physics. We then compared our results with those obtained from three different asteroseismic pipelines, providing a systematic uncertainty arising from the use of different evolution codes and fitting algorithms (section 4.3). Finally, we estimated a systematic uncertainty arising from our choice of ∆Y /∆Z = 1.4 (section 4.4), and discuss the possibility of breaking the degeneracy between helium and mass using Gaia results.
Adopted physics for stellar properties and statistical uncertainties
The BASTA described in Section 3.2 was initially applied to the sample using the standard grid (GS98sta, see Table 1). Figure 3 shows the obtained distribution of masses for the targets, encompassing a range between ∼0.75−1.6 M .
There are several physical processes that can considerably affect the main-sequence evolution of stars, but whose efficiency and range of applicability is not fully constrained by theory or independent observations. We explore in the following sections the cases of microscopic diffusion and overshooting.
Microscopic diffusion
In the low-mass regime, neglecting the effects of microscopic diffusion can have significant impact on the determined properties. If stars are indeed subject to element settling throughout their main-sequence lifetimes, the derived ages can be particularly biased (e.g., Valle et al. 2014b ). Evidence for the occurrence of microscopic diffusion is clear for the Sun (e.g., Guzik & Cox 1993; Christensen-Dalsgaard, Proffitt & Thompson 1993) and has been growing in recent years for star clusters (see e.g., Korn et al. 2007; Gruyters et al. 2013; Önehag, Gustafsson & Korn 2014) revealing the importance of this process in low-mass stars. Using the grid of models that includes the effects of diffusion (GS98dif) we have redetermined the stellar properties of all stars with masses predicted from the standard grid to be below ∼1.2 M . The top panel of Fig. 4 shows the resulting fractional mass differences, with the two determinations typically agreeing within ∼2.5%. There is no visible trend as a function of metallicity although the largest differences are found for the most metal-poor stars, as expected (see e.g., Valle et al. 2014b ). However, the ages predicted by the standard grid are systematically older than those based on diffusion (bottom panel in Fig. 4 ). Since the masses determined from both grids agree on average, this behaviour is not what would be expected from a pure mass effect and is a consequence of several physical effects combined that balance each other.
Stellar models that include microscopic diffusion sink helium and heavy elements while diffusing hydrogen towards the surface during their main-sequence lifetime. This process effectively reduces the amount of fuel available in the core producing a faster main-sequence evolution and therefore decreasing the age a model has at a given mean density. Interestingly the effects of diffusion on age counterbalance those expected from a pure mass effect, since even if the mass predicted by the non-diffusive model is higher than the diffusive one its age remains older. Thus, despite not producing biases in the masses determined, the use of diffusion does af- fect the ages obtained from asteroseismic fitting and should be taken into account in the relevant regime. Similar results were found by e.g., Miglio & Montalbán (2005) ; Valle et al. (2014a) , where models with diffusion predict younger ages than those not including this effect.
Compared to canonical models, the transport of chemical species by microscopic diffusion produces different composition profiles and therefore different opacity values through the stellar interior. As a consequence, evolutionary tracks computed with the same initial chemical mixture including or not these effects will also show a different effective temperature evolution during the main-sequence phase. An example of the effects played by microscopic diffusion is shown in Fig. 5 . These results are obtained for Kepler-93 using the frequency ratios r010, r02, and spectroscopic pa- rameters as the observational data to be reproduced. The plots depict the χ 2 surface from each grid of models in the T eff versus [Fe/H] plane as well as the observed spectroscopic properties and uncertainties. Due to the number of observables and size of the fractional uncertainties, the fit is dominated by the asteroseismic data and the grid neglecting diffusion favours a parameter space that is not fully compatible with the observed T eff and [Fe/H] of the target. In particular, GS98sta results predict T eff values too high compared with the spectroscopic ones. For this reason, the grid with diffusion has been used for determining the final central values and statistical uncertainties of targets with masses below ∼1.2 M .
One must be cautious when determining uncertainties using the diffusion grid because it suffers from an unavoidable edge effect for masses above ∼1.15 M , where the posterior PDF are artificially cut due to the chosen upper mass limit when constructing the grid (1.20 M ). To ensure a smooth transition in the obtained stellar properties when switching from GS98dif to another grid, we compared the results predicted with GS98sta and GS98ove to those of GS98dif in six targets at the edge of this mass range (KOI-5, Kepler-65, Kepler-25, Kepler-126, KOI-268, and Kepler-129, see Table 3 ). All stars where the GS98dif grid returned central mass values above 1.15 M clearly showed the edge effect in the uncertainties, but the central values in the stellar properties are fully compatible with those obtained from the other two grids (note that the effects of overshooting are not expected to be significant in the 1.15-1.2 M range, see Section 4.1.2 below). The reason is that for these masses, the evolutionary timescale is short enough for the effects of diffusion to be minor. Thus, in our recommended values presented in Table 3 we restrict ourselves to the diffusion grid in all stars with central mass values below 1.15 M .
Convective overshooting
In stars with masses higher than ∼1.1 M the size of the convective core severely affects the age at which central hydrogen exhaustion (the terminal age main-sequence, TAMS) is reached. The extent of the central mixed region is controlled by the convective overshoot efficiency, a free parameter in stellar evolution calculations. There is a wealth of evidence in the literature that convective core sizes are probably larger than those predicted by models applying the pure Schwarzschild criterion for convective boundary determination (e.g., Maeder 1974b,a; Maeder & Meynet 1991; Chiosi, Bertelli & Bressan 1992; Vandenberg et al. 2007 , just to name a few), and recent analyses of Kepler stars have further supported this scenario (Silva Aguirre et al. 2013 ). Thus, we have applied our Bayesian method using the overshooting grid (GS98ove) for all targets and compared the results to those from the standard set of models. Figure 6 shows the fractional difference in mass and age obtained from both grids for stars with masses above 1.1 M . In three targets (Kepler-145, KOI-974 and Kepler-21) the mass and age deviations can be attributed to the quality of the fits: the PDFs of these particular stars show a clearly bimodal distribution (see below). A similar situation is observed in the target at ∼1.5 M , where the large mass and age uncertainty in the GS98sta results is a consequence of its Bayesian results encompassing the secondary peak in the distribution.
Besides the obvious outliers (red squares in Fig. 6 ), differences in the results are noticeable in five targets (HAT-P7, . Figure 7 shows the fractional mass difference as a function of the TAMS ratio, defined as the ratio between the age of each target's best fit model and the age that model has when exhausting its central hydrogen content. The differences in mass appear at TAMS ratio values of ∼0.9 when convective cores are well developed and strongly influence the frequency ratios (Silva Aguirre et al. 2011a) . Moreover, once the stars reach the turn-off at TAMS ratio of ∼1.0 some results are fully compatible while others still show small differences. This might be an indication of asteroseismic data keeping record of past mixing processes in stars once these have evolved slightly beyond the main-sequence phase (see Deheuvels & Michel 2011 , where similar results were found). We note that for our targets with TAMS ratio larger than 1, their best-fit models show evidence of mixed modes with no obvious counterparts in the observations, probably due to their low amplitudes.
The three outliers present in Figs. 6 and 7 (Kepler-145, KOI-974, and Kepler-21) stem from bimodal probability distribution functions obtained from the GS98sta grid, which are not observed in the results when the GS98ove models are used instead. Figure 8 shows the example of KOI-974, where the GS98sta grid favours a star with mass ∼1.27 M that has evolved beyond the main sequence (TAMS∼1.1, see Fig. 7 ). However, there is evidence of a secondary solution at higher masses, close to ∼1.43 M . When using the overshooting grid instead the PDF shows a unique peak at ∼ 1.39 M compatible with the high-mass solution seen in the GS98sta grid. A similar behaviour is observed in the PDFs for Kepler-145 and Kepler-21, where the GS98ove results favour masses consistent with the higher-mass secondary peak in the GS98sta probability distribution function. We note that the bimodal nature of the solution for Kepler-21 had already been pointed out by Howell et al. (2012) .
For the three outliers the inclusion of overshooting produces a better fit to the frequency combinations and argues against the lower-mass peak in the PDF. Since the GS98sta and GS98ove grids cover the same parameter space in terms of initial masses and compositions, we also compared the average likelihood of the grids for these targets and always found better agreement with the overshooting models. In fact, the GS98ove results in all three cases favours stars close to the end of the main-sequence phase (TAMS ∼0.92), where convective cores are well developed and masses determined with the standard grid are slightly higher than with overshooting (see Fig. 7 ). Thus, the final parameters of these three KOIs, given in Table 3 , are those determined from the GS98ove. This solution for Kepler-21 also results in a luminosity and distance compatible with that determined from parallaxes, as described in section 4.4 below. The actual mass value at which extending the convective core size by means of overshooting has an impact in the obtained properties is expected to be between 1.2 − 1.3M , but the quality of the data and mass coverage of the current sample are not adequate to thoroughly test this transition.
Figures 6 and 7 show that this reasonable expectation is consistent with the data. Based of the analysis and comparisons on the input physics discussed in Sections 4.1.1 and 4.1.2, we choose the GS98dif grid to determine the final stellar properties and statistical uncertainties for stars of masses below ∼1.15 M , and the GS98ove grid for the remainder of the sample. These values are given in Table 3 . In terms of internal precision, the median fractional uncertainties returned by the BASTA are 1.1% (radius), 1.7% (density), 3.3% (mass), and 14% (age). We note that the seemingly large fractional uncertainty on the density compared with asteroseismic determinations made by other methods arises from the use of frequency ratios instead of individual oscillation frequencies. The distributions for our sample shown in Fig. 9 correspond to the statistical uncertainties only. To check how robust this error budget is we explore in the next sections the systematic contribution to the uncertainties from the input physics and fitting algorithms.
Systematic uncertainties from input physics
Our central recommended values and statistical uncertainties derived in the previous sections were based on fixed sets of input physics chosen according to our current best knowledge of stellar evolution (i.e., including microscopic diffusion and core overshooting in the relevant mass regimes). In this section we explore the impact on our results from changing two quantities whose values are not yet fully constrained by observations or theory, namely the solar abundances and the mixing-length parameter.
The photospheric composition of the Sun has been revised in recent years inspired by the predictions of 3D model atmospheres (e.g., Asplund, Grevesse & Sauval 2005; Asplund et al. Caffau et al. 2011) . Although these hydrodynamical models of the solar atmosphere are much more realistic than the simple 1D atmospheres used by Grevesse & Sauval (1998) , their results are not in agreement with the helioseismic determinations of the solar internal structure (e.g., Basu & Antia 2008; Christensen-Dalsgaard et al. 2009; Serenelli et al. 2009 ). Similarly, these simulations predict variations in the efficiency of convection as a function of T eff and [Fe/H] (e.g., Trampedach et al. 2014; Magic, Weiss & Asplund 2014) . In hydrostatic evolutionary models this process is mimicked by the mixing-length theory and its efficiency is represented by one parameter (αMLT) calibrated to reproduce the properties of the Sun.
A thorough analysis of the virtues of 3D model predictions compared to those of 1D models goes beyond the scope of this paper, but we are interested in knowing the impact of these results on our fitted stellar properties. For the case of the solar abundances we have chosen to use the compilation of Asplund et al. (2009) since its determinations represent an extreme case with respect to those of Grevesse & Sauval (1998) , while the results of Caffau et al. (2011) lie approximately in between these two determinations. In terms of convective efficiency our standard grid uses a value calibrated to the solar properties; to test the impact of only changing αMLT we have computed grids with the Grevesse & Sauval (1998) abundances varying this parameter by ±0.3, in agreement with the changes predicted by 3D simulations (see e.g., Trampedach et al. 2014) . The resulting sets of models (AS09, GS98al+, GS98al−) are summarised in Table 1 .
The stellar parameters obtained with BASTA and these three grids deviate systematically from the GS98sta results. When comparing to the values obtained with the Asplund et al. (2009) solar abundances, the median and standard deviation of the fractional differences is −0.1 ± 0.3% (density), +0.3 ± 0.3% (radius), +0.9 ± 0.6% (mass), and +4.0 ± 3.3% (age). An increase in the mixing-length parameter on the other hand produces changes at the level of +0.9 ± 0.7% (density), −0.9 ± 0.6% (radius), −2.4 ± 2.2% (mass), and−0.2 ± 9.0% (age), and of opposite sign if the αMLT value is decreased. Given that these differences are always smaller than the statistical errors quoted in the previous section, we have not added them to the error budget given in Table 3 . We consider the dispersions as the major contribution to the uncertainties, and add them in quadrature 2 to quote a reference systematic effect arising from the difference in the input physics of 0.8% (density), 0.7% (radius), 2.3% (mass), and 9.6%(age).
Systematic uncertainties from fitting methods
As described in Sections 3.2 and 4.1, our recommended stellar properties are derived fitting the frequency ratios r010 and r02 and the spectroscopic parameters to two chosen grids of models depending on the mass range. In many asteroseismic analyses it is customary to fit the individual modes frequencies (after applying a suitable surface correction) instead of frequency combinations. To isolate the impact of the choice of fitted seismic observables, we take advantage of the flexibility of BASTA in its input and compute stellar properties fitting the spectroscopic T eff and [Fe/H] and the individual oscillation frequencies (corrected with the Kjeldsen, Bedding & Christensen-Dalsgaard (2008) prescription). The median fractional differences in the results obtained with BASTA+GS98sta using frequencies and ratios is below 0.5% in density and radius, 1% in mass and 7% in age. These values should be considered as a minimum set of systematic uncertainties based only on the choice of observables.
Applying the BASTA to one grid of GARSTEC models corresponds to a single determination of stellar properties at a fixed set of input physics, evolutionary code, pulsation code, and minimisation technique. Throughout the years several algorithms have been developed to reproduce asteroseismic data making use of a variety of stellar evolution and oscillation codes, considering different assumptions on the physics included and the treatment of the data to be fitted. We aim now at determining the systematic uncertainty arising from the use of different fitting pipelines, including the numerics of the evolution and pulsation codes as well as the minimisation routine and chosen data sets.
Bearing this in mind, we have obtained results for our sample of KOIs using three different methods: the ASTEC Fitting (ASTFIT) method, the YALE Monte-Carlo Method (YMCM), and the Asteroseismic Modeling Portal (AMP). To isolate the effects of using different codes and assumptions on data treatment each algorithm has been applied using input physics as similar as possible to the standard GARSTEC grid (GS98sta), i.e., not including the effects of microscopic diffusion nor overshooting. Thus, all comparisons in this Section are made between the results of these fitting algorithms and the BASTA+GS98sta combination. A description of the methods can be found in Appendix A, but we repeat here the main differences in each of the implementations with respect to the BASTA+GS98sta.
The ASTFIT method uses the ASTEC evolutionary code (Christensen-Dalsgaard 2008b) and was applied with the same physics as in the GS98sta grid (including a solarcalibrated mixing-length and ∆Y /∆Z = 1.4). Its main difference with the BASTA are the asteroseismic variables to be fitted: instead of using frequency ratios, this algorithm matches the individual frequencies mimicking the surface effects via a scaled function determined from the frequency corrections found in the solar case (see Appendix A1 for details).
The YMCM differs from the BASTA+GS98sta combination in its evolution code (YREC, Demarque et al. 2008) and its pulsation code (first used in Antia & Basu 1994) . Also, the assumptions on the initial composition are different: no helium to metal enrichment ratio is applied and the initial helium abundance is a free parameter in the minimisation process. The stellar properties are obtained from a weighted average of the fit to the individual frequencies (with a solar-function correction for surface effects, see Appendix A2), the ratios, and the spectroscopic constraints. YMCM takes into account the correlations introduced by the construction of the frequency ratios (see equations 2 and 3).
In the case of the AMP the evolution and pulsation code are the same as in ASTFIT (Metcalfe, Creevey & Christensen-Dalsgaard 2009). However its standard configuration adjusts both the mixing-length parameter and initial abundances when searching for the best fit model. The latter is found using a weighted average between the fit to the individual frequencies (corrected with the Kjeldsen, Bedding & Christensen-Dalsgaard (2008) formulation), the frequency ratios r010 and r02 and the spectroscopic constraints (see Appendix A3). Correlations are not taken into account in the frequency combinations and these are assumed to be independent. Figure 10 shows the fractional differences obtained in mean density and radius from the different methods. It is worth noticing that the YMCM could not provide a solution in four cases where the best fit was found for helium abundances below the standard Big Bang nucleosynthesis (SBBN) value of Y0 = 0.248. There is overall good agreement in the results, with the AMP values showing a larger scatter than the other two methods. The closest matches are obtained between the BASTA and ASTFIT; not surprisingly since these are computed with the exact same input physics. Median differences and standard deviations in densities and radii are below the ∼1% level, while the comparison with the YMCM and AMP leads to median differences of the same order but a larger scatter (∼2%). This is a remarkable level of agreement considering the variety of evolutionary and pulsation codes used as well as the treatment of asteroseismic data.
There is evidence of a metallicity dependence in the density and radius differences between the BASTA and YMCM results, while the comparison with the AMP does not suggest any correlation with the spectroscopic parameters. Similar features can be seen in Fig. 11 , where the fractional differences in mass and age are shown. Once again there is excellent agreement between the BASTA and ASTFIT, with median and standard deviations in mass and age of 0.8 ± 2% and 1.2 ± 9% respectively and within the uncertainties in practically all cases. The previous trends with spectroscopic parameters remain with respect to the YMCM and AMP, namely a metallicity dependence in the first case and seemingly random scatter in the second one. This leads to mass estimates differing by up to ∼15% and, via the mass-age correlation, to corresponding age differences of more than 40%.
While the origin of these discrepancies will be explored in the following section, for the sake of the current analysis we use the scatter in the comparison between the BASTA and the ASTFIT results as a measurement of the systematic uncertainty arising purely from evolutionary codes and fitting methods, which conservatively accounts for 1% in density and radius, 2% in mass, and 9% in age. This level of agreement is comparable to the one obtained with BASTA+GS98sta when changing the observables from ratios to individual frequencies, showing that remarkably precise determinations of stellar properties are possible from asteroseismology despite the use of different evolutionary codes as long as the considered input physics is kept as similar as possible.
Systematic uncertainties from the initial helium abundance
To understand now the origin of the discrepancies between YMCM, AMP, and the BASTA+GS98sta combination highlighted in the previous section, we naturally focus on the parameters that have been treated differently in the algorithms. The bottom panels in Fig. 12 show the fractional mass difference as a function of the difference in the initial helium abundance. In both cases a correlation between ∆M/M and ∆Yini can be seen, with higher masses predicted by the YMCM and AMP for lower values of the initial helium fraction. A similar trend can be seen when comparing the luminosities (middle panels in Fig. 12 ), which turns out to be a consequence of the different weights each fitting method gives to the spectroscopic constraints (see Appendix A and section 3.2 for details).
Since there is good agreement in the median density and radii determined by all pipelines (better than 2% with a larger scatter for AMP), differences in luminosity arise from differences in effective temperature of each model. The top panels of Fig. 12 show the match to the spectroscopic T eff value predicted by each algorithm, revealing a very close agreement between these codes and the spectra (mean difference of 20 K and 35 K for AMP and YMCM, respectively). ASTFIT and the BASTA on the other hand predict T eff values systematically higher than the spectroscopic ones at a level of ∼45 K and 70 K, respectively. The reason for this difference is that the AMP and YMCM have the flexibility to fit T eff at a fixed radius by changing the luminosity via its strong dependence on the molecular weight and thus the helium abundance. Our final results from the BASTA given in Table 3 do not suffer from this systematic offset in T eff as they include microscopic diffusion which effectively compensates for this effect as shown in Fig. 5 (see also discussion in section 4.1).
The initial helium abundance in low-and intermediatemass stars is a poorly constrained quantity as helium lines are not detectable in their spectra. Usually these abundances are computed assuming a linear enrichment law ∆Y /∆Z anchored to primordial values (Y0, Z0) determined from SBBN or a solar calibration. The actual slope of the relation has been determined from different sources such as low-mainsequence stars in the solar neighbourhood (Jimenez 2003; Casagrande et al. 2007) , galactic and extragalactic H-II regions (Balser 2006) , and stellar evolution theory for a given initial mass function (e.g., Chiappini, Renda & Matteucci 2002) . There is no consensus yet on the relation being linear across all metallicity values or the slope changing for different types of stars and metallicity ranges. However, there is broad agreement on the expected range for the relation being between 1 ∆Y /∆Z 3 (except for some very pecu- Figure 11 . Fractional differences in stellar mass and age for the three fitting methods compared to the BASTA results as a function of spectroscopic metallicity, given as (BASTA-other).
liar objects such as ω Centauri, see Norris 2004) . Depending on the chosen solar composition, determination of the initial helium abundance of the Sun agrees with a slope of 1.7 ∆Y /∆Z 2.2 (see Serenelli & Basu 2010) . Figure 13 compares the predictions of helium to metal enrichment laws of different slopes with the initial abundances determined by the YMCM and AMP. We remind the reader that the BASTA and ASTFIT results are anchored to ∆Y /∆Z = 1.4 and therefore follow a straight line if plotted in the figure. As expected, a large majority of the YMCM results lie below this line and in many cases very close to the primordial SBBN value which was used as a hard edge in the modelling procedure. The AMP results on the other hand only force a hard cut in Yini = 0.22 and show a much larger scatter as well as five targets with initial helium abundances below the SBBN line. This occurs for stars both at low metallicities and at and above the solar value (Zini ∼ 0.018). The AMP also predicts high initial helium for stars of metallicity lower than the Sun, which occurs only for one case in the YMCM results.
Only two of our targets have available Hipparcos parallaxes from Van Leeuwen (2007): Kepler-21 (π = 8.86 ± 0.58 mas) and KOI-3158 (π = 28.03 ± 0.82 mas). Using the asteroseismic log g value and spectroscopic metallicity, we applied the InfraRed Flux Method (see section 4.5) to determine the bolometric flux and the luminosity of the stars. The resulting values of L/L = 5.54 ± 0.78 (Kepler-21) and L/L = 0.38 ± 0.03 (KOI-3158) are compatible with those determined with the BASTA (see Table 3 ). ASTFIT predicts the correct luminosity for KOI-3128 (L/L = 0.35 ± 0.02) while its determination for Kepler-21 results in a slightly lower value than observed (L/L = 4.59 ± 0.11). The reason for this discrepancy is that ASTFIT favours the lowmass solution in the bimodal mass distribution observed for Kepler-21 (see section 4.1); the final results of the BASTA are based on the overshooting grid that favours a highermass value. Top panels: difference in effective temperature between the spectroscopically measured one and that extracted from the fitting methods. Middle panels: fractional differences in the luminosities predicted by the codes. Bottom panels: Fractional mass differences between codes. See text for details.
(Yini ∼ 0.258). The resulting mass of Kepler-21 is higher than that from ASTFIT but the luminosity is lower as a consequence of the difference in initial helium abundance at compositions closer to solar (Yini ∼ 0.270).
The correlation between mass and helium abundance severely affects asteroseismically derived stellar properties, and has recurrently appeared in studies fitting individual frequencies (e.g., Mathur et al. 2012; Metcalfe et al. 2014) . Assessing if the sub-SBBN results have astrophysical meaning goes beyond the scope of this paper, but the dependence on helium abundance of asteroseismic solutions needs to be further investigated and thoroughly understood. In order to estimate an uncertainty arising from the changes in initial helium content, we compare the results of BASTA, YMCM, and AMP for the subset of targets falling within the expected range of 1 ∆Y /∆Z 3. There are five and nine targets fulfilling this criterion in the YMCM and AMP results, respectively (see Fig. 13 ). The average standard deviations around the median of the results are 1.6% (radius), 1.7% (density), 3.6% (mass), and 16.8% (age). These uncertainties are comparable to the statistical ones obtained with BASTA+GARSTEC grids, as described at the end of section 4.1.
In an initial attempt to solving the issue of asteroseismic analysis favouring sub-SBBN helium models, we consider the correlation of properties with initial helium abundances shown in Fig. 12 . Our results for the two targets where parallax-derived luminosities are available suggest a better agreement with grids computed assuming ∆Y /∆Z = 1.4, although the uncertainties are still rather large and AMP results are only slightly more than 1 σ away in Kepler-21. We expect much tighter observational constraints on the luminosity from the Gaia mission that will essentially translate into a constraint on Yini, breaking the degeneracy and subjecting the ∆Y /∆Z relation to an additional test from asteroseismology.
Distances
We have determined distances to our targets combining the results of the InfraRed Flux Method (Casagrande et al. 2010 ) with asteroseismically determined stellar parameters (Silva Aguirre et al. 2011b ). This technique has been shown to provide accurate Hipparcos-quality distances for individual targets (Silva Aguirre et al. 2012 ) and has been recently applied to the first Galactic Archaeology study of the Kepler field (Casagrande et al. 2014 ).
In its current implementation the method relies on multi-band griz photometry from the original Kepler Input Catalogue (KIC, Brown et al. 2011) , JHKS magnitudes from 2MASS, and the spectroscopically determined metallicity to recover the bolometric flux as a function of surface gravity. The precise log g values obtained from asteroseismology are included in an iterative process until convergence in reddening and effective temperature is achieved (see section 3 in Silva Aguirre et al. 2012 , for details).
Unfortunately only 22 of our 33 targets have reliable KIC photometry taken in all griz filters, and we have initially determined distances for this subsample using the combination of the IRFM and asteroseismology. With the aim of providing a complete and homogeneous set of stellar distances for the full cohort, we have used the J −KS angular diameter calibration of Casagrande, Portinari & Flynn (2006) to obtain distances to all targets, and compared them to the full IRFM results. For the 22 targets, the median and standard deviation of the fractional distance difference between both determinations is 0.3 ± 5.1%, showing that the calibration works well for the selected sample. The distances given in Table 3 for all targets have been determined from the colourangular diameter calibration, and have a fractional median uncertainty of 4.4%.
The two stars in our sample with measured Hipparcos parallaxes allow for an independent check on our distances. The resulting values of d = 112.9 ± 7.4 pc for Kepler-21 and d = 35.7 ± 1.04 pc for KOI-3158 are compatible within their uncertainties to those determined by our method (114 pc and 33 pc respectively, see Table 3 ).
COMPARISON WITH ASTEROSEISMIC SCALING RELATIONS
The analysis presented in the previous sections has been possible for a subsample of almost half the currently studied KOIs where asteroseismic data are available. In the rest, SNRs are too low or the frequency resolution not sufficiently high to robustly extract individual oscillation frequencies (see e.g., Chaplin et al. 2014) . Under these circumstances, asteroseismic determination of stellar parameters is carried out based on the properties of the readily extractable average global parameters ∆ν and νmax. The former quantity is a proxy of the mean stellar densityρ (Ulrich 1986) , while the latter has been shown to scale with the surface gravity and effective temperature (Brown et al. 1991; Bedding & Kjeldsen 2003) :
Here,ρ and T eff, correspond to the solar properties. Consequently, ∆ν and νmax are the basis of the asteroseismic scaling relations
where ∆ν and νmax, are the solar values as determined by the same method used to analyse the data. When a determination of T eff is available, equations 13 and 14 provide masses and radii independent of any stellar models (e.g., Stello et al. 2008; Silva Aguirre et al. 2011b ). Coupled to evolutionary tracks the asteroseismic scaling relations can also provide an age estimation via the so-called grid-based method, that matches the spectroscopic constraints and measured ∆ν and νmax to the same values predicted from stellar models (e.g., Basu, Chaplin & Elsworth 2010; Gai et al. 2011; Silva Aguirre et al. 2014; Lundkvist, Kjeldsen & Silva Aguirre 2014) . These techniques have been extensively used in characterisation of the CoRoT and Kepler samples (e.g., Mosser et al. 2010; Huber et al. 2014) , studies of open clusters (e.g., Basu et al. 2011; Stello et al. 2011) , galactic archaeology (e.g., Miglio et al. 2013b; Casagrande et al. 2014) , and will form the basis of asteroseismic analysis for the vast majority of targets observed by the repurposed Kepler mission (K2, Howell et al. 2014) .
The ∆ν relation in equation 11 has direct theoretical foundation while the νmax scaling in equation 12 is mostly an empirical relation (although see Belkacem et al. 2011) . For these reasons the asteroseismic scaling relations need to be thoroughly tested and calibrated, and have been the subject of scrutiny in the past few years. Studies have shown that radii of main-sequence stars predicted from asteroseismology agree with determinations from parallaxes and interferometry (Silva Aguirre et al. 2012; Huber et al. 2012; White et al. 2013) , while asteroseismic masses still remain to be confirmed by independent measurements. In the case of red giant stars recent work has cautioned about the predictions from scaling relations in first ascent red giant and red clump stars (Miglio et al. 2012) , expected masses of metalpoor stars (Epstein et al. 2014) , and open cluster properties of main-sequence binaries (Brogaard et al. 2012; Miglio et al. 2012) . Results from detailed modelling also suggest that the scaling relations underestimate the mean stellar density of red giant stars by ∼5% (Huber et al. 2013a) .
While acknowledging the shortcomings of our current understanding of the physics behind equations 11 and 12 we note that the discrepancies arise in regimes of metallicity and evolutionary state far from the main sequence for middle-aged stars near the mass of our Sun from where these relations are extrapolated. Our sample of KOIs presents an opportunity to compare determinations from individual frequencies with those of the grid-based method in a parameter space closer to the Sun, and thus to validate the results of the scaling relations for population studies in this region of the Hertzsprung-Russell diagram. The BASTA presented in Section 3.2 is flexible and can be adapted to any set of input data. We include as observational constraints the quantities T eff , [Fe/H], ∆ν and νmax of each target, which have been determined by Huber et al. (2013b) . To derive their stellar properties, we need to determine νmax and ∆ν in stellar evolution models.
The theoretical νmax value can only be obtained using equation 12, and we adopt for the reference solar value entering this equation νmax, = 3090 ± 30 µHz given by Huber et al. (2011) . The theoretical ∆ν on the other hand can be obtained either from equation 11 or directly from the individual frequencies of oscillations calculated for each stellar model. To implement the latter approach we must take into account the way ∆ν is estimated from the observed frequencies and treat models and data as similarly as possible (see White et al. 2011) . With this in mind, we adopt the following procedure: we determine the theoretical ∆ν using a Gaussian-weighted linear fit to the = 0 modes of each model as a function of radial order n, centred at the νmax value obtained from equation 12 and with a width of 0.25 νmax. Figure 14 shows the comparison between the stellar properties determined with the BASTA in section 4 using the frequency ratios and those obtained using the global asteroseismic parameters, where ∆ν in the models has been computed using the aforementioned Gaussian fit to the theoretical frequencies. There are three outliers (same as in section 4.1.2, not shown in this figure) corresponding to stars presenting bimodal PDFs. For the rest of the sample there is excellent agreement between both determinations, with median fractional differences and standard deviations of 0.5±1.2% (density), 0.7±0.8% (radius), 1.8±2.1% (mass), and −10.6±10.8% (age). These results are reassuring considering that median uncertainties in grid-based determinations are usually of the order of 2.2% in radius, 2.8% in density, 5.4% in mass, and 25% in age . Thus, stellar properties in the T eff and [Fe/H] regime explored obtained from the global average asteroseismic parameters are compatible with those from individual frequency determinations and can be used when the latter are not available.
Finally, we have computed a set of stellar properties for our KOI sample using the two scaling relations (equations 11 and 12) to determine the global asteroseismic pa-rameters, and the Huber et al. (2011) reference solar values ( ∆ν = 135.1 ± 0.1 µHz, νmax, = 3090 ± 30 µHz). The median fractional differences and standard deviations with the results obtained from frequency combinations are −1.7±1.2% (density), 1.5±0.9% (radius), 2.6±2.2% (mass), and −10.4 ± 11.5% (age). The level of agreement is slightly worse than that obtained when the theoretical ∆ν was computed from individual frequencies, but still well within the median uncertainties of the method quoted by Chaplin et al. (2014) . However, compared to the results from the frequency ratios, the differences are of systematic nature with the scaling relations overestimating the density and underestimating the radius and mass. Departures from the ∆ν scaling relation (equation 11) in stellar models can introduce biases in the results, and have already been reported by White et al. (2011) and Chaplin et al. (2014) in the main-sequence phase. A detailed exploration of this systematic biases goes beyond the scope of this study and will be addressed in a subsequent publication.
AGE CORRELATIONS WITH EXOPLANET PROPERTIES
Using the stellar properties determined with the BASTA and shown in Table 3 , we can investigate the distribution of planetary properties such as orbital period, radius and multiplicity as a function of stellar age. Figure 15 illustrates the age distribution of our sample as a function of planet radius and orbital period, showing that the majority of the high SNR asteroseismic host-stars are older than the Sun. Also, two main populations can be distinguished in age, at ∼3 Gyr and ∼6 Gyr. These features arise due to biases in the detection of stellar pulsations, whose amplitudes are proportional to the stellar luminosity (e.g., . The net result is that detections are favoured in Ftype (with ages about 2-3 Gyr) and old G-type (i.e., 6 Gyr) stars that have high enough luminosities (see e.g., Fig. 1 in Silva Aguirre et al. 2011b) . Given these age biases for high signal-to-noise asteroseismic detections, it should not be inferred that our finding of an average age greater than solar applies to either the Kepler exoplanet host star sample in general, nor the larger set of all Kepler dwarf stars comprising the exoplanet search program. However, it is interesting to look for age correlations using this sample and explore the future prospects for larger samples of asteroseismically determined stellar properties of host stars. Figure 15 shows no obvious trends of stellar age with planet radii or orbital periods. This is not surprising given that evolutionary effects which are expected to affect planet radii or orbital periods such as photoevaporation and orbital migration are expected to occur within <1 Gyr (Lin, Bodenheimer & Richardson 1996; Lopez & Fortney 2013) , and our sample does not contain such young stars. Nevertheless, our sample suggests that the period and radius distribution appears to be approximately constant for ages >2 Gyr, and hence is likely representative for Sun-like host stars observed by Kepler. We also do not detect any significant difference in the multiplicity fraction between young (∼2-4 Gyr) and old (>5 Gyr) stars.
Finally, Fig. 16 shows the ratio of planetary periods for all known multiple systems in our sample. Studies of the larger Kepler planet-candidate sample have shown that most planets are not on exact resonant orbits, but that their period ratios tend to be near first-order resonances (e.g., Fabrycky et al. 2014) . Although our sample is small, the results seem to indicate that these conclusions hold independently of the age of the host stars.
CONCLUSIONS
We have made use of the full time-base of observations from the Kepler satellite to uniformly determine precise fundamental stellar parameters, including ages, for a sample of exoplanet host-stars where high-quality asteroseismic data were available. We devised a Bayesian procedure flexible in its input and applied it to different grids of models to study systematics from input physics and extract statistically robust properties for all stars. Our main results can be summarised as follows:
The stellar properties determined from each grid of models reflect the impact of the input physics in asteroseismic studies. The inclusion of microscopic diffusion clearly affects the ages derived while providing better fits to the spectroscopically determined effective temperature and metallicity. Extending the convective core size by means of overshooting results in slightly less massive stars than the standard Schwarzschild case once the convective core is well developed and the target is close to the TAMS. Interestingly, we show that including this effect favours a particular solution when bimodal distributions in mass are present.
Our results show that statistical uncertainties are below 2% in radius and density, ∼3% in mass, 4.5% in distance and 14% in age. This level of precision is perfectly suited for supporting characterisation of exoplanet systems, including determination of eccentricities by comparison of stellar densities from transit measurements with asteroseismic ones (e.g., Fogtmann-Schulz et al. 2014; Van Eylen et al. 2014) . Furthermore, our catalogue of stellar ages can be used for studying time evolution of planetary systems, tidal interactions and circularisation timescales.
We have tested the systematic uncertainties introduced by changing the solar abundances and the efficiency of convection, and found them to be smaller than the statistical errors. We explored the impact on the stellar properties of reproducing different sets of asteroseismic observables (individual frequencies or frequency combinations), using different evolutionary and pulsation codes, as well as fitting algorithms, and found that when the input physics is kept the same the systematic differences are of the order of 1% in density and radius, and 2% and 9% in mass and age. A source of uncertainty comparable to the statistical ones comes from the relation between metallicity and initial helium (Yini), and we expect the Gaia results to produce determinations of luminosity and provide an independent constraint on the initial helium abundances. Fitting algorithms that do not restrict this parameter commonly predict too low values of the Yini, even below standard big bang nucleosynthesis. In Kepler-21, where a parallax measurement is available, the obtained luminosity of the sub-SBBN model is 1.5 σ away from the parallax inferred value.
When the SNR of the data is too low and individual frequencies of oscillation are not possible to extract, asteroseismic determination of stellar properties is made using the global asteroseismic parameters. We have applied the BASTA using these observables and the spectroscopic constraints as input and found an excellent agreement with properties determined from frequency combinations. These results validate the use of the global asteroseismic observables in the regime explored in this paper when the theoretical value of ∆ν is computed from individual frequencies of oscillations. If determined from the scaling relation instead, the results should be treated with caution as they seem to overestimate the density and underestimate the mass and radius.
Our results further demonstrate the positive synergy between asteroseismology and exoplanets studies, with the added ingredient of precise age determinations to a level better than 15%. We have investigated age correlations with planetary period and radii in our sample, finding no noticeable trend in the results. Their distribution as a function of age appears constant and is likely representative of the underlying population of Kepler Sun-like host stars. In terms of resonances, our findings suggest that the period ratios in multiple systems tend to be near first order resonances regardless of the age of the system. Although subject to selection biases, our sample shows that the majority of planet host stars with asteroseismic observations of high SNR are older than the Sun.
The results presented here will provide the basis of upcoming catalogues of asteroseismic properties of exoplanet host-stars, where over 100 KOIs with ∆ν and νmax measurements will be characterised (Huber et al. 2015, in preparation) . This larger sample will extend the investigation we have initiated in this paper on the dependance of planetary properties with the age of the host star. Similarly, the BASTA combined with grids of evolutionary models will provide stellar properties for targets observed by the TESS and PLATO missions in evolutionary stages beyond the main-sequence phase.
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A1 ASTFIT
The ASTEC Fitting method (ASTFIT) uses the Aarhus stellar evolution (ASTEC, Christensen-Dalsgaard 2008b) and pulsation (ADIPLS, Christensen-Dalsgaard 2008a) codes. It is based on fitting individual model frequencies, applying a correction for the surface errors, to the observed frequencies (see also Gilliland et al. 2013 ). The fit is carried out in grid of models varying the mass and composition. The chemical composition is based on a helium enrichment relation ∆Y /∆Z = 1.4, set up in terms of initial hydrogen and heavy-element abundances (X 0 , Z 0 ), with three neighbouring values of Z 0 for each value of X 0 . The grid extends in [Fe/H] between −0.577 and 0.415 in steps of around 0.05 and in mass between 0.7 and 1.69 M , in steps of 0.01 M . The ASTFIT results presented here were computed without diffusion and settling, and convective-core overshoot was not considered. The mixing-length parameter was set to α MLT = 1.8, roughly corresponding to solar calibration. The model physics otherwise essentially followed the BASTA specifications. The fit of a given model to the data is defined in terms of
where ν are the observed and model frequencies and σ i is the error in the observed frequencies. Here the model frequencies typically include a surface correction (see section A1.1 below). It is assumed that the degree and order of the observed frequencies have already been determined, and that they do not include additional mixed modes. Hence, when the models contain mixed modes, they are excluded (renumbering the remaining modes) retaining only the most acoustically dominated modes (as determined from their inertia) in each interval in large frequency separation ∆ν. The fit also includes
