Via competing provers, we show that if a language A is self-reducible and has polynomial-size circuits then S A 2 = S 2 . Building on this, we strengthen the Kämper-AFK Theorem, namely, we prove that if NP ⊆ (NP ∩ coNP)/poly then the polynomial hierarchy collapses to S NP∩coNP 2 . We also strengthen Yap's Theorem, namely, we prove that if NP ⊆ coNP/poly then the polynomial hierarchy collapses to S NP 2 . Under the same assumptions, the best previously known collapses were to ZPP NP and ZPP
Proving Collapses via Competing Provers
The symmetric alternation class S 2 was introduced by Canetti [Can96] and Russell and Sundaram [RS98] . In one model that captures this notion, we have two all-powerful competing provers, the Yes-Prover and the No-prover, and a polynomial-time verifier. Given an input string x, the Yes-prover and the No-prover attempt to convince the verifier of x ∈ L and of x ∈ L, respectively. To do so, they provide proofs (i.e., bitstrings) y and z, respectively. Then the verifier simply checks whether y is a correct (in whatever sense of "correct" that the verifier happens to enforce) one for x ∈ L and whether z is a correct one for x ∈ L, and votes in favor of one of the provers. We require that if x ∈ L then the Yes-prover has an irrefutable proof y that can withstand any challenge z from the No-prover; and if x ∈ L then the No-prover has an irrefutable proof z that can withstand any challenge y from the Yes-prover. Languages with such a proof system are said to be in the class S 2 . We define the class formally in Section 3.
When we allow the verifier to have access to an oracle A, we obtain the relativized class S A 2 . Our main result gives a partial characterization for sets that are not useful as oracles to the verifier: Theorem: If A is self-reducible and has polynomial-size circuits then S A 2 = S 2 .
We note that similar results are known for NP NP [BBS86] and ZPP NP [KW98] . The above result is useful in obtaining a number of conditional collapse results. For example, we can show that if NP has polynomial-size circuits then the polynomial hierarchy, PH, collapses to S 2 . This follows from the fact that SAT is a self-reducible complete problem for NP. Though this result is already known (see [Cai01] ), our result provides a general method to obtain conditional collapses for other classes. We can apply the theorem to other complexity classes with a set of self-reducible languages that are "collectively" complete for the class (e.g., UP, FewP, NP, Σ p k , ⊕P). Moreover, by using a relativized version of the above theorem, we can obtain collapses for the first time to S NP∩coNP 2 (under assumptions weaker than used to obtain collapses to S 2 ). For example, we will show that (i) if NP ⊆ (NP ∩ coNP)/poly then PH collapses to S NP∩coNP 2 ; (ii) if NP ⊆ coNP/poly then PH collapses to S NP 2 . Previously the best known collapse results under the same assumptions were to ZPP NP [KW98] and ZPP NP NP . Since S 2 ⊆ ZPP NP [Cai01] (and because this result relativizes), we see that the new collapses are indeed improvements. In Section 2, we discuss the motivation behind the theorem in more detail.
We introduce and use the novel technique of a "dynamic contest" to prove the above theorem. The first hurdle is to show that if A is self-reducible and has polynomial-size circuits then A ∈ S 2 . Upon input x, suppose each prover provides a circuit of appropriate size to the verifier. Of course, the honest prover can provide the correct circuit. And by simulating the circuit with x as input, the verifier can determine the membership of x in A correctly. But the issue is that the polynomial-time verifier needs to first find out which one of the two circuits is the correct one! The idea is to simulate the circuits on a sequence of successively smaller strings. The strings are chosen dynamically, using the self-reducing algorithm of A and the outputs of the circuits on earlier strings in the sequence. Using this idea of a dynamic contest between the circuits, we show how the verifier can always choose a correct circuit (if at least one of the two is correct). Then the honest prover can provide the correct circuit and win the vote, irrespective of the circuit provided by the other prover. We then extend the proof to show that S A 2 = S 2 . The details of this proof can be found in Section 4.
Background and Motivation
Karp and Lipton [KL80] proved that if NP ⊆ P/poly (equivalently, if some sparse set is Turing-hard for NP) then NP NP = PH. Köbler [IM89] ) that there are relativized worlds in which NP ⊆ P/poly does not imply the collapse of the boolean hierarchy (and so certainly does not imply P = NP).
The just-mentioned Köbler-Watanabe result has itself been further strengthened, via the combination of two results of independent importance: First, Sengupta (see [Cai01] ) observed that an alternative proof of the Karp-Lipton theorem by Hopcroft [Hop81] in fact shows that NP ⊆ P/poly implies S 2 = PH, where S 2 is the symmetric alternation class of Canetti [Can96] and Russell and Sundaram [RS98] . Second, Cai [Cai01] i.e., ZPP NP A = ZPP NP . There are at least two reasons why such transitions from conditional collapse results to lowness results are valuable. The first reason is aesthetic and philosophical. A result of the form "NP ⊆ P/poly =⇒ NP NP = PH" is, in the eyes of many, probably merely stating that false implies false. That is, if the hypothesis does not hold, the result yields nothing. In contrast, consider for example the related lowness result: Every Turing self-reducible set in P/poly is low for NP NP . This result not only has the practical merit of (as can be shown) implying the former result, but also proves, unconditionally, that a class of sets (the class of all Turing self-reducible sets in P/poly) exhibits a simplicity property (namely, giving absolutely no additional power to NP NP when used as free information).
A second reason why making the transition from conditional collapse results to lowness results can be valuable is directly utilitarian. Lowness results are generally a more broadly applicable tool in obtaining collapse consequences for a wide variety of classes. In practice, lowness results in our settings will often apply crisply and directly to all classes having Turing self-reducible complete sets, and even to all classes C having a set of self-reducible languages that are "collectively" complete for the class. Among natural classes having such properties are UP, FewP, NP, coUP, coFewP, coNP, Σ p k , Π p k , ⊕P, and PSPACE. Even if it is possible to prove these results for each class separately, it is much more desirable to have a single proof.
Thus making a transition from conditional collapse results to lowness results, as has been done already for the Karp-Lipton Σ p 2 result and Köbler-Watanabe ZPP NP result, is of interest. The present paper essentially achieves this transition for the Hopcroft-Sengupta S 2 result.
We say "essentially" since S 2 presents strong barriers to the transition-barriers that are not present, even by analogy, for the NP NP and ZPP NP cases. The source of the barrier is deeply ingrained in the nature of S 2 . While NP NP and ZPP NP both have as their "upper level" an unfettered access to existential quantification, S 2 by its very definition possesses a quite subtly constrained quantification structure. For the case of P/poly, this problem does not affect us, and we are able to establish the following lowness result: All Turing self-reducible sets in P/poly are low for S 2 . However, for the case of (NP∩coNP)/poly the restrictive structure of S 2 is remarkably hostile to obtaining pure lowness results. Nonetheless, we obtain the following lowness-like result that we show is useful in a broad range of new, strongest-known collapses: For all Turing self-reducible sets A in (NP ∩ coNP)/poly and all sets B that are Turing reducible to A (or even ≤ rs T -reducible to A), S B 2 ⊆ S NP∩coNP 2 . In showing that the above lowness and lowness-like results do yield conditional collapse consequences, it will be important to know that Cai's S 2 ⊆ ZPP NP result relativizes, and we note that it does. We also establish (as Theorem 5.6) that the Hopcroft-Sengupta result relativizes flexibly.
So, putting this all together, we establish a collection of lowness results and tools that allow, for a very broad range of classes, strong uniform-class consequences to be read off from assumed containments in nonuniform classes. The most central of these results is that we strengthen the Kämper-AFK Theorem (which says that NP ⊆ (NP ∩ coNP)/poly =⇒ PH = NP NP ), relative to both its just-mentioned original version [AFK89, Käm91] [Var00, Var02] , who shows for example that an exponential-time analog of AM is not contained in (NP ∩ coNP)/poly.
The paper is organized as follows. Section 3 presents definitions. Section 4 proves our main lowness theorems about S 2 . In Section 5, we use our lowness theorems to obtain collapse results for many complexity classes. Section 6 presents some open questions.
Definitions
In this section we present the required definitions and notations. Throughout this paper all polynomials are without negative coefficients so they are monotonically nondecreasing and for all n ≥ 0 their values at n are nonnegative. Throughout this paper, (∃ m y) will denote (∃y : |y| = m), and (∀ m y) will denote (∀y : |y| = m).
We now define the symmetric alternation class S 2 .
Definition 3.1 ( [Can96, RS98] ) A language L is in S 2 if there exists a polynomial-time computable 3-argument boolean predicate P and a polynomial p such that, for all x,
Now that the reader has seen this formal definition, we repeat the interpretation commented on earlier (with a bit more fine print). Namely, we can interpret the above definition as follows. Suppose there are two competing all-powerful provers, the Yes-prover and the No-prover, interacting with a polynomial-time verifier, P . Given an input string x, the Yes-prover and the No-prover attempt to convince the verifier of x ∈ L and of x ∈ L, respectively. To do so, they provide "proofs" y and z, respectively. Then the verifier simply checks whether y is a "correct" one for x ∈ L and whether z is a "correct" one for x ∈ L. If x ∈ L then the Yes-prover has an irrefutable proof y that can withstand any (correct-length 1 ) challenge z from the No-prover; and if x ∈ L then the No-prover has an irrefutable proof z that can withstand any (correct-length) challenge y from the Yes-prover.
Since relativizing S 2 will be important in this paper, we generalize S 2 in a flexible way that allows us to rigorously specify what we mean by relativized S 2 , and that also potentially itself opens the door to the study of S 2 -like notions applied to a wide variety of classes of predicates.
Definition 3.2 Let C be any complexity class. We define S 2 [C] to be the class of all sets L such that there exists a 3-argument boolean predicate P ∈ C and a polynomial q such that 1 If we wished to, we could alter the verifier in such a way as to remove the "correct-length" restriction on this claim, since if one modifies the definition of S2 by replacing (∃ p(|x|) y)(∀ p(|x|) z) with (∃ p(|x|) y)(∀z) and by replacing (∃ p(|x|) z)(∀ p(|x|) y) with (∃ p(|x|) z)(∀y), the overall class defined is unchanged.
One might alternatively use a pairing function to pair x, y, z . For a nice class C, all choices of pairing functions having the standard properties of pairing functions would yield the same class as each other. However, pathological classes C (e.g., classes containing a single set) would be sensitive to the choice of pairing function. Also, we have followed the Russell-Sundaram feature of using the same polynomial bounds on y and z. Again, for nice classes C this yields the same class S 2 [C] as if we had allowed separate polynomials. However, for pathological classes C the one-and two-polynomial approaches will change the class defined.
We now define our relativizations of S 2 that give the P-time predicate of S 2 access to an oracle.
For each class
Definition 3.4 (see [Lon82, GB91] ) We say that a nondeterministic polynomial-time Turing machine (NPTM) M is strong with respect to (an oracle) B, if for all inputs x, M B (x) satisfies: (i) each computation path halts in one of the states accept, reject or "?", (ii) if there is an accepting path there are no rejecting paths, and (iii) if there is a rejecting path there are no accepting paths, and (iv) at least one path accepts or rejects. M is said to be robustly strong if M is strong with respect to every oracle B. The language defined by M B is the set of all strings x such that M B (x) has at least one accepting path. 
For each a and b such that ≤ a b is a defined reduction, and for each class
In the following definition and in invocations of it, ·, · denotes some fixed, standard pairing function (having the standard nice properties such as injectivity, surjectivity, polynomial-time computability, and polynomial-time invertibility).
Definition 3.7 ([KL80])
Let C be a complexity class. A language L is said to be in C/poly if there exist a language L ′ ∈ C, a function s, and a polynomial p for which the following conditions hold:
1. For all n ≥ 0, s(1 n ) is a string bounded in length by p(n).
Definition 3.8 (see the survey [Köb95] ) For each class C for which relativization is welldefined and for each set A, we say that A is low for C if C A = C. For a class D, we say that D is low for C exactly if each set in D is low for C.
Self-reducibility is a central, widely used concept in complexity theory, and will be important in this paper. 2 Definition 3.9 (see, e.g., [BDG95] ) A set B is said to be Turing self-reducible if there is a (clocked, deterministic) polynomial-time Turing machine M that has the following two properties:
2. On each input string x, regardless of the answers it receives to oracle queries, M never queries any string of length greater than or equal to |x|.
Definition 3.10 1. For sets B and C, we say that B is Turing self-reducible with respect to C if there is a (clocked, deterministic) polynomial-time Turing machine M such that the following properties hold.
(a) B = L(M B,C ), where in this model M has both an oracle tape for querying B and a separate oracle tape for querying C.
(b) On each input string x, regardless of the answers it receives to previous oracle queries from either of its oracles, M never queries on its oracle tape corresponding to B any string of length greater than or equal to |x|.
2. For a set B and a class C, we say that B is Turing self-reducible with respect to C if there is a set C ∈ C such that B is Turing self-reducible with respect to C.
All complexity classes (e.g., NP, coNP, ZPP, Mod k P, PSPACE, etc.) have their standard definitions (see [HO02] ). For clarity, we mention explicitly that, as is standard, Mod k P is the class of all sets A such that for some nondeterministic polynomial-time machine M , and each x, it holds that x ∈ A if and only if the number of accepting paths of M (x) is not congruent to 0 mod k.
Lowness Results for S 2
In this section, we establish some lowness results about S 2 and S NP∩coNP 2 . We also prove some lowness transference lemmas. We use these results in Section 5 to obtain collapse results for many complexity classes.
Theorem 4.1 If A ∈ P/poly and A is Turing self-reducible then A is low for S 2 , i.e., S A 2 = S 2 .
Proof: Let A be as in the hypothesis of the theorem. Let L be an arbitrary language in S A 2 . There exist a 3-argument predicate B ∈ P A and a polynomial p such that, for all
Since B ∈ P A there exists a polynomial-time oracle Turing machine M 0 that decides B with oracle A. Let q be a polynomial such that, for all x, y, and z satisfying |y| = |z| = p(|x|), all query strings of M 0 on input x, y, z have length at most q(|x|) irrespective of its oracle. Since A ∈ P/poly, there exist a language in P and an advice function s witnessing that A ∈ P/poly. Let S be the function such that, for all x, S(x) = s(1 0 )#s(1)# · · · #s(1 |x| ), where # is a delimiter. Then there exists a polynomial r such that S is polynomially length-bounded by r and there exists a polynomial-time machine M adv such that for all x and n, n ≥ |x|, M adv on x, S(1 n ) correctly decides whether x ∈ A. (This is what is sometimes called in the literature "strong advice"-advice that works not just at one length but also on all strings up to that given length, see [BS92] .) Since A is Turing self-reducible, there exists a polynomial-time oracle Turing machine M sr such that M sr , given A as its oracle, correctly decides A, and such that, for all x, irrespective of the oracle, every query string (if any) of M sr on input x has length strictly less than |x|.
We first define a deterministic polynomial-time machine called the A-simulator, which takes as its input a triple w, s 1 , s 2 and outputs either M adv ( w, s 1 ) or M adv ( w, s 2 ). On input w, s 1 , s 2 , the A-simulator first computes M adv ( w, s 1 ) and M adv ( w, s 2 ). If they agree on their outcome, the A-simulator outputs that outcome and halts. Otherwise, it sets a variable α to w and simulates M sr (α) answering its queries β by running both M adv ( β, s 1 ) and M adv ( β, s 2 ) as long as they agree. If for some query β, M adv ( β, s 1 ) and M adv ( β, s 2 ) disagree, then the A-simulator sets α to β and starts over the above procedure. Since M sr is a self-reduction, the queries are always shorter than the input, so the length of α becomes smaller on each iteration. Thus, if the "otherwise" case above was reached, then there is eventually a point at which α satisfies (i) M adv ( α, s 1 ) and M adv ( α, s 2 ) disagree and (ii) for all queries β of M sr on input α, M adv ( β, s 1 ) and M adv ( β, s 2 ) agree. For such an α, there is exactly one t ∈ {s 1 , s 2 } such that M adv ( α, t ) agrees with M sr (α) when all the queries are answered by M adv with t as the advice string (note that, on these particular queries made by M sr , using s 1 as the advice string and using s 2 as the advice string produce the exact same answers). The A-simulator finds which of s 1 and s 2 is this t and outputs the value of M adv ( w, t ). Since the length of α decreases each iteration and both M adv and M sr are polynomial time-bounded, the A-simulator runs in polynomial time.
We show that L is in S 2 by developing its verification scheme with the Yes-and No-provers as discussed in the paragraph after Definition 3.1. Let x be an input. The Yes-prover's certificate Y and the No-prover's certificate Z are of the form y, s 1 and z, s 2 , respectively, where |y| = |z| = p(|x|) and |s 1 |, |s 2 | ≤ r(q(|x|)). The verifier attempts to evaluate B(x, y, z) using s 1 and s 2 . To do this, the verifier simulates M 0 on input x, y, z . When M 0 makes a query, say w, the verifier computes the answer from the oracle by running the A-simulator on input w, s 1 , s 2 . The verification process clearly runs in polynomial time.
Suppose x ∈ L. Take the string y to be such that for all z satisfying |z| = p(|x|) it holds that B(x, y, z) = 1, and take s 1 to be S(1 q(|x|) ). With s 1 as the advice string, for all strings w, |w| ≤ q(|x|), M adv correctly decides whether w ∈ A, and thus M sr correctly decides whether w ∈ A with M adv acting as the oracle. This implies that, for all z and s 2 , the A-simulator on input w, s 1 , s 2 outputs M adv ( w, s 1 ), which is the membership of w in A. Thus, the verifier correctly evaluates B(x, y, z). So, y is an irrefutable certificate. By symmetry, if x ∈ L, the No-prover can provide an irrefutable certificate for x ∈ L.
A careful examination of the proof of Theorem 4.1 shows that it can be relativized as follows.
Theorem 4.2 Let A and B be sets such that A is self-reducible with respect to B. If A ∈ P B /poly then S A 2 ⊆ S B 2 .
One direct consequence of Theorem 4.2 is the following corollary. Proof: Suppose that A is Turing self-reducible with respect to NP ∩ coNP and that A belongs to (NP ∩ coNP)/poly. Let C be a set in NP ∩ coNP such that A ∈ P C /poly. Since A is Turing self-reducible with respect to NP ∩ coNP, there is a set D in NP ∩ coNP such that A is Turing self-reducible with respect to D. Select such a D. Let B = {0x | x ∈ C} ∪ {1y | y ∈ D}, i.e., let B be the join of C and D. Note that B ∈ NP ∩ coNP, A ∈ P B /poly, and A is Turing self-reducible with respect to B. By Theorem 4.2, this implies that S A 2 ⊆ S B 2 . Since B ∈ NP ∩ coNP, we have S
. There are difficulties in proving such a theorem. It seems we need to construct a verifier V running in NP ∩ coNP that can simulate the original verifier V ′ running in polynomial time with access to L(M A ). To resolve queries to L(M A ) by V ′ , V can simulate M . But to do that V has to answer queries to A. We can use the "dynamic contest" idea as in proof of Theorem 4.1. Each prover can provide a circuit of appropriate size. Then the verifier can first determine the correct circuit using the self-reducing algorithm for A and use it to answer the queries. This will work fine if the honest prover actually gives the correct circuit. But from the definition of S 2 note that we also need to take care of the case of any set of circuits provided by the provers, and so in particular for the case in which both provers give wrong circuits. In this case, verifier V may give wrong answers for queries to A by the machine M . This amounts to running M with an oracle other than A. If we require only that M is strong with respect to A, M may cease to behave as an NP ∩ coNP machine (i.e., it may have both accepting and rejecting paths on the same input). Thus the verifier V may not be an NP ∩ coNP machine. Although the honest prover has an irrefutable proof, technically speaking V is not an NP ∩ coNP machine. We do not know how to overcome this hurdle. We commend it to the reader as an interesting open issue. Here we prove a weaker version, where M is required to be strong with respect to every oracle. To prove the theorem, the following lemma is useful. Proof: Let B≤ rs T A via a robustly strong NPTM M B . Define the machines M adv and M sr , a "strong advice" function S, a polynomial r, and our A-simulator as in the proof of Theorem 4.1. For each pair of strings s 1 and s 2 , define L s 1 ,s 2 = {w | the A-simulator accepts w, s 1 , s 2 }.
Let L ∈ S B 2 via a 3-argument predicate R computable in P B , and with p being the polynomial setting the length of the proofs. We construct a verifier M , a strong (with respect to the empty set) NPTM machine, to show that L ∈ S NP∩coNP 2 . M takes as input a string x and certificates Y = y, s 1 and Z = z, s 2 (from the Yes-prover and No-prover, respectively). M simulates R (which is in P B ) on the input x, y, z . During the simulation, suppose a query b is made to the oracle B. To answer the query, M simulates M B (the strong NPTM that computes B given oracle A) on b. Since M B is nondeterministic, M branches off into many paths, each path simulating one path of M B . Consider any one path. There may be oracle queries. To answer a query a, M uses the A-simulator with input a, s 1 , s 2 . (Recall that the A-simulator is a deterministic polynomial-time algorithm.) Of these paths some will end with "?" and others with a decisive answer. Observe that all the paths are using the same language L s 1 ,s 2 to answer the oracle queries made by M B . Since M B is robustly strong, irrespective of whether L s 1 ,s 2 agrees with A or not, there will be at least one decisive path. Furthermore, although the answer to the query b reached by these decisive paths may not agree with the set B, they all have the same answer. So we let the "?" paths halt and let the decisive paths continue simulating R. Finally, all the paths that finished simulating R (without halting with a "?") will agree on whether or not to accept x, y, z . Again, there will be at least one path that did not halt with a "?" and all such paths have the same outcome, though the outcome may not be the same as R(x, y, z). So, M is a strong (with respect to empty set) NPTM. Thus, by Proposition 3.5, L(M ) ∈ NP ∩ coNP.
As to the correctness of M , note that, for all n, for all strings w such that |w| ≤ n, if either s 1 = S(1 n ) or s 2 = S(1 n ) then it holds that w ∈ A ⇐⇒ w, s 1 , s 2 ∈ L s 1 ,s 2 . Suppose x ∈ L. Let q be a polynomial in |x| that bounds the length of queries to A asked by M B . There exists a y 0 such that, for all z with |z| = p(|x|), it holds that R(x, y 0 , z) = 1. Now the Yes-prover has an irrefutable proof Y = y 0 , S(1 q(|x|) ) . Then, irrespective of the s 2 given by the No-prover, L s 1 ,s 2 will agree with A on all strings of length up to q. So, M will answer all queries to B made by R correctly. Thus, for all Z such that Z = z, s 2 , |z| = p(|x|), and |s 2 | ≤ r(q(|x|)), it holds that x, Y, Z ∈ L(M ). By symmetry, if x ∈ L, then there is some Z such that, for all Y such that Y = y, s 1 with |y| = p(|x|) and |s 1 | ≤ r(q(|x|)), it holds that x, Y, Z ∈ L(M ). Proof: The hypothesis of the theorem implies that for some D ∈ NP∩coNP we have A ∈ P D /poly.
By Lemma 4.5, S B
Since every set in NP ∩ coNP is low for NP (and so low for coNP), we have S B 2 ⊆ S NP∩coNP 2 . We end this section with some lowness transference lemmas. We show that the low sets of S 2 are also low for ZPP NP and NP NP . To accomplish this, we need a relativized version of Cai's result S 2 ⊆ ZPP NP [Cai01] .
Fact 4.7 For each
The above fact holds via adapting the proof of Cai into a relativized setting. We do not include here a relativized replay of Cai's proof, but rather we explain the only slightly tricky issue in the adaptation. Cai's proof of S 2 ⊆ ZPP NP in [Cai01] goes as follows: Let L be an arbitrary set in S 2 . There exist a polynomial p and a polynomial-time predicate P that witness the membership of L in S 2 . Cai then designs a ZPP procedure for L that uses SAT as the oracle, where the SAT oracle is used just to check the existence of strings that satisfy (or fail to satisfy) P and to enumerate polynomially many such strings. Thus, in the case in which the predicate belongs to P A for some oracle A, the SAT oracle can be replaced by an arbitrary ≤ We now state our lowness transference lemmas.
Lemma 4.9 If A is low for S 2 then A is low for ZPP NP and A is low for NP NP .
Lemma 4.9 is implied by the following stronger transference lemma. 
The first inclusion holds because for each A, NP A ⊆ S A 2 . The second inclusion holds due to the hypothesis of the lemma. The third inclusion is due to Corollary 4.8. The last inclusion is wellknown (the result ZPP ZPP = ZPP [Zac82] relativizes, see also [KW98] 
Applications of S 2 Lowness Theorems
In this section, we use our lowness theorems proven in Section 4 to get collapse results for many complexity classes. The following proposition and theorems are useful in proving those results.
We mention in passing that Buhrman and Fortnow [BF01] have constructed an oracle separating Σ p 2 ∩ Π p 2 from S 2 .
Theorem 5.2 Let C be any complexity class that has a self-reducible Turing-complete set. Then C ⊆ P/poly implies S C 2 = S 2 . Furthermore, if S 2 ⊆ C, then C ⊆ P/poly implies C = S 2 .
Proof: Let B ∈ C be a self-reducible Turing-complete set for C. Suppose C ⊆ P/poly. Then B ∈ P/poly. Applying Theorem 4.1 to B, we get S B 2 = S 2 . Since B is complete for C, S C 2 = S B 2 . Thus, S C 2 = S 2 . The second part of the theorem is immediate.
Theorem 5.3 Let C be any complexity class that has a self-reducible Turing-complete set. C ⊆ (NP ∩ coNP)/poly implies S C 2 ⊆ S NP∩coNP 2 .
Collapse Consequences of NP Having Small Circuits
Karp and Lipton showed that if NP ⊆ P/poly then PH = Σ One might wish to say that "part 2 of Theorem 5.4 is part 1 of Theorem 5.4 relativized to NP ∩ coNP." This isn't a rigorously correct claim, since NP ∩ coNP has no complete sets. However, it is intuitively correct, and one can give a proof of part 2 of Theorem 5.4 along these lines; indeed, that is how the authors first saw this result. To prove the result this way, one would note that part 1 of Theorem 5.4 relativizes (i.e., one would note the A = B special case of Theorem 5.6), and then would easily sidestep the lack of complete sets for NP∩coNP via a "set-by-set" argument (just as in [HHN + 95, Corollary 6], which does exactly this for the Karp-Lipton Theorem). However, as discussed in far more detail in Section 2, in this paper we seek to prove not merely collapse results, which after all are probably statements of the form "false implies false," but rather we seek to establish, right now and unconditionally, classes of sets that are simple, i.e., that have lowness properties. Collapse results follow immediately from lowness results (e.g., see our proof above of part 2 of Theorem 5.4). However, even beyond that, we feel that lowness/self-reducibilityconnection results more fully capture and clarify the behavior that yields the collapse results; they are the iceberg of which the conditional-collapse results are the flashy tip.
Theorem 5.4 has consequences in the study of reducing solutions of NP functions. "NP has unique solutions" is used to mean that there exists a single-valued, nondeterministic polynomialtime computable (partial) function f such that, for each boolean formula F ∈ SAT, f (F ) outputs a satisfying assignment of F . Informally put, to ask whether NP has unique solutions is to ask whether even a nondeterministic polynomial-time function can cull down to exactly one the collection of satisfying assignments of satisfiable formulas. It is known that NP has unique solutions if and only if every multivalued NP function has a single-valued refinement (see [Sel94, HNOS96] for full details on how these notions are formalized). Hemaspaandra et al. [HNOS96] prove that if NP has unique solutions then the polynomial hierarchy collapses to ZPP NP . Their actual proof involves showing that if NP has unique solutions then NP ⊆ (NP ∩ coNP)/poly. Thus, in light of part 2 of Theorem 5.4, one has the following stronger collapse consequence from the assumption that NP has unique solutions. One can for the same reason strengthen to a PH = S NP∩coNP 2 conclusion a closely related theorem, namely, the result of Buhrman, Kadin, and Thierauf [BKT98] that if, in a certain model of access to partial functions, the solution function of some "universal relation [AB92] " is computable in the class "FP NPSV [1] ," then PH = NP NP . We now turn to the following result, which shows that part 1 of Theorem 5.4 can be relativized in a particularly flexible fashion (the natural relativization would simply be the A = B case).
Theorem 5.6 For any two sets A and B, if NP A ⊆ P B /poly and A ∈ P B then NP NP A ⊆ S B 2 .
Proof: We first define a language Univ A
NP . The language Univ
A NP consists of all tuples M, x, y, 1 m , 1 l , 1 2k that satisfy (i) M is a deterministic oracle Turing machine, (ii) |y| + k = l, and (iii) there is a string w of length l such that y is a prefix of w and M A accepts x#w within m steps. In the above construction, the string 1 2k is used as padding to help us decrease lengths in such a way as to satisfy the definition of self-reducibility. It is easy to see that Univ A NP is complete for NP A . Using the given assumption that A ∈ P B , we next show that Univ A NP is self-reducible with respect to B: Given input M, x, y, 1 m , 1 l , 1 2k , we first verify that condition (ii) is met. Next, if |y| = l, we run M on x#y for m steps, with A as the oracle and accept (reject) if M accepts (rejects). If |y| < l, we use the self-reducibility property of Univ
NP . Since we added a bit to y but shrunk the final argument by two bits, both the query strings will be shorter than the input string (we are here assuming that the pairing function is such that it enforces this-and we allow the pairing function to be nonsurjective in order to facilitate such enforcement). Thus Univ Part 2 of Theorem 5.4 improved the collapse consequences that follow from NP ⊆ (NP ∩ coNP)/poly. In Section 5.2 we will similarly improve such collapse consequences for the cases of various other classes, such as UP and FewP. In each case, the conclusions involve S 2 -related classes. We will not extensively discuss what happens when Mod-based and larger classes are contained in (NP ∩ coNP)/poly. The reason is that the assumption that (NP ∩ coNP)/poly contains such powerful classes (classes that, basically due to Toda's Theorem, in the presence of the BP operator subsume the polynomial hierarchy [Tod91, TO92] ) is so sweeping as to immediately imply collapses that are even deeper than S 2 -related collapses. In particular, it is known that:
Theorem 5.8 (see [KW98, LFKN92] )
1. If PP ⊆ P/poly, then PH #P = MA.
2. If PSPACE ⊆ P/poly, then PSPACE = MA.
And with regard to Mod k P, we observe that a related collapse holds under the assumption that Mod k P is in P/poly.
Theorem 5.9 For each integer k ≥ 2, it holds that Mod k P ⊆ P/poly implies NP
The above collapse is much stronger than the collapse found in the literature, i.e., Köbler and Watanabe's [KW98] result that for each integer k ≥ 2 it holds that Mod k P ⊆ P/poly implies Mod k P ⊆ MA. Our claim can be proven by the following line of argument. Let k ≥ 2 be an arbitrary integer. #P k will denote the class of all functions f for which there exists some g ∈ #P such that, for all x, it holds that f (x) = (g(x) mod k) [BF91] . As we will see in the proof of Theorem 5.11, #P k ⊆ FP Mod k P and Mod k P ⊆ P #P k , and thus it holds that P Mod k P = P #P k . Babai and Fortnow [BF91] show that #P k has an interactive proof system in which the power of the honest prover is in #P k . That in turn lets one conclude that P #P k has an interactive proof system in which the power of the honest prover is in #P k . Now suppose that Mod k P ⊆ P/poly. So P #P k has an interactive proof system in which the power of the honest prover is in FP/poly. It follows that P #P k ⊆ MA. Since NP Mod k P = ∃ · P Mod k P = ∃ · P #P k and ∃ · MA = MA, we have NP
, the collapses of Theorems 5.9 and 5.8 are indeed very severe ones (obtained from very severe assumptions). We observe that, though one must be careful in doing so, one can from the proof idea of the preceding theorem show related collapse results from containments in (NP ∩ coNP)/poly. In particular, we have the following theorem which, since MA ⊆ S 2 relativizes, reflects an even deeper collapse than would a collapse to S NP∩coNP 2 . Theorem 5.10
Though we do not include a full proof of the above result, we now sketch its proof. At the heart of both Theorem 5.8 and the Köbler-Watanabe result mentioned immediately after the statement of Theorem 5.9 is the following fact: For each class C chosen from PP, PSPACE, and the family of all Mod k P classes, there is a complete language L C that has an interactive proof system in which the power of the honest prover belongs to FP C . Then the condition C ⊆ P/poly implies that the power of such an honest prover is FP/poly. Think of a procedure that guesses a prover by selecting an advice string and then simulates the interactive protocol. This procedure witnesses that the complete language L C belongs to MA. Now suppose that P/poly is replaced by (NP ∩ coNP)/poly. Then the prover's power becomes FP NP∩coNP /poly, so we have L C ∈ MA NP∩coNP . Regarding obtaining the "extra" NP in NP Mod k P ⊆ MA NP∩coNP , see the discussion ending the paragraph that immediately follows Theorem 5.9.
Note that in Theorem 5.10, we are not relativizing Theorems 5.8 and 5.9, but rather we are arguing regarding the power of the provers, as the proof sketch just given makes clear.
Notwithstanding the paragraph immediately preceding Theorem 5.10, we do mention one collapse to an S 2 -related class that is an application of Theorem 5.3, and that-though involving modulo-based classes-does not seem to follow from such MA-based collapses as part 3 of Theorem 5.10.
Proof: Let k ≥ 2 be fixed. We need a self-reducible complete language for Mod k P. A standard complete language for Mod k P is
where #SAT is the function that maps each boolean formula to the number of its satisfying assignments. We modify Mod k SAT to define
We next show that GenMod k SAT is Mod k P-complete and self-reducible. The many-one-hardness of GenMod k SAT for Mod k P can be established by the reduction R from Mod k SAT to GenMod k SAT that maps each formula φ to φ, 1 k−1 . To see that GenMod k SAT ∈ Mod k P, simply consider the nondeterministic polynomial-time Turing machine that on each input y rejects if the input is syntactically ill-formed and otherwise (i.e., the input is of the form φ, 0 r 1 k−1−r , 0 ≤ r ≤ k − 1) has k − r dummy paths and also has a path for each assignment to φ. Each dummy path accepts and each path that guessed an assignment to φ accepts exactly if the guessed assignment satisfies φ. This machine's number of accepting paths is exactly the number of satisfying assignments to φ plus k − r. This proves that GenMod k SAT ∈ Mod k P. To show that GenMod k SAT is self-reducible note that, for every formula φ having at least one variable, #SAT(φ) mod k is equal to (#SAT(φ 0 ) + #SAT(φ 1 )) mod k, where φ 0 (respectively, φ 1 ) is the formula constructed from φ by replacing the first variable by 0 (respectively, 1), and note that for each b ∈ {0, 1}, #SAT(φ b ) mod k can be determined by queries φ b , 01 k−2 , . . . , φ b , 0 k−2 1 to GenMod k SAT (one does not need to query φ b , 1 k−1 since for exactly one j, 0 ≤ j ≤ k − 1, does it hold that φ b , 0 j 1 k−1−j ∈ GenMod k SAT). So, GenMod k SAT is (2k − 2)-truth-table self-reducible, and thus certainly is self-reducible. We complete the proof using two known results. The first result is Mod k P PH ⊆ BPP Mod k P (due to Toda and Ogihara [TO92] ). The second result is BPP ⊆ S 2 (due to Russell and Sundaram [RS98] ). We observe that the second result relativizes, i.e., for each A, BPP A ⊆ S A 2 . Thus, Mod k P PH ⊆ S 
Results in the Absence of Self-Reducible Complete Sets
Theorem 4.1 connects nonuniform containments with uniform collapse consequences for classes having self-reducible complete sets. But there are some complexity classes for which self-reducible complete sets are not known. In this section, we handle some such classes.
We first show that Theorem 4.1 can even be applied to some classes C that potentially lack complete sets, but that do satisfy C ⊆ R p m (C ∩ Turing-self-reducible), i.e., classes whose Turing selfreducible sets are known to be, in some sense, "collectively" complete for the class. For example, neither UP nor FewP is known to have complete sets, and indeed each is known to lack complete sets in relativized worlds [HH88, HJV93] . Nonetheless we have the following claim.
Theorem 5.12 Let C be any member of this list: UP, coUP, FewP, coFewP. If C ⊆ P/poly then C is low for each of S 2 , ZPP NP , and NP NP .
Proof: We prove just the UP case. The FewP case is similar. The coUP and coFewP cases follow from the UP and FewP cases, respectively, since C ⊆ P/poly ⇐⇒ co C ⊆ P/poly.
Assume UP ⊆ P/poly. Let B be an arbitrary set in S UP 2 . Let D ∈ UP be a set such that B ∈ S D 2 . For each set E ∈ UP, there exists a 2-disjunctively self-reducible set A E ∈ UP such that E ≤ p m A E . So, since UP ⊆ P/poly, by Theorem 4.1 we have S
= S 2 . It follows that S UP 2 = S 2 . By Lemma 4.9 we obtain lowness for ZPP NP and NP NP . As has-for the (i) case-just been used in the proof of Theorem 5.12, it is easy to see that (i) for each E ∈ UP there is a set A E that is in UP, is Turing (and even 2-disjunctively) self-reducible, and that satisfies E ≤ p m A E ; and (ii) for each E ∈ FewP there is a set A E that is in FewP, is Turing (and even 2-disjunctively) self-reducible, and that satisfies E ≤ p m A E . With these facts in hand, it is easy in light of Corollary 4.3 to obtain the following theorem. The final complexity class that we consider is C = P [Wag86, Sim75] . (A set A is in C = P exactly if there is a #P function f and a polynomial-time computable function g such that, for each x, it holds that x ∈ A ⇐⇒ f (x) = g(x).) Our goal is to prove a complexity class collapse from the assumption that C = P ⊆ (NP ∩ coNP)/poly. However, C = P is not known to have self-reducible complete sets, and so Theorem 4.1 cannot be used directly. We will use the following lemma to gain some leverage against the class C = P.
Lemma 5.14 If C = P ⊆ P/poly then P #P ⊆ P/poly.
Proof: Suppose C = P ⊆ P/poly. Since P #P = P PP and NP PP = NP C=P (due to Torán [Tor91]), we have P #P ⊆ NP C=P , so P #P ⊆ NP/poly. Since coNP ⊆ C = P and co(P/poly) = P/poly, we have NP/poly ⊆ (P/poly)/poly = P/poly. Thus, P #P ⊆ P/poly. Proof: Suppose that C = P ⊆ (NP ∩ coNP)/poly. Then coC = P ⊆ (NP ∩ coNP)/poly. Since NP PP = NP C=P (again due to Torán [Tor91] ), PP ⊆ NP PP ⊆ NP C=P ⊆ NP (NP∩coNP)/poly ⊆ NP NP∩coNP /poly, and so PP ⊆ NP NP∩coNP /poly. Since NP NP∩coNP = NP and NP ⊆ coC = P, we have PP ⊆ NP/poly ⊆ coC = P/poly ⊆ ((NP ∩ coNP)/poly)/poly ⊆ (NP ∩ coNP)/poly. By part 1 of Theorem 5.10, this implies that PH #P = MA NP∩coNP .
Open Questions
We state some open issues. Can Theorem 4.1 be strengthened to the following claim: If A is Turing self-reducible and A ∈ (NP∩coNP)/poly, then A is low for S 2 ? Can one prove that S NP∩coNP 2 = S 2 ? The latter would imply the former. The questions touch upon an interesting issue, namely, before the work of Cai/Hopcroft-Sengupta, for over a decade NP ⊆ P/poly and NP ⊆ (NP ∩ coNP)/poly were thought to imply the same strength of collapse: first PH = NP NP [KL80, AFK89, Käm91, HHN + 95] and later PH = ZPP NP [KW98]. Cai's result S 2 ⊆ ZPP NP shows that the Hopcroft-Sengupta consequence from NP ⊆ P/poly, namely PH = S 2 , is actually the strongest currently known collapse that follows from NP ⊆ P/poly. The present paper shows that NP ⊆ (NP ∩ coNP)/poly implies PH = S NP∩coNP 2 . This is the strongest currently known collapse from the assumption NP ⊆ (NP ∩ coNP)/poly. Thus the best collapses known from NP ⊆ P/poly and NP ⊆ (NP ∩ coNP)/poly currently differ.
Cai, Hemaspaandra, and Wechsung [CHW99] have given a fine-grained analysis of robustly strong reductions and so have shown strengthenings of previous Karp-Lipton-type results. It would be interesting to see whether a similar "fine structure of reductions" approach could yield strengthening in the present context. Finally, our lowness results are stated for Turing self-reducibility. However, as mentioned in Section 3, our results even hold for "nice-p-order"-based self-reducibility, a more general notion that allows self-reduction trees to have polynomially long paths (rather than the linearly-long paths of Turing self-reducibility trees). Though a wide array of natural classes have complete sets that have both types of self-reducibility, researchers have also studied even more general notions of selfreducibility that capture some additional complexity classes such as C = P (see [Bal90] ), via allowing very long paths. Such notions even have lowness theorems supporting Σ p 2 -type and ZPP NP -type results (see [Bal90, KW98] ). Can one extend our lowness results to such extremely general selfreducibility notions? It seems that doing so would require a proof approach substantially different from that of Theorem 4.1, since the dynamic contest procedure in the proof of Theorem 4.1 makes the proof crucially depend on the self-reducibility trees having polynomially bounded depth.
