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We construct a reversible, one-dimensional cellular automaton that has the property that
a finite initial configuration generates all finite patterns over its state alphabet. We also
conjecture that a related cellular automaton satisfies the stronger property that every
finite pattern gets generated in every position, so that the forward orbit of the finite initial
configuration is dense.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Machine self-replication and construction universality were objectives behind the introduction of the cellular automata
concept by John von Neumann [1]. His ‘‘universal constructor’’ has the ability to construct any desired state pattern, given
its description as input. In this paper, we consider a different kind of universal construction, where the problem is to design
a cellular automaton and a finite initial pattern such that all finite patterns (over the state alphabet) appear during the
evolution of the system. The existence of such systems was questioned in 1960 by Stanislaw Ulam [2, p. 30]: ‘‘Do there exist
‘‘universal’’ systems which are capable of generating arbitrary systems of states ?’’
In this paper, we give an affirmative answer: we show that there exists a one-dimensional, reversible cellular automaton
with six states such that the forward orbit of every (non-uniform) finite configuration contains copies of all finite patterns
over the state alphabet. Note, however, that the patterns are generated in some (but not necessarily all) positions. We also
discuss the attainability of the following, stronger property: does there exist a finite initial configuration that creates every
finite pattern in every position of the space, that is, whose forward orbit is dense in the standard product topology?We give a
candidate automaton thatwe conjecture to have this property, but the proof of this fact remains open and, in fact, depending
on some difficult open problems concerning the denseness of the fractional parts of the sets {ξ(3/2)n | n = 0, 1, 2, . . .} in
the interval [0, 1], for ξ = 1, 16 , 162 , . . . .
2. Definitions
Let S be a finite state set. Elements of SZ are bi-infinite sequences over S. We call them configurations. Elements of Z are
termed cells, and xi is the state of cell i. A finite pattern is an element of SD for some finite domainD ⊆ Z. For any configuration
x ∈ SZ and cell i ∈ Z, we denote by xi+D the pattern with domain D extracted from position i in x. More precisely, xi+D ∈ SD
is such that, for all d ∈ D, we have xi+D(d) = xi+d. We then say that configuration x contains in position i ∈ Z, a copy of the
pattern xi+D.
A one-dimensional cellular automaton (CA) over S is a function F : SZ −→ SZ that is defined by a finite neighborhood
N ⊆ Z and a local update rule f : SN −→ S as follows: For every x ∈ SZ and cell i ∈ Z,
F(x)i = f (xi+N).
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Cellular automata are frequently studied under the product topology on SZ. This topology is generated by the cylinder sets
[p] = {x ∈ SZ | x0+D = p}
where p ∈ SD is a finite pattern. The Curtis–Hedlund–Lyndon -theorem characterizes cellular automata to be precisely those
functions SZ −→ SZ that are continuous in the product topology and that commutewith the left shift σ : SZ −→ SZ, defined
by σ(x)i = xi+1.
A configuration is q-finite, for q ∈ S, if all but a finite number of cells are in state q, and it is q-uniform if all cells are in
state q.
Cellular automata with neighborhood {−r, . . . , r} are called radius-r CA. If the neighborhood is {0, 1}, we say the CA has
radius- 12 neighborhood. We simplify notations by identifying p ∈ S{0,1} with (p(0), p(1)) ∈ S × S so that the local update
rule becomes a function S × S −→ S, and it can be given as a lookup table.
Cellular automaton F : SZ −→ SZ is called reversible if it is bijective and the inverse function F−1 is also a cellular
automaton. It follows from the Curtis–Hedlund–Lyndon -theorem and the compactness of SZ that bijectivity implies the
second condition, so reversibility is equivalent to bijectivity of F . Moreover, every injective CA is surjective, so that injectivity
of F is also equivalent to reversibility. See [3] for more details and background on the theory of cellular automata.
Definition 1. Cellular Automaton F : SZ −→ SZ and a q-finite configuration x are a weak universal pattern generator if, for
every finite domain D ⊆ Z and every pattern p ∈ SD, there is t ≥ 0 such that F t(x) contains a copy of p. They are a strong
universal pattern generator if, for every finite D ⊆ Z and pattern p ∈ SD, and for every i ∈ Z, there is t ≥ 0 such that F t(x)
contains a copy of p in position i.
In terms of the product topology, strong universal pattern generation means that the orbit {x, F(x), F 2(x), . . .} is dense
in SZ. Note that the difficulty of finding universal pattern generators comes from the fact that the initial configuration is
required to be q-finite: without this constraint, trivial CA such as the left shift σ would do the job.
3. A universal pattern generator
In this section we present a radius- 12 one-dimensional reversible cellular automaton with six states that is a universal
pattern generator in the weak sense. Our CA multiplies numbers that are represented in base 6 by three. This particular CA
is not a new invention. It is illustrated in S. Wolfram’s book ‘‘A New Kind of Science’’ [4, p. 661]. In [5], the same local update
rulewas studied on one-sided configurations (indexed byN instead ofZ), inwhich case the CA is not reversible. Thework [6]
relates the one-sided variant to the Furstenberg conjecture in ergodic theory [7].
The state set of the automaton is S = {0, 1, 2, 3, 4, 5}, it uses radius- 12 neighborhood {0, 1}, and local rule f : S×S −→ S
is given by
f (s, t) = (3s)mod 6+ (3t)div 6.
Here, for any integer n, we denote by (n)mod 6 and (n)div 6 the remainder and the quotient of n divided by 6, respectively.
The following equality holds for all integers n:
n = (n)mod 6+ 6((n)div 6).
Note that the result of f (s, t) is in S for any s, t ∈ S, because then (3s)mod 6 ∈ {0, 3} and (3t)div 6 ∈ {0, 1, 2}. The local rule
can also be read from the following table whose element in position s, t is f (s, t):
❍❍❍❍s
t 0 1 2 3 4 5
0 0 0 1 1 2 2
1 3 3 4 4 5 5
2 0 0 1 1 2 2
3 3 3 4 4 5 5
4 0 0 1 1 2 2
5 3 3 4 4 5 5
See Fig. 1 for a space-time diagram of the CA from the initial configuration . . . 0001000 . . . .
In the following we only consider 0-finite configurations. Let us call them simply finite. Let us associate the rational
number
α(x) =
∞
i=−∞
xi · 6−i
to each finite configuration x. The sum only has a finite number of non-zero terms. Configuration x is the base-6
representation of α(x). It follows directly from the way we defined F that each application of F on a finite configuration
multiplies the corresponding number by 3:
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Fig. 1. Evolution from the initial configuration . . . 00100 . . . in the CA that multiplies by 3. Blank cells are in state 0. Time increases downward.
Lemma 1. For every finite configuration x ∈ SZ,
α(F(x)) = 3α(x).
Proof.
3α(x) =
∞
i=−∞
3xi · 6−i
=
∞
i=−∞
[(3xi)mod 6+ 6((3xi)div 6)]6−i
=
∞
i=−∞
[(3xi)mod 6+ (3xi+1)div 6]6−i
=
∞
i=−∞
F(x)i · 6−i
= α(F(x)). 
The CA F is reversible. In fact, it is a partitioned CA, a particularly simple class of reversible CA. We can also directly
construct the inverse automaton H: it is the analogously defined radius- 12 CA that multiplies by two in base 6, followed by
the right shift σ−1. Indeed, the right shift divides the represented number by 6, so the composition F ◦H multiplies numbers
by 3×2/6 = 1.We see that (F ◦H)(x) = x for all finite configurations x ∈ SZ, and therefore also for non-finite configurations
x ∈ SZ.
Theorem 1. The CA F above and any finite (excluding the 0-uniform) initial configuration x are a weak universal pattern
generator.
Proof. For n = 0, 1, 2, . . . , let αn = α(F n(x)) be the positive real number represented in base-6 by the configuration F n(x)
at time n. Because F multiplies by 3, we have that
αn = 3nα0.
Let w ∈ {0, 1, . . . , 5}∗ be an arbitrary word, and let a and A be the numbers in the interval [0, 1) whose base-6
representations are 0.w0 and 0.w1, respectively. In particular, the base-6 representation of any number in the interval
(a, A) begins 0.w0 . . . . In the following we prove that wordw appears in some αn.
We use the fact that log6 3 is an irrational number, and therefore the set { Frac(n log6 3) | n = 1, 2, . . .} is dense in the
interval [0, 1]. Here, Frac(r) is the fractional part of the real number r , that is, 0 ≤ Frac(r) < 1 and r − Frac(r) ∈ Z. In
particular, it follows that there are n,m ∈ N such that
log6(a/α0) < n log6 3−m < log6(A/α0). (1)
Raising 6 to the powers of the different sides of (1) gives
a <
3nα0
6m
< A.
Dividing by 6m corresponds to shifting the base-6 representation bympositions to the right. Hence the base-6 representation
of αn = 3nα0 contains wordw, or more precisely, the configuration at time n is . . . 00w . . . ,where the last 0 beforew is in
position−m. 
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Fig. 2. Evolution from . . . 00100 . . . in the CA that multiplies by 3/2.
4. Strong pattern generation
It is clear that the automaton of Section 3 does not generate all patterns in all positions because the cells on the right
remain in state 0. We can try to rectify this by shifting the configurations to the right so that the generated patterns grow
both to the right and to the left. With this in mind, let G = F 2σ−1 be the automaton that applies F twice and then shifts one
cell to the right. Right shift corresponds to division by 6, so Gmultiplies numbers in their base-6 representation by constant
9/6 = 3/2. See Fig. 2 for a space-time diagram of G.
Lemma 2. Cellular automaton G and a finite initial configuration x are a strong universal pattern generator if and only if the sets
Aξ = {Frac(ξ(3/2)n) | n = 0, 1, 2, . . .}
are dense in [0, 1] for all ξ = α(x)/6i, i ∈ Z.
Proof. We have α(F n(x)) = α(x)(3/2)n. Taking the fractional part corresponds to changing the states of all cells on the left
to state 0, so the configuration yn obtained by erasing in F n(x) all non-zero states in positions≤ 0 satisfies
α(yn) = Frac(α(x)(3/2)n).
Every finite pattern appears starting in position 1 if and only if {α(yn) | n = 0, 1, 2, . . .} = Aα(x) is dense, so this gives the
condition in the lemma for ξ = α(x).
All patterns appear in all positions if and only if they appear in position 1 for every initial configuration that is a translation
of x, which gives the condition in the lemma for all ξ = α(σ−i(x)) = α(x)/6i, i ∈ Z. 
It is known that Aξ is dense for almost all ξ in the sense that the set of those numbers ξ ∈ R for which this fails has
measure zero [8]. However, it has turned out to be very difficult to determine the denseness for specific choices of ξ . In
particular, we do not know whether Aξ is dense for any rational numbers ξ . These questions have been open for a long
time, so it seems difficult to determine if G is, indeed, a strong universal pattern generator.
5. Concluding remarks
We have demonstrated a simple one-dimensional cellular automaton that can generate all finite patterns over its state
alphabet, starting from a finite initial configuration. We also provided a candidate for an automaton that appears to possess
finite initial configurations that have dense orbits. It remains an interesting and difficult question to determine if the
candidate indeed is a universal pattern generator in the strong sense. Of course, it is quite possible that some other strong
universal pattern generator exists for which it is easier to establish this property.
Open problem 1. Does there exist a strong universal pattern generator?
Another interesting question is to find universal pattern generators in higher dimensional cellular spaces. We are not
aware of a two-dimensional example even in the weak sense.
Open problem 2. Does there exist a two-dimensional (weak) universal pattern generator?
Our weak universal pattern generator has six states. There is nothing magical about number six here: we could equally
well use the CA thatmultiplies by two in base ten, for example. However, six is the smallest state set size that can be obtained
with this method, and we do not know if the number of states can be reduced.
Open problem 3. Does there exist a weak universal pattern generator over the binary state set S = {0, 1}?
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Fig. 3. Evolution 7 → 22 → 11 → 34 → 17 → 52 → 26 → 13 → 40 → 20 → 10 → 5 → 16 → 8 → 4 → 2 → 1 by the CA that computes the
Collatz-function.
As a final note, we point out that the CA of Section 3 can be easilymodified to calculate the renowned Collatz-function [9]
n →

n/2, n even,
3n+ 1, n odd.
Indeed, all we have to do is to add a seventh state ‘‘·’’ that indicates the position of the floating point. Since the left neighbor
of the floating point determines whether the number is even or odd, the point can move to the left on even numbers
(hence introducing a division by 6, which together with the multiplication by 3 that is always performed yields n → n/2),
and the point can increment its left neighbor on odd numbers (hence giving n → 3n + 1). Fig. 3 shows the space-time
diagram from the initial configuration that represents in base-6 the number 7. Our automaton provides a proper cellular
automaton alternative to the quasi CA simulation of the Collatz-function in [10].
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