Abstract. Preferences are derived in part from knowledge. Knowledge, however, may be defeasible. We present an argumentation framework for deriving qualitative, multi-attribute preferences and incorporate defeasible reasoning about knowledge. Intuitively, preferences based on defeasible conclusions are not as strong as preferences based on certain conclusions, since defeasible conclusions may turn out not to hold. This introduces risk when such knowledge is used in practical reasoning. Typically, a risk prone attitude will result in different preferences than a risk averse attitude. In this paper we introduce qualitative strategies for deriving risk sensitive preferences.
Introduction
In [1] , an argumentation framework for reasoning about qualitative preferences is presented. It introduces a safe and decisive strategy to deal with incomplete information. However, this framework is not able to deal with defeasible information. In this paper we focus on defeasible rather than incomplete information. Adding the means to derive defeasible objective information is quite straightforward, by implementing some kind of defeasible modus ponens. However, deriving preferences from a mixture of certain and defeasible information is not. For this we have to take into account the notion of risk, since with defeasible information there is always a chance that it is incorrect. Multi-attribute utility theory [2] , a quantitative approach to preferences, defines two risk attitudes: risk aversion and risk proneness. In this paper we present qualitative strategies for deriving risk sensitive preferences. They are incorporated into an argumentation framework that provides the means to reason about preferences as well as underlying factual information. Argumentation, being a kind of defeasible reasoning, is able to reason with incomplete, uncertain and contradictory information. Besides, because reasoning by means of arguments is a human type of reasoning, argumentation is suitable for explanation of a system's reasoning to a human user.
The topic is related to decision making under uncertainty (e.g.
[3]). In DMU, the aim is to find the best decision in case of uncertainty about the current state of the world, and hence about the outcomes of decisions. Our approach is more general and can be applied in different contexts; we compare the preference between abstract 'objects', which could be states of the world, but also e.g. products. One of the challenges of reasoning about preferences is their multi-attribute nature. There are several distinct notions: importance of attributes, degree of satisfaction of attributes, and degree of belief of facts.
In some approaches, these measures are assumed to be commensurate, others (including this paper) suppose non-commensurability. We focus on the case where it is not completely certain which attributes the objects have (there are different degrees of belief), combined with relative importance of attributes. We leave the degree of satisfaction of attributes for future work.
[4] present several multi-attribute preference ordering rules, but do not take uncertainty into account.
[5] present a qualitative model for decision making with plausibility measures of input situations, but they treat plausible and likely beliefs equally.
[6] present an argument-based approach to multi-attribute preferences that does take degree of belief into account, but it is a two-step process in which argumentation is used only for epistemic reasoning. In our approach, we combine reasoning about preferences and knowledge in a single argumentation framework.
In Section 2, we briefly introduce qualititive multi-attribute preferences, and discuss defeasible reasoning and its relation to risk. Section 3 presents a generic framework that provides the means to take the risk introduced by defeasible knowledge into account and introduces qualitative risk-sensitive preferences. Section 4 presents concrete, qualitative preference strategies that provide different ways for handling the risk introduced by reasoning based on defeasible knowledge. Section 5 concludes the paper.
Background
Qualitative multi-attribute preferences. Qualitative multi-attribute preferences over objects are based on a set of relevant attributes, which are ranked according to their importance. Without loss of generality, we only consider binary (Boolean) attributes (cf. [7] ) and assume that the presence of an attribute is preferred over its absence. The importance ranking of attributes is defined by a total preorder (a total, reflexive and transitive relation) . The relation yields a stratification of the set of attributes into importance levels. Each importance level consists of attributes that are deemed equally important. Together with factual information about which objects have which attributes, the attribute ranking forms the basis on which various object preference orderings can be defined. One of the most well-known preference orderings is the lexicographic ordering, which we will use here. In [8] it was concluded from experiments that among several qualitative approaches to order options based on their positive and negative aspects, cardinality-based approaches such as the lexicographic ordering best predict the actual choices made by humans. The lexicographic preference ordering first considers the highest importance level. If some object has more attributes on that level than another, the first is preferred. If both objects have the same number of attributes on this level, the next importance level is considered, and so on. Two objects are equally preferred if they have the same number of attributes on every importance level. The argumentation framework of [1] models the lexicographic ordering. In this paper we extend that framework to incorporate defeasible knowledge.
Defeasible knowledge. Defeasible knowledge is not known for a fact, but derived from defeasible rules. Defeasible rules describe what is 'normally' the case. Using this kind of rules can add some information to an incomplete knowledge base. This can be beneficial in situations where a user does not have certain information, and does not have the time or resources to verify information. However, defeasibly inferred information
