Discussions of optimizing wide-field x-ray optics, with field-of-views less-than 1 .1 degree-squared, have been made previously in the literature. However, very little has been published about the optimization of wide-field x-ray optics with larger field-of-views, which technology could greatly enhance x-ray surveys. We have been working on the design of a wide-field (3. 1 degree-squared field-of-view), short focal length (190.5 cm), grazing incidence mirror shell set, with a desired rms image spot size of 15 arcsec. The baseline design consists of Wolter I type mirror shells with polynomial perturbations applied to the baseline design. The overall optimization technique is to efficiently optimize the polynomial coefficients that directly influence the angular resolution, without stepping through the entire multi-dimensional coefficient space. We have investigated optimization techniques such as the downhill simplex method, fractional factorial, and response surface (including Box-Behnken and central composite) designs. We have also investigated the use of neural networks, such as backpropagation, general regression (GRNN), and group method of data handling (GMDH) neural networks. We report our findings to date.
INTRODUCTION
Optimization of wide-field x-ray optics could greatly enhance astronomical x-ray surveys. Discussions of optimizing grazing incidence x-ray optics have been made previously in the literature. Giacconi et al , using a ray-tracing routine and a hyperboloidal focal surface, demonstrated that for a large grazing angle they could reduce the blur circle diameter by almost a factor of two from a fixed flat focal surface. Werner2 suggested a category of grazing incidence optics that assumes that knowing the shape of the surfaces between their axial points and the parts to be used is not necessary. He suggested that a surface of revolution, formed by rotating about the optical axis a curve in the XZ-plane, could be represented by a general series expansion (polynomial). He showed that for a Wolter type I mirror shell, reasonably good resolution (FWHM < 15 arcsec) can be achieved for grazing angles ranging from 1 to 3 degrees by the use of these polynomial surfaces. Burrows, Burg, & Giacconi3 indicated that these polynomial optics are as easy to fabricate as Wolter type I mirror shells and that they are also superior in performance to Wolter type I optics for off axis performance. They also demonstrated, through the use of numerical simulations, that polynomial mirror designs which can produce 2.5 arcsec resolution images over a field-of-view (FOV) of 0.79 degree-squared exist.
Despite these achievements, each method listed above has its limitations. Hyperboloidal surfaces are difficult to achieve with flat CCDs, particularly over large grazing angles. The polynomial mirror design, suggested by Werner2, sacrifices on-axis and near-on-axis performance in order to achieve good off-axis results. The inverse of this is true in the polynomial mirror designs suggested by Burrows, Burg, and Giacconi3. Is there a method that would allow good on-axis performance and still permit acceptable off-axis results? It is evident that the polynomial method is a successful way of producing good angular resolution mirrors for either small or large grazing angles; it is not so evident whether this method will work for both cases simultaneously. Is it possible that this method could be utilized to achieve good angular resolution for both cases?
By optimizing the polynomial coefficients, the rms image spot size could be minimized for a large range of grazing angles. The difficulty arises in identifying the polynomial coefficients, within the N-dimensional coefficient space, that directly influence the angular resolution. The overall minimization technique should then be to efficiently optimize the polynomial coefficients without stepping through the entire N-dimensional coefficient space.
In this paper, we investigate various methods of efficiently optimizing the polynomial coefficients. In Section 2,we present the materials and methods used for optimization. In Section 3, we present our results to date. In Section 4, we summarize our findings and future strategies.
MATERIALS AND METHODS
Using an author modified version of the UNIX ray-tracing program Interactive Ray TraceA (Version 2.7 for IDLB), we have performed numerical simulations of a 3. 1 degree-squared FOV, grazing incidence mirror shell set, with a goal of achieving an rms image spot size of 15 arcsec or less. The baseline design incorporates Wolter type I mirror shells with polynomial perturbations applied to the grazing incidence surface. For the purposes of this paper, only the most outer shell will be examined.
Mirror shell characteristics
The baseline design is computed by using the equations from VanSpeybroek and Chase4 for a coaxial and confocal paraboloid and hyperboloid. The focal length of the telescope is 190.5 cm. The computed front and back parabolic radii, as measured from the optical axis, are 196.7 mm and 190.5 mm respectively. The front and back hyperbolic radii, as measured from the optical axis, are 190.5 mm and 168.4 mm respectively. The parabolic and hyperbolic shell lengths, as measured in projection from the optical axis, are 254 mm each. The substrate for the mirror shell is a Ni-alloy coated with a thin layer of Au, which acts as the reflective surface (cf. Flinn5).
Baseline performance without polynomials
In order to provide a baseline to compare against, we first performed ray tracing on our three-minor shell set in which the mirror surfaces had no polynomial perturbation applied. It is well known that the angular resolution of Wolter type I mirror shells on axis is exceptional (see Burrows, Burg, & Giacconi3) . Figure 1 reveals that the rms spot size for our mirror shell set, with no defocusing (dz), is 3.5x105 arcsec. Each tick mark in Figure 1 represents 5x108 mm.
As the grazing angle becomes steeper the rms spot size increases rapidly as is demonstrated in Figure 2 . By adjusting the focal plane (defocusing), either towards or away from the mirror, the overall performance of the minors can be improved; the best defocusing case (dz = 1 .6 mm) is shown in Figure 2 . However, the resolution trend for the defocusing case follows closely the same trend as that in the non-defocused case.
Baseline performance with polynomials
Next we optimized eight polynomial coefficients (four applied to each the paraboloid and hyperboloid) using the Interactive Data Language (IDLB) AMOEBA routine. (Press et al.6) . Using this method provided a standard against which all other optimization routines were to be compared. By applying these newly found polynomial coefficients to the grazing incidence surface, the rms performance was improved even further than the non-polynomial defocusing case (Figure 2 ). Defocusing provides even greater improvements in the overall performance of the mirrors; the best defocusing case (dz =0.4 mm) is shown in Figure 2 . A comparison in rms spot size between Figures 3 and 4 reveals an improvement in angular resolution by a factor of greater than 3 when a polynomial is applied to the grazing incident surface.
The downhill simplex method (DSM) provided polynomial coefficients that would perturb the mirror surfaces in order that the angular resolution of 15 arcsec or less could be achieved. This minimum resolution holds over a FOV of almost one degree-squared. Over the same minimum resolution, the FOV was 0.32 and 0.64 degree-squared for the non-polynomial no defocusing and the non-polynomial defocused cases respectively. This is a similar scenario to that described by Burrows, Burg, and Giacconi3. Although the DSM is very robust in finding a minimum, it is not always as good at finding the global minimum. The minimum found is often dependent on the starting point. Since the coefficient space is 8-dimensional, determining whether the minimum found is a global or local minimum is difficult. Therefore, the challenge still exists in efficiently finding a set of polynomial coefficients that would provide the full FOV at the minimum resolution.
Statistical design and analysis
Often a more efficient way of designing an experiment is to use statistical techniques rather than the hit-and-miss method. Such statistical techniques include factorial designs, of which fractional designs are subsets; and response surface designs, of which Box-Behnken and central composite designs are subsets. These designs help generate a mathematical model which is used to find the optimal response (resolution). For our study, all statistical designs, except central composite, were generated on an IBM compatible PC using MINITABC (Version 12.22). Central composite designs were generated using our own IDL program, which is based on the algorithms by Khuri and Cornell7'8.
C MINITAB® is a registered trademark of Minitab, Inc., State College, PA 16801. 
fractional factorial designs
In any 2k factorial design, each input variable is measured at two levels, which can be coded as -1 for the lowest value and +1 for the highest value. By considering every possible combination of the levels of the kfactors, or input variables, a design matrix of 2k rows is generated9. For k equal to nine, this would generate a 9 x 512 matrix. Fractional factorial designs permit a smaller sampling of the space while still retaining enough information to provide a reasonable model of the response. This is a considerable benefit, particularly in computational time.
Six, '/ fractional factorial designs were examined. The highest and lowest values used for the polynomial coefficients are listed in Table 1 . The values P0 to P3 represent the zeroeth to third order polynomial coefficients for the paraboloid. The values H0 to H4 represent the zeroeth to fourth order polynomial coefficients for the hyperboloid. The design consisted of nine factors, 128 runs, no blocking, one replicate, no center points, and a resolution of VI.
Box-Behnken designs
The Box-Behnken method is a class of three-level incomplete factorial designs for ascertaining the parameters in a secondorder model. Combining two-level factorial designs with balanced incomplete block designs (BIBD) in systematic manner forms this technique'°.
Six, Box-Behnken designs were completed. The design consisted of seven factors, 62 runs, no blocking, and six center points. Only seven factors were used instead of nine because of limitations in MINITAB . As in the fractional factorial design, the highest and lowest values used for the polynomial coefficients are listed in Table 1 , with the exception that the P0 or H0 values were both fixed at zero for all runs. The central composite design is an alternative to the 3k factorial designs. It consists of three parts: a complete, or fraction, of a 2k factorial design; one or more center points; and two axial points on the axis of each design variable at a distance of a from the center point'1.
Six, central composite designs were investigated. As in the fractional factorial design, the highest and lowest values used for the polynomial coefficients are listed in Table 1 . The design consisted of nine factors, 566 runs, no blocking, 36 center points, and an a-value of 4.757.The designs were generated using our own IDL program due to the limitations of MINITAB.
Artificial Neural Networks (ANN)
An alternative to statistical methods is artificial neural networks (ANN). For many applications, an ANN can effectively duplicate complex relationships existing between inputs and outputs without requiring an equation or model a priori. This permits the ANN to construct relationships between variables by appraising every interaction between variables'2. The types of ANN used in this paper are backpropagation neural networks (BPNN), general regression neural networks (GRNN), and general handling of data method neural networks (GMDH). For our study, all ANN designs, were generated on an IBM compatible PC using NeuroShell 2' (Release 4.0).
Backpropagation neural network (BPNN)
The BPNN have been the most popular and widely used of ANN available'3. It is good for generalizing on a wide variety of problems'4. THE BPNN is a supervised, multi-layered, feed-forward network that uses the Back Propagation Rule. This rule is based upon the Delta Rule15"6 for a network with hidden layers. Training involves moving patterns forward through the network layers, then propagating the errors backward, and then updating the weights. This is done in order to decrease the errors. The mean square error is the value being minimized' .
For our BPNN, the number of neurons in the input layer were nine, corresponding to the number of polynomial coefficients. The hidden layer consisted of three slabs. The number of neurons in each of the hidden slabs was fifteen. The number of neurons in the output layer was one, corresponding to the predicted resolution. The scale function for the input layer was a linear function that allowed for extrapolation outside the sampled region. The scale function for the hidden slabs were Gaussian, hyperbolic tangent, and Gaussian complement. The output layer scale function was linear. The learning rate and momentum were each 0.1 while a value of 0.3 was used for the initial weights. The training criteria were to utilize 1596 training patterns, 399 test patterns, a rotation pattern selection, and the NeuroShell 2 TurboProp's routine for updating the weights. General regression neural network (GRNN)
GRNN are a feed-forward ANN based on the theory of non-linear regression. They are good for approximating any arbitrary mapping between input and output vectors. Training of the pattern units for a GRNN is unsupervised. This training utilizes a special clustering algorithm that makes defining the number of pattern units a priori unnecessary18. GRNN have been shown to out-perform the BPNN in some cases. These networks train quickly on sparse data sets and are useful for continuous function approximation. They can have multidimensional input, and will model multidimensional surfaces'2. The GRNN is a three-layer network in which one hidden neuron must exist for each training pattern'9.
For our GRNN, the number of neurons in the input layer was nine, corresponding to the number of polynomial coefficients.
The number of neurons in the hidden layers was 1596. Due to an unforeseen, but minor error, the number of hidden layers for run #1 was 1600. The number of neurons in the output layer was one, corresponding to the predicted resolution. The training criteria were to utilize 1596 training patterns (1600 for run #1), 399 test patterns (400 for run #1), a "City Block" distance metric, and an adaptive genetic calibration.
General method of data handling (GMDH)
GMDH has been called the "polynomial net." It works by constructing sequential layers with complex connections that are the individual terms of a polynomial. These polynomial terms are generated using linear and non-linear regression20. It is based on the GMDH algorithm of A. G. Ivakhnenko. One of the main advantages of the GMDH is that "prejudiced" mathematical models are not required, just the data2'.
For our GMDH ANN, the number of neurons in the input layer was nine, mapping to the number of polynomial coefficients.
The constructed number of hidden layers varied from 21 to 89. The number of neurons in the output layer was one, corresponding to the predicted resolution. The scale function in both the input and output layers was a linear function that permitted extrapolation outside the sampled region. The training criteria were listed as follows: smart GMDH type, high model non-linearity, smart model optimization mode, high model diversity, and high model complexity. The number of training patterns was 1995.
RESULTS
The outcome from the six runs for the fractional factorial design, the response surface designs (including Box-Behnken and central composite designs), and the ANN (including BPNN, GRNN, & GMDH) can be found in Tables 2-5 respectively. For the fractional factorial and response surface designs, actual and calculated minimums, along with their corresponding calculated and actual values, are listed in Tables 2 and 3 . The "actual minimum" (AM) is the smallest rms spot size generated by the ray-tracing program using a particular set of polynomial coefficients. The "corresponding calculated value" (CCV) is the rms spot size that the design predicts, assuming the same polynomial coefficients are used as in AM case. The "calculated minimum" is the smallest rms spot size that the design predicts, using a particular set of polynomial coefficients. The "corresponding actual value" is the rms spot size generated by the ray-tracing program, assuming the same polynomial coefficients are used as in the "calculated minimum." An AM equal to approximately 6.2 corresponds to a spot size generated using a Wolter type I mirror shell. An AM equal to 3.8 corresponds to a spot size generated using the polynomial mirror shell that was optimized utilizing the DSM. The desired goal is to have the actual and calculated minimums, as well as the corresponding calculated and actual values, to be as similar as possible. A situation in which the value becomes negative indicates that the response is not being modeled correctly.
For the ANN, actual minimum, along with the corresponding ANN value, are listed in Tables 4 and 5 . These values are the same as the AM and CCV in the factorial and response surface design cases. For the BPNN and GRNN, the coefficient weights are the final weights applied by the ANN to the polynomial coefficients (cf. Garson22). These weights give an indication of which coefficients are the most important. For the purposes of this paper, the actual weights will not be supplied. However, the polynomial coefficients are ranked in the tables. The first number represents the most important coefficient; the second represents the next most important coefficient, and so forth. The numbers 1 -4 symbolize the P0 to P3 coefficients respectively. The numbers 5 -9 symbolize the H to H4 coefficients respectively. In the case of the GRNN, three further divisions are made: weights greater than two, weights between one and two, and weight less than one. The GMDH "Criterion value" is discussed elsewhere23.
Fractional factorial design
The results from the fractional factorial design indicate that it doesn't model the coefficient space very well. This is evidenced by a comparison of the AM to the CCV. In all but one case, the values were off by orders of magnitude. The one exception was found in run #1. Even in this case the error is excessively high.
Box-Behnken design
The details from the Box-Behnken method suggest, since the difference of AM and CCV are generally smaller, this method is better than the fractional factorial routine. Even so, the modeling is not acceptable. In all cases the error is greater than 50 percent and in the case of run #2 the calculated minimum went into the unrealistic negative regime.
Central composite design
Since five of the six runs from the central composite design had calculated minimums in the negative portion of resolution space, the conclusion points to this method being the worst of all the techniques tried. Further study revealed that if the high and low values for the polynomial coefficients were reduced by more than an order of magnitude, the error between AM and Ccv is less than three percent. This is a very encouraging result except that the smaller sampled space decreases the computational efficiency.
BPNN
Similar to the fractional factorial case, the results from the BPNN indicate that it doesn't model the coefficient space very well. This is demonstrated by the contrast between AM and CCV. In all cases, the values are off by orders of magnitude and in one run (run #2) the corresponding ANN value became negative. Despite these limitations, it is possible that the BPNN does provide information on which coefficients might be the most important. From Table 4 , it can be seen that coefficients H4, P3. and H3 have a greater weight in almost all runs.
GRNN
The data from the GRNN are the best of the six procedures examined. Although all the errors between the AM and the corresponding ANN values are not in an acceptable range, the error of less than four percent for run #2 is encouraging. As in the BPNN results, the GRNN provides information on which coefficients are the most important. From Table 4 , it can be seen that the coefficients H4, P3, H2, and H3 have a greater weight in almost all runs. This is in agreement with the BPNN data.
GMDH
As in the fractional factorial and BPNN cases, the results from the GMDH suggest that it does not model the coefficient space accurately. This is demonstrated by the contrast between AM and CCV. In all cases, the values are off by orders of magnitude and in two runs (run #3 and #4) the corresponding ANN values become negative. Further study revealed that if the number of patterns processed was increased by a factor of seven, the error between AM and CCV is less than two percent. However, the error between the calculated minimum and the corresponding calculated value is 75%.
SUMMARY
We have modeled grazing incidence optics with a polynomial perturbation applied to the reflecting surface. The goal was to find a method that would efficiently optimize the polynomial coefficients that influence the minimization of the angular resolution. The methods investigated were fractional factorial designs, response surface (including Box-Behnken and central composite) designs, and artificial neural networks (including backpropagation, general regression, and general method of data handling). All designs were tested over a large region of multidimensional coefficient space. Of the six methods examined only the GRNN demonstrated a reasonable result.
Although the initial overall results do not seem encouraging, a few modifications to the foregoing methods need to be examined. Does the increasing or decreasing of the smoothing factors24 in the GRNN produce superior results? If the sampled region of multidimensional coefficient space was reduced, could the central composite method efficiently point to the correct region of multidimensional coefficient space without escalating computational time? If values over a predetermined rms spot size, such as 50 or 25 mm (the maximum rms spot size is 14,000 mm), were clipped, could the ANN better model the region of multidimensional coefficient space that we are interested in? By clipping the rms spot size and increasing the number of patterns processed, could the results from the GMDH be improved? From Table 4 , an actual minimum of 4. 15 was serendipitously discovered. Ignoring the fact that this result was serendipitously discovered rather than systematically determined what affect would a smaller sampled region of multidimensional coefficient space have in finding a minimum solution?
