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Abstract
Turbulent boundary layers are influential in numerous applications (e.g. naval architecture,
ocean engineering, sediment transport, etc.), yet considerable knowledge gaps still exist.
Boundary layers are regions where transfer of mass, momentum, energy, and heat occur
within the interface between a fluid and a solid, or between two fluids. Utilization of optical
flow measurement techniques to measure the velocity field with high spatial resolution
enables non-intrusive investigation of the complex fluid dynamics of boundary layers.
In this study two-dimensional Particle Image Velocimetry was employed to investigate,
primarily, the overlap layer of a turbulent boundary layer developed in the recirculating
flume facility located in the Environmental Fluids Laboratory at Coastal Carolina
University. Three locations in the streamwise direction and two locations in the spanwise
direction were investigated covering a range of Reynolds numbers, 𝑅𝑅𝑅𝑅𝐷𝐷 = 32,432 - 65,586.

The overarching goal of this research was to i) investigate the flow characteristics of
turbulent boundary layers in open channel flow and ii) provide benchmark results for future
studies conducted in this facility.
We calculated from the two measured velocity components (streamwise and vertical) over
two spatial dimensions (streamwise and vertical) various mean flow and turbulent
quantities. Results for the facility indicated: i) a distinct overlap layer existed between ~100
< y+< ~400, ii) a shape-factor characteristic of a zero-pressure gradient boundary layer, iii)

turbulent intensity is relatively constant over the range of 𝑅𝑅𝑅𝑅𝐷𝐷 (4-10%), iv) peak of TKE

production occurred at the lower limit of the overlap layer and iv) free-surface effects

influenced flow up to 20% of the water depth below the surface. Based on results and
findings in this study, users should conduct experiments along the channel middle to avoid
iv

the influence of sidewalls, between 40-80% of the water height to perform measurements
in the region of lowest turbulence intensity, and between 0-40% of the water height to
perform turbulent boundary layer measurements.
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1 Introduction
A boundary layer is a thin region of fluid that is impacted by the presence of a boundary.
Boundary layers form because the fluid velocity at an impermeable wall or rigid body must
match that of the body (no-slip condition), which results in large shear and viscous forces
close to the wall (boundary). A significant indicator of whether the boundary layer is
turbulent or laminar is the non-dimensional Reynolds number. For flow in a wide
rectangular open water channel (e.g., a flume), the Reynolds number is defined:
𝑅𝑅𝑅𝑅𝐷𝐷 =

𝜌𝜌𝑈𝑈0 𝐷𝐷
𝜇𝜇

(1)

where 𝜌𝜌 is fluid density, 𝑈𝑈0 is uniform velocity assumed from the flowrate, D is the depth

of the water column, and 𝜇𝜇 is the dynamic viscosity of the fluid.

Boundary layers over flat surfaces begin as laminar, and then under certain circumstances
the flow will transition from laminar to turbulent (Reynolds, 1883; Reynolds, 1895) (Figure
1). The velocity external to the boundary layer is 𝑈𝑈0 and is assumed to be uniform

until interacting with the solid-body at the leading edge or point of first contact. The fluid

continues to flow over the surface, but is impacted by friction and ultimately slows down
inside the boundary layer. Directly at the rigid-body the velocity is zero (assuming the body
is at rest) and moving away from the bottom the velocity increases until it reaches this freestream velocity. The height above the channel bottom (y) where the mean streamwise
1

velocity 𝑢𝑢�(𝑦𝑦), equals 99% of the free-stream velocity (𝑈𝑈0 ), is the boundary layer thickness
(δ; Pope, 2000). The boundary layer thickness is demonstrated in Figure 1.

Turbulent boundary layers are important in many engineered systems and natural
phenomena. For example, for engineered systems, knowledge of the turbulent boundary
layer characteristics can assist in designing more energy efficient hulls (moving boundary).
Such as, increasing energy efficiency by designing a hull that delays the laminar-toturbulent transition of the boundary layer as far aft as possible, which results in drag
reduction. As well, for natural phenomena, the oceanic turbulent boundary layer is
important for understanding both sediment suspension and transportation (stationary
boundary).
The topic of turbulent boundary layers in open channel flow has been studied extensively
(e.g., see reviews by Gad-el-Hak and Bandyopadhyay, 1994; Jiménez, 2004; Marusic et
al., 2010); however, there are still considerable knowledge gaps. The data acquired from
such studies have provided both a qualitative and quantitative explanation of the flow at
particular locations within the boundary layer. Because turbulent boundary layers in open
channel flow are influential in numerous applications, a thorough understanding of their
characteristics is needed. In particular, the energy budgets of the boundary layer are
particularly important as they shed light on the production, transfer, and dissipation of
energy in the boundary layer. For example, oceanic shallow water boundary layers are
responsible for dissipating a large fraction of the global energy budget of the oceans despite
the fact that they represent a very small portion of the overall oceans (Munk and Wunsch,
1998).

2

The objective of this study is to better understand turbulent boundary layers in open
channel flow, particularly for the 15m re-circulating water channel facility, located in the
Environmental Fluids Laboratory at Coastal Carolina University. The zero-pressure
gradient boundary layer developed in the flume will be the flow conditions for future
studies conducted in the flume, e.g., studies on flow interaction with roughness, marine
vehicles, and biological organisms. The results of this study, therefore, inform future users
of the facility about the flow characteristics in the flume.
Flow within the boundary layer was measured using a non-intrusive optical flow
measurement technique: Particle Image Velocimetry (PIV). PIV is based on statistical
analysis of the backscatter illumination of neutrally buoyant particles that follow the local
flow velocity (Raffel et al., 2007). Using a high energy laser in conjunction with optical
lenses and a camera over a field of view ranging between 25cm x 20cm to 25cm x 36cm,
the flow velocities were measured. The particles were illuminated by a laser, in a two
dimensional (2D) plane (streamwise, x, and wall-normal, y), and two consecutive images
of the particle distributions separated by a short time interval (estimated based on 𝑈𝑈0 ) were

acquired, creating an image pair. The scattered light from the particles is recorded in a
sequence of these image pairs. They are then cross-correlated resulting in a time series of
2D velocity vector maps measuring the streamwise (u) and wall-normal (v) velocities.
From the velocity vector maps various mean and turbulent quantities are computed.
Five regions within the facility were investigated for nine different combinations of D
and 𝑈𝑈0 , covering a range of 𝑅𝑅𝑅𝑅𝐷𝐷 ; a total of 45 datasets. Three of the locations were along
the center of the channel in the upstream, middle, and downstream sections of the flume’s

test section. These three locations provide a means to determine if the flow accelerates or
3

decelerates along the channel (i.e., between locations). The other two locations varied
position in the spanwise direction (z) in the middle of the flume’s test section. These
locations provide insight into the influence of the side-walls of the channel.
Mean quantities investigated include: velocity profiles, mean spanwise vorticity, and
boundary layer characteristics such as momentum thickness, displacement thickness, and
shape factor. A Reynolds decomposition is used to estimate the turbulent velocities
(𝑢𝑢′ and 𝑣𝑣 ′ ). From these turbulent velocities, production and dissipation of turbulent kinetic

energy and Reynolds stresses are calculated. Lastly, the inertial subrange is investigated
through calculation of the velocity spectra.
This thesis starts with a review of boundary layers and their characteristics in Section 2. In

Section 3 facility, data acquisition and processing, and experiments are discussed. Section
4 follows with results, analysis, methods, and discussion. Lastly, Section 5 summarizes the
study and its conclusions.
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Figure 1: Boundary layer transitioning from laminar to turbulent. The uniform freestream velocity (𝑈𝑈0 ) flows from left to right (reproduced here from Khatri et al., 2012).
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2 Boundary Layers
2.1 Turbulent Boundary Layer Overview
The concept of a boundary layer is due to the work of Prandtl (1904) who was the first to
show that fluid viscosity is important in a thin layer close to the surface of a solid-body.
Turbulent boundary layers are responsible for large exchanges of mass, momentum, and
energy due to stress at this fluid-solid body interface. The boundary layer region undergoes
large changes in fluid characteristics in the wall-normal direction and small changes in the
streamwise direction once the boundary layer is fully developed (White, 2006).
As a result of the fluid flow being retarded as it passes over a rigid body, the streamlines
�
𝜕𝜕𝑢𝑢

𝜕𝜕𝑣𝑣�

must be displaced outwards, to satisfy continuity for incompressible fluids: �𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕 +
�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕

� = 0, where the overbar denotes ensemble average (or mean). This displacement gives

rise to the concept of the displacement thickness. In order to reduce the total mass flow rate
of a frictionless fluid by the same amount, the surface must be displaced outward by the
displacement thickness (Aspley, 2009). The displacement thickness (𝛿𝛿 ∗ ) can be thought
of as the distance by which the boundary layer must be shifted perpendicular to the flow to
satisfy continuity, as exemplified in Figure 2. The displacement thickness is (White, 2006):

∗

𝛿𝛿

𝛿𝛿 = � (1 −
0
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𝑢𝑢�(𝑦𝑦)
)𝑑𝑑𝑑𝑑
𝑈𝑈0

(2)

This equation is valid for any incompressible flow, including those with variable
temperature and/or pressure (White, 2006).
The momentum thickness (𝜃𝜃) is the distance in which a surface would have to be moved
parallel to itself towards a reference plane in a fluid stream of velocity to give the same
total momentum that exists between the surface and the reference plane in a fluid (Figure
3; Schlichting, 1962). The momentum thickness is defined by White (2006):

𝜃𝜃 = �

𝛿𝛿

0

𝑢𝑢�(𝑦𝑦)
𝑢𝑢�(𝑦𝑦)
�1 −
� 𝑑𝑑𝑑𝑑
𝑈𝑈0
𝑈𝑈0

(3)

Both 𝜃𝜃 and 𝛿𝛿 ∗ are used to characterize the size of the boundary layer.

Three distinct boundary layer regions exist: inner layer, log-layer, and outer layer. These
regions are shown in Figure 4. These boundary layer regions are typically characterized
using dimensionless profiles of 𝑢𝑢 + (𝑦𝑦) =
𝜏𝜏

�(𝑦𝑦)
𝑢𝑢
𝑢𝑢∗

and normalized wall units, 𝑦𝑦 + =

𝑦𝑦𝑢𝑢∗
𝜈𝜈

, where

𝑢𝑢∗ is the friction velocity, 𝑢𝑢∗ = � 𝑤𝑤 , 𝜏𝜏𝑤𝑤 is the wall shear stress (i.e., at y=0), and 𝜈𝜈 is the
𝜌𝜌
kinematic viscosity. Blasius (1908), Prandtl (1933), von-Kármán (1934), and Schlichting
(1962) utilized these dimensionless parameters to establish similarity laws in each of the
three regions of the boundary layer (i.e., inner, outer or the intermediate overlap layer).
Prandtl (1910), Taylor (1916), von-Kármán (1939), Reichardt (1951), van Driest (1951),
and Deissler (1955) have all developed similar methods for analyzing the shape of mean
streamwise velocity profiles in turbulent boundary layers.
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The inner layer is divided into a viscous sublayer, buffer layer, and the log law (or overlap)
region (Figure 4). The inner layer is dominated by viscous forces. White (2006) defines the
inner layer as 𝑦𝑦 + < 1,000. The outer layer, defined as y+> ~50, is a region dominated by
inertial forces. For turbulent boundary layers, von-Kármán (1930) reasoned that the wall
acts as a source of retardation, resulting in u(y) <𝑈𝑈0 . This reduction occurs independent of

viscosity but is dependent upon wall shear stress and freestream pressure gradient (White,

2006). Within the inner and outer region, there exists an overlap region spanning over
50<y+<1000 (Figure 4). Within this region both viscous and inertial forces are significant.
The overlap layer only exists at sufficiently large Reynolds numbers (Osterlund, 1999).
The following sections elaborate on the characteristics of these layers.

2.2 Inner Layer
In the viscous sublayer, which is the closest sublayer to the wall within the inner layer, it
is assumed that the turbulence shear stress is negligible compared to the viscous forces
(Gad-el-Hak and Bandyopadhyay, 1994). The thickness of this layer is microscopically
small and approximated as y+ < 5. This region follows the following universal similarity
law:
𝑢𝑢+ = 𝑦𝑦 +

(4)

Nagib et al. (2007) argue that one needs wall shear stress measurement accuracy of greater
than ± 0.5% to draw any significant conclusions on wall shear stress and Marusic et al.
(2010) noted this is often times very hard to accomplish. It is important to obtain high
quality measurements of wall-shear stress because together with density and kinematic
viscosity it defines turbulent boundary layer scaling (i.e., y+; Li et al., 2017).
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Between the viscous sublayer and the log-law region of the inner layer exists a buffer layer.
This buffer layer acts as a transition region between the viscous dominated region and the
overlap region (Pope, 2000; Smits et al., 2011). The buffer layer (5≤ 𝑦𝑦 + ≤ 30) is the region
associated with the highest production of turbulent kinetic energy, momentum, and heat

transfer (von-Kármán, 1934) in the boundary layer, regardless of displacement thickness
Reynolds number (here, Re is based on the displacement thickness; 𝑅𝑅𝑅𝑅𝛿𝛿∗ =

𝑈𝑈0 𝛿𝛿 ∗
𝜈𝜈

). In the

buffer layer peak turbulent kinetic energy production extends to y+ = 12 (Smits et al., 2011).
At low Reynolds numbers, the main contribution to the turbulent kinetic energy production
comes from the near-wall region, but at sufficiently high Reynolds numbers (i.e., where
sufficient separation of length scales can occur) the logarithmic region dominates as the
source of production (Smits et al., 2011).

2.3 Overlap layer: “Law of the Wall”
The log-law region (30≤ 𝑦𝑦 + ≤ 5,000) lies just beyond the buffer layer and is in both the

inner and outer layer (Figure 4). This layer is the most commonly studied region; however,

many open questions remain about its universality in differing initial conditions, its
Reynolds number dependency, and accuracy of wall shear stress and friction velocity
estimates derived from flow in this region. The term logarithmic follows from the classical
Coles and Hirst (1968) description, where the mean velocity profile follows a logarithmic
shape. The central feature of the logarithmic region is the constant velocity scale (𝑢𝑢∗ ;
Marusic et al., 2013). The logarithmic region, also referred to as the overlap region between
inner and outer layers, corresponds to a region that is sufficiently far away from both wall
effects and boundary layer edges (Baidya et al., 2017). Within this region, total momentum
flux is independent of distance from the wall and is entirely accounted for by turbulent
9

fluctuations (Lo et al., 2005). In the log layer, the logarithmic velocity profile follows a
universal law (Schlichting, 1962) that was first suggested by von-Kármán (1934) in a fully
developed turbulent boundary layer with and without a pressure gradient. This similarity
universal law is referred to as the “law of the wall” and is valid for flow over smooth
surfaces (Coles, 1956):
𝑢𝑢�
1 𝑦𝑦𝑢𝑢∗
= 𝑙𝑙𝑙𝑙
+ 𝐵𝐵
𝑢𝑢∗ 𝜅𝜅
𝜈𝜈

(5)

where κ is the von-Kármán constant and B is an additive constant, found experimentally.
Nikuradse (1932) found κ≈0.40 and B≈ 5.5, and Coles and Hirst (1968) found that κ≈0.41
and B≈5.0; both aligning well with von-Kármán’s (1934) findings of κ≈0.41 and B≈5.2.
Generally, the values presented in the literature for κ lie within 5% of the values reported
by von-Kármán (Pope, 2000). There is less consensus regarding the value of B (George,
2007). Recent estimates of the value range between 4 and 10 (George, 2007). This lack of
universality in B seems to be of less importance than the value of κ (George, 2007). This
law is well established for 50<y+<5000 (Coles, 1956).

2.4 Outer Layer: “Velocity Defect”
The outer regime is dominated by inertial forces with viscous forces being negligible. In
this region (and the overlap region), the friction velocity can be scaled with the square root
′ 𝑣𝑣 ′ . The length scale in this region is 𝛿𝛿 (Marusic et
������
of the Reynolds shear stress, 𝑢𝑢∗ = �𝑢𝑢

al., 2010). The outer layer (y+ > ~50) adheres to the “velocity defect law,” where the defect

is defined as 𝑈𝑈0 − 𝑢𝑢�(𝑦𝑦), defined as (White, 2006):
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𝑈𝑈0 − 𝑢𝑢�(𝑦𝑦)
1 𝑦𝑦
= − 𝑙𝑙𝑙𝑙 + 𝐴𝐴
∗
𝑢𝑢
𝜅𝜅 𝛿𝛿

(6)

where A is a constant that varies with the pressure gradient. This outer layer is sensitive to
the external pressure gradient and its variation with streamwise direction (White, 2006).
This layer experiences no direct effects of viscosity on the streamwise velocity. The
velocity defect can be thought of as the retardation of the flow due to local wall effects.
Unlike the law-of-the-wall, which is universal for the overlap layer, the velocity-defect law
is not, thus it varies with flow conditions (Pope, 2000).
The preceding subsections provided a general overview of the overall boundary layer
structure consisting of the viscous sublayer, buffer layer, overlap layer, and outer layer.
The viscous sublayer is the region closest to the wall and is microscopically small. The
overlap layer is unique as it has a constant velocity scale and is affected by both viscous
and inertial forces. These two layers are within the inner layer, which is 10% of the overall
boundary layer. The outer-layer characteristics vary with flow conditions external to the
boundary layer. Lastly, both the viscous sublayer and overlap-layer have universal laws,
whereas no universal law exists for the buffer layer and outer-layer.
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Figure 2: Boundary layer showing the concept of the displacement thickness
(reproduced here from Schlichting, 1962). Location A shows the velocity profile and B
shows the hypothetical displaced velocity profile.
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Figure 3: Boundary layer showing the concept of momentum thickness. The area in
which the boundary layer is displaced to compensate for the reduction in momentum of
the fluid as a consequence of the boundary is shown in blue.
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Figure 4: Sketch of the various wall regions and layers within a boundary layer in a
turbulent channel flow, whose locations are defined in terms of y+ (normalized wall
units; reproduced here from Pope, 2000).
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3 Experiments
Turbulent boundary layer research is vast, ranging from topics on measurement techniques
to characterization of turbulent quantities and boundary layer regions. These studies have
also been carried out in various facilities and environments (e.g., wind tunnels, flumes,
oceans, estuaries, and rivers). The data acquired from such studies have provided both a
qualitative and quantitative characterization of phenomena at particular locations within
the boundary layer. In this study, we use PIV to measure the flow in the boundary layer
(BL) enabling investigation of (primarily) the overlap layer of a fully developed zeropressure gradient turbulent boundary layer in a recirculating open channel flow facility.
Below, the flow facility, PIV setup and data acquisition, and performed experiments are
discussed.

3.1 Experimental Facility
Flow measurements were carried out using PIV in the large recirculating water channel
facility in the Environmental Fluids Laboratory at Coastal Carolina University. This
recirculating water channel, shown in Figure 5, has cross section dimensions of 0.7 m x 0.5
m and a length of 15 m. It is able to generate flows with mean speed up to 0.5 m/s. A
centrifugal pump located under the flume is responsible for recirculating water at flow rates
ranging up to 3 m3/min. The flow rate is controlled with a variable frequency drive that
adjusts the pump rotor rotational speed. The water temperature inside the facility was held
at indoor laboratory temperatures, typically ranging between 20 – 22 oC.
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At opposite ends of the facility are two large reservoirs, which hold more than 6.5 m3 of
water. Each reservoir consists of multiple metal screens with varying meshes (i.e. expanded
corrugated aluminum of sizes ¾, ½ , and ¼ inch) oriented in the horizontal plane parallel
with each other and each separated by a distance of 20 cm to create mixing conditions at
the reservoir and minimize rotational and translational motion within the reservoirs.
Similar to the facility described in Kaftori et al. (1993), the downstream reservoir entrance
has flow restrictors in the form of cylindrical pipes placed to assist in controlling water
column height and to suppress surface fluctuations. As well, at the flume upstream
entrance, a large funnel is used to assist in controlling and contracting the flow entering the
flume, reducing the impact of the flow entrance conditions on the central portion of the
flume. The middle section of the facility houses a five meter glass section that permits
optical access for the PIV flow measurements, which is discussed in the next section.

3.2 PIV Setup
The PIV method requires the introduction of neutrally buoyant tracer particles that follow
the local flow velocity. These particles are then illuminated by a laser, in a 2D plane, in
two consecutive images separated by a short time interval. These image pairs are correlated
to obtain vector maps providing two velocity components (u and v) over two spatial
dimensions (x and y). The vector map ensemble series provides a means to calculate flow
properties. The components of this technique, including laser, optics, camera, and particles,
as well as processing and post-processing of images are discussed in this section.
A high energy dual pulsed Nd: YAG laser of short pulse duration (Quantel Inc.) was used
to illuminate the flow field for the PIV measurements. The laser is used with a mirror and
set of optical lenses to form a light sheet, which illuminates a 2D plane within the flow
16

field. Internal to the laser module, there are two laser heads, which can be synchronized to
produce trains of double pulses. This system emits 145mJ/pulse per head at a wavelength
of 532nm and allows for pairs of pulses up to 15 Hz with virtually any separation time
between pulses in a pair. For this study, time intervals between two consecutive pulses
ranged from 2,000 -10,000μs, depending on 𝑈𝑈0 .

The optics configuration for creating the light sheet included a 45° mirror, a cylindrical

lens, and a spherical lens. The cylindrical lens (plano concave) with dimensions of 12.7mm
x 6.4mm and focal length of 6.5 mm generates the light sheet. The spherical lens (plano
convex) with a diameter of 50.8 mm and focal length of 1030.2 mm focuses and adjusts
the light sheet thickness. The light sheet thickness was approximately 1 mm. A schematic
of the optical setup is provided in Figure 6. The optics and laser are all secured to optical
plates to maintain alignment.
A charged coupled device (CCD) camera with double exposure mode was used to capture
images of light scattered from the PIV particles (PowerView Plus 11MP). This camera has
11 million pixel resolution and a dynamic bit depth of 12. A Nikon AF DC-NIKKOR 200
mm lens was affixed to the camera and provided a field of view (FOV) ranging between
~25cm x 20cm to ~25cm x 36cm with a resolution ranging from 0.11mm/pixel 0.20mm/pixel. The FOV and resolution is determined based on images of a precision
calibration target that enables calculation of the conversion factor between pixel and
physical units. Slight differences in the size of the FOV and resolution were due to minor
differences in the distance between the light sheet and camera for different experiments
(see §3.3). The maximum double exposure camera frame rate is 2 Hz (4.2 fps) and is the
limiting factor in the frequency of flow imaging as it has a slower acquisition rate than the
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laser. A frame rate of 2 Hz means that after post-processing the PIV images, 2 vector maps
are acquired per second (each vector map is derived from 2 images).
The seeding particles whose backscattered light are captured by the camera in
synchronization with laser pulses are chemically inert, fused borosilicate glass microspheres, and have a diameter distribution between 5-25 μm and a density of 1,100 kg/m3 ±
0.05 kg/m3 (manufactured by Potters Industries, LLC). These particles are in agreement
with suggestions outlined by Adrian (1986) and Melling (1997). The particle Stokes
number was calculated to verify that the particles follow the flow accurately. Stokes
number is defined (Tropea, 2007):
𝑆𝑆𝑆𝑆 =

𝑡𝑡0 𝑈𝑈0
𝑙𝑙0

(7)

where 𝑡𝑡0 is the particle relaxation time defined as:
𝑡𝑡0 =

𝜌𝜌𝑝𝑝 𝑑𝑑𝑝𝑝2
18𝜇𝜇

(8)

where 𝜌𝜌𝑝𝑝 is particle density and 𝑑𝑑𝑝𝑝 is particle diameter. 𝑙𝑙0 is a characteristic length of the

obstacle, typically taken as the diameter of the particle. The Stokes number for the particles
used in this study ranged between 0.038 and 0.36, which is below the threshold of one;

therefore, the particles provided an accurate representation of the flow (Melling, 1997).
Along with particle Stokes number, velocity measurements are also affected by seeding
particle density. Seeding is based on flow conditions and desired resolution. This study
followed the recommendations of Keene and Adrian (1990) and Melling (1997) of 15
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particles per interrogation window and seeding density was optimized through correlating
image pairs.
An example particle image pair is shown in Figure 7. Cross-correlation of the images is
the first step in generating velocity vector maps, which is comprised of several substeps:
correlation, signal-to-noise (SNR) filtering, and sub-pixel interpolation. First, the images
are divided into interrogation windows as illustrated in Figure 8. Each small square is one
interrogation window. In this study, a Nyquist grid with interrogation window sizes of
32x32 pixels was employed. The cross-correlation was implemented with 50% overlap
between adjacent interrogation windows in the frequency domain via the fast Fourier
transform algorithm (FFT; Willert and Gharib, 1991). Cross-correlation of an image pair
of interrogation windows determines the average pixel displacement of particles between
these two interrogation windows in two consecutive images (Huang et al., 1997). The
cross-correlation function is:
𝐾𝐾∗

𝐿𝐿∗

𝑅𝑅𝐼𝐼𝐼𝐼′ (𝑋𝑋, 𝑌𝑌) = � � 𝐼𝐼(𝑖𝑖, 𝑗𝑗)𝐼𝐼 ′ (𝑖𝑖 + 𝑋𝑋, 𝑗𝑗 + 𝑌𝑌)

(9)

𝑖𝑖=−𝐾𝐾∗ 𝑗𝑗=−𝐿𝐿∗

where I and I’ are image subsamples from each interrogation window. I’ is larger (padded)
than the template. ±K* and ±L* are the size of the window in each direction. Subsample I’
1

is shifted (X and Y) around subsample I, with typical shift spans of up to ± 2 the window

size (K* and L*). For each shift, a cross correlation coefficient is obtained representing the

statistical measure of the match between the two subsamples. The highest cross-correlation
coefficient, 𝑅𝑅𝐼𝐼𝐼𝐼′ , obtained within the plane, is used as a direct estimate of the average
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displacement of particles in each direction (i.e., X and Y, respectively) (Raffel et al., 2007;
Willert and Gharib, 1991).
The distribution of RII’ in the correlation plane is used to determine the noise level of the
correlation, where the noise is defined as the second highest correlation peak. The signal
to noise ratio (SNR) is defined as the ratio between the primary peak and the secondary
peak. A SNR filter of 1.5 is applied herein to reliably avoid the influence of spurious
vectors, where any displacement estimate with an SNR < 1.5 is deemed erroneous and
removed from the vector map. The issue of noise in PIV arises from the digital recording
of images, including issues such as non-uniform background illumination, light scattered
from particles out of the focal plane, and unexpected reflections (Gui et al., 2002). For the
experiments performed, 94% of estimated displacements exceeded an SNR of 1.5 on
average (e.g., Figure 9).
Next, a Gaussian curve is fit to the cross-correlation peak using 3 points in order to obtain
sub-pixel displacement estimates (Willert and Gharib, 1991). The curve-fit estimates the
correlation peak with lower error than the center-of-mass centroiding technique (Willert
and Gharib, 1991). This method relies on the assumption that the displacement-correlation
peak is approximately Gaussian (Westerweel, 1997). This three-point estimator performs
well when peaks are narrow and particles are in the 2-3 pixel diameter range (Raffel et al.,
2007). However, when particles fall below the 2-3 pixel diameter range, systematical and
statistical errors, referred to as peak locking occur (Michaelis et al., 2016). Consequently,
histograms of particle displacements and vorticity plots were generated to evaluate this
error (Michaelis et al., 2016). Results showed no signs of severe-peak locking.
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Although correlation analysis is relatively efficient in estimating particle displacements
between two consecutive images, inaccurate results can still lead to incorrect velocity
vectors. These spurious velocity vectors arise as a direct result of several potential error
sources i) in-plane particles moving out of the interrogation window, ii) particles
disappearing through three-dimensional motions (out-of-plane motion) and iii) number of
particles within the window (Willert and Gharib, 1991). Because displacement within an
interrogation window is an average of all particle displacements, the number of particle
pairs within an interrogation window is important. Even if every experimental procedure
was followed and optimized, incorrect data on the order of 1-3% bad vectors (i.e. vectors
that passed SNR but are incorrect) are often still present within the results of the correlation
(Raffel et al., 1992). Therefore, the objective of post-processing is to remove and replace
these additional bad vectors. Post-processing is performed in three steps: global filtering,
local filtering, and vector replacement.
A global filter is applied first to remove spurious vectors, with the assumption that the
entire flow should behave coherently across the vector map. This filter was applied across
each vector map to identify and eliminate those vectors that were significantly different in
magnitude relative to the vector map mean. Vectors that differed by more than 3 standard
deviations from the map mean velocity were removed. This filtering was performed for
each velocity component.
Once the global validation filter was applied to remove incorrect vectors, a local validation
filter was applied to remove any further spurious vectors by comparison to the neighboring
velocity vectors. The median test (Raffel et al., 2007) was applied to a 5x5 neighborhood
size (Nogueira et al., 1997). The median test is used because it is not as susceptible to
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skewed vector values as the mean. Vectors larger or smaller than ± 2 pixels of the median
displacement of the neighborhood are removed (Westerweel and Scarano, 2005). This ± 2
pixel criterion provides a detection threshold that is roughly independent of the local
velocity fluctuations and is valid for various experimental conditions (Westerweel and
Scarano, 2005).
After applying local and global filters (as well as the SNR filter), regions of missing data
(holes) existed. These regions of missing data were filled recursively using bi-linear
interpolation. This recursive method is based on the number of valid nearest neighbor
vectors. Recursive bi-linear interpolation has several steps: i) determine the neighborhood
(5x5) that has the most valid nearest neighbor vectors, ii) fill missing data with bi-linear
interpolation, then iii) treat these filled holes as valid, and iv) repeat this process throughout
the vector map until all holes are filled. Presented in Figure 10 is the result of vector
filtering and interpolation applied to the data presented in Figure 9. These displacement
vectors are converted to velocity using the conversion factor obtained from the calibration
and the known time between image pairs.
In summary, PIV is used to investigate the overlap layer in the open channel facility. Using
a series of optics in conjunction with a high energy dual pulsed laser a light sheet is
generated. The light sheet was generated in the streamwise-normal plane to obtain
streamwise-normal distributions of the streamwise and normal velocity components. The
11MP camera is positioned at a distance sufficient to capture the entire water column. 500
image pairs are obtained and upon completion of all post-processing steps, a time series of
500 velocity vector maps is obtained with vector spacing of 1.8mm – 2.85mm.
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3.3 Experiments
In total, 5 locations, each with 9 PIV experiments were carried out in the aforementioned
5m glass section of the flume, highlighted in Figure 11. In this section, there are four
diagonal cross-section support members that the glass panes sit on and a glass seam across
the third diagonal cross member, indicated by the red dashed line in the figure. These
diagonal cross-members were a limiting factor as they limit the streamwise length of the
light sheet.
Table 1 lists the experiments conducted at each location in this study. The experiments
cover a range of 𝑅𝑅𝑅𝑅𝐷𝐷 (Eq. 1) with varying D and 𝑈𝑈0 . A duplicate 𝑅𝑅𝑅𝑅𝐷𝐷 is included, each
calculated with different D and 𝑈𝑈0 combinations to assess repeatability of flow conditions

by 𝑅𝑅𝑅𝑅𝐷𝐷 . There are 3 locations in the streamwise (x) position and 2 locations in the spanwise

(z) position, illustrated in Figure 11. Measurement locations along the x-direction are
indicated by blue squares along the purple line. These 3 locations (9 experiments at each)
are used to validate the fully-developed and zero pressure gradient assumptions about the
flume. The two locations (9 experiments at each) in the z-direction (Figure 11, locations a
and c along region II) were assessed to evaluate wall effects. These additional locations are
indicated by red squares. At each of these locations, for each of the 𝑅𝑅𝑅𝑅𝐷𝐷 shown in Table 1,

the PIV measurement process described in §3.2 was performed resulting in the measured
flow field at each of these locations.

3.4 Error Estimation
The correlation of particle image pairs obtains the particle displacement, but not the
velocity vector itself. The velocity vector for any interrogation window is:
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𝑽𝑽 =

𝒙𝒙∗
𝑟𝑟
∆𝑡𝑡

(10)

where V is the velocity obtained for one interrogation window, 𝒙𝒙∗ is pixel displacement, ∆𝑡𝑡,
difference in time between two image pairs, and r is the conversion factor obtained from

the calibration. The error in the spatial scaling is ±1mm. The error associated with the
measured velocity was estimated following Westerweel (1997) and Gurka (2003) to be
≈1.3% for an interrogation window size of 32x32 pixels. Still water height errors are
estimated to have accuracy to 0.5mm. Surface fluctuations present when there is flow cause
water height variations between 3mm – 1.23cm depending on 𝑅𝑅𝑅𝑅𝐷𝐷 . The location of the
flume bottom was identified in the PIV images and is estimated to be accurate within ±2

pixels. Lastly, the mean center channel velocity estimated through PIV averaged velocity
maps was 10% higher than velocity estimates using the flow meter and channel cross
section, which is likely at least partly due to the assumption of uniform flow in estimates
from the flow meter.
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Table 1: Experimental conditions that cover a range of Reynolds numbers (Eq. 1) at
various water depths and velocities (obtained from the flow meter). The kinematic viscosity
of the water, ν = 1.11x10-6 m2/s, corresponds to a laboratory air temperature of 22°C.
D (m)
0.20
0.22
0.24
0.26
0.28
0.30
0.32
0.34
0.36

𝑈𝑈0 (m/s)
0.18
0.25
0.20
0.28
0.26
0.19
0.20
0.15
0.18
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𝑅𝑅𝑅𝑅𝐷𝐷
32,432
49,550
43,243
65,586
65,586
51,351
57,658
45,946
58,378

Figure 5: Isometric view of experimental facility (provided courtesy of Jerry Quick).
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Figure 6: Optics configuration for generating a light sheet. The gray box denotes the
flume; hence the optics are under the glass section of the flume. The configuration is
situated on a rigid structure lifting the configuration 30 cm off the ground. Furthermore,
the cylindrical and spherical lenses are mounted on a vertically oriented optical plate and
the laser and 45o mirror are also secured to a horizontally oriented optical plate (not
shown).
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Figure 7: Example PIV image pair (dataset from location IIb, 𝑅𝑅𝑅𝑅𝐷𝐷 = 32,432). Frames A

and B are divided into interrogation windows and correlated to compute average particle
displacements for each window.
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Figure 8: Schematic of interrogation windows for cross-correlating frame pairs. Each
image is subdivided into smaller regions (i.e., small blue and red squares), which are
overlapped by 50%, and average particle displacements are estimated for each window.
(Correlation windows not to scale).
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Figure 9: Example results from correlating an image pair (dataset from location IIb, 𝑅𝑅𝑅𝑅𝐷𝐷

= 32,432) with (red) vectors failing the SNR and (green) good vectors passing the SNR.
The number of vectors is ¼ the total number for clarity.

30

Figure 10: Vector map from Figure 9 after undergoing global and local filtering and
then the recursive bi-linear interpolation. The interpolated vectors are shown in yellow.
The number of vectors shown is ¼ of the total number for clarity.
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Figure 11: Top view of glass section (not drawn to scale). The 4 diagonal components
comprise the glass support structure. The dashed purple line is at the spanwise position
of z=32.5 cm and is oriented along the streamwise direction of the channel and each
green line is at z=15 cm from the side walls. The red dashed line corresponds to the
location of a glass seam joining two panes of glass together. Experimental locations in
the streamwise (x) direction are indicated by the blue squares; whereas, red squares
indicate experiments conducted at different spanwise (z) locations.
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4 Results and Discussion
4.1 Mean Flow Characteristics
Mean quantities were computed using 500 PIV image pairs that yielded 500 velocity vector
maps measuring the distribution of the streamwise and normal velocity components in the
streamwise and normal directions. Statistics typically converged in the range of 400 - 450
samples. Mean quantities computed include: mean streamwise velocity, mean velocity
gradients computed using a least squares finite differencing approach, and mean vorticity.
From these estimates, parameters characterizing the boundary layer are also computed such
as momentum thickness and displacement thickness as well as shape factor. Datasets
presented in the coming figures for 𝑅𝑅𝑅𝑅𝜃𝜃 , correspond to a low, moderate, and high 𝑅𝑅𝑅𝑅𝐷𝐷 ;

however, they are not necessarily low, moderate, and high 𝑅𝑅𝑅𝑅𝜃𝜃 (see Table 2). In addition,
all 𝑅𝑅𝑅𝑅𝜃𝜃 values presented represent an average 𝑅𝑅𝑅𝑅𝜃𝜃 over the 5 locations measured and
corresponding standard deviation.

4.1.1 Normalized Velocity Profiles
Variations of the mean streamwise velocity profiles with Reynolds number and streamwise
location are shown in Figure 12. Each subplot in the figure corresponds to a particular
𝑅𝑅𝑅𝑅𝐷𝐷 and the symbols correspond to a streamwise location. These profiles are normalized

using the free-stream velocity (𝑈𝑈∞ ), which in this study is defined as the maximum velocity

in the mean velocity vertical profile. The normalized velocity profile shows downstream
acceleration between the upstream (Ib) and middle (IIb) region and deceleration from
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middle (IIb) to downstream (IIIb) at the two lower 𝑅𝑅𝑅𝑅𝐷𝐷 . At higher 𝑅𝑅𝑅𝑅𝐷𝐷 there is less

variation among locations, and the middle location has the lowest mean velocities.

There are two possible explanations for the observation of acceleration and deceleration
between locations. One is effects of a secondary circulation causing spanwise flow. The
second plausible explanation is channel bottom non-uniformity as a result of manufacturing
imperfections.
𝑦𝑦

On average, locations at 𝐷𝐷 >0.8 are affected by surface fluctuations. For 𝑅𝑅𝑅𝑅𝐷𝐷 = 65,586, the

height of the largest surface fluctuations were estimated from PIV images to be on the order
of 0.05D. These surface fluctuations for this 𝑅𝑅𝑅𝑅𝐷𝐷 were larger than those observed for the
other 𝑅𝑅𝑅𝑅𝐷𝐷 . Therefore, aspects of the quantities computed in this study at

disregarded.

𝑦𝑦

𝐷𝐷

> 0.8 are

Figure 13 shows mean streamwise velocity vertical profiles normalized using inner scaling
along with the law of the wall. Each line in Figure 13 corresponds to a 𝑅𝑅𝑅𝑅𝜃𝜃 (Table 3 §

4.1.2) and each subplot corresponds to a different streamwise location. Each velocity
profile was fit to the law of the wall (§ 2.3 Eq. 5) using a non-linear least squares technique
to estimate a friction velocity. The fits resulted in typical coefficient of determination
values of 0.96 (range: 0.89- 0.99 with an outlier of 0.7). In Eq. 5 we used κ = 0.40 and B =
5.5 following Nikuradse (1932), Kaftori et al. (1994), Hestroni et al. (1997) and Biswas
and Eswaran (2002). The estimated friction velocities are provided in Table 2.
The figure indicates the y+ at the lower measured limit of the velocity profiles (y+= ~45) is
above the outer fringes of the buffer layer, which ranges up to y+ = 30 (Pope, 2000). The
normalized velocity profile covers ~70 < y+ < ~3000. A well-defined logarithmic (overlap)
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layer between ~100 < y+< ~400 is observed at all locations. The overlap layer spans on
average 30% of a decade of wall-units. The mean velocity profiles for the various
streamwise locations are in good agreement with previous studies (Kline et al., 1967; Nezu
and Rodi, 1986; Kirkgöz et al., 1997 and Monty, 2005) at comparable Reynolds numbers.
It is important to note that the span of the log layer over y+ differs depending on 𝑅𝑅𝑅𝑅𝜃𝜃 =
𝑈𝑈∞𝜃𝜃
𝜈𝜈

. Purtell et al. (1981), found that the extent of the log-layer increased with an increasing

𝑅𝑅𝑅𝑅𝜃𝜃 number. This trend is reflected in the results shown in Figure 13.

At y+ > ~400 the velocity profiles deviate from the universal law suggesting that the outer
layer begins here. Unlike the log region that has a probability distribution of fluctuating
velocities close to a normal distribution (Bigillon et al., 2006), y+ > ~400 displays kurtosis
slightly above that of a normal distribution (i.e., f > ~3; Kim et al., 2006; Balanchandar et
al., 2001), which is indicative of intermittent events. This intermittency means that rare
events of large magnitude are separated by long periods of low magnitude events
𝑦𝑦

(Klebanoff, 1954). A kurtosis well above 3 was observed at 𝐷𝐷> 0.8, and values as large as
𝑦𝑦

f = 7 were observed beginning at 𝐷𝐷 = 0.9. These kurtosis values for the upper 20% range

are likely associated with the aforementioned surface fluctuations. The kurtosis is highest
at high 𝑅𝑅𝑅𝑅𝐷𝐷 in this region. In the overlap-layer, kurtosis is nearly constant, consistent with

the results of Klebanoff (1954) and Balachandar et al. (1999).

In the majority of velocity profiles shown in Figure 13, a decrease of velocity occurs in
the outer layer. This decrease is often referred to as a “velocity-dip,” and is the location in
which the maximum velocity appears below the free-surface. This phenomenon commonly
occurs if the aspect ratio, 𝛼𝛼 (channel width/channel height), is less than 5 (Kandula et al.,
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1983; Nezu and Rodi, 1985). For 𝛼𝛼> 5, there exists a central region within the channel

where no velocity-dip is present (Vanoni, 1941). Moramarco and Singh (2004) found that
this dip location could occur at a height between 50%-95% of the water column. Some dip
locations do however lie lower than this range. The aspect ratios in this study range
from 1.94 ≤ 𝛼𝛼 ≤ 3.5, which are all below 5 consistent with the dip’s presence in all

measured data (1 outlier). The dip location relative to the channel bottom is normalized by
channel depth, D. The dip locations ranged from 100% - 35.8% (Table 3). A velocity dip
location of 100% (1.0) means there was no velocity dip. The most noticeable velocity-dips
occur in profiles with water heights greater than 30 cm (𝛼𝛼 ≤ 2.3).

Figure 14 shows the same normalized profiles as Figure 13 but for the near, middle, and
far locations (positions a, b, and c, respectively in Figure 11). In the off-center locations,
the velocity-dips are more prominent than in the center of the flume. The dip location
occurs at lower y+ for data measured at locations a and c in Figure 11 due to their proximity
to the side wall of the channel (Kandula et al., 1983). The velocity profiles deviate from
the universal law in the region where the velocity dip occurs, which is expected because it
does not account for the velocity dip phenomenon (Yassin, 1953; Sarma et al., 1983; Nezu
and Nakagawa, 1993).
The presence of velocity dips are expected for both center and off-center locations, because
the facility has an aspect ratio, 𝛼𝛼 < 5. Facilities with 𝛼𝛼 > 5 can be divided into two distinct
regions: i) central region and ii) corner/side wall region (Nezu and Nakagawa, 1993). It is
expected that facilities of this type will only observe velocity dips in the corner/side wall
regions (Yassin, 1953). The aspect ratio for this study ranged from 1.94 ≤ 𝛼𝛼 ≤ 3.5 and
therefore, the channel cannot be broken into two distinct regions: central region and side
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region (Tracy and Lester, 1961). The proximity to the side wall effectively reduces 𝛼𝛼 below

the center channel value, causing the dip to occur lower in the water column. These larger
velocity-dips experienced in the IIa and IIc locations are the result of secondary currents

(i.e. circulation) convecting low momentum (i.e. slower velocity) water from the sidewalls
inwards to the central high momentum region (i.e. higher velocity) and energy is also
moved from the free-surface down to the channel bottom (Tominaga et al., 1989; Nezu and
Nakagawa, 1993). This weaker bottom vorticity is thought to be generated as a result of a
non-zero

�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕

(Yang, 2009) and is coupled with stronger free-surface vorticity generated by

anisotropic conditions due to damping (dissipation) at the free-surface (Nezu and
Nakagawa, 1993).This explanation is consistent with our finding that

�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕

is non-zero,

indicating some three-dimensionality to the flow. In addition, secondary currents are
attributed to the combined action of the bed and sidewall boundary layer (Kirkgöz and
Ardichoglu, 1997). Small velocity dips in this facility are still observed when α > 3 or those
velocity profiles where D < ~26 cm as a result of 𝛼𝛼 < 5. Presumably when aspect ratios
are less than 2 the extent covered by the bottom vortex would be greater in the z-direction.

This rationale seems to be a plausible explanation for why the velocity dip for profiles at
D>0.30 m occurs at a significantly lower depth.
4.1.2 Boundary Layer Characteristics
To characterize the scale of the boundary layer, the displacement thickness and momentum
thickness were computed using Equations 2 and 3, respectively. The resulting values are
shown in Table 2. The shape factor (H) was also computed as the ratio between
displacement thickness and momentum thickness. The shape factor is an indicator of
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change in the overall mean velocity profile. Generally, the shape factor is constant
�
𝑢𝑢

(Tennekes and Lumley, 1972) and always greater than one; 1 − 𝑈𝑈 >
∞

�
𝑢𝑢

𝑈𝑈∞

�
𝑢𝑢

�1 − 𝑈𝑈 �. The
∞

shape factor as well as Re based on displacement thickness and momentum thickness are
also shown in Table 2.
The shape factors obtained, 1.1-1.2, are comparable to those found in the study of Khujadze
and Oberlack (2004) who found H values of ~1.3 covered the range 489 ≤ 𝑅𝑅𝑅𝑅𝜃𝜃 ≤ 2807.

They also show increasing H associated with increasing 𝑅𝑅𝑅𝑅𝜃𝜃 , which is also consistent with
the results of this study presented in Figure 15.

Typical values for flat plate turbulent boundary layers are, H=1.3-1.4 (White, 2006) as
opposed to a mild pressure gradient with shape factors between 1.4-1.5 (Clauser, 1954). In
agreement with Clauser (1954), Bradshaw (1967) obtained H=1.34, 1.4 and 1.54
corresponding to zero (ZPG), moderate, and adverse pressure gradients (APG),
respectively. The data presented here are below the values for a zero pressure gradient
boundary layer found in Bradshaw (1967). Furthermore, with a moderate to strong APG
there is no identifiable log-layer (Monty et al., 2010); whereas we have shown in Figures
13 and 14 a distinct and well-defined log-layer between ~100 < y+< ~400. Hence, the
boundary layer in the flume is assumed to form under ZPG conditions.
In summary, average streamwise shape factor obtained for this particular study is 1.17,
which suggests the presence of a zero-pressure gradient boundary layer. Between the
upstream and middle sections, the difference in mean shape factor is 1.7%, and middle to
downstream a 2.6% change occurs. A mean difference in shape factors between different
streamwise positions (Ib, IIb, and IIIb) of 2.1% suggests no significant change in
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streamwise mean velocity. Similar conclusions are obtained when comparing the shape
factor in the spanwise direction (IIa and IIc), with a mean difference of 2.9%.
Based on the measured velocity profiles, we assume that the boundary layer in the upstream
location is fully-developed; therefore, we develop a metric to predict locations where the
boundary layer is fully developed in our flume. The metric is based on Kirkgöz and
Ardichoglu (1997) who characterized the development of the velocity field in an open
channel flow. They suggested to relate a length (L), which corresponds to the distance from
the channel entrance to the channel location where the flow is fully developed, to Reynolds
and Froude numbers (𝐹𝐹𝐹𝐹 =

𝑈𝑈0

�𝑔𝑔𝑔𝑔

). We fit our data using linear least-squares regression to
𝐿𝐿

the relationship in Kirkgöz and Ardichoglu (1997) and found the relationship 𝐷𝐷 =
𝑅𝑅𝑅𝑅

−0.00018 𝐹𝐹𝐹𝐹 + 47, with coefficient of determination of 0.98, as shown in Figure 16.
𝐿𝐿

In Figure 16, the dimensionless length 𝐷𝐷 is plotted against the Reynolds to Froude number
ratio. Reynolds number is calculated as 𝑅𝑅𝑅𝑅 =

4𝑈𝑈0 𝑅𝑅
𝜈𝜈

, where R is the hydraulic radius or the

ratio of the cross-sectional area to the wetted perimeter (i.e. the area in contact with the
fluid). The Froude number is calculated as Fr =

𝑈𝑈0

�𝑔𝑔𝑔𝑔

, where g is gravitational acceleration.

The relationship found for our data is similar to that found by Kirkgöz and Ardichoglu
(1997) and suggests that at a higher Reynolds to Froude ratio numbers, a smaller

𝐿𝐿

𝐷𝐷

is

required to ensure the flow is fully-developed. This metric considers the flow geometry
only (i.e. water height and flow development length). It is recommended to employ this
simple linear relationship as an aid in selecting the appropriate water height and location
to conduct experiments when fully developed conditions are desired.
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Figure 17 shows mean velocity gradients from the middle streamwise plane (position IIb
in Figure 11) for 𝑅𝑅𝑅𝑅𝐷𝐷 = 65,586.
�
𝜕𝜕𝑢𝑢

𝜕𝜕𝑣𝑣�

incompressible flows, 𝜕𝜕𝜕𝜕 + 𝜕𝜕𝜕𝜕 +

�
𝜕𝜕𝑤𝑤
𝜕𝜕𝜕𝜕

�
𝑑𝑑𝑤𝑤

is estimated from the continuity equation for

𝑑𝑑𝑑𝑑

= 0. The large

�
𝑑𝑑𝑢𝑢
𝑑𝑑𝑑𝑑

near the flume bottom is expected

for a boundary layer. The results presented in Figure 17 are similar to results obtained in
all other locations and 𝑅𝑅𝑅𝑅𝐷𝐷 . Between locations at the same 𝑅𝑅𝑅𝑅𝐷𝐷 , the shape and magnitude

of the gradients is consistent; and, there are slight variations in the magnitudes of the
gradients with 𝑅𝑅𝑅𝑅𝐷𝐷 . A non-zero
𝜕𝜕𝑣𝑣�

circulations in the flume. 𝜕𝜕𝜕𝜕 and

�
𝑑𝑑𝑤𝑤
𝑑𝑑𝑑𝑑

�
𝑑𝑑𝑤𝑤
𝑑𝑑𝑑𝑑

and

𝜕𝜕𝑣𝑣�

indicates that there are small secondary

𝜕𝜕𝜕𝜕

are approximately equal in magnitude and opposing

in direction; but both are small relative to

�
𝑑𝑑𝑢𝑢
𝑑𝑑𝑑𝑑

in the lower half of the flume.

4.1.3 Mean Spanwise Vorticity
To fully understand the topography of vorticity within the buffer-layer, high resolution
measurements of all three vorticity components are required (Klewicki et al., 1990). In this
𝜕𝜕𝑣𝑣�

�
𝜕𝜕𝑢𝑢

study, we calculated the mean spanwise component of vorticity, 𝛺𝛺𝑧𝑧 = 𝜕𝜕𝜕𝜕 − 𝜕𝜕𝜕𝜕; despite this
limitation, vorticity results presented in Figure 18 provide insight into the nature of

spanwise vorticity vertical distribution within the flume for various 𝑅𝑅𝑅𝑅𝜃𝜃 . The spanwise

vorticity is the largest vorticity component in a boundary layer (Antonia and Bisset, 1990).

The vorticity increases with decreasing height above the bottom and does not reach a
maximum, suggesting the lowest measurement above the bottom is above the buffer layer
where the peak vorticity is typically observed (Klewicki and Falco, 1996). The figure
shows the vertical distribution of mean vorticity with both inner and outer height scaling:
𝑈𝑈∞
𝐷𝐷

for the (a) subplot and inner scaling

𝑢𝑢∗2
𝜈𝜈

for the (b) subplot. The mean spanwise vorticity
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is dominated by the

�
𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

term. At

𝑦𝑦

𝐷𝐷

≤ 0.2, most of the vorticity profiles collapse with the

inner scaling suggesting self-similarity among profiles. This self-similarity indicates that
the normalized mean spanwise vorticity field in this region is independent of 𝑅𝑅𝑅𝑅𝜃𝜃 . The data

collapse is in agreement with Klewicki et al. (1996) who found that mean spanwise
𝑦𝑦

vorticity was universal under inner-scaling. For 𝐷𝐷 >0.2,
(-0.2<

𝛺𝛺𝑧𝑧 𝑈𝑈∞

scalings.

𝐷𝐷

𝛺𝛺𝑧𝑧 𝑈𝑈∞
𝐷𝐷

are nearly constant and zero

<0.1). Above the overlap layer, normalized vorticity varies with 𝑅𝑅𝑅𝑅𝜃𝜃 for both

This section has focused on the mean flow characteristics for each location. It was shown
for the low, moderate, and high 𝑅𝑅𝑅𝑅𝐷𝐷 that the flow in the streamwise direction accelerates

from the upstream to middle and then decelerates from the middle to downstream location
(Figure 12). These velocity profiles were affected by surface fluctuations in the upper 20%
of the water column. In addition, it was found that a well-defined overlap layer existed
between ~100 < y+< ~400 and spanned ~30% of a decade of wall-units (Figure 13 and
Figure 14). This extent was greater for larger 𝑅𝑅𝑅𝑅𝜃𝜃 . Velocity profiles collapsed along the

universal “law of the wall” indicating profiles within the above mentioned range are selfsimilar and 𝑅𝑅𝑅𝑅𝜃𝜃 independent. However, these normalized velocity profiles were influenced

by the low-aspect ratio of the facility causing velocity dips. These dips were present in all
locations, but are more prominent in locations IIa and IIc (Table 3).The shape factors
obtained for each dataset (Table 2) indicated the presence of a zero-pressure gradient
boundary layer. From the continuity equation,

�
𝑑𝑑𝑤𝑤
𝑑𝑑𝑑𝑑

was calculated and is non-zero indicating

that the flow is slightly three-dimensional. Lastly, mean spanwise vertical vorticity was
investigated and indicated that profiles collapsed under inner scaling for
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𝑦𝑦

𝐷𝐷

< 0.2. This

𝑦𝑦

collapse is indicative of the profiles being self-similar and 𝑅𝑅𝑅𝑅𝜃𝜃 independent below 𝐷𝐷 = 0.2.
These results obtained, provide future users insight into the mean streamwise flow

characteristics regarding the streamwise velocity vertical distribution, streamwise flow
characteristics for various streamwise and spanwise locations, and the location of
maximum vorticity. These findings should be considered when designing and
implementing future experiments within the facility.

4.2 Turbulence Characteristics
Tennekes and Lumley (1972) write that turbulence cannot maintain itself, rather it depends
upon the surrounding environment to obtain energy. Common to all turbulent flows is
variability in the fluid velocity field, both spatially and temporally (Pope, 2000). As well,
a key feature of turbulent flow is fluid transport, mixing, and dissipation. Many turbulent
flows are dominated by shear forces and without these shearing forces turbulence would
dissipate. The turbulent boundary layer in the flume is characterized by estimating
turbulence intensity, Reynolds stress, turbulent kinetic energy (TKE), TKE dissipation,
TKE production, and energy spectra. The method of calculation and resulting estimates are
described in the proceeding subsections.
4.2.1 Turbulence Intensity
Turbulence intensity is defined as the root-mean-square (RMS) of the velocity fluctuations
normalized by the mean free-stream velocity, i.e.: the streamwise component is �
𝑦𝑦

′
𝑢𝑢𝑅𝑅𝑅𝑅𝑅𝑅

𝑈𝑈∞

�,

and commonly given as a percentage. Within this facility between 0.2< 𝐷𝐷 <0.8, turbulence

intensity maintains a relatively constant level along the streamwise direction. Turbulence
intensity varies between 4%-10% across all the experiments, with the average turbulence
42

𝑦𝑦

intensity equal to 7.7%. At 𝐷𝐷 >0.8, where the influence of surface fluctuations is present,

turbulence intensity increases. Within the range of 4%-10%, experiments with
higher 𝑈𝑈∞ tended toward the upper limit of this range.
4.2.2 Reynolds Stresses

Reynolds (1895) reasoned that a vital feature of turbulence was its ability to transfer
momentum through eddying motions. The Reynolds stress arises due to the momentum
transfer of the fluctuating velocity field (Pope, 2000). Reynolds shear stress,
𝑦𝑦

is normalized by 𝑢𝑢∗2 , and presented in Figure 19 for the range 0<𝐷𝐷<0.8.
Normalized Reynolds shear stress �
𝑦𝑦

𝜏𝜏𝑥𝑥𝑥𝑥
𝜌𝜌
𝑢𝑢∗2

𝜏𝜏𝑥𝑥𝑥𝑥
𝜌𝜌

′ 𝑣𝑣 ′ )
������
= −(𝑢𝑢

� peaks near or within the logarithmic layer

(indicated by black lines;~0.1 ≤ 𝐷𝐷 ≤ ~0.2) and is nearly constant through the log layer.

Above the log layer, it tends to zero as the free-surface is approached. Both 𝑅𝑅𝑅𝑅𝜃𝜃 =
1,523 ± 478 (not shown) and 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401 cases peak at one, the largest non-

dimensional Reynolds stress, but the location within the boundary layer is different
(Priyadarshana and Klewicki, 2004). Furthermore, with increasing 𝑅𝑅𝑅𝑅𝜃𝜃 the peak of the
Reynolds stress increases and shifts higher within the boundary layer (Priyadarshana and
Klewicki, 2004).
4.2.3 Turbulent Kinetic Energy
Turbulent kinetic energy (TKE) is a measure of the average kinetic energy per unit density
and arises as a result of friction-induced shear. This energy is transferred down the
turbulence energy cascade, ultimately dissipating as a result of viscous forces. Pope (2000)
defines TKE to be half the trace of the Reynolds stress tensor, proportional to the sum of
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the three normal stresses (White, 2006). Due to the 2D PIV measurements, TKE is
estimated as the sum of two normal turbulent stresses:
𝑘𝑘∗ =

1 ����
�𝑢𝑢′2 + ����
𝑣𝑣 ′2 �
2

𝑘𝑘

(11)

𝑦𝑦

Normalized TKE, 𝑘𝑘 + = 𝑈𝑈 2∗ , results for the range 0<𝐷𝐷<0.8 are presented in Figure 20. Much
like
𝑦𝑦

𝐷𝐷

𝜏𝜏𝑥𝑥𝑥𝑥
𝜌𝜌
𝑢𝑢∗2

∞

𝑦𝑦

𝑦𝑦

, TKE peaks at 𝐷𝐷 ~ 0.1. For 𝐷𝐷>0.1, TKE generally remains constant or decreases as

increases. TKE profiles may be influenced by the low aspect ratio of the flume and may

be one explanation for the bimodal TKE profile shape of 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469. Within the
𝑦𝑦

overlap layer (indicated by black lines; −0.1 ≤ 𝐷𝐷 ≤ ~0.2), a constant slope of TKE exists.

4.3 Energy Conservation
The energy budget for the mean energy equation is

𝜕𝜕𝑘𝑘∗
𝜕𝜕𝜕𝜕

= 𝑃𝑃 + 𝑇𝑇 − 𝜀𝜀, where P is

production, T, transport, and 𝜀𝜀, dissipation. Dissipation is a sink of energy and occurs at

the Kolmogorov scale (η), whereas, production occurs at large scales representative of
large eddies within the BL. Consequently, the overall structure of any turbulent flow is a
result of the local energy balance between these three terms (Kline et al., 1967). In the
forthcoming subsections, production and dissipation will be discussed and their role in the
energy balance of the boundary layer.
4.3.1 Production
Kinetic energy is produced by and transferred from the mean to turbulent flow. This
transfer of energy is governed by the dynamics of large eddies, which contribute the most
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to production (Tennekes and Lumley, 1972) and transfers the energy, conceptually,
through scales that are smaller than the large one, to smaller scales. Ultimately this energy
cascades down to the smallest scales and is dissipated as heat. Our data is based on 2DPIV therefore, the TKE production is estimated based on two-dimensions:
𝜕𝜕𝑢𝑢�
𝜕𝜕𝑣𝑣̅
𝜕𝜕𝑢𝑢� 𝜕𝜕𝑣𝑣̅
′2 �
����
𝑃𝑃 = −𝑢𝑢
� − ����
𝑣𝑣 ′2 � � − ������
𝑢𝑢′ 𝑣𝑣 ′ �� + ��
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕

(12)

Presented in Figure 21 are estimates of production for location IIb, shown by the magenta
𝑦𝑦

𝑦𝑦

curves. In all 𝑅𝑅𝑅𝑅𝜃𝜃 cases, peak production occurs at 𝐷𝐷 ~ 0.1. Production tends to zero for 𝐷𝐷
> 0.4 in the low and moderate 𝑅𝑅𝑅𝑅𝜃𝜃 cases.

Approximately 80% of the total production occurs from very close to the wall to the top of
the log-layer (0.0 <

𝑦𝑦

𝐷𝐷

< 0.2; Klebanoff, 1954; Laufer, 1954). For 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ±

469, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ± 478, and 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401, production
in this range contributes 78%, 74%, 61%, and 44% of the total 2D production throughout
𝑦𝑦

the BL (0<𝐷𝐷<0.8), respectively. The 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469 and 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, cases
especially align well with results from Klebanoff (1954) and Laufer (1954).
4.3.2 Dissipation
As a result of turbulent flows being shear dominated, fluid deformation work exists
(Tennekes and Lumley, 1972). This deformation ultimately increases the internal energy
of the fluid. Near the wall the flow is highly anisotropic resulting in a region of significant
production as well as dissipation (White, 2006). Dissipation converts kinetic energy into
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heat and therefore is a sink of mechanical energy. 2D dissipation is calculated from the
measurements as:
������������������������������������������
𝜕𝜕𝑢𝑢′ 2
𝜕𝜕𝑣𝑣 ′ 2
𝜕𝜕𝑣𝑣 ′ 𝜕𝜕𝑢𝑢′ 2
𝜀𝜀 = 2𝜈𝜈 �� � + � � + �
+
� �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

(13)

Figure 21 presents results for the dissipation of TKE, shown by the black curves. This
figure shows a small peak in dissipation near the wall. The overall dissipation is relatively
𝑦𝑦

𝑦𝑦

small from 0.0 < 𝐷𝐷 < 0.8, whereas at values 𝐷𝐷 > 0.8 dissipation range increases (not shown)

due to the effects of the surface fluctuations (see § 4.1.1). For the range 0.4 <
dissipation and production become nearly equal (Nezu and Nakagawa, 1993).

𝑦𝑦

𝐷𝐷

< 0.6,

Regarding the energy balance, the boundary layer measurements are dominated by TKE
production. The peak of production occurs in the buffer-layer just below the log-layer of
the boundary layer. The peak of production in the inner layer is said to be a direct result of
“violent ejections” of low-speed fluid (Robinson, 1991). This low speed fluid, presumably
transports TKE to the outer layer of the boundary layer (Kline et al., 1967). Dissipation
should peak closer to the wall (Pope, 2000) than our measurements resolved; thus, it is
assumed that the peak in dissipation occurred in the buffer or viscous sub-regions.

4.4 Energy Distribution
Between the production (large) and dissipation scales (small), lies the inertial subrange in
which energy is transferred to smaller eddies without any influence of dissipation
(Josserand et al., 2017). Ultimately, the transfer of energy occurs because large eddies
break up into smaller and smaller eddies down to the Kolmogorov scale. This transfer of
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energy, as a consequence of eddy breakup is typically one-way (Biswas and Eswaran,
2002).
To analyze this energy transfer through the cascade, energy spectra were computed. The
calculation involves several steps. First, streamwise velocity along the streamwise
direction were extracted from PIV velocity vector maps and detrended. The data were then
zero-padded from 151 points to 256 points. A Hamming window was applied to the data
and then power spectral density was computed based on a 256 point fast Fourier transform.
This procedure was repeated for all rows of one PIV map, and then repeated for all maps
in the time series. All of these spectra were then averaged together (Hackett et al., 2009).
Therefore, the energy spectra presented in Figure 22 are an average spectrum for each
experiment, normalized using Kolmogorov’s universal scaling (Kolmogorov, 1941).
All spectra reasonably follow a -5/3 slope for a range of wavenumbers, which is the
expected spectral slope in the inertial range (Pope, 2000). The jitter and flattening of spectra
at high wavenumber is a result of noise and the resolution of the interrogation window
(Hackett et al., 2009). Because an interrogation window size of 32x32 pixels
(corresponding to a range of window sizes across experiments of 3.6mm x 3.6mm to 5.9
mm x 5.9mm) was employed we were unable to resolve spatial scales down to the
Kolmogorov scale. Our interrogation window sizes were approximately seven times the
Kolmogorov scale estimated as 0.90 mm, 0.70 mm, 0.37 mm, and 0.47 mm for 𝑅𝑅𝑅𝑅𝜃𝜃 =

972 ± 469, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ± 478, and 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401,

respectively.
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To examine how under resolved the dissipation estimates might be, we estimate a
𝜀𝜀 3

normalized (� �
𝜈𝜈

−

1
4

𝑘𝑘12 𝐸𝐸11 ) dissipation spectrum. These dissipation spectra are presented

in Figure 23. This result explains to some degree the collapse of the normalized profiles in
Figure 22. The dissipation spectra for 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575 (b) is in agreement with
results presented in Saddoughi and Veeravalli (1994), regarding the general shape of the

profile. However, spectra shown in (a), (c), and (d) in Figure 23 correspond to the datasets
that exhibit noise or other artifacts at high wavenumbers in Figure 22. This noise becomes
amplified in the dissipation spectra.
Lastly an un-normalized power spectral density with noise removed is presented in Figure
24. The spectra was truncated at wavenumbers where the noise was dominate. The area
under each curve was subsequently integrated to obtain the streamwise velocity variance
or

energy.

For 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ± 478,

and

𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401 the energy was 2.5x10-5 m2/s2, 6.9x10-5 m2/s2, 3.64x10-4 m2/s2, and

1.73x10-4 m2/s2, respectively. The energy increases with increasing 𝑅𝑅𝑅𝑅𝜃𝜃 aside from the
largest 𝑅𝑅𝑅𝑅𝜃𝜃 , but this 𝑅𝑅𝑅𝑅𝜃𝜃 also has the largest 𝑅𝑅𝑅𝑅𝜃𝜃 uncertainty; thus, it may actually be
representative of a lower 𝑅𝑅𝑅𝑅𝜃𝜃 result.

The turbulence section focused on estimation of TKE, Reynolds stresses, production of
TKE, dissipation of TKE, and energy spectra. It was found that the turbulence intensity on
average was 7.7% and ranged between 4% -10%. In addition, both TKE and Reynolds
stresses peaked just before the overlap layer at

𝑦𝑦

𝐷𝐷

= 0.1 (Figure 19 and Figure 20). These

results indicate that there is a large redistribution of momentum (Reynolds stresses) and
the flow is highly energetic (TKE) at this location. Moreover, the majority of production
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occurred at

𝑦𝑦

𝐷𝐷

< 0.2 and peaked again towards the free-surface. Figure 21 compared

production and dissipation suggesting a large imbalance; however, this result is expected
because measurements were unable to resolve down to the viscous sublayer where
dissipation is expected to peak. Presumably, if the viscous sublayer was obtained a peak of
dissipation comparable to that of production would be obtained. High dissipation also
occurred at the free-surface. A power spectral density of the turbulent streamwise velocity
(Figure 24) was calculated and showed higher energy at higher 𝑅𝑅𝑅𝑅𝜃𝜃 . These spectra were

normalized using Kolmogorov’s universal scaling and a portion of the spectra followed a
-5/3 power law reasonably well. This result indicates that an inertial subrange is present
and covers ~2 1/3 decades of normalized wavenumber. By obtaining an inertial subrange
there is scale separation from the large energy containing eddies and dissipation eddies.
These turbulent flow characteristics indicate that between 0.4D - 0.8D turbulence intensity
is lowest, below 0.2D boundary layer turbulence levels are significant, and above 0.8D
turbulence is high due to surface fluctuations.
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Table 2: List of flow parameters within the flume. The friction velocity (𝑢𝑢∗ ) was obtained
from non-linear fits of the velocity profiles to the universal law at the overlap layer. The
displacement thickness (𝛿𝛿 ∗ ) and the momentum thickness (𝜃𝜃) were obtained from
Equations 2 and 3. The Reynolds numbers based on displacement thickness (𝑅𝑅𝑅𝑅𝛿𝛿∗ ) and on
momentum thickness (𝑅𝑅𝑅𝑅𝜃𝜃 ) were determined using the free-stream velocity, displacement
thickness or momentum thickness and kinematic viscosity (ν) of 1.11x10-6 m2/s. The shape
factor (H) was determined from the ratio of displacement thickness to momentum
thickness. Positions are referenced to Figure 11.
𝑈𝑈∞ (m/s) 𝑢𝑢∗ (m/s) 𝛿𝛿 ∗ (m)

Upstream
(IIa)

Middle
(IIb)

θ (m)

H

𝑅𝑅𝑅𝑅𝛿𝛿∗

𝑅𝑅𝑅𝑅𝜃𝜃

0.22

0.0094

0.0146 0.0125 1.17 2,936 2,515

0.31

0.0124

0.0167 0.0140 1.19 4,615 3,864

0.24

0.0102

0.0141 0.0120 1.17 3,106 2,648

0.30

0.0133

0.0062 0.0053 1.17 1,691 1,450

0.29

0.0128

0.0058 0.0050 1.16 1,494 1,289

0.16

0.0072

0.0083 0.0071 1.16 1,177 1,014

0.22

0.0103

0.0055 0.0048 1.16 1,114

961

0.17

0.0082

0.0045 0.0040 1.14

703

618

0.21

0.0098

0.0047 0.0041 1.15

892

774

0.24

0.0111

0.0052 0.0045 1.15 1,116

0.27

0.012

0.0062 0.0054 1.15 1,503 1,310

0.22

0.0105

0.0045 0.0040 1.14

0.32

0.0128

0.0210 0.0180 1.16 6,036 5,184

0.25

0.011

0.0099 0.0084 1.17 2,265 1,937

0.15

0.0075

0.0044 0.0039 1.13

0.21

0.0091

0.0128 0.0111 1.16 2,428 2,098

0.17

0.0077

0.0128 0.0109 1.17 2,016 1,722

0.20

0.0091

0.0077 0.0067 1.15 1,412 1,229
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910

602

969

799

534

𝑈𝑈∞ (m/s) 𝑢𝑢∗ (m/s) 𝛿𝛿 ∗ (m)

Downstream
(IIIb)

Near
(IIa)

θ (m)

H

𝑅𝑅𝑅𝑅𝛿𝛿∗

𝑅𝑅𝑅𝑅𝜃𝜃

0.22

0.0094

0.0147 0.0124 1.18 2,926 2,470

0.29

0.0121

0.0145 0.0123 1.18 3,843 3,260

0.24

0.0103

0.0129 0.0108 1.19 2,803 2,360

0.29

0.0127

0.0083 0.0070 1.18 2,202 1,863

0.27

0.012

0.0072 0.0061 1.18 1,756 1,488

0.16

0.0073

0.0087 0.0074 1.18 1,236 1,044

0.21

0.0096

0.0073 0.0061 1.19 1,400 1,177

0.17

0.0077

0.0077 0.0065 1.18 1,162

0.20

0.0094

0.0067 0.0057 1.18 1,228 1,044

0.23

0.0098

0.0102 0.0089 1.16 2,083 1,801

0.31

0.0128

0.0116 0.0100 1.16 3,186 2,750

0.24

0.0104

0.0118 0.0102 1.16 2,590 2,227

0.29

0.0125

0.0125 0.0110 1.13 3,292 2,915

0.27

0.0117

0.0126 0.0109 1.15 3,079 2,676

0.17

0.0076

0.0097 0.0084 1.15 1,457 1,264

0.21

0.0094

0.0151 0.0130 1.16 2,906 2,496

0.17

0.0075

0.0141 0.0124 1.13 2,113 1,862

0.20

0.0086

0.0169 0.0144 1.18 3,076 2,617
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985

𝑈𝑈∞ (m/s) 𝑢𝑢∗ (m/s) 𝛿𝛿 ∗ (m)

Far
(IIc)

θ (m)

H

𝑅𝑅𝑅𝑅𝛿𝛿∗

𝑅𝑅𝑅𝑅𝜃𝜃

0.21

0.0091

0.0139 0.0118 1.18 2,671 2,257

0.30

0.0129

0.0114 0.0099 1.15 3,115 2,703

0.24

0.0105

0.0121 0.0103 1.18 2,636 2,241

0.32

0.0144

0.0059 0.0053 1.11 1,681 1,514

0.29

0.0135

0.0074 0.0066 1.12 1,956 1,748

0.16

0.0072

0.0159 0.0133 1.19 2,357 1,974

0.23

0.0109

0.0076 0.0069 1.11 1,563 1,413

0.23

0.0105

0.0095 0.0084 1.14 1,981 1,741

0.21

0.0102

0.0079 0.0073 1.08 1,497 1,392
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Table 3: Velocity dip locations (shown in rows 3-7) normalized by D. A value of 1.00
means that no dip occurred all other values occurred at this fraction of D above the channel
bottom.
32,432 49,550 43,243 65,586 65,586 51,351 57,658 45,946 58,378
𝑅𝑅𝑅𝑅𝐷𝐷
Water
Depth
0.20m 0.22m 0.24m 0.26m 0.28m 0.30m 0.32m 0.34m 0.36m
(D)
Upstream
0.926 0.878 0.840 0.743 0.530 0.831 0.542 0.642 0.404
(Ib)
Middle
0.653 0.979 0.914 0.933 0.864 0.349 0.913 0.734 0.590
(IIb)
Downstream
0.992 0.943 0.940 0.914 0.989 0.913 0.441 0.521 0.358
(IIIb)
Near
1.000 0.791 0.703 0.712 0.568 0.617 0.813 0.813 0.759
(IIa)
Far
0.899 0.948 0.847 0.419 0.408 0.748 0.447 0.606 0.484
(IIc)
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Figure 12: Vertical profiles of mean streamwise velocity normalized with the freestream velocity for (a) low, (b) moderate and (c) high 𝑅𝑅𝑅𝑅𝐷𝐷 . The height above channel

bottom is normalized with water depth (D). The shapes square, circle, and x correspond
to upstream (Ib), middle (IIb), and downstream (IIIb), respectively.

54

Figure 13: Normalized velocity profiles fit using non-linear regression to the universal
law at the overlap layer (Equation 5) for (a) upstream (Ib), (b) middle (IIb), and (c)
downstream (IIIb). Both axes are normalized using inner layer scaling (§ 2.1). The
colored lines represent the Reynolds numbers: * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,155 ±

493, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,176 ± 637, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,357 ± 578, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ± 478, * 𝑅𝑅𝑅𝑅𝜃𝜃 =

1,669 ± 575, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,713 ± 646, ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401, and * Reθ = 2,314 ±

845. The dashed red line corresponds to the universal law of the wall: 𝑢𝑢+ =

2.5 ln(𝑦𝑦 + ) + 5.5 (Nikuradse, 1932; Kaftori et al., 1994; Hestroni et al., 1997; and

Biswas and Eswaran, 2002).
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Figure 14: Normalized velocity profiles fit using non-linear regression to the universal
law at the overlap layer (Equation 5) for (a) near (IIa), (b) middle (IIb), and (c) far (IIc).
Both axes are normalized using inner layer scaling (§ 2.1). Each color represents a
particular Reynolds number: * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,155 ± 493, * 𝑅𝑅𝑅𝑅𝜃𝜃 =
1,176 ± 637, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,357 ± 578, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ± 478, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575,

* 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,713 ± 646, ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401, and * 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,314 ± 845. The
dashed red line corresponds to the universal law of the wall: 𝑢𝑢+ = 2.5 ln(𝑦𝑦 + ) + 5.5.
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Figure 15: Shape factor, H, as function of 𝑅𝑅𝑅𝑅𝜃𝜃 . Results shown are for locations Ib, IIb,
and IIIb.
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𝐿𝐿

Figure 16: Flow development length normalized by water depth (𝐷𝐷) versus

𝑅𝑅𝑅𝑅.
𝐹𝐹𝐹𝐹

. The

figure shows data from the upstream location (Ib) experiments where the boundary layer
is assumed to be fully-developed. The red dashed line was fit using linear least squares
𝐿𝐿

𝑅𝑅𝑅𝑅

yielding: 𝐷𝐷 = -0.00018𝐹𝐹𝐹𝐹 + 47.
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Figure 17: Representative mean velocity gradients from the middle streamwise plane
(IIb in Figure 11) for 𝑅𝑅𝑅𝑅𝐷𝐷 = 65,586 experiment. The height above channel bottom (y) is
normalized by depth (D) and mean velocity gradients are shown dimensionally. The

mean velocity gradients,

� 𝑑𝑑𝑣𝑣� 𝑑𝑑𝑢𝑢
� 𝑑𝑑𝑣𝑣�
𝑑𝑑𝑢𝑢

,

,

,

𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑

yellow, purple, and green, respectively.

, and

�
𝑑𝑑𝑤𝑤
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𝑑𝑑𝑑𝑑

, correspond to the colors blue, orange,

Figure 18: Normalized mean spanwise vorticity profiles from center middle (IIb) region
of flume. The (a) subplot normalizes mean spanwise vorticity by
normalizes it using inner scaling

𝑢𝑢∗2
𝜈𝜈

𝑈𝑈∞
𝐷𝐷

and the (b) subplot

. The vertical position is normalized by depth (left

axis) and by wall units (right axis) for each subplot. Each color represents a particular
Reynolds number: * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ±
478, and ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401.

60

Figure 19: Normalized Reynolds shear stresses,

𝜏𝜏𝑥𝑥𝑥𝑥
𝜌𝜌
𝑢𝑢∗2

=

������
′ 𝑣𝑣 ′ )
−(𝑢𝑢
𝑢𝑢∗2

with normalized height, at

location IIb for * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, and ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ±
1,401. The vertical black lines denote the approximate location of the log layer.
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Figure 20: Normalized TKE versus normalized height at location IIb for * 𝑅𝑅𝑅𝑅𝜃𝜃 =
972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, and ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401. The vertical black
lines denote the approximate location of the log layer.

62

Figure 21: Production of TKE (magenta) and dissipation of TKE (black) versus

𝑦𝑦

𝐷𝐷

at

location IIb for (a) 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, (𝑏𝑏) 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575 , (𝑐𝑐) 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ±
478, and (𝑑𝑑) 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401. In all four subplots, a peak of production occurs at
𝑦𝑦

𝐷𝐷

≈ 0.1. Dissipation increases with increasing depth for all but 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575.

Production tends to zero at
575 cases.

𝑦𝑦

𝐷𝐷

> 0.4 for 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469 𝑎𝑎𝑎𝑎𝑎𝑎 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ±
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Figure 22: One-dimensional streamwise velocity spectra in the streamwise direction,
E11 (k1 ), normalized using Kolmogorov’s universal scaling for location IIb. Colored
lines correspond to * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ±
478, and ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401. The solid black line indicates the (k1 η)−5/3 power

law valid for the inertial range. All spectra reasonably follow the -5/3 law. The jitter and

flattening of spectra at high wavenumber is a result of noise and the resolution of the
interrogation window.
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Figure 23: Subplots of the normalized dissipation spectrum. The subplots correspond to
location IIb for (a) 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, (𝑏𝑏) 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575 , (𝑐𝑐) 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,523 ±
478, and (𝑑𝑑) 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401.
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Figure 24: Power spectral density of streamwise velocity in in the streamwise direction
with noise truncated for * 𝑅𝑅𝑅𝑅𝜃𝜃 = 972 ± 469, * 𝑅𝑅𝑅𝑅𝜃𝜃 = 1,669 ± 575, * 𝑅𝑅𝑅𝑅𝜃𝜃 =
1,523 ± 478, and ∗ 𝑅𝑅𝑅𝑅𝜃𝜃 = 2,154 ± 1,401 at location IIb.

66

5 Summary and Conclusions
This research studied turbulent boundary layers developed in open channels by measuring
the flow in a recirculating flume located in the Environmental Fluids Laboratory at Coastal
Carolina University. The flow within this facility was measured using PIV. Nine
experiments in five different locations were conducted, for a total of 45 datasets. The
measurements were performed downstream of the flume entrance and far from the exit
ensuring fully developed conditions. The 9 experiments had a range of 𝑅𝑅𝑅𝑅𝐷𝐷 between 32,432
and 65,586. Within the central glass section of the flume, three locations were investigated

along the streamwise direction and two additional locations were investigated along the
spanwise direction of the facility. The PIV enabled measurement of the streamwise and
normal velocities along the streamwise and normal directions over areas approximately 25
cm by 36 cm. Ensemble series of PIV velocity maps were utilized to compute various
mean and turbulent quantities to characterize the boundary layer region.
Mean velocity profiles show a distinct log-layer present within the boundary layer between
100 < y+< 400 for all locations, which on average is 30% of a decade of wall units. These
y+ values correspond to the range, in outer scaling, of 0.1 ≤

𝑦𝑦

𝐷𝐷

≤ 0.2, which is consistent

with Nezu and Nakagawa (1993). With increasing 𝑅𝑅𝑅𝑅𝐷𝐷 , the extent of the log-layer

increases. In the log layer, kurtosis values of ~3.0 indicate that the turbulent velocity
component is normally distributed (Kim et al., 2006; Pope, 2000; Balanchandar et al.,
2001; Biswas and Eswaran, 2002).
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All the experiments showed peak TKE production occurred at the lower limit of the log
layer. Four representative profiles taken from the IIb location for the low, moderate, and
high (two duplicate high 𝑅𝑅𝑅𝑅𝐷𝐷 ) 𝑅𝑅𝑅𝑅𝐷𝐷 were analyzed. It appeared that approximately 80% of
the total TKE production occurred within the range 0.0 ≤

𝑦𝑦

𝐷𝐷

≤ 0.2 for both low and

moderate 𝑅𝑅𝑅𝑅𝐷𝐷 ; however, for the two duplicate 𝑅𝑅𝑅𝑅𝐷𝐷 (i.e. high 𝑅𝑅𝑅𝑅𝐷𝐷 ) only 61% and 44% of
the total TKE production occurred up to

𝑦𝑦

𝐷𝐷

= 0.2. Both TKE and Reynolds stresses peak

𝑦𝑦

near the beginning of the overlap layer at 𝐷𝐷 ≈ 0.1.
Our data indicated that the flow characteristics within the flume are affected by water
height. The change of water height inherently affects the aspect ratio of the facility, which
is between 1.94 ≤ 𝛼𝛼 ≤ 3.5. Values below 5 have been shown to cause velocity dips (i.e.
decrease in velocity in the outer layer). Changing the water height alters the channel aspect

ratio, which enhances secondary circulation in the facility evidenced by the velocity dips.
Distinct velocity dips are present in normalized velocity profiles as a consequence of the
low aspect ratio (𝛼𝛼<5). These dips become more pronounced towards the sidewalls (IIa
and IIc locations) of the channel. The side walls are the locations where the bottom wall
connects and consequently generates corner flows (Nezu and Nakagawa, 1993). These
corner flows create anisotropic conditions, which are the underlying driving force
responsible for generating these secondary currents toward the corner (Nezu and
Nakagawa, 1993). Furthermore, the corner wall effects have been shown for 𝛼𝛼 = 2.0 to
𝑦𝑦

extend up to 𝐷𝐷 = 0.6 and ~ 14cm away from the channel side-walls (Naot and Rodi, 1982).

The spanwise extent from the side-walls is at about the location of IIa and IIc experiments.

Furthermore, for duplicate 𝑅𝑅𝑅𝑅𝐷𝐷 the flow characteristics do not match, which are formed by
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different combinations of depth and free stream velocity. These duplicate 𝑅𝑅𝑅𝑅𝐷𝐷 results
presumably do not match because of the different aspect ratios of the facility.

The facility is unable to dampen and reduce the influence of surface fluctuations in its
current setup. Surface fluctuations influence the upper 20% of the water column within the
facility. Velocity profiles and flow characteristics are influenced by surface fluctuations.
Furthermore, the turbulence statistics such as kurtosis and turbulence intensity, increase at
𝑦𝑦

𝐷𝐷

≥ 0.8 which indicates the influence of surface fluctuations. In addition, the dissipation

vertical profiles show high dissipation beginning at 80% of the water height and extending
up to the free surface, which are associated with these surface fluctuations. Surface
fluctuations increased with increasing 𝑅𝑅𝑅𝑅𝐷𝐷 .

There is also some variability among locations within the facility. In the streamwise
direction, the flow accelerated from the upstream (Ib) to the middle (IIb) and then
decelerated between the middle (IIb) and downstream location (IIIb). In the spanwise
direction, production and dissipation profiles were similar in general shape relative to the
streamwise location, but different in magnitude. The dissipation and production profiles at
the IIa location had a magnitude that was slightly higher when compared to corresponding
profiles from the central region (Ib, IIb, and IIIb) along the streamwise direction. However,
production and dissipation profiles at the IIc location were significantly higher when
compared to locations along the streamwise direction and those at IIa. Presumably these
discrepancies are a result of manufacturing imperfections of the facility.
In addition to the above conclusions, general observations were made. The mean center
channel velocity estimated through PIV averaged velocity vector maps was 10% higher
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than velocity estimates using the flow meter and channel cross-section. It was generally
observed that particles had a preference to the backside (c.) wall, which may be associated
with the low aspect ratio or channel bottom deviations. Considering these observations, it
would be beneficial to replace the current flow straighteners, with a more rigid honeycomb.
This honeycomb should contract from 1.9 cm down to 0.64 cm with an intermediate layer
of 1.3 cm. This contraction is consistent with the current three tier mesh system in the
upstream reservoir. These three honeycomb layers should be secured inside the channel
region just downstream from the convergence. The honeycomb should: i) further reduce
the influence of upstream conditions (e.g. surface fluctuations) and ii) provide better
preferred direction of the flow. This work showed that the influence of the walls affects
flow characteristics (i.e. velocity dips) but failed to show exactly the tolerable/acceptable
outer limit from center that measurements are reliable. Experiments should be conducted
that more finely sample the region between IIa and IIc. This information will provide
further insight into the extent that wall effects influence results.
In conclusion, based on the findings of this research, a few recommendations are drawn
and should be considered for all future experiments conducted in this flume. All
experiments should be conducted at location IIb to minimize the influence of the sidewalls.
Moreover, if a model or large body is used in experiments, it should be positioned at or
below 0.80D. This positioning will ensure that fluctuations at the free-surface do not
influence results. Experiments targeting log layer effects should be performed at about y =
0.1D-0.2D or lower if one seeks to observe peak turbulence levels; and if one is attempting
to minimize turbulence effects then experiments should be performed in the range 0.4D0.8D of the water column.
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