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†Department of Developmental and Cell Biology and ‡Center for Complex Biological Systems, University of California, Irvine, CaliforniaABSTRACT RGS proteins stimulate the deactivation of heterotrimeric G-proteins. The yeast RGS protein Sst2 is regulated at
both the transcriptional and posttranscriptional levels. We replaced the SST2 gene with the distantly related human RGS4 gene,
which consists of the catalytic domain and an N-terminal membrane attachment peptide, and replaced the native promoter
(PSST2) with the heterologous tetracycline-repressible promoter (PTET). We then measured the effect of the substitutions on
pheromone sensitivity, mating, and polarization. Although the pheromone sensitivity was essentially normal, there were differ-
ences in mating and polarization. In particular, the RGS4-substituted strains did not form multiple mating projections at high
levels of a-factor, but instead formed a single malformed projection, which frequently gave rise to a bud. We provide evidence
that this phenotype arose because unlike Sst2, RGS4 did not localize to the projection. We use mathematical modeling to argue
that localization of Sst2 to the projection prevents excess G-protein activation during the pheromone response. In addition,
modeling and experiments demonstrate that the dose of Sst2 influences the frequency of mating projection formation.INTRODUCTIONHeterotrimeric G-proteins are activated by G-protein-
coupled receptors (GPCRs) and deactivated by the regulator
of G-protein signaling (RGS) proteins, and both are regu-
lated in a spatiotemporal manner. Because of the complexity
of G-protein signaling, it is important to develop more accu-
rate mathematical models of this system (1–3).
The yeast mating response is one of the best characterized
G-protein signaling systems (4–6). During mating, haploid a
and a cells secrete and respond to the pheromones (a-factor
and a-factor) from their partners by creating mating projec-
tions that fuse. In a-cells, the GPCR Ste2 binds a-factor and
activates the heterotrimeric G-protein cycle, which leads
to dissociation of the GTP-bound Ga-protein (Gpa1-GTP)
and the Gbg protein complex (Ste4/Ste18). Free Gbg
induces pheromone-responsive genes such as FUS1 via
the mitogen-activated protein kinase (MAPK) cascade and
the transcription factor Ste12 (Fig. S1 in the Supporting
Material). In addition, the activation of the G-protein cycle
causes cell-cycle arrest and formation of the mating
projection.
Sst2 was the first RGS protein identified (7). Sst2 deacti-
vates the G-protein cycle by catalyzing the hydrolysis of
Gpa1-GTP to Gpa1-GDP (8). Genetic disruption of the
SST2 gene causes supersensitivity to pheromones, loss of
adaptation, and mating defects (9,10). Many studies have
addressed the question of how Sst2 is regulated, and several
mechanisms have been described, such as regulation of
transcription (11), phosphorylation (12,13), endoproteolytic
processing (14), and binding of regulatory proteins (15,16).Submitted September 29, 2009, and accepted for publication April 30, 2010.
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0006-3495/10/08/1007/11 $2.00Expression of mammalian RGS proteins in yeast has been
shown to downregulate pheromone signaling (17,18). These
studies suggest that RGS proteins have similar biological
roles in mammals and in yeast. In particular, Linder and
colleagues (19) showed that the human RGS4 protein func-
tions in yeast, and that this activity depends on the mem-
brane localization of the protein conferred by a putative
N-terminal helix.
When yeast a-cells are exposed continuously to high con-
centrations of a-factor, they will form multiple mating pro-
jections in a sequential manner (20–22). The mechanisms
underlying this process are not fully understood. The
seminal work of Hilloti et al. (22) was the first to demon-
strate the oscillatory dynamics arising from MAPK sig-
naling and pheromone-dependent gene expression in the
yeast pheromone system, as well as the connection between
these dynamics and the formation of multiple mating pro-
jections. These observations were a crucial starting point
for this research.
Here, we investigated the yeast mating response quantita-
tively after replacing elements of the SST2 gene with heter-
ologous components: the tetracycline-regulatable (PTET)
promoter and the RGS4 coding region. We performed halo
and mating assays, and monitored pheromone-inducible
transcription and morphological changes. It is interesting
to note that RGS4 complemented the supersensitive pheno-
type of sst2D cells, but produced an unusual morphological
phenotype. Our results suggest that spatial localization of
the RGS functionality to the projection is important for
normal morphology. Based on these data, we modeled the
system, and the simulations support the hypothesis that
regulation of Sst2 confers robustness on the level of
G-protein signaling by preventing overactivation.doi: 10.1016/j.bpj.2010.04.078
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Strains and plasmids
Standard methods for yeast genetic and molecular biology techniques were
performed (23). The strain genotypes are listed in Table S2, and descrip-
tions of the plasmids are provided in Table S3. Most yeast strains were
isogenic with RJD360, which was originally derived from the W303 back-
ground. Yeast cells were cultured in rich YPD media supplemented with
adenine (YPAD) or in synthetic media (SD).SST2
SST2
SST2+ PSST2
PTET - SST2 PTET
Dox = 0 Dox = 10 mg/ml
26 mm
BHalo assay
Halo assays of growth arrest were performed as described by Sprague in the
study by Guthrie and Fink (23).RGS4 
RGS4 
RGS4
PTET - RGS4
PSST2
PTET
Dox = 0 Dox = 10 mg/ml
26 mm
26 mm 38 mmMating assays
Quantitative mating efficiency experiments were performed as described by
Hartwell (24); mating discrimination and competition assays were per-
formed as described by Jackson and Hartwell (9).sst2Dsst2D PSST2
41 mm
28 mm 40 mm
FIGURE 1 Schematic diagrams of Sst2, RGS4, and RGS constructs. (A)
Comparison of SST2 and RGS4 gene structures. Sst2 is a multidomain
protein in which the MPI domain is at the N-terminus and the RGS domain
is at the C-terminus (amino acid positions are shown). A DEP domain thatMicroscopy
To observe single cells, exponentially growing cells were treated with
a-factor for the appropriate period of time (e.g., 6 h) and fixed with ice-
cold formaldehyde-PBS solution (3.7% formaldehyde in PBS) for 10 min.
The prepared slides were observed using a Nikon ECLIPSE TE300 inverted
microscope.binds Ste2 lies within the MPI domain. The conserved RGS sequence
blocks are shaded black. Sst2 is phosphorylated at Ser539 by Fus3 and is
proteolytically cleaved at the boundary between the MPI and RGS domains.
The PSST2 promoter is pheromone-inducible via the transcription factor
Ste12. The human RGS4 protein contains an N-terminal membrane attach-
ment helix (1–33,M), followed by the RGS domain (gray). (B) Pheromone
sensitivity measured by halo assay of various RGS constructs, with 1 mg of
a-factor used in assay; halos are shown at right. All constructs were inte-Time-course experiments
Time-course experiments for FRET measurements and transcriptional
activation assays using the pheromone-inducible reporter PFUS1-GFP
were performed using a Gemini XS SpectraMAX fluorometer as described
previously (1).grated into the genome, e.g., the PTET promoter replaced the PSST2 pro-
moter, and the RGS4 gene replaced the SST2 gene. The constructs using
the PTET promoter were tested at 0 (induced) and 10 mg/ml of doxycycline
(repressed), which was added to the soft agar. The average sizes (mm) of the
halos for the strains are indicated.Microfluidics experiments
We used a standard Y-chamber microfluidics device to generate the a-factor
spatial gradients (25). The device was 800 mm in width and was divided into
eight regions. The cells were subjected to a 0- to 100-nM a-factor gradient
for 5 h, and for the directional accuracy measurements, cells located in
regions 2 and 3 were assessed (~5- to ~30-nM a-factor).Mathematical modeling
Details about the two-compartment model are found in the Supporting
Material.RESULTS
Replacing Sst2 with RGS4 and the PSST2 promoter
with the PTET promoter
The multidomain Sst2 protein possesses a C-terminal RGS
(GTPase activation) domain that stimulates G-protein deac-
tivation (Fig. 1 A) and an N-terminal regulatory domain
termed the Mpt5-interacting (MPI) domain (15). Recent
results have shown that the MPI domain contains a DEP
domain responsible for binding to a-factor receptor Ste2Biophysical Journal 99(4) 1007–1017(16). To investigate the role of the N-terminal domain,
along with other potential regulatory elements, we sub-
stituted Sst2 with the human RGS4 protein (hRGS4), which
consists of a minimal RGS catalytic domain attached to an
N-terminal membrane-binding helix (Fig. 1 A) that func-
tions in yeast (19).
In addition, to study the role of pheromone-inducible
expression of SST2, we replaced the native SST2 promoter
with a heterologous promoter (PTET) regulated by the tetra-
cycline analog doxycycline (26). The PTET promoter is
active in the absence of doxycycline and is repressed by
doxycycline added to the growth medium. A concentration
of 10 mg/ml was sufficient to confer maximal repression
with no effect on yeast mating morphology.
The halo assay is a common method for assessing phero-
mone signaling (23). The mating response causes cell-cycle
arrest, and spotting a-factor on to a lawn of yeast cells
results in a halo whose diameter is a quantitative measure
TABLE 1 Mating assays
Responder strain
Mating
efficiency
Mating
discrimination
Mating
competition
SST2þ 965 9% 0.00125 0.0003% ND
sst2D 285 2% 385 1% 9 5 3%
RGS4 865 7% 0.00325 0.0002% 36 5 5%
FUS1-RGS4 785 8% 0.00365 0.0011% 45 5 5%
PTET-SST2
(Dox ¼ 0)
905 8% 0.00595 0.0023% 43 5 2%
PTET-SST2
(Dox ¼ 10 mg/ml)
605 10% 0.165 0.08% 39 5 2%
PTET-RGS4
(Dox ¼ 0)
765 2% 0.195 0.03% 43 5 3%
PTET-RGS4
(Dox ¼ 10 mg/ml)
185 2% 105 2% 10 5 2%
MATa tester strain was RJD357; the responder strains were MATa. In the
mating discrimination assay, an RJD357 mfa1D mfa2D mutant strain was
used as the pheromoneless decoy. In mating competition experiments, we
determined the percent of diploids that resulted from mating with the
responder strain instead of a wild-type competitor. The MATa cells were
BAR1þ in these mating experiments. The data represent the mean 5 SE
(n ¼ 3). Selected pairs of mating discrimination values were compared
using a one-sided t-test, as described in the text. ND, not determined.
Role of Regulation of Sst2 on Polarity 1009of the dose response of pheromone signaling in that strain.
Note that in this study, we refer to bar1D cells as wild-
type; BAR1 encodes for a protease that degrades a-factor.
Only in the mating experiments were the MATa strains
BAR1þ. Using 1 mg of a-factor, wild-type cells formed
a halo with a diameter of 26 mm (Fig. 1 B). Mutant sst2D
cells were supersensitive, resulting in a much larger halo
(41 mm). The RGS4 strain showed a halo size (26 mm) com-
parable to that of wild-type cells, confirming that RGS4
could substitute for Sst2 in terms of pheromone sensitivity
measured by the halo assay (17).
In the PTET-SST2 strain without doxycycline, the halo
size was comparable to that of the wild-type SST2 strain
(26 mm). In the presence of doxycycline, the halo size
was slightly smaller (38 mm) than that of the sst2D strain.
Thus, the range of expression from the PTET system was
approximately from wild-type PSST2 levels to slightly higher
than a complete deletion. In the PTET-RGS4 strain, at the
highest level of RGS4, the halo size (28 mm) was roughly
the same as in the wild-type SST2 or RGS4 strains, whereas
at the lowest level of RGS4, the halo (40 mm) was almost
the same size as in the sst2D strain. These data indicate
that RGS4 can confer deactivation approximately equivalent
in capacity to that of Sst2 and that both function in a concen-
tration-dependent manner.Mating efficiency, discrimination, and
competition in strains containing RGS variants
The above results showed that the native SST2 gene could be
replaced with the completely heterologous PTET-RGS4 gene
construct and the resulting strain would possess approxi-
mately wild-type pheromone sensitivity evaluated by the
halo assay. A more stringent test of functionality is the
ability to mate, and we evaluated the RGS variants by three
mating assays. First, the mating efficiency assay determined
the percent of a-cells (BAR1þ) being tested that are capable
of mating with an a-cell under standard mating conditions.
Second, the mating discrimination assay tested the ability
of a given a-cell to mate selectively with cells that produce
a-factor over those that do not, i.e., pheromone nonpro-
ducing decoys (9). Third, the mating competition assay
measured the ability of a mutant a-cell to compete with
wild-type a-cells for a limiting number of a-cell mating
partners. Under equal competition, the ratio of challenger
a-cells that mate compared to wild-type cells should be
1:1. The three assays are not equivalent and may measure
different aspects of mating.
As previously reported (9,28), the sst2D strain possessed
significant mating defects. In our hands, mating efficiency
was 28% compared to nearly 100% for SST2þ cells
(Table 1). In addition, sst2D cells could not discriminate
between a-factor producers versus nonproducing decoys,
whereas wild-type cells selectively mated with a 105-fold
preference for a-cells making a-factor. In mating competi-tion assays, only 9% of sst2D cells mated compared to
91% of wild-type cells. It is clear that the presence of
SST2 is crucial for optimal mating, and we wished to
examine the performance of the RGS variants.
The RGS4 strain had a slightly reduced mating efficiency
(86%) compared to the wild-type SST2 strain. There was
also a 2.5-fold decrease in mating discrimination, and in
the mating competition assay, 36% of the diploids were
formed with the RGS4 strain compared to 64% with the
wild-type challenger. Together, these results show a modest
but significant effect on mating proficiency by the replace-
ment of SST2 with RGS4.
The PTET-SST2 strain, when induced, displayed good
mating efficiency (90%), but mating discrimination was
fivefold lower than in the wild-type and the mating compe-
tition value was 43%. Optimal mating performance may be
sensitive to slight changes in the transcription levels and
regulation of the SST2 gene. In the repressed state, the
mating efficiency dropped to 60%, the mating discrimina-
tion was ~100-fold decreased from wild-type, and the
mating competition value was 39%. This respectable level
of mating performance was somewhat surprising given
that the repressed strain was almost as supersensitive as
the sst2D strain, which displayed more profound mating
defects, arguing that at least some Sst2 is much better
than none.
Finally, the PTET-RGS4 strain in the induced state had
a mating competition value of 43%, but mating efficiency
was relatively low (76%) and there was a 100-fold decrease
in mating discrimination. These data indicated significant
mating problems despite having pheromone sensitivity
comparable to that of wild-type. In the repressed state, the
strain exhibited mating defects of a magnitude similar toBiophysical Journal 99(4) 1007–1017
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PTET-SST2 strain showed significantly better mating than
the sst2D or repressed PTET-RGS4 strains. Our interpretation
is that a small amount of Sst2, but not RGS4, can signifi-
cantly improve mating compared to the complete absence
of Sst2.
Focusing on the mating discrimination data, and starting
with the wild-type strain, eliminating either transcriptional
regulation (PTET-SST2, induced) or protein regulation
(PSST2-RGS4) resulted in a three- to fivefold decline in
discrimination, and each decrease was statistically signifi-
cant (t-test) with P < 0.05 for PTET-SST2 and P < 0.01
for PSST2-RGS4. However, removing both levels of regula-
tion led to a more dramatic 100-fold decrease (PTET-
RGS4), P < 0.001.S
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FIGURE 2 Morphological phenotypes of strains. (A) Time course of
mating projection formation in SST2þ, sst2D, and RGS4 strains. Each of
the strains was treated with 1 mM a-factor for 0, 2, 4, and 6 h. The projec-
tion morphologies were assessed by bright-field imaging. Whereas the
wild-type strain made multiple projections over time, the sst2D and
RGS4 strains made a single projection. In the RGS4 cells, the projections
were often crooked and budded from 4 to 6 h; buds emerging from the
projections can be observed at the 6-h time point (arrows). Scale bar, 10 mm.
(B) Morphological phenotypes for RGS variants containing Sst2 or RGS4.
Cells were treated with 1 mM a-factor for 6 h. (Upper left) RGS4 strain
containing SST2 on a single-copy plasmid. (Lower left) Wild-type strain
containing RGS4 on a single-copy plasmid. Both types of cells made
more than one projection and showed projection-budding. (Upper middle)
PTET-SST2 strain with 0 (induced) and 10 (repressed) mg/ml doxycyline.
(Lower middle) PTET-RGS4 strain with 0 and 10 mg/ml doxycycline. (Right)
Strain containing RGS4 fused to the C-terminus of the FUS1 gene.
TABLE 2 Average number of projections at t ¼ 6 h
Strain Number of projections
SST2þ 2.6
sst2D 1.0
RGS4 1.0
FUS1-RGS4 1.8
RGS4 þ pSST2 1.5
SST2þ þ pRGS4 1.6
PTET-SST2 (Dox ¼ 0) 2.4
PTET-SST2 (Dox ¼ 0.1 mg/ml) 1.6
PTET-SST2 (Dox ¼ 10 mg/ml) 1.0
PTET-RGS4 (Dox ¼ 0) 1.0
PTET-RGS4 (Dox ¼ 10 mg/ml) 1.0Abnormal pheromone-induced morphologies
in RGS variants
Wild-type cells treated with high concentrations of a-factor
form multiple mating projections in a periodic pattern with
a new projection appearing approximately every 2 h. As a
positive control, we incubated unsynchronized wild-type
cells with 1 mM a-factor and monitored projection forma-
tion as a function of time for 6 h (Fig. 2 A). After 2 h,
SST2þ cells contained ~0.5 projections/cell; after 4 h,
58% of the cells had formed the second projection; and after
6 h, wild-type SST2 cells had an average of 2.6 mating
projections (Table 2). The sst2D cells did not form multiple
projections; they formed a relatively normal looking pro-
jection after 2 h, but no additional projections appeared
over time, and instead the initial projection grew larger
and broader.
The RGS4 cells exhibited significant morphological
defects at 1 mM a-factor. First, they also formed only a single
projection, but compared to sst2D cells, the projection
was more bent and irregular, possessing an amoeboid-like
appearance. Furthermore, after 4 h, this projection often
budded, resulting in a projection-budding (P&B) phenotype.
From a temporal perspective, after 2 h, the RGS4 projection
looked relatively normal. Indeed, at the 2-h time point,
SST2, sst2D, and RGS4 cells all had an average of 0.5
mating projections and were similar in appearance at
a superficial level. Between 2 and 4 h, this projection in
RGS4 cells became bent and irregular, and between 4 and
6 h, many of these projections budded so that at 6 h, 74%
of cells showed the P&B phenotype.
We investigated whether the RGS4 morphological pheno-
types (single, bent projections that budded) were dominant.
We expressed Sst2 from a single-copy plasmid in the RGS4
strain and observed the morphology at t¼ 6 h (Fig. 2 B). It is
of interest that most cells formed a second projection that
budded. The same result was observed when RGS4 was
expressed in wild-type SST2þ cells. From this experiment,
we concluded that the presence of Sst2 can cause a secondBiophysical Journal 99(4) 1007–1017projection to form, but the presence of RGS4 was a domi-
nant gain-of-function alteration that caused the projection
to bud.
Role of Regulation of Sst2 on Polarity 1011In certain cases, the misshapen morphologies of the RGS4
cells made it difficult to count the number of projections.
We used time-lapse imaging on the RGS4 strain to confirm
the results in Table 2. The time-lapse data (Fig. S2) was
consistent with the data on number of projections from the
fixed cells, and the image sequence illustrates how these
unusual morphologies can arise.Effect of transcriptional regulation of SST2
on pheromone-induced morphologies
We also substituted the PTET promoter for the PSST2 pro-
moter to examine the effect of transcriptional regulation
on morphology. For example, one hypothesis is that pher-
omone induction of the SST2 promoter is necessary for
periodic projection formation through some negative feed-
back mechanism. To investigate such a possibility, we
observed the PTET-SST2 cells at t ¼ 6 h. It is interesting
to note that in the absence of doxycyline (Sst2-expressed),
PTET-SST2 cells formed multiple projections normally
(Fig. 2 B) and the average number of projections (2.4) was
almost the same as in wild-type SST2 cells (Table 2). This
result indicates that the native SST2 promoter was not
needed to form multiple projections. In the presence of
doxycycline (Sst2-repressed), PTET-SST2 cells behaved
like sst2D cells and formed a single projection. An inter-
mediate morphological phenotype was observed with an
intermediate dose of doxycycline (Table 2). Thus, the crit-
ical determinant of the number of mating projections was
not the pheromone regulation of the promoter, but the
dose of SST2.
We also examined the morphology of PTET-RGS4 cells.
As expected, when RGS4 was expressed, the cells resem-
bled the PSST2-RGS4 strain (one crooked projection that
budded). In the presence of doxycycline, the morphology
was more similar to sst2D cells (a straighter but broad
projection that did not bud; Fig. 2 B).
Finally, we investigated the posttranslational modification
of Sst2, examining the morphology of SST2S539A cells,
which cannot be phosphorylated by Fus3 (12). The mutant
cells possessed the same number of projections as wild-
type cells (Fig. S3 A).Spatial localization of RGS4
Sst2 exhibited a predominantly cytoplasmic localization
pattern (data not shown; Ballon et al. (16)), but it was also
observed on the plasma membrane, and localized to the
mating projection membrane during the pheromone
response (16). The association with the membrane was
mediated through an interaction with Ste2, which was
necessary for Sst2 action. The receptor Ste2 possesses a
polarized distribution in the projection. We tracked localiza-
tion of RGS4 fused to mCherry (29), which was expressed
from a multicopy plasmid. RGS4 is known to bind to theplasma membrane (19), but we also found that during the
mating response it appeared to be preferentially excluded
from the projection (78% of cells), localizing to the mem-
brane of the cell body with especially strong staining on
the neck between the projection and cell body (Fig. S4 A).
Although there was cell-to-cell variability in the distribution
of RGS4, threshold analysis of the images demonstrated that
on average, RGS4 localization was more prevalent in the
cell body. We reasoned that this difference in the spatial
patterning of Sst2 versus RGS4 contributed to the differ-
ences in morphology.
To test this hypothesis, we targeted RGS4 to the projec-
tion membrane by attaching RGS4 to Fus1. Fus1 is known
to localize to the mating projection (30). By halo assay,
the Fus1-RGS4 construct (26.5-mm halo) had roughly the
same overall level of G-protein deactivation as the RGS4
strain (26-mm halo). Imaging of a Fus1-RGS4-mCherry
protein demonstrated stronger localization at the projection
and neck with weaker localization in the cell body (77% of
cells; Fig. S4 A). Forced projection targeting of RGS4
partially complemented the morphological phenotype of
sst2D cells, with most FUS1-RGS4 cells forming a second
projection (Table 2; 1.8 projections), and no projection
budding observed.
However, the FUS1-RGS4 strain did not exhibit improved
mating performance over the RGS4 strain (Table 1). One
explanation is that most mating has occurred within the
first 2 h, a time period in which the mating projection in
the RGS4 strain is relatively normal. Thus, more proper
spatial localization of the RGS functionality is able to
partially correct the severe morphology phenotype of the
RGS4 strain (a later phenotype), but not the more subtle
mating impairment (earlier time points).
To investigate further the role of the localization of
RGS proteins, we constructed the NRGS4-SST2 strain, in
which the N-terminal helix of RGS4, which attaches to
the membrane, was fused to the N-terminus of Sst2.
(Fig. S3 A). We reasoned that the NRGS4 domain and the
Sst2 DEP domain would compete for the localization of
Sst2. Indeed, we observed a greater number of cells pos-
sessing a single projection (because of the influence of
NRGS4) compared to the wild-type, and the average number
of projections decreased to 1.7 from 2.6. Conversely, we
also constructed and examined the MPI-RGS4 and MPI-
NDRGS4 strains (Fig. S3 B), in which the MPI domain of
Sst2 was attached to the N-terminus of either RGS4 or
NDRGS4 (RGS4 without the N-terminal membrane-attach-
ment helix). Although these strains did not make multiple
projections (perhaps because the MPI domain was not
completely sufficient for proper localization), other aspects
of the RGS4 phenotype, e.g., bending and projection-
budding, were reduced (Fig. S3 B). Together, these results
are consistent with the Fus1-RGS4 data on how localization
domains of RGS proteins can influence yeast mating
morphology.Biophysical Journal 99(4) 1007–1017
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FIGURE 3 Time course of pheromone-induced
G-protein and transcriptional activation in RGS4
and SST2þ strains. (A) Early G-protein activation
in SST2þ (black) and RGS4 (gray) cells measured
by loss of FRET. The FRET emission ratios (475/
530 nm, arbitrary units) were measured at different
time points from 0 to 10 min. These ratios were
normalized by subtracting the t ¼ 0 baseline. (B)
Pheromone-induced transcription monitored by
an integrated PFUS1-GFP reporter; GFP fluores-
cence values (arbitrary units) were normalized
to cell density (mean 5 SE, n ¼ 3). (C) Late
G-protein activation in SST2þ and RGS4 cells (in
PTET-STE2 background, 0 mg/ml doxycycline)
measured by loss of FRET. The FRET emission
ratios (475/530 nm, arbitrary units) were measured
at different time points: t ¼ 0, 0.5, 1, 2, 4, and 8 h.
These ratios were normalized by subtracting the
t ¼ 0 baseline.
1012 Tanaka and YiThe dynamics of pheromone response
in the RGS4 strain
We treated cells possessing either RGS4 or SST2þ with
1 mM a-factor and recorded the time course of the response
using two different reporter systems: 1), a strain containing
the heterotrimeric G-protein-activation FRET reporters
CFP-Gpa1 and Ste18-YFP; and 2), a strain containing the
pheromone-responsive transcriptional reporter PFUS1-GFP.
Both reporters were integrated. The FRET reporter moni-
tored early G-protein activation (first 10 min), whereas the
GFP reporter monitored events (i.e., transcriptional induc-
tion) from 30 min to 8 h later.
As demonstrated in earlier work (1), the wild-type strain
showed fast G-protein activation within 30 s, followed by
a decrease. It is interesting that in the RGS4 strain, the
peak amplitude was significantly lower than in the wild-
type strain (Fig. 3 A). These data suggest that at early
time points, RGS4 produced greater G-protein deactivation
than did Sst2.
The dynamics of pheromone-induced transcription told
a different story. In the wild-type SST2 strain, pheromone-
induced transcription increased continuously during the
measured time points (Fig. 3 B). On the other hand, in the
RGS4 strain, there was an initial lag in GFP fluorescence
compared to wild-type, but it increased faster starting at
2 h, and rose above the wild-type. It peaked at t ¼ 6 h and
then underwent a decline. The period of increase corre-Biophysical Journal 99(4) 1007–1017sponded to when the wild-type cells were making a second
projection, whereas the RGS4 strain made only a single
projection; the decrease corresponded to a period when
the RGS4 cells started to bud. We also monitored later
time points of G-protein activation. G-protein activation
levels in the RGS4 strain were greater than that in the
SST2þ strain at t ¼ 1 and 2 h (Fig. 3 C), but then decreased
dramatically at t ¼ 4 h. The observed faster increase fol-
lowed by decrease in the RGS4 strain was consistent with
the PFUS1-GFP transcription data. The fact that the decline
occurred earlier in the FRET experiments presumably
reflects the stability of enhanced GFP (t1/2 ~ 7 h) as well
as the persistence of the signaling dynamics downstream
of the G-protein.
Taken together these results indicate that RGS4 exerts
a strong deactivation function early, when the cells are
unpolarized, but that this deactivation decreases at later
times, when the cell becomes more polarized. Then there
is a sudden decline that correlates with budding.Gradient sensing and morphological dose
response of RGS4 cells
We used microfluidics to explore the response of RGS4 cells
to a spatial gradient of a-factor, observing the ability to
sense the gradient direction as well as the morphology at
different doses. In the previous experiments, we treated cells
Role of Regulation of Sst2 on Polarity 1013with 1 mM a-factor; the cells in the microfluidics chamber
were exposed to a 0- to 100-nM gradient for 5 h (cells
were bar1D). At the low concentrations, the RGS4 cells
formed a relatively normal projection compared to wild-
type cells (Fig. S4 C). At intermediate concentrations,
some cells showed a sharply curved morphology not found
in wild-type cells, which overall possessed a straighter
projection. At the high end of the gradient, we observed
the crooked, malformed RGS4 projections described in
the 1-mM test tube experiments, whereas many wild-type
cells formed a second projection. Thus, the RGS4 strain
formed curved projections that at higher a-factor concentra-
tions became more irregular.
For both strains, cells in the low-dose range (~5–30 nM)
possessed the most accurate projections, and we determined
the directional accuracy for cells in this region of the
chamber. Projection accuracy was measured as the cos(Q)
of the projection direction relative to the gradient direction
(25). Wild-type cells showed an accuracy of 0.51 5 0.10;
the RGS4 cells showed a slightly lower projection accuracy
of 0.365 0.07. These data are consistent with the reduced
mating performance of the RGS4 strain.Modeling spatial dynamics of G-protein activity
and oscillations using a two-compartment model
The experimental data suggest that excess G-protein activa-
tion in the projection occurs in the RGS4 cells and that this
imbalance is responsible for the observed phenotypes.
We wished to explore more quantitatively the connection
between misregulated G-protein deactivation and the
altered time-course data, the defects in mating and direc-
tional sensing, and the inability to make multiple pro-
jections. Previous work on modeling this system has
primarily relied on nonspatial models (1–3,22,31,32); the
few spatial models of the yeast pheromone response have
focused more on cell polarity than on cell signaling (33,34).
Because of the tight interconnection between signaling
and polarization, we developed a hybrid model containing
mechanistic G-protein equations and a generic representa-
tion of the polarity module (33) in a two-compartment
model. The compartment containing the higher value of
the polarity variable ai; i˛ 1; 2gf , represents the projec-
tion, i.e., the compartment where polarized growth is
occurring, and the other compartment represents the cell
body. We approximated the two compartments to be of
equal size (Fig. 4 A).
The equations of the heterotrimeric G-protein part of the
model (Eqs. 1.1–1.6) are derived from previous time-course
data of G-protein activation (1). The polarity part of the
model (Eqs. 1.9 and 1.10) is a generic representation (33)
intended to hide the details of the system in a few lumped
parameters (k1, h) that tune the positive feedback. One can
think of the polarity variables a1 and a2 as corresponding
loosely to active Cdc42 in the two compartments:d½Ri
dt
¼  kRL½Li½Ri þ kRLm½RLi  kRd 0½Ri þ kRs 0
þ PsikRs1 (1.1)
d½RLi
dt
¼ kRL½Li½Ri  kRLm½RLi  kRd1½RLi (1.2)
d½Gai
dt
¼ kGa½RLi½Gi  kGd½Gai  kGds½Sst2i½Gai (1.3)
d½Gbgi
dt
¼ kGa½RLi½Gi  kG1½Gdi½Gbgi (1.4)
d½Gdi
dt
¼ kGd½Gai þ kGds½Sst2i½Gai  kG1½Gdi½Gbgi
(1.5)
d½Gi
dt
¼ kG1½Gdi½Gbgi  kGa½RLi½Gi (1.6)
d½Sst2i
dt
¼ kSsts 0 þ kSsts 0½St12  kSstd½Sst2i
þ kT
Rti

Sst2j

Rt
 kTRtj½Sst2i
Rt
(1.7)
d½St12
dt
¼ kS12sðGbgnÞ  kS12d½St12 (1.8)
dai
dt
¼ k0
1 þ ðBgniÞq þ
k1
1 þ ðaipiÞh
 ðk2 þ k3bÞai
 k5ða assÞai þ kcue (1.9)
db
dt
¼ k4ða assÞb (1.10)
i ¼ 1; 2ðcompartment 1 or 2Þ; j ¼ 2; 1
The connection between the two parts of the model
occurs through two avenues. First, Gbg is the output of
the heterotrimeric G-protein cycle and the input to the
polarity equations (Bgni¼2[Gbgi]/[Gbgi]þ[Gbgj]), reflect-
ing its key role in determining the location of polarization
(35). Second, receptor and other components of this system
are directed to the projection (Psi ¼ 2ai/aiþaj) according to
the polarity variable ai (36).
The polarized distribution of Sst2 depends on the concen-
tration of total receptor in each compartment and is imple-
mented by the transport terms (kT). In the RGS4 model,
the RGS4 localization is the reverse of the typical localiza-
tion of Sst2 in a wild-type cell,with a greater concentration
of RGS4 on the cell body membrane than on the projection
membrane. More details about the model are available in the
Supporting Material.Biophysical Journal 99(4) 1007–1017
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FIGURE 4 Mathematical modeling of heterotrimeric G-protein signaling and projection formation using a two-compartment model. (A) Two-compart-
ment model of cell signaling. One compartment represents the projection and the other the cell body; these identities depend on value of the polarization
variables a1 and a2 (high ¼ projection, low ¼ cell body). The compartments are considered to be of equal size. The polarization module reads the active
G-protein gradient and amplifies it. Receptor localization (red) depends on this polarization feeding back on receptor synthesis in a positive feedback
loop. Sst2 is preferentially distributed in the projection (blue), whereas RGS4 (green) is primarily found in the cell body. (B) Fitting the model to the
G-protein FRET data (left) and PFUS1-GFP data (right). Data points are from Fig. 3; wild-type (black) and RGS4 (red) simulations are shown. The peak
of the wild-type G-protein activation was assigned a fractional value of 50%, as previously estimated (1). For the transcription data, the PFUS1-GFP values
were normalized to the 12-h time point for wild-type. (C) Simulations of wild-type cells (black) can track the gradient change, but simulations of RGS4 cells
(red) cannot. The polarization variables a1 and a2 are plotted versus time. The initial a-factor concentration was 11 nM in compartment 1 and 9 nM in
compartment 2, and this gradient was switched at t ¼ 2 h. (D) Oscillations produced by the model with negative feedback. Adding a negative feedback
loop resulted in a model that oscillates for wild-type parameters (black). The RGS4 model is stuck in the initial polarization direction and does not oscillate
(left, red). Reducing the Sst2-catalyzed deactivation activity 10-fold resulted in a longer periodicity (right, blue) for the oscillations, reflecting the fewer
projections produced by cells possessing a lower level of Sst2. Ligand concentration was 1 mM in both compartments.
1014 Tanaka and YiOne unexpected feature of the time-course data is that
the RGS4 strain exhibited reduced G-protein activation
during the early response (first 10 min), but after 1 h showed
increased transcription of the PFUS1-GFP reporter compared
to the wild-type strain. We modeled that Sst2 was polarized
to the mating projection through binding to the Ste2 receptor
(16), whereas RGS4 was antipolarized to the cell body, as
observed in our data (Fig. 4 A). There was a positive feed-
back loop in which greater G-protein activity in the projec-
tion was amplified by the polarization module leading to
polarized synthesis of new receptors to the projection
(34,36). We derived a kinetic rate constant for RGS4
G-protein deactivation by fitting the nominal model to the
RGS4 curve, allowing only the G-protein deactivation rate
constant (kGds4) to vary, which was 1.6-fold greater than
the wild-type. We then fit the transcription time-course
data by adjusting the kinetic rate constant for the production
of GFP, which also contained an exponential decay term toBiophysical Journal 99(4) 1007–1017GFP synthesis, to represent the budding after 4 h; the half-
life of GFP was set at 7 h (37). The good fit indicated that
the localization model was consistent with the time-course
data (Fig. 4 B).
A second issue addressed with the modeling was the
defect in RGS4 cells in the mating assays and in sensing
the gradient direction. Accurate gradient sensing and mating
requires continuous sensing, because the source may be
moving or the initial projection direction may be incorrect.
Excess G-protein activity can feed the polarization positive
feedback loop, resulting in hysteresis (arising from bistabil-
ity) and irreversible projection growth; the polarized distri-
bution of Sst2 bound to receptor can counterbalance this
positive feedback, preventing this irreversible projection.
In the simulations, we applied the gradient in one
direction and then switched the direction 180. Simulated
wild-type cells were able to track this directional change
(Fig. 4 C, black lines) and flip the polarization so that
Role of Regulation of Sst2 on Polarity 1015a2 > a1. On the other hand, the simulated RGS4 cells main-
tained the polarization with a1 > a2, despite the change in
the gradient. In the RGS4 simulations, positive feedback
caused the polarization to become stuck in the initial direc-
tion when the gradient direction was flipped. There are two
positive feedback loops. The first is in the polarization
module and results in the polarization of species a. The
second is the polarized synthesis of the receptor. Both are
necessary and depend on the level and distribution of active
G-protein. The polarized localization of Sst2 counteracts the
polarized synthesis of receptor by enhancing deactivation
of G-protein where activation is strong. In the RGS4 cells,
the deactivation is not heightened in the projection, and so
the positive feedback maintains the polarization despite the
change in gradient direction.
Finally, we modeled the formation of multiple projec-
tions. We attempted to capture the spatial nature of the
oscillations in which the polarity would shift from one
compartment to the other. To obtain the oscillations, we
added a delayed negative feedback to the model, which in-
hibited G-protein activation (Supporting Material). We
chose a generic formulation of this feedback because the
exact mechanism is not known. By tuning the feedback
gain, we obtained oscillations for the wild-type model
with a period of ~2 h (21). The wild-type simulations
showed the oscillations, but the RGS4 simulations did not.
Instead, the RGS4 polarization became stuck and could
not oscillate because of the irreversible projection growth
(Fig. 4 D, left). Our experimental data demonstrated that
an intermediate level of Sst2 (expressed from the partially
induced PTET promoter) produced fewer projections, and
indeed, in the simulations, 10-fold-reduced Sst2 activity
increased the period of the oscillations by approximately
twofold (Fig. 4 D, right, blue lines). Thus, we were able
to capture the essential spatial dynamics of this system
with a low-order model and a coarse spatial description,
which highlighted the importance of the spatial aspect of
G-protein signaling, and the importance of the polarized
localization of Sst2 to balance the amplified activation of
G-protein.DISCUSSION
In this study, we investigated the role of regulation of the
RGS protein on the yeast mating response, a canonical
G-protein system, by replacing the SST2 gene with the
heterologous PTET promoter and the human RGS4 coding
region. Our results suggest that fine-tuning in both space
and time of the amount of G-protein activity by Sst2 is
important for optimal mating behavior. Many of the RGS
variants, including the PTET-RGS4 strain, possessed normal
pheromone sensitivity assessed by the halo assay, and yet
they displayed significant defects in morphogenesis and
mating. More generally, the combination of experiments
and modeling support the general conclusions that thespatial dynamics of RGS proteins are important for proper
cell polarity, that too much G-protein signaling in a certain
location (e.g., projection) can produce abnormal cell mor-
phologies, and that the spatial dynamics of G-protein regu-
lators play an important role in the oscillatory behavior
of G-protein systems. As a result, it is important to link
the spatial dynamics of activator (GPCR) and deactivator
(RGS).
Ballon et al. (16) demonstrated that the DEP domain in
the N-terminal region of Sst2 binds to the Ste2 receptor
and that this interaction is necessary to bring Sst2 to the
plasma membrane, where it functions. We have built upon
these observations, showing that this polarized localization
is likely to play a role in formation of multiple projections.
Localization of RGS4 at the membrane was enough to com-
plement the supersensitive phenotype of sst2D cells, but in
the absence of this polarization, it was not enough to com-
plement the morphological phenotype of sst2D cells. Forced
targeting of RGS4 to the projection (FUS1-RGS4) was
needed to produce multiple projections.
We believe that the projection-budding phenotype in
RGS4 cells was caused by the nonpolarized localization of
RGS4. In wild-type cells, we hypothesize that negative feed-
back suppresses G-protein signaling in the projection, but
the relative absence of Sst2 on the cell body membrane
allows the initiation of a second projection. On the other
hand, RGS4, with its preferential localization on the cell
body membrane, prevents formation of a second projection,
and over time, negative feedback of G-protein signaling in
the first projection downregulates signaling, eventually
resulting in resumption of the cell cycle and budding.
There has been extensive modeling of the mating
response in yeast (e.g., (2,22,34,38). Here we have linked
the heterotrimeric G-protein cycle with aspects of cell
polarity in a two-compartment spatial model. Simulations
of the model, which contained some fitted parameters,
offered one possible explanation for the time-course data
by demonstrating that the mislocalization RGS4 can cause
increased PFUS1-GFP expression compared to wild-type at
later time points. In addition, the modeling showed that
gradient-sensing and response could be disrupted by exces-
sive G-protein signaling in the projection caused by the
absence of RGS4 in this compartment. Finally, we con-
structed an oscillator that combined positive feedback by
the polarity module and by receptor polarization with nega-
tive feedback acting on the G-protein cycle. Reducing the
level of Sst2 increased the period, and adding RGS4 pre-
vented oscillations, as observed in experiments (Fig. 4 D).
Together, the simulations demonstrate that linking Sst2 to
receptor helps to fine-tune the spatial dynamics of G-protein
signaling, which is important for optimal performance of
mating and projection formation.
In the model, we implemented specific terms whose
accuracy requires further validation. For example, the local-
ization terms of Sst2 and RGS4 are based on the data ofBiophysical Journal 99(4) 1007–1017
1016 Tanaka and YiBallon et al., as well as on our own observations, but quan-
titative confirmation would be important. In addition, we
proposed a negative feedback loop in a very generic fashion.
One hypothesis is that receptor downregulation by receptor
hyperphosphorylation may contribute to this feedback. One
can test this hypothesis by disrupting receptor downregula-
tion and examining the effect on the formation of multiple
projections. More generally, it is a priority to replace the
phenomenological constraints in the model with experimen-
tally supported mechanistic terms, and to check the validity
of the assumptions (e.g., time-delay negative feedback).
It should be noted that we do not preclude the possibility
that the additional negative feedback may act through
Sst2, presumably through a posttranscriptional mechanism.
It is known that RGS proteins in other systems interact
with GPCRs (39) for the same purpose: to ensure that the
deactivator is in close proximity to the activator to create
properly regulated spatial dynamics. A general attribute of
signaling systems is that too much signaling can be just as
detrimental as too little signaling (40). This work demon-
strates that the spatial distributions of activator and deacti-
vator of heterotrimeric G-protein signaling are important
for cell morphology and polarity.SUPPORTING MATERIAL
Additional explanations, descriptions, equations, tables, figures, and refer-
ences are available at http://www.biophysj.org/biophysj/supplemental/
S0006-3495(10)00664-8.
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