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Chapter 1
Introduction
1.1 Object of the study
Although international macroeconomics has undergone an intensive
progress in the last half century, it appears to be a field which is embed-
ded by perplexing puzzles. As main industrial economies have become
open to foreign trade since 1950s, and removed capital controls since 1970s,
there were believes that models with highly integrated goods and capital
markets might be then a better approximation to reality, as can be seen in
McKinnon (1981). However, there are many evidences on segmentations,
which are likely related to the so called six major puzzles in international
macroeconomics (Obstfeld and Rogoff 2000). If international goods markets
are highly integrated, why do we observe home bias in trade (the home-
bias-in-trade puzzle)? If international capital markets are highly integrated,
why do we observe a high association between saving and investment (the
Feldstein-Horioka puzzle), the home bias in equity portfolios (the home-
bias portfolio puzzle), and not highly correlated consumption growth across
OECD countries (the consumption correlations puzzle)? The last two of the
six puzzles might be connected with imperfections in both domestic and
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international goods markets. Precisely, why are real exchange rate move-
ments highly persistent (the purchasing power parity puzzle), and why do
exchange rates appear to be disconnected with the real economy (the ex-
change rate disconnect puzzle)?
This study is motivated by the Feldstein-Horioka puzzle (FH puzzle).
By means of a between regression for OECD countries, Feldstein and Ho-
rioka (1980), henceforth FH (1980), document a strong correlation linking
the domestic investment and saving measured as a share of the gross do-
mestic product (GDP). This evidence is argued to be at odds with capital
mobility. If capital is mobile, domestic savings could seek out the high-
est return internationally and the domestic investment can be financed also
by foreign savings. Following FH (1980) one would expect that under per-
fect capital mobility the correlation between a country’s saving and invest-
ment ratio should be small. The FH puzzle has provoked a lively discus-
sion in both theoretical and empirical literature. The initial responses from
replicating between regressions with different OECD countries for time pe-
riod up to early 1990s confirm that the result in FH (1980) is quite robust.
Two of the most investigated questions in the analysis which follows are:
What does the saving-investment relation really signal and how should the
saving-investment (SI) relation be measured? To answer the first question,
various influences have been suggested in the theoretical literature such
as population growth (Obstfeld 1986), the intertemporal budget constraint
(Coakley, Kulasi and Smith 1996, Taylor 2002), output fluctuations in non-
traded goods (Tesar 1993), or current account targeting (Artis and Bayoumi
1992). To answer the second question, numerous empirical specifications
have been employed. Fundamentally they can be classified into three cat-
egories. Static models formalized to explain domestic investment ratios
conditional on saving ratios constitute the first category. This framework
comprises basic panel specifications such as time-dependent SI relations in-
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vestigated by Sinn (1992) and country specific SI relations considered by
Obstfeld (1986). A second class of models is given in terms of first differ-
ences of domestic saving and investment ratios (Feldstein 1983), which may
be regarded as ‘weakly dynamic’. More general dynamic patterns are for-
malized in a third set of empirical contributions comprising error correction
models (ECMs), see Jansen and Schulze (1996) for example. By means of
ECMs, the stationarity of current account (CA) suggested by the intertem-
poral budget constraint can be investigated. Since the CA balance can be
approximately decomposed as domestic saving minus investment, a sta-
tionary CA might reflect a cointegration relation between saving and in-
vestment. Although most recent empirical investigations for the SI rela-
tion concentrate on this potential cointegration relation (e.g. Abbott and
Vita 2003 and Ho 2002a), no unique evidence for a cointegration relation is
found. Compared to the abundant empirical investigations for the intertem-
poral budget constraint, empirical contributions linking all other determi-
nants of the SI relation are rather scarce. A few exceptions and identified
factors are Summers (1988) (government budget balance), AmirKhalkhali,
Dar and AmirKhalkhali (2003) (government size), Kasuga (2004) (financial
structures) and Sachsida and Caetano (2000) (the variability between exter-
nal and domestic saving). Nevertheless, in these contributions there exists
no uniform model to measure the SI relation along with potential determi-
nants.
The first contribution of this study is to develop a new semiparametric
approach to analyse a wide range of determinants of the SI relation. This
approach is derived as a bivariate generalization of functional coefficient
models (Cai, Fan and Yao 2000, henceforth CF&Y), in which model param-
eters may change with the value of other variables (factors). To identify po-
tential determinants of the SI relation the formalized semiparametric model
is suitable to cope with cross-sectional heterogeneity, time and factor de-
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pendence. It allows to separate deterministic from measurable economic
conditions characterizing the empirical SI relation over time. And it allows
to distinguish long and short run factor impacts on the SI relation.
Concerning the model classes, the static panel version of functional co-
efficient models is adopted. This choice is supported by the following three
findings. Firstly, contrasting static and weakly dynamic model formaliza-
tions via cross validation (CV) techniques studied for example in Allen
(1974), no hint at the necessity of a weakly dynamic model specification is
found. Secondly, adding an error correction term in dynamic models does
not improve model performance. Evidence for a cointegration relation be-
tween domestic saving and investment ratios is not found. A further sup-
porting evidence on this view is related to the second contribution of this
study, i.e. considering the ‘bounded’ nature of the CA imbalance measured
as a fraction of GDP in unit root tests. Traditional unit root tests are formal-
ized to distinguish between stationary processes and processes driven by
stochastic trends that can grow or decrease to any level. Time-series as the
CA imbalance to GDP are bounded not only by construction but also via
potential policy controls. However, these bounds have not yet been taken
into account when testing the unit root hypothesis in the literature. In this
thesis, results from Phillips-Perron tests (Phillips 1987 and Phillips and Per-
ron 1988) for unit roots and bounded unit roots are contrasted for 26 OECD
members. While the former hint at stationarity of current account imbal-
ances for 12 economies with 10% significance, the latter indicate bounded
stationarity for only 6 economies. As such, neglecting bounds in unit root
testing might induce misleading results. Moreover, as empirical findings in
favor of nonstationary imbalances are often explained to mirror power de-
ficiencies of unit root tests applied to short time spans of data, panel based
test statistics are adopted. The corresponding results hint at bounded non-
stationarity of current account imbalance at the aggregate level, and imply
4
that saving and investment are likely not cointegrated.
With regard to the inference on a significant influence of potential factors
on the SI relation, the hypothesis that the functional coefficient formulating
the SI relation is constant, i.e. factor independent, is considered. If the func-
tional coefficient is modeled parametrically, the parametric form (constant
function) is compared with another parametric alternative. Modeling the
functional coefficient nonparametrically, the alternative is the semiparamet-
ric regression. In this area of hypothesis testing, F -type tests with bootstrap
based inference is broadly used. For a goodness-of-fit test statistic based on
comparing the residual sum of squares from parametric and semiparametric
functional regressions, CF&Y advocate a residual based bootstrap approach.
However, owing to possibly heterogenous error terms, residual based boot-
strap inference could lack robustness. To deal with heteroskedasticity, pairs
bootstrap (Freedman 1981) and wild bootstrap (Wu 1986, Liu 1988) can be
applied. Ha¨rdle and Mammen (1993) consider the case of a test statistic
that is based on the integrated squared difference between a parametric and
a nonparametric estimate. They show that under the null hypothesis the
pairs bootstrap based approximation does not consistently estimate the dis-
tribution of the test statistic while the wild bootstrap approximation does.
As the third contribution of this thesis, a new, factor based bootstrap
approach is proposed to obtain critical values for contrasting the model es-
timates obtained under the null and the alternative hypothesis. Similar to
pairs bootstrap, the new scheme does not require estimating model resid-
uals that are subsequently used for resampling. Different from pairs boot-
strap, the factors governing coefficient variation only under the alternative
hypothesis are drawn with replacement. This approach is shown to cope
with heteroskedasticity since the relationship between the variance of er-
ror terms and the corresponding regressors is retained. Modeling the func-
tional coefficient parametrically, the factor based bootstrap approximation
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of a F -type test statistic is shown to hold asymptotically. In simulation stud-
ies, for small samples factor based inference outperforms the wild bootstrap
and the pairs bootstrap counterpart that are also known to cope with het-
eroskedasticity. Modeling the functional coefficient nonparametrically, only
tests with factor based bootstrap provide correct empirical size estimates.
This study investigates various (partly overlapping) cross-sections char-
acterizing the world economy, developing countries, the OECD, the EU and
the Euro area. Applying annual data from 1971 to 2002 for these cross-
sections, time decreasing and country specific estimates of the SI relation
is found by means of static panel data models as between, pooled, cross-
section, and time-series regressions. From functional coefficient models, an
economy’s degree of openness to foreign trade, its age dependency ratio
and government current and consumption expenditures are identified to
have a significantly negative influence on the SI relation in the long run.
Besides, countries with high GDP (measuring the effect of country size) are
more likely to have a high SI relation. According to these results, the in-
terpretation of a high SI relation as a signal for low capital mobility in FH
(1980) has to be treated with care. Empirically high SI relations could re-
flect goods market friction, demographic development or fiscal consolida-
tion rather than being puzzling.
1.2 Outline of the study
This thesis is structured as follows. In Chapter 2 some core theoretical and
empirical contributions provoked by FH (1980) are sketched briefly. The
considered eight cross-sections and potential variables (factors) influencing
the SI relation are introduced in Chapter 3.
Chapter 4 tests the (bounded) unit root hypothesis of the current account
imbalances. Results from Phillips-Perron tests for unit roots and bounded
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unit roots are contrasted for 26 OECD countries. For testing at an aggregate
level, panel based test statistics are constructed as Fisher tests (Maddala and
Wu 1999) and by means of the modified inverse normal method (Hartung
1999, Demetrescu, Hassler and Tarcolea 2006) with the latter allowing for
dependence among single country test statistics.
Given heterogenous econometric models on the SI relation in the liter-
ature, Chapter 5 compares the relative merits of competing model classes.
Firstly, between, pooled, time dependent and country dependent specifica-
tions of the SI relation in static models are compared systematically. Sec-
ondly, the scope of static and weakly dynamic models addressing the SI
relation is distinguished. Thirdly, weakly dynamic models are contrasted
against ECMs.
Heterogenous estimates of the SI relation along both time-series and
cross-sectional dimension given our data sets are provided in Chapter 6.
A preliminary view on the factor dependence of the SI relation is shown.
Chapter 7 introduces the functional coefficient model (FCM) with the
factor based bootstrap inference. The properties of the residual based (RB),
wild (WB), pairs (PB) and factor based bootstrap (FB) inference in FCMs
with finite samples are compared by means of a simulation study. The
Monte Carlo exercises cover both parametric and semiparametric alterna-
tive hypotheses. Presuming a parametric pattern for the functional coef-
ficient, the asymptotic behavior of the test statistic and the corresponding
factor based bootstrap approximation are investigated analytically.
In Chapter 8 the proposed bivariate state dependent FCM are introduced
and the results are discussed. Finally, Chapter 9 summarizes the main find-
ings and concludes.
7
8
Chapter 2
Literature review
FH (1980) argue that if capital were mobile, domestic investment would
not depend on domestic saving but the world saving, and domestic saving
could seek out globally the highest return. Under perfect mobility of capital
one would expect a small if any correlation between domestic saving and
investment. By contrast, immobility of capital would imply a one-to-one
relationship between domestic saving and investment.
To investigate the saving-investment relation FH (1980) make use of a
between regression
Ii = a+ bSi + ui, i = 1 . . . N, (2.1)
where Ii = 1/T
T∑
t=1
Iit and Si = 1/T
T∑
t=1
Sit, with Iit and Sit, t = 1, . . . , T ,
denoting gross domestic investment to GDP and gross domestic saving to
GDP in time period t and country i, respectively. Estimating regression (2.1)
for 16 OECD countries with annual data from 1960 to 1974, FH (1980) obtain
Ii = 0.035
(0.018)
+ 0.887
(0.074)
Si + ûi, (2.2)
with standard errors given in parentheses underneath the parameter esti-
mates. The estimated impact of the average saving ratio on the average in-
vestment ratio, 0.887, is not significantly different from unity. The degree of
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explanation offered by (2.2) is 0.91. FH (1980) interpret the high SI relation
as evidence for capital market segmentation among the considered OECD
economies.
A potential methodological problem related to the estimation of equa-
tion (2.1) is the endogeneity of the saving ratio. However, several authors
(for instance, Feldstein and Horioka 1980 and Frankel 1985) show that the
high SI relation stands by using instrument variables for the estimation.
Furthermore, analyses replicating between regressions with different sam-
ples of OECD countries have shown that the result in FH (1980) is quite ro-
bust. Although the estimated SI relation has declined over time, it remained
large and significantly different from zero.
The academic debates triggered by the FH puzzle are enormous. They
can be divided into four categories roughly. Figure 2.1 illustrates the coher-
ence between the FH puzzle and these four categories of discussions. Firstly,
the FH puzzle is based on an ‘empirical’ investigation of the SI relation. As
such, different sample information and econometric models can be applied.
The former involves members of the EU, the Euro area, large economies,
and the less developed countries. The latter includes static panel data mod-
els as between, pooled, time, and cross-section specific regressions (e.g. Sinn
1992 and Obstfeld 1986); weakly dynamic models via regressing the first dif-
ference of investment on the first difference of saving (for example Feldstein
1983 and Feldstein and Bacchetta 1991); and ECMs (e.g. Abbott and Vita
2003 and Jansen 1996). Secondly, the interpretation of the observed high SI
relation as a signal for low capital mobility is debatable. The high SI relation
can be caused by common factors as productivity shocks and population
growth (Obstfeld 1986), intertemporal budget constraints (e.g. Coakley, Ku-
lasi and Smith 1996 and Taylor 2002), government targeting current account
imbalances (for example Artis and Bayoumi 1992 and Summers 1988), and
the low integration of international goods markets (e.g. Obstfeld and Ro-
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goff 2000 and Wong 1990). Thirdly, by accepting the FH’s interpretation for
the high SI relation, some authors try to explain the low international cap-
ital mobility. Transaction costs, information constraints and exchange rate
risk are proposed by Feldstein and Horioka (1980) and Feldstein and Ba-
chetta (1991) as possible grounds. The low capital mobility is also thought
to be in line with the not binding real interest rate parity (Frankel 1992), the
consumption correlations puzzle (Backus, Kehoe and Kydland 1992), and
the home-bias portfolio puzzle (French and Poterba 1991). At last, since FH
(1980) intend to test the degree of the capital market integration, other mea-
sures for it are considered. These consist of interest rate parities (e.g. Frankel
1992 and Lemmen and Eijffinger 1995), the variance of the current account
(Ghosh 1995), the degree of short-run divergence in the impulse responses
of saving and investment to shocks (Moreno 1997), the adjustment speed of
the current account to its equilibrium value (Taylor 2002), the error correc-
tion coefficient in VECMs of saving and investment (e.g. Jansen 1996 and
Jansen and Schulze 1996), and a measure of the speed of error correction in
VECMs (Hoffmann 2004).
This chapter1 is devoted to sketch some of the leading research related to
the FH puzzle in the first two categories. For a detailed and relatively recent
review over the literature on the FH puzzle the reader may consult Coakley,
Kulasi and Smith (1998).
1For a different version of this chapter see “Panel data model comparison for empiri-
cal saving-investment relations”, with Helmut Herwartz, forthcoming in Applied Economic
Letters, and “A functional coefficient model view of the Feldstein-Horioka puzzle”, with
Helmut Herwartz, University Kiel, Economics Working Paper 2007-14.
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Figure 2.1: Feldstein-Horioka puzzle and it’s provoked research.
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2.1 Economic models explaining a high SI rela-
tion
From the viewpoint of economic theory, firstly, general equilibrium models
have been constructed to allow a high SI relation in response to exogenous
shocks under high or perfect capital mobility. By means of a life-cycle model
Obstfeld (1986) demonstrates that, given a rise in the population growth
rate, both the saving and the investment ratio increase. Mendoza (1991)
constructs a real-business-cycle model of a small open economy with mod-
erate adjustment costs and small variability and persistence of technolog-
ical shocks. This model turns out to be consistent with a positive correla-
tion between domestic saving and investment although financial capital is
perfectly mobile. Besides, since a low negative relation between CA and in-
vestment is in line with a high SI relation, studies about the former provide
alternative views for the latter. Glick and Rogoff (1995) find that a linear
quadratic intertemporal model with costs of adjustment in investment per-
forms well in explaining CA and investment changes for major industrial-
ized countries for the period 1961 to 1990. They argue that a low negative
CA-investment relation may be caused by global productivity shocks and
the under-response of consumption to country-specific productivity shocks.
Secondly, the stationarity of the current account balance implied by the
long run intertemporal budget constraint (solvency constraint) could induce
a high SI relation. By construction, saving minus investment equals the cur-
rent account balance.2 Thus, a close SI relation might reflect stationarity
of the current account. Introducing a market determined risk premium on
borrowing, Coakley, Kulasi and Smith (1996) show that the long run sol-
2Precisely, the current account balance is equal to the national saving minus the domes-
tic investment. Although it is the domestic saving considered by FH (1980), the difference
between these two saving measures is mostly ignored in the related literature.
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vency constraint implies a stationary current account. For the case of a sim-
ple Solovian economy with stochastic growth, Taylor (2002) demonstrates
that stationarity of the current account is a sufficient condition for the long
run intertemporal budget constraint to hold. In this vein of economic mod-
els a high SI association reflects the solvency constraint, but not necessarily
capital immobility. However, the empirical evidence on the stationarity of
current account balances is weak or mixed.
In the third place a high SI relation may be due to the government tar-
geting the current account balance. Summers (1988) suggests that the gov-
ernment may offset the difference between private saving and investment
by the budget deficit so that large sustained capital flows are not observed.
Supporting evidence is found in a between regression of budget deficits on
private saving-investment gap for 14 industrialized countries for the period
1973 to 1980. Artis and Bayoumi (1992) also argue that the current account
balance was an important target for monetary policy in the 1970s, but not in
the 1980s. This policy change appears to correspond to a reduction in the SI
relation among OECD countries in the 1980s.
Furthermore, the goods market, not the capital market, may be seen as
the binding constraint linking domestic saving and investment. From this
perspective, Wong (1990) illustrates that an increase in the saving ratio is
accompanied by an increase in the investment ratio as long as non-traded
goods are consumed by domestic residents. Tesar (1993) also demonstrates
that a model with stochastic fluctuations in the output of non-traded goods
is consistent with a high SI association. In case non-traded goods account
for a significant share of total output, consumer preferences over traded
and non-traded goods and over the intertemporal allocation of consump-
tion may introduce low cross-country correlations of aggregate consump-
tion and an optimal portfolio biased towards claims on domestic output.
Describing the so-called consumption correlations puzzle (Backus et al.
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1992) and the home-bias portfolio puzzle (French and Poterba 1991), the
latter effects are in line with a high SI relation. Comparably, Obstfeld and
Rogoff (2000) demonstrate that moderate transactions costs of international
trade may cause a substantial difference in real interest rates in spite of full
financial market integration. In turn, real interest rate differentials might
give rise to a high SI relation.
Finally, government size (AmirKhalkhali et al. 2003), financial structures
(Kasuga 2004), and the variability between external and domestic savings
(Sachsida and Caetano 2000) are also proposed as possible factors influenc-
ing the SI relation empirically.
2.2 Econometric approaches to measure the SI re-
lation
Econometric attempts to solve the FH puzzle might be divided in two
groups, namely the use of different sample information and of alternative
econometric model specifications. In the following these two groups are
sketched briefly.
2.2.1 Sample selection
Contrasting large economies with the rest in OECD countries or developing
with OECD countries, the so called large country effect can be observed.
Harberger (1980), Murphy (1984) and Obstfeld (1986) show empirically that
large countries are likely to have high SI relations. Using a quantitatively re-
stricted equilibrium model with perfect capital mobility, Baxter and Crucini
(1993) demonstrate the large country effect theoretically. For a large econ-
omy, the world interest rate and many goods prices are more likely endoge-
nous. Then, a shortfall in domestic saving may drive up both the world’s
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as well as the domestic interest rate. As a result, a large countries’ domes-
tic investment decreases. Thus, although capital flows are mobile for the
large country, it is likely to show a high SI relation. In contrast, most de-
veloping countries are small and cannot influence the world interest rate.
Therefore, the corresponding SI relation is lower for developing countries.
Murphy (1984) demonstrates that between regression estimates reduce to
0.59 for 10 small OECD countries, and remain as high as 0.98 for 7 large
OECD economies. It turns out that particularly the US, Japan and the UK
have a dominant impact on the between estimate. By means of time se-
ries models for 7 OECD countries Obstfeld (1986) also demonstrates that
the measured SI relation is increasing in country size. Focussing on the dif-
ference between the saving and investment ratio, Harberger (1980) shows
that this difference as a fraction of the investment ratio has a lower absolute
value and less variability for OECD countries in comparison with develop-
ing economies. As the opposite to the large country effect, Dooley, Frankel
and Mathieson (1987) and Mamingi (1994) have found that the SI coefficient
is smaller for developing economies in comparison with OECD countries.
Dooley et al. (1987) show that between regression estimates are smaller for
48 developing economies than for 14 OECD countries. Using time series
data for 58 developing countries, Mamingi (1994) obtains an estimated SI
relation which is smaller than the corresponding OECD based measure.
Moreover, the SI relation is found to be lower among members of the EU
or the Euro area. Owing to informational and institutional links, financial
flows should be larger within the EU than among OECD countries. Feld-
stein and Bachetta (1991) show that 9 EU countries experienced a sharp de-
cline in the SI relation in the 1980s, while 14 non-EU OECD countries did
not. Similarly, Artis and Bayoumi (1992) find for the 6 core economies of
the European Monetary System an insignificant SI relation over the period
1981 to 1988. Blanchard and Giavazzi (2002) document that the SI relation
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estimated from pooled regression models declines in case the investigated
cross-section changes from OECD to the EU or the Euro area. In addition,
it is diagnosed to decline over time. According to Blanchard and Giavazzi
(2002) the SI relation for the Euro area diminishes to 0.14 when using annual
data over the period 1991 to 2001.
2.2.2 Competing panel data models
Basically empirical models can be classified into three categories. Static
models comprising basic panel specifications formalized to explain domes-
tic investment ratios conditional on saving ratios constitute the first cate-
gory. A second class of models is given in terms of first differences of do-
mestic saving and investment ratios, which may be regarded as ‘weakly
dynamic’. More general dynamic patterns are formalized in a third set of
empirical contributions comprising ECMs.
Static panel models
Static panel data models consist of between, pooled, time and cross-section
specific regressions. Proceeding from an equilibrium model of saving, in-
vestment, net foreign investment and the real domestic interest rate, Feld-
stein (1983) argues that estimates of the SI coefficient from between regres-
sions provide a reliable basis to evaluate the hypothesis of perfect interna-
tional capital mobility. Murphy (1984), Obstfeld (1986), Feldstein and Ba-
chetta (1991) and Tesar (1991) estimate the SI relation via between regres-
sions. Between regressions are typically understood to address the long run
SI relation, which is not affected by the business cycle. However, between
regressions might deliver biased results against capital mobility observing
that the long run SI relation could be determined by the intertemporal bud-
get constraint, as pointed out by Sinn (1992). For this reason Sinn (1992) es-
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timates time dependent SI relations from cross-sectional regressions. Nev-
ertheless, the evidence offered by time varying SI relations for 23 OECD
countries over a sample period from 1960 to 1988 does not overcome the
finding of a puzzling high SI relation. Furthermore, Miller (1988), Afxentiou
and Serletis (1993) and Alexakis and Apergis (1994) have argued for cross-
section specific regressions which are to be preferred in the light of poten-
tial cointegration linking domestic saving and investment. In case saving
or investment ratios were nonstationary it is unclear what cross-sectional
averages entering a between regression actually measure. Another com-
mon argument for a cross-section specification is that the SI relation is likely
heterogenous across economies. In case of cross-sectional heterogeneity be-
tween regressions have attached the risk of providing biased results ow-
ing to model misspecification. Obstfeld (1986), Miller (1988), Afxentiou and
Serletis (1993), Tesar (1993) and Alexakis and Apergis (1994) also evaluate
country specific SI relations.
In addition, several different approaches are suggested to consider the
cross-sectional heterogeneity. Corbin (2001) shows that the fixed effect and
random effect estimator of the SI relation are smaller in comparison with
the pooled and between estimator. Panel data models with fixed effects for
OECD countries are also considered by Krol (1996) and Jansen (2000). Com-
paring their results shows that the inclusion of Luxembourg in the sam-
ple provides a low estimate for SI relation. Furthermore, Amirkhalkhali
and Dar (1993) permit inter-country variation in both the constant and the
slope parameter in panel regressions, which are estimated by means of error
component models (Swamy 1970, Swamy and Mehta 1975). Moreover, us-
ing mean group estimates (Pesaran and Smith 1995) in a nonstationary and
heterogeneous panel, Coakley, Fuertes and Spagnolo (2004) obtain an esti-
mated SI relation which is insignificantly different from zero for 12 OECD
countries over the period from 1980 to 2001. Following them, Payne and Ku-
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mazawa (2006) obtain a mean group estimator of the SI relation being lower
than the corresponding between estimator for 47 developing countries.
Summarizing the panel based responses to the initial contribution by
FH (1980) it turns out that the FH puzzle is quite robust over a substantial
portfolio of applied static panel data models. Comparisons of alternative
panel data modeling frameworks, however, are rare and if available, not
very comprehensive or systematic and based on in-sample fitting criteria.
Weakly dynamic models
Motivated by accounting for potentially country specific constant terms in
a pooled regression of investment on saving, Feldstein (1983) suggests to
regress the first difference of investment ratios on the first difference of sav-
ing ratios. As such, the country specific constant term is eliminated in this
weakly dynamic regression. To explore the time-series correlations between
saving and investment, Bayoumi (1989) adopts also the weakly dynamic
regression of investment on saving, but for each country separately.
Error correction models
Due to the intertemporal budget constraint the current account shall be sta-
tionary, as argued by Coakley et al. (1996) and Taylor (2002). Most recent
empirical investigations for the SI relation are concentrating on a potential
cointegration relation between saving and investment.3 Thereby, error cor-
rection models are suggested as the suitable framework to measure the SI
relation.4 However, no consensus on a potential cointegration relation be-
3Abbott and Vita (2003), Coakley and Kulasi (1997), Gulley (1992), Ho (2002a), Ho
(2002b), Leachman (1991), Lemmen and Eijffinger (1995), Haan and Siermann (1994), Miller
(1988), Vita and Abbott (2002).
4Bajo-Rubio (1998), Coiteux and Olivier (2000), Jansen (1996), Jansen and Schulze (1996),
Jansen (1997), Jansen (1998), Moreno (1997), O¨zmen and Parmaksiz (2003b), O¨zmen and
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tween saving and investment has been achieved yet.
It is firstly suggested by Feldstein and Bachetta (1991) to consider a sim-
ple adjustment process by which the change in investment varies with the
difference between investment and saving in the previous period. Since
Jansen (1996) or Jansen and Schulze (1996) has introduced a rather com-
plete ECM to measure the capital mobility, this vein of modeling becomes
popular. Conditional on ∆Sit, a single-equation ECM for the SI relation can
be defined as:
∆Iit = δi + αi(Ii,t−1 − ηiSi,t−1) + Γi∆Sit + eit, i = 1, . . . N, t = 1, . . . T, (2.3)
where ∆ denotes the first difference operator, e.g. ∆Iit = Iit − Ii,t−1. Three
ways of identifying capital mobility are proposed by Jansen (1996): not coin-
tegrated saving and investment ratios, a non-stationary current account,
and a low value of the short-run SI relation. These three measures can be
reflected by the parameters in (2.3). Firstly, evidence for capital mobility
can be constituted if αi = 0 in equation (2.3). In this case the saving and in-
vestment ratio are not cointegrated, and thus not correlated in the long run.
When αi 6= 0, the second way to investigate the capital mobility is to inspect
the value of ηi. If αi 6= 0 but ηi 6= 1, then the saving and investment ratio
are cointegrated with vector (1, ηi)′. In other words, Ii,t−1 − ηiSi,t−1 but not
Ii,t−1−Si,t−1 is stationary. As such, the current account (−Ii,t−1+Si,t−1) may
not be stationary, and supporting evidence for capital mobility is found.
Thirdly, in case that αi 6= 0 and ηi = 1 but Γi has a low value, existence of
capital mobility is also identified. A low short run correlation between the
saving and investment ratio is only possible if capital is sufficiently mobile.
Similarly, Pelgrin and Schich (2004) interpret the error correction coeffi-
cient, αi, as an indicator of capital mobility. They view capital mobility as
Parmaksiz (2003a), Pelagidis and Mastroyiannis (2003), Pelgrin and Schich (2004), Schmidt
(2001), Sinha and Sinha (2004), Taylor (1996), Taylor (1998).
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the ease with which a country can borrow or lend to run prolonged cur-
rent account imbalances in the short to medium term. Thus, the higher
the capital mobility, the lower is the adjustment speed of investment to
its long run equilibrium level implied by the one-to-one cointegrating re-
lation linking Sit and Iit. Implementing a panel ECM for 20 OECD coun-
tries over the sample period 1960 to 1999 with three alternative specifica-
tions of cross-sectional heterogeneity (dynamic fixed effects, mean group
and pooled mean group estimation) Pelgrin and Schich (2004) find that the
estimated error correction coefficient, αˆi, is negative and significantly differ-
ent from zero. A time dependent evaluation reveals that αˆi comes closer to
zero over time, which is consistent with a presumption of increasing capital
mobility. Furthermore, the estimated cointegration parameter, ηˆi, is found
to differ only insignificantly from unity, thereby implying a binding long
run solvency constraint.
Regarding the ECM specification in (2.3) it is worthwhile to point out
that the conditional single equation ECM only offers efficient estimation
or inference in case domestic saving is weakly exogenous, i.e. it does not
respond to lagged current account imbalances (Johansen 1992). Weak exo-
geneity of Sit is, however, neither tested by Jansen (1996) nor by Pelgrin and
Schich (2004). As a more fundamental caveat of cointegration modeling, it
is important to mention that standard unit root tests are not constructed for
variables which are bounded by construction, as e.g. Si,t−1 or Ii,t−1. Unit
root tests are formalized to distinguish between stationary processes and
processes driven by stochastic trends. Since the latter can grow or decrease
to any level, the notion of nonstationary saving and investment ratios is to
some extent counterintuitive. This issue will be addressed in Chapter 4.
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Chapter 3
Data description
In the empirical literature of the SI relation, most authors concentrate on
one or two specific cross-sections such as OECD members, EU countries,
the Euro area, large or less developed economies. This study investigates
a set of specific cross-sections, and a general cross-section sampled from
all over the world and containing as many economies as possible condi-
tional on data availability. The latter is one of the largest cross-sections that
has been considered to analyse the SI relation. Distinguishing numerous
specific cross-sections will be useful to reconsider former analyses relating
the SI relation e.g. to the degree of market integration or the state of de-
velopment. The large cross-section promises a global view on descriptive
features of the correlation between domestic saving and investment and its
underlying determinants. The SI relation is investigated with eight alterna-
tive (partly overlapping) cross-sections using annual data from 1971 to 2002
drawn from the World Development Indicators CD-Rom 2004 published by
the World Bank1. Section 3.1 introduces the eight cross-sections. A list of
considered countries is provided in the Appendix 3.A. The investigated eco-
nomic factors is presented in Section 3.2, and their definitions are provided
1Only for Chapter 4 the sample comprises yearly observations over the period 1971 to
2004
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in Appendix 3.B.
3.1 Eight cross-sections
The first and most comprehensive sample covers 97 countries from all over
the world (W97), for which most observations of the saving and investment
ratio from 1971 to 2002 are available. For 6 countries (Canada, Fiji, Ire-
land, Japan, Myanmar, and Portugal) data for 2002 are not available. These
missing values are estimated by means of univariate autoregressive models
of order 1 with intercept. Although data for Sao Tome and Principe and
Lesotho are published, these two countries are not included owing to an
outstandingly high negative saving ratio prevailing over quite a long pe-
riod. The second cross-section consists of 29 developed countries and is
denoted as D29. It contains Hong Kong, Singapore and all OECD countries
except Czech Republic, Poland, Slovak Republic. The latter three countries
are not included due to data nonavailability. The remaining economies con-
tained in W97 but not in D29 is then collected in a third cross-section de-
scribing the less developed economies and is denoted as L68.
Since FH puzzle is observed mostly with OECD countries, a fourth cross-
section (O26) consisting of 26 OECD countries is considered. They are D29
minus Luxembourg, Hong Kong and Singapore. Luxembourg is often ex-
cluded in empirical analyses of the SI relation owing to presumably pe-
culiar determinants of its savings. As the fifth cross-section 11 Euro area
economies excluding Luxembourg (E11) are investigated. In the Euro area,
there is no exchange rate risk and financial markets should be highly inte-
grated. To offer a ‘complementary’ view at the link between market integra-
tion and the SI relation, a sixth cross-section O15 defined as O26 minus E11
is considered. Here we focus on weaker forms of market integration and try
to isolate their impact on the SI relation.
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In addition, a sample covers 14 major countries of the European Union
(E14) is considered, which are the O26 countries without Australia, Canada,
Hungary, Iceland, Japan, Korea, Mexico, New Zealand, Norway, Switzer-
land, Turkey, and the US. Contrasting this subgroup with O26 may reflect
the EU effect on the SI relation. Finally, for completeness and to improve
the comparability of our results to FH (1980), the cross-section employed in
their initial contribution (F16) is also studied. The latter comprises 16 OECD
countries namely O26 excluding France, Hungary, Korea, Mexico, Norway,
Portugal, Spain, Switzerland and Turkey.
3.2 Variables (factors) influencing SI relations
The choice of potential factor variables is relied on recent studies by Ed-
wards (1995), Debelle and Faruqee (1996), Milesi-Ferretti and Razin (1997),
Milesi-Ferretti and Razin (1998), Masson, Bayoumi and Samiei (1998), and
Chinn and Prasad (2003).
The employed factor variables allow a classification into three groups.
The first group includes long-run variables presenting the the state of de-
velopment, demographics, and macroeconomic policies. The choice of vari-
ables in this group is guided by economic theories of saving and invest-
ment. The state of development is measured as GDP per capita (GDPC).
Demographic variables include the ratio of the dependent population to the
working-age population (AGE) and the population growth rate (POPG).
The role of fiscal policies is measured via government budget balances as a
share of GDP (GVBB), government total expenditures as a share of GDP
(GVTT), government capital expenditures as a share of GDP (GVIVM),
government current expenditures as a share of GDP (GVCE), and govern-
ment consumption expenditures as a share of GDP (GVCON). Variables
describing the integration of goods and financial markets compose the sec-
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ond group. It includes the openness ratio measured as the ratio of export
plus import to GDP (OPN), the ratio of exports to GDP (EXPT), the ratio
of imports to GDP (IMPT), and the absolute real interest rate differential
(INTD). At last, the scope of variables measuring the dependence of the SI
relation on country size is addressed by natural logarithm of GDP (LGDP).
Regarding INTD, it is measured for a particular economy towards a
world real interest rate index. Country specific real interest rates are the
lending rates charged by banks on loans to prime customers adjusted for
inflation. A GDP weighted average of real interest rates among the US, Ger-
many and Japan is constructed to approximate the real world interest rate.
Instead of using the interest rate differential directly we presume that posi-
tive and negative realizations are equally informative for the prevalence of
capital market frictions. Therefore the impact of the absolute real interest
differential on the SI relation is investigated.
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3.A List of countries
• W97: Algeria; Argentina; Australia; Austria; Bangladesh; Barbados;
Belgium; Benin; Botswana; Brazil; Burkina Faso; Burundi; Cameroon;
Canada; Central African Republic; Chile; China; Colombia; Congo
Dem. Rep.; Congo Rep.; Costa Rica; Ivory Coast; Denmark; Do-
minican Republic; Ecuador; Egypt Arab Rep.; El Salvador; Fiji; Fin-
land; France; Gabon; Gambia; Germany; Ghana; Greece; Guatemala;
Guyana; Haiti; Honduras; Hong Kong, China; Hungary; Iceland;
India; Indonesia; Ireland; Israel; Italy; Jamaica; Japan; Kenya; Ko-
rea, Rep.; Kuwait; Luxembourg; Madagascar; Malawi; Malaysia;
Mali; Malta; Mauritania; Mexico; Morocco; Myanmar; Nepal; Nether-
lands; New Zealand; Niger; Nigeria; Norway; Pakistan; Paraguay;
Peru; Philippines; Portugal; Rwanda; Saudi Arabia; Senegal; Sin-
gapore; South Africa; Spain; Sri Lanka; Suriname; Swaziland; Swe-
den; Switzerland; Syrian Arab Republic; Thailand; Togo; Trinidad and
Tobago; Tunisia; Turkey; Uganda; United Kingdom; United States;
Uruguay; Bolivarian Republic of Venezuela; Zambia; Zimbabwe.
• L68: W97 minus D29.
• D29: Australia; Austria Belgium; Canada; Denmark; Finland; France;
Germany; Greece; Hong Kong, China; Hungary; Ireland; Italy; Japan;
Korea; Luxembourg; Mexico; Netherlands; New Zealand; Norway;
Portugal; Singapore; Spain; Sweden; Switzerland; Turkey; U.K.; U.S.
• O26: D29 minus Luxembourg; Hong Kong, China; Singapore.
• O15: O26 minus E11.
• E11: Austria; Belgium; Finland; France; Germany; Greece; Ireland;
Italy; Netherlands; Portugal; Spain.
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• F16: Australia; Austria; Belgium; Canada; Denmark; Finland; Ger-
many; Greece; Ireland; Italy; Japan; Netherlands; New Zealand; Swe-
den; U.K.; U.S.
• E14: Austria; Belgium; Denmark; Finland; France; Germany; Greece;
Ireland; Italy; Netherlands; Portugal; Spain; Sweden; U.K.
3.B List of factors
Group 1:
AGE: Ratio of the dependent population (younger than 15 and older than
64) to the working-age population (between 15 and 64) (%)
GDPC: Natural logarithm of GDP per capita
POPG: Growth rate of the population (%)
GVBB: Ratio of government overall budget balance (including grants) to GDP
(%)
GVTT: Ratio of government total expenditure to GDP (%)
GVIVM: Ratio of government capital expenditure to GDP (%)
GVCE: Ratio of government current expenditure to GDP (%)
GVCON: Ratio of government consumption expenditure to GDP (%)
Group 2:
OPN: Ratio of export plus import to GDP (%)
EXPT: Ratio of exports of goods and services to GDP (%)
IMPT: Ratio of imports of goods and services to GDP (%)
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INTD: Absolute real interest rate differential measured for a particular econ-
omy towards a world real interest rate index (%)
Group 3:
LGDP: Natural logarithm of GDP
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Chapter 4
Testing the bounded unit root
Among economic explanations for a high SI relation introduced in Chapter
2, two of them appear to have the most supporting econometric evidence.
One is the stationary CA implied by the solvency constraint. The other is
the government targeting the CA imbalances via monetary or fiscal policy.
The former is investigated via unit root tests for the CA or cointegration
tests for saving and investment in ECMs. The latter is studied by regress-
ing the government budget deficits on the private saving-investment gap.
All variables in these studies are measured as a share of GDP. In the recent
empirical literature, most studies are performed by applying unit root tests
and ECMs to investigate the CA and SI relation .
However, there are three disputed points related to this vein of model-
ing. Firstly, evidence about the stationarity of the CA or cointegration rela-
tion between saving and investment is still quite mixed. Empirical findings
in favor of nonstationary imbalances are often explained to mirror power
deficiencies of unit root tests applied to short time spans of data. To address
the potential of power loss, authors as Coakley and Kulasi (1997) have ap-
plied panel unit root tests (Im, Pesaran and Shin 2002). It appears that the
evidence from panel unit root approaches is supportive for the view that the
CA is stationary. Nevertheless, panel cointegration tests (Kao and Chiang
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2001) applied by Ho (2002a) show mixed evidence on a cointegration rela-
tion between saving and investment. And evidence for a unit cointegration
relation is even weaker. Secondly, one may argue that the bounded nature
of CA series measured as a share of GDP has not yet been taken into ac-
count when testing the unit root. Traditional unit root tests are formalized
to distinguish between stationary processes (I(0)) and processes driven by
stochastic trends (I(1)) that can grow or decrease to any level. Time series
as the CA imbalance to GDP are bounded by construction. Furthermore,
the CA imbalance could be bounded via policy controls or economic crises.
This argument can be lightened up by the distinction between solvency and
sustainability. A CA imbalance lacks sustainability if a drastic policy shift is
needed or a crisis is likely to emerge under continuation of the current pol-
icy stance or of private sector behavior. Sustainability is a more restrictive
concept than solvency as argued by Milesi-Ferretti and Razin (1996). Thus,
diagnosing stationarity of CA imbalances by rejection of the I(1) hypothesis
can reflect the solvency constraint but does not necessarily imply sustain-
ability. The impact of policy controls or economic crises on the series shall
be taken into account. From an econometric perspective bounded stationar-
ity is the more natural counterpart of sustainability as the mere rejection of
an unbounded I(1) model.
Recently, the issue of testing for stochastic trends governing bounded
processes has been addressed by Cavaliere (2005) and Cavaliere and Xu
(2007). While Cavaliere (2005) derives the asymptotic distribution of the
Phillips-Perron test statistic for a unit root in bounded time series, Cavaliere
and Xu (2007) focus on the corresponding distribution of the Augmented
Dickey-Fuller test statistic. An important result from these studies is that
bounds alter the asymptotic distribution of the unit root statistic, such that
inferential conclusions drawn from standard unit root testing suffer from
invalid significance levels. Through testing for bounded integration, mean
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reverting behavior of stationary series can be separated from (spurious) re-
verting dynamics of nonstationary but bounded processes.
This chapter1 analyses the CA imbalances via the bounded unit root test
(Phillips-Perron test) introduced in Cavaliere (2005). Annual data for 26
OECD countries (O26) spanning the period 1971 to 2004 are investigated. At
the 10% significance level the common unit root hypothesis is rejected for
12 economies. Among these economies bounded stationarity is confirmed
for only 6 CA processes. In other words, for 20 out of 26 OECD economies
the CA is classified as bounded nonstationary. For testing at an aggregate
level, panel based test statistics are constructed as Fisher tests (Maddala and
Wu 1999) and by means of the modified inverse normal method (Hartung
1999, Demetrescu, Hassler and Tarcolea 2006) with the latter allowing for
dependence among single country test statistics. Our findings support the
view that the CA balance is a bounded nonstationary process and rejections
of the I(1) model might be due to the existence of bounds in the sense of pol-
icy controls or crises. Thus, high CA deficits as observed for some OECD
members could be in line with solvency while violating sustainability fea-
tures. These results also imply that saving and investment are likely not
cointegrated. The high association between saving and investment may be
partially due to the bounded support of CA imbalances, and, thus, might
not imply a low capital mobility. As the CA can also be approximated as
exports minus imports, these pair of series fails the cointegratin feature too.
The remainder of this chapter is organized as follows: in the next Section
the bounded unit root test, the Fisher test, and the modified inverse normal
method are sketched briefly. Section 4.2 discusses the generation of critical
values for tests on bounded integration. Empirical results are provided in
1For a different version of this chapter see “Reviewing the sustainability/stationarity of
current account imbalances with tests for bounded integration”, with Helmut Herwartz,
forthcoming in The Manchester School.
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Section 4.3. Section 4.4 summarizes the main findings and concludes.
4.1 Methodology
Let {Xt}T0 denote a partial sum (I(1)) process,
Xt = Xt−1 + εt, t = 1, ..., T. (4.1)
By assumption, {εt}T1 in (4.1) has mean zero and satisfies regularity con-
ditions. With [g] denoting the integer part of g, it is particularly ensured
that (λ2T )−1/2
∑[·T ]
t=1 εt
d→ B(·) where B and λ2 = lim
T→∞
E(T−1(
∑[·T ]
t=1 εt)
2) are
a standard Brownian motion and the so-called long run variance, respec-
tively. A stochastic process {Xt}T0 obtained from mapping the sample paths
of {Xt}T0 on the interval [b, b] is called bounded integrated of order 1, briefly
BI(1). To obtain {Xt}T0 , methods as truncation, censoring or reflection can be
applied. For instance, in this study the BI(1) process {Xt}T0 is obtained by
reflecting Xt−1+ εt at b and b. By means of an indicator unfction, denoted as
I(·), reflection is formalized as
Xt = Xt−1 + εt + ξt − ξt, (4.2)
where εt = ∆Xt, ξt = [2b− (Xt−1+ εt)]I(Xt−1 + εt < b) and ξt = [2b− (Xt−1+
εt)]I(Xt−1 + εt > b). Once the bounds are reached, the reflected process (Xt)
mirrors the original process (Xt) around the bounds within the interior state.
Defining ut = εt+ξt−ξt, with ξt and ξt satisfying some regularity conditions,
Cavaliere (2005) shows that
(λ2T )−1/2
·T∑
t=1
ut − (λ2T )−1/2X0 d→ Bc−c0c−c0 (·),
where Bc−c0c−c0 is a regulated Brownian motion with bounds at
c− c0 = b(λ2T )−1/2 −X0(λ2T )−1/2, c− c0 = b(λ2T )−1/2 −X0(λ2T )−1/2.
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Note that the interval [b, b] describes the nominal bounds of the series {Xt}T0 ,
while [c − c0, c − c0] are the corresponding standardized bounds of the lim-
iting regulated Brownian motion. A regulated Brownian motion can be ob-
tained by adding a standard Brownian motion and some regulators such
that the regulated process is forced to stay within a specified interval. For
further details on this class of processes, the reader may refer to Harrison
(1985).
Now consider the unit root test regression
Xt = ρXt−1 + ut. (4.3)
The null hypothesis (H0 : ρ = 1) corresponds to a BI(1) process, and under
the alternative (|ρ| < 1) Xt is bounded stationary. According to Cavaliere
(2005), the Phillips-Perron unit root test statistic (Phillips 1987, Phillips and
Perron 1988),
J =
(
T∑
t=1
X2t−1
)1/2
(ρˆ− 1)/λˆ− (λˆ2 − σˆ2)/
(
4λˆ2T−2
T∑
t=1
X2t−1
)1/2
,
converges to the so-called ‘bounded unit root distribution’ under H0, i.e.
J
d→ B
c−c0
c−c0 (1)
2 − 1
(4
∫ 1
0
Bc−c0c−c0 (s)
2ds)1/2
. (4.4)
Compared with the common Dickey-Fuller distribution, the probability
density function (pdf) of the bounded unit root distribution is shifted to
the left. The smaller the bounds are, the more skewed to negative values
is the corresponding pdf. As a consequence, for asymmetric intervals the
bound which is smaller in absolute value exerts a dominating impact on the
left hand side quantiles of the distribution in (4.4).
Apart from testing the BI(1) hypothesis for single economies, a panel per-
spective is also adopted. To obtain a test statistic at the pooled level from
single country test results, the Fisher test (Maddala and Wu 1999) and the
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modified inverse normal method (Hartung 1999, Demetrescu, Hassler and
Tarcolea 2006) are considered. While the former approach relies on cross-
sectional independence of test statistics, the latter method allows cross sec-
tional dependence that is likely in applied macroeconomic modeling. The
Fisher test is derived from test statistics Ji, i = 1, . . . , N , that are obtained
from a set of a cross sectional test regressions as (4.3). Under the null hy-
pothesis H0 : ρi = 1 ∀ i a Fisher statistic is obtained as
Γ = −2
N∑
i=1
ln(pi(Ji))
d→ χ2(2N), (4.5)
where pi(Ji) is the p-value associated with Ji under the BI(1) null hypothe-
sis. Accounting for potential dependence across panel units, the modified
inverse normal method is based on probits, ti = Φ−1(pi(Ji)), where Φ−1 de-
noting the inverse of the standard normal cumulative distribution function.
For the case of a constant correlation among probits i.e. Cov(ti, tj) = ρ for
i 6= j, Hartung (1999) suggests the weighted test statistic
t(ρˆ∗, κ) =
N∑
i=1
νiti√
N∑
i=1
ν2i +
[
(
N∑
i=1
νi)2 −
N∑
i=1
ν2i
] [
ρˆ∗ + κ
√
2
N+1
(1− ρˆ∗)
] , (4.6)
which is approximately Gaussian under H0 as T → ∞. In (4.6) νi denote
the weights, ρˆ∗ = max
(− 1
N−1 , ρˆ
)
, ρˆ = 1− 1
N−1
N∑
i=1
(
ti − 1N
N∑
i=1
ti
)2
, and κ > 0
regulates the actual significance level in small samples. In this study, νi = 1
and κ = 0.2 as in Hartung (1999).
4.2 Generating critical values
Bounded random walks are simulated to obtain critical values of the unit
root test statistics Ji. To determine the relevant standardized bounds [ci −
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ci0, ci − ci0], the long run variance λ2 is firstly estimated by means of the
sum-of-covariances estimator (Andrews 1991),
λˆ2i =
1
T
T−1∑
j=−T+1
K
(
j
h
) T∑
t=|j|+1
uˆtiuˆti−|j|,
where K(·) is the quadratic spectral kernel implemented with bandwidth h.
In this study h is estimated according to the automatic bandwidth selection
with a first order autoregressive model for uˆti (Andrews 1991). Secondly,
the nominal bounds [bi, bi] are selected. It might be argued that CA mea-
sured as percentages of GDP have natural bounds [-100, 100]. However,
as CA dynamics are likely subjected to policy control, there might be hid-
den bounds that are considerably smaller in absolute value. Since the true
bounds are not observable, we consider a set of potential bounds ranging
from the observed country specific maximum and minimum CA measures
to respective counterparts that are up to 30% larger in absolute value. De-
fine bi = min
t
(Xit) and bi = max
t
(Xit), where Xit represents the CA account
imbalance observed in country i and period t. The nuisance parameters
ci, ci, ci0 are estimated for each country i as cˆi = bi(λˆ2iT )−1/2, cˆi = bi(λˆ2iT )−1/2
and cˆi0 = Xi0(λˆ2iT )−1/2. The considered set of alternative bounds for the
regulated Brownian motion is expressed as [(cˆi − cˆi0) − δωi/2, (cˆi − cˆi0) +
δωi/2], ωi = |cˆi − cˆi|, where δ = 0%, 10%, ..., 30%. Note that the common
Dickey-Fuller distribution corresponds to a case where the implicit bounds
approach infinity, i.e. δ = ∞. Given the value of the bounds, bounded
random walks of length T = 1000 starting with X0 = 0 are simulated with
10000 replications. The (cross section specific) distribution in (4.4) is ap-
proximated by the distribution of Dickey-Fuller test statistic obtained from
the bounded random walks2. It is worth noting that considering bounds
for the CA being 30% larger than the observed interval is rather conserva-
2The empirical results with simulated sample size T = 2000 are similar as those from
T = 1000. Moreover, all results documented in this study are qualitatively identical if
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tive. According to the present-value representation of the CA in Sheffrin
and Woo (1990), a 15% increase in CA surplus or deficit corresponds to a
15% decrease or increase in the change of total net output at all future time
horizons, ceteris paribus.
The selection of (latent) bounds is crucial for the inferential conclusion
drawn from testing the BI(1) hypothesis. Therefore, two additional perspec-
tives are provided to assess potential pitfalls of testing the I(1) hypothesis
for bounded processes. Firstly, some ‘break-even’ bounds are determined
at which distributional features in terms of p-values obtained from test-
ing the BI(1) and I(1) model cannot be distinguished from each other. For
this purpose, the initial estimates [cˆi − cˆi0, cˆi − cˆi0] are enlarged proportion-
ally until the bounded model obtains the same p-value for the conventional
Dickey-Fuller distribution and the bounded unit root distribution in (4.4).
The corresponding nominal break-even bounds [b∗i , b
∗
i ] then indicate a min-
imum range of the CA under which the standard unit root test does not
suffer from oversizing. In other words, rather unreasonably large break-
even bounds in comparison with the observed CA ranges [bi, bi] signifies
that neglecting the bounded support in the unit root tests might be mislead-
ing. Secondly, based on the observed CA ranges, the empirical size violation
of common unit root inference implied by the bounded unit root distribu-
tion is provided. To be precise, the empirical rejection frequencies (pI(1)) for
the distribution in (4.4) compared with the 5% quantile of the Dickey-Fuller
distribution are reported. Adverse effects of ignoring bounds in unit testing
become stronger as the empirical size differs markedly from 5%.
(instead of reflection) censoring is used as an alternative mapping scheme, or the variance
parameter σ2i is estimated by imposing ρ = 1.
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4.3 Results
The considered data set consists of the CA, domestic investment, domes-
tic saving, exports and imports as a share to GDP for the cross section O26
introduced in Chapter 2. The CA balance are approximated as domestic sav-
ing minus domestic investment rather than national saving minus domestic
investment in order to be consistent with the main empirical discussions
of the Feldstein-Horioka puzzle. For this chapter, the data are drawn from
the World Development Indicators CD-Rom 2006 published by the World
Bank. The sample comprises yearly observations over the period 1971 to
2004. For six countries quotes in 2004 are not available. These missing val-
ues are estimated by means of univariate autoregressive models of order 1
with intercept. When only the sample period from 1971 to 2003 is consid-
ered, inferential results are qualitatively identical to those reported in this
section. Throughout, the discussion of test results is conditional on the 10%
significance level.
The results from (bounded) unit root tests for the CA balance are shown
in Table 4.1. Among the observed rescaled minimum (cˆi − cˆi0) and maxi-
mum (cˆi − cˆi0) CA quotes, the US and Ireland have the lowest (-1.18) and
highest (1.43) measure, respectively. When BI(1) tests are applied with in-
creasing bounds, it can be observed that the p-values for the test statistic Ji
are monotonously decreasing for almost all economies3. As such, overesti-
mating the bounds biases the results to over-reject the (bounded) unit root
hypothesis. In the extreme case of ignoring the limited support of CA mea-
sures, diagnosing stationarity of the CA might be strongly misleading. For
instance, as can be seen from the p-values in Table 4.1, the I(1) hypothesis is
rejected for 12 out of 26 countries (δ =∞). If the underlying bounds are up
3For economies as Korea and UK with extremely asymmetric bounds, increasing
bounds symmetrically may rise the corresponding p-values.
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Table 4.1: Testing current account for (bounded) nonstationarity
Country Ji bi bi cˆi − cˆi0 cˆi − cˆi0 BI(1) p-values with δ = pI(1) b∗i b
∗
i ∆
0% 10% 20% 30% ∞
AUS -2.25 -3.55 3.17 -0.57 0.32 .23 .16 .09 .06 .02 .36 -7.02 6.64 103%
AUT -1.00 -3.85 4.99 -0.65 0.68 .72 .58 .46 .39 .28 .06 -8.36 9.51 102%
BEL -0.87 -3.36 4.44 -0.98 0.41 .64 .64 .64 .62 .34 .21 -8.90 9.98 142%
CAN -1.16 -1.82 5.77 -0.49 0.58 .87 .72 .58 .47 .23 .13 -7.05 11.01 138%
DEN -0.75 -4.46 6.81 -0.32 1.00 .67 .65 .65 .66 .40 .28 -14.54 16.89 179%
FIN -1.03 -6.22 9.25 -0.32 0.96 .55 .55 .57 .57 .27 .28 -17.59 20.61 147%
FRA -2.27 -3.26 2.90 -0.72 0.40 .09 .05 .03 .03 .02 .22 -4.91 4.55 53%
GER -0.34 -5.03 4.93 -0.58 1.24 .79 .79 .78 .75 .55 .07 -12.71 12.60 154%
GRC -0.22 -10.46 -2.18 -0.52 0.63 1.0 1.0 1.0 1.0 .61 .10 -22.61 9.97 293%
HUN -3.29 -9.12 4.57 -0.15 0.56 .04 .05 .06 .03 .00 .31 -14.89 10.33 84%
ISL -3.42 -9.78 5.33 -0.17 0.62 .04 .05 .03 .01 .00 .26 -14.80 10.35 66%
IRL -0.29 -16.88 16.56 -0.53 1.43 .79 .78 .78 .78 .58 .09 -41.39 41.07 147%
ITA -2.27 -4.17 4.93 -0.57 0.50 .04 .03 .02 .02 .02 .13 -5.88 6.64 38%
JPN -1.92 -0.92 3.92 -0.62 0.21 .29 .28 .28 .29 .05 .28 -4.40 7.40 144%
KOR -2.96 -11.16 12.87 -0.02 1.05 .01 .03 .06 .08 .00 .07 -22.81 24.52 97%
MEX -2.43 -5.03 9.58 -0.26 0.69 .17 .16 .10 .06 .02 .27 -12.72 17.27 105%
NLD -0.36 -1.11 6.11 -0.08 0.94 .84 .81 .79 .78 .56 .13 -14.78 19.79 379%
NOR -1.10 -9.16 17.33 -0.27 0.80 .60 .56 .56 .56 .25 .27 -33.06 41.24 180%
NZL -3.20 -12.08 3.46 -0.82 0.17 .06 .06 .04 .01 .00 .20 -17.75 9.12 73%
PRT -0.81 -15.79 -1.46 -0.65 0.24 .96 .91 .87 .82 .37 .28 -35.27 18.02 272%
SPA -1.79 -5.13 1.27 -0.55 0.10 .37 .35 .33 .33 .07 .27 -13.20 9.35 252%
SWE 0.37 -1.59 8.03 -0.43 1.00 1.0 1.0 1.0 .99 .79 .18 -16.21 22.65 304%
SWI -0.42 -1.98 7.06 -0.19 0.88 .89 .85 .83 .81 .54 .22 -17.82 22.90 351%
TUR -1.75 -7.49 2.40 -0.33 0.36 .99 .94 .78 .57 .08 .94 -15.44 10.36 161%
UK -1.93 -4.92 2.84 -0.74 0.17 .21 .24 .26 .28 .05 .21 -10.70 8.62 149%
US 0.38 -4.78 0.99 -1.18 0.22 .99 .98 .96 .95 .79 .24 -14.22 10.43 328%
Phillips-Perron statistics Ji for the 26 OECD countries are shown with the observed mini-
mum and maximum bounds [bi, bi] and the corresponding estimated bounds [cˆi − cˆi0, cˆi −
cˆi0] for the regulated Brownian motion. For BI(1) tests bounds are increased proportionally
(0%, 10%, 20%, 30%) to [cˆi − cˆi0, cˆi − cˆi0]. The p-values from I(1) tests are denoted as the
case when the increased proportion of bounds is ∞. p-values smaller than 0.10 are high-
lighted in bold face. The column pI(1) documents empirical rejection frequencies obtained
from sampling BI(1) test statistics and comparing them with the 5% quantile of the Dickey-
Fuller distribution. [b∗i , b
∗
i ] are the break-even bounds equating the p-values from testing the
I(1) and BI(I) model. ∆ = |b
∗
i−b∗i |
|bi−bi|
−1 is the increased proportion of break-even bounds com-
pared to the observed ranges. The considered countries are AUS-Australia, AUT-Austria,
BEL-Belgium, CAN-Canada, DEN-Denmark, FIN-Finland, FRA-France, GER-Germany,
GRC-Greece, HUN-Hungary, ISL-Iceland, IRL-Ireland, ITA-Italy, JPN-Japan, KOR-Korea
(Rep.), MEX-Mexico, NLD-Netherlands, NOR-Norway, NZL-New Zealand, PRT-Portugal,
SPA-Spain, SWE-Sweden, SWI-Switzerland, TUR-Turkey, UK-United Kingdom and US-
United States.
to 10% larger than the observed range the BI(1) hypothesis is rejected for
only 6 countries. Thus, for 6 significant I(1) test statistics the mean reverting
behavior of the CA might be addressed to the bounded nature of the data
(Australia, Japan, Mexico, Spain, Turkey, and UK).
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Figure 4.1: Current account imbalances measured as percentages of GDP.
For example, while CA movements of Australia might be subject to pol-
icy control, those of Mexico are likely subject to an economic crisis. As can
be seen in Figure 4.1, Australia has experienced relatively high CA deficits
since 1980. However, a deficit peak has never been persistent. Both policy
statements and empirical work have supported the view that Australia’s
government or central bank is targeting the CA imbalances. Paul Keating,
treasurer in the government of Bob Hawke, stated many times that the eco-
nomic policy in Australia had been directed to reduce the CA deficits. Em-
pirical investigations as Karfakis and Kim (1995) support the view that the
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CA deficit news signals a future monetary contraction by the Reserve Bank
of Australia. In contrast to Australia, Mexico has experienced financial cri-
sis. Since 1985 the Mexican government has began to liberalize the trade
sector and introduce market-oriented institutions. As the reform became
consolidated, Mexico was subject to huge capital inflows which helped to
finance large CA deficits. As can be seen in Figure 4.1, the deficits were
around 5% between 1992 and 1994. These deficits turned out to be unsus-
tainable and leaded to economic crisis in 1994.
Moreover, the obtained break-even bounds [b∗i , b
∗
i ] are provided in the
right hand side panel of Table 4.1. To have the same p-values of the Ji
statistics for the 12 economies diagnosed as unbounded stationary, the im-
plied bounds are between 38% (Italy) to about 252% (Spain) times larger in
comparison with their observed ranges. Most of these bounds likely reach
above a sustainable CA level. Considering Mexico, for instance, the latter
implicit interval equalizing p-values of testing the I(1) and BI(1) model is
[−12.72, 17.27]. As argued, however, a CA deficit of about 5% of GDP in
Mexico has already induced a financial crisis at the end of 1994.
Empirical size violations involved with common unit root testing further
illustrate how inferential results are biased towards the rejection of stochas-
tic trends. It can be seen that I(1) tests have throughout empirical sizes much
larger than the presumed nominal significance level of 5%. For an extreme
case, namely Turkey, the common I(1) test diagnoses stationarity of the un-
derlying bounded nonstationary series with pI(1) = 94% significance.
At last, combining p-values of the common Phillips-Perron statistic to an
aggregate measure, the unit root hypothesis is robustly rejected via Fisher
tests and implementations of the modified inverse normal method with a
cross correlation coefficient up to 0.5 (δ =∞, last column in Table 4.2). When
testing the BI(1) model via Fisher tests, the CA is diagnosed as bounded
nonstationary for bounds that are up to 20% larger than the observed range.
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Table 4.2: Panel unit root tests for (bounded) integration
Increased proportion of bounds (δ) 0% 10% 20% 30% 40% 50% ∞
Fisher 60.09
[0.21]
60.24
[0.20]
65.72
[0.10]
74.87
[0.02]
85.68
[0.00]
97.23
[0.00]
131.24
[0.00]
t(ρˆ∗ = 0.1) 0.81
[0.79]
0.53
[0.70]
0.09
[0.53]
−0.35
[0.36]
−0.81
[0.21]
−1.18
[0.12]
−2.49
[0.01]
t(ρˆ∗ = 0.3) 0.57
[0.72]
0.38
[0.65]
0.06
[0.52]
−0.25
[0.40]
−0.58
[0.28]
−0.83
[0.20]
−1.76
[0.04]
t(ρˆ∗ = 0.5) 0.47
[0.68]
0.31
[0.62]
0.05
[0.52]
−0.20
[0.42]
−0.47
[0.32]
−0.68
[0.25]
−1.44
[0.07]
Results from applications of the modified inverse normal method. p-values appear in
parentheses below the corresponding test statistics. The bounds are increased proportion-
ally (0%, ..., 50%) to [cˆi − cˆi0, cˆi − cˆi0].
It might be argued that CA account imbalances in the OECD area likely
show contemporaneous correlation of underlying innovations. This feature
is ignored when constructing Fisher statistics (Banerjee and Zanghieri 2003).
Allowing for potential contemporaneous error correlations, the modified
inverse normal method shows that the CA is bounded nonstationary for
bounds that are up to 50% larger than the observed range.4 Moreover, it can
be observed that the higher the cross correlation, the stronger the evidence
supporting the null hypothesis of bounded integration. Keeping the null
hypothesis of overall bounded nonstationarity, the panel perspective does
not suffer from inconclusiveness under the heterogeneous alternative (H1 :
|ρi| < 1, for some i).
4The estimated cross correlation coefficient ρˆ from the data is smaller than − 1N−1 =
−0.04. Thus, according to Hartung (1999) ρˆ∗ = −0.04 should be chosen. Alternatively, ρˆ∗ =
0.1, 0.3, 0.5 is selected to demonstrate the effect of the cross correlation. As a competing
avenue to account for cross sectional error correlations we simulate bounded processes
from innovations that exhibit the empirical covariance features of autoregressions fitted to
the CA series. Empirical results on this issue are not shown but are qualitatively identical
to those obtained from the inverse normal method.
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As a direct implication of these results, saving and investment measured
as a ratio of GDP fail the cointegration feature. Testing the (bounded) unit
root hypothesis for domestic saving and investment strongly supports the
view that these series are (bounded) nonstationary. As can be seen in Ta-
ble 4.3, for all 26 OECD economies except Japan both the I(1) and BI(1) null
hypothesis cannot be rejected. For the latter case, the observed ranges of
the series are used as bounds. Since increasing bounds for the BI(1) model
provides decreasing p-values at most to the level from the I(1) model which
is still larger than 5%, applying bounds larger than the observed range de-
livers the same results. Besides, neglecting the net capital gains on foreign
assets, the CA balance can be also (approximately) decomposed as exports
minus imports5. Results of BI(1) and I(1) tests for the latter series are shown
in Table 4.4. The time series of exports and imports to GDP are found non-
stationary and bounded nonstationary, respectively, for all economies con-
sidered. Thus, according to the bounded nonsationarity of CA imbalances,
supporting evidence for conintegration relation between exports and im-
ports is also not found.
5Time series of the CA balances constructed by exports minus import are fast exactly
the same as those obtained by domestic saving minus investment. The only difference lies
in the missing values in 2004, which are caculated by autoregreesive models.
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Table 4.3: (Bounded) unit root tests for saving and investment
Country Saving Investment
Ji pb pub Ji pb pub
AUS -1.28 0.21 0.19 -0.67 0.22 0.19
AUT -0.56 0.64 0.48 -1.15 0.72 0.48
BEL -1.01 0.27 0.28 -1.01 0.46 0.28
CAN -0.22 1.00 0.61 -0.46 1.00 0.61
DEN 0.04 1.00 0.71 -0.83 1.00 0.71
FIN -0.53 0.98 0.49 -1.03 0.86 0.49
FRA -1.42 0.32 0.15 -1.27 0.42 0.15
GER -1.00 0.27 0.28 -1.80 0.27 0.28
GRC -1.16 0.34 0.22 -0.80 0.43 0.22
HUN -0.95 0.46 0.30 -1.14 0.48 0.30
ISL -1.48 0.39 0.13 -1.31 0.31 0.13
IRL 2.19 1.00 0.99 -0.13 1.00 0.99
ITA -1.09 0.53 0.25 -0.77 0.36 0.25
JPN -2.28 0.02 0.02 -1.54 0.19 0.02
KOR 0.84 0.98 0.89 -0.09 1.00 0.89
MEX -0.24 0.99 0.60 -0.15 1.00 0.60
NLD -0.37 0.81 0.56 -1.36 0.59 0.56
NOR -0.07 1.00 0.66 -1.20 0.95 0.66
NZL -0.51 1.00 0.50 -0.46 1.00 0.50
PRT -0.72 0.96 0.40 -0.49 1.00 0.40
SPA -0.52 0.74 0.49 -0.06 1.00 0.49
SWE -0.39 0.94 0.55 -1.07 0.90 0.55
SWI -1.35 0.15 0.16 -1.49 0.15 0.16
TUR 0.25 0.96 0.76 0.51 1.00 0.76
UK -1.45 0.22 0.14 -0.55 0.96 0.14
US -1.07 0.55 0.26 -0.27 1.00 0.26
Phillips-Perron test statistic Ji. Taking the observed range of series as bounds, pb presents
the corresponding p-value from the BI(1) test. pub describes the p-value from the I(1) test.
For further notes see also Table 4.1.
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Table 4.4: Further (bounded) unit root tests
Country Export Import
Ji pb pub Ji pb pub
AUS 0.39 0.90 0.80 0.99 0.99 0.92
AUT 2.36 1.00 1.00 1.68 1.00 0.98
BEL 1.42 1.00 0.96 1.23 1.00 0.95
CAN 0.92 0.97 0.90 0.94 0.97 0.91
DEN 1.18 1.00 0.94 0.68 1.00 0.86
FIN 0.69 0.99 0.87 0.34 1.00 0.78
FRA 1.23 0.99 0.94 0.88 1.00 0.90
GER 2.99 1.00 1.00 1.49 1.00 0.97
GRC 0.34 0.97 0.78 0.67 0.96 0.86
HUN 0.77 0.99 0.88 0.80 1.00 0.89
ISL -0.23 1.00 0.60 -0.28 0.97 0.58
IRL 1.31 0.97 0.96 0.49 0.93 0.83
ITA 0.97 1.00 0.91 0.72 1.00 0.86
JPN -0.27 1.00 0.59 -0.31 1.00 0.57
KOR 0.77 1.00 0.88 0.56 1.00 0.84
MEX 0.70 1.00 0.87 1.56 1.00 0.97
NLD 0.92 1.00 0.91 0.72 1.00 0.88
NOR 0.26 1.00 0.76 -0.77 0.88 0.39
NZL 0.27 1.00 0.77 0.15 1.00 0.74
PRT 0.27 1.00 0.77 0.36 1.00 0.79
SPA 0.88 0.99 0.90 1.46 0.99 0.96
SWE 1.44 1.00 0.97 0.98 1.00 0.91
SWI 1.65 1.00 0.97 0.32 1.00 0.77
TUR 1.11 0.98 0.93 1.96 1.00 0.99
UK 0.06 1.00 0.70 0.31 1.00 0.77
US 0.50 0.98 0.83 1.93 0.99 0.99
Phillips-Perron test statistic Ji. Taking the observed range of series as bounds, pb presents
the corresponding p-value from the BI(1) test. pub describes the p-value from the I(1) test.
For further notes see also Table 4.1.
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4.4 Summary
This chapter contrasts tests on nonstationarity and bounded nonstationar-
ity of current account imbalances for 26 OECD countries over the period
1971 to 2002. The standard approach of unit root testing by means of the
Phillips-Perron statistic ignores the limited support of current account im-
balances expressed as percentages of the gross domestic product. Taking
account of the bounded nature of actual current account processes weak-
ens the evidence against the prevalence of stochastic trends throughout. At
the aggregate level the null hypothesis of bounded integration cannot be re-
jected for the current account imbalances. Therefore, policy controls or eco-
nomic crises might cause mean reverting patterns of CA imbalances on the
one hand. On the other hand, however, they could hide important stochas-
tic features pointing to unsustainability of the CA for numerous developed
economies.
A direct implicatin of these results is that saving and investment are
likely not cointegrated. The high association between saving and invest-
ment may be partially due to the existence of the bounds on the CA imbal-
ances. Given this evidence, ECMs for saving and investment are not treated
as derived from a system of cointegrating variables. Rather its empirical
performance will be addressed in comparison with static panel based for-
malizations of the SI relation since error correction dynamics might also be
formalized for stationary variables or bounded nonstationary variables. The
next chapter is devoted for the model comparison.
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Chapter 5
Model selection
A wide portfolio of heterogenous econometric specifications has been em-
ployed to investigate the SI relation. Somewhat surprisingly, the relative
merits of competing model classes have not yet been provided in a sys-
tematic and comprehensive fashion. The purpose of this chapter1 is to de-
termine a family of econometric models that is most suitable in explaining
actual investment ratios via cross-validation (CV) techniques. The three cat-
egories of panel data models discussed in Section 2.2.2 are considered: static
panel models, weakly dynamic models, and ECMs.
Firstly, between, pooled, time dependent and country dependent spec-
ifications of the SI relation in static models are compared systematically.
Secondly, the scope of static and weakly dynamic models addressing the
SI relation are distinguished. This comparison is informative to uncover
potential mean reverting features of the saving and investment ratio since
differencing stationary time series will likely involve a loss in accuracy of
fit. In the opposite case of nonstationary ratios, a model in first differences
is suitable to guard against spurious regressions. Since taking first differ-
1For a different version of this chapter see “Panel data model comparison for empiri-
cal saving-investment relations”, with Helmut Herwartz, forthcoming in Applied Economic
Letters.
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ences of investment ratios will also remove individual effects, this compar-
ison sheds light on the prevalence of individual effects as a characteristic of
investment ratios. Thirdly, weakly dynamic models are contrasted against
ECMs to distinguish cointegrating features from scenarios of independent
stochastic trends governing the domestic saving and investment ratio.
This chapter is organized as follows: In the first Section the considered
panel data models are introduced. Model selection criteria are described
in Section 5.2. Empirical results obtained from the model comparison are
provided in Section 5.3. Section 5.4 summarizes briefly the main findings.
5.1 Model specifications
An unrestricted static representation of the relationship between domestic
investment and saving may be given as
Iit = ait + bitSit + uit. (5.1)
The empirical implementation of the relation in (5.1) will, generally, require
some restrictions on the parameters ait and bit which could be formalized in
the time-series dimension, the cross-section dimension or both. Following
these lines we consider four settings for the choice of these two parame-
ters: In the first two places the model parameters are estimated by means of
pooled and between regressions, abbreviated and formalized as
pol : Iit = a+ bSit + uit,
bet : Ii = a+ bSi + ui,
respectively. As two main competitors of these highly restricted regression
designs the parameters of the model in (5.1) can be either time specific or
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vary over the cross-section, i.e.
tim : Iit = at + btSit + uit,
cro : Iit = ai + biSit + uit.
Apart from general static models as formalized in (5.1), SI relations can be
considered in ‘weakly dynamic’ models as
∆Iit = cit + dit∆Sit + vit, (5.2)
where ∆ is the first difference operator, e.g. ∆Iit = Iit − Ii,t−1. As when
(5.1) is implemented, CV measures are provided for pooled, between, time
and cross-section specific regressions of ∆Iit on ∆Sit. In a further step the
’weakly dynamic’ model in (5.2) will be augmented with (alternative rep-
resentations of) lagged error correction terms. To be explicit the following
model versions are compared by means of CV criteria:
ecm1 : ∆Iit = δi + αi(Ii,t−1 − ηiSi,t−1) + Γi∆Sit + eit,
ecm2 : ∆Iit = δi + αi(Ii,t−1 − Si,t−1) + Γi∆Sit + eit,
ecm3 : ∆Iit = δi + αi(Ii,t−1 − Si,t−1) + eit.
Whereas the first model allows the parameter ηi to enter unrestrictedly, the
last two models make use of the restriction ηi = 1 implying that the current
account imbalance impacts on the investment ratio.
Regarding the four settings for the static model (5.1), one may also con-
sider time varying ECMs for the completeness of model comparison. Al-
though time variation may, in principle, also apply for error correction dy-
namics we refrain from formalizing time dependent ECM models for two
reasons: First, CV criteria estimated for the model class in (5.2) will show
that time dependence is likely not an important feature of the parametric
description of ∆Iit. Secondly, in the light of recent work on threshold coin-
tegration (Balke and Fomby 1997) it is likely that time variation in αi is better
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conditioned upon economic states rather than presuming deterministic time
shifts of model parameters.
5.2 Cross validation criteria
In principle, model comparison may follow some optimization of in-sample
criteria (log-likelihood estimates, model selection criteria, (adjusted) R2,
etc.) or out-of-sample performance. Since in-sample features of alternative
panel data models often only allow more or less trivial rankings according
to the number of explanatory variables (pooled regression, between regres-
sion, within regression, allowance of cross-section specific or time depen-
dent parameters, etc.), it is a-priori more tempting to base model evalua-
tion on some measure of out-of-sample performance. To obtain criteria for
model comparison, CV techniques (Allen 1974, Stone 1974, Geisser 1975)
are employed. These techniques are seen as an out-of-sample based means
to distinguish the relative merits of competing models that is not trivially
affected by outstanding factors as e.g. the number of model parameters. CV
techniques are widely used in applied non- and semiparametric modeling.
In the following a brief outline of the implementation of cross validation
methods is this study is provided.
To discriminate panel based estimators at an aggregated level the fol-
lowing CV criterion is used:
cv(mod) =
1
NT
N∑
i=1
T∑
t=1
|yit − yˆit(mod)|. (5.3)
In (5.3) ‘forecasts’ yˆit(mod) for some dependent variable of interest (the in-
vestment ratio Iit, say) are based on so-called leave one out or jackknife
estimators, i.e.
yˆit(mod) = z
′
itβˆmod,it, (5.4)
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with βˆ
mod,it
, being an estimated parameter vector that is obtained from a
particular model, yit = z′itβˆmod,it + eit, after removing the it-th pair of de-
pendent and explanatory variables from the sample. The particular model
representations entering CV based comparisons are those introduced in the
last section. Apart from model comparison by means of absolute forecast
errors CV criteria derived from squared forecast errors are also provided,
i.e.
cv2(mod) =
1
NT
N∑
i=1
T∑
t=1
(yit − yˆit(mod))2. (5.5)
In addition, the determination of CV measures for the representation
of changes of the investment ratio may follow the same lines as discussed
for the level representation. To allow cross model comparison, however,
jackknife forecasts of ∆Iit have to be transformed to forecasts for the level
variables Iit. Since Iˆit = ∆Iˆit + Iit−1, CV estimates comparing Iˆit and Iit are
equal to those obtained from a comparison of ∆Iˆit and ∆Iit. For the purpose
of informationally equivalent model comparison we compute CV criteria
for the level of the investment ratio using the model family in (5.2) and
recursive forecasts Iˆit−1, t = 2, . . . , T , initialized with the first observation
Ii1. Note that CV estimates for the ‘weakly dynamic’ model family and
ECMs are generally obtained over samples covering one observation less in
comparison with the level representation in (5.1).
5.3 Results from model comparisons
Cross-validation results for the eight cross-sections introduced in Chapter
3 are documented in Table 5.1. The panels A, B, and C of the Table show
the CV estimates for models specified in levels, first differences and ECM
model versions, respectively. Apart from giving raw CV measures (cv and
cv2) scale invariant normalized results (c˜v and c˜v2) are also shown. For the
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Table 5.1: Panel model comparison
Model cv cv2 c˜v c˜v2 cv cv2 c˜v c˜v2 Model cv cv2 c˜v c˜v2
Panel A: Static Panel B: Dynamic Panel C: ECM
W97
bet 4.46 38.06 1.40 1.85 6.18 65.32 1.45 1.68 ecm1 5.74 74.46 1.34 1.91
pol 4.47 37.68 1.41 1.83 5.94 60.71 1.39 1.56 ecm2 5.90 73.60 1.38 1.89
tim 4.44 38.66 1.40 1.88 6.50 79.51 1.52 2.04 ecm3 5.40 58.71 1.26 1.51
cro 3.17 20.59 1.00 1.00 4.27 38.89 1.00 1.00
L68
bet 4.96 45.79 1.38 1.80 6.65 76.22 1.33 1.51 ecm1 6.84 97.80 1.36 1.94
pol 4.98 45.31 1.39 1.78 6.39 70.36 1.27 1.40 ecm2 6.90 94.18 1.38 1.87
tim 5.04 47.87 1.40 1.88 7.16 96.10 1.43 1.91 ecm3 6.06 71.55 1.21 1.42
cro 3.59 25.48 1.00 1.00 5.02 50.34 1.00 1.00
D29
bet 3.15 18.74 1.44 2.05 3.97 27.79 1.58 2.31 ecm1 3.15 19.73 1.25 1.64
pol 3.17 18.37 1.44 2.01 3.42 21.52 1.36 1.79 ecm2 3.53 25.34 1.40 2.10
tim 2.90 15.49 1.32 1.69 3.76 26.82 1.50 2.23 ecm3 3.83 28.62 1.52 2.38
cro 2.19 9.14 1.00 1.00 2.52 12.04 1.00 1.00
O26
bet 2.87 14.45 1.38 1.83 3.33 19.26 1.41 1.80 ecm1 3.02 18.85 1.29 1.77
pol 2.87 14.48 1.38 1.83 3.09 16.31 1.31 1.53 ecm2 3.53 25.98 1.50 2.43
tim 2.66 12.23 1.28 1.55 3.31 20.16 1.41 1.89 ecm3 3.85 29.15 1.64 2.73
cro 2.08 7.90 1.00 1.00 2.35 10.67 1.00 1.00
O15
bet 2.51 11.94 1.16 1.36 3.72 22.46 1.43 1.72 ecm1 3.54 24.80 1.36 1.89
pol 2.52 11.93 1.17 1.35 3.80 24.27 1.46 1.85 ecm2 4.12 34.57 1.59 2.64
tim 2.62 11.55 1.21 1.31 4.81 39.88 1.85 3.05 ecm3 4.27 36.64 1.64 2.80
cro 2.16 8.81 1.00 1.00 2.60 13.09 1.00 1.00
E11
bet 3.30 17.96 1.69 2.70 3.02 15.94 1.49 2.16 ecm1 2.32 10.75 1.15 1.46
pol 2.94 14.63 1.51 2.20 2.90 16.36 1.44 2.22 ecm2 2.72 14.26 1.35 1.94
tim 2.72 12.17 1.39 1.83 3.52 20.09 1.74 2.73 ecm3 3.28 18.95 1.62 2.57
cro 1.96 6.65 1.00 1.00 2.02 7.37 1.00 1.00
E14
bet 3.05 15.26 1.55 2.32 2.82 13.82 1.46 2.08 ecm1 2.30 10.22 1.20 1.54
pol 2.99 14.59 1.52 2.22 2.79 14.67 1.45 2.21 ecm2 2.68 13.37 1.39 2.02
tim 2.66 12.24 1.35 1.86 2.76 12.28 1.43 1.85 ecm3 3.15 17.43 1.64 2.63
cro 1.97 6.58 1.00 1.00 1.92 6.63 1.00 1.00
F16
bet 2.55 11.61 1.43 1.99 2.47 9.69 1.37 1.69 ecm1 2.42 11.52 1.34 2.00
pol 2.61 11.53 1.46 1.98 2.55 12.02 1.42 2.09 ecm2 2.84 16.13 1.58 2.81
tim 2.34 9.85 1.30 1.69 2.94 15.71 1.63 2.73 ecm3 3.13 17.50 1.74 3.04
cro 1.79 5.82 1.00 1.00 1.80 5.75 1.00 1.00
The table shows absolute and normalized CV criteria. In panels A (models in levels) and
B (models in first differences), the considered implementations of panel models are the
between (bet), pooled (pol), time (tim) and cross-section specific (cro) regression. Smallest
CV estimates are normalized to unity. Results obtained in Panel C are for the ECMs where
the CV estimates are normalized in the way that the corresponding CV estimates for the
cross-section dependent regression in first differences is equal to unity.
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purpose of normalization, CV estimates from cross-section specific model
formalizations are set to unity. All models describing ∆Iit share the same
benchmark model for normalization such that an immediate contrasting of
‘weakly dynamic’ models as (5.2) and ECMs is feasible. Cross comparison
of the model families given in (5.1) and (5.2) is feasible by regarding (non-
normalized) absolute CV estimates obtained from the benchmark (cross-
section specific) models.
5.3.1 Static panel models
Concentrating on the model family (5.1) the overall evidence is that country
specific panel models provide the most suitable framework to investigate
the SI relation. This model class uniformly yields smallest CV estimates over
all cross-sections. For the largest cross-section (W97) all remaining mod-
eling approaches perform similarly poor in comparison with cross-section
specific modeling given both normalized CV criteria. It turns out that the
second best models, time specific regressions (c˜v) and the pooled regres-
sion (c˜v2), are about 40% and 83% in excess of the corresponding estimates
obtained from cross-section specific regressions. The CV results are also
remarkable in the sense that time dependent regressions which allow a rel-
atively large number of model parameters, namely 64 (T = 32), perform
similar to the highly restricted pooled regression models encountering only
two parameters. With regard to the relative performance of the cross-section
specific regression against between regression, mean absolute forecast er-
rors (c˜v) for the latter are between 16% (O15) and 69% (E11) worse.
5.3.2 Static vs. weakly dynamic models
As mentioned comparing the model families in (5.1) and (5.2) sheds light
on the potential of mean reversion as a characteristic of domestic invest-
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ment and saving ratios. Moreover, such a comparison hints at the preva-
lence of individual effects in (5.1) which are removed by differencing. For
both model families cross-section specific model formalizations uniformly
outperform the remaining panel based estimation schemes, i.e. between re-
gression, time specific and pooled modeling. For F16, E14 and E11 both
CV measures (cv and cv2) yield only small numerical differences when com-
paring the performance of cross-section specific regressions for the levels
and first differences of the domestic investment ratio. For all remaining
cross-sections, however, CV estimates are clearly in favor of a specification
explaining the investment ratio rather than its changes. Concentrating e.g.
on mean absolute forecast errors, cross-section specific panel approaches
to changes of the investment ratio yield cv estimates that are between 13%
(O26) and 39.8% (L68) worse than corresponding statistics obtained for the
level representation.
5.3.3 Weakly dynamic vs. error correction dynamics
Although model representations of changes of the investment ratio have
been outperformed by level representations it is still interesting to address
the issue of potential error correction dynamics. Comparing normalized
CV estimates in Panels B and C of Table 5.1, it can be seen that none of the
ECM model versions closely approaches the cross-section specific ‘weakly
dynamic’ model ∆Iit = ci + di∆Sit + eit. These results are the more surpris-
ing when recalling that the first three ECM versions are formalized condi-
tional on the cross-section member. Overall mean absolute forecast errors
obtained from cross-section specific ECMs are between 15% (E11, model
ecm1) and 74% (F16, model ecm3) larger than the benchmark presuming
absence of error correction dynamics. These results are also at odds with
a presumption of cointegration linking the ratios of domestic saving and
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investment over GDP. In case of cointegration just regressing ∆Iit on ∆Sit
would suffer from statistical inefficiency owing to the neglection of the long
run equilibrium relationship.
5.4 Summary
This chapter investigates the relation between domestic saving and invest-
ment for eight cross-sections covering the sample period 1971 to 2002.
Cross-validation criteria are applied to compare different specifications of
the SI relation. From static model performance it is found that the best per-
forming parametric description of the SI relation is cross-section specific. As
such, SI relations might be subject to other country specific economic condi-
tions and policies than global or cross-sectional capital mobility. Contrast-
ing static and weakly dynamic model formalizations no hint at the necessity
of a weakly dynamic model specification is found. This evidence might be
due to individual effects governing investment ratios. Moreover, adding an
error correction term in dynamic models does not improve model perfor-
mance. Supporting evidence for a cointegration relation between domestic
saving and investment ratios is not found.
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Chapter 6
Preliminary analysis
The previous analyses have reviewed theoretical and empirical approaches
to model the SI relation, introduced the data and detected the country spe-
cific feature of the SI relation. Before the functional coefficient model is ap-
plied to investigate determinants of the SI relation, it is interesting to obtain
some preliminary view of the SI relation from our data sets in this chap-
ter1. In the next section, standard between regressions as in FH (1980) are
considered. Section 6.2 investigates alternatively pooled regressions. Time
dependent regressions as adopted by Sinn (1992) and cross-section depen-
dent regression as proposed by Obstfeld (1986) are considered in Section 6.3
and 6.4, respectively.The issue of factor dependence is addressed in Section
6.5. Section 6.6 summarizes the main findings.
6.1 Between regressions
By means of the between regression (2.1) applied by FH (1980) with annual
data covering the period 1971 to 2002, the results in Panel A of Table 6.1 are
1For a different version of this chapter see “A functional coefficient model view of the
Feldstein-Horioka puzzle”, with Helmut Herwartz, University Kiel, Economics Working
Paper 2007-14.
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obtained. Panel A of Figure 6.1 and 6.2 present the corresponding scatter
plots of the average saving ratio against the average investment ratio. Ex-
cept ordinary least square (OLS) regression lines (solid), 45o lines (dashed)
are plotted. Using the 45o line to present the zero current account position
is firstly suggested by Tesar (1991). An observation above this line mirrors
a deficit in the country, where the saving ratio is lower than the investment
ratio on average. Analogously, an observation under this line indicates a
surplus in the country. As can be seen from the first plot in Panel A of Fig-
ure 6.1, CA positions from W97 scattering around the 45o line. The sum of
total CA imbalances from a large enough sample of countries all over the
world should be near zero. Furthermore, this diagonal line also indicates
a one to one SI relation. The smaller the difference between the regression
and 45o line, the higher the estimated SI relation.
Table 6.1: Between regression
Ii = a+ bSi + ui
Samples W97 L68 D29 O26 O15 E11 E14 F16
Panel A: 1971 - 2002
b̂ 0.43
(11.24)
0.40
(8.47)
0.64
(7.16)
0.59
(5.11)
0.77
(7.96)
−0.16
(−0.71)
0.13
(0.53)
0.62
(4.44)
R2 0.57 0.52 0.65 0.52 0.83 0.05 0.02 0.58
Panel B: 1971 - 1986
b̂ 0.44
(9.44)
0.39
(7.13)
0.80
(6.85)
0.69
(6.58)
0.86
(10.43)
0.18
(0.78)
0.36
(1.46)
0.66
(4.50)
R2 0.48 0.44 0.63 0.64 0.89 0.06 0.15 0.59
Panel C: 1987 - 2002
b̂ 0.38
(9.96)
0.39
(7.80)
0.42
(5.42)
0.39
(3.27)
0.65
(5.23)
−0.14
(−0.90)
−0.02
(−0.10)
0.30
(2.24)
R2 0.51 0.48 0.52 0.31 0.68 0.08 0.00 0.26
This table reports slope estimates from the between regressions of the average investment
ratio on the average saving ratio. t-statistics appear in parentheses below the coefficient
estimates. Coefficients which are significant at the 5% level are highlighted in bold face.
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Figure 6.1: Average saving ratios vs. average investment ratios over the period 1971 to
2002 and the two equally sized subperiods for seven cross-sections. The dashed diago-
nal lines present the zero current account position. The solid lines illustrate OLS between
regression lines.
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Figure 6.2: Average saving ratios vs. average investment ratios over the period 1971
to 2002 and the two equally sized subperiods. The first row is for FH16, the 16 OECD
countries considered by FH(1980), and the second row is for the same sample but without
Japan, UK, and US. The dashed diagonal lines present the zero current account position.
The solid lines illustrate OLS between regression lines.
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At first, it can be seen from Panel A of Figure 6.1 that the regression lines
in W97 and L68 have similar slopes. Table 2.1 shows the corresponding
estimates of 0.43 and 0.40. Following the arguments in FH (1980) a signifi-
cantly positive SI relation in W97 and L68 is not surprising. Some patterns
of capital market segmentation are likely over a group of 97 economies sam-
pled from all over the world, and are even possible among less developed
economies. From a global perspective capital mobility is limited ‘on av-
erage’. When one moves the view from plots of W97 and L68 to those of
D29, O26 and O15, it can be immediately observed that the difference be-
tween the regression and diagonal line becomes smaller. On one side, this
supports the FH results that the SI relation is high among OECD countries,
which seems puzzling given improved capital mobility. On the other side, it
can be seen that the highest estimator of the SI relation (0.77) and the highest
degrees of explanation (83%) are obtained for O15, where countries belong
to OECD but not the Euro area. This evidence supports indirectly the view
that capital mobility is higher among countries in the Euro area than those
outside. The direct evidence can be found by observing the last two plots
from E14 and E11 in Panel A of Figure 6.1. The corresponding regression
lines are nearly flat and provide the largest distances to diagonal lines. Both
cross-sections have insignificant estimates for the SI relation as can be seen
in Table 6.1. As such, the EU and Euro effect are confirmed. Capital mobility
is high among EU countries and even higher in the Euro area. This evidence
is consistent with the interpretation of FH that SI relation signal the degree
of capital mobility. In addition, considering F16, both the estimated SI re-
lation (0.62) and the degree of explanation (0.58) are smaller for the period
1971 to 2002 compared to the corresponding results (0.887 and 0.91) given
in FH (1980) for the period 1960 to 1974. This finding is in line with the pre-
sumption that capital mobility has increased over time. Moreover, the large
country effect can be observed by removing Japan, the UK and the US from
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F16. As can be seen in Figure 6.2, the regression lines become flatter when
excluding these large countries. It could be shown that the corresponding
estimated SI relation becomes insignificant.
Given the weakened evidence in favor of a large or even significant SI
relation in more recent samples in comparison with FH (1980), it is sensi-
ble to check the robustness of the previous between regression results by
means of two equally sized sub-samples, covering the periods 1971 to 1986
and 1987 to 2002, respectively. Between regression results obtained for these
two subperiods are documented in Panel B and C of Table 6.1. The corre-
sponding scatter plots are shown in Panel B and C of Figure 6.1 and 6.2. It
can be seen that the estimated SI relation has decreased in all cross-sections.
This evidence points to some variation of the SI relation and, moreover, is
consistent with the generally improving integration of capital and goods
markets. Furthermore, the between estimates are insignificantly different
from zero in E14 and E11 for both subperiods. Although the SI relation in
OECD economies (D29, O26, O15, F16) is still significantly different from
zero, it is much smaller for the more recent period. The degree of explana-
tion achieved by between regressions for the second subset is lower than for
the first, and varies between 26% (F16) and 68% (O15) when E11 and E14 are
excluded.
6.2 Pooled regressions
As an alternative to between regressions, pooled regressions can be applied
to estimate SI relation at the aggregate level. Corresponding results pro-
vided in Table 6.2 are qualitatively identical to those reported for the be-
tween regressions in Table 6.1. The estimated SI relation is significantly pos-
itive in W97 and L68. It becomes much greater for OECD economies as D29,
O26, O15, and F16. A decreasing estimator of the SI relation over time can
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be observed in all eight considered cross-sections. The only difference in
the results from pooled regressions as those from between regressions lies
in the estimates for E14 and E11. For these two cross-sections significantly
positive pooled estimates of SI relations are found although their values are
small compared to estimates from other cross-sections.
Table 6.2: Pooled regression
Iit = a+ bSit + uit
Samples W97 L68 D29 O26 O15 E11 E14 F16
Panel A: 1971 - 2002
b̂ 0.37
(38.51)
0.34
(29.23)
0.54
(24.62)
0.58
(22.70)
0.74
(26.33)
0.25
(5.41)
0.33
(7.81)
0.54
(17.13)
R2 0.32 0.28 0.40 0.38 0.59 0.08 0.12 0.37
Panel B: 1971 - 1986
b̂ 0.39
(27.29)
0.35
(20.35)
0.73
(21.94)
0.70
(21.05)
0.81
(22.42)
0.46
(7.34)
0.56
(9.52)
0.69
(16.86)
R2 0.32 0.28 0.51 0.52 0.68 0.24 0.29 0.53
Panel C: 1987 - 2002
b̂ 0.33
(27.51)
0.33
(20.93)
0.42
(17.41)
0.42
(12.86)
0.63
(16.13)
0.05
(0.94)
0.13
(2.81)
0.36
(10.06)
R2 0.33 0.29 0.40 0.29 0.52 0.01 0.03 0.28
This table reports slope estimates from the pooled regressions of the investment ratio on the
saving ratio. t-statistics appear in parentheses below the coefficient estimates. Coefficients
which are significant at the 5% level are highlighted in bold face.
In the light of the results from between and pooled regressions one may
conjecture that the FH puzzle is not such a big puzzle anymore when con-
centrating on more recent time windows. In a similar vein, using data for 12
OECD countries from 1980 to 2001, Coakley et al. (2004) show the insignifi-
cance of the SI relation by means of nonstationary panel models. Blanchard
and Giavazzi (2002) also document a small SI relation in a pooled regres-
sion for the EU area using the sample period 1991 to 2001. From a statistical
as well as economic viewpoint, however, potential time variation of the SI
relation provokes some subsequent issues. With regard to statistical aspects
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it is not clear in how far conclusions offered by (misspecified) time homo-
geneous econometric models are spurious or robust under respecification
of the model. From an economic perspective it is tempting to disentangle
the economic forces behind the observed decreasing trend in the SI relation.
With regard to this aspect it is of particular interest to separate deterministic
time features from measurable economic factors driving the SI relation. The
next subsection will underscore that the SI relation is likely not homogenous
within the two subsamples considered so far but time varying throughout.
6.3 Time dependent SI relations
To address the time variation of the SI relation in some more detail, a se-
quence of (time specific) cross-sectional OLS regressions as proposed by
Sinn (1992) is employed:
Iit = at + btSit + uit, i = 1 . . . N. (6.1)
Time varying slope estimates, b̂t, t = 1971, . . . , 2002, obtained from model
(6.1) for the eight cross-sections are shown in Figure 6.3 jointly with corre-
sponding 95% confidence intervals. Eyeball inspection confirms that the SI
relation has decreased over time in all cross-sections. It has declined from
0.39 and 0.29 to 0.18 and 0.20 in W97 and L68 respectively; from a range
between 0.72 and 0.86 to about 0.2 in O26, O15, and F16; from 0.63 to 0.01
in D29, from 0.54 to 0.1 in E14, and from 0.43 to zero in E11. Regarding E14
and E11 our results are in line with Blanchard and Giavazzi (2002). Besides,
a sharp reduction of bˆt between 1975 and 1980 is found for F16, E14 and E11.
This evidence might be due to the fact that many industrialized economies
experienced current account deficits in this period. The latter might mirror
the effects of oil price shocks in the late 1970s. According to Sachs (1981),
however, changes in investment opportunities rather than oil price changes
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could dominate the medium run behavior of current accounts in the 1970s.
Figure 6.3: Estimated time varying SI relations obtained from model (6.1) for the eight
cross-sections. The solid line with stars shows the point estimates and the two dashed lines
are the corresponding 95% confidence intervals.
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6.4 Cross-section dependent SI relations
Except time variation of the SI relation, cross-sectional variation of the SI
relation has also been observed in the literature. Furthermore, the highly
significant and quantitatively substantial country heterogeneity of SI rela-
tion have been diagnosed for the eight considered cross-sections in Chapter
5 via CV criteria. This feature is addressed via (cross-section specific) time
dimensional OLS regressions as proposed by Obstfeld (1986),
Iit = ai + biSit + uit, t = 1 . . . T. (6.2)
Figure 6.4 shows the slope estimates of this regression for the considered
97 countries with period from 1971 to 2002. They are quite heterogenous
and varies approximately from -0.6 to 1.5. These estimates as well as their
t-statistics can be seen in Table 6.3. When the two subperiods are used, no
uniformly trending behaviour of SI relations can be observed.
Figure 6.4: Point estimates of cross-section specific SI relations obtained from model (6.2)
for the 97 countries in W97.
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Table 6.3: Cross-section specific regression
Iit = ai + biSit + uit
Country 71-02 71-86 87-02 Country 71-02 71-86 87-02 Country 71-02 71-86 87-02
DZA 0.39
(2.29)
0.40
(1.86)
−0.10
(−1.07) GHA 0.48(1.34) 0.63(3.57) 0.66(1.77) NGA 0.24(1.79) 0.61(3.53) −0.27(−1.85)
ARG 0.71
(6.35)
0.92
(7.92)
−0.30
(−1.54) GRC 0.89(18.13) 1.12(13.43) 0.64(3.28) NOR −0.19(−0.52) −1.21(−2.70) −0.39(−1.47)
AUS 0.79
(8.88)
0.49
(4.32)
1.18
(7.02)
GTM 0.40
(2.37)
1.14
(4.64)
0.06
(0.09)
PAK 0.09
(1.03)
−0.26
(−0.75) 0.08(0.39)
AUT 0.96
(11.84)
0.98
(8.79)
0.49
(2.77)
GUY 0.37
(2.34)
0.24
(1.27)
0.84
(2.73)
PRY 0.17
(1.60)
1.04
(2.97)
0.07
(1.27)
BGD 0.79
(13.84)
0.89
(5.32)
0.78
(12.12)
HTI 0.56
(3.00)
−0.21
(−0.90) 0.83(3.18) PER 0.61(5.32) 0.51(3.04) 1.04(6.61)
BRB −0.43
(−2.57) −0.28(−1.65) −0.51(−2.28) HND 0.99(6.28) 0.80(3.65) 0.74(3.18) PHL 0.76(4.72) 1.54(5.44) −0.36(−1.56)
BEL 0.66
(5.34)
0.77
(6.77)
0.55
(3.12)
HKG 0.29
(1.14)
0.84
(1.87)
−0.21
(−0.71) PRT 0.69(3.89) 0.65(2.40) 0.72(3.67)
BEN 0.34
(2.59)
0.36
(1.36)
0.57
(4.86)
HUN 0.87
(7.20)
1.37
(3.10)
0.58
(5.25)
RWA 0.08
(1.70)
0.37
(1.77)
0.12
(3.34)
BWA −0.58
(−4.50) −0.60(−2.38) 0.16(0.39) ISL 1.17(7.61) 1.37(4.57) −0.86(−2.03) SAU −0.03(−0.36) −0.14(−0.90) 0.01(0.16)
BRA 0.27
(1.60)
0.27
(0.51)
0.29
(3.03)
IND 0.94
(15.35)
1.14
(8.64)
0.92
(7.53)
SEN 0.37
(5.73)
0.25
(4.03)
1.01
(5.24)
BFA 0.46
(5.97)
0.55
(4.23)
0.81
(4.94)
IDN 0.99
(6.54)
0.40
(2.27)
1.57
(10.94)
SGP −0.25
(−1.91) 0.30(2.81) 0.04(0.13)
BDI 0.34
(2.02)
0.61
(1.93)
0.43
(1.78)
IRL −0.14
(−1.55) −0.82(−2.74) 0.46(7.43) ZAF 0.82(7.91) 0.25(0.88) 0.48(4.87)
CMR 0.75
(5.27)
0.60
(4.44)
0.77
(2.06)
ISR −0.11
(−0.72) 0.03(0.11) 0.33(1.69) SPA 1.07(6.25) 1.11(4.65) 1.11(3.14)
CAN 0.72
(4.86)
1.18
(3.18)
0.40
(2.70)
ITA 1.35
(6.49)
0.90
(2.64)
−0.14
(−0.29) LKA 0.29(0.97) −0.07(−0.13) 0.62(3.45)
CAF 0.42
(4.89)
0.58
(6.19)
0.32
(2.31)
JAM 0.48
(2.14)
0.67
(2.13)
−0.29
(−1.27) SUR 0.56(6.67) 0.69(6.20) 0.12(0.84)
CHL 0.66
(7.73)
0.66
(3.62)
0.04
(0.17)
JPN 0.99
(14.70)
1.02
(7.25)
0.88
(14.45)
SWZ −0.01
(−0.14) −0.16(−1.24) −0.06(−0.53)
CHN 0.77
(12.60)
1.09
(9.86)
0.65
(4.27)
KEN 0.45
(4.18)
0.35
(1.53)
0.24
(2.16)
SWE 0.84
(3.51)
0.77
(4.36)
0.96
(2.47)
COL 0.16
(1.00)
−0.17
(−1.40) 0.28(1.13) KOR 0.42(3.67) 0.36(2.53) 0.91(2.18) SWI 1.52(9.69) 1.24(9.00) 2.31(11.99)
ZAR 0.94
(7.81)
0.61
(2.03)
0.91
(7.83)
KWT −0.17
(−4.77) −0.30(−4.89) −0.30(−7.93) SYR 0.06(0.37) 1.02(2.11) 0.13(0.92)
COG 0.09
(0.76)
0.34
(2.55)
0.07
(0.60)
LUX 0.07
(1.18)
0.08
(0.81)
−0.17
(−2.38) THA 0.70(3.91) 0.38(1.39) 1.93(2.52)
CRI 0.34
(2.55)
0.09
(0.96)
0.63
(2.93)
MDG 0.43
(3.05)
−0.53
(−2.28) 0.62(5.67) TGO 0.40(3.19) 0.29(1.18) 0.45(1.78)
CIV 0.74
(4.55)
0.23
(0.65)
0.36
(4.09)
MWI 0.61
(4.74)
1.02
(2.49)
0.47
(2.40)
TTO 0.29
(2.25)
0.05
(0.45)
0.49
(2.07)
DNK 0.21
(1.02)
1.06
(5.46)
0.35
(1.18)
MYS 0.33
(2.05)
0.20
(0.69)
−0.11
(−0.26) TUN 0.91(3.32) 0.46(1.03) 1.41(5.59)
DOM 0.46
(3.38)
0.47
(3.90)
0.52
(1.55)
MLI 0.40
(4.39)
0.09
(1.06)
0.06
(0.28)
TUR 0.81
(9.01)
0.80
(2.60)
0.59
(2.04)
ECU −0.01
(−0.07) −0.03(−0.17) −0.38(−1.51) MLT 0.14(1.34) 0.05(0.48) 1.56(3.15) UGA 0.19(0.94) 0.35(2.78) 0.80(4.59)
EGY 1.55
(5.95)
1.35
(4.56)
2.18
(5.98)
MRT −0.16
(−1.39) −0.24(−1.56) 0.40(1.23) UK 0.64(4.49) 0.51(1.40) 1.25(5.64)
SLV 0.29
(3.09)
0.66
(4.94)
−0.15
(−0.42) MEX 0.12(1.00) 0.08(0.40) 0.18(1.16) US 0.60(5.60) 0.58(3.04) 0.65(2.47)
FJI 0.84
(5.00)
0.60
(2.35)
0.10
(1.01)
MAR −0.49
(−2.26) −0.83(−1.93) 0.38(1.85) URY 0.86(6.01) 0.88(4.58) −0.07(−0.36)
FIN 1.42
(5.51)
1.72
(5.03)
0.77
(2.08)
MMR 1.24
(8.15)
1.36
(8.25)
0.76
(4.42)
VEN 0.68
(3.78)
0.66
(2.51)
−0.57
(−2.04)
FRA 1.05
(9.07)
0.82
(9.47)
1.47
(3.70)
NPL 1.34
(7.76)
1.19
(6.00)
0.76
(4.76)
ZMB 0.53
(6.43)
0.54
(3.77)
−0.03
(−0.18)
GAB 0.59
(3.80)
0.50
(1.78)
−0.02
(−0.16) NLD 0.38(2.37) 0.83(3.75) 0.21(0.85) ZWE 0.76(6.24) 0.76(5.47) 0.73(3.30)
GMB 0.21
(0.78)
0.09
(0.15)
0.18
(1.44)
NZL 0.88
(3.09)
0.42
(1.12)
0.76
(3.55)
GER 0.68
(4.37)
0.77
(7.59)
1.25
(3.53)
NER 0.88
(6.34)
0.81
(4.15)
0.70
(4.07)
This table reports slope estimates from the cross-section specific regressions of the invest-
ment ratio on the saving ratio. Period 1971 to 2002 as well as the two subperiods of 1971 to
1986 and 1987 to 2002 is considered. t-statistics appear in parentheses below the coefficient
estimates. The abbreviation of countries can be found in the index of notation.
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6.5 Factor dependence - profiles of estimated SI
relations
Given the apparently decreasing trend and cross-sectional heterogeneity
of the SI relation documented in the previous subsections, it is tempting
to investigate if this heterogenous pattern is a purely deterministic feature
or could be explained by (measurable) economic conditions. To provide a
first view at the determinants of empirical SI relations the following cross-
sectional regressions are considered:
bˆi = γ0 + γ1wi + ei, i = 1, ...N. (6.3)
In equation (6.3) wi = 1/T
T∑
t=1
w˜it with w˜it being a measure of some factor
characterizing the i-th member of the cross-section at time period t. The de-
pendent variable bˆi in (6.3) is the slope estimate obtained from cross-section
specific regressions (6.2). In case γˆ1 differs significantly from zero, this is re-
garded as an evidence to support the view that cross-sectional heterogeneity
of the SI relation can be explained by the underlying factor. The regression
in (6.3) takes a cross-sectional view at the determinants of the SI relation.
This is justified in the light of country specific features of the SI relation
diagnosed in Chapter 5.
As a particular caveat of the regression (6.3) one may point out that the
dependent variables are not observed but (unbiased) estimators from some
first step regression. As a more direct variant to detect factor dependence
using observable regressands, one may regard the following model
Iit = ai + γ0Sit + γ1wiSit + uit, (6.4)
which is obtained from substituting bi = γ0 + γ1wi in (6.2). The point esti-
mates for the SI relation from the regression (6.4) are rather close to those
obtained from (6.3). However, owing to potential cross-sectional hetero-
geneity and autocorrelation of model disturbances uit in (6.4) estimation
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Table 6.4: Factor dependence of the SI relation
γˆ1 in bˆi = γ0 + γ1wi + ei
Factor W97 L68 D29 O26 O15 E11 F16 E14
Group 1
AGE −0.006
(−2.51)
−0.003
(−0.77)
−0.013
(−1.11)
−0.026
(−2.41)
−0.018
(−1.48)
−0.068
(−2.57)
−0.052
(−2.52)
−0.060
(−2.26)
POPG −0.131
(−3.12)
−0.067
(−1.07)
−0.300
(−2.28)
−0.183
(−1.23)
−0.086
(−0.49)
−1.109
(−2.07)
−0.186
(−0.75)
−0.755
(−1.44)
GDPC 0.025
(0.92)
−0.089
(−2.18)
0.088
(0.69)
0.119
(1.01)
0.105
(0.83)
0.143
(0.38)
0.033
(0.10)
−0.030
(−0.09)
GVBB −0.020
(−1.68)
−0.012
(−0.99)
−0.056
(−1.95)
−0.013
(−0.37)
−0.017
(−0.21)
0.009
(0.16)
−0.027
(−0.69)
−0.021
(−0.48)
GVTT −0.003
(−1.10)
−0.007
(−2.59)
−0.000
(−0.07)
−0.004
(−0.56)
−0.005
(−0.58)
−0.013
(−0.93)
−0.008
(−1.00)
−0.015
(−1.18)
GVIVM −0.035
(−2.03)
−0.018
(−1.05)
−0.076
(−1.06)
0.009
(0.11)
0.032
(0.34)
−0.126
(−0.79)
0.012
(0.12)
−0.022
(−0.17)
GVCE 0.001
(0.20)
−0.007
(−1.39)
−0.003
(−0.28)
−0.007
(−0.79)
−0.007
(−0.59)
−0.028
(−1.47)
−0.015
(−1.35)
−0.030
(−1.66)
GVCON −0.016
(−1.98)
−0.032
(−3.99)
0.010
(0.55)
−0.007
(−0.38)
−0.009
(−0.41)
−0.016
(−0.35)
−0.026
(−0.98)
−0.024
(−0.80)
Group 2
OPN −0.004
(−3.84)
−0.005
(−3.52)
−0.004
(−2.45)
−0.005
(−1.53)
0.000
(0.06)
−0.009
(−2.93)
−0.006
(−2.10)
−0.009
(−2.68)
EXPT −0.007
(−3.53)
−0.009
(−3.32)
−0.008
(−2.46)
−0.009
(−1.54)
−0.000
(−0.03)
−0.017
(−2.68)
−0.011
(−2.04)
−0.016
(−2.55)
IMPT −0.009
(−4.05)
−0.009
(−3.55)
−0.008
(−2.43)
−0.010
(−1.50)
0.002
(0.16)
−0.020
(−3.18)
−0.012
(−2.14)
−0.019
(−2.79)
INTD −0.003
(−0.64)
0.001
(0.25)
−0.022
(−0.32)
−0.021
(−0.32)
0.015
(0.18)
−0.092
(−0.74)
−0.010
(−0.13)
−0.071
(−0.62)
Group 3
LGDP 0.063
(3.30)
0.046
(1.66)
0.075
(1.34)
0.021
(0.36)
−0.024
(−0.34)
0.137
(1.20)
0.046
(0.65)
0.130
(1.27)
cr 1.985 1.996 2.045 2.056 2.131 2.201 2.120 2.145
OLS slope estimates for profile regressions (6.3). t-statistics appear in the parentheses be-
low the coefficient estimates. Coefficient estimates which are significant at the 5% level are
highlighted in bold face. cr denotes the t-critical value at 5%.
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uncertainty might be easier to control in the regression (6.3). A preliminary
view on the factor dependence of the SI relations can be obtained by the
latter regressions.
Results from the profile regressions are reported in Table 6.4. Coefficient
estimates which are significant at the 5% level are highlighted in bold face.
For only two classes of factors, evidence for significant influence on the SI
relation is found for at least five cross-sections. The first class comprises fac-
tors describing the goods market integration: the openness ratio, the export
and import ratio. They have a significantly negative influence on the SI re-
lation for both developing and developed economies. Compared to other
countries, economies with a more integrated goods market might have a
weaker SI relation. In contrast, significant influence from real interest rate
differential measuring the financial market integration on the SI relation is
not found. The second class composes the age dependency ratio. A negative
impact of the age dependency ratio on the cross-sectional SI relation is diag-
nosed over 4 OECD samples and W97. The higher the ratio of dependents to
the working-age population, the less is, ceteris paribus, the domestic saving.
This might lead to the disconnection of domestic saving and investment.
When performing a surface regression by regressing bˆi simultaneously on
the age dependency ratio and the three factors denoting the goods market
integration, it turns out that owing to multicollinearity only two factors re-
main to have significant explanatory power. Such surface regressions detect
the age dependency ratio and one of the trade related measures (openness,
exports, imports) to explain estimates bˆi significantly.
Apart from parameter significance discussed, the detected cross-section
patterns are mostly uniform in the sense that the diverse profile regressions
indicate the same direction of potential state variables affecting the SI re-
lation. As further results it is worthwhile to point out that factors as pop-
ulation growth, country size or fiscal variables fail to describe the cross-
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sectional pattern of SI relations significantly over more than two samples.
This failure of significance, however, may also be addressed to a false pre-
sumption of time homogeneity of the SI relation or the factor state (wi) or
both.
6.6 Summary
By means of between, pooled, time and cross-section specific regressions,
time decreasing and country heterogenous SI relations are found. To pro-
vide a preliminary view on the determinants of empirical SI relations, the es-
timated cross-section specific SI relation is regressed on potential economic
factors. The age dependency ratio and the openness ratio are diagnosed to
influence the cross-section specific SI relation significantly. Therefore, the
panel-heterogenous SI relation might be due to economic state variables
rather than be a purely deterministic feature or some random processes. The
next chapter introduces the functional coefficient model adopted to analyse
factor dependence of the SI relation.
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Chapter 7
Functional coefficient model
A useful extension of the classical linear regression model are functional
(varying) coefficient models where model parameters may change with the
value of other variables (factors). Functional specifications can be traced
back to generalized linear models (Nelder and Wedderburn 1972). To for-
malize the functional coefficient, parametric representations such as finite
order polynomials or Fourier expansions, or otherwise nonparametric ap-
proaches can be employed (Cleveland, Grosse and Shyu 1992, Hastie and
Tibshirani 1993, Chen and Tsay 1993). A natural specification issue in
these models is to infer whether the functional coefficient is actually con-
stant. Modeling the functional coefficient parametrically, the constant form
is compared with another parametric alternative. Modeling the functional
coefficient nonparametrically, the alternative is the semiparametric regres-
sion. In this area of hypothesis testing, F -type tests are widely applied since
the model of interest can easily be evaluated under both the null and the al-
ternative hypothesis.
Furthermore, bootstrap based inference is broadly used if the asymp-
totic distribution of a test statistic is difficult or impossible to derive ana-
lytically. This may arise as a consequence of nuisance parameters affect-
ing a test statistic, for instance, due to neglected heteroskedasticity. For the
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case of (asymptotically) pivotal test statistics, moreover, particular bootstrap
schemes might outperform first order asymptotic approximations by faster
convergence to the nominal significance levels (Beran 1988, Hall and Tit-
terington 1989). For a test statistic comparing the residual sum of squares
from parametric and semiparametric functional regressions, Cai, Fan and
Yao (2000) advocate a residual based bootstrap approach. Owing to possibly
heterogenous error terms, residual based bootstrap inference could lack ro-
bustness. To deal with heteroskedasticity, pairs bootstrap (Freedman 1981)
and wild bootstrap (Wu 1986, Liu 1988) can be applied.
In this chapter1, a new, factor based bootstrap approach is proposed for
the considered hypothesis that the functional coefficient is constant, i.e. fac-
tor independent. The underlying factors, governing parameter variation
only under the alternative hypothesis, are drawn with replacement. The
approach can cope with heteroskedasticity as it preserves the relationship
between the error term variance and the corresponding regressors. Further-
more, in the framework of semiparametric regressions the factor based boot-
strap could be more advantageous than wild, pairs or residual based boot-
strap inference. This might be due to the fact that the former is likely better
immunized against adverse effects of under- or oversmoothing in nonpara-
metric regression than the latter approaches.
The properties of the residual based (RB), wild (WB), pairs (PB) and fac-
tor based bootstrap (FB) inference in functional coefficient models with fi-
nite samples are compared by means of a simulation study. The Monte
Carlo exercises cover both parametric and semiparametric alternative hy-
potheses. Moreover, presuming a parametric pattern for the functional co-
efficient, the asymptotic behavior of the test statistic and the corresponding
1For a different version of this chapter see “A new approach to bootstrap inference in
functional coefficient models”, with Helmut Herwartz, University Kiel, Economics Work-
ing Paper 2007-15.
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factor based bootstrap approximation are investigated. At last, functional
coefficient models are applied to the between regression of domestic invest-
ment on domestic saving considered by Feldstein and Horioka (1980).
The remainder of this chapter is organized as follows: The next section
introduces the functional coefficient model and the considered test statis-
tic when modeling the functional coefficient parametrically. In Section 7.2
the semiparametric case is introduced. The four alternative bootstrap ap-
proaches (RB, WB, PB and FB) are sketched in Section 7.3. Asymptotic re-
sults for the FB approximation are also shown in this Section. These ap-
proaches are compared by means of Monte-Carlo simulations in Section 7.4.
In Section 7.5 the saving retention coefficient in between regressions is in-
vestigated via functional coefficient models. Section 7.6 summarizes briefly
main findings and concludes.
7.1 Representation and assumptions for the para-
metric case
A functional coefficient regression can be given as
yi =
K∑
k=1
β
k
(ωi)xik + ei, i = 1, ..., N, (7.1)
whereK andN denote the number of regressors and available observations,
respectively, with K assumed to be fixed. In model (7.1) yi depends in a
possibly nonlinear fashion on explanatory variables xi1 to xiK , including
a constant. A single coefficient β
k
is a function of a random variable ωi,
called the factor henceforth. Let the functional coefficient have the form
β
k
(ωi) = β1k + β2kfk(ωi), where fk(ωi) is assumed to be known. Then, given
the parametric representation, (7.1) can be estimated by applying OLS to the
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regression
yi =
K∑
k=1
(β1kxik + β2kxikfk(ωi)) + ei.
Thus, model (7.1) can be written as
yi = z
′
i1β1 + z
′
i2β2 + ei, (7.2)
= z′iβ + ei, (7.3)
where z′i1 = (xi1, ..., xiK), z′i2 = (f1(ωi)xi1, ..., fK(ωi)xiK), β1 = (β11, ..., β1K)′,
β2 = (β21, ..., β2K)
′, z′i = (z′i1, z′i2) and β = (β
′
1,β
′
2)
′ is a 2K-dimensional
parameter vector. The corresponding matrix forms are
y = Z1β1 +Z2β2 + e, (7.4)
= Zβ + e, (7.5)
where y = (y1, ..., yN)′, Z ′1 = (z11, ..., zN1), Z
′
2 = (z12, ..., zN2), Z
′ =
(z1, ..., zN) and e = (e1, ..., eN)′. The following assumptions concerning the
functional coefficient model are made:
(A1) Factor variables ω1, ω2, ..., ωN are independent, identically distributed;
The error terms e1, ..., eN are independent with mean zero and vari-
ance σ2i ; E(e4i ) <∞; ωi and ei are independent.
(A2) fk(ωi),∀k ∈ [1, K] is a real bounded continuous function;
E[fk(ωi)] = 0 and E[f 4k (ωi)] < ∞,∀k ∈ [1, K];E[fk(ωi)fl(ωi)] <
∞,∀k, l ∈ [1, K];
(A3) The matrix Z1 is fixed; lim
N→∞
Z ′1Z1/N = Σ11, a finite, positive definite
matrix;
(A4) plimZ ′2Z2/N = Σ22, a finite, positive definite matrix;
(A5) plim
(
1
N
N∑
i=1
e2izi1z
′
i1
)
= V1, a finite, positive definite matrix;
plim
(
1
N
N∑
i=1
e2izi2z
′
i2
)
= V2, a finite, positive definite matrix;
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(A6) plim
(
1
N
e′e
)
= lim
N→∞
1
N
N∑
i=1
σ2i = σ
2.
For the later purposes of resampling within the functional coefficient
model, (A1) ensures that drawing from {ωi}Ni=1 with replacement gener-
ates bootstrap samples of factors sharing their distribution with the fac-
tor sample. According to continuity stated in (A2), the random variable
fk(ωi) is also independent and identically distributed. Furthermore, assum-
ing E[fk(ωi)] = 0 is without loss of generality. To see this, suppose that the
functional coefficient can be formulated as β
k
(ωi) = β
′′
1k + β
′′
2kf
′′
k (ωi), where
E[f
′′
k (ωi)] = µk 6= 0. Then, a corresponding mean zero functional form can
always be found, i.e.
β
k
(ωi) = β
′′
1k + β
′′
2k(f
′′
k (ωi)− µk) + β
′′
2kµk
= β1k + β2kfk(ωi),
with β1k = β
′′
1k + β
′′
2kµk, β2k = β
′′
2k, fk(ωi) = f
′′
k (ωi) − µk and E[fk(ωi)] = 0.
In addition, while (A3) defines the limiting behavior for the fixed matrix
Z1, (A4) to (A6) state that the weak law of large numbers applies for the
corresponding stochastic elements.
To determine the asymptotic properties of the OLS estimator,
βˆ = β + (Z ′Z)−1Z ′e,
we consider the limiting distribution of
√
N(βˆ − β), i.e. √N(βˆ1 − β1)√
N(βˆ2 − β2)
 =
 Z1′Z1/N Z1′Z2/N
Z2
′Z1/N Z2′Z2/N
−1 Z1′e/√N
Z2
′e/
√
N
 .
Based on Assumption (A2) and the law of large numbers for the in-
dependent and heterogeneous random variables, it can be shown that
plimZ ′1Z2/N = 0. Furthermore, by Assumptions (A1), (A5) and the
Lindeberg-Feller central limit theorem,
1√
N
Z ′1e
d−→ N(0, V1) and 1√
N
Z ′2e
d−→ N(0, V2).
79
Therefore, as N →∞,
√
N(βˆ1 − β1) d−→ N(0,Σ−111 V1Σ−111 ) and
√
N(βˆ2 − β2) d−→ N(0,Σ−122 V2Σ−122 ),
which hold by (A3) and (A4). If the error terms in (7.1) are homoskedastic,
E(e2i |zi) = E(e2i ) = σ2, then V1 = σ2Σ11, V2 = σ2Σ22 and, thus,
√
N(βˆ1 − β1) d−→ N(0, σ2Σ−111 ),
√
N(βˆ2 − β2) d−→ N(0, σ2Σ−122 ).
For testing a standard regression model against the functional alterna-
tive, the following pair of hypotheses is formalized:
H0 : β2 = 0 vs. H1 : β2 6= 0. (7.6)
The considered goodness-of-fit test statistic compares the fitting accuracy of
the empirical model under both hypotheses,
TN = (RSS0 − RSS1)/(RSS1/N). (7.7)
The underlying quantities in (7.7), RSSi, i = 0, 1, are obtained from re-
stricted (H0) and unrestricted (H1) OLS regressions respectively, i.e.
RSS0 =
N∑
i=1
(
yi − z′i1βˆ
(0)
1
)2
and RSS1 =
N∑
i=1
(
yi − z′i1βˆ
(1)
1 − z′i2βˆ
(1)
2
)2
. (7.8)
Under the null hypothesis TN is asymptotically distributed as χ2(K) if dis-
turbances are homoskedastic, but fails asymptotic pivotalness in case of het-
eroskedasticity. A heteroskedasticity consistent test statistic (White 1980) is
T hcN = ∆
′
(
R(Z ′Z)−1
(
N∑
i=1
(eˆ
(1)
i )
2ziz
′
i
)
(Z ′Z)−1R′
)−1
∆, (7.9)
∆ = (Rβˆ
(1) − Rβ), R = (0K×K , IK) with 0K×K and IK denoting a K × K
matrix of zeros and the K-dimensional identity matrix, respectively. Un-
der the null hypothesis T hcN converges in distribution to χ
2(K). Note that
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the representation in (7.9) corresponds to an equivalent formulation of (7.7),
namely
TN = ∆
′(R(Z ′Z)−1R′)−1∆/(eˆ(1)
′
eˆ(1)/N),
where all estimates are obtained from unrestricted (H1) OLS regressions.
7.2 Semiparametric case
In case of an unknown or unspecified functional form β
k
(ωi), the model in
(7.1) is a semiparametric regression by observation and in matrix notation,
respectively,
yi = z
′
i1β(ω) + ei, β(ω) = (β1(ω), ..., βK(ω))
′.
y = Z1β(ω) + e.
A semiparametric estimator similar to the Nadaraya-Watson estimator
(Nadaraya 1964, Watson 1964) is
βˆ(ω) = (Z ′1WZ1)
−1Z1′Wy. (7.10)
In (7.10) ω is a local point, W = diag{Kh(ω1 − ω), . . . , Kh(ωN − ω)}, Kh(·) =
K(·/h)/h, withK(·) being a kernel function and h the bandwidth parameter.
To distinguish the functional from a constant coefficient model by means
of resampling the TN statistic in (7.7), the following hypotheses are con-
trasted,
H0 : β(ω) = β1 vs. H1 : β(ω) 6= β1.
In analogy to (7.8), a semiparametric estimator of RSS1 is
RSS1 =
N∑
i=1
(yi − z′i1βˆ(ωi))2. (7.11)
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Different as in the parametric case, the asymptotic behavior of TN is non-
standard even for homoskedastic error terms.
It is worthwhile mentioning that in case the form of fk(ωi) is unknown,
Fourier series or other parametric approximations might be used instead.
Goodness-of-fit tests may offer higher power when testing against specific
alternatives. However, if the alternative is misspecified, contrasting two
parametric forms might be inferior to testing against a semiparametric al-
ternative owing to potential inconsistency (Horowitz and Ha¨rdle 1994).
7.3 Bootstrap procedures
In this section the factor based bootstrap (FB) is introduced to test the pair of
hypotheses in (7.6) by means of TN in (7.7). For a comprehensible compar-
ison between the new procedure and other common bootstrap techniques,
residual based (RB), wild (WB) and pairs bootstrap (PB) inference are also
briefly sketched.
7.3.1 Residual based, pairs and wild bootstrap
Residual based bootstrap
The idea of random resampling with replacement, the so called “bootstrap”,
was originally proposed by Efron (1979) who has also suggested a residual
based resampling scheme for regression models. To approximate the distri-
bution of TN , RB consists of the following steps:
1) Bootstrap residuals {e∗i }Ni=1 are drawn with replacement from centered
residuals {eˆi −
N∑
i=1
eˆi/N}Ni=1 with eˆi obtained under H1,
eˆi = yi − z′i1βˆ
(1)
1 − z′i2βˆ
(1)
2 .
2) A bootstrap sample {y∗i }Ni=1 consistent with H0 is y∗i = z′i1βˆ
(0)
1 + e
∗
i .
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3) Given the sample {y∗i , zi1, ωi}Ni=1, RSS∗0 and RSS∗1 are calculated as those
in (7.8) to determine the bootstrap test statistic T ∗N .
4) Steps 1) to 3) are performed R times with R chosen sufficiently large.
If TN exceeds the (1− α)-quantile of {T ∗(r)N }Rr=1 H0 is rejected with sig-
nificance level α.
As an alternative to step 1) one may condition the resampling on residu-
als eˆi estimated under H0. Intuitively, resampling from restricted residuals
may offer improved size features in finite samples while it bears the risk of
power loss under the alternative hypothesis. For the Monte Carlo analysis
provided in Section 7.4 both restricted and unrestricted residual estimates
are considered, no systematic differences in finite sample size and power
are diagnosed.
Wild bootstrap
Implemented via sampling with replacement RB builds upon an iid as-
sumption to hold for error terms ei. Consequently, RB fails to mimic
distributional features of nonspherical disturbances. For the case of het-
eroskedasticity, WB is widely used. This bootstrap approach goes back to
a proposal of Wu (1986) and has been established by Liu (1988) to evaluate
the asymptotic distribution of studentized statistics in static linear regres-
sion models under heteroskedasticity of unknown form. The first step of
WB generates the bootstrap residuals {e∗i }Ni=1 from unrestricted model esti-
mates as
e∗i = eˆivi, eˆi = yi − z′i1βˆ
(1)
1 − z′i2βˆ
(1)
2 ,
where the random variable vi is independent of the data, E(vi) = 0 and
E(v2i ) = 1. There are numerous variants to specify the distribution of vi
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that basically differ with regard to the finite order moments of eˆi mim-
icked by the WB (Liu 1988, Mammen 1993). We choose one of the simplest,
the so–called Rademacher distribution as recommended by Davidson and
Flachaire (2001),
vi =
 −1 with probability 0.51 with probability 0.5.
Note that owing to E[v4i ] = 1 also fourth order features of eˆi are retained by
this particular implementation of WB. Once {e∗i }Ni=1 is obtained, the remain-
ing steps are the same as those for RB.
Pairs bootstrap
Pairs bootstrap as an alternative avenue to address heteroskedastic error
distributions has been originally advocated by Freedman (1981). Opposite
to RB and WB, PB processes tuples of observed dependent and explanatory
variables:
1) Bootstrap samples {y∗i ,z∗i1, ω∗i }Ni=1 are drawn with replacement from
{yi − z′i1βˆ
(1)
1 − z′i2βˆ
(1)
2 + z
′
i1βˆ
(0)
1 , zi1, ωi}Ni=1.
2) A bootstrap variant of TN is then obtained from restricted and un-
restricted estimation using the bootstrap sample. Given the sample
{y∗i ,z∗i1, ω∗i }Ni=1 , RSS∗0 and RSS∗1 are calculated as those in (7.8) to deter-
mine the bootstrap test statistic T ∗N .
3) Once T ∗N is obtained, the iteration and test decision are as described in
step 4) of RB.
Note that dependent variables y∗i are generated from the estimated de-
pendent variable under the null hypothesis (z′i1βˆ
(0)
1 ) plus the estimated er-
ror terms under the alternative (yi − z′i1βˆ
(1)
1 − z′i2βˆ
(1)
2 ). As such, the dis-
tribution of the bootstrap test statistic T ∗N can approximate the distribution
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of TN under the null hypothesis even if the alternative model holds. For
the F -test statistic, Mammen (1993) shows that its distribution under the
null hypothesis coincides asymptotically with the corresponding WB and
PB counterparts under some regularity conditions.
7.3.2 Factor based bootstrap
FB proceeds from the perspective that under H0 the factor variable does not
impact on the parameters of interest. Opposite to RB, WB and PB, FB does
not process first step residual estimates. The following steps are involved:
1) Bootstrap factor variables {ω∗i }Ni=1 are drawn with replacement from
{ωi}Ni=1.
2) Based on the sample {yi,zi1, ω∗i }Ni=1, RSS∗0 and RSS∗1 are calculated as
those in (7.8) and the bootstrap statistic T ∗N is obtained. Note that in
this case, RSS∗0 and RSS0 are identical since ωi has no influence on yi
under H0.
3) Once T ∗N is obtained the iteration and test decision are as described in
step 4) of RB.
Opposite to PB, the FB scheme leaves the dependent and explanatory
variables unchanged, i.e. the variables in yi and zi1 are fixed through-
out. As a further distinction in comparison with PB, FB samples z∗i2 =
(f1(ω
∗
i )xi1, ..., fK(ω
∗
i )xiK)
′ differ numerically from the population quantities
while PB samples z∗i2 = (f1(ω∗i )x∗i1, (f1(ω∗i )x∗i1, ..., fK(ω∗i )x∗iK)
′ retain the ‘nu-
merical support’ of zi2 = (f1(ωi)xi1, ..., fK(ωi)xiK)′.
A unique property of the FB based scheme is that it only works under
H0 : β2 = 0. For the original data, the considered model is
y = Z1β1 +Z2β2 + e, (7.12)
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where Z1 is fixed, and Z2, e are stochastic. For the bootstrap data, the cor-
responding model is,
y = Z1β1 +Z
∗
2β
∗
2 + e, (7.13)
where Z1 and e are fixed, and Z∗2 is stochastic. Under the null hypothesis,
β2 = 0, the data generating process for the bootstrap data is the same as
for the original data and β∗2 = 0. To distinguish the OLS estimator for β1
in (7.13) from the one in (7.12), the former is denoted as βˆ
∗
1. OLS residual
estimates are denoted eˆ∗. Consider now the limiting behavior of the OLS
estimates under the bootstrap space, √N(βˆ∗1 − β1)√
N(βˆ
∗
2 − β∗2)
 =
 Z1′Z1/N Z1′Z∗2/N
Z∗2
′Z1/N Z∗2
′Z∗2/N
−1 Z1′e/√N
Z∗2
′e/
√
N
 .
Before investigating the asymptotic properties of the FB approximations,
it is useful to introduce the following Lemmas.
Lemma 1 Let ω1, ω2, ... be independent, with common distribution F , and FN be
the empirical distribution of ω1, ..., ωN . As N → ∞, FN → F for all continuity
points of F . Given {ωi}N1 , ω∗1, ..., ω∗N are conditionally independent, with common
distribution FN .
PROOF. ω∗i is obtained by drawing with replacement from the sample {ωi}N1 .
Lemma 2 As N →∞,
a) (Z1′Z∗2/N)
p−→ 0;
b) (Z∗2
′Z∗2/N)
p−→ Σ22;
c) Z∗2
′e/
√
N
d−→ N(0, V2).
PROOF. a) Define an element in zi1z∗i2
′ as xilxikfk(ω∗i )with l, k ∈ [1, K]. Since
fk(·),∀k ∈ [1, K], is a bounded, continuous function,
E(xilxikfk(ω
∗
i )) = xilxikE(fk(ω
∗
i ))
p−→ xilxikE(fk(ωi)) = 0,
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by Lemma 1 and Assumption (A1) and (A2). Similarly,
E(x2ilx
2
ikf
2
k (ω
∗
i )) = x
2
ilx
2
ikE(f
2
k (ω
∗
i ))
p−→ x2ilx2ikE(f 2k (ωi)) <∞.
Therefore, according to the law of large numbers for independent and het-
erogenous random variables,
N∑
i=1
xilxikfk(ω
∗
i )/N
p−→ 0, and a) is proved.
b) Apply analogous arguments by defining an element in z∗i2z∗i2
′ as
xilxikfl(ω
∗
i )fk(ω
∗
i ) with l, k ∈ [1, K]. As N →∞,
E(xilxikfl(ω
∗
i )fk(ω
∗
i )) = xilxikE(fl(ω
∗
i )fk(ω
∗
i ))
p−→ xilxikE(fl(ωi)fk(ωi));
E(x2ilx
2
ikf
2
l (ω
∗
i )f
2
k (ω
∗
i )) = x
2
ilx
2
ikE(f
2
l (ω
∗
i )f
2
k (ω
∗
i )),
p−→ x2ilx2ikE(f 2l (ωi)f 2k (ωi)),
≤ x2ilx2ikE1/2(f 4l (ωi))E1/2(f 4k (ωi)) <∞.
The last two inequalities are obtained via Ho¨lder’s inequality and As-
sumption (A2) respectively. By the law of large numbers for indepen-
dent and heterogenous random variables,
N∑
i=1
xilxikfl(ω
∗
i )fk(ω
∗
i )/N
p−→
N∑
i=1
xilxikE(fl(ωi)fk(ωi))/N . The latter expression is the element in l-th row
and k-th column of the matrix Σ22 by Assumption (A4), and, thus, b) is
proved.
c) Conditional on the sample {yi, zi1}Ni=1, the corresponding {ei}Ni=1 for the
bootstrap data are fixed. It follows then from Lemma 1 and Assumption
(A1) and (A2) that
E(z∗i2ei) = [xi1eiE(f1(ω
∗
i )), ..., xiKeiE(fK(ω
∗
i ))]
′
p−→ [xi1eiE(f1(ωi)), ..., xiKeiE(fK(ωi))]′ = 0;
E(e2iz
∗
i2z
∗
i2
′) = e2iE(z
∗
i2z
∗
i2
′)
p−→e2iQi, with Qi = E(zi2z′i2).
Defining V3 = lim
N→∞
1
N
N∑
i=1
e2iQi, the Lindeberg-Feller central limit theorem
leads to
Z∗2
′e/
√
N =
N∑
i=1
z∗i2ei/
√
N
d−→ N(0, V3).
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Unconditionally, {ei}Ni=1 is drawn from a distribution with mean zero and
variance σ2i . Define an element in e2iQi as e2iQi(l, k) with l, k ∈ [1, K]. Ac-
cording to (A1) and (A2), E(e2iQi(l, k)) = σ2iQi(l, k) and E(e4iQi(l, k)2) =
E(e4i )Qi(l, k)
2 < ∞. By the law of large numbers for independent and het-
erogenous random variables
1
N
N∑
i=1
e2iQi −
1
N
N∑
i=1
σ2iQi
a.s.−→ 0, and, thus, V3 − V2 a.s.−→ 0.
Proof for c) is completed.
The following propositions assert that the asymptotic properties of FB
based OLS estimates βˆ
∗
2 approximate their population counterparts if β2 =
0. Moreover, the FB variant of T ∗N is stated to share the asymptotic features
of TN under H0.
Proposition 1 Assume model (7.5) with conditions (A1)-(A5). Under H0 : β2 =
0, as N →∞,
a) Z∗′Z∗/N p−→ diag(Σ11,Σ22), with Z∗ = (Z1,Z∗2);
b) βˆ
∗
1
p−→ β1;
c)
√
N βˆ
∗
2
d−→ N(0,Σ−122 V2Σ−122 ).
PROOF. a) Note that
Z∗′Z∗/N =
 Z1′Z1/N Z1′Z∗2/N
Z∗2
′Z1/N Z∗2
′Z∗2/N
 .
Combining Lemma 2.a and 2.b, statement a) is proved.
b) Based on statement a) of Proposition 1, it can be obtained that
(βˆ
∗
1 − β1)− Σ−111 Z1′e/N p−→ 0.
Conditional on the observed sample, e is fixed. Unconditionally,
Z1
′e/N a.s.−→ 0 according to the law of large numbers for independent and
heterogenous random variables. Thus, statement b) is shown.
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c) Similarly, through statement a) of Proposition 1, it can be shown that
√
N(βˆ
∗
2 − β∗2)− Σ−122 Z∗2′e/
√
N
p−→ 0.
Since Z∗2
′e/
√
N
d−→ N(0, V2) according to Lemma 2.c and β∗2 = 0 under H0,
statement c) is proved by asymptotic equivalence as defined in Lemma 4.7
of White (2001).
Proposition 2 Assume model (7.5) with conditions (A1)-(A6). Under H0 : β2 =
0, as N →∞,
sup
0<c<∞
|P (T ∗N ≤ c) − P (TN ≤ c)| p−→ 0.
PROOF. Denote H0 : β2 = 0 as Rβ = 0, with R defined in (7.9). The
goodness-of-fit test statistic TN in (7.7) can be equivalently formulated as
TN =
βˆ
′
2(R(Z
′Z)−1R′)−1βˆ2
σ˜2
= Q′Q,
where Q = (R(Z ′Z)−1R′)−1/2βˆ2/σ˜, σ˜2 =
1
N
N∑
i=1
eˆ2i , and {eˆi}Ni=1 are OLS resid-
uals from (7.12). The corresponding bootstrap statistic is then,
T ∗N =
βˆ
∗′
2 (R(Z
∗′Z∗)−1R′)−1βˆ
∗
2
σ˜∗2
= Q∗′Q∗,
where Q∗ = (R(Z∗′Z∗)−1R′)−1/2βˆ
∗
2/σ˜
∗, σ˜∗2 = 1
N
N∑
i=1
eˆ∗2i , and OLS residuals eˆ∗i
stem from (7.13). According to previous arguments for Proposition 1a and
1c,
sup
0<c<∞
|P ((R(Z∗′Z∗/N)−1R′)−1/2
√
NRβˆ
∗ ≤ c)
−P ((R(Z ′Z/N)−1R′)−1/2
√
NRβˆ ≤ c)| p−→ 0.
Since plim(σ˜2) = σ2, sup
0<c<∞
|P (Q∗ ≤ c) − P (Q ≤ c)| p−→ 0 if plim(σ˜∗2) = σ2.
The latter is shown through the following Lemma. Thus, sup
0<c<∞
|P (Q∗′Q∗ ≤
c)− P (Q′Q ≤ c)| p−→ 0 and Proposition 2 is proved.
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Lemma 3 Assume model (7.5) with conditions (A1)-(A6). Under H0 : β2 = 0,
as N →∞, σ˜∗2 p−→ σ2.
PROOF. Note eˆ∗
′
eˆ∗/N = e′e/N − (e′Z∗/N) (Z∗′Z∗/N)−1 (Z∗′e/N). Based
on Proposition 1 and Assumption (A6), it can be obtained that
plim[(e′Z∗/N)
(
Z∗′Z∗/N
)−1
(Z∗′e/N)]
= plim(e′Z∗/N)diag(Σ−111 ,Σ
−1
22 )plim(Z
∗′e/N),
= plim(e′Z1/N)Σ−111 plim(Z1
′e/N)− plim(e′Z∗2/N)Σ−122 plim(Z∗2′e/N),
= plim(e′Z1/N)Σ−111 plim(Z1
′e/N).
Unconditionally, ei is an independently distributed zero mean random
variable. Therefore, Z1′e/N
a.s.−→ 0 and, thus, σ˜∗2 p−→ σ2.
It is worth mentioning that assumption (A1) on the independence of
factor observations ω1, ω2, ..., ωN might be relaxed since the factor has no
impact on the dependent variable under H0. Thus, the asymptotic features
of the test statistic under H0 should not be influenced when allowing
some form of dependent, e.g. serially correlated, factor observations. For
convenience of proving the asymptotic properties of the test statistic under
H0, however, this study relies on (A1) stating independence of {ωi}Ni=1.
Throughout, this section has been focussed on contrasting two para-
metric hypothesis by means of the TN statistic. The implementation
of resampling schemes in case of the nonparametric functional form
β
k
(ωi) in (7.1) is straightforward. Then, as advocated by CF&Y, eˆi is
obtained as eˆi = yi − z′i1βˆ(ωi) in step 1) of RB. Correspondingly, WB
variants will draw e∗i = eˆivi. PB and FB samples are drawn from
{yi − z′i1βˆ(ωi) + z′i1βˆ
(0)
1 ,zi1, ωi}Ni=1 and {yi,zi1, ω∗i }Ni=1, respectively. Finally,
RSS∗1 is calculated analogously to (7.11) instead of (7.8) for all four bootstrap
approaches.
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7.4 Monte-Carlo analysis
This section provides a comparison of the four bootstrap methods by means
of Monte Carlo (MC) experiments. The empirical features of the alternative
designs for resampling TN are investigated by testing the parametric null
hypothesis against a parametric or a semiparametric alternative. Through-
out, MC exercises cover 2000 replications with the number of bootstrap
draws chosen as R = 299.
7.4.1 Simulation design
Specifying regression (7.1) the following data generating model is consid-
ered
yi = β(ωi)xi + ei, β(ωi) = 0.13 + sin(ωi), i = 1, ..., N, (7.14)
where ωi is sampled from the Gaussian distribution. The regressor vari-
ables {xi}Ni=1 are drawn once from the Gaussian distribution and then fixed
over all MC replications. To evaluate size and power features of compet-
ing inferential approaches {yi}Ni=1 are generated according to a sequence of
alternative models indexed by η,
yi =
(
1
N
N∑
i=1
β(ωi) + η
[
β(ωi)− 1
N
N∑
i=1
β(ωi)
])
xi + ei,
where η = 0.05q with q = 0, 2, 4. The constant coefficient model is obtained
for q = 0 whereas the strongest parameter variation is realized in case q =
4. The error terms {ei}Ni=1 in (7.14) are simulated as a normally distributed
variable with mean zero and variance σ2i , where both homogeneous (σ2i = 1)
and heterogeneous (σ2i = 0.8|xi|) variances are considered. MC sample sizes
cover the cases N = 50, 100, 200 and N = 400.
For parametric modeling, the regression
yi = β0 + β1xi + β2xi sin(ωi) + ei,
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is employed such that the constant coefficient model can be formulated as
H0 : β2 = 0. For semiparametric modeling, the kernel estimator (7.10) is
applied to the regression
yi = β1(ωi) + β2(ωi)xi + ei.
The considered null hypothesis is that both β
1
(ωi) and β2(ωi) are con-
stant. Regarding the kernel function, the Gaussian kernel, K(·/h) =
(2pi)−1/2 exp(−0.5(·/h)2), is used where h = 1.06sˆuN−1/5 and sˆu is the stan-
dard error estimate available from the factor observations. For a detailed
discussion of the nonparametric toolkit the reader is referred to Ha¨rdle,
Mu¨ller, Sperlich and Werwatz (2004).
7.4.2 Size features
Table 7.1 shows the empirical size of the goodness-of-fit-tests at the 5% nom-
inal level. Results from parametric and semiparametric modeling are shown
in Panel A and Panel B, respectively. For parametric modeling, not only
bootstrap (RB, WB, PB and FB) schemes for TN and T hcN are considered, but
also their corresponding F - and χ2-approximations.
First consider the results for parametric modeling (Panel A). The RB vari-
ant of TN and the conventional F -test, ((N − K)/N)TN ∼ F (1, N − K),
over-reject the null hypothesis when error terms are heteroskedastic, since
both tests build upon an iid assumption. Under homoskedastic model dis-
turbances, the empirical size is between 0.045 and 0.057 (RB) and 0.046 and
0.051 (F -test). In contrast, under heteroskedasticity of model disturbances
the rejection probabilities of the WB, PB and FB tests increase only slightly.
The empirical size obtained via FB is almost uniformly closer to the nomi-
nal level in comparison with WB and PB. Under homoskedastic model in-
novations WB and PB inference yield empirical size estimates close to the
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Table 7.1: Size estimates
N σ2i = 1 σ
2
i = 0.8|xi|
RB WB PB FB F/χ2 RB WB PB FB F/χ2
A - Parametric alternative: TN
50 .049 .078 .065 .051 .048 .144 .092 .076 .058 .142
100 .045 .064 .059 .047 .046 .161 .077 .072 .054 .159
200 .057 .062 .060 .058 .055 .151 .067 .064 .060 .152
400 .046 .052 .051 .045 .051 .147 .054 .056 .050 .144
T hcN
50 .050 .061 .057 .049 .088 .070 .069 .060 .054 .109
100 .051 .052 .054 .049 .068 .062 .055 .056 .050 .091
200 .058 .059 .056 .057 .063 .067 .057 .057 .057 .075
400 .047 .050 .050 .047 .053 .055 .049 .054 .049 .059
B - Semiparametric alternative: TN
50 .043 .182 .035 .057 - .160 .197 .061 .061 -
100 .051 .175 .030 .057 - .183 .189 .060 .056 -
200 .045 .167 .034 .052 - .198 .158 .042 .055 -
400 .044 .156 .031 .052 - .254 .177 .047 .070 -
This table documents empirical sizes for the TN and ThcN statistic employed under the null
hypothesis of a constant coefficient model against a parametric (panel A) and semipara-
metric (panel B) alternative. MC exercises include RB, WB, PB and FB resampling. In the
parametric case, inferential results for the common F - and χ2-statistic are also provided.
The nominal significance level is 5%. Bold entries indicate violations of the nominal level
diagnosed with 5% significance.
nominal size for N = 400 but tend to over-reject H0 in smaller samples
(N = 50, 100, 200).
With respect to the heteroskedasticity consistent test statistic T hcN , the first
order asymptotic approximation yields empirical size estimates in excess of
the nominal level for small to medium sample sizes. Similar as documented
for TN , WB inference is still oversized in small samples (T = 50). RB infer-
ence under heteroskedastic disturbances remains oversized even for larger
sample sizes (T = 100, 200). Both FB and PB resampling deliver an empirical
size close to 0.05.
Now turn to the results for semiparametric modeling (Panel B). Under
heteroskedastic error terms only PB and FB based inference show valid em-
93
pirical significance levels. While size estimates from PB and FB are mostly
close to 0.05, corresponding quantities from RB and WB are between 0.160
and 0.254 and 0.158 and 0.197, respectively. The slight increase of FB based
rejection frequencies under H0 to 0.07 is an artefact of the set of simulated
samples. Under homoskedastic disturbances PB based inference constantly
under-rejects the null hypothesis with empirical estimates between 0.03 and
0.035. At the same time WB based inference strongly over-rejects under H0
with empirical size estimates between 0.156 and 0.182. In contrast, RB and
FB resampling offer accurate empirical size features.
7.4.3 Power features
Size adjusted power estimates in Table 7.2 are documented for two alterna-
tive scenarios, η = 0.1, 0.2. The nominal significance level of alternative test
procedures is adjusted such that the empirical size is 5%. Since size adjust-
ment is not sensible in case of marked size distortions, power estimates are
not reported for RB based inference of the TN statistic under heteroskedas-
ticity and WB resampling in the semiparametric modeling framework. It
can be seen that power estimates under parametric modeling uniformly ex-
ceed the corresponding estimates obtained from semiparametric modeling.
Overall, adjusted power estimates hint at consistency of all competing test
procedures. Furthermore, for parametric modeling FB yields similar power
properties compared with corresponding first order asymptotic approxima-
tions. For semiparametric modeling RB and PB perform slightly better than
FB under homoskedastic errors. Under heteroskedastic disturbances PB in-
ference is slightly more powerful than FB inference for N = 50.
Summarizing the scope of FB inference in applied functional modelling
we note that among all competing bootstrap schemes FB has most accurate
size features. FB inference is robust against heteroskedasticity and does not
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go along with power loss under an actually functional model (H1).
Table 7.2: Size adjusted power estimates
N σ2i = 1 σ
2
i = 0.8|xi|
RB WB PB FB F/χ2 RB WB PB FB F/χ2
A - Parametric alternative: TN , η = 0.1
50 .066 .061 .060 .064 .065 - .065 .066 .058 -
100 .097 .089 .084 .086 .091 - .078 .081 .084 -
200 .125 .130 .129 .123 .132 - .101 .111 .110 -
400 .233 .228 .231 .244 .232 - .203 .204 .206 -
T hcN , η = 0.1
50 .065 .060 .060 .061 .057 .063 .061 .057 .065 .063
100 .087 .086 .082 .086 .087 .086 .080 .079 .086 .083
200 .127 .125 .125 .123 .126 .105 .104 .111 .109 .109
400 .242 .229 .231 .234 .237 .195 .202 .194 .204 .204
B - Semiparametric alternative: TN , η = 0.1
50 .063 - .058 .057 - - - .056 .053 -
100 .056 - .067 .058 - - - .059 .064 -
200 .077 - .078 .069 - - - .082 .071 -
400 .097 - .099 .088 - - - .103 .089 -
A - Parametric alternative: TN , η = 0.2
50 .131 .116 .119 .118 .134 - .109 .113 .115 -
100 .206 .189 .190 .190 .199 - .172 .172 .180 -
200 .368 .371 .373 .366 .388 - .322 .325 .329 -
400 .691 .679 .678 .698 .689 - .630 .619 .627 -
T hcN , η = 0.2
50 .115 .108 .110 .123 .117 .113 .101 .098 .110 .108
100 .184 .179 .175 .182 .181 .178 .176 .168 .180 .173
200 .365 .373 .364 .360 .367 .325 .326 .318 .332 .333
400 .689 .677 .672 .686 .688 .616 .625 .599 .623 .633
B - Semiparametric alternative: TN , η = 0.2
50 .085 - .077 .079 - - - .088 .077 -
100 .096 - .111 .085 - - - .102 .115 -
200 .169 - .174 .155 - - - .194 .172 -
400 .297 - .313 .284 - - - .333 .289 -
This table documents size adjusted power estimates given η = 0.1, 0.2 for the TN and ThcN
statistic via parametric (A) and semiparametric modeling (B). Size adjustment is addressed
by tuning the nominal level of a test such that the empirical size is 5%. ’-’ indicates that the
provision of adjusted power is not sensible owing to massive size distortions. For further
notes see Table 7.1.
95
7.5 An empirical example
This section provides a simple application of the functional coefficient
model to between regressions of domestic investment on domestic saving.
FH interpret the high SI relation in the between regression for OECD coun-
tries as a signal for low capital mobility. To find other factors than capital
mobility governing the SI relation, they employed the following augmented
between regressions,
Ii = β0 + (β1 + β2wi)Si + ei, i = 1, ..., N. (7.15)
Variables in (7.15) are defined as those in (2.1). The time average wi =
1/T
∑
t w˜it is a measure of some factor characterizing the i-th member of the
cross section. As particular factor variables w˜it entering (7.15), FH use the
rate of population growth, the degree of openness, measured as the sum of
exports and imports in relation to GDP, and log GDP. To diagnose factor de-
pendence, FH refer to the significance of coefficient estimates βˆ2. However,
they could not find that any of the considered factors significantly influences
the link between domestic saving and investment.
A potential drawback of the specification (7.15) may lie in the presumed
linear factor dependence. For this reason, the following functional coeffi-
cient model to the SI relation is implemented,
I˜i = β(w˜i)S˜i + ei. (7.16)
The measure for domestic investment and saving is mean adjusted in (7.16)
so that only the slope coefficient is factor dependent, i.e. I˜i = Ii − 1/N
∑
i Ii
and S˜i = Si − 1/N
∑
i Si. Thus, regression (7.16) is a semiparametric coun-
terpart to regression (7.15). To provide comparable results over alterna-
tive measures w˜it the factor variable in (7.16) is standardized, i.e. w˜i =
(wi − 1/N
∑
iwi)/σ(wi), with σ(wi) being the cross sectional standard de-
viation of wi. Moreover, it is tempting to allow both the constant and slope
96
coefficient in the between regression to be factor dependent. Therefore, the
functional coefficient model is also considered,
Ii = β1(w˜i) + β2(w˜i)Si + ei, (7.17)
where Ii, Si and w˜i are defined as before. Models (7.16) and (7.17) are esti-
mated via kernel smoothing to obtain the corresponding TN statistics. The
null hypotheses for (7.16) and (7.17) are H0 : β(w˜i) = β and H0 : β1(w˜i) = β1,
β
2
(w˜i) = β2, respectively, with β, β1 and β2 being constant parameters.
To investigate the factor dependent SI relation, W97, L68, and O26 with
annual data from 1971 to 2002 are considered. Applying a t-test for β2 = 0 in
regression (7.15), only in L68 the population growth rate and the openness
ratio have significant impacts on the SI relation at the 10% level, with esti-
mated coefficients about−0.055 and 0.053 respectively.2 Thus, similar to the
results in FH, applying common t-statistics the evidence in favor of factor
dependence is rather weak.
Bootstrap p-values obtained from R = 499 RB, WB, PB and FB sam-
ples are documented in Table 7.3. Results from models (7.16) and (7.17)
are shown in Panel A and B, respectively. First of all, RB and WB based
p-values are almost always much smaller than the FB counterparts. These
results are consistent with MC analyses under heteroskedastic error terms.
Since WB turned out to be vastly oversized in semiparametric modeling,
only the results from RB, PB and FB are discussed henceforth.
As can be seen in Panel A of Table 7.3, the SI relation is found to be
significantly affected by the population growth and the openness measure.
Both factors have p-values in L68 and W97 smaller than 10%. Employing
the semiparametric model (7.17) (Panel B), both factor variables impact on
the constant and slope coefficient jointly with 10% significance. Although
log GDP is found to have an insignificant impact on the SI relation (Panel
2The corresponding t-statistics are -2.59 and 2.14.
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Table 7.3: Tests for the factor independent SI relation in between regressions
Factor RB WB PB FB
O26 L68 W97 O26 L68 W97 O26 L68 W97 O26 L68 W97
A: Model without constant
LGDP .194 .345 .639 .072 .693 .774 .188 .667 .832 .353 .559 .820
POPG .150 .002 .010 .070 .000 .002 .257 .120 .096 .333 .036 .040
OPN .731 .060 .000 .824 .158 .020 .874 .329 .074 .804 .220 .018
B: Model with constant
LGDP .343 .034 .078 .092 .168 .112 .255 .200 .339 .355 .132 .168
POPG .505 .016 .014 .323 .024 .034 .509 .202 .146 .577 .078 .034
OPN .752 .006 .000 .475 .006 .000 .577 .042 .030 .810 .010 .006
This table reports RB, WB, PB and FB implied p-values for goodness-of-fit test statistics
(TN ). Three factors are considered: the logarithm of GDP (LGDP), the rate of population
growth (POPG) and the openness ratio (OPN).
A), it affects both the constant and slope coefficient in model (7.17) jointly
with 10% significance according to RB inference (Panel B). This may reflect
partially the influence of GDP growth on the investment rate directly. In
addition, it can be seen that conditional on OECD economies all p-values
via RB, PB and FB exceed 10% for both models (7.16) and (7.17). On the
one hand, this might be due to the reduced power of the test given only 26
observations. On the other hand, this result might reflect the smaller vari-
ation of factor variables in OECD countries, i.e. their relative homogeneity
according to the population growth and the openness of goods markets.
To illustrate the variation of the SI relation, the functional estimates of SI
relation over the support of −2 ≤ w˜i ≤ 2 are displayed for the considered
factors. Since the variations of βˆ
2
(w˜i) from model (7.17) are very similar to
those of βˆ(w˜i) from (7.16), we show only the latter in Figure 7.1. Further-
more, since the SI relation is found unaffected by any considered factors in
O26 and also not affected by log GDP for all samples according RB, PB and
FB based tests (Table 7.3, Panel A), plots in the first row and first column of
Figure 7.1 are not discussed further. Focusing on the local estimates of the SI
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Figure 7.1: Functional estimates of the SI relation conditional on the logarithm of GDP
(LGDP), the rate of population growth (POPG) and the openness ratio (OPN).
relation conditional on the population growth in L68 and W97 (the last two
plots in the second row of Figure 7.1), a clear trending pattern of the esti-
mated SI relation is not observed. However, conditioning the SI relation on
the openness ratio obtains a decreasing functional pattern for L68 and W97
(the last two plots in the bottom row of Figure 7.1). This supports the view
that economies with more integrated goods markets tend to have lower SI
relations.
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7.6 Summary
In this chapter, a new factor based bootstrap approach for functional coeffi-
cient models is introduced to test parameter invariance against a functional
alternative. Modeling the functional coefficient parametrically, the boot-
strap approximation of the distribution of the goodness-of-fit test statistic
is shown to be valid asymptotically under the null hypothesis. The new
bootstrap scheme is shown to be robust against heteroskedastic error dis-
tributions. Furthermore, for small samples factor based inference outper-
forms the wild bootstrap and the pairs bootstrap counterpart that are also
known to cope with heteroskedasticity. When the functional coefficient is
modeled nonparametrically, only tests via FB provide correct empirical size
estimates. Applying functional coefficient model to between regressions of
domestic investment on domestic saving, variations of the saving retention
coefficient given the value of the population growth rate and the openness
ratio is confirmed and illustrated. In the next chapter, the bivariate state de-
pendent FCM is developed to investigate the determinants of the SI relation
in detail.
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Chapter 8
Application of FCM to SI relations
The preceding analyses have shown that the link between domestic saving
and investment exhibits some downward trending behavior and country
specific features. Moreover, profile regressions reveal that the correlation
between domestic saving and investment may be explained conditional on
some economic factor variables. Given the likelihood of parameter variation
over two data dimensions, all empirical approaches followed so far carry
the risk of providing biased results since at most one dimension of potential
parameter dependence has been taken into account. From these observa-
tions, one may refrain from modeling the SI relation by means of econo-
metric specifications presuming some restrictive form of (cross-sectional or
time) homogeneity or state invariance. As a consequence one may alterna-
tively opt for local models where the parameters of interest are given con-
ditionally on some economic state variable measured over both dimensions
of the panel. For these reasons semiparametric models that can be seen as
a bivariate generalization of functional coefficient models presented in the
last chapter are adopted. A further merit of this approach and its local im-
plementation is that it might give valuable information on the accuracy of
the restrictive nature of parametric models.
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This chapter1 is structured as follows: The next two sections introduce,
for convenience, a one dimensional factor models fitting into the frame-
work introduced by Cai, Fan and Yao (2000). While Section 8.1 provides
the time dependent regression for the SI relation, Section 8.2 introduces the
cross-section dependent regression. In Section 8.3 these two perspectives
are combined to formualte the bivariate state dependent FCM. State depen-
dent and invariant model representations are contrasted by means of CV cri-
teria in Section 8.4. The implementation and inferential issues are discussed
in Section 8.5 and 8.6 accordingly. The results for functional estimation is
provided in Section 8.7. Section 8.8 summarizes the main results.
8.1 Time specific regression
To identify cross-sectional evidence for the factor dependency of the SI rela-
tion, the following time specific regression can be considered,
Iit = β1t(w
(t)
it ) + β2t(w
(t)
it )Sit + eit, i = 1, ..., N, (8.1)
≡ yit = z′itβt(w
(t)
it ) + eit,
where β
t
(·) = (β
1t
(·), β
2t
(·))′ and z′it = (1, Sit). The time specific factor mea-
sure w(t)it is defined in a standardized fashion to enable a comparison of the
functional estimates from different factors or time periods. Following this
line, w(t)it = (w˜it − wt)/σt(w˜), where wt and σt(w˜) denote the empirical (time
dependent) cross-sectional mean, wt = 1/N
∑N
i=1 w˜it, and time specific stan-
dard error of w˜it, respectively. Note that wt, t = 1, . . . , T, might be inter-
preted as a factor’s long run time path measured over the cross-section. In
case the sample is as large as W97, wt approximates a factor’s global evo-
1For a different version of this chapter see “A functional coefficient model view of the
Feldstein-Horioka puzzle”, with Helmut Herwartz, University Kiel, Economics Working
Paper 2007-14.
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lution over time. For instance, with regard to the openness variable, wt is
suitable to reflect the world wide trend towards global specialization and
an intensified international exchange of goods.
For estimating the factor dependent parameter vector β
t
(w
(t)
it ), a semi-
parametric estimator similar to the Nadaraya Watson estimator (Nadaraya
1964, Watson 1964) can be obtained as
βˆ
t
(w(t)) = Z−1t (w(t))Yt(w(t)),
where Zt(w(t)) =
N∑
i=1
zitz
′
itKt,h(w
(t)
it − w(t)),
Yt(w(t)) =
N∑
i=1
zityitKt,h(w
(t)
it − w(t)).
In this ‘weighted’ least square estimation w(t) denotes a local point in
{w(t)it }Ni=1 and K•,h(u) = K•(u/h)/h, where K(·) is a kernel function and h
is the bandwidth parameter.
8.2 Cross-section specific regression
Analogously to the FCM for time specific regression in the last section, the
following cross-sectional specific regression can be applied to obtain time-
series evidence for the factor dependent SI relation, i.e.
Iit = β1i(w
(i)
it ) + β2i(w
(i)
it )t+ β3i(w
(i)
it )Sit + eit, t = 1, ..., T, (8.2)
≡ yit = z′itβi(w
(i)
it ) + eit,
where β
i
(·) = (β
1i
(·), β
2i
(·), β
3i
(·))′ and z′it = (1, t, Sit). This model formal-
izes the view that the SI relation responses to (changes of) some underly-
ing factor, w(i)it , characterizing the state of economy i. The inclusion of a
(local) trend parameter within the functional model allows to distinguish
deterministic and time varying measurable economic conditions which are
supposed to impact on the SI relation.
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The inclusion of a deterministic trend term in (8.2) is thought to disen-
tangle deterministic features of the SI relation from factor dependence. To
measure economic states it is natural to represent the factor in some stan-
dardized form so that cross-sectional comparisons are facilitated. Owing
to potential nonstationarity of the time path of a particular factor variable
measured for a specific cross-section member, standardized factors are con-
sidered, i.e.
w
(i)
it = (w˜it − wˆ(hp)it )/σi(gap(w)). (8.3)
In (8.3) wˆ(hp)it is the long run time path of a particular factor variable as ob-
tained from applying the Hodrick-Prescott (HP) filter (Hodrick and Prescott
1997) to w˜it, t = 1, . . . , T . Accordingly, the process w˜it − wˆ(hp)it describes
the ‘factor gap’ for economy i having unconditional (cross-section specific)
variance σ2i (gap(w)). To implement (8.3) with yearly factor observations the
HP smoothing parameter is set to 6.25 as recommended by Ravn and Uh-
lig (2002). Note that the standardized ‘factor gap’ as defined in (8.3) has an
unit unconditional variance. As an alternative for wˆ(hp)it to measure a fac-
tor’s long run time path, one may a-priori also consider a cross-sectional
mean, i.e. wi = 1/T
∑
t=1 w˜it. In case a particular factor variable is nonsta-
tionary, however, it is not clear what wi actually measures and, as such, it
will not be representative for the factor over the entire sample period. In
the opposite case of a stationary factor variable, wi is an efficient approx-
imation of the factor’s ‘steady state’ but the efficiency loss implied by ap-
plying the HP filter might be moderate. Since controlling the time series
features of diverse factor variables over a cross-section as large as W97 is
not at the core of our analysis, the HP filter is preferred as an approximation
of a factor’s long run time path. Along this line one may evaluate local SI
relations conditional on scenarios where a particular factor variable for the
i-th cross-section member is above, close to or below its long run time path.
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Regarding, for instance, the ratio of exports plus imports over GDP as a fac-
tor, states of lower vs. higher ‘openness’ observed for a given economy over
time could be distinguished to evaluate the SI relation locally.
The semiparametric estimator of the factor dependent parameter vector
β
i
(w
(i)
it ) then can be obtained as
βˆ
i
(w(i)) = Z−1i (w(i))Yi(w(i)),
where Zi(w(i)) =
T∑
t=1
zitz
′
itKi,h(w
(i)
it − w(i)),
Yi(w(i)) =
T∑
t=1
zityitKi,h(w
(i)
it − w(i)),
where w(i) denotes a local point in {w(i)it }Tt=1.
8.3 Bivariate state dependent model
Combining both cross-sectional and time dimensional evidence, both di-
mensions of a particular factor variable could be used to formalize a local
view at the pooled regression model as
Iit = β1(w
(i), w(t))
+ β
2
(w(i), w(t))t+ β
3
(w(i), w(t))Sit + eit
≡ yit = z′itβ(w(i), w(t)) + eit
= z′itβ(ω) + eit, (8.4)
with ω = (w(i), w(t)) being a pair of local points in {{w(i)it }Ni=1}Tt=1 and
{{w(t)it }Ni=1}Tt=1 accordingly.
To estimate the factor dependent parameter vector β(ω) in (8.4) we pro-
ceed similar to a trivariate version of the Nadaraya Watson estimator. This
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builds upon the following weighted sums of cross products of observations:
Z(w(i), w(t)) =
N∑
i=1
T∑
t=1
zitz
′
itKi,h(w
(i)
it − w(i))Kt,h(w(t)it − w(t)), (8.5)
Y(w(i), w(t)) =
N∑
i=1
T∑
t=1
zityitKi,h(w
(i)
it − w(i))Kt,h(w(t)it − w(t)), (8.6)
where the components of the bivariate factor variable ωit = (w
(i)
it , w
(t)
it ) have
been defined previously as
w
(i)
it = (w˜it − wˆ(hp)it )/σi(gap(w)), w(t)it = (w˜it − wt)/σt(w˜).
In (8.5) and (8.6) K•,h(u) = K•(u/h)/h, where K(·) is a kernel function and h
is the bandwidth parameter. From the moments given in (8.5) and (8.6), the
semiparametric estimator is obtained as
βˆ(ω) = βˆ(w(i), w(t)) = Z−1(ω)Y(ω). (8.7)
As it is typical for kernel based estimation, the choice of the bandwidth pa-
rameter is of crucial importance for the factor dependent estimates given
in (8.7) (Ha¨rdle, Hall and Marron 1988). For bandwidth selection, Scott’s
rule of thumb (Scott 1992) is used. Since the unconditional standard devi-
ation of the factor variables over both data dimensions is (close to) unity
by construction, the rule of thumb bandwidth is h = (NT )−1/6. With re-
gard to the kernel function, the Gaussian kernel is used, i.e. K(u/h) =
(2pi)−1/2 exp(−0.5(u/h)2). Generally, NT is the number of observations
available for the factor variable. For the practical implementation of the
bivariate kernel estimator in the present case, it has to be pointed out that
owing to missing observations the actual panel used for estimation is un-
balanced for numerous factor variables. For convenience, the latter feature
of the panel is suppressed by the employed notation.
106
8.4 Factor dependent model comparison
State dependent and invariant model representations could be contrasted
by means of CV criteria (Allen 1974, Stone 1974, Geisser 1975), see Sec-
tion 5.2. Since semiparametric estimates could become quite wiggly in the
boundaries of the factor support, CV measures are only provided for those
observations which correspond to ‘regular’ factor realizations such that
cv(mod) =
1
NT
N∑
i=1
T∑
t=1
|yit − yˆit(mod)|I(−2 ≤ w(t)it ≤ 2)I(−2 ≤ w(i)it ≤ 2), (8.8)
where I(·) is an indicator function and mod refers either to state dependent
or independent models.
For the three groups of factors considered in Section 3.2, CV criteria
comparing the merits of local estimates (8.7) against pooled regressions are
reported in Table 8.1. Since the results from model comparison based on
squared and absolute forecast errors are very similar, only CV criteria for the
latter are provided. CV estimates for the semiparametric model are given
in Table 8.1 as a fraction of the pooled regression (state invariant version of
(8.4)) CV statistics.
As can be seen from Table 8.1, the relative performance of the functional
coefficient model (8.4) against the pooled regression differs over the alter-
native cross-sections as well as over the selected factor variables. For in-
stance, used as a measure for capital market segmentation, an economies’
real interest rate differential measured against some world index (INTD, for
details see Section 3.2) does not help to improve the pooled model since the
relative CV measures are close to unity throughout. With only a very few
exceptions, all relative CV estimates are less than unity and thereby indi-
cate some gain in jackknife forecasting offered by the local model. To assess
the significance of the relative measure, one should take into account that,
depending on the cross-section, CV criteria are determined on the basis of
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Table 8.1: Factor dependent model comparison
Factor W97 L68 D29 O26 O15 E11 F16 E14
Group 1
AGE 0.97 0.98 0.93 0.92 0.93 0.94 0.94 0.96
POPG 0.99 0.99 0.98 0.98 0.91 0.93 0.95 0.91
GDPC 0.95 0.94 0.85 0.79 0.89 0.74 0.86 0.75
GVBB 0.99 0.98 0.99 0.96 0.97 1.02 0.92 0.96
GVTT 0.96 0.95 0.94 0.91 0.91 0.86 0.87 0.87
GVIVM 0.96 0.96 0.99 0.97 0.97 0.92 0.95 0.92
GVCE 0.97 0.98 0.92 0.90 0.92 0.85 0.87 0.86
GVCON 0.96 0.97 0.90 0.87 0.89 0.91 0.82 0.84
Group 2
OPN 0.93 0.93 0.93 0.94 0.86 0.91 0.83 0.98
EXPT 0.94 0.94 0.90 0.90 0.81 0.96 0.81 0.97
IMPT 0.90 0.88 0.90 0.89 0.82 0.87 0.84 0.93
INTD 1.01 1.01 0.99 1.00 1.04 1.02 0.98 1.00
Group 3
LGDP 0.95 0.98 0.90 0.89 0.92 0.78 0.74 0.75
This table reports CV criteria (absolute forecast errors) comparing of local estimates (8.7)
against the factor invariant trivariate regression. Semiparametric CV estimates are given as
a fraction of the pooled regression CV statistics.
a very large number of observations (up to 3100 for W97). Thus, moderate
relative measures, varying between 0.90 and 0.97 say, may already signal
a significant improvement of the invariant regression achieved by the local
model. In some cases, the relative CV measures are clearly in favor of the
local model. Conditioning, for instance, the SI relation on (the natural loga-
rithm of) GDP when modeling F16 or E14 relative CV estimates are 0.74 and
0.75, respectively. And the CV estimates are also about 0.74 and 0.75 when
SI relations are estimated conditional on GDP per capita for E11 and E14
accordingly. For the larger cross-sections W97 and L68, it is in particular the
ratio of imports over GDP that provides the strongest improvement of the
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pooled model. For this factor variable the relative CV measures are 0.90 and
0.88 for W97 and L68, respectively.
With regard to model evaluation by means of CV criteria, it is worth-
while mentioning that these statistics indicate overall model performance.
Even if relative CV estimates are smaller than but close to unity it is still
possible that over particular areas of the factor space local estimates differ
significantly from corresponding quantities computed under an assumption
of global homogeneity.
8.5 Implementation
In the last section it has been demonstrated that the factor dependent model
outperforms the factor invariant model. This section discusses further the
implementation of the factor dependent model.
The model formalized in (8.4) offers a local view at the SI relation condi-
tional on a particular economic variable describing the state of an economy
in two directions. As a consequence estimation results could be provided
in terms of three dimensional graphs. However, since our interest here is
focussed on some overall impact of a particular factor on the SI relation, es-
timation results from the model in (8.4) along particular paths of the state
variables are displayed. The latter perspective has the advantage that es-
timation results can be provided in the familiar form of two dimensional
functional estimates. To be explicit, estimates of the following local SI rela-
tions will be shown:
(i) βˆ
3
(w(i) = v, w(t) = −1, 0, 1),
(ii) βˆ
3
(w(i) = 0, w(t) = v), v = −2 + 0.1k, k = 0, 1, 2, . . . , 40.
Conditioning the evaluation of local estimates on states with either w(i) = 0
or w(t) = 0 provides different insights into the determinants of the SI rela-
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tion that allow a classification into short and long run impacts. To get an
intuition for the latter interpretations, the kernel based weighting schemes
in (8.5) and (8.6) is discussed now in some more detail.
• Short run determinants
Conditional on w(t) = 0 local SI relations are evaluated with putting
higher weights on those members of a particular cross-section that
follow closely the cross-sectional time trend (wt), as, for instance, the
globally trending behavior towards an intensified exchange of goods.
Similarly, conditional on positive (+1, say) or negative (−1) values of
w(t), local SI relations are evaluated with those economies getting the
highest weight which are above or below the factor specific trend. As a
particular merit of the semiparametric approach it is noteworthy that
the composition of the latter ‘artificial’ cross-sections is time depen-
dent, i.e. the weighting scheme picks up effects of a country falling
behind or keeping up with the global perspective. Apart from the time
varying kernel weight, Kt,h(•), it is the ‘inner factor variation’ around
its country specific trend that enters the local weighting scheme for
the given country (Ki,h(•)). In this sense, conditional estimates of the
SI relation along (i) exploit short run factor variation. Since short run
factor dependence might differ according to a countries’ position rel-
ative to the cross-sectional average, it is tempting to compare various
local estimates, conditioned upon w(t) = −1, 0, 1 say.
• Long run determinants
Conditional on w(i) = 0, country specific weights Ki,h(•) are the high-
est for those observations where a particular factor realization in coun-
try i is close to the long run time path characterizing this particular
economy. Varying in the same time the location of w(t) = −2, . . . , 2
allows to exploit ‘outer factor variation’ for quantifying local states
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of the SI relation. In this case, the chosen support of w(t) will subse-
quently put high kernel weight, Kt,h(•), on those economies which are
below, close to or above a factor’s overall time path. Since changes
of the latter relative positions are likely to reflect long term economic
conditions or policy strategies, local SI relations conditional on (ii) are
interpreted here as long run characteristics of the SI relation.
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Figure 8.1: Dynamics of the openness ratio. The left hand side panel shows the observa-
tions for the countries in O26 (dashed line) and the corresponding cross-sectional averages
(solid line with stars). The medium panel displays the openness degree of Germany, the US
and Japan (dashed line), and the corresponding long run trend (solid line). The right hand
side panel illustrates the deviations from the long run trend for the given three countries.
• An illustration
These perspectives of factor variation are illustrated for the case of
the openness ratio (measured in %) in Figure 8.1. The left hand side
panel shows time-series of the openness ratio (dashed line) for all
countries in O26 jointly with the time path of the average openness
degree (stars). The latter corresponds to w(t) = 0. For three partic-
ular economies, Germany, the US and Japan, the openness ratio and
it’s corresponding country specific trend (w(i) = 0) are shown in the
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medium panel as dashed and solid curves, respectively. When evalu-
ating long run dependence of the SI relation on openness, factor real-
izations close to the country specific trend enter the kernel regression
with the highest weight. To estimate short run impacts of openness on
the SI relation, factor variation around the long run trend (shown in
right hand side panel of Figure 8.1) contributes to kernel based weight-
ing while in the same time the relative location of a particular econ-
omy within the cross-section is fixed. Given the openness measure
as displayed in the medium panel of Figure 8.1, it is likely that inner
German variations get a higher/lower kernel based weight than fac-
tor variations measured for Japan or the US conditional on a relatively
high/low degree of openness (w(t) = 1/w(t) = −1).
8.6 Inference
In this section, the factor based bootstrap approach introduced in the last
chapter is adopted to infer on factor dependence against a structurally in-
variant model. Instead of the goodness-of-fit test statistic Tn, the confidence
interval of the functional estimates for the factor invariant hypothesis are
obtained by means of FB. The latter inference is of immediate interest since
particular local pathes of the factor are chosen for the functional estimates
in this study. Thus, Tn statistic requiring functional estimates conditional
on every observations of the factors is not suitable. A further merit of using
the confidence interval is that the (non)linear shape of the functional esti-
mates conditional on the local path can be instantaneously visualized. The
adopted approach is implemented along the following lines:
1) The local estimate in (8.7) can be seen as a function of the data and the
112
chosen bandwidth parameter, i.e.
βˆ(ω) = f{yit,z′it, ωit = (w(i)it , w(t)it ), h, i = 1, . . . , N, t = 1, . . . , T}. (8.9)
2) To distinguish the cases of factor dependence and factor invariance
of the SI relation local estimates as given in (8.9) are compared with
bootstrap counterparts
βˆ
∗
(ω) = f{yit,z′it, ω∗it = (w(i∗)it , w(t∗)it ), h, i = 1, . . . , N, t = 1, . . . , T},
(8.10)
where bivariate tuples ω∗it = (w
(i∗)
it , w
(t∗)
it ) are drawn with replacement
from the set of bivariate variables wit = (w
(i)
it , w
(t)
it ). Since sample infor-
mation on the yit and z′it is not affected by the bootstrap the adopted
scheme will disconnect any potential link between the selected factor
variable on the one hand and the SI relation on the other hand. If the
true underlying SI relation is state invariant estimates βˆ(ω) and βˆ
∗
(ω)
are likely to differ only marginally over the support of the state vari-
able.
3) Drawing a large number (for instanceR = 1000) of bootstrap estimates
βˆ
∗
(ω) allows to decide if the null hypothesis of a state invariant SI re-
lation can be rejected at some state ω = (w(i), w(t)). For this purpose,
estimates βˆ
3
(ω) are contrasted with a confidence interval constructed
from its bootstrap distribution βˆ
3
∗
(ω). For this study, the 2.5% and
97.5% quantiles of βˆ
3
∗
(ω) are used as a 95% confidence interval to hold
for the parameter β
3
under the null hypothesis of state invariance. Ac-
cordingly, we regard the actual estimate to differ locally from the un-
conditional relation with 5% significance if βˆ
3
(ω) is not covered by the
bootstrap confidence interval.
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8.7 Results for functional estimation
In this section, results obtained from the state dependent model (8.4) are re-
ported. The discussion will not cover local estimates of the intercept (β
1
(ω))
and trend parameter (β
2
(ω)) of the model. Rather we will concentrate on
the empirical features of the SI relation, i.e. on local estimates βˆ
3
(ω). As
mentioned, the inclusion of a deterministic trend term in (8.4) was meant
to allow an evaluation of factor impacts on the SI relation conditional on
deterministic time features. The local model excluding the deterministic
trend term is also estimated. Explicit results obtained from these exercises
are not provided. It is confirmed that functional relationships turn out to be
invariant in shape under inclusion or exclusion of a deterministic trend vari-
able. For most factors, however, slopes of functional forms were more pro-
nounced for the model without deterministic trend. In addition, evaluating
estimation uncertainty by means of resampling schemes obtains confidence
intervals for the SI relation which are throughout wider for the functional
regression model including the deterministic trend term.
8.7.1 Factors impacting on saving or investment
Age dependency ratio
As displayed in the left hand side panels of Figure 8.2, the age dependency
ratio affects significantly the SI relation in the long run for all displayed
cross-sections of developed countries (E14, F16, E11, O15, O26, and D29).
Conditional on country specific long run trends (w(i) = 0,w(t) = [−2, ..., 2] ),
the empirical SI relation is decreasing in the time specific age dependency
(w(t)it = (w˜it − wt)/σt(w˜)).
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Figure 8.2: Functional estimates of the SI relation conditional on the age dependency
ratio for five selected cross sections. The left hand side panels show the estimated long
run effects βˆ
3
(w(i) = 0, w(t) = v) (solid). Dashed lines are the corresponding 95% confi-
dence intervals. The medium panels display the short run effects for three local paths, i.e.
βˆ
3
(w(i) = v, w(t) = 0) (solid line), βˆ
3
(w(i) = v, w(t) = −1) (dashed or minus line) and
βˆ
3
(w(i) = v, w(t) = 1) (plus line). The right hand side panels show the difference between
two estimated short run effects (solid), i.e. βˆ
3
(w(i) = v, w(t) = 1)− βˆ
3
(w(i) = v, w(t) = −1),
and the corresponding 95% confidence intervals (dashed).
The observed negative impact of the age dependency ratio on the SI re-
lation is consistent with the “Life Cycle Hypothesis” (LCH) suggested by
Modigliani and Brumberg (1954). According to this theory, consumption or
saving is affected by the age distribution of the population. Most house-
holds do not have a constant flow of income over their lifetimes. In order
to smooth their consumption path, young agents should borrow and retired
agents shall finance themselves from their past savings. Therefore, if the age
dependency ratio, the ratio of the dependent population to the working-age
population, is high, the aggregate saving rate shall be low. The latter might
disconnect the links between domestic saving and investment. In the empir-
ical literature (Modigliani 1970, Masson et al. 1998) the influence of the age
dependency ratio on the saving ratio has been mainly confirmed by means
of studies with cross-country or pooled data.
Regarding the level of the functional SI relations, it is worthwhile to
point out that the between estimates given in Table 6.1 are likely not repre-
sentative for the entire cross-sections. For instance, the estimated between
coefficient for E11, βˆ
3
= −0.16, is far below the SI relation measured over
states of a relatively low age dependency ratio. As such, homogeneous
models like the between regression (2.1) run the risk of providing biased
approximations of the link between domestic saving and investment. Note
that this caveat of a homogeneous model formalization may also be illus-
trated with other potential factor variables.
For less developed economies (L68), the estimated SI relation shows a
U-shaped behavior when interpreted as a function of the age dependency
ratio. To explain this evidence, one may conjecture that for less devel-
oped economies age dependency affects saving (consumption smoothing)
and investment (growth prospect) in a more symmetric fashion than im-
plied by the LCH for developed economies. As the most comprehensive
cross-section, the results for the long run SI relation given for W97 can be
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seen as an aggregate over the features of developed (D29) and less devel-
oped (L68) economies with the latter introducing some mild, i.e. insignif-
icant, U-shaped pattern. In sum, the results for W97 underscore that the
negative impact of age dependency on the SI relation dominates according
to the significantly decreasing functional estimates over the factor support
−2 ≤ w(t) ≤ 0.5.
Effects of short run variations in the age dependency on the SI relation
are not observed (medium panels of Figure 8.2). Conditional on (w(i) =
[−2, ..., 2], w(t) = −1, 0, 1) the estimated functional forms are more or less
constant. However, comparing conditional estimates for w(t) = 1 and w(t) =
−1, it turns out that the former are almost uniformly below the latter for
all developed economies. The right hand side panels show the difference
between these two estimated short run effects, i.e. βˆ
3
(w(i) = v, w(t) = 1) −
βˆ
3
(w(i) = v, w(t) = −1), and the corresponding 95% confidence intervals.
The significantly negative difference is confirmed for E11 and F16 over the
supports−1 ≤ w(i) ≤ 1, for O26 and D29 given−2 ≤ w(i) ≤ 1.6, and for O15
over −2 ≤ w(i) ≤ 2.
Similar to the latter results on the short run behavior of the SI relation
conditional on age dependency, analyses conditional on other factors also
reveal that the link between domestic saving and investment is mostly
stable in response to inner country factor variation. For this reason, the
following discussion will focus on the functional relations characterizing
the SI relation in the long run.
Population growth
Following Obstfeld (1986), population growth might govern saving as well
as investment and thereby explain a high positive correlation between the
latter variables. Long run effects of population growth on the SI relation for
W97 are shown in the medium panel of Figure 8.3. Apart from boundary
117
effects, the conditional estimates are well stabilized around the between
estimates βˆ
3
= 0.43 documented in Table 6.1. A clear trending pattern of
the functional estimates cannot be diagnosed.
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Figure 8.3: Functional estimates of the SI relation conditional on per capita income, the
population growth rate and the absolute real interest rate differential. Estimated long run
effects βˆ
3
(w(i) = 0, w(t) = v) are displayed for W97. The solid line shows the point esti-
mates and the two dashed lines are the corresponding 95% confidence intervals.
Per capita income
As a potential measure of an economies’ state of development, the impact
of global variation (W97) of per capita income on the SI relation is shown in
the left hand side panel of Figure 8.3. From a-priori reasoning one may ex-
pect that for a less developed country, the domestic investment ratio is high
in response to high rates of return, and the domestic saving ratio is lower
owing to a high growth prospect. In contrast, for rich industrial economies
with high per capita income, the domestic investment ratio is low because
of low rates of return, and the domestic saving ratio is high owing to a low
growth prospect. Hence, a hump-shaped SI relation is expected conditional
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on an increase of per capita income. Our empirical evidence on the impact
of per capita income on the SI relation confirms the latter considerations
merely to some extent. Conditional on economies having per capita income
above the cross-sectional average (W97), a significantly decreasing trend
is visible from Figure 8.3. Functional estimates, similar to W97 in shape
as well as in level, are found for L68. For the remaining cross-sections a
hump like pattern cannot be detected which might be addressed to a higher
degree of factor homogeneity within these subsamples.
Fiscal variables
Firstly, the government budget balance is considered as a fiscal variable
which might have an influence on the SI relation. A full offset of private
saving to government deficits (Ricardian equivalence) is generally rejected
in the empirical literature. Bernheim (1987) shows that a unit increase in
the government deficit is related with a decrease in consumption of 0.5
to 0.6. This evidence supports the view that government deficits might
be positively correlated with current account deficits, thereby describing
so-called “Twin Deficits”. Based on this argument, we shall expect a
hump-shaped SI relation conditional on an increasing government budget
balance since a high current account imbalance is consistent with a low
SI relation. Although a significant left part of a hump shape is found for
developed economies (D29), a significant influence of the government
budget balance on the SI relation is not observed for W97, as can be seen in
the left hand side panels of Figure 8.4.
In the second place, the influence of the composition of government ex-
penditures on the SI relation is investigated. As can be seen from the up-
per right hand side panel of Figure 8.4, a significantly decreasing estimated
SI relation is obtained for W97 conditional on increasing total government
expenditure. For the remaining cross-sections, similar effects are found.
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A high government deficit spending might higher interest rates, and thus
crowd out private investment and induce an increase in private saving. Fur-
thermore, a partial offset of private saving to government deficit spending
due to the expectation of increasing future tax may provoke a further in-
crease in private saving. Therefore, high government spending might be
related with a low SI relation. When total government expenditures are
decomposed to government capital, current and consumption expenditure
for W97, significantly decreasing functional estimates are also obtained for
the latter two components (the lower right hand side panels in Figure 8.4).
Since government capital expenditure is generally viewed as productive,
increasing future taxes might not be expected, which leaves private saving
unaffected. Therefore, no significant influence of the government capital
expenditure on the SI relation is observed.
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Figure 8.4: Functional estimates of the SI relation conditional on fiscal variables. The long
run effects βˆ
3
(w(i) = 0, w(t) = v) are displayed. The solid line shows the point estimates
and the dashed lines are the corresponding 95% confidence intervals.
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8.7.2 Factors measuring integration of markets
Openness
Conditioning the SI relation on the long run path of an economies’ openness
measured as the sum of imports and exports over GDP obtains significantly
decreasing functional estimates for W97 (Figure 8.5). The latter reflects
that domestic investment is naturally bounded by domestic saving for
a closed economy. Separating W97 in its two divisions D29 and L68,
it is found that the overall trend is most obvious for the group of less
developed economies. The latter impression might mirror that L68 is likely
more heterogenous with regard to country specific degrees of openness.
Considering the 16 OECD members in F16, nevertheless, the decreasing
trend is evident as well. When alternatively decomposing the openness
measure in its two components, exports over GDP and imports over GDP,
we obtain that the common factor results documented for more closed
economies (−2 < w(t) < −1) are most obvious for the import over GDP
measure. At the opposite, for more open economies (1 < w(t) < 2), it
appears to be the export over GDP component having the strongest impact
on the SI relation evaluated conditional on openness. By construction, the
‘openness’ variable is a measure reflecting good markets integration. As
such, our results for the conditional SI relation motivate the view that the SI
relation is perhaps not only reflecting capital market separation as stated by
FH (1980) but also barriers of international trade (Obstfeld and Rogoff 2000).
Interest rate parity
Having discussed the impact of openness as a measure of good markets
integration on the SI relation it is also tempting to relate this relation to
absolute real interest differential approximating capital market integration.
As documented in the right hand side panel of Figure 8.3, a significant
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impact of the absolute real interest rate differential on the SI relation for
W97 is not found in our analysis for the global perspective which is also
representative for all remaining cross-sections. By using the real interest
rate differential, we are aware that this measure might not only correspond
to capital mobility, as argued by Frankel (1992). As another potential mea-
sure of capital mobility, the nominal interest rate differential is considered.
However, significant impacts of this measure on the SI relation are also not
obtained.
8.7.3 Large country effect
As can be seen in Figure 8.6, significantly positive long run impacts of the
log GDP on the SI relation can be diagnosed for developed economies (as
D29 and F16) and W97, thereby supporting a large country effect. A large
country might have a higher SI relation than a small country owing to an
endogenous domestic interest rate. For the cross-section of less developed
economies the large country effect is not confirmed. This might be expected
given that L68 collects small economies by definition.
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To summarize, according to functional coefficient estimation the SI re-
lation is found to be rather stable in the short run, but factor dependent in
the long run. A low SI relation might be due to a high degree of the trade
openness, high age dependency ratio, or high government current and con-
sumption expenditures. In addition, small countries tend to have a lower SI
relation in comparison with larger economies.
8.7.4 Implications
In light of the diagnosed factor dependent nature of empirical SI relations it
is natural to address its’ potential implications. Two issues are discussed in
turn.
Firstly, the increasing integration of capital markets alone does not auto-
matically decrease the correlation between domestic saving and investment.
The integration of global capital markets is necessary but not sufficient for a
high net capital in(out)-flow and thus a low SI relation. The extent to which
the domestic saving and investment are disconnected is depending on vari-
ables as the openness ratio, the age dependency ratio and government cur-
rent and consumptions expenditures according to our analysis. Economies
with high age dependency ratios or high exports have more money to lend
and thus seek internationally the highest return. Comparably, economies
with high government consumption and current expenditures or high im-
ports might have more incentive to borrow internationally at the lowest
costs. For these economies the SI relation may be low.
Secondly, since a low SI relation tend to correspond to a high current
account imbalance, determinants of the SI relation can also be regarded as
determinants of the current account. Based on our results, high government
current and consumption expenditure may induce a high current account
imbalance for most economies. For OECD countries, a high current account
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imbalance might also mirror a high age dependency ratio. Furthermore,
the increasing degree of openness in good markets might provide countries
with the possibility to sustain long run current account imbalances.
8.8 Summary
In this chapter a new framework of bivariate functional coefficient models
is applied to estimate conditional SI relations. The factor based resampling
scheme is applied to address inferential issues. This bivariate functional
approach allows to separate factor dependence of the SI relation in the short
and long run. In the short run, the factor dependent SI relations are found to
be rather stable. In the long run, however, a set of economic factors is found
to impact the SI relation. The latter are an economies’ openness ratio, the
age dependency ratio and government expenditures. Supporting evidence
for the large country effect on the SI relation is also found.
126
Chapter 9
Concluding remarks
The influence on the link between domestic saving and investment mea-
sured as a fraction of GDP has drawn extensive attentions in both theoreti-
cal and empirical literature since Feldstein and Horioka (1980). This thesis
develops a new semi-parametric approach along with factor based boot-
strap inference to analyse the determinants of the saving-investment rela-
tion. Annual data from 1971 to 2002 for eight cross-sections comprising the
world economy, developing countries, the OECD, the EU and the Euro area
are applied.
In Chapter 4 we contrast tests on nonstationarity and bounded nonsta-
tionarity of current account imbalances for 26 OECD countries. The stan-
dard approach of unit root testing by means of the Phillips-Perron statistic
ignores the limited support of current account imbalances expressed as per-
centages of the gross domestic product. Taking account of the bounded
nature of actual current account processes weakens the evidence against the
prevalence of stochastic trends, in every respect. At the aggregate level the
null hypothesis of bounded integration cannot be rejected for the current
account imbalances. Therefore, policy controls or economic crises might
cause mean reverting patterns of CA imbalances on the one hand. On the
other hand, however, they could hide important stochastic features point-
127
ing to unsustainability of the CA for numerous developed economies. The
direct implication of these results is that saving and investment are likely
not cointegrated. The high association between saving and investment may
be partially due to the existence of the bounds on the current account imbal-
ances. Given this evidence, we refrain from viewing error correction models
for saving and investment as derived from a system of cointegrating vari-
ables. Rather we focus on its empirical performance in comparison with
static panel based formalizations of the saving-investment relation.
Performances of various specifications for the saving-investment rela-
tion are compared by means of cross-validation criteria in Chapter 5. From
static model performance it is found that the best performing parametric
description of the saving-investment relation is cross-section specific. Thus,
saving-investment relations might be subject to country specific economic
conditions and policies. Contrasting static and weakly dynamic model for-
malizations we find no hint at the necessity of a weakly dynamic model
specification. This evidence might be due to individual effects governing
investment ratios. Moreover, adding an error correction term in dynamic
models does not improve model performance.
Chapter 6 provides a preliminary view on the empirical features of
the saving-investment relation given our data sets. By means of be-
tween, pooled, cross-sectional and time-series regressions, time decreasing
and country heterogenous estimates of the saving-investment relations are
found. Regressing the estimated cross-section specific saving-investment
relation on potential economic factors, the age dependency ratio and the
openness ratio are diagnosed as influencing the saving-investment relation
significantly. As such, the panel-heterogenous saving-investment relation
might be due to economic state variables, rather than a purely deterministic
feature or some random processes.
Before applying functional coefficient models to analyze the factor de-
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pendency of the saving-investment relation, we introduce the factor based
bootstrap approach to test parameter invariance against a functional alter-
native in Chapter 7. Modeling the functional coefficient parametrically, the
bootstrap approximation of the distribution of the goodness-of-fit test statis-
tic is shown to be valid asymptotically under the null hypothesis. The new
bootstrap scheme is shown to be robust against heteroskedastic error distri-
butions. Furthermore, for small samples factor based inference outperforms
the wild bootstrap and the pairs bootstrap counterpart that are also known
to cope with heteroskedasticity. When the functional coefficient is modeled
nonparametrically, only tests via the factor based bootstrap provide correct
empirical size estimates.
In Chapter 8, the framework of bivariate functional coefficient mod-
els is introduced and applied to estimate conditional saving-investment
relations. This approach enables separating the factor dependence of the
saving-investment relation in the short and long run. In the short run, the
factor dependent saving-investment relations are found to be rather stable.
However, in the long run a set of economic factors is found to impact the
saving-investment relation. The latter are an economies’ openness ratio, the
age dependency ratio and government expenditures. Supporting evidence
for the large country effect on the saving-investment relation is also found.
According to these results, the interpretation of a high saving-investment
relation as a signal for low capital mobility has to be treated with care. Em-
pirically high saving-investment relations could reflect goods market fric-
tion, demographic development or fiscal consolidation rather than being
puzzling.
As an issue for future research, it is tempting to develop theoretic mod-
els to explain the influence of variables such as the openness ratio on the
saving-investment relation.
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Index of Notation
Abbreviations related to models
B(·) stardard Brownian motion
Bc−c0c−c0 (·) regulated Brownian motion
[b, b] nominal bounds of a series
[c− c0, c− c0] standardized bounds of the regulated Brownian motion
Cov(·, ·) covariance function
cv absolute forecast errors
c˜v normalized absolute forecast errors such that cv from the
cross-section specific model is set to unity
cv2 squared forecast errors
c˜v2 normalized squared forecast errors such that cv2 from the
cross-section specific model is set to unity
dp(·, ·) mallows metric of order p
E(·) expectation function
H0 null hypothesis
H1 alternative hypothesis
h bandwidth parameter
Iit ratio of gross domestic investment to GDP in period t and country i
Ii average of gross domestic investment to GDP for country i
I(·) indicator function
K(·) kernel function
max(·) maximum function
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min(·) minimum function
P (·) probability function
p-value probability value associated with test statistics
Sit ratio of gross domestic saving to GDP in period t and country i
Si average of gross domestic saving to GDP for country i
sin(·) sine function
sup supremum or least upper bound
∆ first difference operator∫
integral
| · | absolute value
→ converge to
a.s.−→ converge almost surely to
p−→ converge in probability to
d−→ converge in distribution to
BI(1) bounded integrated of order 1
CF&Y Cai, Fan and Yao
CV cross-validation
DF Dickey-Fuller
ECM error correction model
FB factor based bootstrap
FCM functional coefficient model
FH Feldstein-Horioka
HP Hodrick-Prescott
I(0) integrated of order 0
I(1) integrated of order 1
iid independently and identically distributed
MC Monte Carlo
OLS ordinary least square
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PB pairs bootstrap
RB residual based bootstrap
RSS0 residual sum of square under the null hypothesis
RSS1 residual sum of square under the alternative hypothesis
TN goodness-of-fit test statistic
VECM vector error correction model
WB wild bootstrap
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Abbreviations of economic variables
AGE age dependency ratio (%)
EXPT ratio of exports of goods and services to GDP (%)
CA current account
GDP gross domestic product
GDPC natural logarithm of GDP per capita
GVBB ratio of government overall budget balance (including grants) to GDP (%)
GVCE ratio of government current expenditure to GDP (%)
GVCON ratio of government consumption expenditure to GDP (%)
GVIVM ratio of government capital expenditure to GDP (%)
GVTT ratio of government total expenditure to GDP (%)
IMPT ratio of imports of goods and services to GDP (%)
INTD real interest rate differential(%)
LGDP natural logarithm of GDP
OPN ratio of export plus import to GDP (%)
POPG growth rate of the population (%)
SI saving-investment
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Abbreviations of cross-sections
E11 11 Euro area economies
E14 14 major countries of the European Union
F16 16 OECD countries considered by FH (1980)
D29 29 developed countries
L68 68 less developed economies
O15 15 OECD economies which are not in Euro area
O26 26 OECD countries
W97 97 countries from all over the world;
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Abbreviations of countries
DZA Algeria
ARG Argentina
AUS Australia
AUT Austria
BGD Bangladesh
BRB Barbados
BEL Belgium
BEN Benin
BWA Botswana
BRA Brazil
BFA Burkina Faso
BDI Burundi
CMR Cameroon
CAN Canada
CAF Central African Republic
CHL Chile
CHN China
COL Colombia
ZAR Congo, Dem. Rep.
COG Congo, Rep.
CRI Costa Rica
CIV Ivory Coast
DNK Denmark
DOM Dominican Republic
ECU Ecuador
EGY Egypt, Arab Rep.
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SLV El Salvador
FJI Fiji
FIN Finland
FRA France
GAB Gabon
GMB Gambia, The
GER Germany
GHA Ghana
GRC Greece
GTM Guatemala
GUY Guyana
HTI Haiti
HND Honduras
HKG Hong Kong, China
HUN Hungary
ISL Iceland
IND India
IDN Indonesia
IRL Ireland
ISR Israel
ITA Italy
JAM Jamaica
JPN Japan
KEN Kenya
KOR Korea, Rep.
KWT Kuwait
LUX Luxembourg
MDG Madagascar
MWI Malawi
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MYS Malaysia
MLI Mali
MLT Malta
MRT Mauritania
MEX Mexico
MAR Morocco
MMR Myanmar
NPL Nepal
NLD Netherlands
NZL New Zealand
NER Niger
NGA Nigeria
NOR Norway
PAK Pakistan
PRY Paraguay
PER Peru
PHL Philippines
PRT Portugal
RWA Rwanda
SAU Saudi Arabia
SEN Senegal
SGP Singapore
ZAF South Africa
SPA Spain
LKA Sri Lanka
SUR Suriname
SWZ Swaziland
SWE Sweden
SWI Switzerland
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SYR Syrian Arab Republic
THA Thailand
TGO Togo
TTO Trinidad and Tobago
TUN Tunisia
TUR Turkey
UGA Uganda
UK United Kingdom
US United States
URY Uruguay
VEN Venezuela, RB
ZMB Zambia
ZWE Zimbabwe
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