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The properties related to superconductivity of metal-intercalated, graphene-based, layered
systems exhibit a clear dependence on the number of adjacent graphene layers and the intercalant
species. To the best of my knowledge, however, there are no experimental studies that enable
deeper insights into the physical mechanisms responsible for superconductivity among this
material class. In particular, superconductivity of potassium-intercalated mono- and bilayer
graphene has not been proven yet. This work provides a detailed investigation of the evolution
of structural and electronic properties of epitaxial monolayer graphene on SiC(0001) upon K
intercalation. It is shown that the well-known (2 × 2) superstructure of the K atoms with respect
to the graphene lattice forms below the topmost layer. Moreover, the intercalants accumulate as
well below the buffer layer and induce its effective decoupling from the underlying SiC substrate,
enabling the sample to behave like K-intercalated, quasi-freestanding epitaxial bilayer graphene.
Via local and area-averaging experimental methods, it is determined that the presence of K
atoms causes not only a filling of the Dirac bands of graphene, but also an occupation of
two parabolic interlayer bands. Nevertheless, this highly n-doped phase appears to be stable
at low temperatures only. By means of tunneling spectroscopy measurements of an emerging
temperature-dependent energy gap around the Fermi level, it is shown that K-intercalated
quasi-freestanding epitaxial bilayer graphene is a superconductor below a critical temperature of
Tc = 3.65(2) K, which is also verified by determination of the average electron-phonon coupling
strength on the Dirac bands using angle-resolved photoelectron spectroscopy. Due to several
peculiarities in the temperature-dependent data, the findings are also discussed in terms of gap
anisotropy and the possible existence of multiple gaps. Although a strongly elevated gap ratio of
2∆0/kBTc = 6.19(7) compared to conventional superconductors is determined, strong-coupling
mechanisms appear to be unlikely considering the related electron-phonon coupling strength.
Hence, the unconventional behavior is most likely a consequence of low-dimensional effects.
In particular, this study provides the first investigation of the temperature dependence of the




Die supraleitenden Eigenschaften von Metall-interkalierten, Graphen-basierten Schichtsystemen
sind abhängig von der Anzahl gestapelter Graphenschichten und dem jeweiligen Element, mit
dem die Probe modifiziert wird. Nach meinem Kenntnisstand fehlen jedoch generell experimentel-
le Studien in der einschlägigen Fachliteratur, welche einen tieferen Einblick in die physikalischen
Mechanismen erlauben, die zur Supraleitung in dieser Materialklasse führen. Speziell wurde
Supraleitung in Kalium-interkalierten Mono- und Bilagengraphen bisher noch nicht nachgewie-
sen. In dieser Arbeit werden die Auswirkungen der K-Interkalation auf die strukturellen und
elektronischen Eigenschaften von epitaktischen Graphenmonolagen auf SiC(0001) untersucht.
Es wird gezeigt, dass sich die bekannte (2 × 2) Überstruktur der Kaliumatome bezüglich des
Graphengitters unterhalb der obersten Graphenschicht ausbildet. Die eingebrachten Fremdatome
sammeln sich allerdings auch unterhalb der Pufferschicht an und entkoppeln diese effektiv vom
darunterliegenden Substrat, was dazu führt, dass sich die Probe wie Kalium-interkaliertes quasi
freistehendes epitaktisches Bilagengraphen verhält. Es wird mittels lokaler und flächenmittelnder
experimenteller Methoden gezeigt, dass das Einbringen von K-Atomen nicht nur eine Füllung
der Dirac-Bänder zur Folge hat, sondern auch zwei parabolische Bänder mit Elektronen besetzt
werden. Diese stark n-dotierte Phase ist jedoch nur bei tiefen Temperaturen stabil. Durch
Tunnelspektroskopie-Untersuchungen einer temperaturabhängigen Energielücke, die um das
Fermi Niveau auftritt, kann gezeigt werden, dass es sich bei der Kalium-interkalierten Probe tat-
sächlich um einen Supraleiter handelt, der eine kritische Temperatur von Tc = 3.65(2) K aufweist.
Diese kann durch die Bestimmung der mittleren Elektronen-Phonon-Kopplungsstärke mit Hilfe
von winkelaufgelöster Photoelektronenspektroskopie verifiziert werden. Da die temperaturabhän-
gigen Daten teilweise unerwartetes Verhalten zeigen, wird auch die Möglichkeit von Anisotropie
und das Auftreten mehrerer Energielücken diskutiert. Obwohl verglichen mit konventionellen
Supraleitern ein sehr hoher Wert für 2∆0/kBTc = 6.19(7) ermittelt wird, kann starke Kopplung
in diesem Material nahezu ausgeschlossen werden, wenn man die zuvor bestimmte Elektronen-
Phononen-Kopplungsstärke berücksichtigt. Vielmehr ist das unkonventionelle Verhalten eher ein
Effekt, der auf die Niederdimensionalität der Probe zurückzuführen ist. Insbesondere ist dies die
erste Studie in der die Temperaturabhängigkeit der Energielücke untersucht wird, die für die
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Superconductivity of graphene-based materials regained scientific interest due to the recent
discovery of this property in twisted bilayer graphene. Critical temperatures up to Tc = 1.7 K were
reported by simply twisting adjacent layers by a “magic angle“ of 1.1◦ [1, 2]. Superconductivity
has also been reported for layered, graphene-based systems upon chemical doping via metal
intercalation, with even higher transition temperatures up to 11.5 K for Ca-intercalated graphite
[3,4]. Since the number of adjacent graphene layers can be controlled experimentally, this material
class represents a model system for studying the influence of dimensionality on superconductivity
from the three-dimensional (3D) bulk counterpart graphite of stacked graphene layers down to
the quasi two-dimensional (2D) thin film limit. In the case of Ca-intercalated compounds, the
reported transition temperatures decrease significantly upon reducing the number of adjacent
layers, e.g., Tc = 7 K is found for few-layer graphene [5] and 4 K for the bilayer [6]. Surprisingly,
Li-intercalated bulk graphite is not a superconductor [7], but the few-layer counterpart exhibits
a remarkably high critical temperature of 7.4 K [8]. Contrary, K-intercalated graphite exhibits
superconductivity up to Tc = 0.55 K [9], while the critical temperature of the related few-layer
equivalent (mainly four sheets) is elevated to 4.5 K [10]. This brief comparison reveals that
upon Li and especially K intercalation the relation between the number of adjacent graphene
layers and the critical temperature is reversed to the case of Ca intercalation. Consequently,
the properties of the superconducting state among metal-intercalated, layered, graphene-based
systems show a clear dependence on the number of adjacent layers and the choice of the atomic
species used as intercalants.
Especially in the bulk case of metal-intercalated graphite, superconductivity is believed to
originate from electron-phonon coupling (EPC) of electrons located in the energetically shifted
π∗ bands of graphene and parabolic interlayer (IL) states, which are occupied upon chemical
doping, with vibrations of the graphene lattice and the metal intercalants, whereas low-energy
modes are of particular importance [11–17]. Accordingly, the deviating properties observed
for finite numbers of adjacent graphene layers are attributed to low-dimensional effects that
might alter the EPC strength and the IL state [8, 10]. However, to the best of my knowledge
there are no reports in the literature which would corroborate this interpretation. In particular,
the temperature dependence of the energy gap, which is unavoidably related to the existence
of superconductivity, has only been reported for Ca-intercalated bulk graphite so far, albeit
with contradicting results [18, 19]. Comparable studies regarding a finite number of intercalated
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graphene layers have not come to my attention yet. The understanding of the pairing mechanism
leading to superconductivity in this material class thus remains fragmentary. Moreover, K-
intercalated, graphene-based, layered systems of less than four adjacent carbon layers have not
yet been proven to be superconducting.
Consequently, this study aims at proving superconductivity among K-intercalated, graphene-
based, layered systems for a thickness below four layers, accompanied by a detailed analysis of
essential physical properties to understand its origin. Therefore, samples of epitaxial monolayer
graphene (EMLG) on SiC(0001) are produced and scrutinized, since the superconducting
properties are closely related to the exact number of adjacent graphene layers. Subsequently,
dynamics of the intercalation process are investigated and the final products are characterized
regarding their structural and electronic properties. In particular, superconductivity shall
be proven by examining the existence and temperature dependence of an energy gap via
tunneling spectroscopy, combined with the determination of the EPC strength via angle-resolved
photoelectron spectroscopy (ARPES) to shed light on the responsible pairing mechanism. In
order to avoid misleading interpretations, all experiments on (K-intercalated) EMLG discussed




Graphene consists of a single sheet of sp2-hybridized carbon atoms arranged in a honeycomb
lattice. Each C atom is bound to the three nearest-neighbor atomsa by forming in-plane σ bonds.
The remaining half-filled pz orbitals are localized above and below the sheet. Their overlap leads
to the formation of a delocalized electron system that results in the well-known π bands of
graphene [21].
The unit cell of the hexagonal lattice of graphene, with a lattice constant of aG = 2.461 Å [20], is
composed of two equivalent carbon atoms (A and B) as shown in fig. 2.1(a). The corresponding
Brillouin zone (BZ) is shown in fig. 2.1(b). It contains two inequivalent K points (labeled K
and K′) at the corners of the BZ. The K points are of particular importance for the physical












Figure 2.1: (a) Real-space structure of graphene. The black circles depict different species of carbon
atoms A and B in the unit cell, which itself is defined by the lattice vectors a⃗1 and a⃗2. (b) BZ of
the graphene lattice. Blue arrows depict the reciprocal lattice vectors. The electronic structure of
freestanding (c) single-layer and (d) bilayer graphene at the K and K′ points of the BZ is reprinted
from ref. [23].
The electronic band structure of (single-layer) graphene in the environment of the K points is
shown in fig. 2.1(c) and can be calculated from a tight-binding (TB) approach [21]. The point of
contact between the anti-bonding π∗ bands and the bonding π bands is called Dirac point. It
is situated at every K and K′ point of the BZ. The energy ED of the crossing point coincides
with the Fermi energy, which means that the π∗ bands are unoccupied and the π bands are
fully occupied without a gap between those bands. Therefore, graphene is often referred to
as zero-gap semiconductor or zero-overlap semimetal. The key to the outstanding electronic
aDistance between two neighboring C atoms: ann = aG/
√
3 = 1.421 Å [20].
5
2 Fundamentals
properties of graphene is the linear dispersion relation close to the Dirac point that was first
predicted by Wallace [24]. Accordingly, electrons need to be treated as Dirac fermions giving
rise to the naming of the crossing point.
As already mentioned above, graphene is strictly speaking one atomic layer of graphite. Yet, the
term graphene is also frequently used for bilayers and also few-layer stacks up to ten layers [22].
In this work, monolayer graphene (MLG) and bilayer graphene (BLG) will be of particular
interest.
The electronic structure of BLG can be calculated from a TB approach as well [21, 25]. For this
purpose, Bernal stacking [26] like in 3D graphite is considered. The resulting band structure at
the K point of an ideal bilayer (fig. 2.1(d)) shows two unoccupied parabolic π∗ bands and two
occupied parabolic π bands. The inner bands also come into contact at the Fermi energy EF
without any gap (ideal BLG). The presence of two shifted bands at either side of EF is a result
of the interlayer interaction of the two graphene sheets [21]. Moreover, the number of emerging
π bands directly correlates with the number of stacked graphene layers [22].
Freestanding graphene is thermodynamically not stable, which has been predicted theoretically
[27, 28] and later determined experimentally [29]. However, it is possible to produce stable
graphene sheets (and also multilayer graphene) on various substrates by a variety of different
methods [30]. In particular, quasi-freestanding graphene sheets can be achieved that are stabilized
by van der Waals bonding to an underlying substrate [22, 31]. Hereby, the electronic interaction
between graphene and the substrate are sufficiently weak, so that the intrinsic electronic
properties of a hypothetically freestanding graphene sheet are largely preserved.
2.2 Epitaxial Graphene on SiC
A widely used method for producing large area quasi-freestanding graphene is the thermal
desorption method from a silicon carbide (SiC) crystal. Annealing of the SiC crystal at T >
1100 °C leads to desorption of Si atoms from the topmost surface layers. The remaining carbon
atoms rearrange in the hexagonal graphene lattice [32]. SiC crystallizes in different polytypes [33],
where 4H- and 6H-SiC are commonly used for the production of epitaxial graphene. The SiC(0001)
surface forms a hexagonal lattice with a lattice constant of 3.0806 Å at 297 K [34], which is
independent of the polytype.
Graphene can be grown on both, the C-terminated SiC(0001) and Si-terminated SiC(0001)
surface. While the number of graphene layers is difficult to control on the C face [22], the
graphene samples used in this work are grown on the Si-terminated surface. The homogeneity of
graphene grown in ultra-high vacuum (UHV) conditions is limited on both faces [22]. Better
results for monolayer and few-layer graphene systems can be achieved by heating the samples in
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Figure 2.2: ARPES of the valence
band structure at the K point of the
SBZ of epitaxial (a) mono- and (b) bi-
layer graphene on SiC(0001). Orange
lines depict the Dirac energy ED. Red
dashed lines show fitted spectral func-
tions from TB calculations. Reprinted
from ref. [22].
an Ar atmosphere at 1600 °C [32, 35], where the number of layers can be controlled by variation
of the annealing time. Details on the exact procedure used for the sample preparation in this
work are given in sec. 3.3.
The sublimation of Si atoms from the Si-terminated face leads to the formation of a carbon-rich
SiC layer on top of the sample. This layer is still covalently bound to the SiC substrate [36–38].
Further annealing results in a new deeper lying carbon-rich layer, which allows the uppermost C
atoms to rearrange in the desired sp2-hybridized graphene structure. The carbon-rich SiC layer
is therefore often referred to as buffer or interface layer.




3)R30◦ surface reconstruction in relation to the SiC lattice
that results from the lattice mismatch between SiC and graphene layers [39]. The origin of this
reconstruction has been debated for a long time [22], because some experimental techniques,
especially scanning tunneling microscopy (STM), suggested that a description considering a
smaller (6 × 6) superstructure with respect to the SiC lattice should be sufficient [38, 40].
Electronically, this buffer layer does not exhibit any evidence of graphene-like π bands at the K
point according to ARPES measurements [22, 31]. Even though the C atoms of the buffer layer
are arranged in a graphene-like manner, the covalent bond to Si atoms hinders the formation
of a delocalized hexagonal π-electron system, while the σ bonds are preserved [22]. For this
reason, the buffer layer is also referred to as “zero-layer graphene (ZLG)“ [41, 42]. The counting
of graphene layers starts with carbon layers placed on top of the buffer layer.
In fig. 2.2(a) the band crossing at the K point of the surface Brillouin zone (SBZ) of the
first monolayer of graphene above the buffer layer, as measured via ARPES, is shown. The
crossing point, however, is shifted below the Fermi level to ED = −420 meV. This is a result
of a non-negligible charge transfer from the SiC substrate to the graphene layer [43]. Thus,
epitaxial graphene on SiC(0001) is intrinsically n-doped by an additional charge carrier density
of n ≈ 1 × 1013 cm−2 that is independent of the preparation procedure, the polytype, and the
doping level of the substrate [22].
In an epitaxially grown bilayer system on SiC, the resulting band structure is not explainable by
a simple shift of the Dirac point below the Fermi level. In fact, the charge donated from the
7
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Figure 2.3: (a) Band structure of epitaxial BLG
near the K point with (solid lines) and without
(dashed lines) a band gap. Colors are related to
contributions of different carbon atoms A and
B to the electronic structure that are located in
the top (T) or bottom graphene (B) layer. (b)
Site-resolved density of states (DOS) of epitaxial
BLG that exhibits a band gap at the K point.
Reprinted from ref. [45].
substrate causes a shift of ED as can be seen in fig. 2.2(b); at the same time a gap is opening
between the two inner bands. This is a consequence of a dipole field induced between the depletion
layer of the SiC substrate and the charge predominantly located in the first layer above the
buffer layer. Hence, the two graphene layers are inequivalent in terms of charge and electrostatic
potential, which results in the observed gap [23]. Nonetheless, the total amount of charge,
donated from the substrate to the bilayer system,b remains equal to the case of EMLG [41].
Thus, the Dirac point is located closer to the Fermi level (ED ≈ −300 meV) compared to the
monolayer case [22].
There are many theoretical and experimental studies claiming that epitaxial bilayer graphene
(EBLG) on 6H-SiC(0001) shows Bernal (AB) stacking, where two adjacent layers are laterally
displaced like in bulk graphite, rather than AA stacking, where the carbon atoms of adjacent
layers are placed at the exact same lateral position. However, the experimental proof was
recently provided by Razado-Colambo et al. [44], who also report that the distance between the
first graphene layer and the buffer layer is smaller while the interlayer spacing of the adjacent
graphene layers is larger than the interlayer distance of bulk graphite (3.35 Å) [44].
The band structure close to the K point of EBLG can be calculated from a TB approach
by applying a potential energy difference across the films [41]. As presented in fig. 2.3(a), an
electronic gap is apparent in the calculated band structure (solid lines) that is not expected for
freestanding bilayer graphene (dashed lines). The former touching bands develop a Mexican-hat-
like dispersion near the band edges [25,45]. A recent ARPES study investigating 1.2 monolayers
graphene on SiC(0001) revealed that this dispersion is overestimated. The band is rather flat
(dispersion < 2 meV for ±0.017 Å−1) and intense in the ARPES data near the K point [42]. This
observation will become important later in this work.
As already mentioned above, the graphene lattice is describable by two different sublattices of A
and B atoms (cf. fig. 2.1). In Bernal stacked bilayer graphene an A atom of the top layer (AT ) is
located above a B atom of the bottom layer (BB), while the A atom of the bottom layer (AB) is
located at a hollow site of the top hexagonal lattice. The band structure shown in fig. 2.3(a)
also indicates where the respective bands are located in real space [46]. The flat dispersion in
the band structure leads to van Hove singularities that strongly increase the density of states
balso for higher numbers of graphene layers
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(DOS) at the gap edges [47], as shown in 2.3(b). The locally resolved contributions to the total
DOS will be of particular importance for the interpretation of tunneling spectra in this work.
SiC is a semiconductor with a relatively large band gap of about 3 eV [48,49].c Its conduction
and valence bands are energetically well separated from EF and ED of epitaxial bilayer graphene
[23, 50].d Therefore, Ohta et al. conclude that EBLG on SiC(0001) can be treated as a two-
dimensional semimetal, because the bilayer graphene states are practically decoupled from the
substrate [23].
2.3 Doping of Graphene Compounds
The electronic properties of graphene, bilayer (few-layer) graphene, and also graphite can be
modified. For instance, the band gap of epitaxially grown bilayer graphene on SiC(0001) is tunable
by gating [51] or chemical doping [23]. In this thesis, particular attention is placed on chemical
doping methods. For example, p-doping can be realized by deposition of the acceptor molecule
F4TCNQe on epitaxial mono- and bilayer graphene to compensate for the intrinsic doping
induced by the SiC substrate, such that charge neutrality can be achieved for graphene [52,53].
The latter can also be realized by hydrogen intercalation, where the dangling Si bonds that are
covalently bound to C atoms of the buffer layer are saturated with hydrogen. Consequently, the
C atoms of the buffer layer are detached and create an additional graphene layer [54].
In this work, the main focus is placed on n-doping methods upon intercalation of alkali metal
and alkaline earth metal atoms that potentially promote the appearance of superconductivity
of graphene. In particular, the properties upon potassium (K) intercalation shall be discussed
in comparison to lithium (Li), calcium (Ca), and rubidium (Rb) intercalation as well as in
dependence of the number of graphene sheets. The first part of this section focuses on the
discussion of highly ordered structures of the intercalants that are reported to appear for different
numbers of carbon sheets ranging from BLG up to the bulk limit (graphite). The second part
deals with the particular intercalation dynamics of thinner epitaxial graphene films on SiC(0001),
where the comparison to further atomic species of intercalants is necessary.
Graphite intercalation compounds (GICs) have been extensively studied in the past. The K
atoms (also Rb) form of a lateral (2 × 2) structure with respect to the graphene lattice [55] as





3)R30◦ superstructure with respect to the graphene lattice [3, 55]. The
same lateral structures are observed for intercalated (epitaxial) few- and bilayer graphene (K [56],
Rb [57], Li [58], Ca [58]). However, the metal atoms intercalating graphene monolayers on various
substrates did in most cases not exhibit any highly ordered lateral structure [59–61]. Only one
c Slight variations occur for different polytypes.




















Figure 2.4: (a) Top view of the real space of K-intercalated graphene. K atoms (red circles) are
located at hollow sites of the graphene lattice (black). The unit cell that describes the entire lattice
is defined by the vectors 2a⃗1 and 2a⃗2 (green) which are twice as large compared to the graphene unit
cell (blue). (b) The SBZ of the K-intercalated graphene lattice (red) shrinks compared to the BZ of
the graphene lattice (gray) due to the reduction of the reciprocal lattice vectors (green) compared to
the graphene lattice (blue).
recent study achieved a (2 × 2) superstructure of Rb atoms deposited on a monolayer graphene
sample on SiC(0001) produced by prior hydrogen intercalation of the buffer layer [62].
The carbon sheets of bulk graphite crystals are usually stacked in an AB (Bernal) manner [55] and
bound by weak van der Waals forces, with a layer separation of ≈ 3.35 Å [63]. Upon intercalation,
where the metal atoms penetrate between the single graphene sheets, the distance of two adjacent
graphene layers increases. Due to the different size of the metal ions, the interlayer spacing
takes different values, e.g., 5.4 Å for K [64] and 4.5 Å for Ca [65]. Furthermore, it was reported
that intercalation causes a change from AB to AA stacking [4], allowing the metal atoms to be
attached to the hollow sites of the honeycomb lattice of both neighboring sheets. In so-called
stage-1 GICs every interspace between adjacent graphene sheets is populated with intercalants.
Due to the consequential stoichiometry, the (2 × 2) superstructure is mostly referred to as MC8




3)R30◦ superstructure is referred to as
MC6 (here: M=Li, Ca). According to Emery et al., the type of arrangement of the metal atoms
is closely related to the interlayer distance. In particular, MC8 is formed for interlayer distances
d > 5.3 Å, while the more densely packed MC6 arrangement emerges for smaller distances [65].
Theoretical calculations of metal intercalants between two carbon sheets of freestanding bilayer
graphene suggest that AA stacking is always more stable than AB stacking, with slightly
modified interlayer distances compared to GICs [66]. Additional consideration of a SiC substrate
in the theoretical models causes a notable decrease of the interlayer distance, as shown for the
particular case of K-intercalated epitaxial graphene [67].f The fact that there is only one layer of
metal intercalants between two graphene sheets leads to a modified stoichiometry of 16 and 12
f Note that in the work of Kaloni et al. a different nomenclature is used. There, the term bilayer graphene on SiC
refers to two carbon layers, where the lower C sheet is covalently bound to the SiC substrate (denoted as buffer
layer in this work). Therefore, the case of epitaxial bilayer graphene in this thesis needs to be compared to
trilayer graphene of the calculations in ref. [67].
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respectively. Therefore, metal-intercalated bilayer graphene is referred to as C8MC8 and C6MC6,
respectively.
While theoretical approaches presume that the M atoms are trapped between both graphene
sheets of BLG, it is still under debate where the intercalated atoms actually reside, namely, on
top of the graphene bilayer, in the graphene-graphene interlayer, or even in the graphene-buffer
interlayer. For Li-intercalated BLG on SiC(0001), where a change from Bernal to AA stacking
was observed [68], intercalants are assumed to accumulate between the graphene sheets, which
was concluded from the absence of an ordered structure of Li-intercalated EMLG on SiC(0001),
however, under the assumption that M atoms could only adsorb on top or between buffer and
graphene layer [7, 58, 69]. Kanetani et al. assume that C6CaC6 fabricated by substitution of the
highly ordered Li-intercalated structure exhibits the same adsorption sites [58]. On the contrary,
in a recent study, in which Ca was directly intercalated (without substitution of Li) into the
epitaxial BLG, Endo et al. revealed that there is no stacking shift and the Ca atoms are placed
in the graphene-buffer interlayer [70]. Thus, the location of the metal intercalants is still under
debate. Moreover, it is still unclear how atoms can pass the impermeable graphene layer during
the intercalation process. It was suggested that they pass at boundaries of different domains
since the films consist of areas with variable thickness [71].
Besides structural modifications, the intercalation of alkali metal and alkaline earth metal atoms
into graphene-based systems causes significant changes of the electronic structure. The donation
of additional charges to the graphene sheets leads to an occupation of formerly unoccupied
electronic levels. Consequently, the Dirac point at ED shifts to higher binding energies away
from the Fermi level EF . As presented in tab. 2.1 (first row), the experimentally determined
values of ED for the highly ordered superstructures of GICs exhibit a clear dependency on the
intercalant atom species used. This is a direct consequence of the ionization potential of the
respective metal, but does also depend on the particular atomic size, the consequential layer
separation and, thus, the superstructure. The reported shifts of the Dirac point seem to be even
more pronounced in the case of EBLG as shown in the second row of tab. 2.1, although the
ratio of metal intercalants to carbon atoms is smaller in this case. This implies that other effects
besides sole charge donation play a crucial role in the intercalation process. In particular, no
value for the highly ordered superstructure of K-intercalated EBLG has been reported thus
far.
Table 2.1: Comparison of experimentally determined Dirac energies ED reported in the literature
for highly ordered structures of different atomic species between graphite and bilayer graphene.
References are provided for each value.
ED(Li) ED(Ca) ED(K) ED(Rb)
GIC 0.825 eV [72] 1.0 − 1.5 eV [17] 1.35 eV [72] n/a
BLG 1.4 eV [58, 69] ≈ 2.0 eV [58] n/a 1.0 eV [57, 73]
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Ohta et al. reported a gradual shift of the Dirac point of EBLG to higher binding energies upon
increasing potassium concentrations [23]. Interestingly, the energy gap of pristine EBLG (0.005
electrons per unit cell), already mentioned above, closes for higher potassium concentrations
(0.0125 electrons per unit cell) and reopens upon additional increase (0.035 electrons per unit
cell). This phenomenon can be explained by different charge carrier concentrations in the adjacent
graphene layers and the consequentially induced electrostatic field [43]. At the highest reported
electron concentration, the Dirac point is located at about 0.6 eV below the Fermi level, while no
structural order of the intercalants is mentioned. Additionally, Ohta et al. propose an increased
overlap of the π bands of adjacent graphene layers for higher electron densities [23].
Besides the shift of the Dirac point, an additional filling of IL bands is reported for some
intercalation compounds. Those bands develop from originally unoccupied bands of (stacked)
graphene or graphite that originate from wave functions that are localized between adjacent
graphene layers. Moreover, IL bands exhibit a parabolic dispersion located at the Γ point with a
circular Fermi surface [7]. Those bands were reported for C8RbC8 [57] and C6CaC6 [74], while in
the latter case a dispersion along k⊥ was determined via ARPES, which depicts that IL bands
exhibit a 3D character.
If compounds exhibit an ordered lateral superstructure upon intercalation, an additional effect
occurs that modifies the electronic structure, especially when monitored via ARPES. As shown
in fig. 2.4(b) at the example of a (2 × 2) superstructure, the enlarged unit cell in real space
causes a reduction of the SBZ size in momentum space. Consequentially, the electronic bands
are folded back into the smaller SBZ. Upon symmetry considerations that will be given in detail
in sec. 4.2, in the case of an additional (2 × 2) superstructure the K point of the former SBZ
is folded back to the K point of the smaller SBZ. Additionally, for this superstructure the M
point appears also at the Γ point of the SBZ. This effect has been shown experimentally for





respect to the graphene lattice of Ca and Li intercalation compounds causes similar effects. Due
to the different symmetry, however, the K point is folded back to the center of the SBZ as shown
via ARPES measurements for Ca and Li [58,69].
For Li [75,76] and Cs [77] intercalation of EMLG (without annealing), ARPES data recorded
near the K point of the SBZ shows two occupied π bands with its Dirac points both shifted to
higher binding energies compared to the pristine sample. This is unexpected, because EMLG
samples possess only one graphene sheet that can be doped by the intercalant atoms and,
accordingly, only one π band should be observed. Upon intercalation of EMLG with atoms
other than Li and Cs, indeed only one π band is observed with ED shifted to higher binding
energies (Na [78], Rb [77], Eug [79]) or even no modifications compared to the pristine sample
(Al [80], Yb [81, 82]). Upon mild annealing (T ≲ 500 °C), however, the electronic structure
appears qualitatively similar for all mentioned intercalants. Two π∗ bands are observed in all
gGap observed in as-deposited and slightly annealed sample.
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cases, one located at the position comparable to the pristine sample and one at significantly
higher binding energies, whereas the absolute values of ED of the high-binding-energy band differ
for different intercalants. Further annealing at T ≳ 500 °C is reported to result in an electronic
structure comparable to the pristine sample with only one observed π∗ band, but in some cases
slightly shifted to even lower binding energies [80].
Especially the observed electronic structure that emerges upon mild annealing is in most studies
explained by penetration of metal atoms into the interlayer between the SiC substrate and
the buffer layer. Consequently, the buffer layer is effectively decoupled from the SiC substrate
and, thus, develops graphene-like π bands [78, 81, 83] similar to hydrogen intercalation [31], but
strongly n-doped. This argument is often supported by vanishing diffraction features that are
usually assigned to the structure of the buffer layer of in the pristine sample. Additional features
that suggest a highly ordered structure of the intercalants are not observed at this stage [80, 81].
In several cases this is accompanied by a shift of the C 1s core level component assigned to
carbon atoms of SiC to lower binding energies (e.g., Cs [77], Na [78], Al [80]), but is not always
apparent (e.g., Rb [77]).
The buffer layer decoupling was proven experimentally via intercalation of ZLG with ytterbium
(Yb) [84] and terbium (Tb) [82]. There, a single π band is observed with a Dirac point at binding
energies comparable to high-binding-energy band in the mildly annealed samples. In the case of
Yb intercalation of ZLG, the diffraction features assigned to the buffer layer do not vanish, but




3)R30◦ superstructure with regard
to the graphene lattice appeared in the diffraction pattern [84].
Theoretical calculations further substantiate the experimental observations using the example of
Yb-intercalated EMLG [85]. In particular, the electronic structure of the mildly annealed sample
can be assigned to a configuration, where Yb atoms are solely located between the SiC and the
former buffer layer. If the atoms also populate the interspace between both graphene layers,
the π band at low binding energies is shifted to higher values, so that the energy difference
between the Dirac points of both π bands is small. Similar results are also achieved with density
functional theory (DFT) calculations of Li-intercalated EMLG [76].
It is likely that decoupling of the buffer layer might also occur in EBLG samples when the
dopant concentration is large enough. The effect of buffer layer decoupling upon K intercalation
of EMLG has not been observed yet. Bostwick et al. determined a rigid shift of the Dirac point
to higher binding energies that scales with the K content [86,87]. Yet, in this study the K atoms
were deposited at low temperatures of about 20 K [86,87].
In summary, the number of adjacent graphene layers, the substrate, the intercalant species,
and annealing of the sample all have a significant impact on the resulting electronic structure
of the graphene-based systems upon metal intercalation. Therefore, a thorough consideration
and characterization of all influencing factors is mandatory for a comparison of similar systems.
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Some metal-intercalated graphene-based materials are reported to be superconductors. Thus,
relevant general aspects of superconductivity are reviewed in the following, before the specific
properties of graphene-based superconductors are discussed.
2.4 Superconductivity
Superconductivity is a quantum mechanical phenomenon characterized by two macroscopically
traceable effects. Firstly, the electrical resistance of superconducting materials drops down to
zero at a certain temperature [88]. Below this critical temperature Tc, the resistance remains
unmeasurable and the specimen behaves like an ideal conductor [89]. Secondly, in 1933 Meissner
and Ochsenfeld discovered that the magnetic field within a superconductor is always zero,
independent of the applied cooling procedure [90]. Superconductors therefore act like perfect
diamagnets which is not to be confused with merely ideal conductivity. If an external magnetic
field is applied to a hypothetical ideal conductor (but not a superconductor) below Tc, according
to Lenz’s law a current is induced that generates a magnetic field of opposed direction. Hence,
the effective field within the ideal conductor is zero. The situation changes if the magnetic field
is applied at T > Tc. Due to the finite resistivity, the magnetic field penetrates into the ideal
conductor. Upon subsequent cooling below Tc, the magnetic field remains in the specimen [89].
2.4.1 Microscopic Theory of Classical Superconductors
The statements provided in this section are adapted from refs. [89,91], if not referenced other-
wise.
The first theory of superconductivity based on microscopic mechanisms was presented by Bardeen,
Cooper, and Schrieffer and is therefore called BCS theory [92,93]. It is based on an attractive
interaction of two electrons via phonon coupling within a solid.
Below the critical temperature, an electron with wave vector k⃗1 moving through the solid is
able to excite a lattice vibration (phonon) with a wave vector q⃗ that did not exist before.
Consequently, the electron occupies a new state with the wave vector k⃗
′
1 = k⃗1 − q⃗. A second
electron with k⃗2 can absorb the phonon q⃗ almost instantly and it follows that k⃗
′
2 = k⃗2 + q⃗ due
to momentum conservation. The total momentum adds up to





This mechanism is only possible if the electronic state with the wave vector k⃗
′
1 is unoccupied.
Therefore, this process can only occur in a small region of the k space around the Fermi surface.
The thickness 2∆k of the spherical layer in k space, where an attractive interaction of two




































Figure 2.5: (a) Electron pairing mechanism according to the BCS theory. Attractive interactions
are possible within a spherical layer with a thickness of 2∆k near the Fermi surface by virtue of a
phonon q⃗. (b) Population of electronic states in the normal conducting (nc) state (left) and formation
of electron pairs in the BCS ground state leading to the superconducting (sc) state (right). (c) DOS
of a superconductor near the Fermi level. Adapted from ref. [89].
interaction of two fermions is enhanced with increasing overlap of the spheres of each electron
in momentum space and reaches its maximum when those spheres perfectly coincide. This is
the case when the total momentum is zero and thus the electron pair (k⃗, −k⃗) scatters to a
state (k⃗
′
, −k⃗′) via phonons.h Those attractively interacting electron pairs (k⃗, −k⃗) are called
Cooper pairs. Upon pairing, the electrons condensate in an energetically more favorable ground
state. Due to the boson character of the Cooper pairs (composed of two fermions), all paired
electrons are able to occupy the same state as illustrated in fig. 2.5(b). Electronic single-particle
excitations have to be provided by Cooper-pair breakup, i.e., an energy of at least 2∆0 is
required. Consequently, superconductors exhibit a symmetric energy gap of 2∆0 around the
Fermi level. The general expression for the DOS ρsc(E) of a superconductor can be deduced from
the requirement that during the transition from the normal-conducting to the superconducting
state the total number of states has to be conserved. In consideration of the single-particle
kinetic energy ξ (with regard to the Fermi level) that is defined by E =
√︂
ξ2 + ∆20 the DOS in
the superconducting state at T = 0 can be expressed via [91]













where ± accounts for the occupied and unoccupied branches of the DOS. Usually, ρnc(E) is
assumed sufficiently flat in the region of the Fermi level (ρnc(ξ) ≈ ρnc(EF = 0) = const.). On
that basis, ρsc(E) simplifies to [89,91]




The resulting DOS is presented in fig. 2.5(c). There are no contributions to the DOS within the
energy gap and further two sharp singularities (coherence peaks) located at ±∆0.
hNote that the interacting electrons carry opposite spin directions.
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While the gap parameter ∆0 refers to T = 0 K, the actual gap ∆(T ) exhibits a dependency on











ε2 + ∆2(T )
2kBT
⎤⎦ , (2.4)
where V is the interaction potential of pairing electrons and kB is the Boltzmann constant.
Instead of solving this implicit formula numerically, an approximative relation is used in this
work that is sufficient to satisfy the gap equation with regard to experimental errors [94]:











For T → 0 K the gap parameter tends towards ∆0, while the size decreases with increasing
temperature and vanishes entirely for T ≥ Tc . Within the limitations of the BCS theory there




The BCS theory considers isotropic interactions with spherical wave functions of the Cooper
pairs (angular momentum equals zero). The pairing mechanism is therefore referred to as s-wave
pairing in the literature. However, some superconductors exhibit different pairing symmetries.
For instance, d-wave pairing leads to an anisotropically altered DOS around the Fermi level
with electronic states even within the gap [95] and further a modified gap ratio of 4.28 [96].
2.4.2 Eliashberg Theory
The statements given in this section are adapted from ref. [97], if not referenced otherwise.
Even if the BCS theory provides a qualitative explanation for superconductivity on a microscopic
basis, its quantitative predictions deviate for actual superconductors. This stems from the fact
that the characteristic phonon energy ℏω considered in this model is much higher than the
typical superconducting energy kBTc. To overcome those deviations, Eliashberg introduced an
enhanced theoretical model in 1960 by using a formal Green’s function approach that takes
strong electron-phonon interactions into account [98]. A detailed discussion of this theory is
beyond the scope of this thesis. Nevertheless, some assumptions and conclusions will be discussed
in the following.
The main idea of the Eliashberg approach is to apply a spectral function α2F (ω) that includes the
interaction between electrons and phonons. Thereby, α2(ω) describes electron-phonon coupling
(squared because two electrons are coupled) and F (ω) the phonon distribution. In general, α2F (ω)
can also exhibit an explicit k⃗ dependence in materials with anisotropic phonon dispersions. As
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with λk⃗ ≡ λk⃗(ω → ∞) at a given k⃗, which is also referred to as EPC constant in the literature.
To additionally account for the effective electrostatic repulsion between coupled electrons, the
dimensionless Coulomb pseudopotential µ∗ is introduced. The improved theory predicts that
the energy gap shows a frequency dependence ∆ = ∆(ω). This modifies the shape of the
DOS compared to BCS theory. However, the DOS within the gap remains zero, whereas the
appearance outside the energy gap alters slightly.
The mass enhancement factor and the Coulomb pseudopotential are related to the critical
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, (2.8)









Values of µ∗ typically range from 0.10 to 0.15 [101]. The McMillan formula is also valid in the
BCS limit of weak electron-phonon coupling, but the stronger the coupling gets, the larger are
the deviations from the BCS theory. Therefore, the Eliashberg theory is often referred to as
strong-coupling theory, where the term „strong coupling“ implies that the phonon energies are
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(2.10)
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Moreover, the fixed gap ratio of the BCS theory in eq. (2.6) is also modified by strong coupling
















2.5 Phonons of Graphene
Since quantized lattice vibrations (phonons) of a solid mediate superconductivity, the phonon
properties of graphene shall be reviewed here. The calculated phonon dispersion of a single
freestanding graphene sheet is presented in fig. 2.6(a). Various phonon modes are apparent
up to a maximal energy of about 200 meV [105]. In-plane longitudinal and transverse modes
are labeled with L and T, respectively, out-of-plane modes with Z, while A and O denote
acoustic and optical phonons. Particularly, it is worth mentioning that ZA modes exhibit a
parabolic dispersion relation near the Γ point, and calculations predict a crossing of ZA and
ZO modes at the K point reminiscent of the crossing in the electronic band structure. The
associated phonon density of states (PhDOS) (black curve in fig. 2.6(b)) exhibits pronounced
peaks at energies, where the phonon dispersion is considerably flat. For freestanding bilayer
graphene (red curve in fig. 2.6(b)) the intensity of the complete spectrum, besides ZA modes,
is doubled compared to MLG. Those phonon modes occur in both adjacent graphene layers of
the AB-stacked BLG system and, thus, are nearly two-fold degenerate [106]. The low-energy
mode at about 12 meV is only observed in the PhDOS of BLG and stems from vibrations that
are enabled by the presence of both sheets (additional ZA mode) [106]. Upon intercalation of
BLG, especially those out-of-plane modes are expected to change, due to the modified interlayer
distance mentioned above. However, theoretical studies predict low-energy phonon modes also in
metal-intercalated BLG (AA-stacked). In particular, an out-of-plane vibration at about 9 meV
of C8KC8 is expected [66]. The mentioned phonon modes are of major relevance for the analyses
of tunneling spectra of pristine and K-intercalated graphene presented in sections 4.1 and 4.3,



































MLG Figure 2.6: (a) Phonon disper-
sion of freestanding graphene.
Digitized and reprinted from ref.
[105]. (b) PhDOS of freestand-
ing MLG and AB-stacked BLG.
Digitized and reprinted from refs.
[106,107].
2.6 Experimental Proof of Superconductivity
Experimentally, there are three commonly used direct ways of proving a sample to be a
superconductor. Firstly, the behavior of the magnetization of a specimen is tracked while it is
cooled in an external magnetic field (field cooling) and without the magnetic field (zero field
cooling). According to the Meissner-Ochsenfeld effect, the magnetization of the sample must
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exhibit a sharp drop at the critical temperature in both cases. Secondly, if the resistance of a
sample can be assessed (which is not always trivial) then it must vanish upon cooling below
the critical temperature. Thirdly, it is possible to prove the existence of a superconducting gap
that develops according to eq. (2.5) upon cooling. For this purpose, high-resolution scanning
tunneling spectroscopy (STS) or photoelectron spectroscopy (PES) are appropriate experimental
methods. Note that the mere determination of the mass enhancement factor λ (see eq. (2.7))
can only indicate the possibility of superconductivity, but does not prove it.
2.7 Superconductivity of Graphene Compounds
Monolayer and multilayer graphene exhibit superconductivity upon modification of its intrinsic
electronic structure in various ways. A recently discovered opportunity for creating a supercon-
ducting state is to twist the adjacent layers of BLG by a “magic angle“ of 1.1◦. This induces
the formation of flat half-filled bands near the Fermi level. Additional electrostatic doping leads
to observations of zero-resistance with critical temperatures up to 1.7 K [1, 2]. However, the
electronic structure of twisted BLG strongly deviates from intercalation compounds (cf. sec. 2.3).
Thus, the mechanism responsible for superconductivity of twisted BLG is most likely different
and is therefore not further discussed here. Superconductivity induced via the proximity effect
by placing multilayer graphene on a superconducting substrate [108] is also irrelevant in this
thesis for the same reason.
The modification of graphene stacks with different thickness upon alkali metal and alkaline earth
metal intercalation supports the development of a superconducting state for some combinations.
Table 2.2 summarizes the highest reported critical temperatures for different intercalant and
graphene thickness combinations. The highest transition temperature so far has been reported
for Ca-intercalated graphite. However, Ca intercalation compounds show a clear trend of
decreasing critical temperatures by reducing the number of adjacent graphene layersi [3–6,109].
Reliable data concerning superconductivity of Ca-intercalated MLG is not available yet. Upon
Li decoration, however, a transition to the superconducting state was reported at the monolayer
limit [99]. Despite this, the bulk counterpart does not show any evidence of superconductivity [72].
For K-intercalated graphite the reported critical temperatures vary slightly, e.g., 550 mK [9],
390 mK [72], 128 − 198 mK [64], but all are markedly lower than the Ca-intercalated counterpart.
Surprisingly, Xue et al. determined a transition temperature of 4.5 K for K-intercalated few-layer
graphene [10]. Accordingly, the relation between number of layers and critical temperature is
seemingly reversed in comparison to Ca-intercalated compounds.
i Note that the number of adjacent graphene layers is not well defined for few-layer graphene and not determined




Table 2.2: Highest reported, experimentally determined critical temperatures Tc for different
graphene-based materials upon intercalation with different metals. References are provided with each
value.
Metal Monolayer Bilayer Few-layer Bulk
Ca n/a 4 K∗∗∗ [6] 7 K∗ [5] 11.5 K∗ [3, 4]
Li 5.9 K∗∗ [99] n/a 7.4 K∗ [8] ns [7]
K n/a n/a 4.5 K∗ [10] 0.55 K∗ [9]
Rb n/a n/a n/a 0.15 K∗ [9]
Techniques: ∗Magnetization, ∗∗ARPES, ∗∗∗Magnetization and resistance
ns = not superconducting
The mechanisms leading to superconductivity in all types of metal-intercalated graphene-based
compounds are still not fully understood and are a matter of ongoing debate in the literature.
Since superconductivity is neither an intrinsic property of (few-layer) graphene or graphite nor
of the bulk counterparts of the intercalation metals (at least not under ambient pressure [91]),
the interplay of both materials is responsible for this effect. It is further widely believed that the
superconductivity is driven by the carbon layers, while the intercalants donate the necessary
charge to the π∗ states [67, 72, 110]. Moreover, in the special case of CaC6 the existence of an IL
band is claimed to be mandatory for the superconductivity [17], while electron-phonon pairing
on both, IL and π∗ bands is essential to explain its high critical temperature [74]. The discovery
of higher Tc’s of Li- and K-intercalated few-layer graphene compared to the bulk counterparts
was explained by low-dimensional effects [8,10]. Due to the usually smaller separation of adjacent
graphene layers in bulk GICs, the electron-phonon coupling in bulk samples is enhanced, which
suggests higher critical temperatures. When the distance, however, is too small, confinement of
the interlayer state shifts the related bands above the Fermi level. As a result superconductivity
is suppressed (LiC6) [7, 72]. In the case of Li-intercalated MLG this confinement is removed and
superconductivity is apparent [7, 99]. In summary, the superconductivity of layered, graphene-
based compounds is supposed to depend on the existence of an IL band as well as the layer
separation, and, therefore, on the intercalant atom and number of adjacent graphene layers.
For all graphene-based intercalation compounds that show superconducting properties, theoretical
studies predict the existence of intercalant-induced low-energy out-of-plane phonon modes
[11,12,110–113]. Since low-energy modes contribute strongest to the electron-phonon coupling
(cf. eq. (2.7)), they are supposed to be crucial for the explanation.
Electron-phonon coupling can be determined experimentally via ARPES, which will be addressed
in detail later. Many studies regarding various combinations of metal intercalants and graphene-
based systems are available [12, 14, 16, 59, 61, 62, 73, 74, 99]. While some studies verify the
known critical temperatures, others predict deviating values. This stems from the fact that
the analysis of the measured data is rather complex and the results deviate upon the used
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method and assumptions applied. Moreover, the exact measured position in k space is of
relevance since some studies report strong anisotropy of the electron-phonon coupling on the
Dirac cone [12,14,16,61,62,73,74].
Besides anisotropic electron-phonon coupling the existence of multiple band gaps is suggested
that originate from pairing on different Fermi surfaces [111]. Moreover, there are many possible
pairing mechanisms that have been considered besides conventional s-wave pairing [114], for
instance, p+ip [114], d [115], d+id [116], and f-wave pairing [116]. Among the intercalation
compounds considered here, studies that prove the existence of a temperature-dependent energy
gap via tunneling spectroscopy are only available for bulk CaC6. Both studies do not find
significant evidence of anisotropy, multiple gaps, or deviations from s-wave symmetry that would
lead to the conclusion of an alternative pairing mechanism. However, the determined energy
gaps deviate in size (∆(0) = 1.6 meV [18] and ∆(0) = 2.3 meV [19]). Consequently, the authors
of ref. [18] report on a gap ratio of 3.7 that suggests electron-pairing in almost weak-coupling
limit. Contrary, in ref. [19] an enlarged gap ratio of about 4.6 is determined, which leads to
the conclusion that CaC6 is a strongly coupled superconductor. Therefore, further scrutiny is





Photoelectron spectroscopy (PES) is a commonly used experimental technique that allows
conclusions about the electronic and chemical properties of a specimen. The working principle is
based on the external photoelectric effect, stating that an electron can be emitted from gases
or solid surfaces upon absorption of a photon with the energy hν. The energy balance of this
process is given by the Einstein equation [117]:
Ekin = hν − Φs − EB, (3.1)
where Φs is the work function of the specimen, EB the binding energy of the electron, and Ekin
the kinetic energy of the emitted electron analyzed in the detector.
Besides the energy dependence, it is further possible to analyze the emitted photoelectrons with
angular resolution. Therefore, the photoelectron current is determined as a function of the polar
θ and azimuth angle ϕ between detector and sample surface. This can be achieved by variation
of the tilt and rotation of the specimen with respect to the electron analyzer. The polar angle is







Ekin cos2 θ + V0 (3.2)
is affected by the unknown inner potential V0 and effective mass m∗, and is generally not






Ekin sin θ (3.3)
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Ekin sin θ sin ϕ.
(3.4)
Different types of PES are distinguished based on the energy of the incident photons. For
ultra-violet photoelectron spectroscopy (UPS) electromagnetic radiation in an energy range
between 10 and 100 eV is used. This range enables photoemission from the valence band region.
Upon variation of the polar angle, mostly used along a high-symmetry direction of the BZ, the
dispersion of an electronic band can be tracked, called angle-resolved ultra-violet photoelectron
spectroscopy (ARUPS). Additional variation of the azimuth angle results in a three-dimensional
data stack that provides energy-resolved information about of the electronic band structure
in the BZ. A constant-energy cut is referred to as photoelectron momentum map (PMM) in
this work (cf. ref. [A2]). For x-ray photoelectron spectroscopy (XPS) higher photon energies are
used, which additionally enable the excitation of electrons from atomic core levels. This method
provides information about the chemical composition of a sample. Besides the assignment of
spectral features to specific elements, it is also possible to determine the nature of the bonding
within the sample upon the chemical shift.
3.1.2 Many-Body Effects
The single-particle picture neglects two important effects that modify the measured signal.
Firstly, the exited photoelectrons interact strongly with the solid during their propagation to
and out of the surface. The so-called mean free path of a charged particle in a solid is mainly
restricted by inelastic processes and can be estimated by the universal curve given in ref. [120].
It shows that for typical kinetic energies of photoelectrons excited by UV light of about 20 eV
(as used in this work) the mean free path is below 1 nm. Thus, the escape depth amounts to
just a few monolayers. Consequently, the emitted photoelectrons carry information from the
topmost layers of a specimen solely, making PES a surface-sensitive method. The exact value of
the mean free path depends on the specific material and energy range. Secondly, upon emission
of an electron, a photohole is created that represents a missing charge in the electron system of
the solid. In particular, the former N -electron system turns into an (N−1)-electron system that
responds to the modified electronic environment. This leads to the following modified energy
balance:
E(N) + hν = E(N − 1) + Ekin or Ekin = hν − [E(N − 1) − E(N)] . (3.5)
The resulting kinetic energy does therefore not only depend on the energy of an electron in
the initial state of the undisturbed electronic structure, but likewise on the total energy of the
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disturbed electron system (final state). In several materials, the missing charge is effectively
screened by the many-body system. As a result, the determined binding energy EB can be
interpreted as the energy of the electron in the initial state (cf. Koopman’s theorem [121]). In
general, the many-body system responds to the missing electron by more or less severe charge
redistributions upon scattering events. Based on Fermi’s golden rule, the spectral line shape
in consideration of the complex self-energy Σ = Σ′ + iΣ′′ of the many-body system can be
derived:
A(k⃗, E) = 1
π
Σ′′(k⃗, E)(︂






where εb(k⃗) are the single-particle energies of the undisturbed electronic band that is not renor-
malized by many-body interaction (bare band) [122]. For slowly varying bands, the momentum
distribution curves (MDCs) of the spectral function at constant energies show Lorentzian line
shapes, whereas their width and height depend on the imaginary part of the self-energy, and their
position is influenced by the undisturbed band and the real part of the self-energy. Thus, bands
determined via ARPES are in general renormalized due to the influence of the self-energy of the
many-body electron system. There are different scattering events that contribute additively to
the total self-energy [122]:
Σ(k⃗, E) = Σe-e(k⃗, E) + Σe-ph(k⃗, E) + Σe-def(k⃗, E). (3.7)
Besides contributions from electron-electron (e-e) and electron-defect (e-def) scattering, the
electron system strongly interacts with phonons (e-ph) of the solid. Due to differing spectral
evolutions of the respective processes, a deconvolution of the self-energy contribution caused by
electron-phonon processes is feasible. Accordingly, it is possible to estimate the EPC constant
that has a crucial impact on the superconducting properties (if any) of a solid. For the sake of
consistency, all formulas and assumptions necessary for a proper interpretation will be given in
sec. 5.2, where the measured data are analyzed and discussed.
3.1.3 Data Acquisition and Processing
The PES experiments shown in this work were all performed with a surface analysis system
purchased from SPECS Surface Nano Analysis. UV light is provided by a microwave-heated
light source using the He(I)α excitation (21.2182 eV) in combination with a toroidal mirror
monochromator (line width < 1 meV adjusted for p polarization). For the XPS experiments,
x-ray radiation from the Al Kα line (1486.71 eV) was used. The emitted photoelectrons are
analyzed with a hemispherical electron energy analyzer (PHOIBOS150) equipped with a delay
line detector (3D-DLD4040-150). The detector provides two relevant acquisition modes that
are used in this work: (i) In the 1D mode electrons are analyzed by their kinetic energy solely.
Different positions in k space are achieved by variation of the polar and azimuth angle as already
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described above. Here, the polar angle resolution of the recorded 1D data is 1°. (ii) With the
2D mode it is possible to simultaneously obtain data from different sections in k space. For a
constant polar angle, those sections approximately coincide with small variations of the azimuth
angle. The exact relations are provided in appendix A.1. Electron optics in front of the analyzer
enable a customization of the data resolution to fulfill certain requirements of the experiment.
The advantage of this mode is that PMM data stacks can be acquired relatively fast. Here
PMMs are taken in the 2D mode by varying the azimuth angle from 60° to −60° in steps of 12°
and the polar angle from −2° to 70° in steps of 2°. The PMMs presented in sec. 4.2 are extracted
from this data stack by cutting through data points at fixed binding energy with an integration
range of 44 meV (±22 meV of the given binding energy). Those methods are already described
in ref. [A2]. During the measurement, the sample is mounted to a five-axis manipulator. The
temperature of the sample has already been calibrated in a previous work and amounts to about
35 K at a constant liquid helium flux [123]. Since there is no additional shielding of the sample,
lower temperatures cannot be achieved due to thermal radiation from the environment.
The presented PES measurements were carried out by Felix Ottoa in close collaboration with
me. He also converted the raw data into a readable format using a home-built software originally
developed by Christian Udhardta and further modified by himself. Herein, the conversion of
angles to momentum and kinetic energy to binding energy is already included. Dr. Falko Sojkaa
developed a MATLAB tool particular for this work that displays PMM and ARUPS data
with unequal step sizes of k∥ at different binding energies correctly without using artificial
averaging like standard software does. The remaining analysis, in particular, the determination
of the electron-phonon coupling strength from ARUPS data, was performed with a home-built
MATLAB software tool developed by the author of this thesis.
3.2 Scanning Tunneling Techniques
3.2.1 Elastic Electron Tunneling
Since the invention of the STM by Binnig and Rohrer [124, 125] in 1982, scanning tunneling
techniques enable studying the surface topography of conducting samples even with atomic
resolution. Moreover, compared to area-averaging methods like PES, it is possible to study
electronic properties with respect to their lateral variations on the sample surface. Another
substantial advantage is that, unlike PES, this method enables the investigation of unoccupied
states as well.
A very sharp, in an ideal case atomically sharp, conductive tip is placed close to the surface of a
conductive sample. At distances of typically a few Å, quantum mechanical electron tunneling
aInstitute for Solid State Physics, FSU Jena, Germany
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through the vacuum barrier occurs due to an overlap of the electronic wave functions of the
tip apex and the sample. As a result, the Fermi levels of both electrodes are aligned and the
total tunneling current amounts to zero. Applying a bias voltage V between both electrodes
leads to a non-zero total tunneling current. By convention, positive bias voltages mean that
electron tunneling is dominated from occupied states of the tip to unoccupied states of the
sample; negative voltages mean that tunneling is dominated from occupied states of the sample
to unoccupied states of the tip.
Tersoff and Hamann introduced a quantitative model of the tunneling current in STM geometry
by assuming a flat surface and a spherical tip with atomic s-orbital symmetry, based on the
general treatment of the tunneling process provided by Bardeen [126]. The total tunneling
current within the Tersoff-Hamann model [127,128] is given by
I(d, V, T ) = κ
∫︂ ∞
−∞
T (d, V, E)ρt(E)ρs(E + eV ) [ft(E, T ) − fs(E + eV, T )] dE, (3.8)
where ρt and ρs are the energy-dependent DOS of the tip and the sample, respectively. The
energy-dependent transmission function T is a specific form of the general tunneling matrix
elements used in the Bardeen formalism, and T further depends on the tip-sample distance d and
the applied bias voltage V . The temperature dependence of the tunneling current is considered
by the Fermi functions of the tip ft and the sample fs. In thermal equilibrium of tip and sample
one has ft(E) = fs(E) ≡ f(E). At T > 0 and a fixed sample bias, electron tunneling is possible
in both directions (tip to sample and vice versa) due to the smearing of the Fermi levels, which
is already accounted for in eq. (3.8). Consequently, the total tunneling current depends on the
tip-sample distance, the applied bias voltage, and the temperature of the system.
In this picture of the tunneling current, the sample and tip DOS contribute only in their summed
up form and the tunneling probability is given by the transmission function. Especially for
materials that exhibit highly dispersive bands, such as graphene where, in the vicinity of the
Fermi level, electronic bands are located only near the K/K′ points of the SBZ, the question
of the k dependence of tunneling current arises. In general, scanning tunneling techniques are
assumed to behave like angle-integrated PES, without the ability of resolving the wavevector
of an electron in its initial state [129]. In the case of atomically sharp tips, the total electron
momentum is only restricted by the Heisenberg uncertainty principle |k⃗| ≈ 1/at, where at is
the size of tip apex [130]. Thus, the provided momentum can be sufficiently large to enable
tunneling into electronic bands even at the zone boundaries of the BZ. Other than that, this
general relation is not capable of estimating the distribution of the total momentum into the
components parallel (k∥) and perpendicular (k⊥) to the sample surface. To reach bands at the
zone boundaries, high values of the in-plane crystal momentum k∥ are necessary. As already
mentioned above, however, an overlap of the orbitals of tip and sample through the vacuum
barrier is essential to enable electron tunneling into/from those orbitals. States with low k∥ values
(located in the center of the SBZ) decay much slower into the vacuum compared to states with
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high k∥ values [131]. The enhanced overlap leads to a stronger tunneling signal [129]. Therefore,
the Tersoff-Hamann model considers the local density of states (LDOS) that resembles the value
of the sample wave function at the center of the tip apex atom [128]. The dependency of the
LDOS on the tip-sample distance z and the in-plane momentum k∥ is given by the following
relation [127,128]:





where m is the electron mass and Φ the sample work function. Thus, a reduction of the tip-sample
distance leads to an enhancement of the contributions of states with high k∥ values to the LDOS
that results from an increased orbital overlap. Similarly, this behavior also applies for states
with k∥ ≈ 0. Further, due to the exponential z dependency, the apex atom of an atomically
sharp tip channels the overwhelming part of the total tunneling current [132].
For a detailed interpretation of the k dependency of the tunneling current, knowledge about
the sample wave functions and especially their decay into the vacuum is required [133]. These
quantities are commonly not available, and furthermore the unknown exact tip shape has a
drastic impact as well. This approach is not very practicable for the interpretation of tunneling
data. Thus, in this work the tunneling junction will be described in the one-dimensional WKB
(Wentzel-Kramers-Brillouin) approximation assuming a trapezoidal barrier. The momentum-
independent transmission coefficient is given by the following quantity [133]:





⎛⎝(Φt − E + eV )3/2 − (Φs − E)3/2
Φt − Φs + eV
⎞⎠⎤⎦ , (3.10)
where Φt and Φs are the work functions of the tip and the sample, respectively, d is the distance
between the tip and sample surface, and R is the radius of the assumedly spherical tip apex. Since
the exact tip shape is unknown, the transmission factor is calculated by the use of an effective
tip-sample distance z ≈ d + R. Within the Tersoff-Hamann model in 1D-WKB approximation
the LDOS can be interpreted as [133]:
LDOS(E) = T (z, V, E)ρs(E). (3.11)
For all interpretations of the tunneling current, it is necessary to keep in mind that the k
dependence is neglected within this approximation and, thus, ρt and ρs do not represent the
k-integrated DOS of the tip and the sample, respectively. ρt and ρs shall rather be interpreted as
effective DOS of the electronic states that contribute to the tunneling process. Moreover, their
intensity is arbitrary, due to the generally unknown constant of proportionality κ in eq. (3.8),
which is, for convenience, assumed as κ = 1 in this thesis. Nevertheless, the DOS contributions
shall not be renamed here and can only be provided in arbitrary units.
The distance dependence of the tunneling current can be utilized for imaging techniques like
scanning tunneling microscopy (STM). For this purpose, the tip is moved over the sample surface
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by piezo actuators. A feedback loop controls the distance between tip and sample to a specified
tunneling current setpoint at given bias (constant current mode). The information about the
lateral distribution of the energy-integrated electronic structure (cf. eq. (3.8)) at the sample
surface is therefore provided by the z signal.
Scanning tunneling spectroscopy (STS) is the generic term for all methods that allow conclusions
about the (L)DOS of the sample surface. Nonetheless, STS is mostly referred to point spectroscopy,
where the tip is placed at a certain fixed location above the sample surface. Similar to STM,
the tip height is first stabilized by the closed feedback loop to an adjusted current setpoint at
a given bias. Subsequently, the feedback loop is opened and the tunneling current is recorded
during a bias sweep in a prescribed range. As a crucial prerequisite, the system should be as
stable as possible, since it is assumed that the tip-sample geometry remains unaltered. For an
approximate interpretation of the spectroscopic data, it is useful to examine the first derivative
of the tunneling current. Under several severe assumptions, it can be shown that
dI
dV
(V ) ∝ ρt(0)ρs(eV ). (3.12)
This relation, which is widely used in many studies, is only valid under the assumption of a flat
tip DOS, an energy-independent transmission function, and at temperatures low enough for
the Fermi distribution to be satisfactorily approximated by a Heaviside function. Typically, the
transmission function is only constant within a very small energy range (several meV) around the
Fermi level [133]. Particularly in these narrow energy intervals the thermally broadened Fermi
distribution contributes considerably to the measured spectral width. Even the assumption of a
flat tip DOS is not valid in every case, as will be demonstrated in sec. 4.2. In order to avoid an
unsubstantiated oversimplification by questionable assumptions, the complete tunneling current
(eq. (3.8)) is taken into account by modeling and fitting the effective DOS of tip and sample
including the transmission function and thermal broadening.
To gain lateral resolution, point spectroscopy can be performed at every coordinate in a specified
grid. The result is similar to an STM image, but with additional energy resolution. This dI/dV
signal exhibits information about the lateral distribution of electronic states at the sample
surface. In practice, the tip is repeatedly stabilized prior to every bias sweep to a specified
current setpoint. This is necessary for achieving appropriate signals, especially if the sample
surface is not flat. For instance, also atomic corrugations lead to drastic weakening of the signal
upon the exponential distance dependence. However, the constant current mode has one major
disadvantage which is not particularly discussed in the literature yet:
For this purpose a sample surface with a laterally varying DOS is considered. In particular, at
position A a spectrally constant DOS is assumed (black dashed line in fig. 3.1(a)), at position B a
peak with a maximum at E0 is introduced in addition to the same constant offset (red solid line).
For simplicity, the transmission function and the tip DOS is assumed to be energy-independent
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Figure 3.1: Stabilization problem of spatially resolved dI/dV mapping. Explanations are provided
in the text.
in this discussion. The tunneling tip is moved to position A, and its height is stabilized with an
applied bias Vb to a certain current Is. According to eq. (3.8), the tunneling current determined
from a bias sweep with opened feedback loop exhibits a linear characteristic (black dashed line
in fig. 3.1(b)). Subsequently, the tip shall be moved to position B by assuming that the exact
tip-sample distance could be retained (which is impossible to accomplish experimentally, in
particular for non-flat surfaces). A recorded I(V ) curve under these conditions would result in
an additional step-like feature at E0/e caused by the peak in the sample DOS at position B
(black solid line in fig. 3.1(b)). Consequently, the tunneling current at Vb exceeds the value Is
at which the tip was stabilized at position A. However, the slope of the I(V ) characteristic is
preserved in the regions where both densities of states coincide. If the same procedure is repeated,
but with prior current stabilization similar to position A, the maximum current is reduced to
Is (red solid line) by an increased tip-sample distance, mediated by the z dependency of the
transmission function. Consequently, the slope is not preserved. This, of course, has a direct
impact on the intensities of the dI/dV spectra. Even if both densities of states are prescribed to
exhibit the same energy-independent offset, the existence of an additional feature at position B in
combination with the indispensable current stabilization causes an overall lower intensity of the
dI/dV spectrum at position B (fig. 3.1(c)). Even the peak height above the respective constant
background is not conserved. Indeed, the tip-sample height variation ∆z is usually known, but a
subsequent correction of experimentally determined data is generally not possible, due to the
non-trivial z dependency of the tunneling current that is mediated by the transmission function
(cf. eqs. (3.8) and (3.10)). As a result, the intensity of dI/dV characteristics always depends on
the current setpoint at which the tip is stabilized. This dependency influences the visibility of
the spatial variation of certain states in laterally resolved dI/dV maps as will be shown sec. 4.2
and can generally be responsible for misinterpretations of the data.
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3.2.2 Inelastic Electron Tunneling
Apart from elastic electron tunneling described above, there are additional inelastic processes
that affect the current through the tunneling barrier. Basically, the charge transfer between
tip and sample induces charge redistributions in the sample (and/or tip). Those temporary
redistributions are able to relax through inelastic processes, which thus influence the tunneling
current.
Inelastic electron tunneling spectroscopy (IETS) uses the same measurement principle as
tunneling point spectroscopy discussed above. For the purpose of this work, the focus is placed
on inelastic processes related to phonons. An electron that passes the tunneling barrier between
a metallic tip and a metallic sample (Vb > 0) is able to excite a phonon of the sample lattice.
However, the final state of the tunneling electron after the inelastic process must be unoccupied.
Due to this requirement, the excitation of phonons with an energy ℏω is only possible for
eVb ≥ ℏω (cf. fig. 3.2(a)). The inverted process is also possible for Vb < 0, where an electron
within the sample is excited by a phonon and then tunnels to the tip. This process opens
additional tunneling channels [134]. Therefore, the tunneling current and its derivatives (black
lines in fig. 3.2(d-f)) are modified compared to the purely elastic contribution (gray dashed line).
While the slope of the current changes at ±ℏω/e, this process causes additional steps in the
first derivative and shows up as peaks (and dips) in the second derivative at these positions (cf.
black lines in fig. 3.2(d-f)), whose energy separation corresponds to the vibrational energy [135].
The situation changes when the sample exhibits narrow-band energy levels (bands/states), e.g.,
semiconducting organic molecules (cf. fig. 3.2(b)). Due to the requirement of empty final (filled
initial) states after (before) the inelastic process for Vb > 0 (Vb < 0), IETS features appear as
slightly broadened replica of the electronic levels with lower intensity in the derivative of the
tunneling current, shifted by ±ℏω away from the Fermi level (blue solid line in fig. 3.2(e)) [136]. A
third case that is of importance in this work is presented in fig. 3.2(c). The model DOS represents
the case of a metal with a partially filled electronic band that is limited at the band edge EE,
e.g., the surface state of Au(111). Around the Fermi level, the resulting spectra are similar to a
usual metal as discussed in fig. 3.2(a). At the step edge eVb ≈ EE the elastic contribution to
the total tunneling current drops to zero. However, in the range EE ≥ eVb ≥ EE − ℏω electrons
at and near the band edge are still able to reach the tip via inelastic tunneling processes. As a
result, the corresponding dI/dV characteristic shows a double-step feature in this energy range.
A quantitative model of the inelastic tunneling current that covers all previously discussed
situations is suggested in refs. [137–139]:






dEf(E, T )[1 − f(E + eV − ℏω, T )]ρt(E)ρs(E + eV − ℏω).
(3.13)
Here, k is a constant of proportionality, and D(ω) is the spectral DOS of the inelastic contributions.
All other quantities are similar to the elastic tunneling current (cf. eq. (3.8)). D(ω) is mainly
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Figure 3.2: (a)-(c) Energy di-
agrams of selected cases for dif-
ferent sample densities of states
with assumed possibility of ad-
ditional inelastic tunneling pro-
cesses. Respective (d) I(V ), (e)
dI/dV (V ), and (f) d2I/dV 2(V )
spectra (y-shifted) are assigned
to the cases (a) (black), (b)
(blue), and (c) (red). Further de-
tails are provided in the text.
influenced by contributions of the PhDOS F (ω) and can be modeled by a sum of peaks with
Gaussian line shape [139]. Note that only positive frequencies ω are physically plausible. However,
eq. (3.13) covers tunneling of electrons from the occupied tip states to unoccupied sample states
solely, i.e., just the positive bias branch is considered (indicated by „+“sign in the subscript).
Since for this work the negative bias branch will also be of major importance, a similar description
for this case shall be introduced:






dE[1 − f(E, T )]f(E + eV + ℏω, T )ρt(E)ρs(E + eV + ℏω).
(3.14)
The total tunneling current can easily be calculated by summing up the elastic current and
inelastic contributions of both branches:
Itotal = Iel. + Iinel.,+ + Iinel.,−. (3.15)
Besides the commonly reviewed cases of IETS that are covered by this model (cf. fig. 3.2),
different effects that are not usually discussed can occur. Therefore, tunneling between two
metal electrodes is considered with an additional inelastic contribution to the total current
expressed by a peak in D(ω) at ωP as shown in fig. 3.3 (center). A peak in the sample DOS (cf.
fig. 3.3(a)) at E0 causes a feature at the same energy position in the dI/dV spectrum (elastic
current). Besides the already discussed steps at ℏωP (cf. fig. 3.2 (a),(e)), a replica of the peak in
ρs appears at ℏωP + E0 caused by inelastic effects. Generally, this means that every feature in
the sample DOS is replicated by the inelastic channel. A similar peak in the tip DOS at −E0
(occupied state) results in the very same dI/dV spectrum, if a flat sample DOS is considered as
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Figure 3.3: Inelastic tunneling spectra in-
fluenced by the existence of an additional
sharp electronic feature in (a) the sample
DOS (left column) and (b) the tip DOS
(right column) in the unoccupied and occu-
pied branch of the DOS, respectively. Both
cases result in the same dI/dV spectra.
Note that for a better visualization the
energy axis of the tip DOS is drawn re-
versed here, since features in the negative
branch of the tip DOS cause features in the
positive bias branch of dI/dV spectra. The
data in chapter 4 is illustrated similarly.
dI/dV signal originates from the sample or tip DOS. Both effects discussed here can easily result
in misinterpretations of certain features in a qualitative discussion of measured data when the
interplay of elastic and inelastic tunneling is neglected. Therefore, in this thesis a quantitative
analysis will be performed by modeling the tip, sample, and inelastic DOS with subsequent
fitting to the measured data.
The simple picture of opening tunneling channels is not accurate in some cases, because in
this one-electron picture possible many-body interactions are not included [140]. This might
have a drastic influence on the resulting tunneling spectra and needs to be kept in mind for
the upcoming analysis. Moreover, the excitation probability of different inelastic processes and
especially for different vibrational excitations at various energies is not equal. Therefore, the
absolute heights of features in the D(ω) are not necessarily comparable to the PhDOS F (ω),
for example (strong phonons can be absent in tunneling spectra). Additionally, it has already
been observed that phonon excitation features indeed appear at same absolute bias, but with
strongly deviating weight in the positive and negative bias branches [141].
To account for this, the positive and negative bias branches need to be treated separately. In
this work, a new variable ω∗ = sgn(Vb) · ω is introduced that allows D(ω∗) to be well defined
also at negative ω∗.b The negative bias branch of the inelastic tunneling current modifies to:c







dE[1 − f(E, T )]f(E + eV − ℏω∗, T )ρt(E)ρs(E + eV − ℏω∗).
bNote that only frequencies ω ≥ 0 are physically defined for inelastic processes.
c The positive bias branch does not change.
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In this description, a transmission function similar to the elastic tunneling is not considered yet.
The mechanisms that lead to an inelastic current are completely different from elastic tunneling.
Therefore, the bias dependent transmission function might be different for inelastic processes
compared to elastic tunneling, but is generally unknown. In this work the transmission function
of the elastic tunneling is considered also for the inelastic contributions, keeping in mind that
the absolute heights of peaks in D(ω∗) have no physical meaning. Accordingly, the constant of
proportionality is defined as k = κ = 1 (cf. sec. 3.2.1).
Most commonly, inelastic processes are ascribed to phonon excitations (or vibrations of molecules)
of the studied specimen. Electrons passing the tunneling barrier, however, can be influenced by
all sorts of inelastic interactions. In this work it should be mentioned that especially features
which can be assigned to plasmon excitations occur in measured spectra, as already shown for
graphite [141].
3.2.3 Scattering Processes and FT-STM
Electrons that propagate through a material can scatter at surface point defects. In the simplest
picture, the incident wave of a single electron interferes with its reflected wave and forms
a standing wave pattern. These Friedel charge density oscillations, which are in general a
consequence of defect screening by the electron system, cause modulations of the LDOS [142]
that can be probed by STM (and STS). In the case of metal surfaces like Au(111) and Cu(111) that
exhibit free electron-liked surface states, waves extending out from point defects become visible
in the STM images as equidistantly spaced ring-shaped patterns surrounding the defect [143].
Accordingly, the 2D Fourier transform (FT) of such STM images exhibits a single ring-like
pattern surrounding the FT image center that is related to the distance between adjacent ring
patterns in the real-space STM image. In the special case of low bias voltages (typically a
few meV), the circular-shaped pattern is directly related to the circular Fermi contour (radius
kF ) of the surface state, but with twice the radius 2kF [144], which stems from the fact that
scattering between states k⃗F and −k⃗F are the most efficient processes [145]. In literature, this
method is mostly referred to as Fourier-transform scanning tunneling microscopy (FT-STM).
With spatially resolved STS it is further possible to determine different constant-energy contours
(radius qE) besides the 2D Fermi surface and thus gain information about the energy dispersion
of the solid surface.
This simple picture is valid for free-electron-like states solely, since it does not consider the
presence of bulk electrons and the particular electron energy dispersion, respectively. Therefore,
possible scattering processes related to the unique band structure of graphene are discussed in
the following. Since epitaxially grown graphene is slightly doped by the underlying SiC(0001)





















Figure 3.4: (a) SBZ and constant-energy
contours at the Fermi level (blue circles)
of epitaxial graphene on SiC(0001). (b)
Schematic of expected FT-STM image us-
ing small bias upon elastic intravalley (red)
and intervalley (green) scattering. Adapted
from ref. [146].
substrate (cf. sec. 2.2), the Fermi surface consists of almost circular electron pocketse (cf. fig. 2.1)
of radius qF located at the K and K′ points of the SBZ as depicted by blue circles in fig. 3.4(a).
Similar to the case of nearly free electrons, intravalley scattering processes connect states q⃗F and
−q⃗F of the same electron pockets that are in this case of graphene located at the K and K′ points
instead of the Γ point. This process is possible at every point of the circular Fermi surface with
total momentum change of 2qF (with qF = |q⃗F |). Thus, a ring with a diameter of 4qF appears in
the FT-STM image around the Γ point as result of respective contrast modulations in the real-
space STM image. Because of translational symmetry, replicas of this feature appear also around
the first-order spots of the reciprocal lattice, depicted as red circles in fig. 3.4(b). Moreover, in
the particular case of graphene, processes that connect two inequivalent valleys located around
the K and K′ point can occur upon scattering at defects, called intervalley scattering. Like
intravalley scattering, this process is most efficient for opposing q⃗F , due to the topology of the
valleys. Since for hexagonal lattices
−−→
KK′ = −→ΓK, the total momentum change upon intervalley
processes amounts to −→ΓK − 2q⃗F as depicted in fig. 3.4(a). Consequently, additional circular
features with a diameter of 4qF appear in the FT-STM image around the tip of the
−→ΓK vector




3)R30◦ superstructure in real
space, those features stem from additional contrast modulations in the STM images of graphene
caused by scattering processes that deviate just slightly from the mentioned superstructure [146].
Since electrons in graphene behave like massless Dirac quasiparticles [21], the discussed effect is
often referred to as quasiparticle interference (QI) in the literaturef [146,148]. The simple picture
of QI given in fig. 3.4 does not consider effects of the pseudosping on the FT-STM patterns of
graphene. Upon consideration of the electron pseudospin among MLG, the intravalley feature
around the Γ point is absent in the FT-STM image, while the intravalley features around the
first order spots remain unchanged [146]. Moreover, the intensity distribution of intervalley
features are modified [146]. However, the pseudospin has no impact on the FT-STM image of
BLG and thus the pattern as discussed in fig. 3.4(b) is expected [146]. A detailed discussion
e Also called „valleys“.
f Sometimes also called quantum interference [145,147].
gPseudospin is defined by the phase relation between the wave functions of electrons located on the different
sublattices of graphene, which are available due to the presence of two different C atoms (A and B) in the unit
cell (cf. fig. 2.1(a)) [146].
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Figure 3.5: (a) Constant-energy contour of
the π∗ band of freestanding graphene several
hundred millielectronvolts above the Fermi level.
(b) Expected FT-STM image upon elastic scat-
tering calculated within the JDOS approxima-
tion at the energy used in (a). Reprinted from
ref. [150].
on the influence of pseudospin on FT-STM data is given in ref. [146]. QI patterns can also
be recorded at energies besides EF by LDOS imaging (dI/dV mapping). Therefore, spatially
resolved STS data is Fourier transformed at a certain bias Vb (FT-STS). The diameter of the
resulting pattern depends on qE that resembles the size of the pockets of constant-energy contours
at E = eVb. The consideration of almost circular electron pockets is only a good approximation
near the Dirac energy. For energies several hundred millielectronvolts above the Dirac point,
the electron pockets exhibit a triangular shape [149], as depicted in fig. 3.5(a) for freestanding
graphene. The resulting FT-STS image, which was calculated by Simon et al. within the JDOSh
approximation [150], is shown in fig. 3.5(b). While the intravalley features still show an almost
circular shape, the intervalley features exhibit a triangular shape that is flipped compared to the
triangles that appear in constant-energy contours of the band structure. However, the extent of
both, intra- and intervalley features, along high-symmetry directions remains twice the extent of
the electron pockets in the same directions. Moreover, despite the triangular shape, the extent
of the electron pockets can be interpreted as 2qE, which at the Fermi level corresponds to the
Fermi wavevector qF . The modulus of the Fermi wavevector qF of graphene is directly related to








where gs and gv are the spin and valley degeneracy, respectively [151]. Including the spin
degeneracy (gs = 2) and the contributions of both Dirac cones within the BZ (gv = 2) of






Usually, the FT of recorded STM images and dI/dV maps is realized numerically. Thereby, a
periodic structure with a periodicity a translates into features in the FT image. The distance
of those features from the image center is then proportional to 1/a. Standard software tools,
e.g., Gwyddion [152] or WSxM [153], which are commonly used for STM data analysis, consider
this distance in FT images as either 1/a or 2π/a regardless of the actual lattice symmetry. The
2π/a scaling is commonly used, but is only valid for lattices with a 90◦ angle between the lattice
hjoint density of states
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vectors. In the particular case of hexagonal lattices that are important in this thesis, the length
of the reciprocal lattice vectors amounts to 4π√3a , due to the consideration of the 120
◦ angle
between the lattice vectors (e.g., ref. [91]). Therefore, the scaling of the reciprocal lattice differs
among these dissimilar conventions. For hexagonal lattices the latter reciprocal dimensions shall
be used here, i.e., the solid-state physics definition of the reciprocal lattice shall be applied [154].
As long as the FT images are just interpreted in terms of real-space periodicities, this error
cancels upon backtransformation using the same convention as before. However, the length of the
Fermi wavevector qF , which is defined in reciprocal space, is directly related to the macroscopic
quantity n via eq. (3.17). To achieve consistency, the particular scaling needs to be considered in
the calculation of n. In this work, both values of the Fermi wavevector are given; qF,1D using the
one dimensional 2π/a scaling (1D scaling), and qF,2D that considers the 2D hexagonal lattice
(2D scaling). However, the FT-STM images presented in this work are scaled using the 4π√3a
convention to be comparable to the ARPES data.
3.2.4 Tunneling into Superconductors
As already mentioned in sec. 2.6, electron tunneling is not solely restricted to the case of two
metals, but also possible between a metal and a superconducting electrode. Tunneling between
two superconductors shall not be discussed here, since it is not relevant for this work. The total
tunneling current is calculated in much the same way as already discussed above, but with a
modified DOS of the superconducting electrode as introduced in sec. 2.4.1. Moreover, in real
systems the ideal DOS provided in eq. (2.3) is broadened by various effects. Mathematically,
the broadened energy gap in consideration of a flat (i.e., energy-independent) DOS in the
normal-conducting state is described by the Dynes equation [155]:
ρj,sc(E, ∆, Γ) = ρj,nc(0) ·
⃓⃓⃓⃓
⃓⃓Re
⎡⎣ E − iΓ√︂
(E − iΓ)2 − ∆2
⎤⎦ ⃓⃓⃓⃓⃓⃓, (3.19)
where j = t, s for tip and sample, respectively. The broadening is characterized by the parameter
Γ that is originally introduced to account for a finite lifetime τ of the quasiparticles (Cooper
pairs) with Γ = ℏ
τ
. Nonetheless, other broadening mechanisms besides pure lifetime effects can
also be described by this parameter. The temperature dependency of the superconducting gap is
already given in eq. (2.4) and eq. (2.5), respectively. For strong-coupling superconductors the
broadening parameter Γ exhibits a temperature dependency that is given by






where Γ0 is related to the electron-phonon coupling strength. However, this equation is valid
only for T ≪ Tc where ∆(T ) ≈ ∆0 [155,156]. Note that Γ(T ) increases with increasing T since
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Γ0 > 0. For weak-coupling superconductors like aluminum a temperature dependency was not
observed and Γ remains constant [155].
STS data of superconductors are usually normalized in order to facilitate the interpretation.
Therefore, the differential conductance spectra G(V, T ) = dI
dV
(V, T ) are divided by a spectrum
that was determined above the critical temperature Tc. Assuming that in the vicinity of the
Fermi level the tip and sample DOS are flat (i.e., energy independent) in the normal-conducting
state and that the energy dependence of the transmission function is negligible, the normalized
elastic differential conductance of a superconducting sample simplifies to (adapted from [157])
G(V, ∆(T ), Γ(T ), T )






⎡⎣ E − iΓ(T )√︂
(E − iΓ(T ))2 − (∆(T ))2
⎤⎦ ⃓⃓⃓⃓⃓⃓· ddV f(E − eV, T )dE. (3.21)
Thus, under these conditions, the normalized spectra can be directly interpreted as the thermally
broadened superconducting DOS ρs,sc of the sample. As an example, the numerically differentiated
dI/dV spectra of a Pb(111) surface examined with a normal conducting tungsten tip at different
temperatures are presented in fig. 3.6(a). The corresponding spectra that are normalized by the
spectrum recorded at 7.0 K are presented in fig. 3.6(b). Note that the gap appears to be centered
slightly below zero, which is caused by a small voltage offset (< 0.7 mV) of the measuring
system. Equation (3.21) is sufficient for the description of normalized spectra with slowly varying
densities of states in the normal conducting state.
The influence of the broadening mechanisms stemming from the broadening factor Γ and from the
temperature T on the resulting normalized spectra are shown in fig. 3.7(a) and (b), respectively.
At first glance, the evolution upon increasing Γ and increasing T seems very similar. A closer
look, however, reveals that the spectral form of the resulting curves deviates, especially within
the gap. Moreover, the coherence peaks remain at the same energy positions for different Γ
values, while they shift away from the Fermi level upon increasing thermal broadening. Therefore,
the different broadening mechanisms may be distinguishable in high-resolution STS data.
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Figure 3.6: (a) Temperature-dependent dI/dV spectra taken with a tungsten tip on a Pb(111)
surface (numerically differentiated, y-shifted 2 nS, Is = 200 pA at Vb = 50 mV). (b) Spectra of (a)
normalized by the spectrum recorded at 7.0 K (y-shifted 0.5). The gap appears to be centered slightly
below 0 mV due to an uncorrected voltage offset of the employed STM electronics.
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influence of (a) the
broadening factor Γ at
fixed T = 0 K and (b)
temperature-dependent
thermal broadening at
fixed Γ = 0 eV on the
shape of energy gap
measurements based on
eq. (3.21).
In this work, also non-flat densities of states in the normal-conducting state of a superconducting
sample have to be considered according to eq. (2.2). To describe possible broadening mechanisms
similar to the Dynes equation (3.19), the following description of the DOS in the superconducting
state is suggested









⎡⎣ E − iΓ√︂
(E − iΓ)2 − ∆2
⎤⎦ ⃓⃓⃓⃓⃓⃓, (3.22)
which conserves the total number of states also for broadened densities of states. Obviously, for
the limiting case Γ → 0 the non-broadened DOS of the superconducting state is reinstated (cf.
eq. (2.2)), and for ∆ → 0 the DOS of the normal-conducting state ρj,sc(E, ∆ → 0, Γ) = ρj,nc(E)
is obtained.
3.2.5 Data Acquisition and Processing
STM setup
The presented tunneling experiments were performed with a JT-STM/AFM system purchased
from SPECS Surface Nano Analysis. The cryoshield housing sample and tip during the mea-
surement is cooled by liquid helium (T ≈ 4.2 K) and an additional cooling stage based on
the Joule-Thomson (JT) effect. With this setup a minimum temperature of 1.2 K is reachable.
The exact temperatures are determined with Cernox sensors located close to the sample and
a resistance bridge both purchased from Lake Shore Cryotronics. In thermal equilibrium, the
temperature within the cryoshield can be determined with an accuracy of ∆T < 0.01 K. The
temperature of the STM core can be varied by an additional resistive heater located close to
the sample. The piezo actuators of the STM setup are very sensitive even to small temperature
variations. Accordingly, the piezo signals are susceptible to strong apparent drift. Therefore, the
data acquisition is not started until especially the z actuator of the tip, which is furthest away
from the heater, shows no further drift. From then on, tip and sample can be expected to be in
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thermal equilibrium. Since the (x, y) actuator also shows thermal drift, STS measurements of
the very same sample position at different temperatures are not simply possible by moving the
tip to the same (x, y) coordinate. Rather, the position has to be estimated from an STM scan
prior to each point spectroscopy acquisition. The STM system is operated with a Nanonis SPM
controller (Version 5) that provides an integrated lock-in amplifier for STS experiments.
All tunneling experiments of epitaxial graphene shown in this thesis were performed with the
same self-made platinum/iridium tip (Pt/Ir tip). After manually cutting a Pt/Ir wire, the
pinched off tip was additionally prepared in UHV by sputtering with Ar+ ions (p = 5 ·10−6 mbar,
Eion = 2.5 keV, t ≈ 5 min), further conditioned by scanning a Au(111) surface and electronically
checked by the appearance of the Au(111) surface state in tunneling spectra. The Pt/Ir alloy
used here has a much higher concentration of Pt than of Ir and, accordingly, a work function of
ΦPt = 5.6 eV [158].
Lock-in Technique
Differential conductance spectra are commonly acquired using the lock-in technique to overcome
the disadvantage of the numerical derivative that artificially amplifies noise in a measured I(V )
curve. To this end, a small sinusoidal voltage with an amplitude Vmod is modulated on the
applied DC bias (Vb), which yields Vappl(t) = Vb + Vmod sin(ωmodt) with a frequency fmod = ωmod2π .
The lock-in signal obtained from a deconvolution of all signals with ωmod is directly related to






· lock-in signal(Vb) (3.23)
as shown in appendix A.2.1. The lock-in signal provided by the Nanonis SPM controller is given
in ampere and the dimensionless parameter B is a constant that depends on the lock-in-specific
parameters, e.g., sensitivity and amplification factors.
This treatment neglects possible broadening that is caused by the additional AC modulation
voltage. To account for this experimental broadening mechanism, refs. [159, 160] suggest the















is related to the analytic derivative dI
dV
, but broadened. In most cases, literature
reports do not distinguish between these two quantities. Under the assumption of a linear I(V )
characteristic, the constant of proportionality in eq. (3.24) can be derived as shown in appendix
A.2.2, which results in
i Note that Vmod is the amplitude and not the root mean square (RMS) voltage value as in refs. [159,160], which
is why the factor
√
2 is not necessary here.
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Figure 3.8: Bias dependency of the lock-in-specific scaling factor C defined in eq. (3.26) using data











dα sin(α) · I (Vb + Vmod sin(α)) . (3.25)









· lock-in signal(Vb), (3.26)
where C is then a constant that includes lock-in-specific parameters solely. Rearrangement of
this equation allows the determination of the parameter C from experimental data as shown for
two measurements with different Vmod in fig. 3.8, where dIdV is calculated by numerical derivation
of the tunneling current. The strong deviations from a constant value are the result of noise
amplification, since in the low-voltage regions the signal is very small (cf. fig. 4.27 and inset of
fig. 4.6(a)). Besides these deviations, the lock-in parameter is almost perfectly constant and can
be estimated to C ≈ 3. This allows rescaling of the measured lock-in signal, and the data can
be given in units of siemens S = A/V . The result then corresponds to the analytical derivative
of the tunneling current. Moreover, the absolute intensities of spectra recorded with different
modulation voltages can be compared, which becomes necessary in sec. 4.2. To demonstrate
the influence of lock-in broadening on the quantitative analysis, an STS spectrum acquired
via the lock-in technique of a superconducting Nb tip above a metallic Au(111) surface is
presented in fig. 3.9 (black solid line). Thereby, Vmod is intentionally exaggerated, so that its
effect on the measured spectrum is visible to the naked eye. For fitting according to eq. (3.21),
E needs to be replaced by E − eV in the part that describes the broadened energy gap and
the small voltage offset already mentioned above is considered by a shift of the Fermi level,
which is treated as additional fit parameter. However, the result of the fitting procedure does
not describe the measured signal accurately (blue solid line). Consequently, the extracted values
∆t = 0.99(1) meV and Γt = 0.31(1) meV strongly deviate from reported values in the literature, in
this case ∆t = 0.94 meV and Γt = 0.01 meV [160,161]. In contrast, additional consideration of the
lock-in broadening via eq. (3.25) results in a significantly improved agreement (red solid line). The
extracted parameters ∆t = 0.917(8) meV and Γt = 0.067(7) meV are comparable to the above
mentioned literature values, and the remaining small discrepancies can be explained considering
that trace impurities of the Nb wire can have a significant influence on its superconducting
40
3.2 Scanning Tunneling Techniques














Figure 3.9: Normalized dI/dV spectrum
acquired using a superconducting Nb tip on
a Au(111) surface using the lock-in technique
with inappropriate Vmod (black) (T = 1.15 K,
Is = 200 pA at Vb = 20 mV, fmod = 912 Hz,
Vmod = 0.8 mV). Fit results using eq. (3.19)
(blue) and in further consideration of the
lock-in influence via eq. (3.25) (red).
properties. Therefore, it is essential to consider the broadening caused by the lock-in technique
in quantitative analyses of electronic structures in the meV region like superconducting gaps.
Two experimental mechanisms have a major impact on the broadening of measured spectra,
namely the temperature and the use of the lock-in technique. The total energy resolution can be
estimated by ∆E ≈
√︂
(3.3kBT )2 + (1.7eVmod)2 [162]. The influence of the temperature is already
accounted for by considering the Fermi functions in the calculation of the tunneling current. For
all measurements that are presented in this thesis, Vmod is chosen equal to the step size of two
adjacent data points (Vb). Even if the resulting influence on the spectra is small, the broadening
will be considered for all quantitative analyses. In all measurements presented hereafter a lock-in
modulation frequency fmod = 1612 Hz is used. All other parameters are given in the respective
figures. The determined bias range of a particular measurement is scanned in both directions
(forward and backward sweep) and averaged subsequently. To achieve additional noise reduction
the recorded data of several successive bias sweeps (without interruption of the measurement)
are averaged. The number of accumulations (acc.) is also given for every measurement presented
below.
Numerical data analysis
As already mentioned above, the intensity of the measured data is rescaled according to eq.
(3.26). Quantitative analysis of the rescaled data is performed by modeling the DOS of tip and
sample as well as the inelastic contributions. Based on the model, the total tunneling current
and, subsequently, the lock-in-broadened differential conductance are calculated without using
any further approximations, and the latter is fitted to the measured STS data by variation
of the model parameters. The particular models and fit parameters are provided later. This
computationally expensive procedure is realized with a home-made software tool developed in
MATLAB by the author. The error margins depicted in the following only account for statistical




Differential Reflectance Spectroscopy (DRS)
Differential reflectance spectroscopy (DRS) is an optical method with the particular advantage
that the reflectance R can be measured in situ, during the deposition of a material, as a function
of time t and photon energy E. For this purpose, the light of a halogen lamp is focused on the
sample at almost normal incidence and the reflected light is analyzed spectrally. Details of the
setup can be found elsewhere [163,164]. The DRS signal is defined as the relative change of the
reflectance:
DRS(E, t) = R(E, t) − R(E, t0)
R(E, t0)
, (3.27)
where R(E, t0) is the spectrum of the pristine sample. To obtain one spectrum, reflectance
spectra are accumulated for 30 s.
This method is commonly used to investigate the optical properties of adlayers deposited on
clean substrates. However, it is also possible to monitor changes in the optical properties of an
already present material by altering the electronic structure, for example, upon doping.
Low-Energy Electron Diffraction
Low-energy electron diffraction (LEED) probes the two-dimensional reciprocal lattice of the
sample surface. It is a standard technique in surface science [165] and shall therefore not be
discussed in detail here. The measurements in this work are performed with a dual microchannel
plate LEED (MCP-LEED) device purchased from OCI Vacuum Microengineering. The images
are calibrated and corrected for distortions and systematic errors by the freely available program
LEEDCal [166,167] using the Si(111)-(7×7) superstructure as a reference sample [168]. Structural
analyses are carried out using LEEDLab [169] as also described in refs. [A1,A2].
Sample preparation and handling
The graphene sheets used in this work were synthesized on 6H-SiC(0001) wafers with a similar
procedure as described in ref. [32]. The wafers were etched in a hydrogen atmosphere at about
1600 °C for 20 min to remove surface polishing damages. Subsequently, the etched wafers were
tempered in an Ar atmosphere also at about 1600 °C for 20 min. The samples used in this work
were produced by Dr. Bernd Schröterj and his technical staff.
All experiments discussed in this work were performed in UHV conditions (base pressure
≈ 10−10 mbar). Prior to every experiment the sample was annealed (with electron bombardment
j Institute for Solid State Physics, FSU Jena, Germany
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heating from the backside) at T ≲ 1200 °C in UHV to remove possible contaminations. At these
temperatures synthesis of additional graphene layers is not expected (cf. refs. [35, 36,50]). The
sample quality was checked via LEED prior to every experiment by inspecting the sharpness and
intensity of distinct spots in the pattern (cf. sec. 4.1) in relation to the diffuse background.
Potassium deposition was performed by direct heating of a dispenser purchased from SAES
Getters with an electric current, while the sample is mounted to the manipulator at room
temperature (RT). Instead of estimating the K content by controlling the flux, the changes of the
optical properties of the sample are monitored via DRS to achieve comparable and reproducible
doping stages of the sample. This procedure does not require the assumption of constant material
flux from the dispenser, which is in most cases not satisfied (not even during the same deposition
cycle).
STM and PES measurements were performed in two different UHV chambers, located in two
different buildings. Samples were transferred between both chambers in a portable UHV shuttle
(base pressure ≈ 10−9 mbar), equipped with an ion-getter pump and a stand-alone battery power
supply, without interrupting the UHV conditions.
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4 Structural and Electronic
Characterization of K-Intercalated
Epitaxial Graphene
This chapter provides a thorough analysis of structural modifications and accompanied evolutions
of the electronic structure upon K intercalation of epitaxial graphene on SiC(0001). As already
discussed above, the initial composition of the pristine sample, in particular, the exact number
of graphene layers, has a major impact on the final properties of the specimen resulting from
K intercalation. Thus, key properties of the pristine sample are examined precisely from the
outset. The aim is to determine physical and chemical properties of one specific sample. On
several occasions a comparison to samples with different graphene layer thicknesses is mandatory.
Since epitaxial graphene on SiC(0001) is well-studied in the literature, it further represents an
appropriate system to evaluate the correctness of the modified data analysis methods, i.e., the
enhanced numerical STS data analysis.
4.1 Pristine Epitaxial Graphene Samples
Apart from intensity variations, the LEED pattern obtained from the sample of interest (fig.
4.1(a)) agrees with the pattern reported numerous times in the literature, e.g., refs. [32, 35,36],
independent of the number of graphene layersa on SiC(0001). Besides features resulting from the





3)R30◦ reconstruction (in relation to the SiC lattice) of the buffer layer located
between the substrate and the first graphene layer (e.g., ref. [170]). In particular, characteristic
diamond-like spot groups occur that are highlighted in yellow. Further, consideration of a (6 × 6)
superstructure with respect to the SiC lattice is sufficient to describe all features emerging in
the LEED pattern. However, this simple approach is not capable of accounting for the observed
intensity distribution of these features. For a detailed analysis of the spot intensities, kinematic
LEED theory would be necessary. Instead, the observed features can also be described as a
consequence of multiple scattering between graphene and the SiC lattice [171] as depicted by
a from one monolayer up to several monolayers
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Figure 4.1: (a) Contrast-inverted, logarithmically scaled, distortion-corrected LEED image of 1.3
monolayer (ML) epitaxial graphene on SiC(0001). Lines depict the 2D reciprocal unit cell of the
SiC (red) and graphene lattices (blue). Blue circles indicate spot positions of graphene and multiple
scattering between graphene and SiC. (b) XPS spectrum of the C 1s core level (black) and respective
fit function (red) comprising four components originating from SiC (magenta), graphene (blue), and
S1 and S2 (green) from the buffer layer along with a Shirley background (gray dashed).
the blue circles in fig. 4.1(a) up to third order.b Noticeably, the spot intensity decreases with
increasing order of the multiple scattering. For comparison, a LEED image of a different high-
quality epitaxial graphene sample is shown in fig. A.15(a) of app. A.13, where also weak features
are described by considering higher orders of the multiple scattering process. Consequently, the
physical reconstruction of the buffer layer is not necessary to generate the observed (geometric)
diffraction pattern. In the hypothetical case that non-interacting graphene could exist on a
SiC(0001) surface, without the formation of a reconstructed buffer layer, the same LEED pattern
would be expected, however, accompanied with an expectable weakening of the spot intensities.
To determine the number of graphene layers on this specific sample, the C 1s core level spectrum
was measured via XPS (normal emission) and fitted by the sum of Voigt profiles as depicted in
fig. 4.1(b). Accordingly, the spectrum comprises four components that are related to C atoms
with different chemical bonds. The SiC component arises from C atoms bound within the SiC
substrate, and the G component from carbon bound in the graphene layer. The components
S1 and S2 both result from carbon located in the buffer layer, where S1 corresponds to C
atoms covalently bound to Si atoms of the uppermost SiC layer, and S2 to carbon atoms bound
to other carbon atoms. Since the stoichiometry within the buffer layer is known, the ratio of
components is S2/S1= 2 [36], which is accounted for as constraint in the fitting procedure.
In accordance to ref. [36], an effective graphene layer thickness can be determined from the
intensity ratio of the G and SiC components, and amounts to 1.3(1) graphene layers above the
buffer layer for this specific sample.c Noteworthily, samples with an effective graphene thickness
of about 1 monolayer (ML) are usually composed of a mixture of domains with 0, 1 and 2
ML graphene [77, 174–176]. This results from the limited lateral domain size, caused by the
formation of terraces, which are separated by grain boundaries due to the lattice mismatch in
bFaint features are described by considering higher diffraction orders.
c The modified expressions for normal emission spectra are provided in refs. [172,173].
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Figure 4.2: (a) ARUPS near the K point of 1.3 ML epitaxial graphene on SiC(0001) (cooled with
liquid helium, θ = 53.4◦, ϕ = 1.65◦, resolution: 2.56 meV, 0.05◦ corresponding to ≈ 0.0018 Å−1) and
respective section from a 3NN TB calculation (red lines). (b) EDC of the ARUPS measurement in
(a) integrated over all k∥ values (black), and integrated in the selected range of the Dirac crossing
(green) as indicated in (a) (normalized to number of data points, black curve five times enlarged).
(c) SBZ of epitaxial graphene (gray); constant-energy contours at EF (blue) and at 2.1 eV binding
energy calculated via the 3NN TB approach. (d) Calculated band structure of the Dirac cone of
EMLG (red) along the ΓK direction and the related energy-dependent position of the 2D detector
(color gradient from blue to green, explanation in the text). Red arrows in (a) and (d) depict the
position of extrema determined from the EDCs in (b).
that system [71]. Even if the effective graphene layer thickness is slightly higher than 1 ML, the
determined band structure via ARUPS (2D detector) near the K point (fig. 4.2(a)) does not
exhibit any evidence of a second band that would suggest a significant contribution of bilayer
areas. This is also not the case for the σ band at the Γ point and the parabolic feature at the
M point as shown in app. A.4.1, where two bands would be expected for bilayer graphene as
well (cf. ref. [177]). Nevertheless, the momentum-integrated intensity (black) and an energy
distribution curve (EDC) in the vicinity of the Dirac crossing (green) shown in fig. 4.2(b) both
exhibit a minimum intensity at Emin = 0.391(1) eV that is unexpected for EMLG. Rather, other
studies investigating EMLG report on a maximum of the momentum-integrated intensity at
the Dirac energy [41, 42]. Further, the existence of maxima in the EDC, obviously caused by
the vertex of two parabolic bands, suggests the presence of an energy gap at the Dirac point,
which is only expected for EBLG, but not for EMLG. At first glance, this finding apparently
contradicts the observation of just a single π band, and a clear assignment of the measured band
structure to either EMLG or EBLG seems not possible.
This seeming contradiction can be resolved by considering the k∥ values that are actually probed
by the 2D detector for the adjusted polar and azimuth angle during data acquisition. Those
values can be determined by eq. (3.4) and the expressions in app. A.1. The sections at constant
energy are slightly curved as illustrated as dotted lines in fig. 4.2(c), but comparable to sections
almost perpendicular to the ΓK direction. Since the conversion of angles to k∥ values explicitly
depends on the kinetic energy of the emitted electron (cf. eq. (3.4)), the sections at which
the 2D detector probes the band structure depend on the binding energy as depicted for two
specific values by blue and green dotted lines. In particular, the energy dependence of the 2D
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detector section in ΓK direction is depicted in fig. 4.2(d) (color gradient line: blue to green).
Thus, for higher binding energies smaller k∥ values are probed. For demonstration purposes, the
expected band structure E(k⃗) of MLG is calculated with the expressions shown in app. A.6,
which describe a TB approach that considers interactions up to third-nearest-neighbor (3NN)
atoms [24, 178]. The overlap of 2D detector sections with the calculated electronic structure
reveals expectable bands in the measurement. Since the intercepts at a given binding energy
cannot be analytically resolved for k∥, the problem is solved numerically.d
For a qualitative description of the measured data, parameters for EMLG reported in ref. [179]
are used as a first guess. Subsequently, the parameters E2p and γ0 are manually adjusted to
qualitatively describe the measured data at given polar and azimuth angle (fig. 4.2(a)). The exact
model parameters are provided in app. A.6. In this case, the section of the 2D detector, where
the data is collected, does not coincide with the Dirac point (fig. 4.2(d)). Thus, conical sections
of the Dirac cone are probed that result in parabolic bands in the measurement. Consequently,
the maxima in the EDC are caused by the vertex of both resulting parabolic bands, where the
2D detector section intersects with the Dirac cone in ΓK direction as indicated by red arrows in
fig. 4.2(a) and (d). Therefore, the apparent electronic gap is actually a consequence of the data
collection method and not caused by the presence of bilayer areas on the specimen. According
to this procedure, the Dirac crossing is located at ED ≈ 0.37 eV, which appears to be slightly
shifted to lower binding energies compared to other reported values (e.g., ED = 0.42 eV [43]).
However, the sample examined in fig. 4.2(a) was intercalated with K atoms prior to the shown
measurement. Upon annealing, the specimen can be purged from intercalants as will be discussed
in sec. 4.2. However, residual amounts of contaminations seem to remain on the sample and
cause a slight shift of about 0.05 eV to lower binding energies. A similar behavior has already
been reported for Al-intercalated EMLG with an observed shift of 0.10(2) eV to lower binding
energies [80].
As a result, the determined electronic structure of the 1.3 ML sample is fully consistent with
EMLG solely, even if the nominal thickness is slightly higher. A similar measurement of a different
sample with a smaller nominal thickness of 1.2 ML graphene, depicted in fig. A.4(a) (app. A.5),
exhibits subtle evidence of additional bands related to EBLG. In particular, an extremely flat
band of the upper Dirac cone is present that is directly related to 2 ML areas (cf. ref. [42]).
Since the 1.3 ML sample of interest shows no evidence of those features, in spite of the higher
nominal thickness, it can be concluded that the bilayer areas are of inferior structural quality as
they do not contribute to the area-averaging signal of the electronic structure. However, it is
also possible that the actual nominal thickness of the sample is lower than the determined value,
since for the determination of its error margin only fitting errors are considered. Nevertheless,
the 1.3 ML sample behaves like EMLG judging from ARUPS. Further, the electronic bands
determined via ARUPS exhibit the expected polarization dependence in ΓK direction as shown
dProblem was solved numerically using fsolve as available in MATLAB.
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Figure 4.3: Low bias STM images
of (a) 1.3 ML (Pt/Ir tip) and (c)
2 ML (W tip) epitaxial graphene
samples as well as the associated
FT-STM images shown in (b) and
(d), respectively (upper part of (b)
contrast-enhanced). Reciprocal unit
cell of graphene (blue) along with sim-
ulation of expected features includ-
ing multiple scattering (m.s.) with
first order only (d) and higher or-








3R30◦) where dots in-
dicate positions of possible features.
Red dots in (a) and (c) indicate the
tip positions for respective STS mea-
surements.
in fig. A.2(b) that results from the anisotropy of the Dirac cone caused by the presence of two
C atoms in the graphene unit cell [83]. Apart from sharpened features, the appearance of the
electronic structure does not change upon cooling as shown in app. A.4.1 (fig. A.2(b) and (c)).
Figure 4.3(a) shows an STM image acquired from the 1.3 ML sample of interest at low tem-
perature and bias. The corresponding FT-STM image in (b) exhibits features of the graphene
lattice (reciprocal unit cell depicted in blue) and low orders of the (6 × 6) superstructure that
are caused by the existence of the buffer layer below the graphene sheet. Additional features




3)R30◦ superstructure with respect to the
graphene lattice (magenta). Those features are not described by the pattern determined via





of the buffer layer into account. Those additional features, however, can be assigned to intervalley
quasiparticle-scattering processes [147,180]. For comparison, fig. 4.3(c) shows an STM image of
an extended area recorded on a different sample with a nominal graphene thickness of 2.0(1)
MLe (determined via XPS analysis of the C 1s core level emission as shown in app. A.12).
The corresponding FT-STM image in fig. 4.3(d) clearly reveals that the positions where spots




3)R30◦ superstructure would be expected are surrounded by circular
features that can also be attributed to quasiparticle-scattering processes, thus corroborating the
assignment of the magenta spots.
The FT-STM images in fig. 4.3(b) and (d) are replotted in fig. 4.4(a) and (d), respectively, but
with a color scheme that is specifically chosen to achieve a better visibility of low-intensity
features. It can be discerned that QI features determined on the 1.3 ML graphene sample also
exhibit an almost circular shape that is best visible in second order as depicted in fig. 4.4(b).
e This sample clearly also exhibits two π bands in ARUPS measurements (not shown).
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0.5 Å−1(e) 0.5 Å−1(f)
Figure 4.4: (a) and (d) show im-
age sections of the FT-STM im-
ages in fig. 4.3(b) and (d), respec-
tively, with a contrast-enhancing
color scheme. White squares depict
the area where particular zoom
windows (b), (c) and (e), (f) are
extracted from (a) and (d), respec-
tively. In (c) and (f) the intensity
scales are modified compared to
(a) and (d), respectively. Gray ar-
rows labeled by numbers depict
the direction of different line scans
shown in app. A.7.
The center of the FT-STM images, which is equivalent to the Γ point region of the SBZ, is
shown in fig. 4.4(c) and (f) with adjusted contrast for the 1.3 ML and 2 ML sample, respectively.
The comparison reveals that significant intensity is present in the case of 2 ML, but suppressed
in the case of 1.3 ML. This behavior is a direct consequence of the pseudospin that affects the
emergence of intravalley QI features in the Γ point region [146] as already discussed in sec. 3.2.3.
Accordingly, it is evident that EMLG is probed via STM in the case of the 1.3 ML sample and
EBLG in the case of the 2 ML sample. Since the 1.3 ML sample behaves like EMLG by applying
local and area-averaging experimental methods, it is referred to as EMLG in the following and,
correspondingly, the 2 ML sample as EBLG.
Table 4.1: Estimated values of the Fermi wave vector qF from the FT-STM images in fig. 4.4
for different graphene layer thicknesses and scattering processes in 1D and 2D scaling (values in
parentheses indicate the numerical error of the last significant digit).
Thickness Scattering qF,1D (nm−1) qF,2D (nm−1)
1 ML Intervalley 0.522(2) 0.603(2)
2 ML Intervalley 0.544(4) 0.628(4)
2 ML Intravalley 0.535(4) 0.618(5)
Since both STM measurements are performed at very low bias, the integration range contributing
to the tunneling current is very low and the intervalley QI features in FT-STM can be interpreted
as (slightly broadened) equivalent to the 2D Fermi surface, but with radius 2qF (cf. sec. 3.2.3).
For a quantitative analysis, line scans of the intensities along various directions depicted in fig.
4.4 are extracted and shown in app. A.7. The peaks stemming from (i) QI features and (ii) the
lattice corrugation itself are fitted by Voigt profiles. STM images usually exhibit distortions
that are caused by discrepancies in the length scale between slow and fast scan direction. To
determine the reciprocal length between two features appropriately, the values are calibrated
by the respective known lengths of the lattice in the specific directions (cf. app. A.7). The qF
values determined for different QI processes as a function of the graphene layer thickness are
presented in tab. 4.1 considering 1D and 2D scaling (cf. sec. 3.2.3). In the case of EMLG, the
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Figure 4.5: (a) Wide-
range dI/dV spectrum ac-
quired on EMLG sample
(black solid line) (T =
1.2 K, Is = 500 pA at Vb =
500 mV, Vmod = 3 mV, 5
acc.). Fit result (red solid
line) containing contribu-
tions of the electronic DOS
of (b) tip and (c) sample as
well as (d) inelastic contri-
butions (individual inelastic
components depicted as red
dotted lines).
intervalley QI feature exhibits an elliptical shape. Thus, only the value corresponding to the
largest expansion (direction 5) is given. The values in the 1D scaling agree with the reported
value qF = 0.53(6) nm−1 for EMLG and EBLG within the error margin [146]. However, the
2D scaling is more appropriate for comparison to ARUPS data in sec. 4.3. Slight deviations
of the absolute values of different processes are caused by the limited resolution of the STM
images and the small shift of the Dirac energy of the EMLG sample to lower binding energies,
as already discussed above, which causes a smaller elongation of the related Fermi surface. The
resulting charge carrier concentration of 0.004 55(4) and 0.004 94(6) electrons per graphene unit
cell, determined from the intervalley QI features of EMLG and EBLG, respectively, is induced
by charge donation from the substrate and agrees well with the value of 0.005 reported for
EBLG in refs. [23, 43]. In the case of EMLG, the electron concentration is slightly lower due to
the tiny shift of the Dirac energy to lower binding energies upon prior K intercalation.
To prove the validity of the description of the total tunneling current provided in sec. 3.2.2
including elastic and inelastic contributions, tunneling spectroscopy data was acquired for EMLG
and EBLG at the positions indicated by red dots in fig. 4.3. The wide-range dI/dV spectra of
EMLG (fig. 4.5(a)) and EBLG (fig. 4.6(a)) exhibit a wide gap around the Fermi level. While
the gap is smeared in the EMLG case, it is more pronounced in the EBLG case. The shape is
qualitatively similar to spectra provided in ref. [181]. The origin of the gap, which is not of
electronic nature, is still under debate. However, it is commonly attributed to inelastic tunneling
effects based on phonon contributions [131,182]. According to eq. (3.9), the elastic tunneling
process is most efficient for electronic states of the sample with low k∥ values. Yet, in the
probed energy interval bands are available at the K point but not in the vicinity of the Γ point.
Therefore, elastic tunneling into those bands with high k∥ values is very ineffective. According
to refs. [131,182], virtual tunnelingf processes are possible into unoccupied σ∗ bands followed by
f A tunneling electron can populate electronic states of the sample that are usually not reachable due to its
intrinsic energy within time uncertainty.
50
4.1 Pristine Epitaxial Graphene Samples









































































Figure 4.6: (a) Wide-range dI/dV spectrum acquired on the EBLG sample (black solid line)
(T = 1.2 K, Is = 500 pA at Vb = 500 mV, Vmod = 0.35 mV, 10 acc.). Fit result (red solid line)
containing contributions of the electronic DOS of (b) tip and (c) sample as well as (d) inelastic
contributions (individual inelastic components depicted as red dotted lines). Inset in (a): Smaller
range, better resolved dI/dV spectrum at the same position (black line) and its numerical derivative
(green) (T = 1.2 K, Is = 500 pA at Vb = 200 mV, Vmod = 1 mV, 10 acc.).
an almost instant interaction with a sample phonon. Due to the momentum transfer provided
by the phonon interaction, a tunneling electron can efficiently reach unoccupied states at high
k∥ values. Similar processes are also possible for the negative bias branch.
This phonon-mediated tunneling process, however, can only occur if the energy of the tunneling
electron is high enough to excite (absorb) a phonon that provides a sufficient momentum transfer
to reach unoccupied (occupied) electronic bands. Thus, an almost symmetric gap appears in
the tunneling spectra around the Fermi level. The second derivative of the tunneling current
acquired of the EBLG sample (inset in fig. 4.6(a)) exhibits pronounced peaks at about 60 and
75 mV (dips at negative bias branch) that can clearly be assigned to inelastic phonon processes.
For the quantitative analysis of the tunneling spectra it is, thus, inevitable to include inelastic
processes. The phonon contributions to the inelastic DOS D(ℏω) are described by the sum
of several Gaussian profiles. Even though phonon contributions appear symmetric around the
Fermi level, their intensities and widths might vary for the positive and negative bias branch as
reported in ref. [141], which is accounted for in the fitting procedure. Also plasmon excitations
can have an impact on the tunneling spectra [141]. According to ref. [86], in the case of epitaxial
graphene those processes contribute most for 2ED < eVb < ED and are included as a single peak
in the inelastic DOS model.
The electronic DOS of EMLG is modeled by a simple V-shaped characteristic. This simple
description, however, is not sufficient to account for the more complex DOS of EBLG. For that
case a more advanced model needs to be considered that is sufficient to describe all possibilities
of the site-resolved DOS [45,183] shown in fig. 2.3(b). Additionally, sharp electronic features near
51
4 Structural and Electronic Characterization of K-Intercalated Epitaxial Graphene
the Fermi level are further necessary in the case of EBLG to be able to describe the measured
spectra. Those features stem from lateral LDOS variations that are caused by scattering processes
and lead to the appearance of QI features. A more detailed discussion is given in sec. 4.3. For
modeling of the electronic tip DOS, in each case the simplest model is chosen that is capable of
describing the data along with physically reasonable models of the sample contributions. While
for the EMLG data a constant tip DOS is sufficient (Pt/Ir tip), the description of the EBLG
data requires a parabolic tip DOS (W tip). The exact equations of the applied models for EMLG
and EBLG including all fitting parameters are provided in app. A.8.
For the quantitative analysis, the energy-dependent transmission coefficient needs to be estimated
according to eq. (3.10). Therefore, the sample work function of 4.39(4) eV is determined from the
secondary electron cut off (SECO) shown in app. A.3. To estimate an appropriate tip-sample
distance the changes in height ∆z for different applied biases during the stabilization at a
given tunneling current are shown in app. A.9. The dependence z(V ) is non-trivial since it is
affected by too many, generally unknown quantities (voltage part of transmission coefficient,
electronic and inelastic DOS of sample and tip). From the progression of the curve, the z variation
(normalized to Vb = 200 mV) is extrapolated to Vb = 0 visually. Hence, the tip-sample distance
for a stabilization current Is = 500 pA at Vb = 200 mV can be estimated to be about 2 Å. For
measurements stabilized at a different Vb the particular distance is adjusted. The transmission
coefficient is expected to be similar for elastic and inelastic contributions. Possible deviations
would reflect in modified intensities, especially of inelastic contributions.
Upon numerical fitting, the respective models (red solid lines in fig. 4.5(a) and 4.6(a)) sufficiently
describe the measured data with the contributions shown in (b)-(c) of the respective figure. The
determined Dirac point of EMLG is located at ED = −0.37(1) eV, which perfectly agrees with
the ARUPS result. Besides various phonon features that will be discussed below, a very broad
plasmon feature is necessary to describe the measured data. In the case of EBLG, the Dirac
point is located ED = −0.28(2) eV with an electronic gap Eg = 0.13(3) eV, which agrees with
literature results (cf. sec. 2.2). Moreover, the sharp phonon features are sufficient to reproduce
the sharply limited gap around the Fermi level. To further prove the inelastic nature of the
gap, the tip was stabilized at Vb = 50 mV (Is = 500 pA unchanged), which is obviously within
the gap region of the EBLG. If the gap was purely of electronic nature, a tip crash with the
sample surface would be expected by lowering the stabilization voltage to this value. However, it
was possible to recored the dI/dV spectrum presented in fig. 4.7. Further, the low-bias STM
images shown above could be acquired with an applied bias within the gap region. For this
energy range, the graphene lattice does not exhibit phonons with sufficient momentum transfer
to reach electronic bands (cf. fig. 2.6). On the basis of the k∥ dependency of the LDOS within
the Tersoff-Hamann model given in eq. (3.9), the tunneling probability for elastic tunneling to
bands even with high k∥ values can be increased upon decreasing the tip-sample distance. This
is indeed achieved by lowering the bias setpoint at the same stabilization current. Accordingly,
enough electrons exhibit sufficient momentum for an elastic tunneling process to electronic
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Figure 4.7: (a) dI/dV spectrum acquired within the gap range of the EBLG sample (black solid
line) (T = 1.2 K, Is = 500 pA at Vb = 50 mV, Vmod = 0.35 mV, 10 acc.). Fit result (red solid line)
containing contributions of the electronic DOS of (b) tip and (c) sample as well as (d) inelastic
contributions (individual inelastic components depicted as red dotted lines).
states located at the K point. However, the small range dI/dV spectrum also exhibits a gap
that can only be explained quantitatively by the interplay of two phonon excitations with sharp
scattering features (fig. 4.7(c) and (d)). The comparison with the phonon dispersion (cf. fig.
2.6) reveals that obviously also intravalley phonons with low momentum change significantly
contribute to the total tunneling current, even if direct elastic tunneling to the K points is
possible. Figure 4.8 compares the extracted PhDOS of each sample for the positive (upper panel)
and negative (center panel) bias branch to the phonon dispersion (lower panel). In the case of
EMLG (fig. 4.8(a)) the inelastic features are strongly broadened. The most prominent feature
at 66 meV stems from high-momentum out-of-plane vibrations that enable inelastic tunneling
to electronic bands at the K point. This is not possible for the low-energy feature since the
momentum transfer is not sufficient. Thus, this feature stems from inelastic intravalley processes
that seemingly open additional tunneling channels as well. The features at high energies are
too broad to be clearly assigned to specific phonon modes. In the case of EBLG (fig. 4.8(b)),
the determined features of the PhDOS are sharp enough to allow a clear assignment. Those
features are more pronounced due to nearly two-fold degeneracy of phonon states compared
to EMLG [106]. Similar to EMLG, the low-energy modes stem from acoustic phonons causing
inelastic intravalley process. The maxima of all high-energy features coincide with the PhDOS
at the very same phonon momentum close to the K point (red solid line in the lower panel of fig.
4.8(b)). The features at about 60 and 73 meV are usually assigned to M-point phonons [184].
However, the final (initial) state of an electron participating in the tunneling process has to be
unoccupied (occupied). Since k∥ at large tip-sample distances is small, the tunneling electrons
are (virtually) located close to the Γ point. Thus, the momentum transfer from an M-point
phonon is not sufficient to reach electronic bands. However, due to the finite reciprocal width of
the electron pockets at the K point and the momentum distribution of tunneling electrons (cf.
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(a) EMLG


































































Figure 4.8: Comparison of phonon contributions extracted from dI/dV spectra of (a) EMLG and
(b) EBLG (two lowest energy modes from gap range) with the graphene phonon dispersion from
ref. [105] (lower panels). Positive (upper panel) and negative (center panels) bias branches are depicted
separately. Red dashed lines indicate the maximum positions of the determined inelastic features.
The red solid line depicts the momentum where the maximum positions of the high-energy features
coincide with the PhDOS.
sec. 3.2.1), a momentum slightly smaller than that of K-point phonons is sufficient to relocate
an electron with small parallel momentum into an available electronic state (same vice versa
for the occupied sample branch). Thus, this interpretation is more likely than the participation
of M-point phonons in the tunneling process. In conclusion, the developed procedure accounts
for elastic and inelastic contributions to the total tunneling current and thereby enables a
quantitative analysis of the experimentally determined dI/dV spectra with physically reasonable
contributions that agree with previous studies.
Since tunneling within the inelastic gap region is possible, high-resolution dI/dV spectra of
the Fermi level region can also be acquired. As shown in fig. 4.9, the intensities are increased
compared to the data shown before, which is caused by the decreased tip-sample distance as a
result of the lower stabilization voltage Vb (unchanged IS). Obviously, there is no evidence of
energy gaps in the meV range, neither for EMLG nor EBLG that would suggest superconductivity
of the pristine samples.























Figure 4.9: dI/dV spectra of the Fermi level region acquired at (a) EMLG and (b) EBLG (T =
1.2 K, (a) Is = 500 pA at Vb = 20 mV, Vmod = 0.15 mV, 5 acc., (b) Is = 500 pA at Vb = 10 mV,
Vmod = 0.1 mV, 10 acc.).
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4.2 Dynamics of the Intercalation Process
4.2 Dynamics of the Intercalation Process
The intercalation process was monitored via DRS (cf. sec. 3.3) during the deposition of potas-
sium as shown in fig. 4.10(a) and (b) for the EMLG and EBLG sample, respectively. Both
measurements show a decreasing reflectivity on the low-energy side at first (black curve). Upon
further deposition, this decrease moves toward higher energies (red curve). Subsequently, a broad
dip is present in the visible range of the DRS spectrum (blue curve). The decreased reflectivity
in the visible range has already been observed for fixed amounts of K intercalants in graphene
laminatesg [185] and for graphene on quartzh, where the total signal change scales with the
graphene layer thickness [186]. The predominant process leading to the observed decrease of
the reflectance is the excitation of plasmons with an energy ℏωP in the material [185]. Since
ωP scales with the total charge carrier density n [185], the continuous shift of the broad dip
in the DRS spectra indicates an actual charge transfer from the intercalants to the sample,
and the doping stage scales with the total number of K atoms embedded in the specimen. A
quantitative analysis of the DRS data is not possible, because (i) the exact optical constants of
SiC substrate and the graphene layer are not known for these specific samples and (ii) additional
effects, like filling of IL bands as shown in ref. [185], would also have to be accounted for, which
is beyond the scope of this thesis. Nevertheless, further potassium deposition on EBLG beyond
(a) EMLG (b) EBLG
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Figure 4.10: DRS signal evolution of (a) EMLG and (b) EBLG on SiC(0001) upon K deposition.
Values in the legend correspond to different deposition times.
22 min (blue) leads to a significant change in the evolution of the DRS spectra. An additional,
relatively sharp dip with a minimum at about 2.85 eV appears (orange curve), while the signal
especially at low energies remains almost unchanged. The same behavior could be observed for
the EMLG sample by changes in the differential DRS signal (not shown here), but the deposition
gLaminates were cleaved from highly oriented pyrolytic graphite (HOPG) in a solvent.
hReflectivity measurements were carried out on a quartz substrate. The reported contrast is similar to the DRS
signal, but refers to the bare substrate.
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was always stopped at this point. The 2.85 eV feature cannot be assigned to a specific process
yet, but indicates that the intercalation mechanism changes. Upon intercalation, both samples
exhibit the same spectral evolution, though with slightly lower absolute signal of the EMLG
sample. Thus, in the case of epitaxial graphene, DRS is a proper method for the fabrication of
intercalated samples with reproducible K content, even for unsteady deposition rates.
If the deposition of potassium is stopped at the time when the 2.85 eV feature starts to develop
in the DRS signal (blue curves in fig. 4.10), independent of the number of graphene layers
the subsequently acquired LEED patterns exhibit an additional feature in the center of the
diamond-like spot groups discussed in the previous section. The positions of these features are
indicated by green circles in the LEED pattern of the K-intercalated EMLG sample shown
in fig. 4.11(a) and correspond to the already reported (2 × 2) superstructure formed by the
K intercalants with respect to the graphene lattice [56]. In contrast to previous studies, the
typically observed features of pristine epitaxial graphene (already discussed in the previous
section) do not vanish entirely. Indeed, those features appear strongly weakened compared to
the pristine sample, but they are still discernible.i All data shown in the main text below were
acquired using the EMLG (1.3 ML epitaxial graphene) on SiC(0001) sample.
Figure 4.11(b) shows a topographic STM image of the K-intercalated sample. The predominant
part of the image shows a contrast modulation where every other honeycomb of the graphene
lattice appears brighter. For clarification, an illustration of the graphene lattice is provided in
the lower left part of the STM image. Accordingly, the FT-STM image (fig. 4.11(c)) exhibits
additional bright features halfway between the Γ point and the first-order features of the graphene
lattice (blue simulation) that arise from the (2 × 2) superstructure (green simulation) formed by
the intercalants. However, a small area (left of center) is visible in the STM image that does not
show the (2 × 2) superstructure. In this area a short bias pulse (≈ 1 ms) of 1.0 V was applied
prior to the data acquisition. This approach is commonly used for tip conditioning, i.e., to get
rid of contaminations of the tip or to change its geometry slightly. In the present case, it led to
an alteration of the sample either by lifting the topmost graphene layer or by relocating the
potassium atoms from their original positions in this area. Fortunately, due to the existence of
this small area, tip-induced effects can be excluded since both lattices are resolved in the same
lines in the fast (i.e., horizontal) scan direction. To the best of my knowledge, this is the first
high resolution real space observation of the (2 × 2) superstructure formed by the K intercalants
within epitaxial graphene on SiC(0001). STM measurements in the literature imaging the (2 × 2)
superstructure of K-intercalated HOPG exhibit a completely different contrast for unknown
reasons [187].
Figure 4.11(d) shows height profiles extracted along the lines depicted by the respective color
in the STM image. The present corrugation clearly reveals the doubled lattice constant in the
i Faint features in the LEED image, which are not contained in the simulation, are explained by taking higher
orders of multiple scattering into account as already discussed in the previous section.
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Figure 4.11: (a) Contrast-inverted, distortion-corrected LEED image of K-intercalated EMLG on
SiC(0001). Lines depict the 2D reciprocal unit cell of the SiC (red) and the graphene lattice (blue)
as well as the (2 × 2) superstructure (green). Circles indicate spot positions of multiple scattering
between graphene and SiC lattice (blue) and of the (2 × 2) superstructure (green). (b) STM image of
the sample surface. A structural model of both the graphene honeycomb lattice (yellow) and the
superstructure (green) is depicted in the lower left corner and in the magenta-framed zoom window.
(c) FT-STM image of (b) with respective reciprocal unit cells. (d) Height profiles along respective
color lines in (a) (boundaries highlighted with red crosses).
intercalated area (green) compared to the pristine area (blue). The corrugation amplitude of the
pristine area is about 0.2 Å (blue) which is significantly smaller than the reported average value
0.4 Å of pristine EMLG [38,188], which itself is consistent with the average value estimated from
the STM image of EMLG in this work (fig. 4.3(a)).j Compared to the small pristine area, the
corrugation amplitude of the intercalated area is higher and amounts to about 0.3 Å (green).
However, this value is significantly lower than the ionic radius of potassium (1.38 Å [190]),
which suggests that the potassium atoms are located below the topmost graphene layer. Similar
observations have been reported for STM images of Ca-intercalated EBLG (corrugation amplitude
0.1 Å [58], ionic radius of Ca 1.00 Å [190]) and upon Li intercalation [188].
To a much lesser extent the surface locally appears different as depicted in fig. 4.12(a).k The
bright stripes can be attributed to wrinkles of the uppermost graphene sheet that are common
for EMLG [191] even without being intercalated. The remaining surface is covered by bright,
almost circular-shaped entities that do not show a particular structural order. This can be
j The corrugation amplitude of the sole buffer layer on SiC(0001) is reported to be about 1 Å [189] and, thus,
even higher.
kThe STM image was recorded on the same sample, but after a different preparation cycle of K deposition.
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Figure 4.12: (a) STM image of the same sample as in fig. 4.11(b), but for a different area of the
surface that is covered with clusters. The red line, which is better visible in the magenta-framed
zoo window, depicts the section where the height profile in (b) is extracted.
concluded from the absence of defined features in the FT-STM image (not shown). The height
profile in fig. 4.12(b), extracted along the red line in the STM image, shows that the amplitude
of about 3.5 Å slightly exceeds the diameter of potassium ions (2.76 Å [190]), but is in the same
order of magnitude. Therefore, it can be inferred that in this sample area potassium atoms
(and even small clusters in the case of brighter features) are located on top of the uppermost
graphene layer. In comparison to the lower corrugation amplitude of the (2 × 2) superstructure,
this finding proves that the highly ordered structure is formed by K atoms below the topmost
graphene layer. Further, the wave function of the metal layer penetrates into the uppermost
graphene layer and changes the lateral contribution of the DOS, since it is visible via STM
imaging.
Figure 4.13 shows PMMs of the K-intercalated EMLG sample at different binding energies. In
the vicinity of the Fermi level (0.01 eV), triangular-shaped electron pockets appear near the K
points (k∥ ≈ 1.7 Å−1) with an extended size within the SBZ compared to pristine EMLG [41].
For higher binding energies, the width of the electron pockets decreases with a minimum size at
about 1.5 eV (cf. full data set of PMMs in app. A.10). This indicates that the Dirac cone is rigidly
shifted to higher binding energies and confirms a successful n-doping of the sample upon K
intercalation. However, a second triangular shaped but mirrored electron pocket, located halfway
between Γ and K point, is also present in the PMMs. Those features are a direct consequence of
the presence of the (2 × 2) superstructure and emerge due to zone folding.
Folding of the band structure into the first BZ E(k⃗) = E(k⃗ + G⃗) is a result of the translational
symmetry of a crystalline solid and is described in standard textbooks on solid-state physics,
e.g., ref. [91]. The resulting reduced zone scheme contains all information of the electronic
band structure within the first BZ. In the case of (2 × 2) superstructures there is an additional
periodicity G⃗/2 that alters the size of the first BZ. Instead of giving a mathematical approach
to this phenomenon, a vivid visualization is provided in the following.
For reasons of symmetry all points of higher order BZs are equal to the first BZ. Thus, geometri-
cally, a translation along a reciprocal lattice vector connects equal points as shown for Γ points in
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Figure 4.13: PMMs of K-intercalated EMLG on SiC(0001) at binding energies given in the upper
left corners (energy integration range: ±22 meV, resolution: ∆ϕ = 1◦, ∆θ = 2◦). Differently labeled
and colored areas depict integration regions for the EDCs in fig. 4.22.
fig. 4.14(a). Consequently, higher-order translations along a⃗∗1 + a⃗∗2 are also possible. Introducing
the (2 × 2) superstructure leads to a new BZ reduced in size by a factor of 2 (for reciprocal
lengths). For the same reasons as before, translational invariance along (2a⃗i)∗ and, thus, along
(2a⃗1)∗ + (2a⃗2)∗ as shown in fig. 4.14(b) needs to be fulfilled for the extended lattice. Therefore,
as shown in fig. 4.14(c), the K′ point of the former BZ is translated via (2a⃗1)∗ + 2(a⃗2)∗ to K of
the new, smaller BZ. Accordingly, the triangular electron pocket appears mirrored compared to
the K point as observed before. Moreover, the M point of the former BZ also appears at the Γ
point due to translation along 2a⃗∗i as shown in fig. 4.14(c). This is also visible in the PMMs,
where additional circular-shaped electron pockets, occupied for low binding energies, appear
most dominant at the M point, but are also present at the Γ point. Those circular features are

























Figure 4.14: (a) BZs of a 2D hexagonal lattice with reciprocal lattice vectors a⃗∗i connecting equivalent
points of neighboring zones (illustrated for Γ points here). (b) Reduced BZs upon consideration of an
additional (2 × 2) superstructure (black) in relation to (a) (gray). Extra Γ points appear due to the
superstructure (red) that are connected via reciprocal translational vectors (2a⃗i)∗. (c) Examples of
zone folding vectors of high symmetry points induced by a (2 × 2) superstructure.
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Figure 4.15: (a) ARUPS near the K point (θ = 56◦, ϕ = 0.22◦) and (e) near the K point (θ = 24.5◦,
ϕ = −2.20◦) of K-intercalated EMLG on SiC(0001) (cooled with liquid helium, resolution: 2.56 meV,
0.05◦ corresponding to ≈ 0.0018 Å−1) and respective sections from a 3NN TB calculation (red lines).
(b) and (f) show the EDC of (a) and (e), respectively, integrated over all k values. (c) SBZ of epitaxial
graphene (gray) and (2 × 2) superstructure with constant-energy contours at EF calculated with a
3NN TB approach. Dotted lines depict the sections where the ARUPS data are acquired. (d) Related
energy-dependent band structure and sections in ΓK direction. (g) XPS core level spectra of the C 1s
and K 2p energy regions in normal (solid) and grazing (dotted) emission (0◦ and 70◦). The spectral
deconvolution is discussed in the text. (h) C 1s core level spectra, measured under normal emission,
for the K-intercalated sample (red) in comparison to EMLG (black) as already shown in fig. 4.1(b).
Figure 4.15(a) shows an ARUPS section acquired with the 2D detector near the K point as
depicted by the blue dotted line that refers to the section at the Fermi level. Seemingly, the
data exhibits a single π band that presumably stems from a single Dirac cone that is rigidly
shifted to higher binding energies (cf. fig. A.11(a,e)) upon K intercalation compared to the
pristine sample. The related momentum-integrated intensity of this section shows a minimum at
Emin = 1.356(2) eV (fig. 4.15(b)).l This value agrees quite well with reported positions of the
Dirac point of K-intercalated graphite (ED ≈ 1.35 eV [72, 192,192]) and monolayer graphene on
Au (ED ≈ 1.3 eV [16]). Due to folding, the π bands of graphene are also present in the ARUPS
section acquired near the K point (green dotted line in fig. 4.15(c)) as shown in fig. 4.15(e).
However, compared to the K point the Dirac point seems to appear at a slightly higher binding
energy and the slope of the π∗ band is seemingly lower which leads to an apparently wider
opening of the cone at the Fermi level. Like in the previous section, this circumstance can be
clarified by band modeling using the 3NN TB approach and a subsequent determination of
the intersection with the 2D detector sections for the adjusted polar and azimuth angle. An
l Emin is determined by a parabolic fit in the vicinity of the minimum intensity.
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appropriate qualitative description of the measured band structure (red lines in fig. 4.15(a)
and (e)) is achieved based on parameters reported for K-intercalated graphite [192], but with
modified E2p and γ0 (cf. app. A.6) and consideration of the folding process mediated by the
(2 × 2) superstructure. As depicted in fig. 4.15(d), the 2D detector sections do not coincide
with the Dirac point that is located at ED ≈ 1.56 eV according to the model. Thus, instead of a
linear dispersion the measured bands appear parabolic as a result of the conical sections of the
Dirac cone. Moreover, the modeled band structure results in triangular-shaped electron pockets
as depicted in the constant-energy cut at the Fermi level in fig. 4.15(c) that agree with the
PMMs (cf. fig. 4.13). Since the ARUPS data near the K and K point probe different positions
of the triangular-shaped pockets, the measured dispersions obviously exhibit different slopes,
but originate from equally shaped, even though folded, electronic bands. In the present case,
a quantitative fitting of the 3NN TB model to the experimental data is not useful due to the
strong renormalization effects upon electron-phonon and electron-electron (or electron-hole)
many-body interactions that are especially pronounced for the π∗ band [87]. Those interactions,
which are not included in the simple 3NN TB model, affect the energy and intensity of the
experimentally determined bands and result, e.g., in a kink at about 160 meV (cf. fig. 4.15(b))
that will be thoroughly discussed in sec. 5.2.
Figure 4.15(h) depicts XPS spectra of the C 1s core level of the pristine (black) and K-intercalated
(red) sample in normal emission. Apart from a slight intensity decrease, the component originating
from carbon atoms bound to Si atoms in the SiC crystal (at about 283 − 284 eV) does not
change significantly. However, the second maximum at 284.7 eV shifts about 0.3 eV toward higher
binding energies upon K intercalation. This shift is accompanied with an asymmetric line shape
that is most likely mediated by the emergence of at least one new component. Intriguingly,
the components S1 and S2 originating from carbon atoms located in the buffer layer are no
longer identifiable in the spectrum of the K-intercalated sample. A similar shift of about 0.8 eV
accompanied with an asymmetric line shape upon K deposition has also been reported for 1 ML
graphene on Au, where no buffer layer is present [16]. Moreover, the core level spectra of the K
2p doublet as shown in fig. 4.15(g) also exhibit an asymmetric line shape, which was neither
observed for 1 ML graphene on Au [16] nor for K-intercalated graphite [193]. On the one hand,
this asymmetry possibly originates from shake-up processes [194] that can additionally contribute
to the XPS spectra at higher binding energies upon interactions with weakly bound electrons,
e.g., in the conduction band. Then again, it would remain an open question why these shake-up
processes seem to be absent in the measurements of K-intercalated graphite, for instance. On
the other hand, this might indicate the presence of K atoms in a different chemical condition. In
particular, this behavior is observed when the intercalants also penetrate into the interspace
between buffer layer and SiC substrate, e.g., upon intercalation with Li [75], Au [195] or Yb [81],
due to additional bonds to Si atoms of the topmost substrate layer. The angular dependence of
the core level spectra reveals that the intensity in the entire range of the K 2p doublet is smaller
for grazing emission (dotted line) than in normal emission (solid line). This finding suggests that
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the K atoms are located predominantly below the topmost graphene layer. Although the STM
image in fig. 4.12(a) shows that K atoms can also adsorb on the surface, the sample areas where
this occurs are small, since their contribution to the area-averaging XPS spectrum is negligible.
Independent of the emission angle, no distinct features emerge in the XPS spectra of the K
2p doublet that would allow a deconvolution of different components contributing to the total
signal. Therefore, the total intensity can only be estimated reliably by numerical integration
over the entire K 2p doublet range.m For the estimation of the integrated intensity in the case
of the C 1s core level spectra, four Voigt profiles are fitted to the data as shown in app. A.12.
As already mentioned above, the buffer layer features can no longer be identified. Thus, only the
origin of the C 1s (SiC) component is known to stem from C atoms that are bound in the SiC
substrate. The remaining contributions stem from the graphene layer(s) and/or the (former)
buffer layer that are influenced upon K intercalation. Thus, these features are cumulated to C
1s (rest) (blue shaded area) that shows a similar asymmetric line shape as for Yb-intercalated
ZLG [84]. From the integrated intensities of the K 2p doublet and the C 1s (rest) feature a
K:C8 ratio of 0.9(3) can be estimated.n Considering that C 1s (rest) also includes contributions
from the buffer layer of the pristine sample, the ratio indicates that almost twice the amount of
potassium atoms that would be necessary for the formation of the (2 × 2) superstructure with
the uppermost graphene layer, are situated on the sample. Since the amount of K atoms located
on top of the sample is negligible, this finding strongly suggests that the K atoms also penetrate
below the buffer layer. In most cases this is accompanied with a significant shift of the C 1s
(SiC) component to lower binding energies (e.g., Cs [77], Na [78], Al [80]). However, fig. 4.15(h)
reveals that this component does not shift upon K intercalation. The example of Rb intercalation
(same lateral (2 × 2) structure) verifies that penetration below the buffer layer can, in fact,
occur without an energetic shift of this component [77]. Furthermore, the momentum-integrated
intensity the ARUPS data near the K point in fig. 4.15(f) exhibits a weak maximum intensity
at about 0.6 eV that is even more pronounced in the data acquired from a different preparation
of the same sample with less potassium (K:C8 ratio 0.7(2)), shown in app. A.11. Actually, this
measurement exhibits the same electronic bands although the K concentration is lower (red
lines from a 3NN TB calculation with identical parameters). The low signal-to-noise ratio (SNR)
probably reveals a inferior structural quality of the (2 × 2) superstructure. Due to the low SNR,
however, it becomes clear that the maximum in the momentum-integrated intensity originates
from a non-dispersive band that can be most likely assigned to the still (partially) populated K
4s core level.o Similar non-dispersive bands have already been observed for metal-intercalated
EMLG where the intercalants were assumed to penetrate below the buffer layer (e.g., Yb [81]).
mNo error assumed for K 2p intensity integration
nFor the determination the respective sensitivity factors [196] or cross sections [197] for each atomic species needs
to be considered. The ratio provided in the text corresponds to the mean value of both methods.
oFor pure K films the K 4s core level is located at a binding energy of 0.4(3) eV [198].
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In particular, those bands were also observed upon Yb intercalation of ZLG [84], leading to the
conclusion that these features originate from metal atoms located in the interspace between the
SiC substrate and the former buffer layer.
Upon K intercalation the UPS spectra reveal two secondary electron backgrounds with distinct
onsets (for both K concentrations) as shown in app. A.3. While this could be explained by
lateral inhomogeneity of the sample, it might also indicate an effective decoupling of the former
buffer layer based on the previous discussion. Since the SECO at higher kinetic energy is more
pronounced, it represents the better estimate for the majority work function. Consequently, a
value of 2.64(1) eV can be estimated that is strongly reduced compared to the pristine EMLG
(4.20(2) eV), but slightly higher than the work function of pure potassium (2.3 eV [158]).
Having now established the possibility that decoupling of the buffer layer might proceed upon K
penetration below the buffer layer, the structural properties are reanalyzed in the following. As
discussed in sec. 4.1, the STM images of EMLG and EBLG both exhibit a long-range contrast
modulation that results in the observation of defined features in the respective FT-STM images
assignable to a (6 × 6) superstructure originating from the surface reconstruction of the buffer
layer with respect to the SiC lattice (cf. sec. 2.2). However, there is no evidence of similar
features in the FT-STM image of the K-intercalated sample (cf. fig. 4.3) that can be assigned to
a (6 × 6) superstructure. Faint features surrounding the image center and the first-order features
of the graphene lattice (i) appear in a different direction and (ii) describe a smaller lattice.
Those features are addressed in the next section. In agreement to a study of Li-intercalated
EMLG [188], the lack of a (6×6) contrast modulation in the STM image indicates that the buffer
layer changes its surface reconstruction upon K intercalation, which gives an additional hint
that the buffer layer is chemically detached form the substrate. Moreover, this behavior can only
be achieved upon penetration of K atoms into the interspace between buffer layer and substrate.
As a result, the K-intercalated EMLG sample behaves like K-intercalated quasi-freestanding
EBLG.
However, the LEED pattern acquired of the K-intercalated sample (fig. 4.11(a)) still exhibits
features that are commonly attributed to the surface reconstruction of the buffer layer. In
several studies those features vanished upon metal intercalation (e.g., Li [188]). Nevertheless,
in the case of Yb intercalation of ZLG, where the decoupling of the buffer layer has clearly
been demonstrated, those features are still discernible but strongly weakened [84], similar to the
observations upon K intercalation of EMLG here. As already discussed in sec. 4.1, this LEED
pattern can also be expected without the presence of a reconstructed buffer layer because of
multiple scattering processes, only with lower spot intensities. Since the penetration depth of
LEED is capable to probe even the lattice of the SiC substrate, multiple scattering processes
are possible. On the contrary, STM only probes the corrugation of the electronic structure at
the surface with an expectedly smaller information depth compared to LEED, which confirms
the experimental findings. Therefore, multiple scattering processes seem to play a major role
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in the LEED measurements. Under the assumption that the (2 × 2) superstructure in relation
to the graphene lattice is formed by metal atoms above the buffer layer without modifying it,
the intact buffer layer should still exhibit the (6 × 6) surface reconstruction with respect to
the SiC lattice. Accordingly, one could expect at least first-order multiple scattering features of
the (6 × 6) reconstruction surrounding the features of the (2 × 2) superstructure in the LEED
pattern. This is not the case for the K-intercalated EMLG sample (cf. fig. 4.11(a)). On the
other hand, as shown in fig. A.15(b) of app. A.13 those features were actually detected for low
K concentrations in an EBLG sample alongside weak spots of the usual diamond-like pattern.
Deposition of even more K atoms leads to the appearance of the very same LEED pattern as
observed upon K intercalation of EMLG (cf. fig. A.15(c) of app. A.13). Therefore, it can be
concluded that K atoms initially intercalate between the topmost layers of EBLG. For higher
concentrations, they also penetrate between the uppermost SiC layer and the buffer layer by
decoupling the latter from the underlying substrate. In retrospect, this finding supports the
conclusion of an actual decoupling of the buffer layer from the substrate upon K intercalation of
EMLG.
Figure 4.16(a) shows the LEED pattern of the K-intercalated EMLG sample acquired at RT
after being stored in the STM setup at T < 5 K for 20 days.p The determined LEED pattern
did not change compared to the as-deposited sample (cf. fig. 4.11). At 300 K, however, the
intensities of all features that originate from the (2 × 2) superstructure exponentially decay with
a time constant of about 14 min as depicted in figs. 4.16(c)-(e). After about 20 min those features
vanished entirely, which reveals that the (2 × 2) configuration of the K atoms is not stable at RT
as opposed to low temperatures. Simultaneously to the vanishing of the (2×2) features new spots




3)R30◦ superstructure with respect to the graphene
lattice. This has already been reported for Yb-intercalated ZLG upon annealing at 450 °C, but
without the prior existence of a highly ordered structure of the intercalants [84]. Obviously, for
the K atoms this effect already occurs at RT. Further, the comparison suggests that the observed
structural transition most likely takes place below the (former) buffer layer. Figure 4.17 depicts
ARUPS data acquired near the K point of the graphene SBZ after the structural transition.
The observed bands can clearly be identified as the superposition of two π bands, one with its
Dirac point located at low binding energies similar to pristine EMLG (cf. fig. 4.2), and one at
higher binding energies. This observation qualitatively agrees with experimental data in the
literature acquired after annealing at temperatures, however, significantly above RT (Rb [77],
Na [78], Eu [79], Al [80], Yb [81, 82]). Earlier studies attribute this observation to a laterally
inhomogeneous sample consisting of intercalated and pristine graphene areas [77]. However, recent
calculations of Yb-intercalated EMLG, which also consider possible penetration of intercalants
below the buffer layer, reveal that this observation can be attributed to a configuration in which
intercalants are only located between the former buffer layer and the SiC substrate and no longer
between both graphene sheets [85]. Thus, a smaller amount of K atoms effectively participates in
pThe transfer from the STM setup until the first LEED image was acquired took about 3 min.
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Figure 4.16: Time-dependent structural evolution of K-intercalated EMLG on SiC(0001) at RT.
Contrast-inverted, logarithmically scaled LEED acquired (a) at the beginning of the measurement
and (b) after 40.5 min. Colored rectangles depict the positions where the related image sections in (c)
are extracted from. Spot and background intensities are given as a function of time in (d) determined
from the image sections framed blue and magenta and (e) framed red. The decreasing intensities of
features related to the (2 × 2) superstructure are fitted by an exponential decay function as depicted
in each plot.
the doping process compared to the doping stage, where the (2 × 2) superstructure is present. In
other words, the former buffer layer is doped by the K intercalants, while the topmost graphene
layer is just slightly doped by the presence of the underlying substrate similar to pristine EMLG.
The respective SECO shows only one onset (cf. app. A.3) that corresponds to a work function of
3.44 eV. This value is higher than the value before the transition, which suggests a lower effective
doping concentration of the entire sample. To verify the possibility of buffer layer decoupling,
ARUPS data acquired after K intercalation of a different 1.2 ML epitaxial graphene sample is
shown in app. A.5. For low K concentrations (fig. A.4(b)), two π bands, which are comparable
to fig. 4.17, are visible directly after the deposition. The data acquired of the same sample, but
with higher K concentration (fig. A.4(c)), does only exhibit one π band at high binding energies
similar to the highly doped stage of the EMLG sample. In summary, for low K concentrations
as well as after the structural transition at RT the (former) buffer layer, which does not form π
bands in the pristine sample, is effectively decoupled from the SiC substrate by penetration of
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Figure 4.17: ARUPS acquired with
the 2D detector near the K point of
K-intercalated EMLG on SiC(0001)
after the sample had been stored in
UHV at RT for several days (resolu-
tion: 8.36 meV, 0.1◦ corresponding to
≈ 0.0034 Å−1).
K atoms into the interspace, which can be concluded from the existence of additional π bands
assignable to this layer.
Nevertheless, in the highly doped case, where the (2 × 2) superstructure is present, only one
Dirac cone appears in the ARUPS data (fig. 4.15). Since K intercalation below the buffer layer
most likely causes a decoupling of the latter, an effective bilayer is formed. Accordingly, the
observation of two Dirac cones is expected just like in the case of pristine EBLG (cf. sec. 2.2).
In fact, two slightly separated π bands were observed experimentally upon Li intercalation of
EMLG [76], with both Dirac points located at higher binding energies compared to the pristine
sample. This observation was confirmed by calculations that consider the intercalants located
beneath the (former) buffer layer and also between the carbon layers (Li [76], and also Yb [85]).
Surprisingly, the separation of the π bands is also correctly predicted for Li intercalation by a
different theoretical study that was carried out for freestanding bilayer graphene intercalated
with various metals between both graphene layers solely [66]. Indeed, this study predicted two π
bands also in the case of K and Rb intercalation, albeit without energetic separation so that they
overlap completely and appear as a single band. This prediction was confirmed experimentally
in the case of Rb [77]. Thus, the experimental finding of just a single Dirac cone in the ARUPS
data here is plausible and most likely originates from two overlapping, energetically degenerate
π bands.
Considering all previous findings of the highly n-doped case, the intercalants are most likely
located beneath the (former) buffer layer and also between the carbon layers, accompanied
with an effective decoupling of the (former) buffer layer. Thereby, EMLG is transformed into K-
intercalated quasi-freestanding EBLG. This configuration can also be referred to as the thinnest
limit of a stage-1 GIC, but probably with an increased interlayer distance due to the missing
binding partners at the surface. While the intercalants form a highly ordered superstructure
beneath the uppermost layer (revealed via STM), the lateral structure of the intercalants below
the buffer layer is not known. Since no distinct additional features appear in the LEED pattern,
they might also arrange in a (2 × 2) superstructure or do not show any structural order. A (1 × 1)
registry with the graphene or SiC lattice is not expected due to (i) the atomic radius of K and
(ii) the low K concentration on the sample. The physical structure of potassium intercalants
below the buffer layer remains an open question.
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Figure 4.18: Comparison of XPS core level spectra of EMLG focusing on (a) F 1s, (b) O 1s, (c) K
2p and C 1s, and (d) Si 2p for optimally K-doped (red), expelled (blue) samples under normal (solid)
and grazing (dotted) emission, and annealed (black) samples (Shirley background subtracted).
Since the effective concentration of K atoms participating in the doping process is found to be
lower after the structural transition, and desorption of the K atoms from the sample at RT is
unlikely, the question arises, where the expelled potassium atoms are located. The XPS core level
spectra (fig. 4.18) reveal a significant amount of fluorine (F) and oxygen (O) on the sample (blue
solid line), both of which were hardly detectable before the structural transition (red solid line).
Those contaminations most likely stem from the residual gas in the UHV chamber. The C 1s core
level is narrower for the sample after the structural transition at RT than for the doped sample,
which possibly originates from the lower doping level. Further, the K 2p doublet is shifted to
lower binding energies. That observation reveals a modified chemical bonding of the K atoms in
the expelled sample by possible formation of KF [199] and KOH [200]. The other component of
the O 1s peak most likely originates from water (H2O), which often contaminates the sample
surface even in UHV. The spectrum determined for grazing emission (blue dotted line) reveals
that the contaminations are all located below the uppermost graphene layer. However, upon
annealing the contaminations (and even the K atoms that were deposited on purpose) can be
removed almost entirely (black solid line). The Dirac point of the annealed sample is slightly
shifted towards the Fermi level compared to an as-grown pristine EMLG sample, as previously
reported after Al deposition [80]. This small discrepancy can be attributed to remaining trace
contaminations (KF, H2O, KOH, etc.) that modify the interface between the substrate and BLG
and/or MLG. Apart from these subtle differences, it can be concluded that the sample is largely
reconditioned upon annealing.
Since the highly doped condition is not stable at RT, the sample handling turned out to be
challenging. After K deposition at RT (monitored by DRS) the as-prepared samples were quickly
checked for their structural quality via LEED and then immediately transferred to either the
liquid helium-cooled manipulator for PES experiments or into the STM device (1.2 K). The
susceptibility of the highly doped samples to rearrangements and/or disordering might be the
reason why ARPES and STM data of the highly ordered structure of K-intercalated EMLG has
not been reported yet.
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4.3 Detailed Analysis of the Electronic Structure
In this section the electronic structure of the highly n-doped, as-deposited, former EMLG
sample that exhibits the (2 × 2) superstructure is scrutinized by means of (i) area-averaging
ARUPS and (ii) local tunneling techniques. In particular, the comparability of the acquired
data in terms of the employed experimental method is discussed. Figure 4.19(a) shows the
central part of the FT-STM image in fig. 4.11(c) of the K-intercalated EMLG sample with a
color scheme specifically chosen for improved visibility of faint features.q Besides the already
discussed high-intensity features that correspond to the reciprocal lattice of graphene and the
(2 × 2) superstructure (cf. fig. 4.11(c)), faint triangular contours (cf. fig. 4.19(d)) are present




3)R30◦ structure that correlates with the K point
of the SBZ of the graphene lattice. The extension of the graphene SBZ (blue solid line) is shown
in fig. 4.11(b) along with hexagons connecting the first-order features of the graphene (blue
dashed line) lattice and the superstructure (green dashed line) for comparison. The triangular
contours can also be identified in second order, but mirrored at the second-order features of the
(2 × 2) superstructure. Moreover, faint circular contours surround the first-order features of the
reciprocal graphene lattice (fig. 4.19(c)). Based on the results in sec. 4.1 regarding the pristine
sample, these faint contours most likely originate from QI effects. From this point of view, the
triangular features are caused by intervalley scattering processes between two inequivalent K
points. Compared to the triangular electron pockets apparent in the PMMs at the K point in
the vicinity of the Fermi level (cf. 4.13), the triangles appear flipped in the FT-STM image and
are wider in k space. However, this behavior qualitatively agrees with the expected FT-STM
image calculated for freestanding graphene significantly above the Fermi level considering the
triangular constant-energy contours of the π∗ bands [150,201,202] already discussed in sec. 3.2.3.
Accordingly, the circular features in the FT-STM image can be assigned to QI upon intravalley
scattering processes. Compared to spots originating from the graphene lattice as well as the
second-order spots of the (2 × 2) superstructure, the first-order features caused by the (2 × 2)
superstructure appear strongly broadened (fig. 4.11(d)). As depicted in fig. 4.19(b) this position
coincides with the M point of the graphene SBZ. Since circular electron pockets around the M
point are observed in the PMMs, the broadening indicates additionally possible intervalley QI
effects due to scattering between inequivalent M points. However, the quality of those features
is not sufficient to allow a clear assignment. A circular feature, which would be expected around
the center of the FT-STM image upon intervalley scattering especially in the case of EBLG, can
neither be proven nor excluded as shown in fig. 4.19(f), owing to the limited size of the STM
qThe lower part of the FT-STM image is artificially improved by upscaling of the resolution from 512 to 4096
data points (rounding of missing pixels) and extending the image by pasting it periodically to all sides (overall
4 times the size) to achieve an even better visibility of faint features. Quantitative analyses, however, are
performed in the raw data (like in the upper part of the image).
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Figure 4.19: (a) Section of the FT-STM image in fig. 4.11(c) with contrast-enhancing color scheme.
The lower half is further contrast-enhanced by using artificially augmented resolution and fast Fourier
transform with Hann window function for better visibility. Gray arrows labeled by numbers depict
the direction of different line scans shown in app. A.7. (b) Hexagons connecting the next-nearest Γ
points of the graphene lattice (blue dashed) and of the (2 × 2) superstructure (green dashed). The
blue solid hexagon indicates the extension of the SBZ of graphene (blue solid). Squares indicate
the positions in k space where the close-up views in (c)-(f) are extracted, each with an individually
adjusted intensity scale.
image. Contrary to the PMMs, the FT-STM image shows no evidence of contours originating
from potential QI due to scattering between folded bands in the smaller SBZ, even if lattice
features of the (2 × 2) superstructure are clearly present.
For a quantitative analysis of distinct QI contours, line scans along the directions depicted by
gray arrows are analyzed to determine the diameter of the features (shown in app. A.7). To
account for possible distortions of the STM image, the determined values are calibrated by a
respective known length in the specific directionr just like in sec. 4.1 assuming the graphite lattice
constant to be 2.461 Å [20]. Further, the bias applied during the acquisition of the respective
STM image (20 mV) is low enough to correlate the QI contours with scattering processes at
the Fermi level. The absolute values of the Fermi wave vectors q⃗F for different processes are
estimated from the determined diameters. The results are shown in tab. 4.2 in 1D and 2D scaling
(cf. sec. 3.2.3). Obviously, the determined values are about four times enlarged compared to
pristine epitaxial graphene (cf. tab. 4.1). From the average value qF,2D = 2.621(3) nm−1, a charge
carrier concentration of n = 1.642(3) · 1014 cm−2 can be estimated by using eq. (3.18) (valley
degeneracy of K point gv = 2). This implies that, compared to freestanding pristine graphene,
0.3444(6) additional electrons are donated to the graphene layers per unit cell of the (2 × 2)
superstructure. However, this approach underestimates the total charge carrier concentration,
because it neglects the circular features observed in the PMMs at the M and Γ point of the
graphene SBZ.
r The line scan in direction 2 is calibrated by second-order features of the (2 × 2) superstructure; the line scan in
direction 3 with the graphene lattice features determined from line scan in direction 1.
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Table 4.2: Estimated values of the Fermi wave vector qF from the FT-STM images in fig. 4.19 for
different scattering processes on the Dirac cone in 1D and 2D scaling (values in parentheses indicate
the numerical error of the last significant digit, calibrated by respective factors in tab. A.7).
Direction Scattering qF,1D (nm−1) qF,2D (nm−1)
2 Intervalley 2.192(2) 2.531(3)
3 Intravalley 2.348(2) 2.712(2)
Therefore, ARUPS data along the high symmetry ΓM and ΓK directions (cf. schematic inset at
the top of fig. 4.20) are extracted from the PMM data stack (cf. fig. 4.13) and presented in fig.
4.20(a). In ΓK direction, the π and π∗ band of the Dirac cone with a crossing point at the K point
of the graphene SBZ (k∥ ≈ 1.7 Å−1) are clearly visible. The apparent asymmetry between the
left and the right branch of the π∗ band is a result of the triangular shape of the electron pockets
observed in the PMMs. Further, the intensities of both branches are markedly different, which
is a consequence of using p polarized light for this experiment. The polarization dependence,
which is similar to the pristine sample (cf. fig. A.2(c)), originates from the anisotropy caused by
the two inequivalent carbon atoms in the graphene unit cell [83]. However, the left branch is
still visible, because the incident light is not perfectly polarized (degree of polarization ≈ 90 %).
Upon folding, the Dirac cone is also visible in the vicinity of the K point (k∥ ≈ 0.85 Å−1) that
corresponds to the K point of the (2 × 2) superstructure SBZ. The mirrored asymmetry and
intensity distribution of the left and the right branch compared to the Dirac cone at the K point
verifies that it originates from the K′ point, i.e., the opposite side of the graphene SBZ.s
In the ΓM direction of the ARUPS data, two nearly parabolic bands centered at the M point of
the graphene SBZ are apparent, which are responsible for the circular contours in the PMMs (cf.
fig. 4.13). Upon folding (cf. sec. 4.2), those nearly free-electron-like bands are also present in the
vicinity of the Γ point, better visible in the contrast-enhanced image section in fig. 4.20(e). In
this region, however, the bands appear slightly different due to the presence of various bands in
a smaller k-space volume for low k∥ values. In particular, the folded π∗ band overlaps with the
parabolic bands in ΓK direction, but is also responsible for the high-intensity feature close to the
Fermi level in ΓM direction (cf. fig. 4.13). None of those parabolic bands are present in ARUPS
data recorded of the pristine sample as shown in fig. A.2(c), neither at the M, nor at the Γ
point. In accordance with the literature, electronic bands of graphene with a parabolic dispersion
at the Γ point exhibit interlayer character (cf. sec. 2.3) and are thus labeled as IL1 and IL2.
Although filling of one interlayer state upon metal intercalation has already been determined
experimentally (e.g., Rb-intercalated, H-passivated ZLG [62], Rb- [57] and Ca-intercalated
EBLG [58]), this is (to my knowledge) the first observation of two IL bands below the Fermi
level. Moreover, the ARUPS data exhibits significantly increased intensity at higher binding
energies centered at the M and Γ point that becomes better visible in the contrast-enhanced
image sections in 4.20(c) and (d), respectively. Since it is present at both high-symmetry points,
s The polarization dependence is responsible for the low SNR in the 2D-detector measurement near the K point
in fig. 4.15(e).
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Figure 4.20: (a) ARUPS data extracted from PMMs along the high symmetry directions ΓM
and ΓK as depicted by the schematic inset at the top. (10 azimuth slices averaged, resolution:
∆k∥ = 0.0375 Å
−1, ∆E = 22 meV). (b) MDC at the Fermi level. (c)-(e) Contrast-enhanced close-up
views from areas framed with the respective line types and colors in (a).
this observation is most likely not an experimental artifact, and the presence of an additional
downward opened parabolic band is assumed to be the cause. Since graphene does not exhibit
electronic bands in the relevant energy region, those dispersive bands most likely originate
from the metal intercalant layer. For comparison to the locally probed STM data, an MDC
near the Fermi level is extracted from the ARUPS data in the high symmetry directions (fig.
4.20(b)). The intersection of every band with the Fermi level (numerically determined by peak
fitting) allows the estimation of the respective Fermi wave vectors, separately for each band.
The results are provided in tab. 4.3. The value determined for the π∗ band matches the average
qF determined via FT-STMt (qF,2D = 2.621(3) nm−1) within the experimental uncertainty. This
finding ensures that the same electronic structure is probed with both methods. To estimate the
total charge carrier density of the K-intercalated sample, the reduced SBZ resulting from the
(2 × 2) superstructure is considered. Since the K point of the SBZ of any hexagonal lattice is
t Direction 3 of the FT-STM analysis and the ΓK direction of the ARUPS data probe the same section through
the triangular Fermi surface.
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Figure 4.21: STM image
of K-intercalated EMLG that
was recorded in the lower right
part of the area shown in fig.
4.11(b). Red dots indicate po-
sitions where the all follow-
ing single STS spectra are
recorded.
two-fold degenerate, the π bands contribute twice (gv = 2). In contrast to the BZ of graphene,
for the reduced BZ the three-fold degeneracy of the M point must not be included, since the
parabolic bands are present at the Γ point solely and not at its M points. The determined
contributions to the total charge carrier densities (tab. 4.3) demonstrate that the occupation of
the IL1 band upon K intercalation has the greatest impact on the total carrier concentration,
followed by π∗.
Table 4.3: Estimation of the charge transfer to the graphene sheets based on the MDC in fig. 4.20(b)
(values in parentheses indicate the numerical error of the last significant digit). The degeneracy of
the K point is already accounted for.
Band ∆k∥ (Å−1) qF (nm−1) n (1014 cm−2) e− per UC(2×2)
π∗ 0.52(2) 2.60(9) 1.6(1) 0.34(3)
IL1 0.88(1) 4.44(6) 2.36(6) 0.49(1)
IL2 0.40(8) 2.0(4) 0.5(2) 0.10(4)
The estimated total charge carrier density n = 4.46(36) ·1014 cm−2 suggests that 0.94(8) electrons
are donated per unit cell of the (2 × 2) superstructure. In fact, this value agrees remarkably
well with the value 0.944 calculated via DFT for freestanding K-doped BLG [66], even though
potassium is considered between the graphene sheets, solely. The negligible discrepancy between
experiment and theory may be somewhat surprising, because in those calculations the Dirac point
is located closer to the Fermi level and only one IL state is filled. However, DFT calculations
usually underestimate the actual IL pocket size [74]. The observed additional shift might then be
caused by the K atoms located between the SiC substrate and the former buffer layer, donating
their charge partially to the substrate and to the graphene system. As discussed in sec. 4.1,
pristine EMLG and EBLG are slightly doped due to the presence of the SiC substrate (≈ 0.005
electrons per graphene unit cell [43]). Based on this value, 0.02 additional charges are donated in
the case of a hypothetical (2 × 2) unit cell of pristine epitaxial graphene. Compared to the charge
donation upon K intercalation, this value is indeed negligible. Thus, the substrate influence on
the doping is so small that the properties of the K-intercalated sample can be considered as
isolated K-intercalated bilayer graphene.
To gain further insights, point spectroscopy data was acquired at two different sample positions
as depicted in fig. 4.21. For the sake of lucidity, only the spectra at position 1 will be discussed
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Figure 4.22: (a) Wide-range bias-dependent tunneling current and (b) corresponding dI/dV spec-
trum (black) acquired using lock-in technique at position 1 (T = 1.2 K, Is = 500 pA at Vb = 200 mV,
Vmod = 5 mV, 5 acc.) along with an EDC calculated by angular integration of PMM intensities shown
in fig. 4.13 (cos-scaled). (c)-(e) EDCs of slices depicted in fig. 4.13.
in the main text, while those at position 2 are presented in app. A.15 for comparison. The
determined wide-range current-voltage characteristic exhibits an unusual behavior in the bias
range ∆VNDC as depicted in fig. 4.22(a). For negative bias values, an increasing absolute bias
results in a decreasing absolute current in that range. As a result, the respective dI/dV spectrum
reveals negative values (fig. 4.22(b)). In eq. 3.12, which is widely used for the interpretation
of tunneling spectra, the dI/dV signal is proportional to the DOS that by definition can only
exhibit positive values. Nonetheless, this phenomenon has already been observed in several
studies [203, 204], even for pristine EBLG [45]. According to ref. [203], a negative differential
conductance (NDC)u can occur when energetically localized states are present in sample and
tip. When the applied bias is appropriate for a coincidence of those states, a maximum in the
tunneling current appears that might lead to an NDC. For clarity, fig. 4.23 depicts this process.
An energetically localized feature at E0 in the sample DOS (occupied state) and a feature at
−E0 in the tip DOS (unoccupied), result both in a feature at V0 = E0/e in the dI/dV spectrum.
However, when a second narrow feature is present in the sample DOS at E1, the tunneling
spectrum exhibits negative values in the vicinity of E0 + E1 (fig. 4.23(b)), which is not the case
when it is located in the sample DOS (fig. 4.23(a)). Especially when a high lateral resolution is
achieved, as is the case here, the apex of the tunneling tip is atomically sharp. The tip-apex
atoms induce a narrow, energetically localized state that can be described by a Lorentzian
function near EF [45, 203]. Accordingly, the observation of an NDC in the tunneling spectra
most likely originates from an energetically localized state in the tip DOS.
Tunneling spectroscopy is frequently assumed to be an angle-integrating method [129]. However,
the comparison of the dI/dV spectrum with the angle-integrated, energy-dependent intensity
of the PMM data stack (blue line in fig. 4.22(b)) reveals a strongly deviating shape. Even
the minima of both curves appear shifted by ∆Vmin. To account for a possible k dependence
of the tunneling process, different slices are presented in (c)-(e) that are extracted from the
uThis phenomenon is sometimes also referred to as negative differential resistance (NDR) in the literature [203].
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Figure 4.23: Schematic explanation of
negative values in dI/dV spectra. While
no NDC is present when the sample DOS
exhibits two sharp features (a), an NDC
is present when one of these features origi-
nates from the tip DOS (b). Further expla-
nations are provided in the text.
PMMs around different high symmetry points as depicted in fig. 4.13. Yet, none of the extracted
slices exhibits a shape that is comparable to the measured dI/dV spectrum. This apparent
contradiction will be resolved later in this section.
The STM measurements of K-intercalated EMLG are capable of mapping the lateral structure
(fig. 4.21). Conversely, that implies spatial variations of the DOS at the surface. To monitor
those variations, a dI/dV map is acquired in this region by performing an STS experiment at
every point of a lateral grid with prior stabilization of the tunneling current at a given bias.
The lateral drift during the about 11 hour measurement was less than < 0.04 nm as can be seen
in the STM images taken before and after the dI/dV map acquisition that are shown in fig.
A.16 (app. A.14). The z image, in which the elongation of the z piezo after the stabilization
is illustrated and which is comparable to a moderately resolved STM image, explicitly reveals
the (2 × 2) superstructure, which is also clearly visible in the related FT image (fig. 4.24(a)).
The respective maps in fig. 4.24(c,d) depict the laterally resolved dI/dV signal at certain biases
indicated in fig. 4.24(b). While features related to the (2 × 2) superstructure are present in the
dI/dV maps at negative bias (fig. 4.24(c)), they are suppressed in the maps at positive bias
(fig. 4.24(d)), although they are present in the STM and z images acquired with positive bias.
This behavior is a direct consequence of the stabilization problem introduced in sec. 3.2.1 that
transfers the information about the dominant structure to the z image upon adjustment of the
tip height during stabilization at positive bias. Consequently, the absolute height of the dI/dV
signal is arbitrary due to the arbitrarily chosen stabilization bias. Nevertheless, the relative
height variations can be interpreted, since they result in the emergence of the observed structure
in the STM image. Independent of the bias sign, faint QI features are visible in the FT of all
drawn dI/dV maps. Figure 4.24(b) depicts arbitrarily chosen spectra from the map. Indeed,
those spectra deviate strongly for both bias branches, which originates from additional laterally
different contributions on a small energy scale of several meV. Even though it is obvious that the
presence of the (2 × 2) superstructure and QI are responsible for the deviations of the spectra
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Figure 4.24: dI/dV mapping of the sample area depicted in fig. 4.21 (42 × 42 spectra ⇒ total 1764,
bias resolution 0.1 mV, lock-in: fmod = 1612 Hz, Vmod = 0.1 mV, only one forward sweep, spectra
smoothed by a Savitzky-Golay filter over 13 data points). (a) Image of initial z values (left) where
the tip is stabilized (similar to the STM image) and corresponding FT image (right). (b) Averaged
dI/dV spectrum (green) along with arbitrarily chosen single spectra (blue to red). Arrows depict
the negative (red) and positive (green) biases at which the dI/dV maps in (c) and (d) and the
corresponding FT images were recorded, respectively.
in this energy region, the origin of the features cannot be assigned to a certain process, due to
arbitrary normalization. However, for the following quantitative analysis of the spectroscopic
data, it is essential to account for those laterally changing features in the meV range. Similar to
the approach in sec. 4.1, the tip-sample distance is estimated to 3 Å at Vb = 200 mV (cf. fig. A.8),
and the work function of 2.69 eV (cf. sec. A.3) is used for modeling of the transmission coefficient
of the tunneling process. The best description of the dI/dV spectrum (fig. 4.25(a)) was achieved
with the sample DOS shown in fig. 4.25(c), under the assumption of a parabolic tip DOSv
with a localized state near EF (fig. 4.25(b)) and several inelastic contributions originating from
phonons (< 200 meV) and plasmons (> ED) (fig. 4.25(d)). The complete model for the fitting
procedure is provided in app. A.8. The interplay of the tip DOS with elastic and inelastic sample
contributions is capable of describing the NDC appropriately. This phenomenon is mediated by
the relatively sharp drop of the electronic sample DOS at about −0.9 eVw that is additionally
pronounced by the inelastic contributions mirrored at this feature as discussed in sec. 3.2.2.
vFor the measurement here, the same tip as for the tunneling experiments on pristine EMLG was used (cf. sec.
4.1). However, it had been conditioned newly, which might be the reason for the modified DOS.
wA similar drop of the sample DOS, though at different energies, leads to the observation of an NDC in dI/dV
spectra of pristine EBLG [45].
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Figure 4.25: (a) Wide-
range dI/dV spectrum ac-
quired at position 1 (black
solid line) (T = 1.2 K, Is =
500 pA at Vb = 200 mV,
Vmod = 5 mV, 5 acc.). Fit
result (red solid line) con-
taining contributions of the
electronic DOS of (b) tip
and (c) sample (individual
sample DOS components
depicted as red dotted lines)
as well as (d) inelastic con-
tributions.
Note that without inelastic contributions, which are assumed to arise from phonon and plasmon
excitations of K-intercalated graphene, a sufficient description of the minimum of the NDC was
not feasible.
Unfortunately, the extracted electronic sample DOS is still not comparable to any of the angular-
integrated PMM slices in fig. 4.22. Since the tunneling process is most effective for low k∥
values (cf. sec. 3.2.1), the extracted electronic sample DOS most likely arises from the electronic
structure near the Γ point, which is equal to the M point of the graphene SBZ in the present case.
Both high-symmetry points exhibit two pronounced parabolic IL bands. Parabolic bands usually
manifest as steps in dI/dV spectra (and DOS), as observed, amongst others, for the surface
state of Ag(111) [205]. However, when very low k∥ values are probed solely, only the vertex of the
parabolic band contributes. Consequently, the vertex is overestimated, which results in a peak
(rather than a step) at the onset of the parabolic band. Thus, the features in the range between
the Fermi level and −1.0 eV can be attributed to the IL bands already observed in the ARUPS
data. Astonishingly, the weak band at higher binding energies observed in the ARUPS data also
contributes to the tunneling DOS of the sample and is – in conjunction with inelastic plasmon
contributions – responsible for the pronounced feature at 1.4 eV. Moreover, the fitting procedure
suggests the possibility of step-like features in the positive bias branch that most likely arise
from unoccupied parabolic bands. Obviously, just a very small volume of the reciprocal space
around the Γ point is probed via tunneling experiments. In turn, this result implies that the
contribution of the Dirac bands, located at the K and K point of the SBZ, to the total tunneling
current is negligible. Further, the tunneling experiments were performed with the tip positioned
over the bright features in the STM image (cf. fig. 4.21). Since the K atoms are located below
the topmost graphene sheet, the wave function of the interlayer states also partially extends to
above the graphene sheet, which is in agreement with the calculations in ref. [66], albeit being
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Figure 4.26: (a) dI/dV
spectrum covering the
phonon range acquired at
position 1 (black solid line)
(T = 1.2 K, Is = 500 pA at
Vb = 200 mV, Vmod = 1 mV,
5 acc.). Fit result (red solid
line) containing contribu-
tions of electronic DOS
of (b) tip and (c) sample
as well as (d) inelastic
contributions (individual
inelastic components
depicted as red dotted
lines).
carried out for freestanding K-intercalated BLG. At this tip position, the overlap of the tip wave
function with the IL bands is dominant, which may explain its predominant contribution to the
tunneling data.
Figure 4.26(a) shows a tunneling spectrum acquired with improved resolution of the region,
where inelastic phonon contributions of graphene are expected. The fitting model assumes
the same electronic sample and tip DOS like in the wider range, but is reduced to relevant
contributions (cf. sec. A.8). The deconvolution reveals that the dI/dV spectrum is dominated
by inelastic processes in this region that are assumed to originate from phonon excitations in
K-intercalated graphene. Further, sharp features around the Fermi level are necessary to describe
the measured data. Those features stem from local variations of the sample DOS as discussed
above. In fact, those local variations ought to be present in the entire spectral range, but are
apparently most relevant close to the Fermi level. Due to the consideration of those features, the
presence of peaks caused by inelastic contributions can be described.





























dependent (a) tunneling current
and (b) scaled dI/dV spectra
acquired at position 1 (T = 1.2 K
(blue) and 4.0 K (black),
Is = 500 pA at Vb = 20 mV, resis-
tance of the tunneling junction
≈ 40 MΩ, Vmod = 0.1 mV, 10
acc.).
High-resolution tunneling spectra of the low-bias region further reveal that the tunneling current
(fig. 4.27(a)) exhibits a kink in the vicinity of the Fermi level at a sample temperature of 1.2 K.
Consequently, the related dI/dV spectrum exhibits a significant dip near the Fermi level (fig.
4.27(b)). At a sample temperature of 4.0 K, however, neither the kink in the tunneling current,
nor the narrow dip at the Fermi level of the dI/dV spectrum is present. This observation suggests
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Figure 4.28: (a) dI/dV
data from fig. 4.27(b) for
T = 4.0 K (black solid line).
Fit result (red solid line)
containing contributions of
electronic DOS of (b) tip
and (d) sample as well as (c)
inelastic contributions from
the sample (individual sam-
ple DOS and inelastic com-
ponents depicted as red dot-
ted lines).
the existence of a small, temperature-dependent energy gap that can possibly be attributed
to a superconducting state of the sample. This potentially superconducting energy gap will be
thoroughly analyzed and discussed in the next section. For the deconvolution of tip and sample
contributions to the small-range tunneling data, the spectrum acquired at 4.0 K is preferred
because a superconducting gap can be excluded in the fitting model. Nonetheless, the elevated
temperature has to be taken into account. Since the spectroscopic data is rescaled and the
respective tip-sample distance is included for the stabilization at different biases, it is possible
to consider the already determined tip and sample DOS even with similar intensity for the
low-setpoint measurement. The best fit of the acquired data (fig. 4.28(a)) was achieved by
considering the localized unoccupied tip state whose slope is visible in the narrow energy range
here (b), five additional features that result from the locally enhanced DOS besides a nearly
constant background in the electronic sample DOS (c), and, in particular, pronounced inelastic
features that most likely arise from low-energy phonon modes (d). The determined inelastic
contributions are summarized in fig. 4.29. Contrary to EBLG as discussed in sec. 4.1, a clear
assignment of the features to specific phonon modes is hardly feasible here. This is most likely a
consequence of the variety of possible inelastic processes since, in the vicinity of the Fermi level,
electronic bands are available for almost every k value of the SBZ of K-intercalated graphene (cf.
PMMs in fig. 4.13). However, DFT calculations of K-intercalated freestanding BLG predict an
additional low-energy phonon mode at about 8 − 9 meV (70 cm−1) that arises from vibrations of
the K atoms located between both graphene sheets [66], which possibly explains the pronounced
low-energy feature at about 9 meV in the tunneling data.
The tunneling experiments turned out to be very challenging under certain circumstances. To
gain proper spectroscopic results (especially in the region around the Fermi level), relatively
high tunneling currents are necessary at low bias voltages. Therefore, the tip-sample distance
needs to be very small. The induced electrical field might cause dramatic changes of the sample.
For instance, application of a short bias pulse leads to a drastic change of the lateral structure in
78
4.3 Detailed Analysis of the Electronic Structure






























Figure 4.29: Phonon spectra determined
from numerical deconvolution at positive
(upper panel) and negative bias (mid panel)
side of the measurements shown in fig. 4.26
(black) and 4.28 (blue). The calculated
phonon dispersion from ref. [105] (black
solid lines in lower panel) and the energy
positions of the maxima from determined
phonon features are depicted (red dashed
lines).
the area where it was applied (cf. fig. 4.3(b)). As already discussed in sec. 4.2, these changes are
caused either by lifting of the topmost layer or by displacement of the K intercalants. Another
challenge of the small tip-sample distance is that the tip is so close to the sample that possible
contaminations on the surface cannot be balanced by the feedback loop of the STM system.
Accordingly, this might lead to a destruction or strong broadening of the fragile tip, which is
only amendable by conditioning of the tip on a different metal sample. The condition of the
tunneling tip is the major key to success of the experiments performed here. The tip needs to
be sharp enough to obtain an appropriate resolution to distinguish between intercalated and
pristine graphene (which itself is a big challenge). However, (atomically) sharp tips tend to
be unstable, especially over the longer period of time that was necessary for the temperature
dependent measurements. For these reasons, it took many experiments and repeated sample
preparations, which in total lasted for about two years, to gain a set of data that is (i) complete
and (ii) appropriate for a quantitative analysis.
In summary, the comparison of the FT-STM and ARUPS data reveals that both methods probe
the same electronic structure, even if the sample had to be prepared newly by annealing and
subsequent K deposition. Yet, this comparison is only possible due to QI effects emerging in the
K-intercalated sample. The comparison of ARUPS and tunneling spectroscopy confirms that
the latter probes solely electronic bands that are very close to the Γ point, which resolves the
apparent contradiction on page 74. However, a temperature dependent energy gap was identified
via STS that is analyzed and discussed in the following.
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5 Superconductivity of K-Intercalated
Epitaxial Graphene
This chapter focuses on the analysis and discussion of spectroscopic data with regard to potential
superconductivity of the highly n-doped EMLG on SiC(0001) sample, which most likely behaves
like quasi-freestanding EBLG upon K intercalation. In the first part, the energy gap around the
Fermi level observed in the tunneling spectroscopy data is analyzed thoroughly. In the second
part, ARUPS data is analyzed with regard to a proper estimation of EPC processes that affect
and enable a superconducting ground state. Finally, the findings are discussed in the context of
possible pairing mechanisms.
5.1 Examination of the Energy Gap
The tunneling spectra taken at a sample temperature of 1.2 K at positions 1 and 2 (fig. 4.27
and A.19, respectively) both show evidence for the existence of a small energy gap at the Fermi
level, which was not observed in the spectra acquired on pristine EMLG and EBLG (cf. fig. 4.9).
Further, all spectra acquired for the dI/dV map show a similar dip as depicted by the arbitrarily
chosen examples in fig. 4.24(b). However, an analysis of the lateral distribution of the energy
gap is not reliable, because the depth of the dip and thus the height of the gap edges depend on
the spatially varying, non-flat DOS that consequently influences the absolute intensities of the
spectra due to the stabilization problem (cf. sec. 3.2.1). For that reason, the energy gap appears
differently pronounced in the example spectra in fig. 4.24(b).
Figure 5.1(b) shows the color-coded intensities of dI/dV spectra acquired along the white line
in fig. 5.1(a). The energy gap is always discernible and does not significantly change in size and
depth. In particular, it is even unaltered in the area, where only the corrugation of pristine
graphene is visible. This observation does not contradict the assumption that the energy gap
might be related to superconductivity, since Cooper pairs can also penetrate into potentially
normal-conducting areas. This is possible on a length scale of several tens to hundreds of
nanometers [91], which surely exceeds the extension of the supposedly pristine area here.
Since the energy gap at the Fermi level is no longer detectable at 4.0 K (cf. figs. 4.27 and A.19),
its temperature dependence is analyzed as follows. As a first attempt the differential conductance
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Figure 5.1: (a) STM image
reprinted from fig. 4.11(b). (b)
Color-coded dI/dV spectra deter-
mined along the white line in (a),
shown here without further nor-
malization.













































































Figure 5.2: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normalized
by the spectrum at Tn = 4.0 K and respective fitted spectra (red). The total gap size 2∆(Ti) is
depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b), (c), and (d). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and
the gap ratio as indicated in (b). For comparison, a similar analysis of the data acquired at position
2 is provided in fig. A.26.
spectra G(Ti) acquired at various temperatures Ti are normalized by the spectrum G(Tn) at
Tn = 4.0 K. The resulting spectra are shown in fig. 5.2(a). The evolution of the normalized
differential conductance reveals that the energy gap at the Fermi level decreases in size with
increasing temperature, which is even more easily discernible in the color-coded plot in fig. 5.3(b).
This behavior is quantified by using the standard approach for describing normalized spectra
provided in sec. 3.2.4. For the data evaluation here, possible broadening caused by the lock-in
technique is additionally accounted for according to refs. [159,160] as depicted in app. A.16.1.
Apart from slight deviations at the gap edges, the normalized spectra are well described by the
simple fit function (fig. 5.2(a)). The determined values of the energy gap exhibit the expected
temperature-dependent development and are describable by the gap equation (2.5) within the
error margin (fig. 5.2(b)). However, the gap ratio depicted in fig. 5.2(b), as a result of the
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Figure 5.3: (a) Comparison of measured (black) and simulated (blue) spectrum at 1.2 K (position
1) based on the DOS contributions determined at 4.0 K (red) (cf. fig. 4.28). The normalized dI/dV
spectra (b) and (c) depict the same data, but they are differently normalized using the standard and
modified approach, respectively.
determined Tc and ∆0, clearly exceeds the expected value of 3.52 for a BCS superconductor (cf.
eq. (2.6)). Since the Fermi level is not directly located at eVb = 0 in the employed experimental
system (cf. figs. 3.8 and 3.6), EF was included as an additional fitting parameter. Surprisingly,
the fit results for EF vary with the temperature as shown in fig. 5.2(c) which might have an
impact on the determined gap values. Since this behavior seems to be systematic, it is most
likely not a consequence of the lower SNR at elevated temperatures where the dip in the spectra
becomes less pronounced. Judging from the high gap ratio and the deviations of the shape at the
gap edges, the standard approach is probably inappropriate for the analysis of the given data.
In order to verify this behavior, a forward calculation is performed by generating a model data
set based on the numerically fitted spectrum in fig. 4.28. From the parameters derived from the
measured data at 4.0 K it is possible to calculate the expected spectra for varying temperatures.
As shown in fig. 5.3(a), the simulated spectrum at 1.2 K (blue) is capable of describing the general
shape of the measured spectrum (black), especially the height of the peak emerging slightly
above the Fermi level. As expected, the dip located at the Fermi level is not well reproduced by
simply accounting for the temperature changes. On that basis, a model data set (fig. 5.4(a))
is generated in the range from 1.0 to 4.2 K by assuming a temperature-dependent energy gap
according to eq. (2.5) that is defined by ∆0 = 1.00 meV and Tc = 3.70 K (EF = −0.42 meV,
A = 1, Γ = const. = 0.6 meV) and by considering the DOS model that is valid for non-flat
densities of states in the normal-conducting state via eq. (3.22). Normalization of the model
data set G(Ti) at different temperatures by the model spectrum Gn(Tn) at Tn = 4.0 K (i.e.,
above the critical temperature) results in the spectra depicted in fig. 5.4(b). The normalized
spectra exhibit an asymmetry between the coherence peaks above and below the Fermi level.
Further, they appear broadened, shifted, and distorted compared to the assumed shape (cf.
fig. 3.7). An analysis of this data set with the standard approach, as used before, is depicted
in fig. A.21 and reveals (i) a systematic variation of the Fermi level similar to the behavior
determined from the assessment of the actual data, (ii) a significant overestimation of the energy
gap (and, to a lesser extent, of Tc), and (iii) increased Γ values close to Tc. The key problem
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Figure 5.4: (a) Model data set in the temperature range from 1.0 (blue) to 4.2 K (red) in steps of
0.1 K as described in the text. Differently normalized model data (b) using the standard approach
(Tn = 4.0 K) and (c) using the modified approach.
that emerges from the use of the standard approach is that it is only valid for energetically flat
densities of states of the sample and the tip around the Fermi level above Tc (cf. sec. 3.2.4),
which is clearly not satisfied here. In particular, the thermal broadening of spectral features
that are apparent above Tc is neglected, which leads to distortions of the normalized spectra.
Therefore, a modified approach is developed in this work that is also valid for non-flat densities
of states. The approach is based on the knowledge of the electronic sample and tip DOS as well
as inelastic contributions in the normal-conducting state as determined in fig. 4.28. This allows
for a normalization of the measured data by the spectrum that would be expected without
the presence of an energy gap at each temperature. A beneficial consequence compared to the
standard approach, where the spectra are normalized by a measured, noisy curve, is that the
SNR does not decrease, because the normalization is performed with a noise-free curve in the
modified approach. Applying this approach to the model data set leads to the spectra shown in
fig. 5.4(c) that, however, still deviate strongly from the symmetric line shape expected under
consideration of a flat DOS in the normal-conducting state (cf. fig. 3.7). Since the influence of
different thermal broadening between a particular spectrum and the normalization spectrum
is removed by using this approach, those deviations are a result of the energy shift of ρs,nc in
the calculation of ρs,sc compared to normal-conducting conditions in case an energy gap exists
(cf. eq. (3.22)). The normalized actual data are depicted as color-coded map in fig. 5.3(c) and
hardly deviate from the data normalized by the spectrum experimentally acquired at 4.0 K at
first glance.
Further, for the fit quantity the entire model of the tunneling current is assumed without
approximations using elastic and inelastic contributions to the DOS of tip and sample based
on the parameters determined at 4.0 K. The electronic sample DOS under superconducting
conditions is considered by the modified Dynes equation for non-flat densities of states (eq.
(3.22)). In the fitting procedure, all DOS contributions determined in the normal-conducting
state are fixed, but enter energetically shifted into the calculation of the superconducting DOS
according to eq. (3.22). The thermal broadening is considered at the temperature Ti of the
respective measurement. Like before, the application of the lock-in technique accompanied by
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Figure 5.5: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normalized
using the modified approach (Gn determined at 4.0 K) and corresponding fitted spectrum (red) (both
branches, Fermi level fixed to EF = −0.52 meV as shown in fig. A.22). The total gap size 2∆(Ti) is
depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the
gap ratio as indicated in (b). For comparison, a similar analysis of the data acquired at position 2 is
provided in fig. A.29.
possible broadening effects is accounted for. The fit quantity also needs to be normalized in the
same way as the measured data, considering the thermal broadening at the temperature Ti.a The
complete fitting model is provided in app. A.16.1. An analysis of the model data set with this
approach readily reproduces the prescribed parameters. Although the number of fit parameters
is equal to the standard approach, the computational costs are about 20 times higher.
The fitting procedure of the measured data with this modified approach reveals that the
determined values of the Fermi level still exhibit variations as shown in fig. A.22. However,
those deviations are non-systematic and most likely caused by noise in the measured data, since
they are most pronounced at elevated temperatures where the SNR of the normalized data is
lower. In the light of these findings (and in order to avoid an unnecessary degree of freedom)
it seems reasonable that the Fermi level parameter is fixed to the mean value determined at
the spectra recorded at the five lowest temperatures as depicted by the blue solid line in fig.
A.22(c). The results of the fitting procedure with with a constant Fermi level parameter are
shown in fig. 5.5(a). In the evaluated spectral region the agreement of fitted and measured data
is improved compared to the standard approach. As before, the determined gap values exhibit
the expected behavior upon temperature variation (fig. 5.5(b)) that is quantified by fitting of
the gap equation (2.5).
aThe fitting procedure without using normalization does not result in reliable values due to numerical issues.
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The simulation of the non-gapped dI/dV spectrum at 1.2 K based on the spectrum determined
at 4.0 K slightly deviates from the measured spectrum outside of the gap region (cf. fig. 5.3(a)),
which primarily originates from the energy shift of the normal-state DOS due to the presence
of an energy gap (cf. eq. (3.22)). With the used system, however, the lateral tip position with
respect to the sample surface can only be fixed visually due to drift effects of the piezo actuators
upon temperature variation. Already tiny variations of the lateral tip position above the sample
cause changes of the local DOS due to the presence of scattering features as already shown in fig.
4.24. This effect might also have an influence on the deviations outside of the gap region. Since
this impact can in principle be different for the occupied and unoccupied branches, the fitting
procedure is repeated for the left and right branches of the gap region separately (with fixed EF )
as shown in figs. A.23 and A.24, respectively. All determined values of Tc and ∆0 as well as the
gap ratio are presented in tab. 5.1 and agree well within the error margins. Besides the influence
of noise in the measured spectra, the slightly deviating values are most likely caused by tiny
variations of the lateral tip position for measurements at different temperatures. This effect is
even more pronounced for the evaluation of the data set measured at the second position (cf. sec.
A.16.4), where the determined Tc value of the distorted left branch is significantly increased.
Table 5.1: Parameters determined from the fitting procedure based on the modified approach for
different fit regions. The respective data are provided in the denoted figures.
Branch Both Both1 Left1 Right1
Region −3.0 to +2.0 meV −3.0 to +2.0 meV −3.0 to +0.1 meV −1.0 to +2.0 meV
Position 1
Tc(K) 3.59(5) 3.60(5) 3.67(5) 3.69(5)
∆0(meV) 0.95(2) 0.94(2) 0.97(3) 0.92(2)
2∆0/kBTc 6.1(2) 6.1(2) 6.2(2) 5.8(2)
Figure A.22 5.5 A.23 A.24
Position 2
Tc(K) 3.75(8) 3.76(7) 4.0(2) 3.71(4)
∆0(meV) 0.90(3) 0.90(2) 0.93(2) 0.89(2)
2∆0/kBTc 5.6(3) 5.6(3) 5.3(3) 5.6(2)
Figure A.28 A.29 A.30 A.31
1 EF fixed at −0.52 meV for position 1 (cf. fig. A.22) and at −0.44 meV for position 2 (cf. fig. A.28)
Independent of the fitting range, the determined ∆0 and Tc values are lowered compared to the
results using the standard approach, as expected from the analysis of the model data. Even
though also the gap ratio decreased upon applying the modified approach, it is still significantly
higher than the value of 3.52 expected from conventional BCS theory. A possible reason for this
observation is that the energy gap might not be entirely closed at 4.0 K, even if no longer resolved
in the tunneling spectroscopy data. Complete closure of the energy gap at this temperature
could be doubted especially in the data acquired at position 2 (cf. fig. A.19).
To exclude this possible systematic error, the impact of false normalization is examined using
model data with the parameters given above. At first, a simple flat DOS is assumed for tip and
sample. Afterwards, the model spectra are normalized by spectra at different temperatures Tn
above and intentionally also below Tc. Obviously, upon normalization with non-gapped spectra
above Tc and applying the fitting procedure for the standard approach, the correct critical
temperatures are determined. However, if Tn is below Tc, the determined Tc values follow a
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Figure 5.6: Dependency of the determinable
Tc and ∆0 on Tn (temperature of the nor-
malization spectrum) using model data sets
assuming (a1,a2) a flat sample DOS and the
standard approach as well as (b1,b2) a non-
flat sample DOS and the modified approach
for the data analysis. Further information is
provided in the text.
straight line Tc = Tn (fig. 5.6(a1)). ∆0 behaves similarly (fig. 5.6(a2)). Secondly, the non-flat DOS
acquired at 4.0 K is taken into account for the data modeling. In this case, the normalization
spectrum Gn(Tn) has to be determined prior to applying the modified approach. The results in
fig. 5.6(b1) depict the same behavior above Tc as for the flat DOS. By choosing Tn values below
the critical temperature, however, the determined Tc values deviate strongly from the straight
line (especially at low temperatures). This behavior is caused by the fact that the fitting model
for the potentially non-gapped spectra is no longer sufficient to describe the gapped spectra.
Also ∆0 is only determined appropriately above Tc (fig. 5.6(b2)).
This approach of intentionally wrong normalization is applied to the actual data by (i) fitting
of the potentially non-gapped spectra at different temperatures Tn with the model used in
fig. 4.28 and (ii) applying the modified approach for the determination of the temperature
dependence of the energy gap. The results of this procedure are depicted in fig. 5.7 for the entire
fit region (a) as well as the left (b, occupied) and right (c, unoccupied) branches separately.
All data show the expected saturation of the determined Tc values for Tn ≳ 3.7 K, which is
most obvious in the data that considers both branches. The remaining deviations are a result
of tiny lateral variations as well as noise issues in the normalization spectra, which also cause
deviations of the determined ∆0 values and, in particular, can explain the difference between
the different evaluation regions. Nevertheless, these findings demonstrate that the energy gap is
closed for T ≳ 3.7 K. Thus, under the assumption of the entire fit region, Tc = 3.65(2) K and
∆0 = 0.97(1) meV are estimated by considering the mean value (weighted by error margins) of
the results for Tn ≳ 3.7 K. Consequently, a gap ratio of 6.19(7) can be determined that is indeed
lowered compared to the analysis using the standard approach, but still exceptionally high in
contrast to the BCS value of 3.52 (cf. eq. (2.6)). The occupied branch of the spectra acquired
at position 2 deviates strongly, which makes a quantitative analysis almost impossible (cf. sec.
A.16.4). However, consideration of the unoccupied branch solely, results in a critical temperature
of Tc = 3.72(3) K which is close to the value determined at position 1. The determined value for
∆0 is considered unreliable though, because the determined Fermi level values are shifted upon
distortions in the spectra.
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Figure 5.7: Tc and ∆0 determined for normalization by spectra at different Tn according to the
modified approach assuming (a1,a2) the complete gap, (b1,b2) only the left and (c1,c2) only the
right branch of the tunneling data (position 1). Red solid lines depict the weighted average values for
Tn ≥ 3.7 K and dotted lines the respective error margins. Further information is provided in the text.
The full analysis, including the modified approach for a non-flat DOS in the normal-conducting
state, proves the existence of an energy gap that follows the expected temperature dependence
of the gap equation for conventional superconductors (cf. eq. (2.5)). Further, the energy gap is
sufficiently described by the modified Dynes equation (3.22) that includes lifetime broadening
effects and accounts for non-flat densities of states in the normal-conducting state. Thus, there
is no evidence in the spectral shape of the energy gap that would suggest a different mechanism
besides conventional s-wave pairing of the Cooper pairs. This finding is in agreement with the
spectroscopic data of the Ca-intercalated bulk graphite (CaC6) [18, 19], which are the only
available data for a comparable system.
However, the ratio between Γ ≈ 0.6 meV and ∆0 ≈ 0.9 meV, determined from the low-
temperature spectra here (cf. fig. 5.5(c)), exceeds the ratio of values reported for CaC6 severely
(Γ = 0.2 meV and ∆0 = 1.6 meV [18], Γ = 0.2 meV and ∆0 = 2.3 meV [19]). Compared to con-
ventional superconductors all ratios (in this work and in literature reports alike) are drastically
enlarged (e.g., Nb: Γ = 0.01 meV and ∆0 = 0.96 meV [160,161]). This would suggest an extremely
short lifetime of the Cooper pairs in the sample studied in this work. Still, the parameter Γ is
influenced by all types of broadening effects besides pure lifetime influence, in particular, also
possible experimental issues caused by a limited resolution of the system. Considering the data
provided in sec. 3.2.5 (STS of Au(111) with Nb tip), however, experimental issues leading to
such high Γ values can be excluded for the setup used here, especially since effects related to the
lock-in technique are accounted for in the numerical fitting procedure. Moreover, the determined
Γ values exhibit a clear temperature dependency (fig. 5.5(c)). While for temperatures sufficiently
far away from the critical temperature the Γ values slightly rise upon temperature increase,
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a continuous drop is observed when the temperature further approaches Tc. This behavior is
completely unexpected, since Γ is assumed to increase exponentially with rising temperature (cf.
eq. (3.20)), especially for T → Tc (cf. ref. [206] for Pb nanoparticles). In the limiting case of
negligible impact of the temperature on the quasiparticle lifetime, a thermally independent Γ
value would be expected. Especially at elevated temperatures, where the SNR of the normalized
data is low, the determined Γ values might be artificially decreased due to an over-interpretation
of noise by the fitting routine. Following ref. [18], this effect should be avoided by assuming a
temperature-independent Γ. As shown in fig. A.25, however, the assumption of a constant Γ
(weighted mean) does not result in a temperature dependence of the corresponding gap values
that follows the gap equation. Thus, under the assumption of a superconducting state of the
examined sample, lowered Γ values due to noise artifacts in the data can be excluded.
In general, unusually high Γ values are assigned to averaging over various ∆ values [160] in the
tunneling data, that might be caused by anisotropy [207] or multiple gaps [208]. The occurrence of
an anisotropic energy gap is plausible in the present case, because a strong angular dependence of
the EPC on the Dirac cone has already been observed via ARPES for K-intercalated graphite [12],
monolayer graphene on Au [16,59] and also EMLG on SiC(0001) (Dirac point at lower binding
energies) [86,209]. Comparable anisotropic EPC has also been reported for CaC6 [14]. Indeed,
the related tunneling data already discussed above exhibits a relatively high Γ value compared
to conventional superconductors [18, 19]. In relation to the corresponding energy gap, this value
is, however, significantly smaller than the values determined here, especially at low temperatures,
but also close to Tc (ratio approximately doubled). Although anisotropy might have an impact on
the elevated Γ, the comparison shows that this effect is not capable of explaining the observations
entirely. Especially, the temperature dependence is not present in the tunneling data of CaC6 [18].
Nonetheless, a comparison of the ARPES data of CaC6 and the K-intercalated EMLG sample
investigated here reveals one significant difference. In the present case two occupied parabolic
IL bands are observed while only one is apparent in CaC6 [17]. Thus, an additional possibility
for the formation of Cooper pairs is available that might result in an additional energy gap
originating from superconducting states characterized by different parameters. The possibility of
two-band superconductivity is also theoretically predicted for highly n-doped graphene [210]. On
the one hand, differently sized gaps cannot be resolved and identified in the tunneling data. On
the other hand, the superposition of differently sized energy gaps might result in the observation
of an effectively broadened gap, due to the limited experimental resolution caused by the thermal
broadening stemming from the metallic tip. In particular, if energy gaps with smaller ∆0 close
at lower temperatures compared to the determined Tc, a decrease of the broadening parameter
is expectable, since in-gap features disappear. Consequently, only the largest energy gap with
the corresponding Tc is estimated appropriately. In conclusion, the existence of multiple gaps
closing at different critical temperatures is a plausible explanation of the extraordinarily high Γ
value and its temperature dependence observed here.
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Despite all of the above, this interpretation does not adequately explain why the determined gap
ratio drastically exceeds the expected value of 3.52 for conventional superconductors and even
the already larger value reported for CaC6 (gap ratio 4.6 [19]). High gap ratios are commonly
observed for strongly coupled superconductors (cf. sec. 2.4.2), which was also suggested in
ref. [19] to be responsible for the elevated gap ratio of Ca-intercalated graphite. Thus, the EPC
strength will be determined in the following by a thorough analysis of related ARUPS data.
5.2 Electron-Phonon Coupling Strength
For the determination of the EPC strength, ARPES data were acquired for the same sample
already examined via tunneling spectroscopy in the previous section. Due to structural instabilities
at RT (cf. sec. 4.2, note that warming up the sample to 300 K is inevitable during sample
transfer via UHV shuttle), the specimen was freshly cleaned by annealing prior to re-applied
K intercalation. As mentioned in sec. 3.1.3 the lowest sample temperature accessible in the
PES setup is about 35 K, which is significantly above the critical temperature determined in
the previous section. Thus, a direct analysis of the superconducting gap around the Fermi level
is not possible. The data to be analyzed in this section (fig. 5.8(a)) is acquired with the 2D
detector subsequent to the measurement depicted in fig. 4.15(a), but with higher resolution and
slightly modified azimuth angle. The dotted blue line in fig. 5.8(b) illustrates the section at
the Fermi level where the data are collected. It corresponds to a slightly bent section nearly
perpendicular to the ΓK direction. The ARUPS data exhibit a kink at about 160 meV in the
π∗ band accompanied by an increased intensity for low binding energies. Previous studies on
alkali-metal-intercalated graphene-based systems attribute this observation to renormalization
of the π∗ band upon electron-phonon coupling [59,99]. The magnitude of this renormalization
depends on the adatom species [59] and the number of graphene layers, as the comparison of
the particular case of K-intercalated graphite [12] and MLG on Au/Ni [16] reveals. However,
there is no data available in the literature regarding a similar number of graphene layers and
electronic structure compared to the sample investigated here. As already mentioned in sec. 4.2,
the visually adjusted band using a 3NN TB model (cf. app. A.6) does not describe the ARUPS
data accurately (red line), because this simple approach does not account for many-body effects
that can also originate from other interactions besides EPC (cf. sec. 3.1.2).
The ARUPS data are analyzed with a home-built software tool developed by the author, which
follows the standard procedure, e.g., used in ref. [99], via (i) fitting of MDCs by spectral
functions, (ii) extraction of the complex self-energy by bare band estimation, and (iii) self-energy
deconvolution by assessment of α2F (ω), from which the EPC constant λ is extractable. In
the following, ε denotes the binding energy and thus E = −ε compared to the tunneling
experiments.b
bIn the related literature, commonly ℏ = 1 is assumed. Accordingly, ε = ω.
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Figure 5.8: ARPES of K-intercalated epitaxial graphene determined with the 2D detector (same
preparation as in fig. 4.15) with improved resolution and slightly modified azimuth angle (resolution:
8.36 meV, 0.1◦ corresponding to ≈ 0.0034 Å−1). Estimated bare band (red) using the same parameters
as in fig. 4.15. (b) SBZ of graphene (gray) and the (2 × 2) superstructure (red) as well as the expected
Fermi surfaces modeled with a 3NN TB approach at both K points. The blue dashed line represents
the 2D detector cut in k space (at EF ) where the ARPES data in (a) are determined. (c) MDCs
(black) of the data in (a) at several binding energies (constant y-shift) and fitted curves (red) with
the model provided in the text.
The intensity of the ARUPS data is given by I(k, ε) = A(k, ε)f(ε), where f(ε) is the Fermi






(k − km)2 + (∆km)2
, with ∆km = HWHM, and A0 =
∫︂
Aε̃(k)dk. (5.1)
In the particular case here, two spectral functions are included to account for both branches,
and a second-order polynomial background is assumed. As shown in fig. 5.8(c), the intensities of
the MDCs are sufficiently described by the fitted spectral functions. Thus, there is no need for
considering additional electronic bands that potentially originate from the decoupled former
buffer layer or residual amounts of second-layer areas as discussed in secs. 4.1 and 4.2. A visual
proof of the fit quality is provided in fig. A.34. The determined energy-dependent maximum
positions km of the left branch, which is scrutinized in the following, are depicted in fig. 5.9(a).c
The related half width at half maximum (HWHM) in fig. 5.9(b) is dominated by a step-like feature
at the binding energy where the kink is apparent. Provided that the bare band εb(k) (cf. sec.
3.1.2) is known, the complex self-energy can be estimated from both extracted energy-dependent
quantities by [212]
Σ′ε̃ = ε̃ − εbkm and Σ′′ε̃ = (−)ℏ∆kmvbkm , (5.2)
c A state of the art minimum gradient method [213] was also applied for the determination of km and produced
the same results (not shown). However, width estimation is not possible with this method.
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Figure 5.9: Results of
the MDC fitting proce-
dure of the left branch of
the ARPES data shown
in fig. 5.8. The green line
in (a) indicates the de-
termined maximum po-
sitions km and (b) the
corresponding half width
at half maximum values
(∆km).
where εbkm = εb(km), and similarly vbkm is proportional to the derivative of the bare band
dispersion at km. In other words, the real part of the self-energy is equal to the energy difference
between the measured band and the bare band at the determined km [214], while the imaginary
part depends on the width of the measured band at ε̃ and the slope of the bare band at related
km values. Nonetheless, the original bare band is generally unknown. Since the band estimated
via the 3NN TB model is only visually adjusted as mentioned above, it does not provide an
appropriate description of the actual bare band. Unfortunately, calculated bare bands based
on ab initio DFT are not available for this system yet. Nevertheless, an estimation of the bare
band is feasible by the requirement for self-consistency of the complex quasiparticle self-energy
Σ(k⃗, ε) = Σ′(k⃗, ε) + iΣ′′(k⃗, ε) using a Hilbert transformation (HT)d [215]:
Σ′,′′HT(k⃗, ε) = HT (Σ
′′,′








ξ − ε , (5.3)
where PV indicates a principal value integral.e Accordingly, the bare band can be estimated by
numerical minimization of Σ′′ − HT (Σ′) upon variation of the parameters describing a model
bare band. Thereby, a self-consistent description of the complex self-energy and the bare band
are determined simultaneously. According to ref. [99], the bare band model can be constrained
to a second-order polynomial. Close inspection of the adjusted bare band via the 3NN TB
model (cf. fig. 5.8) suggests that the band is curved outwards in the low-binding-energy region,
which is accounted for in the model. Further, the bare band estimation procedure is usually
constrained by a coincidence with the measured band at the Fermi level, e.g., ref. [99]. However,
a thorough examination of the km values close to the Fermi level, depicted as inset in fig. 5.10(a),
reveals a trend toward higher k∥ values (to the right) that is not expected and probably caused
by noise in the data. Thus, in order to avoid suppression of possible low-energy features, this
constraint is not applied here. Further, the determined HWHM values (∆km) exhibit a broad
dIn the literature sometimes also referred to as Kramers-Kronig transformation, e.g., ref. [215].
e The principal value integral is numerically calculated by using an approach for a discrete Hilbert transformation
provided in ref. [216]. Due to the request of point symmetry, an expansion to negative values is mandatory. An
extrapolation on the high-energy side is not necessary, because Σ′ is close enough to zero at the upper bound of
the fitting region. Various tests showed that the results do not differ significantly.
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Figure 5.10: (a) Determined km values (black dots with gray error bars) for different binding
energies and zoom window of the Fermi level region as inset. (b) Coincidence of the imaginary part
(black) and the respective Hilbert-transformed real part (red) that is shown in (c) as a result of
estimating the bare band in (a) self-consistently in the energy region highlighted in green.
maximum centered at a binding energy of about 0.6 eV (cf. fig. 5.9) that is most likely caused
by the additional K 4s core level as discussed in sec. 4.2. Applying the self-consistent bare band
estimation procedure to the data in different evaluation regions reveals that this maximum has
no counterpart that reflects in the real part of the self-energy as shown in fig. A.35. Accordingly,
the K 4s core level does not cause an energy renormalization of the band dispersion that would
be expected upon hybridization with the Dirac bands as observed for Yb-intercalated ZLG [84].
Thus, the ARUPS data probes a simple superposition of the K 4s core level of a K atom species
that does not interact with the π∗ bands of graphene. In accordance to sec. 4.2, this species
is most likely located below the former buffer layer and not completely depleted by charge
donation to π∗ bands contrary to K-intercalated MLG on Au/Ni [16]. Due to this superposition,
a reasonable evaluation of the self-consistent bare band estimation procedure is only possible
in a limited energy range, where the influence of the K 4s core level on the imaginary part of
the self-energy is negligible. A sufficient self-consistency at low binding energies (< 160 meV)
could only be achieved in an evaluation range of binding energies < 400 meV as depicted in
fig. 5.10(b). Due to the limited range and the deviation of km close to the Fermi level, the
estimated bare band obviously differs from the actual bare band, since it intersects with the km
values (fig. 5.10(a)), and an unphysical offset of Σ′ at the Fermi level is observed in fig. 5.10(c).
Nevertheless, the self-consistency of the experimentally determined self-energy Σexp is ensured,
even if a potentially wrong bare band is estimated. For the qualitative analysis of the self-energy,
the deviation between the experimentally determined and the actual bare band is accounted for
via Σ(k⃗, ε) = Σexp(k⃗, ε) + Σcorr(k⃗, ε). This correction of the self-energy shall be defined by the
assumption of a modified, but still parabolic dispersion of the actual bare band via
Σ′ε̃ = ε̃ − εbkm = ε̃ − εbkm,exp⏞ ⏟⏟ ⏞
Σ′ε̃,exp
+ εbkm,exp − εbkm⏞ ⏟⏟ ⏞
Σ′ε̃,corr
≡ Σ′ε̃,exp + Σ′ε̃,corr,
Σ′′ε̃ = (−)ℏ∆kmvbkm = (−)[ℏ∆kmvbkm,exp⏞ ⏟⏟ ⏞
Σ′′ε̃,exp
−ℏ∆kmvbkm,exp + ℏ∆kmvbkm⏞ ⏟⏟ ⏞
Σ′′ε̃,corr
] ≡ Σ′′ε̃,exp + Σ′′ε̃,corr.
(5.4)
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Herein, Σ′ε̃,corr is a highly non-trivial function, because it follows the (km, ε̃) relation determined
from the actual data. Since different processes contribute to the total self-energy (cf. sec. 3.1.2),
the determined Σexp(k⃗, ε) can be described by
Σexp(k⃗, ε) = Σe-ph(k⃗, ε) + Σe-e(k⃗, ε) + Σe-def(k⃗, ε) − Σcorr(k⃗, ε) ≡ Σe-ph(k⃗, ε) + Σrest(k⃗, ε). (5.5)
Provided that a self-consistent description of Σe-ph(k⃗, ε) is possible, the self-consistency of
Σrest(k⃗, ε) that sums up all other contributions is implied, since this property is ensured for
Σexp(k⃗, ε) by the bare band estimation procedure. The analysis here aims at the extraction
of EPC contributions. Thus, the actual amount of other processes contributing to the total
self-energy are not relevant here, but still have to be considered.
The self-energy contribution originating from electron-phonon interactions is directly connected
to the Eliashberg function.f The real part [217]








ν2 − ω′2 f(ℏν + ε) (5.6)
and the imaginary part [61]
Σ′′e-ph(ε, T ) = πℏ
∫︂ ωmax
0
dω′α2F (ω′)[1 − f(ε − ℏω′) + f(ε + ℏω′) + 2b(ℏω′)], (5.7)
where b(ε) and f(ε) are the Bose and Fermi functions, respectively, constitute a self-consistent
description. The electron-electron interaction is assumed according to the Fermi liquid theory
via Σe-e(ε) = αε + iβε2 [219,220]. Defect scattering solely contributes to the imaginary part by
a constant value [16] that also accounts for possible experimental broadening.
The integral inversion problem for the extraction of α2F (ω) from the experimentally determined
self-energy is mostly solved by applying the maximum entropy method [218] for the real part.
However, this procedure is highly sensitive to noise [99]. To avoid this problem, the Eliashberg
function can also be modeled by a sum of Gaussian profiles [99]. Under additional consideration
of all other contributions to Σexp as described above, the least squares of the deviation between
Σexp and the modeled self-energy are minimized by taking both, real and imaginary part of Σexp
into account.g
Figure 5.11(a) depicts the determined α2F (ω) (red line) that is capable of describing the real
(b) and imaginary part (c) of Σexp along with Σrest (light red line). The contributions to Σrest
f EPC is based on the Eliashberg function that usually exhibits a dependency on the initial state of the
interacting electron [217]. However, if there is no sharp electronic structure near the Fermi level within the
energy range of the phonon bandwidth, the dependency on the initial state energy εi can be ignored and
replaced by the Fermi level [218]. For sufficiently small ranges near the Fermi level it can be approximated via













, where Di = D′i + iD′′i are the data of the complex self-energy
at Ei, ND total number of data points, and σi the error bars of the data.
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Figure 5.11: (a) Comparison of the determined Eliashberg function α2F (ω) and calculated PhDOS
F (ω) (arbitrarily scaled) of MLG and AB-stacked BLG from refs. [106,107]. (b) and (c) depict the
data (black) and fit function (red) of the real and imaginary part of the self-energy, respectively,
along with other contributions (light red) upon various included mechanisms presented in (d) and (e).
(f) Experimental (blue) and modified (green) bare band and their difference (red). (g) Real (black)
and imaginary (red) part of the self-energy originating from electron-phonon coupling exclusively.
Further information is provided in the text.
are provided in (d) and (e) for the real and imaginary part, respectively. As depicted in (f), the
required modified bare band εbk∥ deviates just slightly from the estimated band at low binding
energies. εbk∥ can still vary from the actual bare band since the electron-electron contributions
are not fully included in the limited evaluation range.
The comparison of the determined α2F (ω) with the PhDOS F (ω) (fig. 5.11(a)) suggests that
the high-energy peaks centered at about 160 meV and 185 meV relate to in-plane optical phonon
modes of graphene (cf. fig. 2.6). However, the highest-energy feature of α2F (ω) appears at slightly
lower energies compared to the PhDOS, which is probably a result of the modified environment
upon K intercalation. The lower-energy features at about 60 meV and 80 meV can be assigned to
interactions with out-of-plane optical and acoustic modes. However, the peak centered at about
130 meV does not possess a direct counterpart in F (ω). Remarkably, a similar feature has also
been observed for K-intercalated MLG on Au/Ni [16]. Further, a theoretical study, based on ab
initio Migdal-Eliashberg theory of heavily n-doped graphene, predicts such a contribution to
α2F (ω) as a result of renormalization of the phonon dispersion of in-plane optical modes upon
n-doping, which is also responsible for the softening of both high-energy modes as observed
here [210]. In comparison to this study, the determined contributions to α2F (ω) discussed so far
are well described by renormalization of the graphene phonon dispersion upon n-doping. On
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closer inspection, α2F (ω) exhibits a low-energy peak centered at about 10 meV that is similar
to the low-energy feature suggested from the analysis of the tunneling spectroscopy data (cf. sec.
4.3), but not predicted in the calculations of highly n-doped (single-layer) graphene [210]. The
energy position of this feature agrees well with the out-of-plane acoustic mode of AB-stacked
BLG [107]. According to sec. 4.2, however, there are K atoms located between the topmost
graphene and the former buffer layer so that (i) adjacent layers are most likely arranged by AA
stacking and (ii) the interlayer spacing is definitely increased compared to freestanding BLG [66]
as it is also apparent in K-intercalated graphite [64]. Therefore, the calculated low-energy
mode of AB-stacked BLG is most likely modified and does not explain this low-energy feature
here. Thus, it is more likely assignable to a vibrational mode of the metal atoms originating
from in-plane displacements that is theoretically predicted for freestanding, K-intercalated, AA-
stacked BLG at about 8 − 9 meV [66]. Similar low-energy modes are also reported in theoretical
studies regarding freestanding K-intercalated MLG [112] and BLG, albeit with lower K content
(C6KC6) [113]. Those low-energy in-plane modes are known to be essential for the occurrence of
superconductivity in GICs [66,221].
From the determined Eliashberg function, an EPC constant of λ ≈ 0.46 is estimated via eq. (2.7).
Its energy dependence (fig. 5.12(a)) reveals that low-energy contributions have a crucial impact
on this value due to the 1/ω weighting. As already mentioned, K-intercalated graphene-based
systems all exhibit anisotropic EPC strengths, which results in varying λ values for every
direction in k space. The ARUPS data of the ΓK direction in fig. 4.20(a) verifies this behavior
through differently pronounced kinks of both branches related to the same Dirac cone, since
the branch beyond the K point (k∥ ≳ 1.7 Å
−1) corresponds to the KM direction. The λ values
reported for K-intercalated MLG on Au/Ni range from λ ≈ 0.1 in ΓK direction to λ ≈ 0.2 in
KM direction [16]. Although extracted from a direction where an even lower value is expected,
the EPC constant identified here exceeds the reported maximum value by a factor > 2. This also
manifests in the maximum and step height in the real and imaginary part of Σe-ph, respectively
(fig. 5.11(g)), which are both about twice as large compared to the data in ref. [16]. Apart
from the low-energy mode of the K interlayer, this originates from an increased intensity of
the peaks in α2F (ω) that can be ascribed to a significantly enhanced intensity of the PhDOS.
Similar to the two-fold degeneracy in AB-stacked pristine BLG [107], this can be provided by
an additional graphene layer. Since residual amounts of EBLG do not significantly contribute to
the area-averaged ARUPS signal here (cf. sec. 4.1), the enhanced intensity must originate from
the former buffer layer that is not available in the MLG on Au/Ni sample studied in ref. [16]. In
turn, this proves the effective decoupling of the former buffer layer from the SiC substrate, since
it acts like freestanding BLG regarding the phonon degeneracy. On the contrary, ref. [86] reports
λ ≈ 0.3 for K-intercalated EMLG on SiC, determined in the same direction in k space as the
data discussed here. There, the K atoms were deposited at low temperatures [87], which did
result in a severely lower doping level (n = 5.6 · 1013 cm−2) [86,87] than in this work (cf. sec. 4.3).
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Figure 5.12: (a) Eliashberg func-
tion α2F (ω) (black) and asso-
ciated mass enhancement factor
λ(ω) (red) as a function of phonon
energy ℏω. (b) Critical tempera-
ture Tc as a function of plausi-
ble values for the Coulomb pseu-
dopotential µ∗. The red dashed
line assigns the reported value of
µ∗ = 0.14 [11] to the correspond-
ing Tc.
The comparison to Li intercalation of EMLG further revealsh that decoupling of the buffer layer
is most likely not possible upon intercalation at low temperatures. Thus, the comparability to
the value determined here is limited. K-intercalated graphite (KC8) also exhibits an anisotropic
EPC strength ranging from λ ≈ 0.15 in ΓK direction to λ ≈ 0.79 in KM direction, with an
average of λ = 0.45 determined at the angle bisector between ΓK and KM direction [12]. The
reported average value [12] and the EPC constant extracted in this thesis were determined in
almost identical directions (cf. fig. 5.8(b)) and agree quantitatively. Thus, the EPC strength
determined here is comparable to K-intercalated graphite rather than K-intercalated single-layer
graphene as a result of the effective decoupling of the former buffer layer. The comparison to
the data reported for KC8 [12] further reveals that the determined λ value in the given direction
here represents a sufficient estimate for the average EPC strength.
From the average λ = 0.46 and the determined Eliashberg function α2F (ω) the critical tempera-
ture can be estimated via eqs. (2.8) and (2.9) in dependence of typical values of the Coulomb
pseudopotential µ∗ as shown in fig. 5.12(b). Taking the theoretically predicted value µ∗ = 0.14 [11]
into account, a critical temperature of Tc ≈ 3.7 K can be estimated (red dashed line) for the
investigated sample.i This value agrees almost perfectly with the value determined via tunneling
spectroscopy in the prior section, although an average value for the EPC strength is assumed.
Remark: Bostwick et al. suggest Σe-h(ε) = αε
1
2 + iβε 32 for the electron-hole or electron-electron
interaction for doped EMLG produced by K intercalation at low temperatures as discussed
above [41,86]. For the sake of completeness, the ARUPS data are reanalyzed on that basis. As
shown in sec. A.17.2, the analysis yields comparable results, albeit with a noticeably worsened
fit quality compared to the above analysis. The slightly lowered λ is, however, still appropriate
to reproduce the Tc determined via STS in a reasonable range of µ∗. Therefore, the assumption
in refs. [41, 86] does not permit any further reliable statements.
hDeposition of Li atoms onto EMLG on SiC at RT results in the observation of two slightly shifted π bands
that are expected for a decoupling of the buffer layer [75, 76]. Upon deposition at low temperatures, however, a
single π band is observed [99], indicating that Li does not penetrate below the buffer layer.
i A stringent determination of the error margin is not feasible, due to the variety of numerical procedures applied
for the estimation of the EPC constant. However, from several tests of the numerical algorithm the error margin
can be estimated to be at least 0.1 K.
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5.3 Discussion of the Superconducting Properties
The determined average Eliashberg function allows an estimation of the logarithmically weighted
phonon energy ℏωln = 68 meV via eq. (2.10). On that basis, the influence of the EPC on the
gap ratio can be evaluated via eq. (2.12) in dependence of the critical temperature as provided
in fig. 5.13. For the critical temperature determined via STS (and ARUPS), the impact on
the gap ratio is negligible as depicted by the red dashed line. Thus, the extraordinarily high
gap ratio of 6.19(7) determined from the STS analysis cannot be attributed to strong-coupling
effects. Taking EPC into account yields the black curve in fig. 5.13. Not even the maximum
of this curve at 2∆0/(kBTc) ≈ 5.6 (indicated by blue dashed lines) is sufficient to explain the
high gap ratio observed here. As already mentioned above, tunneling experiments for CaC6 also
reveal an elevated gap ratio of 4.6, which the authors attribute to strong-coupling effects [19].
Moreover, an average EPC constant of λ = 0.53 was reported for that system [14]. Since λ is
directly related to the gap ratio (cf. sec. 2.4.2), the lower average EPC constant of λ ≈ 0.46
determined here would suggest a gap ratio even lower than 4.6. Nonetheless, the gap ratio
determined in the present study exceeds that value by far. This comparison also verifies that
a different mechanism, besides strong coupling, must be responsible for the high gap ratio in
K-intercalated quasi-freestanding EBLG.





























) Figure 5.13: Gap ratio in the strong-couplinglimit according to eq. (2.12) for ℏωln = 68 meV.
For the determined Tc electron-phonon cou-
pling does not modify the gap ratio significantly
(marked by red cross and red dashed line close
to the left-hand y-axis). Assuming higher critical
temperatures explains the occurrence of a maxi-
mum of the gap ratio depicted by the blue dashed
line.
The quantitative agreement between the critical temperature estimated from the EPC and the
(highest) Tc determined via STS suggests that the electron pairing leading to superconductivity
takes place at the Dirac cone. Although wide-range tunneling spectroscopy solely probes the
local DOS at the Γ point of the SBZ (cf. sec. 4.3), tunneling to bands centered at the K point can
also be possible and efficient for a low stabilization bias, due to the reduced tip-sample distance
(cf. sec. 4.1). It is conceivable that similar EPC on one (or both) of the IL bands is responsible
for the electron pairing and the observation of an energy gap related to superconductivity via
STS. As thoroughly discussed in sec. 5.1, also different pairing processes might occur on one
(or both) IL band(s) leading to the unusual temperature dependence of the unexpectedly high
broadening parameter Γ.
Nevertheless, high Γ values were also reported for nanometer-sized lateral domains of conventional
superconductors accompanied with drastically increased gap ratios [206,222,223]. In particular,
for Pb islands with a diameter of 9 nm an elevated Γ ≈ 0.7 meV and a gap ratio > 6 were
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determined. Increasing Γ values (0.1 − 0.6 meV) are also reported for superconducting La films
upon decreasing film thicknessj [160]. Since the thinnest film in ref. [160] was about 10 nm
thick, a severe impact on the broadening parameter Γ, but also on the gap ratio of the sample
investigated in this work (film thickness < 1 nm), is expectable. Accordingly, the high Γ value
and the extraordinarily high gap ratio of K-intercalated quasi-freestanding EBLG are most likely
caused by low dimensional effects due to the limited thickness. However, due to the unusual
temperature dependence of Γ, multiple energy gaps from additional pairing on the IL bands are
probable, and the value can also be influenced upon anisotropic coupling.
Judging from the decoupling of the buffer layer upon K intercalation, the intercalants are located
below the former buffer layer and between the adjacent carbon layers. This configuration can
be considered as the thinnest limit of an extended, K-intercalated stage-1 GIC. However, the
critical temperature determined here is strongly elevated compared to the highest reported
Tc = 0.55 K of K-intercalated graphite [9]. Due to the missing bonding partners of the surface
graphene layer, the interlayer spacing between adjacent sheets is supposedly larger compared to
the GIC counterpart [7]. As a consequence, the IL bands are expected to shift further below
the Fermi energy, whereby in the present case even a second band is partially filled. Thus,
the Fermi surface on which electron pairing occurs is extended, which possibly causes higher
critical temperatures. However, upon increased interlayer distances, the EPC is expected to
decrease [7], which is not the case here as determined in the previous section. This can be most
likely attributed to higher intensities of the observed low-energy vibrations of the K atom layer
due to the enhanced space.
In comparison to K-intercalated few-layer graphene (mainly four sheets), which exhibits a
Tc = 4.5 K [10], the determined critical temperature here is slightly lower. In this thickness
regime, an increased interlayer spacing might still be apparent and affect the superconducting
properties. Considering the lower Tc observed in the GIC, there seems to be a non-monotonic
dependence of the critical temperature on the number of K-intercalated graphene layers and, thus,
an optimal layer thickness for a maximal Tc. Compared to few-layer graphene, however, the lower
value determined here most likely arises from low-dimensional effects owing to a pronounced
influence of the surface and/or a non-negligible influence of the SiC substrate underneath.
The bottom line of the main findings of this thesis is in agreement with previous studies
of comparable systems: the superconducting properties of K-intercalated epitaxial monolayer
graphene or, more appropriately, quasi-freestanding epitaxial bilayer graphene are caused by
the presence of IL bands in combination with electron pairing mediated by phonons of the K
atom interlayer and both graphene layers, i.e., also from the former buffer layer, which itself is
electronically decoupled from the substrate upon K intercalation.
j The temperature dependence of the superconducting energy gap is not investigated in that study. Thus, the
evolution of the gap ratio with the film thickness is not known.
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The primary objective of this study was the proof and thorough investigation of superconductivity
among K-intercalated ultra-thin films of epitaxial graphene on SiC(0001). For this purpose, the
pristine and K-intercalated EMLG sample was characterized in detail with regard to structural
and electronic properties. Superconductivity of K-intercalated (former) EMLG was proven by
analyzing the temperature dependence of the energy gap and further verified via determination
of the EPC strength.
Investigations of pristine EMLG and EBLG samples, which were clearly distinguished via STM
by emerging quasiparticle interference patterns [146], revealed that inelastic effects have a major
impact on electron tunneling as already known from the literature. The consideration of elastic
and inelastic contributions to the total tunneling current allowed a quantitative analysis of the
acquired spectroscopic data. This analysis exposed that, especially for EBLG, the tunneling
probability increases strongly when phonons of the graphene lattice can be excited that provide
a sufficient momentum transfer for the tunneling electrons to reach electronic bands near the K
points of the SBZ of graphene. Even though electron tunneling is most efficient for low k∥ values,
direct tunneling to the electronic bands of pristine graphene was achieved by lowering the tip-
sample distance. This finding verified the k∥ dependence of the Tersoff-Hamann model [127,128]
and enabled the examination of the graphene DOS near the Fermi level.
Upon K intercalation of EMLG a rigid shift of the Dirac cones toward higher binding energies
was observed with PES and could also be monitored via optical measurements. At the highest
doping level achieved, the metal atoms form a (2×2) superstructure with respect to the graphene
lattice that could be imaged via STM, which is the first real-space observation of this structure
in the thin film limit. Further, two occupied IL bands were identified at the Γ point of the
SBZ. Upon folding induced by the superstructure, the electronic bands emerge in the vicinity
of different high-symmetry points of the graphene SBZ. A total charge carrier density for the
highly doped phase was estimated at about 50 times the value of pristine epitaxial graphene,
resulting from a charge transfer of 0.94(8) electrons per unit cell of the (2 × 2) superstructure
to the graphene-based system. Due to the emergence of a quasiparticle interference pattern in
the FT-STM images, it was demonstrated that the same electronic structure is probed on a
local (STM) and area-averaged (ARPES) scale. It could further be shown that the K atoms not
only penetrate below the graphene layer, but also below the buffer layer. As a result, the buffer
layer most likely decouples electronically from the underlying substrate, and the sample behaves
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like K-intercalated bilayer graphene. This is also manifested by the strongly enhanced EPC
strength compared to K-intercalated MLG [16]. The wide-range tunneling data of K-intercalated
quasi-freestanding EBLG exhibits an NDC that was explained by the existence of a sharp,
energetically localized electronic state of the tunneling tip. The quantitative analysis of these
data revealed that STS only probes electronic bands of the sample located at the Γ point,
whereas inelastic tunneling caused by phonon and plasmon contributions also plays a significant
role.
While the highly doped sample was found to be stable at low temperatures for several weeks,
its stability at RT is limited to a few minutes. In particular, at RT the K atom concentration
between substrate and former buffer layer increases while the interlayer between both adjacent
carbon layers is depopulated. Upon this transformation, the topmost layer behaves similarly to
pristine EMLG, while the lower layer remains doped.
The data acquired via tunneling spectroscopy further exposed a temperature-dependent energy
gap around the Fermi level that is not present in the data of pristine EMLG or EBLG. For the
quantitative evaluation of the energy gaps, a modified approach was developed that is also valid
for a non-flat DOS of the sample in the normal-conducting state. The detailed analysis of the
temperature dependence revealed that K-intercalated quasi-freestanding EBLG actually is a
superconductor characterized by the parameters Tc = 3.65(2) K and ∆0 = 0.97(1) meV. The same
critical temperature was estimated from the average EPC strength determined from ARUPS
data for the Dirac bands near the K point of the graphene SBZ. Thereby, low-energy phonon
modes, which most likely originate from the K atom interlayer, are of particular importance.
Consequently, this finding suggests that the superconductivity among K-intercalated quasi-
freestanding EBLG is indeed driven by EPC. However, the temperature-dependent tunneling
data exhibit evidence of multiple gaps that are possibly enabled by the presence of IL bands
or anisotropic coupling. Moreover, an extraordinarily high gap ratio of 6.19(7) was determined
for this sample that is most likely not a consequence of strong coupling, but can be attributed
to low-dimension effects. Even though the determined critical temperature here is higher than
in the bulk counterpart [9], it is, however, smaller than the reported value for K-intercalated
few-layer graphene [10].
In particular, this study provides the first observation of the temperature dependence of the
energy gap related to superconductivity among metal-intercalated thin films of graphene-based
layered systems. For an even better understanding of those findings, future studies should perform
tunneling experiments using superconducting tips to gain higher resolution, accompanied with a
determination of the EPC strength across the entire SBZ. In combination with future calculations
regarding the exact structural geometry determined here, this system is a promising candidate
to uncover the mechanisms that are responsible for superconductivity of graphene-based, layered
materials and low-dimensional systems.
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A Appendix
A.1 2D Detector Relations
The following equations represent the relation of the detector angle D and the sample tilt angle
T to the actual polar θ and azimuth angle ϕ in measurements in 2D mode:
θ = arctan
√︄















A.2.1 Lock-In Signal at Different Deconvolution Frequencies
The measured tunneling current is a function of the applied voltage
I(Vappl(t)) = f(Vappl(t)) = f(Vb + Vmod sin(ωmodt)) (A.4)
that can be expanded as a Taylor series
f(x) = f(a)0! +
f ′(a)(x − a)
1! +
f ′′(a)(x − a)2
2! + ... +
f (n)(a)(x − a)n
n! + ... (A.5)
A Taylor expansion for small Vmod at the point a = Vb (with x = Vb + Vmod sin(ωmodt)) leads to
the following expression:














2(ωmodt) + O(V 3mod). (A.6)
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Upon using the trigonometric identity
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1
2(1 + sin(2x −
π
2 )) (A.7)
the tunneling current can be rewritten in the following way:
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Since lock-in-specific parameters like sensitivity and amplification factors need to be considered,
the function S(Vb) is related to the lock-in signal via







· lock-in signal(Vb). (A.11)
Accordingly, signal deconvolution with the doubled frequency leads to a quantity that is
proportional to the second derivative of the tunneling current, but phase-shifted by 90◦ compared
to the signal of the first derivative. Due to the factor V
2
mod
4 the signal is noticeably smaller than
the signal acquired at ωmod and is, thus, in most experiments smaller than the noise signal.
A.2.2 Derivation of the Proportionality Constant for the Lock-In Signal
Under the assumption of a simple linear characteristic I(V ) = aV , with a = const., it is obvious
that broadening arising from an AC voltage modulation does not play a role and, thus, the









(Vb) = a. (A.12)
Accordingly, the right-hand side of eq. (3.24) simplifies to
∫︂ π/2
−π/2
dα sin(α) · a · (Vb + Vmod sin(α)) =
π
2 · Vmod · a. (A.13)
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A.3 Determination of the Work Functions
Upon simple comparison of both sides, the factors of proportionality can be determined and eq.











dα sin(α) · I (Vb + Vmod sin(α)) . (A.14)
As the modulation voltage is very small, the assumption of a (piece wise) linear current-voltage
characteristics is sufficiently fulfilled for all measured I(V ) curves.
A.3 Determination of the Work Functions





























Figure A.1: SECO of two different preparations via K intercalation of the same sample for the work
function estimation. (a) refers to ARUPS data in fig. 4.15 (unexpectedly sharp intensity distribution
of the feature labeled with (1) caused by a faulty aperture setting of the electron optics, kinetic
energy position not influenced) and (b) to data in fig. A.11. (1) and (2) denote the distinct cutoffs of
two separate secondary electron backgrounds of the K-intercalated sample.
Table A.1: Work functions determined from the SECOs in fig. A.1 (estimated by using kinetic
energy position of Fermi edge, bias ≈ 9.4 V).
Work function (eV)
Sample (a) (b)
Pristine (RT) - 4.23(2)
Pristine (LHe) 4.39(4) 4.20(2)
K-Intercalated 1 2.69(4) 2.64(1)
















































Figure A.2: ARUPS data of the pristine 1.3 ML epitaxial graphene on SiC(0001) sample (a) in ΓM
direction at RT, (b) in ΓK direction at RT and (c) in ΓK direction at low temperature (LT) of about




















































Figure A.3: Polarization dependence of the π bands visible in the ARUPS data of K-intercalated
1.3 ML epitaxial graphene on SiC(0001) in ΓK direction at about 35 K. (a) depicts data acquired at
low k∥ values in the region of the K point and (b) at higher k∥ values in the region of the K point
(resolution: ∆θ = 1◦, (a) ∆E = 50 meV, (b) ∆E = 20 meV).
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A.5 ARUPS Data of a Comparable Sample



































Figure A.4: ARUPS data acquired near the K point of a different sample with a nominal coverage
(derived from XPS) of 1.2 ML epitaxial graphene on SiC(0001) by using the 2D detector at low
temperatures (resolution: 8.36 meV, 0.1◦ corresponding to ≈ 0.0034 Å−1). (a) Pristine sample, (b)
intercalated sample with low K content, and (c) with higher K content compared to (b). The red
arrow in (a) points at the extremely flat band that originates from 2 ML areas.
A.6 Third-Nearest-Neighbor Tight-Binding Model
According to ref. [178] the energy dispersion of electrons in graphene can be described by
E±(k) =
(2E0 − E1) ±
√︂
(E1 − 2E0)2 − 4E2E3
2E3
, (A.15)
where the coefficients are defined by
E0 = [E2p + γ1u(k)] [1 + s1u(k)] ,
E1 =2s0γ0g(k) + (s0γ2 + γ0s2)t(k) + 2s2γ2g(2k),
E2 = [E2p + γ1u(k)]2 −
[︂
γ20g(k) + γ0γ2t(k) + γ22g(2k)
]︂
,
E3 = [1 + s1u(k)]2 −
[︂
s20g(k) + s0s2t(k) + s22g(2k)
]︂
,
with the k-dependent functions using Cartesian coordinates as in ref. [179]
u(k) =2 cos(kya) + 4 cos(kxa
√
3/2) cos(kya/2),





3) + 4 cos(kya) + 4 cos(kya/2) cos(kxa
√
3/2)





where a is the lattice constant of graphite. To match the PMM data, the coordinate system is
rotated by 90◦ upon interchanging kx and ky. The parameters for evaluating the ARUPS data
are provided in tab. A.2.
Table A.2: Parameters used in the 3NN TB model for the undoped and doped epitaxial graphene
samples based on reported parameters from the literature by adjusting E2p and γ0 to describe the
measured data.
Sample Reference E2p (eV) γ0 (eV) γ1 (eV) γ2 (eV) s0 s1 s2
Undoped Ref. [179] −0.45 −2.78 −0.15 −0.095 0.117 0.004 0.002
Undoped This work −0.815 −3.35 −0.15 −0.095 0.117 0.004 0.002
Doped Ref. [192] −1.937 −2.937 −0.286 −0.265 0.025 0.068 0.059
Doped This work −2.10 −2.55 −0.286 −0.265 0.025 0.068 0.059
A.7 FT-STM Data Analysis
A.7.1 Pristine EMLG





































Figure A.5: Line profiles extracted from the FT-STM image acquired on EMLG in directions
depicted in fig. 4.4(a) and (b). They are labeled by gray numbers that correspond to the respective
directions and are referred to in tabs. A.3 and A.4. Reciprocal distances are provided in 2D scaling
in due consideration of the factor 4π/
√
3. Peaks related to the graphene lattice (G) and QI processes
are analyzed by fitting of Voigt profiles that are depicted in blue and red, respectively, to determine
their separation in reciprocal space.
Table A.3: Determination of calibration factors CF for the line profiles in fig. A.5 with regard to
known quantities in the particular direction by assuming the graphite lattice constant aG (CF = aG/a)
and the (6 × 6) superstructure a(6×6) of the buffer layer w.r.t. the SiC substrate (CF = a(6×6)/a with
a(6×6) = 6aSiC = 18.4836 Å), respectively.
Direction Structure Order a (Å) CF
1 G 1 2.3847(7) 1.0320(3)
2 G 2 2.3242(2) 1.0588(1)
2 (6 × 6) 1 17.22(4) 1.073(2)
2 (6 × 6) ms 17.40(5) 1.062(3)
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A.7 FT-STM Data Analysis
Table A.4: Estimated values of the Fermi wave vector qF from the FT-STM image in fig. 4.4(a)
given in 1D and 2D scaling (values in parentheses indicate the numerical error of the last significant
digit, calibrated by the respective factors in tab. A.3).













































Figure A.6: Line profiles extracted from the FT-STM image acquired on EBLG in directions
depicted in fig. 4.4(c). They are labeled by gray numbers that correspond to the respective directions
and are referred to in tabs. A.5 and A.6. Reciprocal distances are provided in 2D scaling in due
consideration of the factor 4π/
√
3. Peaks related to the graphene lattice (G) and QI processes are
analyzed by fitting of Voigt profiles that are depicted in blue and red, respectively, to determine their
separation in reciprocal space.
Table A.5: Determination of calibration factors CF for the line profiles in fig. A.6 with regard to
known quantities in the particular direction by assuming the graphite lattice constant aG (CF = aG/a)
and the (6 × 6) superstructure a(6×6) of the buffer layer w.r.t. the SiC substrate (CF = a(6×6)/a with
a(6×6) = 6aSiC = 18.4836 Å), respectively.
Direction Structure a (Å) CF
1 G 2.052 25(5) 1.1991(3)
2 G 2.031(2) 1.2118(8)
3 (6 × 6) 15.20(1) 1.2163(8)
During the measurement of the 2 ML sample a wrong calibration matrix was used in the STM
software, which leads to higher calibration factor values (tab. A.5) compared to the 1.3 ML
sample (tab. A.3). Thus, the scale bars in the (FT-)STM images of the 2 ML sample in figs.
4.3(c,d) and 4.4(d-f) slightly deviate from the actual length, but, due to subsequent calibration,
the determined qF values in tab. A.6 are correct.
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Table A.6: Estimated values of the Fermi wave vector qF from the FT-STM image in fig. 4.4(c)
given in 1D and 2D scaling (values in parentheses indicate the numerical error of the last significant
digit, calibrated by the respective factors in tab. A.5).
Direction Measurement qF,1D (nm−1) qF,2D (nm−1)
3 Intervalley 1 0.544(4) 0.628(4)
3 Intervalley 2 0.544(3) 0.628(4)
3 Intravalley 0.535(4) 0.618(5)
A.7.3 K-Intercalated EMLG
































Figure A.7: Line profiles extracted from the FT-STM image acquired on K-intercalated EMLG in
directions depicted in fig. 4.19(a). They are labeled by gray numbers that correspond to the respective
directions and are referred to in tabs. A.7 and 4.2. Reciprocal distances are provided in 2D scaling
in due consideration of the factor 4π/
√
3. Peaks related to the graphene lattice (G), the (2 × 2)
superstructure (2G), and QI processes are analyzed by fitting of Voigt profiles that are depicted in
blue, green and red, respectively, to determine their separation in reciprocal space.
Table A.7: Determination of calibration factors CF for the line profiles in fig. A.6 with regard to
known quantities in the particular direction by assuming the graphite lattice constant aG (CF = aG/a)
and the (2 × 2) superstructure 2aG under consideration of the actual order, respectively.
Direction Structure Order a (Å) CF = aG/a
1 G 1 2.4047(3) 1.0234(1)
1 2G 1 2.3988(3) 1.0259(2)
2 2G 2 2.3664(4) 1.0340(2)
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A.8 DOS Models for the STS Data Analysis
A.8.1 Inelastic Contributions
The inelastic contributions D(ℏω) to the total tunneling current are described by a sum of
Gaussian peaks. The only restriction applied is that for phonon features positive and negative

































The plasmon contribution is described by a single Gaussian peak.
A.8.2 Electronic DOS
Pristine EMLG
In the case of EMLG, the electronic sample DOS is described as simple V-shaped function:
ρs(E) = |a1(E − ED)|, (A.17)
and the tip DOS is assumed as a constant.
Pristine EBLG
In the case of EBLG, the electronic sample DOS of graphene is described by a parabolic
background, a superposition of peaks and steps at the edges of the small energy gap ∆s and
just steps at the edges of the large energy gap ∆b in the following way
ρs(E) = a1(E − ED)2
+ S(E; a2, Γ2, ED + ∆s/2) + (1 − S(E; a3, Γ3, ED − ∆s/2)) + L(E; a4, Γ4, ED + ∆s/2))




L(E; ai, Γi, E0,i),
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to satisfy the site-resolved DOS provided in refs. [45, 183]. In this description, the steps are
described similar to the DOS of the 2D electron gas with finite lifetime Γ (taken as broadening
parameter here) [205,224]:












and the peaks as standard Lorentzian functions (normalized such that the peak height equals
ai):
L(E; ai, Γi, E0,i) = ai
(12Γi)
2
(E − E0,i)2 + (12Γi)2
(A.20)
with Γ =FWHM. Further, a parabolic tip DOS is assumed via
ρt(E) = a2E2 + a1. (A.21)
K-Intercalated EMLG
In the case of K-intercalated EMLG, the tip DOS is described by a parabolic background and a
Lorentzian peak
ρt(E) = a2E2 + a1 + L(E; a3, Γ3, E0,3) (A.22)
to account for the energetically localized state near EF . The electronic sample DOS for the
wide-range spectrum (cf. fig. 4.25) is modeled by
ρs(E) = V (E; a1, ED)
+ S(E; a2, Γ2, E0,2) + L(E; a3, Γ3, E0,3))












L(E; ai, Γi, E0,i).
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For the spectrum in fig. 4.26, not all contributions are required. Thus, the model reduces to
ρs(E) = a1








L(E; ai, Γi, E0,i).
For the analysis of the Fermi level region (cf. fig. 4.28) the model reduces further to
ρs(E) = a1 +
6∑︂
i=2
L(E; ai, Γi, E0,i) (A.25)
and, accordingly, only two inelastic contributions have to be considered.
A.9 Estimation of Tip-Sample Distances














Figure A.8: Tip-sample distance variation in dependence of Vb to achieve an identical stabilization
current of Is = 500 pA. Given values of different samples are normalized to zero at Vb = 200 mV.
From the Vb dependence the absolute tip-sample distance at Vset = 200 mV is estimated as 2 Å for
pristine graphene samples (1 ML and 2 ML) and 3 Å for the K-intercalated sample.
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Figure A.9: Full PMM data set of K-intercalated 1.3 ML epitaxial graphene on SiC(0001) at binding
energies given in the upper left corners (energy range: ±22 meV, resolution: ∆ϕ = 1◦, ∆θ = 2◦).
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Figure A.10: Continuation of fig. A.10.
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Figure A.11: (a) ARUPS near the K point (θ = 56.5◦, ϕ = −0.8◦) and (e) near the K point
(θ = 24.5◦, ϕ = −3.5◦) of K-intercalated EMLG on SiC(0001) (cooled with liquid helium, resolution:
8.3 meV, 0.1◦ corresponding to ≈ 0.004 Å−1) and respective sections from a 3NN TB calculation (red
lines). Data are acquired from a different preparation cycle with slightly lower K content compared
to data in fig. 4.15. (b) and (f) show the EDC of (a) and (e), respectively, integrated over all k values.
(c) SBZ of epitaxial graphene (gray) and (2 × 2) superstructure with constant-energy contours at
EF calculated with a 3NN TB approach. Dotted lines depict the sections where the ARUPS data is
acquired. (d) Related energy-dependent band structure and sections in ΓK direction. (g) XPS core
level spectra of the C 1s and K 2p energy regions in normal (solid) and grazing (dotted) emission (0◦
and 70◦).
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A.12 XPS Data Analysis




















Figure A.12: XPS spectrum of the C 1s core level (black) and respective fit function (red) composed
of four components originating from SiC (magenta), graphene (blue), and S1 and S2 (green) from
the buffer layer along with a Shirley background (gray). From the ratio between graphene and

















































Figure A.13: XPS spectra of the C 1s core level (black) in (a) normal and (b) grazing emission also
presented in fig. 4.15. For an accurate estimation of the K/C ratio, the spectrum is evaluated by a fit
function (red) composed of four components. One component is precisely assignable to carbon in SiC
(gray). The remaining components (blue) can be attributed to K-intercalated graphene, but the exact

















































Figure A.14: Same as fig. A.13, but related to data in fig. A.11.
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Figure A.15: (a) High-quality LEED image of epitaxial graphene of unknown thickness on SiC(0001).
(b) and (c) LEED images of K-intercalated 2.0 ML epitaxial graphene on SiC(0001). Lines depict
2D reciprocal unit cells of SiC (red), graphene lattice (blue), and the (2 × 2) superstructure (green).
Blue circles indicate spot positions of graphene and multiple scattering between graphene and SiC
lattice. Magenta circles depict spot positions originating from multiple scattering processes between
the (2 × 2) superstructure of K intercalants and the (6 × 6) superstructure of the buffer layer. Those
features are only present for low K contents shown in (b) and vanish for higher K concentrations
shown in (c). All images are plotted with inverted, logarithmically scaled intensities and are corrected
for distortions.











































Figure A.16: STM images (a) before and (b) after the dI/dV map acquisition. Note that the
spectroscopy measurements in between these two STM scans took about 11 hours.
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A.15 Analysis of STS Data Acquired at Position 2
























































Figure A.17: (a) Wide-range dI/dV spectrum acquired at position 2 (black solid line) (T = 1.2 K,
Is = 500 pA at Vb = 200 mV, Vmod = 5 mV, 5 acc.). Fit result (red solid line) containing contributions
of electronic DOS of (b) tip and (c) sample (individual sample DOS components depicted as red
dotted lines) as well as (d) inelastic contributions.

















































Figure A.18: (a) dI/dV spectrum covering the phonon range acquired at position 2 (black solid line)
(T = 1.2 K, Is = 500 pA at Vb = 200 mV, Vmod = 1 mV, 5 acc.). Fit result (red solid line) containing
contributions of electronic DOS of (b) tip and (c) sample as well as (d) inelastic contributions
(individual inelastic components depicted as red dotted lines).
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Figure A.19: Temperature-dependent (a) tunneling current and (b) scaled dI/dV spectrum acquired
at position 2 (T = 1.2 K (blue) and 4.0 K (black), Is = 500 pA at Vb = 20 mV, resistance of the
tunneling junction ≈ 40 MΩ, Vmod = 0.1 mV, 10 acc.).















































Figure A.20: (a) dI/dV spectrum of Fermi level region acquired at position 2 (black solid line)
(T = 3.9 K, Is = 500 pA at Vb = 20 mV, Resistance of the tunneling junction ≈ 40 MΩ, Vmod = 0.1 mV,
10 acc.). Fit result (red solid line) containing contributions of electronic DOS of (b) tip and (c) sample
as well as (d) inelastic contributions (individual sample DOS and inelastic components depicted as
red dotted lines).
A.16 Analysis of the Superconducting Energy Gap
A.16.1 Approaches for the Quantitative Analysis
Standard Approach with Lock-In Influence
For the first analysis of the energy gap at the Fermi level, the standard approach shown in eq.
(3.21) is modified by accounting for broadening caused by the use of the lock-in technique. In
accordance to refs. [160, 161] the normalized differential conductance in due consideration of the
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dα sin(α) · I (V + Vmod sin(α), Ti; ∆i, Γi, EF,i, Ai) ,
(A.26)
with
I (V, Ti; ∆i, Γi, EF,i) ≈
∫︂ ∞
−∞
ρt,nc(EF,i)ρs,sc(E; ∆i, Γi, EF,i, Ai) [f(E − eV, Ti) − f(E, Ti)] dE,
(A.27)
where
ρs,sc(E; ∆i, Γi, EF,i, Ai) = Aiρs,nc(EF,i) ·
⃓⃓⃓⃓
⃓⃓Re
⎡⎣ E − EF,i − iΓi√︂
(E − EF,i − iΓi)2 − ∆2i
⎤⎦ ⃓⃓⃓⃓⃓⃓. (A.28)
The scaling factor Ai in the DOS of the superconducting state is introduced as additional fitting
parameter that accounts for possible intensity deviations between a particular spectrum and
the normalization spectrum that can originate from slight lateral variations of the tip positions
during the data acquisition. The standard approach remains valid just for flat densities of states
of tip (ρt,nc(E) ≈ ρt,nc(EF,i) = const.) and sample (ρs,nc(E) ≈ ρs,nc(EF,i) = const.) as well as a
negligible spectral influence of the transmission function.
Modified Approach for Non-Flat Densities of States
In consideration of the non-flat contributions to the sample and tip DOS (cf. fig. 4.28) as well






−π/2 dα sin(α)If (Vb + Vmod sin(α), Ti; ∆i, Γi, EF,i, Ai)∫︁ π/2
−π/2 dα sin(α)In (Vb + Vmod sin(α), Ti)
, (A.29)
with
















T (d, V, E)[1 − f(E − eV, Ti)]f(E − ℏω∗, Ti)ρt(E − eV )ρs,f/n(E − ℏω∗)dE.
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The DOS function ρs,f (E; ∆i, Γi, EF,i, Ai) that is defined by
ρs,f (E; ∆i, Γi, EF,i, Ai) =Aiρs,n
(︃
sgn(E − EF,i) · Re
[︃√︂








⎡⎣ E − EF,i − iΓi√︂
(E − EF,i − iΓi)2 − ∆2i
⎤⎦ ⃓⃓⃓⃓⃓⃓ (A.32)
includes all the fitting parameters, and ρs,n(E) is already known at 4.0 K (cf. fig. 4.28). The
scaling factor Ai in the DOS of the superconducting state is already introduced in the standard
approach. Note that the standard model normalizes the data measured at Ti by the spectrum





−π/2 dα sin(α)If (Vb + Vmod sin(α), Ti; ∆i, Γi, EF,i, Ai)∫︁ π/2
−π/2 dα sin(α)In (Vb + Vmod sin(α), Tn)
, (A.33)
while the modified approach normalizes by the spectrum at the very same temperature Ti.
A.16.2 Analysis of Test Data with the Standard Approach





















































































Figure A.21: (a) Temperature-dependent dI/dV spectra (black, y-shifted 0.25) of the model data
set (cf. sec. 5.1) normalized by the spectrum at Tn = 4.0 K and corresponding fitted spectra using
the standard approach (red). The total gap size 2∆(Ti) is depicted by green markers. Corresponding
parameters determined from the fitting procedure are shown in (b), (c), and (d). ∆(Ti) is further
fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as indicated in (b).
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A.16.3 Quantitative Analysis with the Modified Approach













































































Figure A.22: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 4.0 K) and corresponding fitted spectra (red)
(both branches, Fermi level as fit parameter). The total gap size 2∆(Ti) is depicted by green markers.
Corresponding parameters determined from the fitting procedure are shown in (b), (c), and (d). ∆(Ti)
is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as indicated in (b).
Blue line in (c) depicts the average Fermi level parameter EF = −0.52 meV considering the values at
the five lowest measured temperatures that is used as fixed parameter in further analyses. (Analysis
of position 2 in fig. A.31.)
































































Figure A.23: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 4.0 K) and corresponding fitted spectra (red)
(left branch, Fermi level fixed to EF = −0.52 meV as shown in fig. A.22). The total gap size 2∆(Ti)
is depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. 2.5 (red line) to determine Tc, ∆0, and the gap
ratio as indicated in (b). (Analysis of position 2 in fig. A.31.)
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Figure A.24: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normal-
ized using modified approach (Gn determined at 4.0 K) and corresponding fitted spectra (red) (right
branch, Fermi level fixed to EF = −0.52 meV as shown in fig. A.22). The total gap size 2∆(Ti) is
depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the
gap ratio as indicated in (b). (Analysis of position 2 in fig. A.31.)


































































Figure A.25: (a) Temperature-dependent dI/dV spectra (black, position 1, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 4.0 K) and corresponding fitted spectra (red)
considering the average Γ value as fixed parameter as depicted by red line in (c) (both branches,
Fermi level fixed to EF = −0.52 meV as shown in fig. A.22). The total gap size 2∆(Ti) is depicted by
green markers. Corresponding parameters determined from the fitting procedure are shown in (b)
and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as
indicated in (b). (Analysis of position 2 in fig. A.31.)
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A.16.4 Data Acquired at Position 2














































































Figure A.26: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized by the spectrum at Tn = 4.0 K and corresponding fitted spectra (red) using the standard approach
provided in app. A.16.1. The total gap size 2∆(Ti) is depicted by green markers. Corresponding
parameters determined from the fitting procedure are shown in (b), (c), and (d). ∆(Ti) is further
fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as indicated in (b).


















































Figure A.27: (a) Comparison of measured (black) and simulated (blue) spectrum at 1.2 K (position
2) based on the DOS contributions determined at 3.9 K (red) (cf. fig. A.20). The normalized dI/dV

















































































Figure A.28: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 3.9 K) and corresponding fitted spectra (red)
(both branches, Fermi level as fit parameter). The total gap size 2∆(Ti) is depicted by green markers.
Corresponding parameters determined from the fitting procedure are shown in (b), (c), and (d). ∆(Ti)
is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as indicated in (b).
Blue line in (c) depicts the average Fermi level parameter EF = −0.44 meV considering the values at
the five lowest measured temperatures that is used as fixed parameter in further analyses.































































Figure A.29: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 3.9 K) and corresponding fitted spectra (red)
(both branches, Fermi level fixed to EF = −0.44 meV as shown in fig. A.22). The total gap size 2∆(Ti)
is depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the
gap ratio as indicated in (b).
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Figure A.30: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 3.9 K) and corresponding fitted spectra (red)
(left branch, Fermi level fixed to EF = −0.44 meV as shown in fig. A.22). The total gap size 2∆(Ti)
is depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the
gap ratio as indicated in (b).
































































Figure A.31: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 3.9 K) and corresponding fitted spectra (red)
(right branch, Fermi level fixed to EF = −0.44 meV as shown in fig. A.22). The total gap size 2∆(Ti)
is depicted by green markers. Corresponding parameters determined from the fitting procedure are
shown in (b) and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the

























Figure A.32: (a) Tc and (b) ∆0 determined for normalization by spectra at different Tn according
to the modified approach assuming only the right branch of the tunneling data (position 2). Red solid
lines depict the weighted average values for Tn ≥ 3.7 K and dotted lines the respective error margin.


































































Figure A.33: (a) Temperature-dependent dI/dV spectra (black, position 2, y-shifted 0.25) normal-
ized using the modified approach (Gn determined at 3.9 K) and corresponding fitted spectra (red)
considering the average Γ value as fixed parameter as depicted by red line in (c) (both branches,
Fermi level fixed to EF = −0.44 meV as shown in fig. A.22). The total gap size 2∆(Ti) is depicted by
green markers. Corresponding parameters determined from the fitting procedure are shown in (b)
and (c). ∆(Ti) is further fitted using eq. (2.5) (red line) to determine Tc, ∆0, and the gap ratio as
indicated in (b).
126
A.17 Determination of the EPC Strength










































Figure A.34: Visual proof of the MDC fitting procedure. (a) depicts the measured data, (b) the
data described by the fitting procedure, and (c) the absolute difference between (a) and (b). The























































































































Figure A.35: (a) km (black dots with gray error bars) and estimated bare bands for different fit areas.
(b) Squared deviation of the fit quantity for different fit areas. Imaginary parts upon self-consistent
bare band estimation are given in (c)-(e) for different fitting areas (highlighted in green), based on
















































Figure A.36: (a) Eliashberg function α2F (ω) determined by using the modified description of the
electron-hole interaction of K-intercalated EMLG suggested in ref. [86] compared to the calculated
PhDOS F (ω) (scaled arbitrarily) of MLG and AB-stacked BLG from refs. [106,107]. (b) and (c) depict
the data (black) and fit function (red) of the real and imaginary part of the self-energy, respectively.
However, the total deviation between data and fit is enlarged compared to the description discussed
in sec. 5.2.

































Figure A.37: (a) Eliashberg function α2F (ω) (black) and associated mass enhancement factor λ(ω)
(red) as a function of phonon energy ℏω from the fitting procedure shown in fig. A.36. (b) Critical
temperature Tc as a function of plausible values for the Coulomb pseudopotential µ∗. The red dashed
line assigns the reported µ∗ = 0.14 value [11] to the corresponding Tc.
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