W. L. Miranker [1] recently published an existence theorem for a free boundary value problem for the heat equation. Using a method due to I. Kolodner [2], he obtained a functional equation for the free boundary function R(t) and showed that the existence of a solution to the functional equation implied the existence of the solution to the free boundary problem. He then solved the functional equation by an iterative method.
W. L. Miranker [1] recently published an existence theorem for a free boundary value problem for the heat equation. Using a method due to I. Kolodner [2] , he obtained a functional equation for the free boundary function R(t) and showed that the existence of a solution to the functional equation implied the existence of the solution to the free boundary problem. He then solved the functional equation by an iterative method.
The mathematical problem which Miranker solved represents the heating of a long insulated metal rod which has begun to melt at one end (z = 0) and after a layer of liquid metal A units thick has formed, heat is applied at x = 0. The layer of liquid metal is assumed to have an initial temperature distribution /(x). It is essential for Miranker's formalism that A be positive and that df(A)/dx be negative. Physically, this means that the front separating the liquid and solid metal must be moving before the mathematical model applies. The purpose of this paper is to present a constructive existence and uniqueness theorem which is not subject to this restriction.
The problem is to determine two functions u{x, t) and R(t) satisfying the following:
where g is a positive continuous function, and / is a continuous function such that, for some constant b,
Miranker required that / be continuously differentiable, non-negative, and that [5] , G. Sestini [6] , A. Friedman [7] , and the present author [8] , have proved existence theorems for similar problems. 2. The existence theorem: There exists a unique solution to the free boundary problem.
Proof: Following Evans, we derive a heat balance equation by evaluating
using the boundary conditions (1.1). We obtain
We use this equation to define a transformation S = F(R) by taking It to be a given differentiable monotonic function such that R(0) = A, and taking u to be the solution of the reduced problem:
If we can find a differentiable monotonic function which is left invariant by the transformation F, then it, together with the corresponding solution to the reduced problem, satisfies (1.1). In this paper, we show that the boundary function we seek is the limit function of a sequence of iterates, R0 = A, R"+l = F(Rn).
The sequence of iterates is well defined, for if R is differentiable, and if 8 = F{R), then S is monotonic and differentiable. In fact,
< dS(t)/dt = -ux(R(t), t). (2.4)
The equality follows from (2.2) and (2.1). The inequality from the following argument: if ux were positive on x = R(t), u would be negative nearby. But then, by the maximum principle, u would attain its negative minimum on x = 0. This cannot happen since ux is negative there. Our goal is to prove the existence of a solution for an arbitrary time interval. The first iterative process which we carry out will converge if the time interval is small. Then, taking as the initial function the solution to the reduced problem corresponding to the limit boundary function, we carry out another iteration with a small time step, etc. We show that a finite number of such processes will give the solution over an arbitrary time interval [0, T}. Uniqueness of the solution follows from the contracting character of the transformation F. If we are content with existence alone, we can use a standard fixed point theorem of functional analysis and obtain a (non-constructive) proof which does not require subdividing the time interval.* We will show that the first iterative process converges to a differentiable function *This method was used in [8] . Uniqueness was established by a separate argument.
if 0 < t < ti . Subsequent iterative processes provide solutions to the integral equations /% t /» R (t ) i* A p R(t) = Av + I g(s) ds -I u(x, t) dx + / up(x) dx, (2.5)
where Av{ = R(tv)) and uv(x) are obtained from the previous process. The function u is the solution to the reduced problem uxx = u, , 0 < x < R(t), tv < t < tv+i , ux(0, £) fiKO > tp <C t tp+1 f ^2 0û
(R(t), 0 = 0, tp < t < tB+1 , u{x, 0) = up(x), 0 < x < Ap .
In order to prove convergence, we need the following estimates:
Lemma 1. If u is the solution to the reduced problem, then there exists a number B, independent of R(t), such that for all t in the interval [0, T], A < R(t) < Bt,
< u(x, t) < B(R(t) -x), < x < R(t), (2.7) -B < ux(R(t), t) < 0.
Lemma 2. If u and v are solutions to the reduced problem (2.6) with boundary functions R and S respectively, then there exists q0 > 0, independent of the boundary curves and of the subdivision, such that 0 < t -tp < q0 implies that f I u(x, t) -v(x, t) \ dx < (1/2) J R -<S| fp+I , tp+1 = tp + q0 . (2.8)
Jo
Furthermore, for all t > t" ,
| u(x, t) -v{x, /)| < B | R -S |^, 0 < x < min (R(t), S(t)). (2.9)
The derivation of these estimates is in the appendix. to Rn and R"-i . We have adopted the convention that the solution to the reduced problem is identically zero outside the original domain of definition, i.e., u(x, t) = 0, if x > R(t).
Clearly, if q < min (1/4B2, qn), the sequence converges to a monotonic function R(t). Let u(x, t; R) be the solution to the reduced problem corresponding to the limit function R. Then if R' = F{R),
I R' ~ R I. < [1/2 + 2B2t\ | R -|, + | Rn+1 -R\, , 0 < t < q, .
Since the right side can be made arbitrarily small, we conclude that R is invariant under F. We repeat this argument for each subinterval. The functions R(t) and u(x, t; R) are the solution to the free boundary problem if R is differentiable. To prove that R is differentiable, we write
Jo
Using the law of the mean and the fact that u is the solution to the reduced problem, we get
This concludes the proof of the theorem.
APPENDIX
Proof oj Lemma 1. In proving inequality (2.4), we found that ux must be non-positive on x = R(t) and that u must be non-negative in the interior of the domain. To obtain the lower bound on ux , we pick a constant B so that g(t) < B, 0 < t < T,
We extend / as an even function and take v to be the solution of the heat equation taking on the boundary values
(±R(t), t) = BR{t), 0 < t < T.
R(t) is monotonic, so by the maximum principle, 0 < v(x, t) < BR(t),
< vx(R(t), t).
Since v is an even function, vx = 0 on x = 0. Hence, if we let
then wx = vx -B -ux < 0 on x = 0, 0 < t < T.
By construction, w = 0 on x = R(t). It follows from the maximum principle that 0 < w(x, t), 0 < x < R(t), 0 < t < T, wx(R(t), t) < 0.
We conclude that -B < vx(R(t), t) -B < ux(R(t), t), 0 < t < T, , , (a7) u{x, t) < v(x, t) -Bx < B(R(t) -x), 0 < x < R{t), 0 < t < T.
Proof of Lemma 2. It follows from (2.7) that (2.9) is valid on the boundary, x = R(t). By the maximum principle, it is valid in the interior of the domain.
If R ^ S, let I' = sup \t | R(t) = 5(0}-Then for any r > 0, j u(x, t) -v(x, t) | < w(x, t) | R -S |t'+r , t' < t < t' + r, 0 < x < C = R(t') = 5(0, where w is the solution to wt = wxx , 0 < x < C, t' < t, w(x, t') = 0, 0 < x < C, w(C, t) = B, t' < t, wx{0, t) = 0, t' < t. approaches zero uniformly in C and i! as t approaches I', we can restrict r so that the integral (al2) is less than 1/2. If A = 0, the estimate (2.8) is not needed for the first iterative process. The lower bound on C will then be R(t,). 
