Adaptive resonance theory (ART1) network is one of the many popular neural networks used to solve the cell formation problem. Several modifications of ART1 for the problem have recently been published. In this study, a modified ART1 network is integrated with an effective optimization technique, Tabu Search (TS), to solve cell formation problems. The number of exceptional elements (EE) and group efficiency (GE) are considered as the objectives for the problems under the constraints of the number of cells and cell size. This proposed heuristic (ART1&TS) first constructs a cell formation using a modified ART1, and then refines the solution using a basic TS heuristic. ART1&TS has been applied to most popular examples in the literature. The computational results showed that it generated the best solutions in most of the examples.
INTRODUCTION
Cellular manufacturing (CM) is an application of group technology (GT) principles to manufacturing. In a cellular manufacturing system, machines are grouped into machine cells and parts are grouped into part families according to the similarities of the product design and manufacturing process. Using this method, manufacturing costs such as setup times, labor, throughput times, material handling times, work-in-process, and tooling can be reduced, and a more effective and productive manufacturing environment can be created. * Cell formation, which generates the groups of machines and parts, is an essential problem when cellular manufacturing is considered. Lots of approaches have been developed to solve the cell formation problem. According to Singh [27] , these approaches can be classified into the following categories: coding and classification, machinecomponent group analysis, similarity coefficients, knowledge-based, fuzzy clustering, neural networks, the vectors are assigned to its input nodes and the specified vigilance threshold value. Dagli and Huggahalli [12] applied a basic ART1 model to solve cell formation problems. Since then several modifications to the basic model, principally concerning the order of input vectors, have been conducted by Kaparthi and Suresh [18] , Rao and Gu [24] , Kaparthi, Suresh, and Cerveny [19] , and Chen and Cheng [11] . Although these modifications have improved the performance of ART1, the order of the input vectors may still affect its efficiency. It is believed that an application of optimization methods to the solution generated by ART1 should be able to improve the performance ART1 for the candidate problem.
In this research, it is proposed that a modified ART1 is integrated with an effective optimization technique, Tabu Search (TS), to solve cell formation problems. Two common criteria: the number of exceptional elements (EE) and group efficiency (GE) are considered as the objectives. Two practical constraints: number of cells (NG) and upper limit of cell size are used as the constraints. This approach (ART1&TS) first constructs a cell formation using the modified ART 1, and then refines the solution by using basic TS heuristic. The performance of ART1&TS will be evaluated by applying it to most common test problems, and comparing its solutions with the best existing solutions. Figure 1 displays a general solution for a cell formation problem. Each diagonal submatrix refers a machine-cell and its corresponding part family. The 1's in the off-diagonal submatrices are defined as exceptional elements. Given that [8] , M : number of machine rows N : number of part columns In the following section a detailed discussion on the application of ART1 to cell formation problems is provided. A brief review of TS is presented in Section 3, and the ART 1&TS heuristic is presented in Section 4. In Section 5, a computational result, evaluating the performance of ART 1&TS, is presented and discussed in detail. The major conclusions of this research are provided Section 6.
THE ART1 HEURISTIC AND MODIFICATIONS
The ART1 network is similar to networks using a single Kohonen layer with competitive learning neurons. It includes two properties of neural networks: plasticity and stability. Plasticity is the capability of the network to learn new things from external information thereby changing its internal connections. Stability is the ability of the network to retain its useful memory of previously stored patterns. Furthermore, ART1 is based on unsupervised learning. That means the network has no knowledge of the correct output. For the cell formation problem, unsupervised learning is suitable because there is no information about correct group formation.
ART1 network contains two layers of neurons: the input and output layers. Every neuron in the input layer is e ntirely connected to each neuron in the output layer with a bottom-up connection. Every neuron in the output layer is entirely connected to each neuron in the input layer with a top-down connection. The number of neurons in the input layer is equal to the number of components (N) in the input vector, and the number of neurons in the output layer is dependent on the maximum expected number of clusters (C) that the input vectors can be classified into. In general, the first input vector is the exemplar for the first cluster. When the next input vector is presented, it will be compared with the first cluster exemplar. If the similarity coefficient between the vector and the exemplar is larger than a specified vigilance threshold value, it will be assigned to the cluster, and the exemplar will be updated. Otherwise, this input vector becomes the exemplar for the second cluster. This process is repeated for all the input vectors. The ARTI algorithm is outlined below ( [11] and [18] ).
Step 0. Define the number of neurons in the input layer, numbered from 1 to N, and the number of neurons in the output layer, numbered from 1 to C. Step 1. Initialize the weights and set a vigilance threshold . t = 0; Top-down connection weights: W ij (t) = 1 Bottom-up connection weights:
V ij (t) = 1/(N+1), with i = 1, …, N and j = 1, …, C;0 1;
Step 2. Present an input vector X (consisting of binary elements x i ) to the input layer.
Step 3. Compute the matching score for every output neuron. The matching score, y j , of output neuron j is computed as follows.
Step 4. Select the best matching output neuron, y j
In case of tie, select the neuron with the smallest number.
Step 5. Conduct the vigilance test.
otherwise, go to Step 6.
Step 6. Deactivate the best matching output neuron. The score of best matching neuron selected in Step 4 is temporarily set to zero. That is this neuron will not be considered in the current cluster search. Go to Step 3 Step 7. Update the weights associated with the best matching output neuron. Step 8. Activate the neurons deactivated in Step 6; go to Step 2. To apply the ART1 to a cell formation problem, the problem is described as a zero-one matrix with machines as rows and parts as columns, and each row (machine) is used as an input vector to the input layer of the ART1. The similarity coefficient, W X / X , in step 5 determines the degree of match between an input vector (X) and a cluster exemplar (W). When implementing ART1, the threshold value significantly affects the result. When a high value of is set, a high degree of match within each cluster is commanded and the input vectors are classified into a large number of clusters. On the other hand, if a low value of is used, the input vectors are classified into a small number of clusters.
Another factor that will affect the performance of ART1 is the updating operation of the top-down connection weights W ij (the exemplar of output neuron j) in Step 7. With this operation, W ij (t+1) can be 1 only if both W ij (t) and X i are 1, which leads to a result that a new exemplar always has a lower number of 1's than that of old exemplars. This will cause misclustering because 1) a new input vector, which has a high similarity with the newest exemplar of an output neuron, may have a low similarity with the vectors that have been assigned to the neuron, or 2) a new input vector, which has a low similarity with the newest exemplar of an output neuron, may have a high similarity with the vectors that have been assigned to the neuron. Furthermore, since a new exemplar is determined by the current exemplar and the first qualified input vector followed, the order that the input vectors are presented to ART1 will significantly affect the output of ART1.
Research has been conducted to solve these problems. Dagli and Huggahalli [12] suggested the input vectors be presented to ART1 in descending order of the number of l's in each vector. Kaparthi and Suresh [18] suggested that the binary entries in the machine-part matrix be reversed. The density of 1's in the machine-part matrix for a cell formation problem is generally low. Reversing the entries in the matrix, and presenting the input vectors in descending order of the number of l's in each vector may increase the possibility of bringing the similar vectors together before presenting them to ART1. This reduces the possibility of misclustering. However, Chen and Cheng [11] showed that both methods did not result in reasonable solutions.
Rao and Gu [24] addressed the following method to update the top-down connection weights. The input vectors are presented to ART1 in descending order of the number of l's in each vector. If an input vector is qualified to be assigned to an output neuron j, the top-down connection weights of neuron j w ill be updated as follows: W ij (t+1) is equal to 1 as long as W ij (t) or X i is equal to1; otherwise, W ij (t+1) is equal to 0. When implementing this method, the number of l's in the new exemplar will be no less than that in the old exemplars.
This method did not completely solve the misclustering problems of ART1; however, it improves the performance of ART1.
Chen and Cheng [11] developed a rearrangement algorithm to determine the order of presenting the input vectors to ART1. This algorithm is implemented in the following steps: 1) apply ART1 to generate the initial machine-part groups; 2) in each machine-part group identify the machine vectors which have more number of l's outside the group than the number of l's inside the group, and set these vectors aside; 3) in each machine-part group rearrange the machine vectors in descending order of the number of l's in the group; 4) group and rearrange the vectors set aside in the second step in descending order of the number of l's in the vectors. After implementing this algorithm, the machine vectors are again presented to ART1 in the order generated by the last two steps of the algorithm, and this produces a new machine-part groups.
There are two shortcomings when applying this algorithm to cell formation problems. First, the solution may still be influenced by the order of the vectors presented to ART 1. Second, it is difficult to determine a suitable value of for ART1. In this paper, Chen and Cheng tried different values from 0 to 0.99 with an increment of 0.01. In order to further improve the solution generated by the rearrangement algorithm, a simple reassignment algorithm was developed in the same paper. This algorithm identifies the bottleneck machine vectors in the machine-part groups generated by the rearrangement algorithm, and reassigns each of them to the machine cell in order to reduce the exceptional points. For some problems, these two algorithms have to be implemented more than once. This makes the application of ART 1 tedious.
As mentioned previously, in this research a heuristic (ART1&TS) integrating ART1 and TS has been developed for cell formation problems. To implement ART1&TS, ART1 with the modification of Rao and Gu (denoted as Modified ART1), due to its simplicity, is used to generate the initial cell formation. TS is then used to refine the formation. The procedure of TS is to iteratively move machine vectors from cell to cell so as to imp rove the formation (see the next section for detailed discussion). The critical factor that may affect the efficiency of ART1&TS is the determination of the vigilance threshold value while implementing Modified ART1. If the value is large, Modified ART1 may yield a formation with a large number of cells. This causes the work to be tedious when implementing TS to improve the formation. If the value is small, Modified ART 1 usually yields a formation with a small number of cells and some of them filled up. This may interfere moving machine vectors among the cells, and may affect the performance of TS.
To overcome this flaw, a method for determining the maximum number of cells --before implementing Modified ART 1--has been developed. According to a specified upper limit of cell size (m) for a problem, it first uses a coefficient, (denoted as a scale coefficient), to determine the maximum number of machines allowed in each cell for Modified ART1, where 0 1. For instance, if the upper limit of cell size is m, the maximum number of machines allowed to be assigned to each cell is equal to m⋅δ (rounding up if the value is not an integer). The maximum number of cells that the machines in the problem can be clustered into is then determined by dividing the number of machines (M) by m ⋅δ (rounding up if the value is not an integer). This maximum number of cells is then used as the number of output neurons for Modified ART1. Each of the machines that could not be clustered into any of the output neurons, after implementing Modified ART 1, will be assigned to the output neuron that will result in the smallest number of exceptional elements. Since the previous procedure will generate the initial solution with a reasonable number of cells (each cell is not filled completely), it is believed that the efficiency and effectiveness of using TS to improve the initial solution will be enhanced.
TABU SEARCH
Tabu search (TS) is a meta-heuristic developed by Glover [14] . Since its introduction, TS has been successfully applied to a wide variety of research areas such as scheduling, designing, routing, location and allocation, logic and artificial intelligence, technology, telecommunications, production, inventory and investment, graph optimization, and general combinatorial optimization [15] .
The main idea of TS is to guide a search out of local optimality by accepting the neighboring solutions that are not better than the corresponding current solution. Like other neighborhood search techniques, TS starts with an initial solution (the current solution, as well as the incumbent solution) and evaluates the objective values of its neighboring solutions. The best solution in the neighborhood will be chosen, and used to replace the current solution, even though it may not be better than the current solution. If the current solution is better than, or equal to the incumbent solution, the incumbent solution is updated with the current solution. A move is defined as the search that leads to the exchange of the current solution for the n eighboring solution. To prevent cycling, and to force the search to new solution regions, a move that has been chosen to produce a new solution will be immediately assigned to a list termed tabu. This move will not be chosen in a number of iterations follo wed. This number of iterations is denoted as the tabu list size. Once the tabu list has reached its specified size, the move that has been placed in the list earliest is removed as the most current move is inserted. The search process continues until certain termination criteria are met.
According to previous research [14, 30, 31] , the performance of TS was found to be influenced by the following factors: the initial solution, the type of move, the neighborhood size, the tabu list size, and the termination criterion.
Initial Solution
The initial solution, in TS applications, can either be a random or a heuristic solution [31] . A good initial solution may lead to a better final solution. In this research, for a cell formation problem, a random initial solution was generated by randomly and equally assigning machines to the specified maximum number of cells of the problem. A heuristic initial solution was generated by using Modified ART1.
Type of Move
A step that modifies the current solution is called a move, and the solution generated by the move is called a neighboring solution of the current solution. As mentioned previously, for cell formation problems, a solution is presented as a zero-one matrix with machines as rows and parts as columns. There are two common methods to modify a solution [31] . One is to swap two machine rows in different cells, denoted as SWAP; the other is to choose a machine row from one cell and insert it in another cell, denoted as INSERT. For instance, a cell formation problem includes M machines and N parts. Let M be an even number. Without loss of generality, let us construct an M×N matrix in order of the machine number, and generate a solution X by assigning the first half of the machines to cell 1 and the second half of the machines to cell 2. The solution X can be presented as a column vector,
where x i is the row vector of machine i in the M×N matrix.
If a move is to swap the first machine in cell 1 and the first machine in cell 2, then the transpose of the solution generated by the move is X
On the other hand, if a move is to insert the first machine in cell 1 to the position between the first and second machines in cell 2, then the transpose of the solution generated by the move is X
In this research, since the initial solution is intentionally generated to have cells with a smaller number of machines than the predetermined upper limit of cell size, SWAP is not appropriate for modifying the solution. The reason for this is that SWAP cannot change the number of machines in each cell and generally cannot produce a good final solution. Therefore, INSERT is chosen for this research.
Neighborhood Size
The neighborhood size determines the number of neighboring solutions to be investigated at each iteration of the search process. There are two sizes of neighborhood commonly used [ 31] . One involves examining all neighboring solutions, and selecting the best solution that has not been tabued. This is denoted as WHLSIZE. The other involves examining neighboring solutions in order, and selecting the first non-tabued solution that improves (or equals) the current solution. When there is no such solution, the entire neighborhood will be examined, and the best non-tabued solution will be chosen. This is denoted as RANSIZE. Using the above instance, when INSERT is used to generate neighboring solutions, there will be (M/2)+1 positions in each cell where we can insert a machine. The neighboring solutions of X are generated as follows: 1. Insert each of the machines in cell 1 to each position in cell 2, respectively. 2. Insert each of the machines in cell 2 to each position in cell 1, respectively. Since there are (M/2) machines in each cell, there will 2(M/2)[(M/2)+1] neighboring solutions for X in total. If WHLSIZE is used, then all the neighboring solutions have to be evaluated in each iteration. While if RANSIZE is used, since it is not known, in advance, which job will be the first non-tabued solution that improves the current solution, the number of neighboring solutions to be evaluated in each iteration is random.
Note that, a s mentioned above, if the best solution found in iteration is better than or equal to the incumbent solution, then the incumbent solution is updated by the best solution; otherwise, it retains the incumbent solution. In this research, the number of exceptional elements (EE) and group efficiency (GE) are considered. We have to decide how to evaluate the neighboring solutions, and how to update the incumbent solution. Since the scales of the two objectives are different, it is difficult to evaluate a solution according to both objectives. Also, according to the definitions of EE and GE (Section 2), the calculation of GE is more complicated than that of EE, so EE is used to evaluate the neighboring solutions. However, the incumbent solution will be updated only if both of the two objective values of the best non-tabued neighboring solution are better than or equal to that of the current incumbent solution. This is based on an assumption that the two objectives are equally important.
Ten test problems were used to evaluate the performance of ARTI&TS with WHLSIZE and RANSIZE, respectively. It was found that the results generated by using WHLSIZE were slightly better than, or at least equal to, those generated by using RANSIZE. Also, the computational speed of ARTI&TS with WHLSIZE was faster than that of ARTI&TS with RANSIZE. Therefore, WHLSIZE is chosen for ART 1&TS.
Tabu List Size
Tabu list is one of the primary features of TS. It contains a list of moves that have already been made, and are therefore forbidden or tabued. Too small a tabu list size may cause cycling of TS, while too large a tabu list size may prohibit TS from some appealing solution regions. Based on research [14] , regardless of the problem size, tabu list size can be set from 5 to 12, with 7 being the magic number. Therefore, in this study, the tabu list size chosen was seven.
Termination Criteria
Two termination criteria are commonly used in TS [31] : terminate if the number of iterations is greater than a maximum value given; terminate if the number of iterations without improving the best solution is greater than a specified number of iterations. Although the second criterion may be more efficient in speed, a suitable number of iterations are difficult to determine because it may be affected by the complexity of the solution space and the problem size. Therefore, the first termination rule was selected and the evolution curve of every test problem was plotted so as to observe the number of iterations required for convergence. It was found that all the curves converged within 60 iterations, but for security, the maximum number of iterations is set at 100 for ARTI&TS.
The ART1 AND TS Algorithm
After discussing ART1 and TS, we are in the position to present the procedure of ART1&TS. There are two parameters which have to be controlled in the algorithm: the vigilance threshold ( ) and scale coefficient ( ). In this research, the vigilance threshold ranges from 0.1 to 0.4 with an increment of 0.1. The scale coefficient ranges from 0.6 and 1.0 with an increment of 0.1. The procedure of ART1&TS is presented in the following steps:
Step 0. Let M be the total number of machines and m be the upper limit of cell size. Step 1. Set the scale coefficient =1.0.
Step 2. Decide the maximum number of cells (number of output neurons).
Step 3. Set the vigilance threshold = 0.1. Step 4. Perform the Modified ART1 with the given and values to generate the initial cell formation.
Step 5. Assign each of the nonclustered machines to the output neuron that will result in the smallest number of exceptional elements. Step 6. Refine the solution produced in Step 5 using the basic TS heuristic.
Step 7. If = + 0.1 < 0.5, go to Step 4; otherwise, go to Step 8.
Step 8. lf = -0.1 > 0.5, go to Step 2; otherwise, stop.
COMPUTATIONAL RESULTS
In this research, thirty-one popular test problems were used to evaluate the performance of ART1&TS. Table 1 displays a list of the test problems in an ascending order of their problem sizes (number of machines). The data include the number of machines (M), number of parts (N), and source for each problem. The ART1&TS program was coded in C language and run on an IRIX System, Release 5.3.
For each test problem, in order to perform a fair comparison between the solution produced by ART1&TS and the best existing solution, the number of cells (NG) in the existing solution was used as a constraint while implementing ART1&TS. Three values were generated by Int(M/NG) plus one, two and three, respectively, and each value was used as an upper limit of cell size, m, in ARTI&TS. Where Int(M/NG) stands for rounding down the answer of M/NG to the nearest integer. Since different threshold values ( ) and scale coefficients ( ) were used, different solutions were produced for each m value. However, as mentioned above, only the solutions with the same number of cells as the specified NG value were considered. Note that the determination of the three m values, and the ranges of threshold values, 0.1~0.4, and scale coefficients, 0.6~1.0, was performed by conducting a thorough experiment on the first ten test problems. In the experiment, the same range, 0.1~1.0, was used for both threshold value and scale coefficient. Table 2 presents the range combination of threshold values and scale coefficients (for each m value in each test problem) where the ART1&TS generated the best solution under the constraint of the specified NG value. The symbol, -----, in the entries of threshold value and scale coefficient of a test problem, refers to a condition where the best solution found did not have the same number of cells as its corresponding NG value. It is clear that the range combination of threshold values and scale coefficients for generating the best solution varies for each problem. In examining all these combinations, it was found that the combination of 0.3~0.4 ( ) and 0.7-0.6 ( ) solved most of the problems, except problems 14, 19, 20, 26, and 29. These five problems could be solved by the combination of 0.1~0.4 ( ) and 0.7~0.6 ( ). This is an expected result. That is, using a medium to low threshold value and a medium scale coefficient, the Modified ART1 may assign more machines in a cell, but will not fill up the cell. For an initial solution that includes a reasonable number of cells, with the machines in each cell containing a certain degree of similarity, the implementation of TS can more effectively improve the solution.
The results in Table 2 also reveal the effect of scaling the upper limit of cell size on the performance of ART 1&TS. In the first twenty problems, except problems 11, 13, 14, 18, the best solutions could be produced with = 1.0. That is, the upper limit of cell size was not scaled while implementing the Modified ART1, and the best solution could still be generated by TS. However, in the last eleven problems, none of the best solutions were generated by ART1&TS with = 1.0. Note that these problems were listed in ascending order of problem size. Therefore, it is concluded that this scaling procedure is a critical factor in the performance of ART1&TS for larger size problems.
A comparison between the solution generated by ART1&TS, and the existing best solution for each test problem, is presented in Table 3 . Since in several problems a different number of cells (NG) were considered, this comparison is based on all different cases (forty-one). Also, in order to evaluate the effect of the Modified ART1 on the performance of ART1&TS, the solution generated by TS with a random initial solution (denoted as RAN&TS) is also presented. It was discovered that of the forty-one cases, ART1&TS produces the same best solutions in twenty-eight cases, and dominates the existing best solutions in nine cases. In the remaining four cases, ART 1&TS produced all the solutions with a smaller number of exceptional elements, but with slightly worse group efficiency. The symbols, * and !, in Table 3 represent these nine and four cases, respectively. It is noteworthy that most of these test problems have been developed and solved by several different heuristics over the years, so the existing best solutions for the problems should be promising. Therefore, it is concluded that ART1&TS is an efficient heuristic for cell formation problems when the number of exceptional elements and group efficiency are considered as the objectives.
The comparison between ART1&TS and RAN&TS shows that they are equal in thirty-two cases, but ART1&TS exceeds RAN&TS in the remaining nine cases. Furthermore, six of the nine cases appear in the last ten problems. This result is not surprising because TS has been proven to be an effective optimization technique. For the problem with a smaller size, or less complicated objective function, it is usually able to generate a good final solution regardless of the initial solution. However, the effect of the initial solution becomes significant if the problem size is large, or the objective function is complicated. This is the advantage of ART 1&TS compared with RAN&TS. The symbol, , in the table represents the condition where ART1&TS outperforms RAN&TS. A further observation of the effect of an initial solution on ART1&TS was conducted by applying ART 1&TS and RAN&TS to a larger size problem (60 540) cited from Chen et al. [10] . Since group efficiency was not presented for the problems, where simulated annealing (SA) was the heuristic used, the number of exceptional elements was used to evaluate the performance of ART1&TS, RAN&TS, and SA. Table 4 shows that ART1&TS outperforms both RAN&TS and SA, especially, when the upper limit of cell size is smaller. This may result from the fact that the smaller the limit, usually, the larger the number of cells, and the more complicated the objective function. This result strongly confirms the effect of the Modified ART1 on the performance of ART1&TS.
There are two other points deserving mention. First, two important factors of cell formation problems, number of cells and upper limit of cell size, 
---0.3~0. can be taken into account while implementing ART 1&TS. This makes ART1&TS a more practical tool than all other applications of ART1for cell formation problems. Second, the computational speed of ART1&TS is quite efficient. Generally, the CPU time for solving a cell formation problem is affected by the size and structure of the problem. Due to the TS procedure of ART 1&TS, it is also affected by the specified number of cells (NG). Table 3 shows that the CPU times for the first ten problems are less than one second; the second ten problems, three seconds, and third ten problems, ten seconds. For the last problem,40 100 and 10 cells, the CPU time is 68.07 seconds. Also, in Table 4 , for the problem, 60 540, with the constraint of different upper limits of cell size, the CPU times vary from 53.82 to 296.35 seconds. These results indicate that ART1&TS is still efficient even for large size problems.
CONCLUSIONS
In this paper, a new approach (ART 1&TS), integrating Modified ART 1 and TS, has been developed for cell formation problems with the number of exceptional elements (EE) and group efficiency (GE) as objectives. With the following designs in ART1&TS, the computational results showed that it produced the best solutions in most of the test problems with very reasonable computational speed. First, while implementing Modified ART1 to cell formation problems, the upper limit of cell size is scaled, and the number of output neurons is limited. This usually generated good initial solutions that were effectively and efficiently improved by TS. The results indicated that this design was especially critical for large size problems. Second, using EE as the criterion for evaluating the neighboring solutions in iteration, the best non-tabued neighboring solution is then selected as the move to transfer from the current iteration to the next iteration. Since the calculation of the change of EE in a move is trivial, the implementation of TS becomes very efficient.
Furthermore, since A RT1&TS can consider both the number of cells and the upper limit of cell size as the constraints when solving cell formation problems, this makes it a good tool for practical problems . 
