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Let u be a pluriharmonic function on the unit ball in Cn. I con-
sider the relationship between the set of points Lu on the boundary
of the ball at which u converges nontangentially and the set of points
Lu at which u converges along conditioned Brownian paths. For har-
monic functions u of two variables, the result Lu
a.e.
= Lu has been
known for some time, as has a counterexample to the same equality
for three variable harmonic functions. I extend the Lu
a.e.
= Lu result
to pluriharmonic functions in arbitrary dimensions.
1. Introduction.
1.1. Definitions and notation. For r ∈ (0,∞), let rBn = {z ∈ Cn :‖z‖ <
r}. When there is no confusion as to dimension, I will shorten this notation
simply to rB. Further, when referring to the unit ball, I write B in place of
1B.
I use (Z
(n)
t ,P
w,Ft) to denote a complex Brownian motion started at w ∈
B⊂Cn. As above, when no confusion may arise, I will shorten this notation
simply to (Zt,P
w,Ft).
If B ⊂ B, define the usual stopping times
τB = inf{t > 0 :Zt ∈B
c}
and
TB = inf{t > 0 :Zt ∈B}.
The main results concern the relationships between two different types of
convergence described below.
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2 S. TANNER
Definition 1.1. Let θ ∈ ∂B and let A ∈ Ft. Define a probability mea-
sure P0θ by the h-path transform
P 0θ (A) =
E
0[hθ(Zt∧τB);A]
hθ(0)
,
where
hθ(w) = (1−‖w‖
2)/‖θ −w‖2n
is the Poisson kernel for B with a pole at θ [1].
Definition 1.2. Let θ ∈ ∂B. A function f :B→C is said to converge to
L along conditioned Brownian paths at θ if limt→τB f(Zt) = L P
0
θ-a.s. (Note,
if the limit exists for a given θ, the Brossard zero–one law [1] guarantees
that L is not just a random variable, but actually constant.)
If θ ∈ ∂B, define the Stoltz domain Cθ,r with vertex θ and width r to be
the convex hull of the point θ and the closure of the set rB.
Definition 1.3. Let θ ∈ ∂B. A function f :B→ C is said to converge
nontangentially to L at θ if limz→θ,z∈Cθ,r f(z) = L for all r ∈ (0,1).
For a function f :B→C, define the set of points on the boundary of B at
which this function converges in each of the senses above.
Definition 1.4. If f :B→C, define the following sets:
Lf = {θ ∈ ∂B :f converges nontangentially at θ}
and
Lf = {θ ∈ ∂B :f converges along conditioned Brownian paths at θ}.
1.2. History and results.
Definition 1.5. If A and B are Borel sets, we write A
a.e.
⊂ B if there is
a set C of measure zero such that A⊂B ∪C.
The a.e. equivalence of the sets Lu and Lu for harmonic functions on
B ⊂ C1 was first studied by Doob [4] using the method of h-path trans-
forms. The containment Lu
a.e.
⊂ Lu applies to harmonic functions in any
dimension (see [1] or [5]), but Burkholder and Gundy produced a coun-
terexample to show that, even for harmonic functions defined in R3, the
containment Lu ⊂ Lu need not hold. In fact, one can construct a harmonic
function which does not converge nontangentially at any point, but which
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converges along conditioned Brownian paths on a set of positive measure [3].
In higher dimensions, relations between Lu and Lu for a more restrictive set
of functions were studied by Durett, Chen and Ma [6], who showed a simi-
lar containment may be recovered for functions harmonic with respect to a
suitably chosen differential operator, even when nontangential convergence
is replaced with convergence in larger admissible regions.
My results show that the Lu ⊂ Lu holds if one requires the function u
to be not only harmonic, but pluriharmonic—that is, the real or imaginary
part of a holomorphic function on Cn. Specifically, I prove the following:
Theorem 1.1. If u :B⊂Cn→R is pluriharmonic, then Lu ⊂ Lu.
Since all pluriharmonic functions are harmonic, the following corollary
follows from the theorem and the older results cited above.
Corollary 1.1. If u :B⊂Cn→R is pluriharmonic, then Lu
a.e.
= Lu.
2. Brownian convergence implies nontangential convergence.
2.1. Motivation and layout. The Burkholder–Gundy counterexample in
R
3 is produced by constructing what the authors refer to as “a bed of nails.”
It relies on the fact that a harmonic function may be constructed so that it
has a large modulus only on a series “spikes” getting progressively thinner
near a boundary. This prevents the function from converging nontangen-
tially, but since the “spikes” may be chosen small enough that Brownian
motion will not hit them too often, the conditioned Brownian paths will
eventually fail to intersect the offending sets and the function will converge
along such paths. Pluriharmonicity is a stronger restriction which requires
functions to be harmonic when restricted to any complex line [7] and pre-
vents such a construction.
The idea behind the proof is to show that if a pluriharmonic function
is large at a point, then it is large on a set with capacity bounded away
from zero. With that in mind, the remainder of the Section 2 is as follows.
In Section 2.2 it is proven that, around any point in a Stoltz cone, balls of
a certain relative size may be hit by Brownian motion with some minimal
probability. A mapping Φ that is useful for indexing various complex lines
through the origin is defined and some of its properties are noted in Sec-
tion 2.3. A technical lemma concerning the continuity and boundedness of
the Green potentials of a certain class of measures is proven in Section 2.4.
The Φ function from above is used in Section 2.5 to create a measure in
the class dealt with from the previous section. Finally, in Section 2.6 this
measure is used to prove Theorem 1.1.
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2.2. Probability estimates for balls.
Proposition 2.1. Let θ ∈ ∂B and let Cθ,r be a Stoltz domain. There is
a constant c2.1 > 0 such that, if z ∈ Cθ,r and Bz =B(z, (1− ‖z‖)/8), then
P
0
θ(TBz < τB)≥ c2.1.
Proof. There is a real number sr ∈ (0,1) so that if z ∈ Cθ,r and w ∈
Bz , then w ∈ Cθ,sr , and therefore, there is a positive constant c1 so that
‖θ −w‖ ≤ c1(1− ‖z‖). Let C = ∂(‖z‖B) ∩Bz . Note that there is a positive
constant c2 so that σ(C) ≥ c2(1 − ‖z‖)
2n−1 if σ is a normalized surface
measure on ‖z‖B. Let Tz = inf{t :‖Zt‖ = ‖z‖}. By the spherical symmetry
of Brownian motion, there is a constant c3 so that P
0(ZTz ∈C)≥ c3σ(C):
P
0
θ(TBz < τB)≥ P
0
θ(ZTz∈C)
= E0
[
hθ(ZTz)
hθ(0)
;ZTz ∈C
]
≥ E0
[
(1−‖ZTz‖
2)
‖θ −ZTz‖
2n
;ZTz ∈C
]
≥ c1P
0(ZTz ∈C)
1−‖z‖
(1− ‖z‖)2n
≥ c1c3σ(C)
1−‖z‖
(1−‖z‖)2n
≥ c1c2c3(1− ‖z‖)
2n−1 1− ‖z‖
(1−‖z‖)2n
= c2.1 > 0. 
2.3. The Φ mapping.
Definition 2.1. Define Φ : [0,2pi)× (0,1)× (Cn−1\{0})→Cn by
Φ(θ, r, r(2)eiθ(2), . . . , r(n)eiθ(n))
=
[
r√
1 +
∑n
j=2 r(j)
2
]
(eiθ, r(2)ei(θ−θ(2)), . . . , r(n)ei(θ−θ(n)))
and note that Φ is a one-to-one function (we assume rj > 0 and θj ∈ [0,2pi)
for j = 2, . . . , n).
Let A = {w ∈ C : 1/3 ≤ ‖w‖ ≤ 2/3} and let Ak denote the cross prod-
uct of A with itself k times. Let ∆ = [1/8,1/4] ×An−1. Note that Φ maps
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[0,2pi)×∆ into A = {w ∈ Cn : 1/8 ≤ ‖w‖ ≤ 1/4}. Also note that if
(w1, . . . ,wn) = Φ(θ, r, z2, . . . , zn), then
0<
1/8√
1 + (n− 1)(2/3)2
≤ ‖w1‖
≤
1/4√
1 + (n− 1)(1/3)2
<
1
4
,
and for j = 2, . . . , n,
0<
(1/3)(1/8)√
1 + (n− 1)(2/3)2
≤ ‖wj‖
≤
(2/3)(1/4)√
1 + (n− 1)(1/3)2
<
1
4
.
In particular, there is a positive constant b− depending only on the dimen-
sion n such that if (w1, . . . ,wn) ∈ Φ([0,2pi)×∆), then 0< b− ≤ ‖wj‖ ≤ 1/4
for all j = 1, . . . , n. Without loss of generality, take b− < 1/(16n
1/2).
Let ∆′ be such that
[0,2pi)×∆′ =Φ−1
({
w ∈Cn :
1
8
−
b−
2
≤ ‖w‖ ≤
1
4
+
b−
2
;
‖wj‖ ≥
b−
2
for j = 1, . . . , n
})
and let ∆′′ be such that
[0,2pi)×∆′′ =Φ−1
({
w ∈Cn :
1
8
−
b−
4
≤ ‖w‖ ≤
1
4
+
b−
4
;
‖wj‖ ≥
3b−
4
for j = 1, . . . , n
})
.
The choice of b− guarantees both ∆
′ and ∆′′ are nonempty. Further, since
b− < 1/16, there are constants 0< c− < c+ <∞ such that
∆⊂∆′′ ⊂∆′ ⊂ [ 116 ,
5
16 ]× ({w ∈C : c− ≤ ‖w‖ ≤ c+})
n−1 df=∆0.
2.4. Potentials. Throughout Section 2.4 let
u(w,z) =
c2n
‖w− z‖2n−2
where c2n =
Γ(n− 1)
(2pi)n
denote the Newtonian potential in R2n,
g(w,z) = u(w,z)− Ewu(XτB , z)
6 S. TANNER
denote the Green function for B, and
H(w) =Hµ(w) =
∫
B
g(w,z)dµ(z)
denote the Green potential for measure µ.
Lemma 2.1. Let µ be a measure supported on a set S ⊂ B. Then H is
harmonic on B\S and supw∈B{H(w)}= supw∈S{H(w)}.
Proof. See [8], Theorem 1.4 on page 161 and Theorem 1.8 on page 163.

Definition 2.2. If s > 0, s > γ > 0, and α ∈ [0,2pi), define the truncated
wedge
Ws,α,γ = {re
iθ ∈C :‖r− s‖ ≤ γ;‖θ− α‖ ≤ γ}.
The following lemma is modeled on one by Bass and Khoshnevisan (see
[2], Proposition 2.7).
Lemma 2.2. Let 0< r0 < 1/16. Suppose µ is a measure on C
n supported
in A = {w ∈ Cn : 1/8 ≤ ‖w‖ ≤ 1/4} such that a− ≤ µ(C
n) ≤ a+ for some
constants 0< a− < a+ and satisfying the condition
sup
(r(1)eiθ(1) ,...,r(n)eiθ(n))∈A
µ(Wr(1),γ,θ(1),γ × · · · ×Wr(n),γ,θ(n),γ)≤ kγ
2n−1
for some constant k > 0 and all γ < r0. Then H is continuous and is bounded
on B by a constant M2.2 depending only on a−, a+, k, r0 and n.
Proof. First I show continuity. Let w ∈ (r(1)eiθ(1), . . . , r(n)eiθ(n)) ∈ B.
If w /∈ A, then H is continuous at w since g(w,z) is continuous when z is
in the support of µ. Suppose w ∈ A. Let γ < r0, let Wγ =Wr(1),γ,θ(1),γ ×
· · · ×Wr(n),γ,θ(n),γ , and let z ∈Wγ/4. The condition stated in the lemma
guarantees that µ({w}) = 0. So,
|H(w)−H(z)|= c
∣∣∣∣
∫
B
1
‖w− ζ‖2n−2
dµ(ζ)−
∫
B
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣
= c
∣∣∣∣
∫
Wγ/2∩A
1
‖w− ζ‖2n−2
−
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣(1)
+ c
∣∣∣∣
∫
A\Wγ/2
1
‖w− ζ‖2n−2
−
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣.
Let (r(1)′eiθ(1)
′
, . . . , r(n)′eiθ(n)
′
) denote the coordinates of z.
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Define W ′γ =Wr(1)′,γ,θ(1)′,γ × · · · ×Wr(n)′,γ,θ(n)′,γ . Note that Wγ/2 ⊂W
′
γ
since z ∈Wγ/4. Now let An =W
′
γ/2n−1\W
′
γ/2n . To estimate the first term of
equation (1), note∫
W ′γ
1
‖z − ζ‖2n−2
dµ(ζ)≤
∞∑
j=1
∫
Aj
1
‖z − ζ‖2n−2
dµ(ζ)
≤
∞∑
j=1
c
(
2j
γ
)2n−2
µ(Aj)
≤
∞∑
j=1
c
(
2j
γ
)2n−2
k(γ2−j)2n−1
≤
∞∑
j=1
cγ2−j = cγ.
Since w ∈Wγ/4 as well, the same estimate applies to w. Therefore,∣∣∣∣
∫
Wγ/2∩A
1
‖w− ζ‖2n−2
−
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣
≤
∫
Wγ∩A
1
‖w− ζ‖2n−2
+
∫
W ′γ∩A
1
‖z − ζ‖2n−2
dµ(ζ)≤ 2cγ.
To estimate the second term of equation (1), note that since Wγ/4 is
bounded away from A\Wγ/2, then there is a constant cn depending only on
the dimension so that ‖y− ζ‖ ≥ cnγ for all y ∈Wγ/4 and all ζ ∈A\Wγ/2. In
particular, ‖w − ζ‖ and ‖z − ζ‖ are no less than cnγ. Let cζ = max{‖w −
ζ‖,‖z − ζ‖}. Then,∣∣∣∣
∫
A\Wγ/2
1
‖w− ζ‖2n−2
dµ(ζ)−
∫
A\Wγ/2
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣
≤
∫
A\Wγ/2
∣∣∣∣ (‖w− ζ‖− ‖z − ζ‖)‖w− ζ‖2n−2‖z − ζ‖2n−2
∣∣∣∣
(2)
× [‖w− ζ‖2n−3 + · · ·+ ‖z − ζ‖2n−3]dµ(ζ)
≤
∫
A\Wγ/2
∣∣∣∣ ‖w− z‖‖w− ζ‖2n−2‖z − ζ‖2n−2
∣∣∣∣(2n− 2)(cζ)2n−3 dµ(ζ).
Replacing the larger of ‖w − ζ‖ and ‖z − ζ‖ by cζ and the smaller by cnγ
then gives∣∣∣∣
∫
A\Wγ/2
1
‖w− ζ‖2n−2
dµ(ζ)−
∫
A\Wγ/2
1
‖z − ζ‖2n−2
dµ(ζ)
∣∣∣∣
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≤ (2n− 2)
∫
A\Wγ/2
‖w− z‖
(cζ)
2n−3
(cζ)2n−2(cnγ)2n−2
dµ(ζ)
(3)
≤ (2n− 2)
∫
A\Wγ/2
‖w− z‖
(cnγ)2n−1
dµ(ζ)
≤
(2n− 2)‖w− z‖µ(Cn)
(cnγ)2n−1
.
Let ε > 0. Choose γ small enough to ensure 2cγ < ε/2 and then choose
δ > 0 such that (2n− 2)‖w− z‖µ(Cn)/(cnγ)
2n−1 < ε/2 if ‖w− z‖< δ. Then
equations (1), (2) and (3) prove the continuity of H .
The next step is to show boundedness. Define An =W1/2n−1\W1/2n for
n≥N , where N is the integer such that 1/2N ≤ r0 ≤ 1/2
N−1:
|H(w)| =H(w) =
∫
B
g(w,z)dµ(z) ≤
∫
A
u(w,z)dµ(z)
≤
∫
A\W
1/2N
c
‖w− z‖2n−2
dµ(z) +
∞∑
j=N
∫
Aj
c
‖w− z‖2n−2
dµ(z)
≤
ca+
r2n−20
+
∞∑
j=N
c
(2−(j+1))2n−2
µ(Aj)
≤M + c
∞∑
j=N
2[(j+1)(2n−2)]2[(j)(1−2n)]
=M + c
∞∑
j=N
2−j =M2.2 <∞.

2.5. Pluriharmonic functions. Next I construct a measure satisfying the
requirements of the previous section and supported on a set on which a
pluriharmonic function u has large modulus.
Definition 2.3. For a fixed θ ∈ [0,2pi), define
Ψθ(r,w2, . . . ,wn) = Φ(θ, r,w2, . . . ,wn).
Note that, for any θ, Ψθ maps (r,w2, . . . ,wn) to a point (z1, . . . , zn) that
is both on the complex line z1 = w2z2/r
2
2 = · · · = wnzn/r
2
n, and is also a
distance r from the origin.
Lemma 2.3. Let z = (r(1)eiθ(1), . . . , r(n)eiθ(n)) ∈Ψθ(∆
′). Denote Lebesgue
measure on ∆0 by m. Let γ be a real number for which 0< γ < b−/4 and let
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θ ∈ [0,2pi). Then there is a constant c2.3 depending only on the dimension
n such that
m(Ψ−1θ (Wr(1),γ,θ(1),γ × · · · ×Wr(n),γ,θ(n),γ))≤ c2.3γ
2n−1.
Proof. Note that ‖z‖(1 +
∑n
j=2 rj
2)1/2 ≥ (1/4)/(1 + (n− 1)/9)1/2 > 0,
so there is a constant K depending only on the dimension n such that
Ψ−1θ (Wr(1),γ,θ(1),γ × · · · ×Wr(n),γ,θ(n),γ)⊂ [‖z‖ − γ,‖z‖+ γ]
×Wr(2)/K,γ,θ−θ(2),γ × · · ·
×Wr(n)/K,γ,θ−θ(n),γ.
Thus,
m(Ψ−1θ (Wr(1),γ,θ(1),γ × · · · ×Wr(n),γ,θ(n),γ))
≤m([‖z‖ − γ,‖z‖+ γ]×Wr(2)/K,γ,θ−θ(2),γ × · · · ×Wr(n)/K,γ,θ−θ(n),γ)
≤ c2.3γ
2n−1. 
Proposition 2.2. Suppose u is pluriharmonic on B, ‖u(0)‖ > 0 and
S = {w ∈ int(A) :‖u(w)‖> ‖u(0)‖/2}, where, as before, A= {w ∈Cn : 1/8≤
‖w‖ ≤ 1/4}. Then there is a constant k > 0 (which may be taken independent
of u) and a measure µ supported in S so that µ satisfies the conditions in
Lemma 2.2.
Proof. u is pluriharmonic, so its restriction to any complex line is
a harmonic function and thus obeys the maximum modulus principle [7].
Therefore, given any point (r,w2, . . . ,wn) ∈∆, there must exist a point z ∈
Φ(·, r,w2, . . . ,wn) such that ‖u(z)‖ ≥ ‖u(0)‖> ‖u(0)‖/2. In particular, there
exists a θz ∈ [0,2pi) such that Ψθz(r,w2, . . . ,wn) = (r(1)e
iθ(1), . . . , r(n)eiθ(n)) ∈
S. S is open, so there exists an open poly-wedge Wz =Wr(1),γ,θ(1),γ × · · · ×
Wr(n),γ,θ(n),γ such that W ⊂ S. By continuity, Vz = Ψ
−1
θz
(Wz) is open. Re-
peating this for every point in ∆ and using compactness yields a finite
collection of open sets Vz1 , . . . , Vzm covering ∆, and corresponding functions
Ψθz1 , . . . ,Ψθzm mapping these sets into A. In order to simplify later nota-
tion, we will artificially name the angles θz0 = 0 and θzm+1 = 2pi, and we will
assume that 0 = θz0 < θz1 < θz2 < · · ·< θzm < θzm+1 = 2pi.
Let W1 = Vz1 ∩ ∆ and Wj = (Vzj\
⋃j−1
k=1Vzk) ∩ ∆ if j > 1. Then define
φ(r,w2, . . . ,wn) = Ψθzj (r,w2, . . . ,wn) if (r,w2, . . . ,wn) ∈Wj . Note that φ is
a well-defined function from ∆ into S which is piecewise continuous.
Next define a measure µ on B as follows. If A⊂ B,
µ(A) =m(φ−1(A)),
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where m is a Lebesgue measure on ∆. Note that µ is supported in S.
All that remains to be shown is that µ satisfies the conditions of Lemma
2.2. Let w= (r(1)eiθ(1), . . . , r(n)eiθ(n)) ∈ B and let 0< γ < b−/4.
LetW =Wr(1),γ,θ(1),γ×· · ·×Wr(n),γ,θ(n),γ . To obtain an estimate on µ(W ),
note that, unless w ∈ Ψθ(∆
′), W lies entirely outside of Ψθ(∆) and thus
outside of the support of µ. Since, by construction, µ is supported only on
the set where θ1 = θzj for some j = 1, . . . ,m, the setWr(1),γ,θ(1),γ decomposes
in the following manner:
Wr(1),γ,θ(1),γ = {re
iθ ∈C :‖r− r(1)‖ ≤ γ;‖θ − θ(1)‖ ≤ γ}
=
m⋃
j=0
{reiθ ∈C :‖r− r(1)‖ ≤ γ;
θ ∈ [θzj , θzj+1)∩ [θ(1)− γ, θ(1) + γ]}.
Then by Lemma 2.3,
µ(Wr1,γ,θ1,γ ×Wr2,γ,θ2,γ × · · · ×Wrn,γ,θn,γ)
=m(φ−1(Wr1,γ,θ1,γ ×Wr2,γ,θ2,γ × · · · ×Wrn,γ,θn,γ))
=m
(
φ−1
(
m⋃
j=0
{reiθ ∈C :‖r− r1‖ ≤ γ;
θ ∈ [θzj , θzj+1)∩ [θ1 − γ, θ1 + γ]}
×Wr2,γ,θ2,γ × · · · ×Wrn,s,θn,s
))
=m
(
m⋃
j=1
Ψ−1θzj
({reiθ ∈C :‖r− r1‖ ≤ γ;
θ ∈ [θzj , θzj+1)∩ [θ1 − γ, θ1 + γ]}
×Wr2,γ,θ2,γ × · · · ×Wrn,γ,θn,γ)
)
≤
m∑
j=1
(m(Ψ−1θzj
({reiθ ∈C :‖r− r1‖ ≤ γ;
θ ∈ [θzj , θzj+1)∩ [θ1 − γ, θ1 + γ]}
×Wr2,γ,θ2,γ × · · · ×Wrn,γ,θn,γ)))
≤ kγ2n−1. 
Proposition 2.3. Suppose u is pluriharmonic on B, z ∈ B, and ‖u(z)‖>
0. Let r = (1−‖z‖)/2, and let S = {w ∈B(z, r/2)\B(z, r/4) :‖u(w)‖ > ‖u(z)‖/2}.
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Then there is a constant c2.3 (which depends on the dimension but may be
chosen independent of u and of z) such that
P
ζ
θ(TS < τB(z,3r/2))> c2.3
for every ζ ∈B(z, r/4).
Proof. First suppose z is the origin (and so r = 1/2). By Lemma 2.3,
there is a measure µ on C supported in S such that m(∆)≤ µ(C)≤m(∆′′)
and such that µ satisfies the conditions of Lemma 2.2. Therefore, by Lem-
mas 2.1 and 2.2, H(ζ) is a function bounded by a constant M (independent
of u) such that H is harmonic on B\S.
Note that if ‖w‖ = 3/4, it follows that H(w) =
∫
B
g(w,z)dµ(z) ≤ cd/
(1/2)d−2 =md.
Further, if w ≤ 1/8, it follows that H(w)≥ cd/(3/8)
d−2 =Md >md.
Let T = inf{t :H(Zt) =md} ∧ TS and note that, since H is continuous,
T < τ(3/4)B. Let Zt be a Brownian motion on B. Since H is harmonic on
B\S, Wt =H(Zt∧T ) is a continuous martingale.
LetM =M2.2, the upper bound on H which was found earlier. Note that
ZT ∈ S if and only if WT >Md, so P
ζ(TS < τ(3/4)B) = P
ζ(WT ≥Md).
Either WT =md or WT ∈ S. So if ζ ∈ (1/8)B, then
P
ζ(WT =md) + P
ζ(WT ≥Md) = 1
and
mdP
ζ(WT =md) +MP
ζ(WT ≥Md)≥ E
ζ [WT ]≥Md.
Combining these two equations yields
P
ζ(WT ≥Md)≥
Md −md
M −md
= c > 0.
Next suppose z is an arbitrary point in B. Let u˜(w) = u(z−rw). So ‖u˜(0)‖=
‖u(z)‖> 0 and u˜ is pluriharmonic in B.
Let Su˜ = {w ∈ (1/4)B\(1/8)B :‖u˜(w)‖> ‖u˜(0)‖/2}. Let Z˜t be a Brownian
motion and let T˜Su˜ and τ˜B be the corresponding stopping times. Then, from
above, P ζ˜(T˜Su˜ < τ˜B)> c2.3 for every ζ˜ ∈ (1/8)B.
Now define Zt = z − rZ˜t/r2 , which by scaling and translation invariance
is a Brownian motion. If ζ ∈B(z, r/4), then Pζ(TS < τB(z,3r/2)) = P
ζ˜(T˜Su˜ <
τ˜B)> c > 0.
Next I obtain a similar result for the conditional probabilities. By the
Harnack principle, there is a constant c such that, for w ∈B(z,3r/2) and,
for ζ ∈B(z, r/4),
hθ(w)
hθ(ζ)
≥ c > 0.
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So,
P
ζ
θ(TS < τB(z,3r/2)) = E
ζ
[hθ(ZTS∧τB(z,3r/2))
hθ(ζ)
;TS < τB(z,3r/2)
]
≥ cPζ(TS < τB(z,3r/2))
≥ c2.3 > 0. 
2.6. Convergence result.
Proof of Theorem 1.1. Suppose the containment is false. Let θ ∈
Lu\Lu. Without loss of generality, assume that u converges to 0 along con-
ditioned Brownian paths at θ. Since θ is not in Lu, there is a Stoltz cone Cr,θ
and a sequence of points zn ∈Cr,θ converging to θ such that ‖u(zn)‖ ≥ ε for
some ε > 0.
Let An = {w : (1−‖zn‖)/8≤ ‖w− zn‖ ≤ (1−‖zn‖)/4}, let Bn = {w :‖w−
zn‖ ≤ (1− ‖zn‖)/8}, and let Sn = {w ∈Bn :‖u(w)‖> ‖u(zn)‖/2}. Then, by
the strong Markov property, Propositions 2.1, 2.3 and the fact that Brownian
motion must eventually exit B, we have
P
0
θ(TSn < τB) = E
0
θ[P
0
θ(TSn < τB)]
= E0θ[P
TB′n
θ (TSn < τB);TBn < τB]
≥ c2.3P
0
θ(TBn < τB)
≥ c2.3c2.1 > 0.
Thus, P0θ(TSn < τB i.o.)> 0, and so by the Brossard zero–one law, P
0
θ(TSn <
τB i.o.) = 1. This contradicts the assumption that limt→τB f(Zt) = 0. 
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