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Abstract
The vector-valued mock modular forms of umbral moonshine may be repack-
aged into meromorphic Jacobi forms of weight one. In this work we construc-
tively solve two cases of the meromorphic module problem for umbral moon-
shine. Specifically, for the type A Niemeier root systems with Coxeter numbers
seven and thirteen, we construct corresponding bigraded super vertex opera-
tor algebras, equip them with actions of the corresponding umbral groups, and
verify that the resulting trace functions on canonically twisted modules recover
the meromorphic Jacobi forms that are specified by umbral moonshine. We
also obtain partial solutions to the meromorphic module problem for the type
A Niemeier root systems with Coxeter numbers four and five, by construct-
ing super vertex operator algebras that recover the meromorphic Jacobi forms
attached to maximal subgroups of the corresponding umbral groups.
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1 Introduction
Eguchi–Ooguri–Tachikawa initiated a new phase in moonshine with their observa-
tion [EOT11] that representations of the largest sporadic Mathieu group M24 are
visible in the multiplicities of irreducible superconformal algebra modules in the K3
elliptic genus. The generating function of these multiplicities is a mock modular form
H(2) of weight 12 (cf. [DMZ12]). Once twined counterpartsH
(2)
g for g ∈M24 had been
identified [Che10, GHV10a, GHV10b, EH11] and characterized [CD12], Gannon was
able to confirm [Gan16] that there is a corresponding graded M24-module, for which
the q-series of H(2) = H
(2)
e is the graded dimension. But so far there has been no ex-
plicit construction of thisMathieu moonshine module, such as might be compared to
the vertex operator algebra of monstrous moonshine [CN79, Tho79a, Tho79b] that
was discovered by Frenkel–Lepowsky–Meurman [FLM84, FLM85, FLM88], and used
to prove the monstrous moonshine conjectures by Borcherds [Bor92]. The purpose
of this paper is to solve a closely related construction problem, for some closely
related instances of moonshine.
To motivate our approach we recall the curious circumstance that the McKay–
Thompson series H
(2)
g of Mathieu moonshine may be repackaged into modular forms
of different kinds. Indeed, if χ
(2)
g is the number of fixed points of g ∈ M24 in the
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defining permutation representation on 24 points, then
Z(2)g (τ, z) := χ
(2)
g
µ2,0(τ, z)
µ1,0(τ, z)
+H(2)g (τ)
θ1(τ, z)
2
η(τ)3
(1.1)
is a weak Jacobi form of weight 0, index 1, and some level depending on g (where
µm,0 is defined in (3.1), and θ1 and η are recalled in §B). The g = e case of (1.1)
expresses the K3 elliptic genus in terms of H(2), and is the starting point of [EOT11].
This suggests that the Mathieu moonshine module might be realized in terms of
a suitably chosen K3 sigma model, but it was found in [GHV12] that the symmetries
of these objects are precisely the subgroups of the automorphism group of the Leech
lattice—i.e., the Conway group, Co0 ≃ 2.Co1—that fix a 4-space. In particular, M24
does not appear. Interestingly, it has been found [DMC16] that suitable trace func-
tions attached to the moonshine module for Conway’s group (see [Dun07, DMC15])
attach weak Jacobi forms of weight 0 and index 1 (with level) to 4-space-fixing
automorphisms of the Leech lattice, and this construction recovers the K3 elliptic
genus when applied to the trivial symmetry. More generally, many—but not all—of
the Z
(2)
g appear in this way. So the Conway moonshine module serves as a kind of
“fake” Mathieu moonshine module, with a closer connection to K3 sigma models
(cf. [CHVZ16, PVZ17, CDR17, TW17]) than to Mathieu moonshine itself.
As an alternative to (1.1) we may consider the functions ψ
(2)
g := −µ1,0Z(2)g ,
which are meromorphic Jacobi forms of weight 1 and index 2 (cf. §3). Although
this is a simple manipulation it seems to be essential for umbral moonshine [CDH14a,
CDH14b, CDH17], since in this more general setting weak Jacobi form formulations
of the McKay–Thompson series are only known in some cases, whereas meromorphic
Jacobi forms ψ
(ℓ)
g may be constructed in a uniform way (cf. §4 of [CDH14b], or §3 of
this work). In umbral moonshine vector-valued mock modular forms H
(ℓ)
g = (H
(ℓ)
g,r)
are associated to (outer) automorphisms of Niemeier lattices (i.e., self-dual even
positive definite lattices of rank 24 with roots), and Mathieu moonshine is recovered
by specializing to the Niemeier lattice whose root system is A⊕241 . It has been proven
[DGO15] that theH
(ℓ)
g define modules for the groups to which they are attached, but
except for the case of the Niemeier lattice E⊕38 (see [DH17]), no explicit constructions
of the H
(ℓ)
g as traces on algebraic structures are known.
An extension of the method of [DH17] apparently requires a finer knowledge of
the relationship between mock modular forms and indefinite lattices than is cur-
rently available. So here we promote the alternative approach of focusing on the
3
meromorphic Jacobi forms ψ
(ℓ)
g rather than the vector-valued mock modular forms
H
(ℓ)
g . We call this the meromorphic module problem for umbral moonshine.
In this work we solve the meromorphic module problem for the cases of umbral
moonshine corresponding to the Niemeier lattices A⊕46 and A
⊕2
12 (corresponding to
ℓ = 7 and ℓ = 13, respectively), and provide partial solutions for A⊕83 and A
⊕6
4
(corresponding to ℓ = 4 and ℓ = 5, respectively). We achieve this by considering
suitable tensor products of simple free field super vertex operator algebras, equip-
ping them with suitable bigradings, and identifying suitable trace functions on their
canonically twisted modules. This approach is motivated by the fact that many
of the corresponding meromorphic Jacobi forms admit product formulas (cf. §B).
For A⊕46 and A
⊕2
12 the corresponding umbral groups act naturally, and all the corre-
sponding ψ
(ℓ)
g are realized explicitly (see Theorems 4.1 and 4.2). For A
⊕8
3 and A
⊕6
4
we find actions of certain maximal subgroups of the corresponding umbral groups,
and realize most, but not all, of the corresponding ψ
(ℓ)
g (see Propositions 4.3 and
4.4).
It will be interesting to see if a modification of the methods presented here can
solve the meromorphic module problem completely for A⊕83 and A
⊕6
4 . We expect
that that would yield some useful insight into the broader question of constructing
meromorphic umbral moonshine modules in general.
The structure of the article is as follows. In §2 we briefly recall the Clifford
module and Weyl module constructions of super vertex operator algebras and their
canonically twisted modules. In §3 we recall the relationship between the mock
modular formsH
(ℓ)
g and the meromorphic Jacobi forms ψ
(ℓ)
g , for the Niemeier lattices
with root system of the form A⊕dℓ−1 (i.e., the cases that ℓ − 1 is a divisor of 24).
Our new results are Theorems 4.1 and 4.2, and Propositions 4.3 and 4.4. They
appear in §4. In §A we present the character tables of the umbral groups G(ℓ) for
ℓ ∈ {4, 5, 7, 13}, and for the relevant maximal subgroups in case ℓ ∈ {4, 5}. In
§B we recall the explicit expressions for the ψ(ℓ)g that were used for the purpose
of proving the (abstract) module conjectures for umbral moonshine in [DGO15].
These expressions play a role in the proofs of our results in §4. In §C we recall the
definitions of the characters χ
(ℓ)
g and χ¯
(ℓ)
g which appear in the formula that relates
H
(ℓ)
g to ψ
(ℓ)
g (cf. §3).
4
2 Super Vertex Algebras
We briefly review the Clifford module and Weyl module constructions of super
vertex operator algebras, and their canonically twisted modules in this section. The
umbral moonshine modules we present in §4 will be realized as tensor products
of these simple free field super vertex operator algebras. We refer the reader to
[Kac98, LL04, FBZ04] for background on vertex algebra theory.
2.1 Clifford Modules
Let a be a complex vector space and let 〈· , ·〉 be a non-degenerate symmetric bilinear
form on a. The Clifford algebra associated to this data is Cliff(a) := T (a)/I where
T (a) := C1 ⊕ a ⊕ a⊗2 ⊕ · · · is the tensor algebra of a, and I is the ideal of T (a)
generated by the expressions a⊗ a′+ a′⊗ a− 〈a, a′〉1 for a, a′ ∈ a. The composition
of natural maps a → T (a) → Cliff(a) is an embedding, so we may regard a as a
subspace of Cliff(a). Let 1 also denote the unit in Cliff(a). A polarization of a is
a vector space splitting a = a+ ⊕ a− for which the summands a± are isotropic for
the given bilinear form. Given such a splitting (this requires dim a to be even if it
is finite) the induced module Cliff(a)⊗〈a+〉 Cv is irreducible for Cliff(a), when 〈a+〉
is the sub algebra of Cliff(a) generated by 1 and a+, and Cv is the unique unital
〈a+〉-module such that av = 0 for every a ∈ a+.
Henceforth assume that dim a is finite and even. For r ∈ 12Z let a(r) be a vector
space isomorphic to a. Choose an isomorphism a → a(r) for each r, and denote it
a 7→ a(r). Define aˆ :=⊕n∈Z a(n + 12) and aˆtw :=
⊕
n∈Z a(n), and extend 〈· , ·〉 to aˆ
and aˆtw by requiring that 〈a(r), a′(r′)〉 = 〈a, a′〉δr+r′,0 for a, a′ ∈ a and r, r′ ∈ 12Z.
Choose a polarization a = a+ ⊕ a− of a, and define polarizations of aˆ and aˆtw by
setting
aˆ
+ :=
⊕
n≥0
a(n+ 12), aˆ
− :=
⊕
n<0
a(n + 12),
aˆ
+
tw := a
+(0) ⊕
⊕
n>0
a(n), aˆ−tw := a
−(0)⊕
⊕
n<0
a(n).
(2.1)
The Clifford module super vertex algebra associated to a and 〈· , ·〉 is the unique super
vertex algebra structure on A(a) := Cliff(aˆ)⊗〈aˆ+〉Cv such that v is the vacuum, and
Y (a(−12 )v, z) =
∑
n∈Z a(n +
1
2)z
−n−1 for a ∈ a. Note that A(a) is simple. Define
A(a)tw := Cliff(aˆtw)⊗〈aˆ+tw〉Cvtw (where Cvtw is the unique unital 〈aˆ
+
tw〉-module such
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that uvtw = 0 for u ∈ aˆ+tw). Then there is a unique structure of canonically twisted
A(a)-module on A(a)tw such that Ytw(a(−12 ), z) =
∑
n∈Z a(n)z
−n− 1
2 for a ∈ a. If
{a±i } is a basis for a± such that 〈a∓i , a±j 〉 = δi,j then
ω :=
1
2
∑
i
(a+i (−32)a−i (−12)− a+i (−12 )a−i (−32))v (2.2)
is a Virasoro element for A(a) with central charge c = 12 dim a that makes A(a) a
super vertex operator algebra.
Set  :=
∑
i a
+
i (−12 )a−i (−12)v. Write J(n) for the coefficient of z−n−1 in Y (, z)
or Ytw(, z), and write L(n) for the coefficient of z
−n−2 in Y (ω, z) or Ytw(ω, z).
Then J(0) and L(0) commute, and act semisimply on A(a) and A(a)tw, with finite-
dimensional (simultaneous) eigenspaces. For the corresponding bigraded dimensions
we have
tr(yJ(0)qL(0)−
c
24 |A(a)) = q− d48
∏
n>0
(1 + y−1qn−
1
2 )
d
2 (1 + yqn−
1
2 )
d
2 , (2.3)
tr(yJ(0)qL(0)−
c
24 |A(a)tw) = y
d
4 q
d
24
∏
n>0
(1 + y−1qn−1)
d
2 (1 + yqn)
d
2 , (2.4)
when d = dim a. Note that ω does not depend upon the choice of polarization
a = a+ ⊕ a−, but  does.
The group GL(a+) acts naturally on A(a) and A(a)tw, preserving ω and . For
g ∈ GL(a+) there is a unique g′ ∈ GL(a−) such that 〈ga, g′a′〉 = 〈a, a′〉 for all
a ∈ a+ and a′ ∈ a−. Abusing notation slightly, we write g also for the linear
automorphism (g, g′) on a = a+ ⊕ a−. Then the action of GL(a+) on A(a) is given
by g · a1(r1) . . . an(rn)v := (ga1)(r1) . . . (gan)(rn)v for ai ∈ a and ri ∈ Z + 12 , and
similarly for A(a)tw. We then have Y (gu, z)gv = gY (u, z)v and Ytw(gu, z)gw =
gYtw(u, z)w for u, v ∈ A(a) and w ∈ A(a)tw, and also gω = ω and g = , so the
bigradings of A(a) and A(a)tw are preserved.
2.2 Weyl Modules
The Weyl module construction runs in parallel with that of the previous section,
but with an anti-symmetric bilinear form in place of a symmetric one. So let b be
a complex vector space and let 〈〈· , ·〉 be a non-degenerate anti-symmetric bilinear
form on b. The Weyl algebra associated to this data is Weyl(b) := T (b)/I where
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I is the ideal of T (b) generated by b ⊗ b′ − b′ ⊗ b − 〈〈b, b′〉1 for b, b′ ∈ b. Just as
for Clifford algebras we may naturally identify b as a subspace of Weyl(b), and we
write 1 also for the unit in Weyl(b). Given a polarization b = b+⊕b− (so that b± is
isotropic for 〈〈· , ·〉), the induced module Weyl(b)⊗〈b+〉Cv is irreducible for Weyl(b).
Assume now that dim b is finite. This forces dim b to be even. Define bˆ :=⊕
n∈Z b(n +
1
2) and bˆtw :=
⊕
n∈Z b(n), just as in the previous section, and extend
〈〈· , ·〉 to bˆ and bˆtw by requiring that 〈〈b(r), b′(r′)〉 = 〈〈b, b′〉δr+r′,0 for b, b′ ∈ b and
r, r′ ∈ 12Z. Choose a polarization b = b+ ⊕ b− of b, and define polarizations of bˆ
and bˆtw by setting
bˆ
+ :=
⊕
n≥0
b(n+ 12), bˆ
− :=
⊕
n<0
b(n+ 12),
bˆ
+
tw := b
+(0)⊕
⊕
n>0
b(n), bˆ−tw := b
−(0) ⊕
⊕
n<0
b(n).
(2.5)
The Weyl module super vertex algebra associated to b and 〈〈· , ·〉 is the unique super
vertex algebra structure on
A
(b) := Weyl(bˆ)⊗〈bˆ+〉Cv such that v is the vacuum, and
Y (b(−12 )v, z) =
∑
n∈Z b(n +
1
2)z
−n−1 for b ∈ b. Define A(b)tw := Weyl(bˆtw) ⊗〈bˆ+tw〉
Cvtw. Then there is a unique structure of canonically twisted
A
(b)-module on
A
(b)tw
such that Ytw(b(−12 ), z) =
∑
n∈Z b(n)z
−n− 1
2 for b ∈ b. If {b±i } is a basis for b± such
that 〈〈b∓i , b±j 〉 = ±δi,j then
ω :=
1
2
∑
i
(b+i (−32)b−i (−12)− b+i (−12 )b−i (−32))v (2.6)
is a Virasoro element for
A
(b), with central charge c = −12 dim b, that makes
A
(b)
a super vertex operator algebra. Note that although
A
(b) is simple and C2-cofinite,
it is not rational (cf. [Abe07]).
Set  :=
∑
i b
+
i (−12 )b−i (−12)v. Write J(n) for the coefficient of z−n−1 in Y (, z) or
Ytw(, z), and write L(n) for the coefficient of z
−n−2 in Y (ω, z) or Ytw(ω, z). Then,
just as in the Clifford case, J(0) and L(0) commute, and act semisimply on
A
(b) and
A
(b)tw, with finite-dimensional (simultaneous) eigenspaces. For the corresponding
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bigraded dimensions we have
tr(yJ(0)qL(0)−
c
24 | A(b)) = q d48
∏
n>0
(1− y−1qn− 12 )− d2 (1− yqn− 12 )− d2 , (2.7)
tr(yJ(0)qL(0)−
c
24 | A(b)tw) = y−
d
4 q−
d
24
∏
n>0
(1− y−1qn−1)− d2 (1− yqn)− d2 , (2.8)
when d = dim b. Note that (1 − X)−1 should be interpreted as ∑n≥0Xn in (2.7)
and (2.8).
Similar again to the Clifford case, the group GL(b+) acts naturally on
A
(b) and
A
(b)tw, preserving their bigradings. Explicitly, for g ∈ GL(b+) write g also for the
linear automorphism (g, g′) on b = b+ ⊕ b−, where g′ ∈ GL(b−) is determined by
requiring 〈〈gb, g′b′〉 = 〈〈b, b′〉 for all b ∈ b+ and b′ ∈ b−. The action of GL(b+)
on
A
(b) is given by g · b1(r1) . . . bn(rn)v := (gb1)(r1) . . . (gbn)(rn)v for bi ∈ b and
ri ∈ Z+ 12 , and similarly for
A
(b)tw. Vertex operators are preserved by this action,
as are ω and , just as in §2.1.
3 Meromorphic Jacobi Forms
We briefly review the relationship between meromorphic Jacobi forms and the mock
modular forms of umbral moonshine in this section. The original reference for this
is §4 of [CDH14b]. We refer the reader to [DMZ12] for more detailed and more
general discussions of mock modular forms, mock Jacobi forms and meromorphic
Jacobi forms.
Let X be a Niemeier root system. For simplicity we restrict to the pure type A
case that X = A⊕dm−1 for some integer m > 1 such that m − 1 is a divisor of 24,
and d := 24
m−1 . Let N
(m) be the corresponding Niemeier lattice, and set G(m) :=
Aut(N (m))/ Inn(N (m)) where Inn(N (m)) is the subgroup of Aut(N (m)) generated
by reflections in root vectors. Then umbral moonshine [CDH14a, CDH14b, CDH17]
attaches a 2m-vector-valued mock modular form H
(m)
g (τ) = (H
(m)
g,r (τ))r mod 2m to
each g ∈ G(m).
One way to explain what this means is as follows. Let H := {τ ∈ C | ℑ(τ) > 0}
denote the upper half-plane, and set S := {(τ, aτ + b) ∈ H × C | a, b ∈ Z}. Define
functions µkm,0 on H × C \ S for k mod 2 by setting µkm,0(τ, z) := 12(µm,0(τ, z) +
8
(−1)kµm,0(τ, z + 12)), where
µm,0(τ, z) :=
∑
ℓ∈Z
y2mℓqmℓ
2 yqℓ + 1
yqℓ − 1 (3.1)
for y = e2πiz and q = e2πiτ . Also define θm,r(τ, z) :=
∑
ℓ=r mod 2m y
ℓq
ℓ
2
4m for
r mod 2m. Then for χ¯
(m)
g and χ
(m)
g the characters of G(m) defined in §B.2 of
[CDH14a] or [CDH14b] (or §C of this work, for m ∈ {4, 5, 7, 13}), the function
ψ(m)g (τ, z) := −χ(m)g µ0m,0(τ, z) − χ¯(m)g µ1m,0(τ, z) +
∑
r mod 2m
H(m)g,r (τ)θm,r(τ, z) (3.2)
is a meromorphic Jacobi form with simple poles in Zτ +Z12 . That is to say, we have
ψ
(m)
g =
φ1
φ2
for some (holomorphic) Jacobi forms φ1 and φ2, and for any fixed τ ∈ H,
the function z 7→ ψ(m)g (τ, z) is meromorphic on C. Moreover, its poles are simple,
and lie within the lattice Zτ + Z12 .
In the next section we will recover series expansions of the functions ψ
(m)
g as
traces on twisted modules for explicitly constructed super vertex algebras, for all
g ∈ G(m) for m = 7 (see §4.1) and m = 13 (see §4.2), and for all g in a maximal
subgroup of G(m) for m = 4 (see §4.3) and m = 5 (see §4.4). This will solve the
meromorphic module problem for umbral moonshine for the root systems A⊕46 and
A⊕212 , and partially solve it for A
⊕8
3 and A
⊕6
4 .
4 Moonshine Modules
We now present our main constructions.
4.1 Lambency Seven
Let e and a be 2-dimensional complex vector spaces equipped with non-degenerate
symmetric bilinear forms, and let b be a 4-dimensional complex vector space equipped
with a non-degenerate anti-symmetric bilinear form. Fix polarizations e = e+ ⊕ e−,
a = a+ ⊕ a− and b = b+ ⊕ b−, and let {e±}, {a±} and {b±i } be bases for e±, a±
and b±, respectively, such that 〈e−, e+〉 = 〈a−, a+〉 = 1 and 〈〈b−i , b+j 〉 = δi,j . Apply-
ing the constructions of §2 we obtain a super vertex operator algebra W (7), and a
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canonically twisted module for it W
(7)
tw by setting
W (7) := A(e) ⊗A(a)⊗ A(b),
W
(7)
tw := A(e)tw ⊗A(a)tw ⊗
A
(b)tw,
(4.1)
and equipping W (7) with the usual tensor product Virasoro element ω(7) := ω⊗v⊗
v + v ⊗ ω ⊗ v + v ⊗ v ⊗ ω. To define bigradings on both spaces we set
(7) := 4v ⊗ ⊗ v + v ⊗ v ⊗  (4.2)
where  is defined for A(a) and
A
(b) as in §2. . We also define e := ⊗v⊗v. Then
GL(e+)⊗GL(a+)⊗GL(b+) acts naturally on W (7) and W (7)tw , respecting the super
vertex operator algebra module structures and preserving the bigradings.
Table 1: Eigenvalues for G(7)
[g] λ { λj}
1A 1 {1, 1}
2A 1 {−1,−1}
4A 1 {i,−i}
3A ω {1, ω}
6A ω2 {−1,−ω2}
3B ω2 {1, ω2}
6B ω {−1,−ω}
The character table of the umbral group G(7) is Table 4 in §A. Choose homo-
morphisms ̺ : G(7) → GL(a+) and ̺: G(7) → GL(b+) such that the corresponding
characters are χ2 and χ6 in Table 4, respectively. Since χ6 is faithful the assign-
ment g 7→ I ⊗ ̺(g)⊗ ̺(g) defines faithful actions of G(7) on W (7) and W (7)tw . Set
(−1)F := (−I) ⊗ (−I) ⊗ I, and let Je(0) denote the coefficient of z−1 in Ytw(e, z).
Let J(0) be the coefficient of z−1 in Ytw(
(7), z), and let L(0) be the coefficient of z−2
in Ytw(ω
(7), z). For g ∈ G(7) define a formal series ψ˜(7)g ∈ C[y][[y−1]][[q]] by setting
ψ˜(7)g := − tr((g + g−1)Je(0)(−1)F yJ(0)qL(0)|W (7)tw ). (4.3)
Theorem 4.1. For g ∈ G(7) the series ψ˜(7)g is the expansion of ψ(7)g in the domain
0 < −ℑ(z) < ℑ(τ).
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Proof. Let g ∈ G(7). The action of g on a+ is multiplication by a scalar, λ say, and
there are a pair of eigenvalues { λ1, λ2} for its action on b+. With this notation we
have
ψ˜(7)g =− y
∏
n>0
(1− qn)2(1− λ¯y−4qn−1)(1 − λy4qn)∏2
j=1(1− ¯
λ
jy−1qn−1)(1− λj yqn)
− y
∏
n>0
(1− qn)2(1− λy−4qn−1)(1 − λ¯y4qn)∏2
j=1(1−
λ
j y−1qn−1)(1 − ¯ λjyqn)
(4.4)
where (1 − X)−1 is shorthand for ∑k≥0Xk. This series converges in the given
domain once we substitute q = e2πiτ and y = e2πiz , so we require to check that the
right-hand side of (4.4) agrees with the meromorphic Jacobi form ψ
(7)
g when viewed
as a function of τ and z. This follows from a case by case check using the values of
λ and
λ
j in Table 1 and the explicit descriptions of the ψ
(7)
g in (B.4). For example,
for g ∈ 4A the right-hand side of (4.4) becomes
−2y
∏
n>0
(1− qn)2(1− y−4qn−1)(1− y4qn)
(1 + y−2q2n−2)(1 + y2q2n)
= −2iη(2τ)η(τ)θ1(τ, 4z)
θ2(2τ, 2z)
(4.5)
which is exactly the expression for ψ
(7)
4A that appears in (B.4). The other cases are
similar.
4.2 Lambency Thirteen
Let e and a be 2-dimensional complex vector spaces equipped with non-degenerate
symmetric bilinear forms, and let b and b′ be 2-dimensional complex vector spaces
equipped with non-degenerate anti-symmetric bilinear forms. Fix polarizations e =
e
+⊕ e−, a = a+⊕a−, b = b+⊕b− and b′ = b′+⊕b′−, and let {e±}, {a±}, {b±} and
{b′±} be bases for e±, a±, b± and b′±, respectively, such that 〈e−, e+〉 = 〈a−, a+〉 =
〈〈b−, b+〉 = 〈〈b′−, b′+〉 = 1.
Define a super vertex operator algebra W (13), and a canonically twisted W (13)-
module W
(13)
tw by setting
W (13) := A(e) ⊗A(a)⊗ A(b)⊗ A(b′),
W
(13)
tw := A(e)tw ⊗A(a)tw ⊗
A
(b)tw⊗ A(b′)tw.
(4.6)
Equip W (13) with the usual tensor product Virasoro element, denote it ω(13), set
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e := ⊗ v ⊗ v ⊗ v, and set
(13) := 6v ⊗ ⊗ v ⊗ v + v ⊗ v⊗ ⊗ v + 3v ⊗ v ⊗ v ⊗ . (4.7)
Then GL(e+) ⊗ GL(a+) ⊗ GL(b+) ⊗ GL(b′+) acts naturally on W (13) and W (13)tw
respecting the super vertex operator algebra module structures and preserving the
bigradings.
The umbral group G(13) is cyclic of order 4. (Cf. Table 5.) Define compatible
actions of G(13) on W (13) and W
(13)
tw by choosing a generator and mapping it to
I ⊗ (−I)⊗ (iI) ⊗ (−iI) in GL(e+) ⊗GL(a+) ⊗GL(b+) ⊗GL(b′+). Similar to §4.1
we set (−1)F := (−I)⊗ (−I)⊗ I, let Je(0) denote the coefficient of z−1 in Ytw(e, z),
let J(0) be the coefficient of z−1 in Ytw(
(13), z), and let L(0) be the coefficient of
z−2 in Ytw(ω
(13), z). Then for g ∈ G(13) we define a formal series in C[y][[y−1]][[q]]
by setting
ψ˜(13)g := − tr((g + g−1)Je(0)(−1)F yJ(0)qL(0)|W (13)tw ). (4.8)
Theorem 4.2. For g ∈ G(13) the series ψ˜(13)g is the expansion of ψ(13)g in the domain
0 < −ℑ(z) < ℑ(τ).
Proof. Let g ∈ G(13). Then g acts by scalar multiplication on a+, b+ and b′+. Let
λ,
λ
and
λ′ be the respective scalars. Then we have
ψ˜(13)g =− y
∏
n>0
(1− qn)2(1− λ¯y−6qn−1)(1− λy6qn)
(1− ¯ λy−1qn−1)(1− λyqn)(1 − ¯λ′y−3qn−1)(1− λ′ y3qn)
− y
∏
n>0
(1− qn)2(1− λy−6qn−1)(1− λ¯y6qn)
(1− λy−1qn−1)(1 − ¯ λyqn)(1− λ′ y−3qn−1)(1− ¯λ′y3qn)
(4.9)
where, as before, (1 − X)−1 is shorthand for ∑k≥0Xk. This convergence of this
series, upon substituting q = e2πiτ and y = e2πiz, is the same as in Theorem 4.1. So
we just need to check that the right-hand side of (4.4) agrees with the meromorphic
Jacobi form ψ
(13)
g when viewed as a function of τ and z. This follows from a case by
case comparison with (B.5). For example, for g the involution in G(13) the right-hand
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side of (4.9) becomes
− 2y
∏
n>0
(1− qn)2(1− y−6qn−1)(1 − y6qn)
(1 + y−1qn−1)(1 + yqn)(1 + y−3qn−1)(1 + y3qn)
=− 2i η(τ)
3θ1(τ, 6z)
θ2(τ, z)θ2(τ, 3z)
(4.10)
which is precisely ψ
(13)
2A as it appears in (B.5). We leave the remaining cases to the
reader.
4.3 Lambency Four
This section and the next are similar to the previous two, except that we realize
umbral moonshine only for maximal subgroups G
(4)
336 and G
(5)
24 of the umbral groups
G(4) and G(5).
For ℓ = 4 let e be just as in §§4.1,4.2, let a be a 6-dimensional complex vector
space equipped with a non-degenerate symmetric bilinear form, and let b be an 8-
dimensional complex vector space equipped with a non-degenerate anti-symmetric
bilinear form. Choose polarizations e = e+ ⊕ e−, a = a+ ⊕ a− and b = b+ ⊕ b−,
and let {e±}, {a±i } and {b±i } be bases for e±, a± and b±, respectively, such that
〈e−, e+〉 = 1 and 〈a−i , a+j 〉 = 〈〈b−i , b+j 〉 = δi,j . Define a super vertex operator algebra
and a canonically twisted module for it by setting
W (4) := A(e) ⊗A(a)⊗ A(b),
W
(4)
tw := A(e)tw ⊗A(a)tw ⊗
A
(b)tw,
(4.11)
and let ω(4) denote the (tensor product) Virasoro element forW (4). Set e := ⊗v⊗v
and (4) := 2v⊗⊗v+v⊗v⊗. As in §4.1, the group GL(e+)⊗GL(a+)⊗GL(b+) acts
naturally on W (4) and W
(4)
tw , respecting the super vertex operator algebra module
structures and preserving the bigradings defined by the zero modes of ω(4) and (4).
We write G
(4)
336 for a subgroup of G
(4) isomorphic to SL2(7). Such subgroups are
maximal and unique up to conjugacy, but note that there are two other conjugacy
classes of maximal subgroups of order 336. The character tables of G(4) and G
(4)
336
are Tables 6 and 7, respectively. Table 7 also gives the fusion of conjugacy classes
with respect to an embedding ι : G
(4)
336 → G(4).
Choose homomorphisms ̺ : G
(4)
336 → GL(a+) and ̺ : G(4)336 → GL(b+) such
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Table 2: Eigenvalues for ℓ = 4
[g] {λi} { λj}
1A {1, 1, 1} {1, 1, 1, 1}
2A {1, 1, 1} {−1,−1,−1,−1}
4A {1,−1,−1} {i, i,−i,−i}
3A {1, ω, ω2} {1, 1, ω, ω2}
6A {1, ω, ω2} {−1,−1,−ω,−ω2}
8A {1, i,−i} {ζ8, ζ38 , ζ58 , ζ78}
7A {ζ7, ζ27 , ζ47} {1, ζ7, ζ27 , ζ47}
7B {ζ3
7
, ζ5
7
, ζ6
7
} {1, ζ3
7
, ζ5
7
, ζ6
7
}
14A {ζ7, ζ27 , ζ47} {−1,−ζ7,−ζ27 ,−ζ47}
14B {ζ3
7
, ζ5
7
, ζ6
7
} {−1,−ζ3
7
,−ζ5
7
,−ζ6
7
}
that the corresponding characters are χ2 and χ8 in Table 7, respectively. Then the
assignment g 7→ I ⊗ ̺(g)⊗ ̺(g) defines faithful and compatible actions of G(4)336 on
W (4) andW
(4)
tw . Define (−1)F , Je(0), J(0) and L(0) just as in §§4.1,4.2. For g ∈ G(4)336
we consider the formal series ψ˜
(4)
g defined in direct analogy with (4.3) and (4.8),
ψ˜(4)g := − tr((g + g−1)Je(0)(−1)F yJ(0)qL(0)|W (4)tw ). (4.12)
Proposition 4.3. For g ∈ G(4)336 the series ψ˜(4)g is the expansion of ψ(4)g in the
domain 0 < −ℑ(z) < ℑ(τ).
Proof. The proof is very similar to that of Theorem 4.1. Let g ∈ G(4)336. Let {λi}
and { λj} be the eigenvalues for the actions of g on a+ and b+, respectively. Then
we have
ψ˜(4)g =− y
∏
n>0
(1− qn)2∏3i=1(1− λ¯iy−2qn−1)(1 − λiy2qn)∏4
j=1(1− ¯
λ
jy−1qn−1)(1− λj yqn)
− y
∏
n>0
(1− qn)2∏3i=1(1− λiy−2qn−1)(1 − λ¯iy2qn)∏4
j=1(1−
λ
j y−1qn−1)(1− ¯
λ
jyqn)
.
(4.13)
As in the proof of Theorem 4.1 we just require to check that the right-hand side of
(4.13) agrees with the meromorphic Jacobi form ψ
(4)
g when viewed as a function of
τ and z, and we achieve this by comparing in each case the values of λi and
λ
j in
Table 2 with the explicit descriptions of the ψ
(4)
g in (B.6).
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4.4 Lambency Five
Let e, a and a′ be 2-dimensional complex vector spaces equipped with non-degenerate
symmetric bilinear forms, and let b be a 6-dimensional complex vector space equipped
with a non-degenerate anti-symmetric bilinear form. Fix polarizations e = e+ ⊕ e−,
a = a+ ⊕ a−, a′ = a′+ ⊕ a′− and b = b+ ⊕ b−, and let {e±}, {a±}, {a′±} and
{b±i } be bases for e±, a±, a′± and b±, respectively, such that 〈e−, e+〉 = 〈a−, a+〉 =
〈a′−, a′+〉 = 1 and 〈〈b−i , b+j 〉 = δi,j . Similar to (4.1), (4.6) and (4.11) we define a
super vertex operator algebra and a canonically twisted module for it by setting
W (5) := A(e) ⊗A(a) ⊗A(a′)⊗ A(b),
W
(5)
tw := A(e)tw ⊗A(a)tw ⊗A(a′)tw⊗
A
(b′)tw.
(4.14)
Equip W (5) with the usual tensor product Virasoro element, set e := ⊗ v⊗ v⊗ v
and (5) := 2v ⊗  ⊗ v ⊗ v + 3v ⊗ v ⊗  ⊗ v + v ⊗ v ⊗ v ⊗ . Then GL(e+) ⊗
GL(a+)⊗GL(a′+)⊗GL(b+) acts naturally on W (5) and W (5)tw , respecting the super
vertex operator algebra module structures and preserving the bigradings defined by
the Virasoro element and (5).
Table 3: Eigenvalues for ℓ = 5
[g] λ λ′ {µj}
1A 1 1 {1, 1, 1}
2A 1 −1 {−1,−1,−1}
2B 1 1 {1,−1,−1}
2C 1 −1 {1, 1,−1}
3A 1 1 {1, ω, ω2}
6A 1 −1 {−1,−ω,−ω2}
4A −1 i {i,−i,−i}
4B −1 −i {i, i,−i}
12A −1 i {−iω, i,−iω2}
12B −1 −i {iω,−i, iω2}
There is a unique conjugacy class of maximal subgroups of G(5) with order 24.
We choose a subgroup in this class, denote it G
(5)
24 , and let g 7→ ιg denote the
inclusion G
(5)
24 → G(5). The character tables of G(5) and G(5)24 are Tables 8 and
9, respectively, and Table 9 gives the fusion of conjugacy classes under g 7→ ιg.
Choose homomorphisms ̺ : G
(5)
24 → GL(a+), ̺′ : G(5) → GL(a′+) and ̺: G(5) →
GL(b+) such that the corresponding characters are χ2, χ3 and χ7 + χ12 in Table
15
9, respectively. Define (−1)F , Je(0), J(0) and L(0) as in §§4.1-4.3, and to g ∈ G(5)24
attach the formal series
ψ˜(5)g := − tr((g + g−1)Je(0)(−1)F yJ(0)qL(0)|W (5)tw ). (4.15)
Proposition 4.4. For g ∈ G(5) the series ψ˜(5)g is the expansion of ψ(5)g in the domain
0 < −ℑ(z) < ℑ(τ).
Proof. The proof is directly similar to the proofs of Theorems 4.1 and 4.2, and
Proposition 4.3, and depends upon a verification that the natural product represen-
tations of the ψ˜
(5)
g for g ∈ G(5)24 coincide with the meromorphic Jacobi forms ψ(5)g
given in (B.7). For the convenience of the reader we present the eigenvalues arising
from the representations ̺, ̺′ and ̺in Table 3.
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A Character Tables
Here we give character tables for the groups that appear in §4. We use the abbre-
viations an :=
√−n, bn := (−1 +
√−n)/2 and rn :=
√
n.
Table 4: Character table of G(7) ≃ SL2(3)
[g] 1A 2A 4A 3A 6A 3B 6B
χ1 1 1 1 1 1 1 1
χ2 1 1 1 b3 b3 b3 b3
χ3 1 1 1 b3 b3 b3 b3
χ4 3 3 −1 0 0 0 0
χ5 2 −2 0 −1 1 −1 1
χ6 2 −2 0 −b3 b3 −b3 b3
χ7 2 −2 0 −b3 b3 −b3 b3
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Table 5: Character table of G(13) ≃ 4
[g] 1A 2A 4A 4B
χ1 1 1 1 1
χ2 1 1 −1 −1
χ3 1 −1 a1 a1
χ4 1 −1 a1 a1
Table 6: Character table of G(4) ≃ 2.AGL3(2)
[g] 1A 2A 2B 2C 4A 4B 3A 6A 6B 6C 4C 8A 7A 7B 14A 14B
χ1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
χ2 3 3 3 −1 −1 −1 0 0 0 0 1 1 b7 b7 b7 b7
χ3 3 3 3 −1 −1 −1 0 0 0 0 1 1 b7 b7 b7 b7
χ4 6 6 6 2 2 2 0 0 0 0 0 0 −1 −1 −1 −1
χ5 7 7 7 −1 −1 −1 1 1 1 1 −1 −1 0 0 0 0
χ6 8 8 8 0 0 0 −1 −1 −1 −1 0 0 1 1 1 1
χ7 7 7 −1 3 −1 −1 1 1 −1 −1 1 −1 0 0 0 0
χ8 7 7 −1 −1 3 −1 1 1 −1 −1 −1 1 0 0 0 0
χ9 14 14 −2 2 2 −2 −1 −1 1 1 0 0 0 0 0 0
χ10 21 21 −3 −3 1 1 0 0 0 0 1 −1 0 0 0 0
χ11 21 21 −3 1 −3 1 0 0 0 0 −1 1 0 0 0 0
χ12 8 −8 0 0 0 0 2 −2 0 0 0 0 1 1 −1 −1
χ13 8 −8 0 0 0 0 −1 1 a3 a3 0 0 1 1 −1 −1
χ14 8 −8 0 0 0 0 −1 1 a3 a3 0 0 1 1 −1 −1
χ15 24 −24 0 0 0 0 0 0 0 0 0 0 b7 b7 −b7 −b7
χ16 24 −24 0 0 0 0 0 0 0 0 0 0 b7 b7 −b7 −b7
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Table 7: Character table of G
(4)
336 ≃ SL2(7)
[g] 1A 2A 4A 3A 6A 8A 8B 7A 7B 14A 14B
[ιg] 1A 2A 4A 3A 6A 8A 8A 7A 7B 14A 14B
χ1 1 1 1 1 1 1 1 1 1 1 1
χ2 3 3 −1 0 0 1 1 b7 b7 b7 b7
χ3 3 3 −1 0 0 1 1 b7 b7 b7 b7
χ4 6 6 2 0 0 0 0 −1 −1 −1 −1
χ5 7 7 −1 1 1 −1 −1 0 0 0 0
χ6 8 8 0 −1 −1 0 0 1 1 1 1
χ7 4 −4 0 1 −1 0 0 −b7 −b7 b7 b7
χ8 4 −4 0 1 −1 0 0 −b7 −b7 b7 b7
χ9 6 −6 0 0 0 r2 −r2 −1 −1 1 1
χ10 6 −6 0 0 0 −r2 r2 −1 −1 1 1
χ11 8 −8 0 −1 1 0 0 1 1 −1 −1
Table 8: Character table of G(5) ≃ GL2(5)/2
[g] 1A 2A 4A 4B 2B 2C 4C 4D 3A 6A 12A 12B 5A 10A
χ1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
χ2 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1
χ3 1 −1 a1 a1 1 −1 a1 a1 1 −1 a1 a1 1 −1
χ4 1 −1 a1 a1 1 −1 a1 a1 1 −1 a1 a1 1 −1
χ5 4 4 2 2 0 0 0 0 1 1 −1 −1 −1 −1
χ6 4 4 −2 −2 0 0 0 0 1 1 1 1 −1 −1
χ7 4 −4 2a1 2a1 0 0 0 0 1 −1 a1 a1 −1 1
χ8 4 −4 2a1 2a1 0 0 0 0 1 −1 a1 a1 −1 1
χ9 5 5 1 1 1 1 −1 −1 −1 −1 1 1 0 0
χ10 5 5 −1 −1 1 1 1 1 −1 −1 −1 −1 0 0
χ11 5 −5 a1 a1 1 −1 a1 a1 −1 1 a1 a1 0 0
χ12 5 −5 a1 a1 1 −1 a1 a1 −1 1 a1 a1 0 0
χ13 6 6 0 0 −2 −2 0 0 0 0 0 0 1 1
χ14 6 −6 0 0 −2 2 0 0 0 0 0 0 1 −1
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Table 9: Character table of G
(5)
24 ≃ S3 × 4
[g] 1A 2A 4A 4B 2B 2C 4C 4D 3A 6A 12A 12B
[ιg] 1A 2A 4A 4B 2B 2C 4A 4B 3A 6A 12A 12B
χ1 1 1 1 1 1 1 1 1 1 1 1 1
χ2 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1
χ3 1 −1 a1 a1 1 −1 a1 a1 1 −1 a1 a1
χ4 1 −1 a1 a1 1 −1 a1 a1 1 −1 a1 a1
χ5 1 1 1 1 −1 −1 −1 −1 1 1 1 1
χ6 1 1 −1 −1 −1 −1 1 1 1 1 −1 −1
χ7 1 −1 a1 a1 −1 1 a1 a1 1 −1 a1 a1
χ8 1 −1 a1 a1 −1 1 a1 a1 1 −1 a1 a1
χ9 2 2 2 2 0 0 0 0 −1 −1 −1 −1
χ10 2 2 −2 −2 0 0 0 0 −1 −1 1 1
χ11 2 −2 2a1 2a1 0 0 0 0 −1 1 a1 a1
χ12 2 −2 2a1 2a1 0 0 0 0 −1 1 a1 a1
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B Umbral Jacobi Forms
Here we recall from §B of [DGO15] the meromorphic Jacobi forms associated to the
groups that we construct in §4. Some of these expressions were obtained earlier in
[CDH14a, CDH14b]. To present the formulas we use the Dedekind eta and Jacobi
theta functions,
η(τ) := q
1
24
∏
n>0
(1− qn), (B.1)
θ1(τ, z) := −iq
1
8 y
1
2
∏
n>0
(1− y−1qn−1)(1 − yqn)(1− qn), (B.2)
θ2(τ, z) := q
1
8 y
1
2
∏
n>0
(1 + y−1qn−1)(1 + yqn)(1− qn), (B.3)
where q = e2πiτ and y = e2πiz. In what follows, the subscript in ψ
(ℓ)
nZ names a
conjugacy class in the umbral group G(ℓ), where the labelling of the conjugacy
classes is as defined by the character tables in §A. For the cases that ℓ = 4 and ℓ = 5
we only recall formulas for the conjugacy classes that are represented by elements
of the groups G
(4)
336 and G
(5)
24 (cf. §4.3 and §4.4).
ψ
(7)
1A(τ, z) := 2i
η(τ)3θ1(τ, 4z)
θ1(τ, z)2
ψ
(7)
2A(τ, z) := −2i
η(τ)3θ1(τ, 4z)
θ2(τ, z)2
ψ
(7)
4A(τ, z) := −2i
η(τ)η(2τ)θ1(τ, 4z)
θ2(2τ, 2z)
ψ
(7)
3A(τ, z) := −i
η(3τ)
θ1(3τ, 3z)
×
(
θ1(τ, 4z +
1
3)θ1(τ, z − 13) + θ1(τ, 4z − 13 )θ1(τ, z + 13)
)
ψ
(7)
6A(τ, z) := −i
η(3τ)
θ2(3τ, 3z)
×
(
θ1(τ, 4z +
1
3)θ1(τ, z − 16) + θ1(τ, 4z − 13 )θ1(τ, z + 16)
)
(B.4)
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ψ
(13)
1A (τ, z) := 2i
η(τ)3θ1(τ, 6z)
θ1(τ, z)θ1(τ, 3z)
ψ
(13)
2A (τ, z) := −2i
η(τ)3θ1(τ, 6z)
θ2(τ, z)θ2(τ, 3z)
ψ
(13)
4AB(τ, z) := −i
η(2τ)2θ2(τ, 6z)
η(τ)θ2(2τ, 2z)θ2(2τ, 6z)
×
(
θ1(τ, z +
1
4 )θ1(τ, 3z +
1
4)− θ1(τ, z − 14)θ1(τ, 3z − 14)
)
(B.5)
ψ
(4)
1A := 2i
η(τ)3θ1(τ, 2z)
3
θ1(τ, z)4
ψ
(4)
2A := 2i
η(τ)3θ1(τ, 2z)
3
θ2(τ, z)4
ψ
(4)
4A := −2i
η(2τ)2θ1(τ, 2z)θ2(τ, 2z)
2
η(τ)θ2(2τ, 2z)2
ψ
(4)
3A := 2i
η(τ)3θ1(3τ, 6z)
θ1(τ, z)θ1(3τ, 3z)
ψ
(4)
6A := −2i
η(τ)3θ1(3τ, 6z)
θ2(τ, z)θ2(3τ, 3z)
ψ
(4)
8A := −2i
η(τ)η(4τ)θ1(τ, 2z)θ2(2τ, 4z)
η(2τ)θ2(4τ, 4z)
ψ
(4)
7AB := −i
η(7τ)
η(τ)4θ1(7τ, 7z)
×
(θ1(τ, 2z +
1
7)θ1(τ, 2z +
2
7)θ1(τ, 2z +
4
7 )θ1(τ, z − 17)θ1(τ, z − 27)θ1(τ, z − 47)
+θ1(τ, 2z− 17 )θ1(τ, 2z − 27)θ1(τ, 2z − 47)θ1(τ, z + 17)θ1(τ, z + 27)θ1(τ, z + 47 ))
ψ
(4)
14AB := i
η(7τ)
η(τ)4θ2(7τ, 7z)
×
(θ1(τ, 2z +
1
7)θ1(τ, 2z +
2
7)θ1(τ, 2z +
4
7 )θ2(τ, z − 17)θ2(τ, z − 27)θ2(τ, z − 47)
+θ1(τ, 2z− 17 )θ1(τ, 2z − 27)θ1(τ, 2z − 47)θ2(τ, z + 17)θ2(τ, z + 27)θ2(τ, z + 47 ))
(B.6)
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ψ
(5)
1A(τ, z) := 2i
η(τ)3θ1(τ, 2z)θ1(τ, 3z)
θ1(τ, z)3
ψ
(5)
2A(τ, z) := −2i
η(τ)3θ1(τ, 2z)θ2(τ, 3z)
θ2(τ, z)3
ψ
(5)
2B(τ, z) := −2i
η(τ)3θ1(τ, 2z)θ1(τ, 3z)
θ1(τ, z)θ2(τ, z)2
ψ
(5)
2C (τ, z) := 2i
η(τ)3θ1(τ, 2z)θ2(τ, 3z)
θ1(τ, z)2θ2(τ, z)
ψ
(5)
3A(τ, z) := −2i
η(3τ)θ1(τ, 2z)θ1(τ, 3z)
θ1(3τ, 3z)
ψ
(5)
6A(τ, z) := −2i
η(3τ)θ1(τ, 2z)θ2(τ, 3z)
θ2(3τ, 3z)
ψ
(5)
4AB(τ, z) := −i
η(2τ)2θ2(τ, 2z)
η(τ)θ2(2τ, 2z)2
×
(
θ1(τ, z +
1
4)θ1(τ, 3z +
1
4)− θ1(τ, z − 14)θ1(τ, 3z − 14)
)
ψ
(5)
12AB(τ, z) := i
η(6τ)θ2(τ, 2z)
η(τ)3θ2(6τ, 6z)
×
(θ1(τ, z +
1
12 )θ1(τ, z +
1
4 )θ1(τ, z +
5
12 )θ1(τ, 3z − 14)
− θ1(τ, z − 112)θ1(τ, z − 14)θ1(τ, z − 512)θ1(τ, 3z + 14 ))
(B.7)
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C Euler Characters
Here we tabulate the character values χ¯
(ℓ)
g and χ
(ℓ)
g for each g ∈ G(ℓ), for each
ℓ ∈ {4, 5, 7, 13}.
Table 10: Euler characters at ℓ = 7
[g] 1A 2A 4A 3AB 6AB
χ¯
(ℓ)
g 4 4 0 1 1
χ
(ℓ)
g 4 -4 0 1 -1
Table 11: Euler characters at ℓ = 13
[g] 1A 2A 4AB
χ¯
(ℓ)
g 2 2 0
χ
(ℓ)
g 2 -2 0
Table 12: Euler characters at ℓ = 4
[g] 1A 2A 2B 4A 4B 2C 3A 6A 6BC 8A 4C 7AB 14AB
χ¯
(ℓ)
g 8 8 0 0 0 4 2 2 0 0 2 1 1
χ
(ℓ)
g 8 −8 0 0 0 0 2 −2 0 0 0 1 −1
Table 13: Euler characters at ℓ = 5
[g] 1A 2A 2B 2C 3A 6A 5A 10A 4AB 4CD 12AB
χ¯
(ℓ)
g 6 6 2 2 0 0 1 1 0 2 0
χ
(ℓ)
g 6 −6 −2 2 0 0 1 −1 0 0 0
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