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Abstrat. In this paper we shall study dierential equations in the om-
plex domain. The method of indeterminate oeients and the majorant
method lead to a proof of the existene and uniqueness of meromorphi so-
lution of dierential equations. We disuss their onnetion with the onept
of algebrai integrability systems.
AMS Subjet Classiation : 34M05, 34M45, 70H06.
1 Position du problème
Dans e travail, nous envisagerons l'étude des équations diérentielles
dans le domaine omplexe. Soit le système d'équations diérentielles non-
linéaires
dw1
dz
= f1 (z, w1, ..., wn) ,
.
.
. (1)
dwn
dz
= fn (z, w1, ..., wn) ,
où f1, ..., fn sont des fontions de n+1 variables omplexes z, w1, ..., wn et qui
appliquent un domaine de C
n+1
dans C. Le problème de Cauhy onsiste en
la reherhe d'une solution (w1 (z) , ..., wn (z)) dans un voisinage d'un point
z0, passant par le point donné
(
z0, w
0
1, ..., w
0
n
)
'est-à-dire satisfaisant aux
onditions initiales
w1(z0) = w
0
1,
.
.
.
wn(z0) = w
0
n.
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Notons que le système (1) peut s'érire sous forme vetorielle dans Cn
dw
dz
= f(z, w(z)),
en posant w = (w1, ..., wn) et f = (f1, ..., fn). Dans e as, le problème de
Cauhy onsistera à déterminer la solution w(z) telle que
w(z0) = w0 = (w
0
1, ..., w
0
n).
Commençons tout d'abord par dérire quelques résultats onnus. On
sait que lorsque les fontions f1, ..., fn sont holomorphes au voisinage du
point
(
z0, w
0
1 , ..., w
0
n
)
alors le problème de Cauhy admet une solution holo-
morphe et une seule. Une question naturelle se pose : le problème de Cauhy
peut-il admettre quelque solution non holomorphe au voisinage du point(
z0, w
0
1 , ..., w
0
n
)
? Lorsque les fontions f1, ..., fn sont holomorphes, la réponse
est négative. D'autres ironstanes peuvent se produire pour le problème
de Cauhy relatif au système d'équations diérentielles (1) , lorsque l'hypo-
thèse d'holomorphie relative aux fontions f1, ..., fn n'est plus satisfaite au
voisinage d'un point. On onstate dans une telle éventualité que les ompor-
tements des solutions peuvent revêtir les aspets les plus divers. En général,
les singularités des solutions sont de deux types : mobiles ou xes, suivant
qu'elles dépendent ou non des onditions initiales. Des résultats importants
ont été obtenus par Painlevé [14]. Supposons par exemple que le système (1)
s'érit sous la forme
dw1
dz
=
P1(z, w1wn)
Q1(z, w1, ..., wn)
,
.
.
.
dwn
dz
=
Pn(z, w1, ..., wn)
Qn(z, w1, ..., wn)
,
ave
Pk (z, w1, ..., wn) =
∑
0≤i1,...,in≤p
A
(k)
i1,...,in
(z)wi11 ...w
in
n , 1 ≤ k ≤ n,
Qk (z, w1, ..., wn) =
∑
0≤j1,...,jn≤q
B
(k)
j1,...,jn
(z)wj11 ...w
jn
n , 1 ≤ k ≤ n,
des polynmes à plusieurs indéterminées w1, ..., wn et à oeients algé-
briques en z. On sait
(i) que les singularités xes sont onstituées par quatre ensembles de
points. Le premier est l'ensemble des points singuliers des oeients A
(k)
i1,...,in
(z) ,
B
(k)
j1,...,jn
(z) intervenant dans les polynmes Pk (z, w1, ..., wn) etQk (z, w1, ..., wn) .
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En général et ensemble ontient le point z = ∞. Le seond ensemble est
onstitué des points αj tels que
Qk (z, w1, ..., wn) = 0,
ironstane qui se produit si les oeients B
(k)
j1,...,jn
(z) s'annulent tous pour
z = αj. Le troisième est l'ensemble des points βl tels que pour ertaines
valeurs (w1′ , ..., wn′) de (w1, ..., wn) , on ait
Pk (βl, w1′ , ..., wn′) = Qk (βl, w1′ , ..., wn′) = 0.
Dès lors les seonds membres du système i dessus se présentent sous la forme
indéterminée
0
0 aux points (βl, w1′ , ..., wn′) . Enn, l'ensemble des points γm
tels qu'il existe des valeurs u1, ..., un, pour lesquelles
Rk (γm, u1, ..., un) = Sk (γm, u1, ..., un) = 0,
où Rk et Sk sont des polynmes en u1, ..., un obtenus à partir de Pk et Qk
en posant
w1 =
1
u1
, . . . , wn =
1
un
.
Chaun de es ensembles ne omporte qu'un nombre ni d'éléments. Les
singularités xes du système en question sont en nombre ni.
(ii) que les singularités mobiles de solutions de e système sont des sin-
gularités mobiles algébriques : ples et (ou) points ritiques algébriques. Il
n'y a pas de points singuliers essentiels pour la solution (w1, ..., wn) .
Considérant le système d'équations diérentielles (1) , peut-on trouver
des onditions susantes d'existene et d'uniité de solutions méromorphes ?
Nous établirons un théorème d'existene et d'uniité pour la solution du pro-
blème de Cauhy relatif au système d'équations diérentielles (1) , en faisant
appel à la méthode des oeients indéterminés. La solution sera expliitée
sous la forme d'une série de Laurent. Il se posera dès lors le problème de la
onvergene. Celui-i sera résolu par la méthode des fontions majorantes
(pour ette notion voir par exemple [3, 7, 9℄). Nombreux sont les problèmes,
aussi bien théorique que pratique, ou apparaissent des équations diéren-
tielles dont le seond membre n'est pas holomorphe. Nous verrons, dans la
dernière setion, que les solutions méromorphes dépendant d'un nombre suf-
sant de paramètres libres jouent un rle ruial dans l'étude des équations
diérentielles dites algébriquement intégrables.
2 Existene et uniité de solutions méromorphes
Dans e qui suivra, nous envisagerons le problème de Cauhy relatif au
système normal (1) dans l'hypothèse où f1, ..., fn ne dépendent pas explii-
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tement de z 'est-à-dire
dw1
dz
= f1 (w1, ..., wn) ,
.
.
. (2)
dwn
dz
= fn (w1, ..., wn) ,
On suppose que f1, ..., fn sont des fontions rationnelles en w1, ..., wn et que
le système (2) est quasi-homogène, 'est-à-dire ils existent des entiers positifs
s1, ..., sn telles que
fi(α
s1w1, ..., α
snwn) = α
si+1fi(w1, ..., wn), 1 ≤ i ≤ n,
pour haque onstante non nulle α. Autrement dit, le système (2) est inva-
riant par la transformation
z −→ α−1z, w1 −→ αs1w1, . . . , wn −→ αsnwn.
Notons que si le déterminant
∆ ≡ det(wj ∂fi
∂wj
− δijfi)1≤i,j≤n, (3)
est non identiquement nul, alors le hoix des nombres s1, ..., sn est unique.
Dans tout e qui va suivre, nous supposerons, pour simplier les notations
que z0 = w0 = 0, e qui n'aete pas la généralité des résultats.
THÉORÈME 1 Supposons que
wi =
1
zsi
∞∑
k=0
c
(k)
i z
k, 1 ≤ i ≤ n, (4)
où c(0) 6= 0, soit la solution formelle en séries de Laurent, obtenue par la
méthode des oeients indéteminés, du système quasi-homogène (2). Alors,
les oeients c
(0)
i satisfont aux équations non-linéaires
sic
(0)
i + fi(c
(0)
1 , ..., c
(0)
n ) = 0, (5)
où 1 ≤ i ≤ n, tandis que c(1)i , c(2)i , ... satisfont haun à un système d'équa-
tions linéaires de la forme
(L − kI)c(k) = polynme en c(0)i , ..., c(k−1)i , 1 ≤ i ≤ n, k ≥ 1, (6)
où c(k) = (c
(k)
1 , ..., c
(k)
n )⊤ et
L ≡ ( ∂fi
∂wj
(c
(0)
1 , ..., c
(0)
n ) + δijsi)1≤i,j≤n,
est la matrie jaobienne de (5). En outre, la série (4) est onvergente.
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Démonstration : En substituant (4) dans (2), tout en tenant ompte de la
quasi-homogénéité du système, on obtient
∞∑
k=0
(k − si)c(k)i zk−si−1 = fi(
∞∑
k=0
c
(k)
1 z
k−s1 , ...,
∞∑
k=0
c(k)n z
k−sn),
= fi(z
−s1(c(0)1 +
∞∑
k=1
c
(k)
1 z
k), ..., z−sn(c(0)n +
∞∑
k=1
c(k)n z
k)),
= z−si−1fi(c
(0)
1 +
∞∑
k=1
c
(k)
1 z
k, ..., c(0)n +
∞∑
k=1
c(k)n z
k).
Ensuite, on développe le seond membre omme suit
∞∑
k=0
(k − si)c(k)i zk = fi(c(0)1 , ..., c(0)n ) +
n∑
j=1
∂fi
∂wj
(c
(0)
1 , ..., c
(0)
n )
∞∑
k=1
c
(k)
j z
k
+
∞∑
k=2
zk
∑
(α,τ)∈Dk
1
α!
∂αfi
∂wα
(c
(0)
1 , ..., c
(0)
n )
n∏
j=1
(c
(τj )
j )
αj ,
où α = (α1, ..., αn) , τ = (τ1, ..., τn) ,
|α| =
n∑
j=1
αj , α! =
n∏
j=1
αj !,
Dk = {(α, τ) : τj > 0,∀j, |α| > 2,
n∑
j=1
αjτj = k}.
En identiant les termes ayant même puissane au premier et au seond
membre, on obtient suessivement pour k = 0 l'expression (5) , pour k = 1,
(L − I) c(1) = 0,
et pour k ≥ 2,
((L − kI)c(k))i = −
∑
(α,τ)∈Dk
1
α!
∂αfi
∂wα
(c
(0)
1 , ..., c
(0)
n )
n∏
j=1
(c
(τj )
j )
αj , (7)
où τj > 0,
n∑
j=1
αjτj = k, e qui onduit aux expressions (expliites) (6) . La
solution obtenue par la méthode des oeients indéterminés est formelle du
fait que nous l'obtenons en eetuant sur des séries, que nous supposons a
priori onvergentes, diverses opérations dont la validité reste à justier. Le
théorème se trouvera don établi dès que nous aurons vérié que es séries
sont onvergentes. On utilise à ette n la méthode des fontions majorantes
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ainsi que les travaux de M. Adler-P. van Moerbeke [1℄ et J.P. Françoise
[4℄. Notons tout d'abord que des paramètres libres apparaissent soit dans le
système (5) de n équations à n inonnues, lorsque elui-i admet un ensemble
ontinue de solutions, soit par le fait que λi ≡ k ∈ N∗, 1 ≤ i ≤ n, est une
valeur propre de la matrie L. Dès lors, les oeients peuvent être vus
omme étant des fontions rationnelles sur une variété ane V, de bre le
lieu
n⋂
i=1
{
sic
(0)
i + fi
(
c
(0)
1 , ..., c
(0)
n
)
= 0
}
.
Soit n0 ∈ V et soitK un sous-ensemble ompat de V, ontenant un voisinage
ouvert de n0. Notons queK peut-être muni de la topologie du plan omplexe.
Posons
A = 1+max
{∣∣∣c(τ1)1 (n0)∣∣∣ , ∣∣∣c(τ2)2 (n0)∣∣∣ , ..., ∣∣∣c(τn)n ∣∣∣ (n0)} , 1 ≤ i ≤ n, 1 ≤ τi ≤ λn,
où λn désigne la plus grande valeur propre de la matrie L. Soient B et C
deux onstantes ave C > A telles que dans le ompat K on ait∣∣∣∣∂αfi∂wα (n0)
∣∣∣∣ ≤ α!B|α|,∣∣∣(L(n0)− kIn)−1∣∣∣ ≤ C, k ≥ λn + 1.
De (7) on déduit que
∣∣∣c(k)i (n0)∣∣∣ ≤ C ∑
(α,τ)∈D
B|α|
n∏
j=1
∣∣∣c(τj)j ∣∣∣αj , k ≥ λn + 1.
Considérons maintenant la série
Φ (z) = Az +
∞∑
k=2
βkz
k,
où βk sont des nombres réels dénis indutivement par β1 ≡ A et
βk ≡ C
∑
(α,τ)∈D
B|α|
n∏
j=1
β
αj
τj , k ≥ 2.
On vérie aisément par réurrene que la série Φ (z) est une majorante pour
∞∑
k=1
c
(k)
i z
k, 1 ≤ i ≤ n.
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En eet, on a
∣∣∣c(1)i ∣∣∣ ≤ A. Supposons que ∣∣∣c(j)i ∣∣∣ ≤ βj , j < k,∀i. Alors
∣∣∣c(k)i (n0)∣∣∣ ≤ C ∑
(α,τ)∈D
B|α|
n∏
j=1
∣∣∣c(τj)j ∣∣∣αj , k ≥ λn + 1,
≤ C
∑
(α,τ)∈D
B|α|
n∏
j=1
∣∣βαjτj ∣∣ ,
= βk.
D'autre part, il résulte de la dénition des nombres βk que
Φ (z) = Az + CB2
(nΦ (z))2
1−BnΦ (z) .
La raine
Φ(z) =
1 + nABz −
√
(1− 2nAB(1 + 2nBC)z + n2A2B2z2)
2nB(1 + nBC)
,
fournit la majorante herhée. D'où la possibilité d'un développement en sé-
rie entière au voisinage de z = 0. Cei ahève la démonstration. 
REMARQUE 1 La série (4) est l'unique solution méromorphe dans le
sens où ette solution résulte de e que les oeients c
(k)
i se trouvent dé-
terminés de façon univoque ave la méthode de alul adopté.
REMARQUE 2 Le résultat du théorème préédent s'applique à l'équation
diérentielle quasi-homogène d'ordre n suivante :
dnw
dzn
= f
(
w,
dw
dz
, ...,
dn−1w
dzn−1
)
. (8)
f étant une fontion rationnelle en w, dw
dz
, ..., d
n−1w
dzn−1
et
w(z0) = w
0
1,
dw
dz
(z0) = w
0
2,
.
.
.
dn−1w
dzn−1
(z0) = w
0
n.
En eet, l'équation (8) se ramène à un système de n équations du premier
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ordre en posant
w (z) = w1 (z) ,
dw
dz
(z) = w2 (z) ,
.
.
.
dn−1w
dzn−1
(z) = wn (z) .
On obtient ainsi
dw1
dz
= w2,
dw2
dz
= w3,
.
.
.
dwn−1
dz
= wn,
dwn
dz
= f (w1, w2, ..., wn) .
Un tel système onstitue un as partiulier du système normal (2).
3 Connetion ave l'intégrabilité algébrique des sys-
tèmes hamiltoniens
Considérons un sytème hamiltonien
dw
dz
= J (w)
∂H
∂w
, w ∈ Rn, n = 2m+ k, (9)
où H est l'hamiltonien et J (w) est une matrie réelle antisymétrique telle
que les rohets de Poisson orrespondants vérient l'identité de Jaobi :
{{H,F} , G}+ {{F,G} ,H}+ {{G,H} , F} = 0,∀H,F,G ∈ C∞(Rn),
où
{H,F} =
∑
i,j
Jij
∂H
∂wi
∂F
∂wj
.
On suppose que le système (9) est omplètement intégrable 'est-à-dire qu'il
admet m + k intégrales premières H1 = H,H2, ...,Hm+k fontionnellement
indépendantes dont m intégrales sont en involution (i.e., {Hi,Hj} = 0,
1 ≤ i, j ≤ m,), k intégrales sont des fontions de Casimir (i.e., J ∂Hm+i
∂w
= 0,
1 ≤ i ≤ k) et telles que pour presque tous les ci ∈ R les variétés invariantes
m+k⋂
i=1
{w ∈ Rn : Hi(w) = ci}, (10)
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sont ompates et onnexes. D'après le théorème d'Arnold-Liouville [10], les
variétés (10) sont diéomorphes aux tores réels Tm
R
= Rm/re´seau. En outre
les ots dénis par les hamps de veteurs WHi , 1 ≤ i ≤ m, sont des mou-
vements retilignes sur e tore et les équations du problème sont intégrables
par quadratures.
Soient maintenant w ∈ Cn, z ∈ C et ∆ ⊂ Cn un ouvert non vide de Zariski.
Comme H1, ...,Hm+k sont fontionnellement indépendantes, alors l'applia-
tion
ϕ = (H1, ...,Hm+k) : C
n −→ Cm+k,
est une submersion générique sur ∆. Soit I = ϕ(Cn\∆), le lieu ritique de ϕ
et désignons par adhI l'adhérene (ou fermeture) de Zariski de I dans Cm+k.
DÉFINITION 1 Le système diérentiel (9) dont le té droit est polyno-
mial est algébriquement omplètement intégrable si pour c = (c1, ..., cm+k) ∈
C
m+k \ adhI, la bre
Mc ≡ ϕ−1 (c) =
m+k⋂
i=1
{w ∈ Cn : Hi (w) = ci} , (11)
est la partie ane d'une variété abélienne (i.e., un tore omplexe Tm
C
≃
C
m/re´seau qui possède un plongement dans un espae projetif ). En outre,
les ots gzWi (w) , w ∈ Mc, z ∈ C, dénies par les hamps de veteurs
WH1 , ...,WHm sont des lignes droites sur T
m
C
'est-à-dire[
gzWi (w)
]
j
= fj
(
p+ z(ki1, ..., k
i
n)
)
,
où fj (z1, ..., zm) sont des fontions abéliennes (méromorphes) sur le tore T
m
C
,
fj(p) = wj, 1 ≤ j ≤ n.
Soit Mc la fermeture projetive de Mc dans l'espae projetif omplexe
CP
n
de dimension n. Alors Mc n'est pas une variété abélienne puisque ette
dernière n'est pas simplement onnexe et ne peut don en général être une
intersetion omplète projetive. Dès lors, pour que Mc soit la partie af-
ne d'une variété abélienne, la variété Mc doit être singulière à l'inni. En
élatant la singularité le long du lieu atteint par le ot et en implosant la
partie du lieu qui n'est pas atteint par le ot, on montre que la variété Mc se
transforme en une variété abélienne M˜c et le lieu à l'inni se transforme en
une ou plusieurs sous-variétés de odimension 1. Et 'est là où le théorème
1, va jouer un rle ruial. On proède omme suit : soit wi −→ ui une
transformation birationnelle telle qu'au voisinage de z = 0, on ait :
ui = αi + ◦ (z) , 1 ≤ i ≤ n− 1,
un = z + ◦
(
z2
)
,
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où α1, ..., αn−1 sont des paramètres libres. Les nouvelles variables ui ont
pour eet d'élater la singularité de la variété projetive Mc le long du lieu
à l'inni atteint par le ot. Exprimées dans es nouvelles variables u1, ..., un,
les équations diérentielles sont régulières et holomorphes au voisinage de
un = 0 tandis que les équations dénissant la bre Mc s'érivent sous la
forme :
Fi (u1 (z) , ..., un−1 (z) , un (z)) = ci, 1 ≤ i ≤ m+ k,
où F1, ..., Fm+k sont des polynmes en w. Pour z = 0, on obtient
Fi (α1, ..., αn−1, 0) = ai, 1 ≤ i ≤ m+ k,
et es relations algébriques entre les paramètres libres α1, ..., αn−1 fournissent
les équations d'une sous-variété D qui jouera, entre autres, un rle impor-
tant dans la ompatiation de la bre Mc. En fait, les paramètres libres
α1, ..., αn−1 et la sous variété D peuvent s'obtenir diretement de la manière
suivante : d'abord l'on montre l'existene de solutions w = (w1, w2, . . . , wn)
du système (9) sous la forme de séries de Laurent (4) dépendant de n − 1
paramètres libres α1, ..., αn−1. En substituant es développements dans le
système (9), on voit (d'après le théorème 1) que les oeients c(0), c(1), ...,
satisfont aux équations (5) et (6) . L'étape suivante onsiste à onsidérer la
fermeture D des omposantes ontinues de l'ensemble des séries de Laurent
de w (z) tels que : H1 (w) = a1, . . . , Hm+k (w) = am+k. Plus préisement,
D =
m+k⋂
i=1
{
oeient de z0 dans Hi (w (z)) = ai
}
.
C'est une sous-variété (un diviseur) de odimension 1. Ensuite on proède à
la ompatiation de la bre Mc (11) en une variété abélienne M˜c. Cette
ompatiation s'obtient par l'adjontion à Mc de e diviseur D.
3.1 Rotation d'un orps solide autour d'un point xe
Les équations du mouvement d'un orps solide autour d'un point xe
s'érivent sous la forme
dM
dt
= M ∧ Ω+ µg Γ ∧ L, (12)
dΓ
dt
= Γ ∧Ω,
où ∧ est le produit vetoriel dans R3, M = (m1,m2,m3) le moment angu-
laire du solide,Ω = (m1/I1,m2/I2,m3/I3) la vitesse angulaire, I1, I2 et I3,
les moments d'inertie, Γ = (γ1, γ2, γ3) le veteur vertial unitaire, µ la masse
du solide, g l'aélération de la pesanteur, et enn, L = (l1, l2, l3) le veteur
unitaire ayant pour origine le point xe et dirigé vers le entre de gravité ;
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tous es veteurs sont onsidérés dans un système mobile dont les oordon-
nées sont xées aux axes prinipaux d'inertie. L'espae de onguration d'un
solide ave un point xe est le groupe des rotations :
SO (3) =
{
U matrie d'ordre trois : U−1 = U⊤, detU = 1
}
.
C'est le groupe des matries orthogonales d'ordre trois et le mouvement
de e solide est dérit par une ourbe sur e groupe. L'espae des vitesses
angulaires de toutes les rotations est l'algèbre de Lie du groupe SO (3) ; 'est
l'algèbre
so(3) =
{
A matrie d'ordre trois : U⊤ + U = 0
}
,
des matries antisymétriques d'ordre trois. Cette algèbre est engendrée omme
espae vetoriel par les matries
e1 =
 0 0 00 0 −1
0 1 0
 , e2 =
 0 0 10 0 0
−1 0 0
 , e1 =
 0 −1 01 0 0
0 0 0
 ,
qui vérient les relations de ommutation
[e1, e2] = e3, [e2, e3] = e1, [e3, e1] = e2.
On utilisera dans la suite le fait que si l'on identie so (3) à R3 en envoyant
(e1, e2, e3) sur la base anonique de R
3, le rohet de so (3) orrespond au
produit vetoriel. En d'autres termes, onsidérons l'appliation
R
3 −→ so(3), a = (a1, a2, a3) 7−→ A =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 ,
laquelle dénit un isomorphisme entre les algèbres de Lie
(
R
3,∧) et (so(3), [, ])
où
a ∧ b 7−→ [A,B] = AB −BA.
En utilisant et isomorphisme, on peut réerire le système (12) sous la forme
dM
dt
= [M,Ω] + µg [Γ, L] ,
dΓ
dt
= [Γ,Ω] ,
où
M = (Mij)1≤i,j≤3 ≡
3∑
i=1
miei ≡
 0 −m3 m2m3 0 −m1
−m2 m1 0
 ∈ so (3) ,
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Ω = (Ωij)1≤i,j≤3 ≡
3∑
i=1
ωiei ≡
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 ∈ so (3) ,
Γ = (γij)1≤i,j≤3 ≡
3∑
i=1
γiei ≡
 0 −γ3 γ2γ3 0 −γ1
−γ2 γ1 0
 ∈ so (3) ,
et
L =
 0 −l3 l2l3 0 −l1
−l2 l1 0
 ∈ so (3) ,
En tenant ompte du fait que M = IΩ, alors les équations péédentes de-
viennent
dM
dt
= [M,ΛM ] + µg [Γ, L] , (13)
dΓ
dt
= [Γ,ΛM ] ,
où
ΛM = (ΛijMij)1≤i,j≤3 ≡
3∑
i=1
λimiei ≡
 0 −λ3m3 λ2m2λ3m3 0 −λ1m1
−λ2m2 λ1m1 0
 ∈ so (3) ,
ave λi ≡ I−1i . Le système (13) est omplètement intégrable seulement dans
les as suivants :
a) Cas d'Euler : Dans e as, on a
l1 = l2 = l3 = 0,
'est-à-dire le point xe est son entre de gravité. Autrement dit, Les équa-
tions d'Euler (On parle aussi de mouvement d'Euler-Poinsot du solide) du
mouvement de rotation d'un solide autour d'un point xe, pris omme ori-
gine du repère lié au solide, lorsqu'auune fore extérieure n'est appliquée au
système, peuvent s'érire forme expliite
dm1
dt
= (λ3 − λ2)m2m3,
dm2
dt
= (λ1 − λ3)m1m3, (14)
dm3
dt
= (λ2 − λ1)m1m2.
Ces équations forment un hamp de veteurs hamiltonien de la forme (9)
ave n = 3, m = k = 1, z = t, w = (m1,m2,m3)
⊺
,
H =
1
2
(
λ1m
2
1 + λ2m
2
2 + λ3m
2
3
)
,
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l'hamiltonien et
J =
 0 −m3 m2m3 0 −m1
−m2 m1 0
 ∈ so (3) .
Ces équations admettent deux intégrales premières quadratiques : H1 = H
et
H2 =
1
2
(
m21 +m
2
2 +m
2
3
)
.
Ces intégrales sont fontionnellement indépendantes, en involution et le sys-
tème en question est omplètement intégrable. La résolution expliite des
équations d'Euler est déliate dans le as général où λ1, λ2 et λ3 sont tous
diérents ; les solutions s'expriment à l'aide de fontions elliptiques de Jaobi
omme suit (pour le détail voir par exemple [15℄) :
m1 =
√
2H1−H2λ3
λ1−λ3 cn(t
√
(λ2 − λ3)(H2λ1 − 2H1)),
m2 =
√
2H1−H2λ3
λ2−λ3 sn(t
√
(λ2 − λ3)(H2λ1 − 2H1)),
m3 =
√
H2λ1−2H1
λ1−λ3 dn(t
√
(λ2 − λ3)(H2λ1 − 2H1)).
(15)
Le mouvement de (m1,m2,m3) s'eetue sur l'intersetionMc d'un ellipsoide
ave une sphère. Les deux erles dénies par Mc, forme la partie réelle d'un
tore omplexe de dimension 1, dénie par la ourbe elliptique E :
E : y2 = (1− s2)(1− k2s2).
où
k2 ≡ (λ1 − λ2)(2H1 −H2λ3)
(λ2 − λ3)(H2λ1 − 2H1) .
et
s ≡ m2
√
λ2 − λ3
2H1 −H2λ3
L'intersetion omplexe
(⊂ C3) est la partie ane d'une ourbe elliptique
Mc ∈ CP3. On montre que Mc est isomorphe à la ourbe elliptique E . En
outre l'intersetion réelle
(⊂ R3) s'étend au tore omplexe C/re´seau et le
ot se linéarise sur e tore. Si p (t) = (m1 (t) ,m2 (t) ,m3 (t)), est une solution
de (14), la loi reliant p (t1 + t2) à p (t1) et p (t2) est la loi d'addition sur la
ourbe elliptique (voir [15℄). D'après les équations (14), l'unique diérentielle
holomorphe sur Mc est donnée par
ω =
dm1
(λ3 − λ2)m2m3 =
dm2
(λ1 − λ3)m1m3 =
dm3
(λ2 − λ1)m1m2 ,
d'où
t =
∫ p(t)
p(0)
ω, p (0) ∈Mc.
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Le système (14) est invariant par les transformations
t −→ α−1t, m1 −→ αm1, m2 −→ αm2, m3 −→ αm3.
Celles-i sont uniques puisque le déterminant (3) est égal à
∆ =
∣∣∣∣∣∣
− (λ3 − λ2)m2m3 (λ3 − λ2)m2m3 (λ3 − λ2)m2m3
(λ1 − λ3)m1m3 − (λ1 − λ3)m1m3 (λ1 − λ3)m1m3
(λ2 − λ1)m1m2 (λ2 − λ1)m1m2 − (λ2 − λ1)m1m2
∣∣∣∣∣∣ ,
= 4 (λ3 − λ2) (λ1 − λ3) (λ2 − λ1)m21m22m23,
6= 0.
On peut don herher des solutions du système (14) sous la forme de séries
de Laurent
m1 =
1
t
(
a0 + a1t+ a2t
2 + · · · ) ,
m2 =
1
t
(
b0 + b1t+ b2t
2 + · · · ) ,
m3 =
1
t
(
c0 + c1t+ c2t
2 + · · · ) ,
dépendant de dim(espae de phase)−1 = 2 paramètres libres. En substituant
es équations dans le système (14), on voit que :
1) les oeients a0, b0, c0, satisfont aux équations
a0 + (λ3 − λ2) b0c0 = 0,
b0 + (λ1 − λ3) a0c0 = 0,
c0 + (λ2 − λ1) a0b0 = 0,
dont les solutions sont
1er as : a0 =
−1√
(λ2−λ1)(λ1−λ3)
, b0 =
1√
(λ2−λ1)(λ3−λ2)
, c0 =
1√
(λ1−λ3)(λ3−λ2)
.
2me as : a0 =
1√
(λ2−λ1)(λ1−λ3)
, b0 =
1√
(λ2−λ1)(λ3−λ2)
, c0 =
−1√
(λ1−λ3)(λ3−λ2)
.
3me as : a0 =
1√
(λ2−λ1)(λ1−λ3)
, b0 =
−1√
(λ2−λ1)(λ3−λ2)
, c0 =
1√
(λ1−λ3)(λ3−λ2)
.
4me as : a0 =
−1√
(λ2−λ1)(λ1−λ3)
, b0 =
−1√
(λ2−λ1)(λ3−λ2)
, c0 =
−1√
(λ1−λ3)(λ3−λ2)
.
2) les oeients a1, b1, c1, satisfont aux équations
(λ3 − λ2) b0c1 + (λ3 − λ2) b1c0 = 0,
(λ1 − λ3) a0c1 + (λ1 − λ3) a1c0 = 0,
(λ2 − λ1) a0b1 + (λ2 − λ1) a1b0 = 0,
dont les solutions sont dant tous les as : a1 = b1 = c1 = 0.
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3) les oeients a2, b2, c2, satisfont aux équations
a2 − λ3b0c2 − λ3b1c1 − λ3b2c0 + λ2b0c2 + λ2b1c1 + λ2b2c0 = 0,
b2 − λ1a0c2 − λ1a1c1 − λ1a2c0 + λ3a0c2 + λ3a1c1 + λ3a2c0 = 0,
c2 − λ2a0b2 − λ2a1b1 − λ2a2b0 + λ1a0b2 + λ1a1b1 + λ1a2b0 = 0,
dont les solutions qui orrespondent aux diérents as sont respetivement :
1er as : a2 =
√
(λ3−λ2)√
(λ1−λ3)
b2 +
√
(λ3−λ2)√
(λ2−λ1)
c2.
2me as : a2 = −
√
λ3−λ2√
λ1−λ3 b2 +
√
λ3−λ2√
λ2−λ1 c2.
3me as : a2 =
√
λ3−λ2√
λ1−λ3 b2 −
√
λ3−λ2√
λ2−λ1 c2.
4me as : a2 = −
√
λ3−λ2√
λ1−λ3 b2 −
√
λ3−λ2√
λ2−λ1 c2.
où b2 et c2 sont deux paramètres libres.
Par onséquent, pour le premier as on a
m1 =
−1
t
√
(λ2 − λ1) (λ1 − λ3)
+
(√
(λ3 − λ2)√
(λ1 − λ3)
b2 +
√
(λ3 − λ2)√
(λ2 − λ1)
c2
)
t+ · · · ,
m2 =
1
t
√
(λ2 − λ1) (λ3 − λ2)
+ b2t+ · · · ,
m3 =
1
t
√
(λ1 − λ3) (λ3 − λ2)
+ c2t+ · · · .
En substituant es développements dans les intégrales premières H1 et H2,
on obtient
H1 = 2
√
λ3 − λ2√
λ2 − λ1
(
1
λ3 − λ2 −
1
λ1 − λ3
)
b2 + 2
√
λ3 − λ2√
λ1 − λ3
(
1
λ3 − λ2 −
1
λ2 − λ1
)
c2,
H2 = 2
√
λ3 − λ2√
λ2 − λ1
(
λ2
λ3 − λ2 −
λ1
λ1 − λ3
)
b2 + 2
√
λ3 − λ2√
λ1 − λ3
(
λ3
λ3 − λ2 −
λ1
λ2 − λ1
)
c2,
et on en déduit les relations
c2 =
1
6
√
(λ1 − λ3) (λ3 − λ2)
((λ3 − λ2) (λ1H1 −H2)− (λ1 − λ3) (λ2H1 −H2)) ,
b2 =
1
6
√
(λ2 − λ1) (λ3 − λ2)
((λ2 − λ1) (λ3H1 −H2)− (λ3 − λ2) (λ1H1 −H2)) .
On obtient évidemment des expressions similaires pour les autres as. Il
serait intéressant de omparer les solutions obtenues sous forme de séries
de Laurent ave les solutions obtenues à l'aide des fontions elliptiques de
Jaobi (15) ainsi qu'ave elles obtenues par la méthode des déformations
isospetrales (voir [10,14℄).
b) Cas de Lagrange : Dans e as, on a
I1 = I2, l1 = l2 = 0.
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Il n'est pas diile de montrer que dans e as aussi, l'intégration s'eetue
à l'aide de fontions elliptiques.
c) Cas de Kowalewski : Dans e as, on a
I1 = I2 = 2I3, l3 = 0.
L'étude de e as est ompliquée. Le système diérentiel (13) , s'érit expli-
itement sous la forme
.
m1 = m2m3,
.
m2 = −m1m3 + 2γ3,
.
m3 = −2γ2, (16)
.
γ1 = 2m3γ2 −m2γ3,
.
γ2 = m1γ3 − 2m3γ1,
.
γ3 = m2γ1 −m1γ2,
où, sans restreindre la généralité, nous avons hoisi l2 = 0, µgl1 = 1, I3 = 1 et
nous avons utilisé la substitution t → 2t. Ces équations forment un hamp
de veteurs hamiltonien de la forme (9) ave n = 6, m = k = 2, z = t,
w = (m1,m2,m3, γ1, γ2, γ3)
⊺
,
H =
1
2
(
m21 +m
2
2
)
+m23 + 2γ1,
l'hamiltonien et
J =

0 −m3 m2 0 −γ3 γ2
m3 0 −m1 γ3 0 −γ1
−m2 m1 0 −γ2 γ1 0
0 −γ3 γ2 0 0 0
γ3 0 −γ1 0 0 0
−γ2 γ1 0 0 0 0

En plus des trois intégrales premières
H1 ≡ H,
H2 = m1γ1 +m2γ2 +m3γ3,
H3 = γ
2
1 + γ
2
2 + γ
2
3 ,
le système i-dessus admet une quatrième intégrale première quartique ob-
tenue par Kowalewski
H4 =
((
m1 + im2
2
)2
− (γ1 + iγ2)
)((
m1 − im2
2
)2
− (γ1 − iγ2)
)
.
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Les intégrales premières H1 et H4 sont en involution, tandis que H1 et H3
sont triviaux. Soit
Mc =
4⋂
k=1
{x : Hk (x) = ck} ,
la variété ane dénie par l'intersetion des quatre onstantes du mouvenent.
Soit
(m1,m2,m3, γ1, γ2, γ3) 7−→ (x1, x2,m3, y1, y2, γ3),
une transformation biunivoque de Mc où
2x1 = m1 + im2, y1 = x
2
1 − (γ1 + iγ2) ,
2x2 = m1 − im2, y2 = x22 − (γ1 − iγ2) .
Alors, le quotient Mc/σ par l'involution
σ : Mc −→Mc (x1, x2,m3, y1, y2, γ3) 7−→ (x1, x2,−m3, y1, y2,−γ3) , (17)
est une surfae S (de Kummer)
y1y2 = c4,
y1R(x2) + y2R(x1) +R1 (x1, x2) + c4(x1 − x2)2 = 0,
où
R(x) = −x4 + c1x2 − 2c2x+ 1− c4,
est un polynme de degré 4 en x et
R1(x1, x2) = −c1x21x22−c2 (c2 − 2x1x2 (x1 + x2))+(1− c4)
(
c1 − (x1 + x2)2
)
,
un autre polynme de degré 2 en x1, x2. Les points de ramiation deMc sur
S sont donnés par les points xes de l'involution σ (17) et sont en nombre
de 8. La surfae S est un revêtement double du plan (x1, x2), ramié le
long de deux ourbes elliptiques se oupant exatement aux 8 points xes de
l'involution σ. Ces ourbes donnent lieu à l'équation diérentielle d'Euler
dx1√
R(x1)
± dx2√
R(x2)
= 0,
à laquelle se trouvent liés les fameuses variables de Kowalewski
s1 =
R1 (x1, x2)−
√
R(x1)
√
R(x2)
(x1 − x2)2
+
c1
2
,
s2 =
R1 (x1, x2) +
√
R(x1)
√
R(x2)
(x1 − x2)2
+
c1
2
,
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et peuvent être vues omme étant des formules d'addition pour la fontion el-
liptique de Weierstrass (voir [8℄). En termes des variables s1 et s2, le système
(16) devient
ds1√
P5(s1)
± ds2√
P5(s2)
= 0,
s1ds1√
P5(s1)
± s2ds2√
P5(s2)
= dt,
où P5(s) est un polynme de inquième degré et l'intégration s'eetue au
moyen des fontions hyperelliptiques de genre 2.
En utilisant le théorème 1, on montre que le système (13) dans le as
de Kowalewski, admet deux familles de solutions en séries de Laurent méro-
morphes
M =
∞∑
k=0
M (k)tk−1, Γ =
∞∑
k=0
Γ(k)tk−2,
dépendant de inq paramètres libres tels que : les oeients M (0) et Γ(0)
satisfont au système non-linéaire
M (0) +
[
M (0),ΛM (0)
]
+
[
Γ(0), L
]
= 0, (18)
2Γ(0) +
[
Γ(0),ΛM (0)
]
= 0,
dépendant d'une variable libre α et dénissant deux droites. Tandis queM (k)
et Γ(k) satisfont aux systèmes linéaires
(L− kI)
(
M (1)
Γ(1)
)
= 0,
(L− kI)
(
M (k)
Γ(k)
)
=
{
−∑k−1i=1 [M (i),ΛM (k−i)]
−∑k−1i=1 [Γ(i),ΛM (k−i)] , pour k ≥ 2,
où L est la matrie jaobienne de (18) . Ces systèmes fournissent une variable
libre à haun des niveaux k = 1, 2, 3 et 4. Expliitement, on a
(∗) 1e`re famille de solutions en séries de Laurent méromorphes :
m1 (t) =
α
t
+ i
(
α2 − 2) β + ◦ (t) ,
m2 (t) =
iα
t
− α2β + ◦ (t) ,
m3 (t) =
i
t
+ αβ + ◦ (t) ,
γ1 (t) =
1
2t2
+ ◦ (t) ,
γ2 (t) =
i
2t2
+ ◦ (t) ,
γ3 (t) =
β
t
+ ◦ (t) .
18
(∗∗) 2e´me famille de solutions en séries de Laurent méromorphes :
m1 (t) =
α
t
− i (α2 − 2) β + ◦ (t) ,
m2 (t) = − iα
t
− α2β + ◦ (t) ,
m3 (t) = − i
t
+ αβ + ◦ (t) ,
γ1 (t) =
1
2t2
+ ◦ (t) ,
γ2 (t) = − i
2t2
+ ◦ (t) ,
γ3 (t) =
β
t
+ ◦ (t) .
Les diviseurs des ples des fontions M et Γ sont deux urbes algébriques
Dε : β4
(
α2 − 1)2 − (c1β2 − 2εc2β − 1) (α2 − 1)+ c4 = 0, ε2 = −1, (19)
irrédutibles isomorphes et haune de genre 3. Ce sont deux revêtements
Dε −→ D0ε , (α, u, β) 7−→ (u, β) , (20)
doubles ramiés en quatre points de ourbes elliptiques :
D0ε : u2 =
(
c1β
2 − 2εc2β − 1
)2 − 4c4β4. (21)
Soit
L (Dε=i +Dε=−i) = {f méromorphe sur : (f) +Dε=i +Dε=−i ≥ 0} ,
l'espae vetoriel des fontions f méromorphes telles que : (f) + Dε=i +
Dε=−i ≥ 0. , i.e., l'ensemble des fontions holomorphes en dehors de Dε=i +
Dε=−i et ayant au plus des ples le long de Dε=i + Dε=−i. En utilisant
les séries de Laurent obtenues préédemment, on montre que et espae est
engendré par les huit fontions suivantes :
f0 = 1, f1 = m1, f2 = m2, f3 = m3, f4 = γ3, f5 = f
2
1 + f
2
2 ,
f6 = 4f1f4 − f3f5, f7 = (f2γ1 − f1γ2) f3 + 2f4γ2. (22)
En outre, l'appliation
(Dε=i +Dε=−i) −→ CP7, p = (α, u, β) 7−→ lim
t→0
t (1, f1(p), ..., f7(p)) =(
0, α,±i,±i, β,±iαβ, ε(α2 − 1)β2,±i(∓c2 + c1β − 2(α2 − 1)β3)
)
,
plonge (Dε=i +Dε=−i) dans CP7 de telle façon que Dε=i intersete Dε=−i
transversalement en quatre points à l'inni
(
α = ±1, u = ±β2
√
c21 − 4c4, β =∞
)
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et que le genre géométrique de (Dε=i +Dε=−i) est 9. Les orbites du hamp de
veteurs en question passant à travers (Dε=i +Dε=−i) forment une surfae
lisse Σ tout le long de (Dε=i +Dε=−i) tel que : Σ\ (Dε=i +Dε=−i) ⊂Mc. La
variété M˜c = Mc ∪Σ, est lisse, ompate et onnexe. En outre, le hamp de
veteur est régulier le long du diviseur (Dε=i +Dε=−i) , transversal en tout
point β 6= 0 (resp. β 6=∞) et doublement tangent en β = 0 (resp. β =∞).
Les hamps de veteurs engendrés par H1 et H4 se prolongent de façon holo-
morphe et demeurent indépendants sur la variété M˜c. La variété M˜c est une
surfae abélienne sur laquelle le ot hamiltonien (16) se linéarise. L'involu-
tion σ (17) sur la variété ane Mc se transforme en une involution
σε : Dε −→ Dε, (α, u, β) 7−→ (−α, u, β) ,
sur la surfae de Riemann Dε (19) et admet huit points xes donnés par
les points de branhements de Dε sur la ourbe elliptique D0ε (21) . Don
l'involution en question possède seize points xes au total, onrmant ainsi
le nombre de points xes qu'une involution z 7−→ −z sur une variété abé-
lienne doit en avoir. Il existe sur la surfae abélienne M˜c deux diérentielles
holomorphes dt1 et dt2 telles que :
dt1|Dε = ω1 =
k1
(
α2 − 1)β2dβ
αu
,
dt2|Dε = ω2 =
k2dβ
αu
,
où k1, k2 ∈ C et ω1, ω2 sont des diérentielles holomorphes sur Dε. En outre,
l'espae des diérentielles holomorphes sur le diviseur (Dε=i +Dε=−i) est{
f
(0)
1 ω2 f
(0)
2 ω2, ..., f
(0)
7 ω2
}
⊕ {ω1, ω2} ,
où f
(0)
1 , f
(0)
2 , ... f
(0)
7 sont les premiers oeients des fontions f1, f2, ..., f7
∈ L (Dε=i +Dε=−i) (66) et le plongement de (Dε=i +Dε=−i) dans CP7 est à
deux diérentielles holomorphes près le plongement anonique
p = (α, u, β) ∈ (Dε=i +Dε=−i) 7−→
{
ω2, f
(0)
1 ω2, f
(0)
2 ω2, ..., f
(0)
7 ω2
}
∈ CP7.
La surfae abélienne M˜c est aratérisée omme étant la duale de variété
Prym
(Dε/D0ε) du revêtement double (20). Les solutions sous forme de sé-
ries de Laurent (théorème 1), jouent un rle ruial dans la preuve de es
résultats.
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