Abstract. Simultaneous diagonalization of several matrices can be implemented by a Jacobi-like technique. This note gives the required Jacobi angles in close form.
For a given pair (i; j) of indices, a 3 3 real symmetric matrix G is de ned as 
For any set A of N N matrices, commuting or not, real or not, and regardless of symmetry properties such as hermitianity, unitarity, normality, etc., the following theorem allows the Jacobi angles to be computed in close form. Note that the 3 3 matrix on the right hand side of (10) is hermitian: its imaginary part 1 is skew-symmetric and consequently contributes nothing to a quadratic form in the real vector v(c; s). Therefore the right hand side of (10) also is v(c; s) T Gv(c; s). Next,we recognize that fv(c; s)jc; s 2 C; jcj 2 + jsj 2 = 1g = f x; y; z] T jx; y; z 2 R; x 2 + y 2 + z 2 = 1g:
Thus minimization of O(c; s) under the constraint jcj 2 + jsj 2 = 1 is equivalent to the maximization of a real 3 3 quadratic form under unit norm constraint. The solution is known to be given by any unit norm eigenvector of G associated to the (possibly degenerate) maximum eigenvalue. Now, if x; y; z] T is a non zero eigenvector of G, not necessarily normed to unity, associated to the largest eigenvalue, its normalization and the inversion of relation (9) yields expression (6) by choosing c real positive. This choice is always possible since for any real angle , one has v(c; s) = v(ce i ; se ?i ).2 2. Remarks on implementation and approximate simultaneous diagonalization. Regarding implementation, the following remarks are in order. (i) When A is a set of real symmetric matrices, the rotation parameters c and s are real: the last component of each vector h(A k ) then is zero and G can be reduced to a 2 2 matrix by deleting its last row and last column: Theorem 1 then is similar to Theorem 6.1 of 1]. (ii) For the sake of numerical stability, the Jacobi technique should be restricted to`inner rotations ' 1] . In our setting, it corresponds to choosing an eigenvector with x 0. (iii) Since matrix G is only 3 3, its dominant eigenvector may be computed explicitly. However, lacking a close form expression with proven stability, a standard numerical eigenvalue method should be preferred for the sake of numerical stability. (iv) It seems sensible to initialize the Jacobi algorithm for simultaneous diagonalization of a set A with the unitary matrix obtained as the (plain) diagonalizer of some matrix in A. This initialization turns the spurious stationary point of the Jacobi algorithm given in eqs. (9-10) of 1] into a well behaved set.
We conclude with a few words about the relevance of approximate simultaneous diagonalization. There is a current trend in signal and data processing of extracting information from the eigenstructure of matrices which are functions of the available data. In some cases of interest, there is a set A T of matrix-valued statistics computed from a number of T available samples with the property that, almost surely, the limit set A 1 contains commuting matrices; the common eigenstructure could then be computed from any member of the set A 1 or from some linear combinations of matrices in A 1 . In practice though, only a nite number of samples is available and the matrices in A T do not exactly share the same eigenstructure. Determining the eigenstructure of interest from only one matrix in A T is not satisfactory because, besides relying on an arbitrary choice, it amounts to discarding the information contained in the other matrices of A T . Also, it may happen that each matrix of A 1 has some degenerate eigenvalues but that the whole set A 1 has well determined common eigenvectors.
Hence, from a statistical point of view, it is very desirable, for the sake of accuracy and robustness, to rather de ne the`average eigenstructure' of A T . Optimizing a joint diagonality criterion, possibly appropriately weighted, o ers a quantitative denition of such an average eigenstructure. In this stochastic context, we note that the criterion can only be minimized but cannot generally be driven to zero: the`average eigenstructure' is well de ned but corresponds only to an approximate simultaneous diagonalization.
Note: A MATLAB implementation of the extended Jacobi technique for simultaneous diagonalization is freely available upon request from cardoso@sig.enst.fr.
