The dynamics that govern the evolution of nighttime flows in a deep valley, California's Owens Valley, are analyzed. Measurements from the Terrain-Induced Rotor Experiment (T-REX) reveal a pronounced valleywind system with often nonclassical flow evolution. Two cases with a weak high pressure ridge over the study area but very different valley flow evolution are presented. The first event is characterized by the appearance of a layer of southerly flow after midnight local time, sandwiched between a thermally driven low-level downvalley (northerly) flow and a synoptic northwesterly flow aloft. The second event is characterized by an unusually strong and deep downvalley jet, exceeding 15 m s 21 . The analysis is based on the T-REX measurement data and the output of high-resolution large-eddy simulations using the Advanced Regional Prediction System (ARPS). Using horizontal grid spacings of 1 km and 350 m, ARPS reproduces the observed flow features for these two cases very well. It is found that the low-level along-valley forcing of the valley wind is the result of a superposition of the local thermal forcing and a midlevel (2-2.5 km MSL) along-valley pressure forcing. The analysis shows that the large difference in valley flow evolution derives primarily from differences in the midlevel pressure forcing, and that the Owens Valley is particularly susceptible to these midlevel external influences because of its specific geometry. The results demonstrate the delicate interplay of forces that can combine to determine the valley flow structure on any given night.
Introduction
Understanding the winds within a valley and their interactions with the larger-scale forcings is of interest for a number of reasons. For example, the dispersion of pollutants in a valley depends strongly on local valley circulations (e.g., Whiteman 1989; Fast et al. 2006) ; nocturnal minimum surface temperatures depend strongly on the near-surface wind speed (e.g., Estournel and Guedalia 1985; Steeneveld et al. 2006) and hence on the strength of the valley wind; land surface-atmosphere exchanges over mountainous regions are closely linked to slope and valley flows; and the effects of these flows on mesoscale fluxes need to be parameterized in numerical weather prediction and climate models (e.g., Noppel and Fiedler 2002; Weigel et al. 2007; Rotach and Zardi 2007) .
Three major mechanisms that can produce withinvalley winds are thermal forcing, pressure-driven channeling, and downward momentum transport (Whiteman and Doran 1993) . Thermal forcing refers to valley winds that are generated by locally developed along-valley pressure gradients produced hydrostatically from temperature differences along the valley's axis, and between the valley and the adjacent plains (e.g., Wagner 1938; Vergeiner and Dreiseitl 1987; Whiteman 1990; Rampanelli et al. 2004) . Such forcings produce upvalley winds during the day and downvalley winds at night. These winds are independent from the above-valley wind direction. They occur frequently in areas with large diurnal cycles in surface sensible heat fluxes. Alongvalley and valley-plain temperature differences can be produced by at least three factors: radiative differences, differences in the conversion rate of net radiation to sensible heat flux, and by the valley volume effect (Whiteman 2000) . While the first two factors are attributed primarily to differences in land surface properties, they may also be influenced by the thermally induced flows themselves (De Wekker et al. 1998) . Much attention has been given to the valley volume effect, which can be quantified in terms of a topographic amplification factor (TAF) (e.g., Wagner 1938; Steinacker 1984; McKee and O'Neil 1989) . According to the volume argument, energy fluxes into the valley atmosphere are distributed through a smaller volume than over the plain, amplifying the temperature change in the valley volume relative to the plain. The basic premise of the volume argument is that the control volume is thermodynamically closed. Several studies (Kuwagata and Kimura 1995, 1997; Rampanelli et al. 2004; Weigel et al. 2006) have, however, pointed to the role of thermally induced cross-valley circulations, which extend well above the valley top, in heating the valley atmosphere.
Pressure-driven channeling traditionally refers to a valley wind forced by the along-valley component of the large-scale geostrophic pressure gradient. This mechanism was initially proposed by Fiedler (1983) and was used by Gross and Wippermann (1987) to explain the frequent along-valley winds in Germany's shallow and wide Rhine Valley. Because of the 908 offset between the geostrophic wind direction and the geostrophic pressure gradient, pressure-driven channeling can produce a valley wind blowing in the opposite direction of the along-valley component of the above-valley wind. In the north-south-oriented Rhine Valley, for example, a geostrophic northwesterly flow aloft may induce a southerly flow within the valley. Pressure-driven channeling in curved valleys has been investigated by Kossmann and Sturman (2003) . Downward momentum transport, or forced channeling, refers to the downward transport of horizontal momentum from the above-valley synoptic wind (e.g., Banta and Cotton 1981; Banta 1986 ). In a wide and shallow valley, this mechanism may lead to a valley wind similar to the geostrophic wind direction aloft. In a narrow and deep valley, this mechanism may produce winds aligned with the valley axis, the direction being determined by the along-valley component of the wind aloft.
These mechanisms interact to produce complex flow patterns that depend on the geometry of the valley, land surface properties, the thermal structure of the atmosphere, the magnitude and spatial distribution of radiative forcing, and the larger-scale synoptic situation. Several studies (e.g., Barr and Orgill 1989; Doran 1991; Gudiksen et al. 1992; Coulter and Gudiksen 1995) have documented the effects of ambient winds, atmospheric stability, cloudiness, and atmospheric moisture on the structure and strength of nocturnal drainage flows. The nonlinear interaction between nocturnal drainage flows and mountain waves has been investigated by Poulos et al. (2000 Poulos et al. ( , 2007 . The ability of high-resolution numerical models to simulate these thermally induced flows over complex terrain has been demonstrated by several studies in recent years. Zä ngl et al. (2001) , for example, investigated the very strong daytime valley winds in the Kali Gandaki Valley in Nepal (Egger et al. 2000) , Zhong and Fast (2003) presented a model intercomparison for flows in the Salt Lake Valley and compared the simulations with measurements from the Vertical Transport and Mixing Experiment (VTMX) campaign (Doran et al. 2002), and De Wekker et al. (2005) used high-resolution simulations to investigate the convective boundary layer structure in the Riviera Valley in Switzerland.
Complex nighttime valley flow structures of thermally driven valley flows were observed in California's Owens Valley during the Terrain-Induced Rotor Experiment (T-REX). In one case the flow in the north-southoriented valley was characterized by a three-layer structure with a midlevel (2-2.5 km MSL) upvalley flow after midnight local time, sandwiched between a lowlevel northerly downvalley flow and an above-ridgetop northwesterly flow. The second case was characterized by a strong and deep downvalley jet, with average wind speeds exceeding 15 m s 21 for several hours and with weak winds aloft. The difference in valley flow structure between these two cases is surprisingly large considering the relatively similar upper-level (500 hPa) synoptic forcing with westerly to northwesterly flow in both cases.
The aim of this paper is to document the nighttime flow structure and evolution in the Owens Valley and to investigate the physical mechanisms leading to the differing flow evolution for the two cases. In our approach, we combine measurements from the T-REX field campaign (Grubisic et al. 2008) with the output of largeeddy simulations (LES). For the modeling, we use the Advanced Regional Prediction System (ARPS; Xue et al. 2000 Xue et al. , 2001 Xue et al. , 2003 . The model has been used successfully by Chow et al. (2006) and Weigel et al. (2006) to study the daytime flow evolution in the medium-sized Riviera Valley, and by Smith and Skyllingstad (2005) for the simulation of nocturnal katabatic flows in an idealized configuration. For this study, the model setup is similar to that used by Chow et al. (2006) .
Experiment description a. T-REX and the Owens Valley
A comprehensive description of the T-REX field campaign can be found in Grubisic et al. (2008) . While a major focus of the T-REX field campaign was the evolution of lee waves and rotors under strongly forced conditions, another related objective was to study the structure and evolution of the complex terrain boundary layer under relatively clear and quiescent conditions. The observational campaign was carried out in Owens Valley (Fig. 1a ) from 1 March to 30 April 2006. During this 2-month period, 15 intensive observation periods (IOPs), for observing mountain wave/rotor/boundary layer interactions and 5 enhanced observing periods (EOPs) for documenting the nonrotor mountain boundary layer evolution were carried out.
Owens Valley has a length of about 150 km, a base width of about 15-30 km, and an upvalley orientation from approximately south-southeast to northnorthwest. For the most part the slope of the valley floor is very small (slope angle , 0.18). The lowest point in the valley is Owens Lake, which has an elevation of 1086 m MSL.
1 The valley floor rises to 1150-1200 m in Haiwee in the south and to about 1150 m in Independence and 1250 m in Bishop in the north. Thus, within the lowest 100 m above ground Owens Valley is a terminal basin. This may influence the near-surface flow in the Independence area, but not the higher levels considered in this paper. While the surrounding peaks of the Sierra Nevada mountain range to the west and the White Mountains to the northeast reach more than 4000 m, the peaks of the Inyo Mountains in the southeast are about 3000 m high. Because of the semiarid climate a large fraction of the net radiation is converted to sensible heat, which can lead to strong thermally induced flows.
The dataset obtained during the EOPs includes radio soundings, remote sensing measurements from wind profilers, radio acoustic sounding systems (RASS), aerosol and Doppler lidars, sonic and profile measurements from three 30-m and several smaller flux towers, and standard meteorological observations from an array of surface stations. Most systems were located along two valley transects just south of Independence. In this study, the southernmost wind profiler/RASS system and the 1.5-hourly radiosonde ascents from Independence airport are used to document the evolution of the valley flow, and flux data from the three 30-m Integrated Surface Flux Facility (ISFF) flux towers are used to evaluate the model surface energy budget. The locations of the systems are shown in Fig. 1b . The wind profiler/ RASS is part of the National Center for Atmospheric Research's (NCAR) mobile integrated sounding system (MISS; Parsons et al. 1994; Cohn et al. 2005) and was located south of Independence near the center of the valley. It produced a vertical profile of wind and temperature every 30 min. Wind profiler measurements at night are sometimes contaminated by echoes from migrating birds (e.g., Wilczak et al. 1995) , and there was some evidence of similar contamination here. Three filtering techinques were applied to mitigate these signals. First, the raw Doppler spectra signals were filtered during collection with the widely used statistical averaging method algorithm (SAM; Merritt 1995); second, NCAR Improved Moments Algorithm (NIMA) processing (Morse et al. 2002) removed additional contaminated data; third, a final filter was applied to the EOP 5 data whereby samples with signal-to-noise ratio (SNR) greater than 15 dB, or standard deviation of SNR (over the 30-min averaging period) greater than 6 dB above 2.8 km, were removed. After application of these filtering techniques, there appeared to be very few bird echoes remaining in the data. The wind profiler/RASS data are well suited for model evaluation, as they represent an average over a relatively large volume (the width of the radar beam is 98). For the present analysis, the RASS virtual temperature measurements are converted to potential temperature using surface temperature and pressure measurements from the collocated surface station (differences between measured virtual temperature and actual dry air temperature in the range of 0.4-0.9 K were ignored for this calculation). The sonic and radiation measurements from the 30-m towers were processed as described in Oncley et al. (2007) .
Our investigation into the nocturnal flow evolution in Owens Valley is based on two T-REX EOPs with very different valley flow evolution: EOP 2 (29/30 March 2006) with its three layer structure and EOP 5 (29/30 April 2006) with its unusually strong downvalley jet.
b. Numerical experiments
ARPS, a comprehensive regional to storm-scale prediction system, is used to predict the nighttime flow evolution in Owens Valley. It is used in large-eddy simulation mode with a 1.5 turbulent kinetic energy (TKE) turbulence closure (Deardorff 1980; Moeng 1984) . Radiation processes are parameterized using a sophisticated radiation package developed at the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center [shortwave radiation is based on models of Chou (1990 Chou ( , 1992 ) and longwave radiation is based on Chou and Suarez (1994) and Tao et al. (1996) ]. Topographic shading after Colette et al. (2003) was used. The land surface soil-vegetation model is based on the force-restore method (e.g., Noilhan and Planton 1989) and is described in detail in Xue et al. (2001) and Ren and Xue (2004) . ARPS uses 13 soil types (including water and ice) and 14 vegetation classes. Land use, vegetation, and soil-type data for all Owens Valley grids are obtained from U.S. Geological Survey (USGS) 30-arc-s global data. Topographic height is from the USGS 30-arc-s global dataset for the 9-and 3-km grid and from the USGS 3-arc-s U.S. dataset for the 1-km and 350-m grid. Turbulent sensible heat, latent heat, and momentum fluxes in the surface layer are based on similarity theory (Monin and Obukhov 1954) . The stability functions for unstable and neutral conditions are based on Byun (1990) , and those for the free convection and stable case on Deardorff (1972) .
ARPS is run in a one-way nesting mode. The outermost simulation domain (9-km grid spacing) is initialized from the National Oceanic and Atmospheric Administration's (NOAA) 12-km North American Mesoscale (NAM) analysis dataset and is then successively nested down to grids of finer horizontal spacings (see Table 1 and Fig. 1 ). In addition to the standard 1-km grid, a large 1-km grid is used to investigate the sensitivity to domain size (see below). The selection of grid spacing, time steps, and other parameters such as computational mixing coefficients was made using experience gained through previous simulations over Weigel et al. 2006) . NAM analyses were available at 6-hourly intervals; linear interpolation was used to provide lateral boundary conditions at intermediate times. All simulations start at 1200 UTC on the previous day and were integrated for 36 h. Initialization of the land surface properties such as soil temperature, soil moisture, and snow cover using the NAM dataset resulted in poor simulation results (the near-surface flow at the central flux tower did not produce the observed valley wind shift near the end of the EOP time period). The NAM data contained large patches of snow approximately 0.5 m deep north of Independence and at the northern end of the valley while no snow was actually present. This inconsistency is due to the 12-km resolution terrain used by NAM that effectively smooths out Owens Valley. To compensate for the lack of initialization data with a fine enough resolution to resolve Owens Valley, the following procedure was adopted. On the 9-km domain, NAM soil moisture, soil temperature, and snow cover are used. However, a minimum snow-level elevation (3000 m for EOP 2; 3200 m for EOP 5) is imposed below which the snow depth is set to zero. On the 3-km and finer grids, idealized distributions are specified. Soil moisture is set to a fixed saturation rate of 20%, which corresponds roughly to the average of the gravimetric soil moisture measurements from 23 sites located in the central part of Owens Valley (Daniels et al. 2006) . Initial soil temperature is set equal to the surface air temperature, and snow depth is set to 0.5 m above 3000 m (3200 m) and zero below for EOP 2 (EOP 5). According to visual observations in the field and based on snow depth and snow water equivalent information from the National Operational Hydrologic Remote Sensing Center, the snow line was in the 2500-3000-m range for EOP 2 and around 3000 m for EOP 5. Because snow cover in the model is given by a step function (either zero or 0.5 m) we choose a model snow line that is on the upper end of the estimated true snow line.
c. Sensitivity tests
Several sensitivity tests were undertaken to investigate the influence of the model setup on the simulation results (see also Schmidli and Poulos 2006; Daniels et al. 2006) . The tests included variations in the soil moisture initialization, snow cover, computational mixing, grid resolution, and domain size and are briefly summarized below. A more detailed sensitivity analysis of thermally induced flows for a similar model setup using ARPS, but for a different region, can be found in Chow et al. (2006) .
The evolution of the simulated flow was found to be sensitive to soil moisture in the entire catchment area of the valley. For example, increasing the soil moisture saturation rate on the 1-and 3-km grids from 20% to 40% delayed the onset of EOP 2 nighttime downvalley flow by about 2 h. This comes as no surprise, as several previous studies have documented the sensitivity of thermally induced flows to soil moisture (e.g., Ookouchi et al. 1984; Banta and Gannon 1995; Chow et al. 2006) . Changing the snow cover (no snow versus snow line at 2000 m) had a minor influence on the evolution of the slope flows during the evening transition period, and did not significantly influence the evolution of the alongvalley flow, likely due to the relatively small size of the snow-covered areas. Changing the computational mixing coefficient showed that a moderate amount of fourthorder computational mixing improved the agreement with observations, in comparison to using only the minimal amount required for computational stability.
The evolution of the valley atmosphere is well represented on the 1-km grid, but not on the 3-km grid. This is not surprising, as important topographic features such as the Inyo and White Mountains are not adequately resolved on the 3-km grid (in some places the model altitude is more than 1 km lower than the true altitude because of the smoothing of the topography). Increasing the model resolution from 1 km to 350 m improves the near-surface fields, but it has only a minor influence on the simulated evolution of the downvalley flow. Finally, the large 1-km grid (LRG1km in Fig. 1a) produces very similar results, as long as the same soil moisture is used on the 1-and 3-km grids.
In summary, while the details of the flow evolution, especially during the evening transition and near the surface, were found to be sensitive to the model setup (particularly to soil moisture), we have chosen a model configuration that is well justified based on observed conditions in the field. In addition, the qualitative features of the valley flow, such as the three-layer structure observed during EOP 2, were found to be robust and to compare well with the observational data.
Observed evolution of the valley atmosphere
Here we give a brief overview of the observed evolution of the nighttime boundary layer and valley atmosphere during EOP 2 and EOP 5. The upper-level synoptic situation for EOP 2 is characterized by the passage of a weak shortwave high pressure ridge (Fig. 2) and some high cirrus clouds between 0800 and 1400 UTC (not shown). The 500-hPa winds in the Owens Valley region remain fairly constant, at about 15-20 m s 21 , turning from northwesterly to westerly directions during the course of the night. The upper-level synoptic situation for EOP 5 is similar; the region is again under a weak high pressure ridge. The 500-hPa winds are, however, significantly weaker (less than 10 m s 21 ) and from slightly more northerly directions. The skies are clear throughout the night. The low-level (850 hPa) synoptic situation for the two EOPs is characterized by a very weak north-south pressure gradient over the study region for EOP 2 and a somewhat stronger east-west pressure gradient for EOP 5. Figure 3 depicts the evolution of the vertical distribution of wind and potential temperature observed at the MISS site in the valley center for EOP 2 and EOP 5. The most striking feature for EOP 2 is the layered structure of the valley atmosphere consisting of a lowlevel downvalley flow, a midlevel upvalley flow (at ;3000 m), and westerly winds above the ridge line of the Sierra Nevada. The low-level flow is downvalley throughout the night. Note that the flow is already downvalley well before sunset (0200 UTC) because of strong synoptic forcing on 29 March. The downvalley flow is mostly fairly weak with velocities in the range of 3-6 m s 21 ; between 0500 and 0700 UTC, however, the velocities increase to 6-9 m s 21 . The low-level flow switches to upvalley about 3 h after sunrise (1700 UTC). The midlevel upvalley flow layer first appears at about 0100 local time (0900 UTC) at heights between 3000 and 3500 m. At first, the flow is fairly weak, but it increases in strength throughout the night. The upvalley flow layer also steadily increases in depth as its lower boundary descends toward the surface where it merges with the daytime upvalley flow around 1700 UTC. The potential temperature measurements show the gradual cooling of the valley atmosphere throughout the night with minimum temperatures attained about 1 h after sunrise. For EOP 5, the evolution of the valley wind is very different. The main feature is the strong and deep downvalley jet with winds exceeding 15 m s
21
. The downvalley flow starts shortly after 0500 UTC and rapidly increases in strength and attains speeds over 15 m s 21 by 1000 UTC. It remains strong until the early morning hours (1500 UTC). With the onset of the daytime heating, the strong downvalley flow is slowly eroded, leading to weak and variable winds around noon. Because of the strong nighttime winds, temperature measurements from the RASS are less numerous 
Model evaluation
In this section a comparison of the results from the numerical simulations with various measurements is made to demonstrate that the model reproduces the key features of the structure and evolution of the valley atmosphere. Unless mentioned otherwise, all results refer to the 1-km-resolution simulation. We start out with a comparison with the wind profiler and RASS measurements, followed by a more detailed evaluation of the valley flow evolution, and the local thermal forcing. The forcings producing the layered structure for EOP 2 and the strong downvalley jet for EOP 5 are then analyzed in section 5.
a. Time evolution of vertical profiles of wind and temperature Figure 4 shows the simulated evolution of wind and temperature corresponding to the observations in Fig. 3 . The model reproduces well the characteristic features of the two EOPs, such as the downward growth and , and the vertical axis is in kilometers. The contour interval for potential temperature is 2.5 K. The two horizontal lines denote the approximate height of the Sierra Nevada and the Inyos, and the two vertical lines denote local sunset and sunrise. Note that the contour lines of potential temperature are broken because of missing data. Fig. 3 , but for the numerical simulation.
FIG. 4. As in
increase in strength of the midlevel upvalley flow layer for EOP 2, and the strong downvalley jet for EOP 5. The simulated peak downvalley flow for EOP 2 occurs, however, about an hour later than observed, and the onset of the upvalley flow is delayed by about 1-2 h. For EOP 5, the main model bias is again the delayed morning transition. Also, the maximum strength of the downvalley jet is underestimated by about 2 m s
21
. Overall, however, the model reproduces the differences between the two cases very well. Note that the apparent difference in the near-surface temperature evolution between the model and observations is due to the fact that the lowest two gate ranges of the RASS are at 120 and 180 m above ground, respectively. Hence, the strong surface inversion is not seen in the RASS data.
b. Radiation and surface energy budget
An accurate simulation of the valley wind depends on an adequate representation of the surface energy balance (i.e., the net radiative forcing at the surface and its partitioning into sensible, latent, and ground heat flux). Nighttime average (0300-1300 UTC) measured and modeled fluxes at the three ISFF flux towers (see Fig.  1b ) are compared in Table 2 . The latent heat flux is not included as it is negligible for the two cases during the nighttime (averaged, measured, and modeled fluxes are typically less than 2 W m 22 ). Note that even for a perfect simulation substantial differences would be expected as the model values represent area averages while the measurements are much more locally determined. Average outgoing longwave radiation, for instance, differed by up to 8 W m 22 between the three radiometers located at the central tower within a few meters of each other. Also, measurement of the weak turbulent fluxes and the extrapolation of the flux measurements taken at 5 m above ground to actual surface fluxes are associated with considerable uncertainties (e.g., Oncley et al. 2007 ). The observed surface energy residuum varies between 28 and 228 W m 22 . For the southern and western tower, the difference in observed and modeled net radiation is similar for the two EOPs; the modeled net radiation is about 14% too large. This difference is mainly due to an underestimation of the incoming longwave radiation (DLW in is 211 W m 22 for EOP 2 and 214 W m 22 for EOP 5); the difference in outgoing longwave radiation is less than 5 W m 22 for both EOPs. For the central tower, the difference in observed and measured net radiation is considerably larger and due to differences in both incoming and outgoing longwave radiation.
The simulated sensible heat flux is close to the observed flux for EOP 5, but the simulated value is more than a factor of 2 larger than the observed flux for EOP 2. The largest differences between simulated and observed fluxes are found during the stable weak wind conditions in the early morning hours of EOP 2 (not shown). This is likely due to the parameterization of the surface fluxes in ARPS. In the current implementation the drag and heat transfer coefficient are not allowed to drop below 25% of their respective values for a neutral atmosphere (see also Poulos and Burns 2003) . This may explain part of the cold bias visible for EOP 2 after 0900 UTC (in Fig. 7) . The simulated ground heat flux, on the other hand, is close to the observed flux for EOP 2, at least for the southern and western tower, but it is 2.5-4 times larger than the observed flux for EOP 5.
This brief comparison points at various avenues for improvement, such as a more accurate description, initialization, and simulation of the land surface, or a more accurate parameterization of turbulent fluxes in the atmospheric surface layer. For the focus of the present study, however, which is on the evolution of the valley atmosphere and not on the surface fields, the skill of the model is adequate.
c. Structure of valley atmosphere
In Fig. 5 , modeled vertical profiles of potential temperature, wind speed, wind direction, and specific humidity q for EOP 2 are compared with radiosonde data from the Independence airport site (see Fig. 1 ). The temperature structure of the atmosphere at sunset is characterized by a well-mixed layer that extends to about 4 km, a stable layer between 4 and 4.3 km, and a 5-K inversion between 4.3 and 4.7 km (not shown). During the course of the night, the valley atmosphere cools and the inversion descends and increases in strength. By sunrise, the valley atmosphere is stably stratified up to the base of the inversion, which has descended to about 3.2 km. The strong elevated inversion present in the early morning hours is part of the synoptic-scale flow. It is also visible in the soundings from Desert Rock in Nevada and Vandenberg Air Force Base in California (not shown). The model reproduces well the general cooling of the valley atmosphere. It does, however, exhibit a cold bias near the surface (below 1.4 km) and a weaker elevated inversion. The latter is not surprising as the vertical grid spacing at 3.2 km is about 200 m and the NAM input data are even less well resolved. At sunrise, the base of the modelsimulated inversion is a few hundred meters below the observed inversion base. This fact together with the lower height of the Sierra Nevada ridge line in the model topography might explain the smaller depth of the simulated upvalley flow layer (cf. Figs. 3, 4) . The inversion is associated with a sharp decrease in specific humidity. Although this sharp decrease is not captured by the model, the general decrease of specific humidity above the inversion is simulated well.
The wind structure at sunset is characterized by a moderate downvalley flow below 2.5 km, strong northwesterly flow above the Sierra Nevada ridge line, and very weak winds in between. A layer of weak upvalley flow is first visible in the 0927 UTC sounding. In the following hours, this layer increases in depth and strength. Again this evolution is captured well by the model. As already seen in the wind profiler data (Figs. 3,  4) , the simulated wind speed of the downvalley flow is, however, too high.
A comparison with radiosonde data for EOP 5 is shown in Fig. 6 . Again, the overnight cooling of the atmosphere is reproduced well. There is, however, an almost-height-independent bias of about 21.5 K. With regard to the wind structure, there is a directional error during the evening transition (0210 UTC), but good agreement with regard to the nighttime downvalley jet (0900 and 1402 UTC). The simulated specific humidity is slightly too large.
Overall the differences between the 1000-and 350-m simulation results are very small. The vertical profiles of potential temperature are almost identical for the two resolutions. And although the simulated wind profiles differ during the evening transition they are very similar after the onset of the downvalley flow. Thus while the 350-m resolution may improve the spatial detail of the simulated downslope flows, the simulated downvalley flow is almost identical to the 1000-m runs. Thus for the current purpose it is sufficient to focus on the 1000-m simulation results.
As the diurnal valley winds are driven by horizontal temperature contrasts, a good simulation of the temperature evolution of the valley atmosphere is crucial for an accurate simulation of the valley winds. While there are not sufficient observations to evaluate the along-valley variations in valley cooling rates, we can evaluate the evolution of the temperature at a single point in the core of the downvalley jet. In Fig. 7 , the simulated temperature evolution at 1400 m (234 m AGL) at the MISS site is compared with the RASS and radiosonde measurements. This height corresponds roughly to the core of the simulated downvalley flow for both EOP 2 and EOP 5. Note the good agreement between the RASS and the radiosonde measurements most of the time, despite a horizontal separation of about 10 km. For EOP 2, the simulated cooling closely follows the observations until about 0900 UTC after which the model fails to reproduce the observed reduction in cooling rate. This is likely due to missing high-level clouds in the model and to the generally too high surface sensible heat flux under stable weak-wind conditions. Overall, however, the cooling and heating of the atmosphere is well reproduced by the model for both cases. At 2600 m, which is in the upvalley flow layer in EOP 2, the correspondence between observed and simulated cooling and heating rates is even better (not shown), and the model nicely reproduces the total nighttime cooling of about 2.5 K for EOP 2 and 5 K for EOP 5.
Nocturnal valley flow dynamics a. Overview
We start with an overview of the simulated flow evolution. Figure 8 shows the simulated wind field at 1400 m-the height of the core of the downvalley flowand on the lowest model level, respectively. The largest differences between the two EOPs occur around sunset (0200 UTC). While there is no significant along-valley flow at this height for EOP 2, there is still upvalley flow in the Owens Valley for EOP 5. For both cases, however, downslope flows have started to form. Three hours later, at 0500 UTC, the two cases are qualitatively similar. There are widespread downslope flows and in the northern part of the valley the downvalley flow has started. At 0800 UTC, the leading edge of the downvalley flow has reached the Owens Lake region and the downslope flows have weakened. Thereafter the downvalley flow remains fairly steady for EOP 5 and slowly decreases in strength for EOP 2 (not shown).
Although the wind speeds differ considerably, the qualitative evolution of the low-level flow is quite similar for these two EOPs.
A more detailed comparison of the spatial structure of the downvalley flow at 0800 UTC, which corresponds to the beginning of the quasi-stationary phase, is given in Fig. 9 . Note the similar spatial structure for the two EOPs. Because of the curvature of the Owens Valley in the Independence region, the downvalley flow is pushed to the western side of the valley. In addition, the broadening of the valley just north of Independence leads to a zone of stagnant flow or even counterflow on the eastern side of the valley (note the upvalley wind in the vertical cross sections at y 5 20 km). Indeed, a horizontal vortex is visible in the EOP 2 case. While these local features are important for the local surface climate, the following analysis will focus mainly on alongvalley averaged quantities.
b. Along-valley acceleration and layering
Assuming a Boussinesq fluid and neglecting the Coriolis force, the horizontal momentum equation in the along-valley direction s is given by
where u is the along-valley wind. Term A is the thermal wind term (Mahrt 1982) , term B is the along-valley pressure gradient at some reference level z r , such as mountain ridge top, term C is the nonhydrostatic pressure gradient, term D represents the horizontal and vertical advection of along-valley momentum, and term E is the along-valley forcing due to turbulent momentum flux divergence. The derivation of Eq.
(1) makes use of the hydrostatic equation to relate the low-level pressure at level z to the pressure at some reference level z r , that is,
where p r is the pressure at the reference level, dp is the pressure difference between the pressure at z and the reference level, p T 5 g Ð zr z r9 dz 0 is the local hydrostatic pressure, and p nh 5 dp À p T is the local nonhydrostatic pressure with respect to the reference level z r (DaviesJones 2003). Hence, the thermally induced along-valley pressure gradient is given by
where r9 and u9 denote deviations from some horizontally uniform base state. Introducing the vertically integrated potential temperature deficit u 5 Ð z r z Àu9 dz 0 ; the low-level pressure gradient can be expressed as
All terms on the rhs of Eq. (1) can induce an alongvalley wind. The classic thermally driven valley wind is the result of locally produced horizontal temperature gradients (term A). Above the ridge top, however, horizontal temperature gradients may also be produced by large-scale temperature advection into one part of the valley. Pressure-driven channeling refers to a valley wind forced by term B. If the valley floor is steeply inclined, term C may dominate, and the along-valley flow will have characteristics of a buoyancy-driven slope flow. Strong flow aloft may force an along-valley flow by advective or turbulent downward transport of high momentum air from above the valley (terms D and E). Finally, horizontal advection (included in term D) may redistribute the along-valley momentum generated by the other processes. In a real valley, all forcings can be important at the same time.
Several simplifications can be made for the analysis of the two T-REX EOPs. For the most part, the valley floor of Owens Valley is almost horizontal-the average slope of the valley between Bishop (;1250 m) and the valley mouth at Haiwee (1145 m) is only about 0.058-therefore the nonhydrostatic pressure gradient (term C) can be neglected. The vertical transport of above-ridge-top along-valley momentum can also be excluded as a significant forcing factor of the alongvalley wind for the two EOPs. The low values of turbulent kinetic energy and observed and modeled wind speed in the region below the Sierra Nevada crest line (see are not compatible with significant downward transport of high-momentum air from aloft. Thus the primary forcing of the low-level along-valley flow during EOP 2 and EOP 5 is due to the low-level along-valley pressure gradient, which for the present analysis has been decomposed into two terms, the thermal wind term that represents local forcings (term A) and the midlevel pressure gradient (term B) that represents mainly larger-scale forcings. These generating forces are opposed by surface friction and mediated through the turbulent momentum flux divergence term, which tends to decelerate the downvalley flow.
In the following, the temporal evolution of these driving forces is analyzed. The relevant forcing terms are integrated in the along-valley direction s from point A to B in Fig. 1b and are expressed as pressure differences between the two points, that is,
The evolution of the integrated local thermal forcing (Dp T ), in the layer extending from 1400 to 2000 m, is shown in Fig. 10 . The lower-layer boundary was chosen to correspond to the altitude of the low-level wind maximum. The upper-layer boundary was selected to be below the height of the lowest passes through the valley sidewalls. The evolution of the local thermal forcing is very similar for the two EOPs. The main feature is the rapid increase in along-valley forcing between 0300 and 0400 UTC in EOP 2, and between 0300 and 0500 UTC in EOP 5, followed by a further gradual increase in along-valley forcing. For both cases the thermal forcing attains a maximum of about 0.45 hPa at 1200 UTC and declines thereafter. The high correlation of the actual pressure difference (Dp5Dp 1400 2Dp 2000 ) with the hydrostatic reconstruction (Dp T ) confirms that the flow occurs under hydrostatic balance (see also Rampanelli et al. 2004 ). This highlights the central importance of understanding the along-valley temperature distribution in explaining the thermally driven valley wind.
The evolution of the along-valley pressure forcing at three different heights is shown in Fig. 11 . It can be seen that the evolution of the low-level pressure forcing [Dp 1400 , as in Eq. (4)], corresponding to the sum of the terms A and B in Eq. (1), is dominated by the evolution of the midlevel pressure forcing (Dp 2000 ), except during the evening and morning transition periods during which the thermal forcing changes rapidly. At sunset (0200 UTC), the along-valley pressure forcing is close to zero at all three heights for both EOPs. In the following 2-3 h, the low-level pressure forcing (Dp 1400 ) rapidly increases in strength (due to thermal and midlevel forcing). Thereafter it decreases slowly for EOP 2 but it continues to increase strongly for EOP 5. These differing forcing histories explain the resulting moderate downvalley wind for EOP 2 and the strong downvalley wind for EOP 5.
This figure points to the origin of the difference between the two EOPs. For EOP 2, the midlevel pressure gradient, after an initial increase, decreases throughout the night, eventually reversing its sign and leading to the onset of the midlevel upvalley flow. The continued increase of the upvalley forcing produces the downward growth and strengthening of the upvalley flow layer. For EOP 5, on the other hand, the midlevel pressure gradient continues to increase, thus producing the strong downvalley jet. Thus, while the low-level thermal forcing for the two cases is similar, the very different evolution of the superimposed midlevel forcing leads to the contrasting evolution of the valley flow.
Note that the along-valley component of the synoptic pressure difference above the peaks of the Sierra Nevada mountains (i.e., at 4400 m) is negative for both EOPs (20.6 hPa for EOP 2 and 20.3 hPa for EOP 5). Thus, pure pressure-driven channeling induced by the upper-level synoptic pressure distribution would lead to southerly upvalley flow in the valley for both EOPs, albeit of different magnitudes. This corroborates that the key to the differences between the two EOPs lies in the different midlevel forcing.
The analysis above considers only two points along the valley axis to calculate the pressure gradient. Figure 12 shows snapshots of the along-valley variation of lowand midlevel pressure. For both cases the along-valley pressure gradients are very weak at 0200 UTC (not shown in Fig. 12 , but seen in Fig. 11 ). At 0500 UTC, concurrent with the onset of the downvalley flow, there is a strong low-level pressure gradient in the northern part of the valley. Once the downvalley flow has established itself (0800 and 1100 UTC; Fig. 8) , the lowlevel downvalley forcing remains located mainly in the northern part of the valley. The pressure gradient in the southern part of the valley remains weak and tracks the evolution of the midlevel pressure gradient, especially for EOP 2. This shows that the thermal forcing (regions with a large difference between the low-and midlevel pressure) is restricted mainly to the northern part of the valley. The midlevel pressure distribution is fairly uniform, characteristic of its nonlocal, larger-scale origin. of the (horizontal) advection term in Eq. (1). Note that by using u›u/›s 5 ›/›sðu 2 /2Þ and the definition of dynamic pressure p d 5 v 2 /2, the horizontal advection term is equal to the along-valley gradient of dynamic pressure. Comparison of the static and total (sum of static and dynamic) pressure distribution at 1400 m shows that the momentum advection term is at times not negligible, but it also does not significantly change the above conclusions.
c. Origin of the midlevel forcings Figure 13 illustrates that the midlevel flow and forcing within the Owens Valley is the result of the interaction of the midlevel synoptic-scale flow with the Sierra Nevada mountain range. The interaction of this midlevel flow, which is southwesterly for EOP 2 and northerly for EOP 5, with the mountain range produces southerly flow for EOP 2 and northerly flow for EOP 5 not only within the valley but also in the adjacent areas. This corroborates the idea that the midlevel flow and forcing within the valley is not due to some local process. Further analysis of the synoptic evolution shows that the evolution of the midlevel along-valley forcing for EOP 5, with its maximum at 1200 UTC (see Fig. 11 ), is due to the passage of a cold front. The associated cold air Inspection of the topography in Fig. 13 shows why Owens Valley is so susceptible to external influences well below the Sierra Nevada crest height. At 2600 m, only the Sierra Nevada and White Mountains portion of the valley sidewalls remains. The valley is thus poorly defined and open to influences from the north and the east. In fact, the valley starts to be poorly defined already at heights above about 2200 m (see Fig. 1 ). Therefore, the midlevel along-valley pressure gradient within the valley is easily dominated by external influences. In addition the valley is relatively wide, which further reduces the relative strength of local thermal forcings.
To isolate the large-scale forcings from the local thermal forcing we undertook an EOP 2 simulation for which the radiative heat transfer and surface heat fluxes were turned off on all grids. Figure 14 compares the resulting along-valley flow with the standard simulation. It can be seen that above about 2500 m, the flow structure is very similar for the two simulations. The nocturnal downvalley jet, however, is missing for the simulation with no thermal forcing. Note the upvalley flow along the eastern sidewall at y 5 20 km in the reference simulation related to the local vortex (Fig. 9) . This comparison confirms that the upvalley flow during EOP 2 is due to the interaction of the large-scale flow with the Sierra Nevada mountains and not due to local thermal forcing.
Conclusions
Numerical experiments are performed using ARPS aimed at understanding the differences in observed flow evolution in California's Owens Valley for two nights that were expected to be dominated by local thermally driven valley winds due to the presence of a weak high pressure ridge. The performance of ARPS has been evaluated through comparison with data from the T-REX field campaign. The model is able to reproduce the large differences between the two nights and the main features of the valley wind system in Owens Valley. Therefore it is used to investigate the physical mechanisms leading to the observed flow evolution.
It is found that the Owens Valley is very susceptible to large-scale forcings originating from levels well below the crest height of the Sierra Nevada (;4000 m). In contrast to a narrow and deep valley within a larger mountain range, Owens Valley is increasingly open to influences from the north and the east at heights above about 2200 m (which is well below the height of the western sidewall). It is shown that the low-level flow evolution is strongly influenced by these midlevel forcings as the corresponding midlevel along-valley pressure gradient is directly superimposed on the low-level thermal forcing. Figure 15 summarizes the upper-level synoptic setting and the valley flow structure for the two EOPs. In EOP 2, strong upper-level westerlies and the associated geostrophic pressure gradient produce a midlevel pressure forcing that opposes the low-level thermal forcing. This results in the observed three-layer structure consisting of a layer of upvalley flow sandwiched between the thermally driven downvalley flow and the synoptic northwesterly flow. In EOP 5, a weaker upperlevel forcing of the same sign is overpowered by a more active and opposing midlevel forcing. Hence, the resulting midlevel pressure forcing enhances the low-level thermal forcing, producing a strong downvalley jet with wind speeds exceeding 15 m s 21 . The susceptibility of the Owens Valley wind system to external influences points to the importance of large-scale forcing for explaining the observed valley flow structure and more generally for interpreting observations taken in the Owens Valley including near-surface observations. teams from the university community and the National Center for Atmospheric Research's Earth Observing Laboratory (NCAR EOL) are recognized for their outstanding efforts at the Terrain-Induced Rotor Experiment (T-REX). The primary sponsor of T-REX is the U.S. National Science Foundation (NSF). The observational data were downloaded from the T-REX Data Archive, which is maintained by NCAR EOL. 
