Computer-based support in healthcare is becoming ever more important. No other domain has so many innovative changes that have such a high social impact. There has already been a long standing tradition for computer-based decision support, dealing with complex problems in medicine such as diagnosing disease, managerial decisions and assisting in the prescription of appropriate treatment. As we know that "Research is for the people not for yourself" so we are pleased to work for the healthcare and hence for the society and ultimately the MANKIND.
INTRODUCTION
Healthcare researchers as well as practitioners require a lot of information to make their healthcare related activities and practices either with drug prescriptions which can efficiently cure patients' illness or with correct and efficient medical/clinical procedures and services. Over the last decade, we have witnessed a likely to explode growth in the information available on the World Wide Web. Today, web browsers provide easy access to innumerable sources of text and multimedia data. More than 1000000000 pages are indexed by search engines, and finding the preferred information is not an easy task. This abundance of resources has provoked the need for developing automatic mining techniques on the World Wide Web, thereby giving rise to the term "web mining." Information technology has been playing a vital and critical role in this field for many years. Therefore being able to promptly and correctly access required medical databases and information system resources and effectively communicate across different medical Institutes or countries become necessary. To proceed toward web intelligence, requires the need for human intrusion, we need to integrate and embed knowledge discovery, and machine learning into web tools.
The Web has become a major vehicle in performing research and practice related activities for healthcare researchers and practitioners, because it has so many resources and potentials to offer in their specialized professional fields. There is tremendous amount of information and knowledge existing on the Web and waiting to be discovered, shared and utilized. The research in improving the quality of life through the Web has become attractive. This paper summarizes. The reason for considering web mining, a separate field from data mining, is explained. The limitations of some of the existing web mining methods and tools are enunciated, and the significance of proposed model in health care. Scope for future research in developing "Proposed model of web mining" systems is explained. We present an approach regarding Semantic Web and mining [3] in healthcare, which can be used to not only improve the quality of Web mining results but also enhances the functions and services and the interoperability of medical information systems and standards in the healthcare field.
The objective of this article is to present an outline of web mining, Knowledge web mining, its subtasks, and to give a perspective to the research community about the potential of applying knowledge discovery techniques to its different components. The article, gives emphasis on possible enhancements of these tools using "Knowledge Web Mining". It should be noted that the use of knowledge discovery in "web mining" is a field in its origins, and thus the worth of this paper at this point in time is evident.
The rest of this paper is organized as follows: Section II deals with the web and web mining, knowledge web mining discussed in next Section i.e. in section III. Section IV provides an introduction to knowledge discovery. Sections V cover, in detail, the possible healthcare application and future model a practical approach, Section VI provides the conclusion and scope of future research in the area of knowledge web mining by proposed model. www.ijacsa.thesai.org II.
WEB AND WEB MINING Web is a collection of inter-related files on one or more Web servers. The web is a immense collection of completely uncontrolled heterogeneous documents.
Figure1. The steps of extracting knowledge from data Thus, it is huge, varied, and dynamic, and raises the issues of scalability, heterogeneity, and dynamism, respectively. Due to these characteristics, we are currently drowning in information, but famished for knowledge; thereby making the web a fertile area of data mining research with the vast amount of information available online. Data mining refers to the nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data. Web mining can be mostly defined as the discovery and analysis of useful information from the World Wide Web.
Web mining is the application of data mining techniques to Web data [5] . Web mining helps to solve the problem of discovering how users are using Web sites. It involves mining logs (or log analysis) and the steps that typically have to be gone through to get meaningful data from Web logs -data collection, pre-processing, data enrichment and pattern analysis and discovery as given in figure 1.
Web mining is the application of data mining techniques to extract knowledge from Web data Web data is  Web content -text, image, records, etc.  Web structure -hyperlinks, tags, etc.  Web usage -http logs, app server logs, etc.
In web mining data can be collected at the server side, client side, proxy servers, or obtained from an organization's database. Depending on the location of the source, the type of collected data differs. It also has extreme variation both in its content (e.g., text, image, audio, symbolic etc.) and meta information, that might be available. This makes the techniques to be used for a particular task in web mining widely varying.
Some of the issues which have come to light, as a result, concern  Need for handling context sensitive and imprecise  Queries;  Need for summarization and deduction;  Need for personalization and learning.
Thus, web mining, though considered to be a particular application of data mining, warrants a separate field of research, mainly because of the aforesaid characteristics of the data and human related issues.
III. KNOWLEDGE WEB MINING
Relevance of knowledge web mining is extensively established in the literature recently, the application of knowledge web mining in health care problems has also drawn the attention of researchers.
Thus better healthcare related recommendations can be constructed with ontologies and with little human intervention. For an on-line healthcare web site, two important ontologies would need to be built: one of the ontology describing all the healthcare services provided, with the relation between each other, and the other ontology describing the web site. Thus Semantic Web ontology can help build better web mining analysis in healthcare, and web mining in-turn helps construct better, more powerful ontology in healthcare. Web personalization is to display and offer information to the healthcare web site users according to their interests and needs, which are already stored in the database. Personalization requires implicitly or explicitly collecting web site users information and leveraging that knowledge in the content delivery framework to choose what information to present to the users and how to present it with tailored pages according to information gathered about the particular health care web site user. Web mining is the application of data mining techniques to Web data.
Web mining helps to solve the problem of discovering how users are using Web sites. It involves mining logs (or log analysis) and the steps that typically have to be gone through to get meaningful data from Web logs -data collection, preprocessing, data enrichment and pattern analysis and discovery. We have proposed a new type of intelligent model in health care which is web based, In which we use web mining and data mining.
IV. KNOWLEDGE DISCOVERY

A. Proposed Model
Our work is for the architecture of a web based decision support system model. Means we have to work on basically three areas.
a) Web based Model b) DSS c) Intelligent web based Model (IDSS)
This will give us a Web based DSS model [6] which is Intelligent. Our work area will be health care, so we need data related to health care such as cardio, OSA, diabetes, breast Now finally we are going to propose our model in which we have to use Web and Web mining. From web we fetch data and through web and web server we store data and after mining we make these data intelligent using our model. In this model we use data mining, web mining tools, web and web servers. Our proposed model will be as follows.
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Figure2. Proposed Web based IDSS Model
As given in the above figure our research will base on three modes. In first mode we fetch data from the web and that organizational data base will be treated by data mining. By the help of data mining tools (DMT) or Knowledge mining Tools (KMT) we get knowledge data that will be used by the knowledge engineers or the users.
In second method our research will based on data which will be fetched by the web [6] . We fetch data and collect data as organizations' operational database. By the help of OLAP server we fetch data and on that data we apply DMT or KMT. This will result as knowledge data. Data will be further used by the knowledge engineers or the users. These data would be further send to web for the global use. Similarly in the third mode we fetch data from web by different web crawlers. In these data we have web structure, contents and web usage. On these data we use DMT or KMT and finally acquire knowledge data and that would be further used by knowledge engineers or end users given in figure 2.
A. Diabetes and data mining
When considering the healthcare business, we may find several interesting and demanding applications for DM [10] .
Following our analytical formulation, we now present a reallife application for identifying diabetic patients in a small Indian town.
TABLE1: SHOWS THE PATIENT SUFFERING FROM THE DISEASE B. Classification and Prediction
Classification is the processing of finding a set of models (or functions) which describe and distinguish data classes or concepts, for the purposes of being able to use the model to predict the class of objects whose class label is unknown. The derived model may be represented in various forms, such as classification (IF-THEN) rules, decision trees, mathematical formulae, or neural networks.
Classification can be used for predicting the class label of data objects. However, in many applications, one may like to predict some missing or unavailable data values rather than class labels. This is usually the case when the predicted values are numerical data, and is often specifically referred to as prediction [7] .
IF-THEN rules are specified as IF condition THEN conclusion e.g. IF age=old and patient=diabetic then heart disease prone=yes C. Clustering Analysis Unlike classification and predication, which analyze classlabeled data objects, clustering analyzes data objects without consulting a known class label. In general, the class labels are not present in the training data simply because they are not known to begin with. Clustering can be used to generate such labels. The objects are clustered or grouped based on the principle of maximizing the intra class similarity and minimizing the interclass similarity.
That is, clusters of objects are formed so that objects within a cluster have high similarity in comparison to one another, but are very dissimilar to objects in other clusters. Each cluster that is formed can be viewed as a class of objects, from which rules can be derived. [4] Application of clustering in medical can help medical institutes' group individual patient into classes of similar behavior [7] . Partition the patient into clusters, so those patients within a cluster (e.g. healthy) are similar to each other while dissimilar to patient in other clusters (e.g. disease prone or Weak). As given in figure 3. The main goal of this application is to be familiar with what causes diabetics. We were capable to obtain a patient database and conduct an analysis looking for to identify which patients have high probability of being diabetic.
Association Rules that can be derived from Table 1 are of the form:
[support=2% and confidence=60%] (X,"Bloodsuger")^(X," Bloodpressure") >(X,"Heartdisease") [Support=1% and confidence=50%]
Where support factor of the association rule shows that 1% of the patient suffering from the disease blood sugar and blood pressure, confidence factor shows that there is a chance that 50% of the patients who have "Blood sugar" will also have "Blood pressure". This way we can find the strongly related disease and can optimize the database of a healthcare programme. As given in Table 1 .
D. Generating Knowledge
The use of Information Theory is primarily interesting as this theory relates also to the Information Systems field. When integrates those concepts together we were capable to show that our method is relatively excellent compared to other traditional methods. Therefore, one outcome is establishing our method as a legitimate method for DM [8] .
Second, we used to the DM procedure to gain knowledge about diabetes. We wrap up that the following variables can provide good indicators for identifying probable diabetic patients: family history, body weight (BMI Body Mass Index), pregnancy (in case of female patent), SFT (Skin Fold Thickness) and age. This may become a powerful predictive tool for any organization seeking to perform a more accurate and informed patient selection process to recognize diabetic patients.
E. Working with Tanagra on Diabetes Dataset:
Open Tanagra then open data file which is in txt, xls or arff format. We use tanagra for finding the class of particular disease and its various attributes such as Max, Min, Mean, std. deviation etc. then we find its class of diabetic and non diabetic patients then finally we are able to give description of both class of diabetic and non-diabetic patients [9] with there accuracy in percentage. First we open a new sheet of Tanagra and then open a dataset of diabetic patient in the format given in Tanagra. First look of Tanagra is given in figure 4 . Dataset file name diabetic.txt. Now we right click on view dataset and choose view from pop-up menu which will appear after right click on view dataset. This gives the data on the Tanagra sheet given below in figure 6 . Now we select view dataset from data www.ijacsa.thesai.org visualization tab and drag it and drop to that on dataset. Now we select define status from feature selection tab and then drag it and drop to dataset then right click on define status and select parameters from pop up menu we get above attributes given in figure 7 . Now select four attributes as input as age, BMI, DPF and Plasma Glucose and press OK button. Now we get following result given in figure number 8.
From statistics tab we choose Univariate continuous stat, drag and drop it in define status1. Then we use view command from pop up menu we will get following figure 8. In above figure it is clear that we get result as Min, Max, Average, Std-dev and avg. Std-dev. Similarly for age min age is 21 max ages in dataset is 60, average is 37.9024, std. dev is 11.6293 and avg. std dev is 0.3068 as given in above figure 8. Again we select define status3 and drag and drop group characterization figure 9 from statistics tab. Then press right click and choose view we will get following result in figure 9 .
In the next section we have outcomes of the work explained. In this result we could conclude that the group 'Yes' means diabetic class having mean value of plasma glucose is 137.36 and standard deviation is 34.99 for the average mean age group is 40 years.
Whereas for group 'No' means non-diabetic class the mean plasma glucose value is 114.37 and standard deviation is 23.76 for average age group is 35.47. This is overall 41 patients clinical records test dataset. We could draw a conclusion that average age for non-diabetic is 35-36 years; increase of plasma glucose depends on after 40 years of age. So after 40 years of age a person is more prone to diabetic according to his/her plasma glucose value.
VI. CONCLUSION
As we continue our fight against diabetes, sharing and benchmarking diabetes care is essential to influence health policy and improve outcomes and quality of life for people with diabetes. As more and more data is collected, Diabetes measurement will become an even more powerful resource for inspiring and driving change in diabetes care. The fundamental goal of the Diabetes measurement is to measure, share, and improve diabetes outcomes. There are so many ways to get involved in reversing diabetes trends, from collecting data to sharing better practice models to improving public visibility and advocating for the quality of diabetes care at the global, national, clinic, and patient levels.
In this work we have presented an intelligent proposed model for healthcare which is related with healthcare. In this proposed model diabetic patient. This web based decision support system will helpful in health care management. Since the application of data mining brings a lot of advantages in higher well equipped hospitals, it is recommended to apply these techniques in the areas like optimization of resources, prediction of disease of a patient in the hospital.
As shown in the proposed model mentioned above, the main components of IDSS are intelligent techniques that generate knowledge which further helps health care planners to take more accurate decisions. Future work will be done on heart disease clinical dataset and find outcomes on heart disease. Work will be done on weka and will get knowledge data.
