Abstract Widespread clinical implementation of dynamic CT myocardial perfusion has been hampered by its limited accuracy and high radiation dose. The purpose of this study was to evaluate the accuracy and radiation dose reduction of a dynamic CT myocardial perfusion technique based on first pass analysis (FPA). To test the FPA technique, a pulsatile pump was used to generate known perfusion rates in a range of 0.96-2.49 mL/min/g. All the known perfusion rates were determined using an ultrasonic flow probe and the known mass of the perfusion volume. FPA and maximum slope model (MSM) perfusion rates were measured using volume scans acquired from a 320-slice CT scanner, and then compared to the known perfusion rates. The measured perfusion using FPA (P FPA ), with two volume scans, and the maximum slope model (P MSM ) were related to known perfusion (P K ) by P FPA = 0.91P K ? 0.06 (r = 0.98) and P MSM = 0.25P K -0.02 (r = 0.96), respectively. The standard error of estimate for the FPA technique, using two volume scans, and the MSM was 0.14 and 0.30 mL/min/g, respectively. The estimated radiation dose required for the FPA technique with two volume scans and the MSM was 2.6 and 11.7-17.5 mSv, respectively. Therefore, the FPA technique can yield accurate perfusion measurements using as few as two volume scans, corresponding to approximately a factor of four reductions in radiation dose as compared with the currently available MSM. In conclusion, the results of the study indicate that the FPA technique can make accurate dynamic CT perfusion measurements over a range of clinically relevant perfusion rates, while substantially reducing radiation dose, as compared to currently available dynamic CT perfusion techniques.
Introduction
Computed tomography (CT) angiography is a well-established, noninvasive method used to detect coronary artery stenoses. However, CT angiography is limited in its ability to determine whether an intermediate lesion % diameter stenoses) is the cause of ischemia [1, 2] . Although multimodal techniques such as PET/CT and SPECT/CT can provide functional information, these techniques are limited by the cost and availability of radiotracers, preventing their widespread clinical implementation. Therefore, it would be clinically useful to combine the anatomic information of CT angiography with the physiologic information of CT myocardial perfusion into a single, lowdose procedure to better stratify a patient's risk.
Several different techniques of dynamic CT perfusion have been reported [3] [4] [5] [6] [7] , most of which are based on some variation of the Mullani-Gould method [8] . These techniques, such as the maximum slope model, monitor the mean enhancement of a small volume of myocardium over time. The resulting contrast pass curve is then used to measure myocardial perfusion using fitting parameters from different models. While such techniques have shown positive correlation with coronary fractional flow reserve [7] and microsphere measurements [9, 10] , overall they tend to underestimate perfusion [10, 11] . This problem of underestimation stems fundamentally from the rapid transit time of contrast through the myocardium. Specifically, these techniques operate under the assumption that no contrast leaves the myocardial tissue volume of interest over the time of measurement. However, these techniques generally make measurements using small volumes of interest (VOI), over many cardiac cycles; therefore they are inherently subject to contrast loss from the small VOIs, especially at hyperemia. In addition, such techniques require multiple volume scans over many cardiac cycles to generate perfusion measurements, leading to cumulative radiation doses of up to 30 mSv for combined rest and stress scans [12] . Therefore, the issues of measurement accuracy and radiation dose need to be addressed before dynamic CT perfusion can be implemented as a clinical standard.
To resolve such limitations, much larger VOIs, defined as an entire perfusion bed of an artery or major arterial branch, distal to a stenosis [13, 14] , could be used to make vessel-specific perfusion measurements. Further, measurement in large VOIs would improve the signal-to-noise-ratio (SNR). Unfortunately, CT technology has been limited by the total myocardial volume coverage per cardiac cycle. Hence, dynamic CT perfusion techniques have been limited in the accurate quantification of myocardial perfusion [15, 16] . However, with recent advances in CT technology, the coverage has been extended, allowing the entire heart to be imaged within a fraction of a second. Such advances have enabled implementation of the first pass analysis (FPA) technique for dynamic CT myocardial perfusion measurement. By increasing the VOI size, SNR is improved, and the problem of contrast loss from VOIs over the time of measurement is eliminated. Hence, the FPA technique is able to measure the total volume of contrast material that has entered a given perfusion bed between two volume scans. As a result, the complicated problems of myocardial contrast dynamics and blood flow quantification can be distilled down into the much simpler concept of conservation of mass.
In this study, the ability of the FPA technique to accurately measure myocardial perfusion over a range of known, clinically relevant perfusion rates was evaluated in a cardiac phantom using a 320-slice CT scanner. The possibility of radiation dose reduction was also investigated by assessing the accuracy of FPA perfusion measurements using a limited number of volume scans.
Materials and methods

Perfusion model
The proposed FPA perfusion measurement technique is based on a first pass distribution model [17] [18] [19] [20] and the principle of conservation of mass. Specifically, any myocardial perfusion volume supplied by a coronary artery may be modeled as a compartment with a unique entrance and exit vessel, as seen in Fig. 1 . Given this model, no assumptions about the compartment shape, internal structure, vascular permeability, or nature of the exit conduits need to be made. In order to measure flow (Q) through the compartment, it is necessary to determine the volume (DV) of blood entering the compartment within a certain time interval (Dt), as well as the input blood iodine concentration (C in ) using (see Appendix):
It is possible to calculate
DV Dt
by determining the change in the integrated Hounsfield units (HU) of all voxels within the compartment per unit time. Additionally, C in may be estimated from the integrated HU per unit volume (HU/cm 3 ) of a calibration VOI close to the compartment entrance. Thus, using the proposed FPA technique, the flow through any large myocardial tissue compartment, or perfusion volume of interest, can be calculated as the average slope of the integrated HU in the VOI per unit time, divided by the maximum input concentration from the calibration volume, assuming no contrast agent has exited the myocardial VOI before measurements are completed. Further, because the mass of the myocardial VOI is known, the perfusion rate can be derived directly from the calculated flow rate. As a result, many intra-compartment parameters, such as capillary permeability and extraction, do not need to be considered when determining perfusion. Thus, such a technique eliminates the need to acquire multiple volume scans over many cardiac cycles and has the potential to substantially reduce the radiation dose of dynamic CT perfusion.
Cardiac perfusion phantom
The cardiac perfusion phantom was designed to model the pulsatile mixing dynamics of the heart with a femoral Fig. 1 Single compartment model used in the first-pass analysis technique showing calibration and perfusion volumes contrast injection site [21] . A photograph and a schematic of the cardiac perfusion phantom are shown in Fig. 2 . Proximally, the components of the phantom served to generate a realistic stroke volume and cardiac output, and ensured sufficient mixing prior to the myocardial compartment. Distally, a myocardial compartment with a coronary vessel input was constructed from a 10 cm diameter polymethyl methacrylate (PMMA) tube filled with small diameter plastic beads of different sizes. The beads simulated myocardial tissue packing, and reduced the interstitial fluid distribution volume within the myocardial compartment, such that the measured density of the simulated myocardial tissue was 0.97 g/mL. Another PMMA chamber with a diameter of 5.7 cm was also placed in the center of the myocardial compartment, and was filled with contrast media with an iodine concentration of 20 mg/ mL to simulate a contrast-filled ventricle. Further, the total volume of the simulated myocardial tissue was designed to approximate the total tissue volume of the myocardium. Lastly, the entire myocardial compartment was imaged inside an average adult-sized anthropomorphic thorax to generate realistic radiation dose, X-ray attenuation, and image noise properties (Cardio; QRM, Mohrendorf, Germany) [22] . Overall, the design of the myocardial compartment simulates a first pass distribution model. An axial cross section of the myocardial compartment before and after contrast injection is shown in Fig. 3 .
Water was circulated through the phantom using a pulsatile pump (Harvard Apparatus, Holliston, MA). The stroke volume and cardiac output were held constant at 100 mL per stroke and 5 L/min total through the system. Separate input and output reservoirs were used to eliminate recirculation of contrast material. An ultrasonic flow probe (Transonic Systems Inc., Ithaca, NY) was used to determine instantaneous flow through the myocardial compartment, and all known flow rates were continuously recorded (MP150, Biopac Systems Inc., Goleta, CA). The known flow rates were converted to perfusion using the known mass of the perfusion volume. The known perfusion was used as the reference standard for comparison to the measured CT perfusion. An example of the pulsatile flow profile through the phantom can be found in Fig. 4 , and is characteristic of in vivo systolic and diastolic flow properties. In order to modulate the perfusion rate through the myocardial compartment, variable resistance was applied downstream of the perfusion compartment and at the termination of the distal aorta (see Fig. 2 ). A range of known perfusion rates between 0.96 and 2.49 mL/min/g were evaluated. The minimum and maximum perfusion rates are approximately representative of perfusion in resting and stress conditions, and correspond to a coronary flow reserve (CFR) of 2.6. The range of perfusion rates evaluated is also approximately representative of perfusion deficits caused by stenoses of increasing severity in stress conditions.
CT imaging protocol
CT imaging was performed using a 320-slice CT scanner (Aquilion One, Toshiba America Medical Systems, Tustin, CA). An ECG emulator was used to generate a heart rate that matched the frequency of the pulsatile pump, allowing the cardiac phantom to be imaged using a prospective, ECG-gated cardiac perfusion protocol. The CT imaging parameters were: 320 9 0.5 mm detector collimation, 100 kVp tube voltage, 200 mA current, and 0.35 s rotation time. For each perfusion measurement approximately 20 volume scans were acquired following a 15 mL bolus injection of contrast material (Isovue 370, Bracco Diagnostics, Princeton, NJ) and a 15 mL bolus injection of saline. All injections were made using a power injector (Empower CTA, Acist Medical Systems, Eden Prairie, MN) at a rate of 5 mL/s. While transient increases in flow, on the order of 5-10 %, were measured immediately after contrast injection, all flow rates equilibrated well before CT perfusion measurements were made. Hence, any effects of the contrast injection on measured perfusion rates were negligible. CT images were reconstructed from full projection data sets with a slice thickness of 0.5 mm using a mediumsmooth FC03 kernel with beam hardening corrections. The voxel size was 0.43 9 0.43 9 0.5 mm 3 and images were reconstructed at 75 % of the ECG cycle, as is customary in diastolic imaging.
Perfusion measurement using the FPA technique
All FPA perfusion measurements were made using a VOI with an outer diameter of 9 cm, an inner diameter of 5.7 cm, and a slab thickness of 1.5 cm, defined inside the myocardial compartment. The contrast filled ventricle was excluded from the VOI. Given these dimensions and the packing fraction of the beads, the total volume inside the VOI was 57 mL, corresponding to approximately 55 grams of simulated myocardial tissue. Example images of the phantom before and after contrast infusion are shown in Fig. 3 . For each perfusion measurement, the integrated HU (sum of all voxel HU) within the myocardial VOI was used to generate the tissue time attenuation curve (TAC).
To obtain the input concentration C in in Eq. 1, a calibration VOI with a cross-sectional area of approximately 2 cm 2 and a thickness of 0.3 cm was defined directly upstream from the myocardial compartment. The integrated HU within this calibration VOI was determined and divided by the known VOI volume to yield the arterial input function (AIF). Perfusion was calculated by measuring the change in iodinated blood volume within the known time interval and dividing by the myocardial mass.
Perfusion measurement using the maximum slope model
For comparison purposes, perfusions rates were also measured using the maximum slope model. In this case, a number of small VOIs, measuring approximately 0.3 cm 3 , were defined inside the myocardial compartment. The VOI size was chosen based on previously reported maximum slope model implementations [9, 10, 23] . The average HU in the small VOIs, instead of the integrated HU, was determined and plotted as a function of time. Curve fitting was performed, and maximum slope model perfusion was calculated using the following equation [11] .
Radiation dose reduction
The radiation dose reduction capacity of the FPA technique was evaluated by successively reducing the number of volume scans per perfusion measurement from the original 20 volume scans, in order to determine the minimum number of volume scans necessary for accurate perfusion measurement. A small VOI inside the aorta is normally monitored to determine the start of image acquisition using a preset HU. In order to simulate a clinical protocol, a Fig. 4 Pulsatile flow profile corresponding to an average perfusion rate of 2.49 mL/min/g threshold of 180 HU was set for the AIF. After a threshold of 180 HU was reached in the AIF, five volume scans over five consecutive cardiac cycles (V1-V5) were used for perfusion measurements. The first-pass analysis perfusion calculations were performed based on two (V1 and V5), three (V1, V3 and V5), and five (V1-V5) volume scans (see Fig. 5 ). The initial volume scan (V1) used was one cardiac cycle after a triggering threshold of 180 HU in the AIF. The input concentration C in used for FPA perfusion measurement was always acquired from the final volume scan (V5) and approximates the maximum of the arterial input function. The total dose-length-product (DLP) was determined for each measurement, and converted to an effective dose (ED) in mSv using an ED/DLP conversion factor (k = 0.015) [24] . The reduced radiation dose was calculated using the radiation dose per volume scan multiplied by the number of volume scans used for perfusion measurement.
Results
Perfusion measurements
FPA and maximum slope model measurements were made for known flow rates between 60 and 140 mL/min corresponding to known perfusion rates between 0.96 and 2.49 mL/min/g. An example arterial input function for the 2.49 mL/min/g perfusion measurement is shown in Fig. 5 . The corresponding FPA tissue time attenuation curve (TAC) is also shown in Fig. 5 , where the upslope of the TAC between V1 and V5 is proportional to the average perfusion rate. For both the AIF and TAC, clinically realistic enhancement was achieved. FPA and maximum slope model perfusion measurements versus known perfusion are shown in Table 1 and Fig. 6 . The results show an excellent correlation between the known and measured perfusion using 2, 3, and 5 volume scans with no significant difference between the results from 2 to 5 volume scans. On the other hand, the maximum slope model showed a significant, systematic underestimation of the known perfusion.
Radiation dose reduction
FPA perfusion measurements were calculated using two, three, and five volume scans. The average difference between FPA perfusion measurements made using two volume scans versus five volume scans was 0.00 ± 0.02 mL/min/g, suggesting the FPA technique can yield accurate perfusion measurements using as few as two volume scans. The radiation dose incurred per volume scan was 1.32 mSv, resulting in a total radiation dose of 2.64, 3.96, and 6.6 mSv for two, three, and five volume scans, respectively. Furthermore, depending on the perfusion rate, the radiation dose for the maximum slope model was in the range of 11.69-17.51 mSv. Based on the radiation dose of a two volume scan FPA acquisition compared to the radiation dose of the maximum slope model, the FPA technique offers more than a fourfold reduction in radiation dose, and is more accurate in perfusion quantification.
Discussion Existing CT perfusion techniques
Existing dynamic CT perfusion techniques, such as the maximum slope model, use a relative index of myocardial blood flow to measure perfusion. Previous reports have indicated that CT perfusion is positively correlated with coronary fractional flow reserve (FFR) and microsphere measurements [7, 9, 10] . However, in these reports perfusion was always underestimated, as illustrated by a lessthan-unity slope and non-zero offset, when compared to reference standard microsphere measurements [9, 10] . Such perfusion underestimation is due to the use of small VOIs (*1 mL) to generate myocardial tissue time attenuation curves. Smaller VOIs are subject to shorter transit times of contrast, and as a result are highly susceptible to contrast loss and perfusion underestimation, especially at hyperemia [12] . Such problems of underestimation were also described in a recent simulation study [11] and are in agreement with the maximum slope model perfusion results from this study (see Fig. 6 ). The FPA technique differs from previously reported dynamic CT perfusion techniques in that it does not suffer from perfusion underestimation and can determine perfusion with near unity slope and minimal offset when compared to reference standard ultrasonic flow probe measurements. Specifically, it takes advantage of whole organ CT scanners to prospectively image the entire heart within a fraction of a second. The extended coverage allows perfusion measurement of the entire perfusion bed for an arterial tree or a major branch, eliminating the problem of contrast loss by increasing the transit time window; a requirement that is not satisfied by most dynamic CT perfusion techniques. Additionally, measurements in large perfusion beds are much less sensitive to image noise, making it easier to extract accurate perfusion information from fewer volume scans.
In the current study, a single, large VOI, which encompassed the entire myocardial tissue volume, was used for perfusion measurements. However, clinical implementation of this technique will require vesselspecific VOIs determined from CT angiographic images [13, 14] . Such VOIs will be defined as the entire perfusion The associated radiation dose is also included bed of an artery or major arterial branch, distal to a stenosis, and will allow for vessel-specific perfusion measurements to be made.
Perfusion measurement using the FPA technique
The results of the study indicate that the proposed FPA technique accurately measures perfusion using CT image data over a range of clinically relevant perfusion rates. FPA derived perfusion measurements had a standard deviation of 0.08 mL/min/g with an average RMS error of 0.083 mL/min/g. Maximum slope model derived perfusion measurements had a standard deviation of 0.03 mL/min/g and an average RMS error of 1.30 mL/min/g. The results indicate that the FPA technique is both accurate and reproducible (see Table 1 ). The results also indicate that the maximum slope model greatly underestimates perfusion (see Fig. 6 ), which is in agreement with previous reports [10, 11] . Overall, the accuracy and reproducibility of the perfusion results validate the FPA technique and its underlying assumptions. Additionally, the FPA technique has previously been validated for flow measurement using invasive 2D coronary angiographic images [17] [18] [19] [20] , further supporting its potential as a CT perfusion technique.
Dose reduction
A major limitation of existing dynamic CT perfusion techniques is the high radiation dose required. Previous reports indicate that the average radiation dose delivered during a single dynamic CT perfusion stress scan is approximately 9-12 mSv [5-7, 9, 10, 23, 25-32] . In the cases where both rest and stress perfusion scans are acquired, the total radiation dose is further increased and can be as high as 30 mSv [5-7, 9, 25, 27, 28] . Therefore, there is a specific need for dose reduction before dynamic CT perfusion techniques can be implemented as a routine clinical standard. The results from this study indicate that the proposed FPA technique has the potential to substantially reduce radiation dose in addition to improving the accuracy of perfusion measurements. The reduction in radiation dose is accomplished by minimizing the number of volume scans necessary for accurate perfusion measurement. Compared to current dynamic CT perfusion techniques, which require approximately 15 volume scans for perfusion measurement [12] , the FPA technique requires as few as two volume scans for perfusion measurement, resulting in more than a fourfold reduction in radiation dose, as well as more accurate perfusion quantification.
The FPA technique acquires both CT angiography and dynamic CT perfusion data during the same low-dose protocol, which further reduces the total radiation dose and contrast loading to the patient. Furthermore, the FPA technique can be used in conjunction with standard dose reduction methods such as tube voltage optimization, tube current modulation, and iterative reconstruction techniques [28, 33] to further reduce the radiation dose.
Clinical application and study limitations
While the FPA technique was validated in a static cardiac phantom, there are a few limitations for in vivo application of this technique. The first limitation is the effect of potential motion artifacts on perfusion measurement. To address such motion artifacts, prospective ECG-gating can be used to minimize cardiac motion during data acquisition. Additionally, image processing techniques, such as deformable image registration based on mutual information, can be used to further reduce motion artifacts. Another potential limitation is beam hardening due to large volumes of contrast pooling inside the ventricles. The phantom was designed to simulate contrast within the left ventricle. However, the associated artifacts can be minimized by applying beam-hardening corrections available with CT scanners, as well as additional corrections that take into account the dynamic nature of contrast in the heart [34, 35] . A single VOI, which encompassed the entire myocardial tissue compartment, was also used in the phantom study. Since the setup was used to develop and validate the FPA technique, less emphasis was placed on dividing the myocardial tissue compartment into multiple VOIs of complex shape. However, the accuracy of the FPA technique does not depend on the shape of a compartment. Hence, in the current phantom study, the shape of the compartment was chosen to be cylindrical for convenience. That being said, myocardial segmentation and multiple VOIs need to be used in vivo for relevant perfusion measurement. CT angiography data can be used to automatically generate vessel-specific VOIs [13, 14] , allowing the perfusion in each coronary artery perfusion bed or major coronary branch to be determined. Another potential limitation of the study is the time-to-peak of each arterial input function and the corresponding tissue time attenuation curve. In vivo, the time-to-peak of these functions is relatively short due to the hyperemic transit time of blood from coronary artery to coronary sinus [36, 37] . Fortunately, since the FPA technique only requires a minimum of two volume scans, as long as those volume scans are acquired during the upslope of the myocardial tissue time attenuation curve in vivo, and include the peak of the arterial input function, absolute myocardial perfusion can be measured independent of the time-to-peak. The actual timing and total number of volume scans will require more investigation, and will be determined in future in vivo studies. Lastly, full projection data reconstruction was used in the study, resulting in reduced temporal resolution as compared with partial scan reconstructions. This was done to avoid the previously reported partial scan artifacts [36] that limit the quantitative nature of CT perfusion.
Conclusions
The results of the phantom study indicate the FPA technique can be used to make accurate dynamic CT perfusion measurements over a range of clinically relevant perfusion rates using a minimum of two volume scans. This technique has the potential to substantially reduce the radiation dose as compared with existing dynamic CT perfusion techniques by reducing the total number of volume scans necessary for accurate perfusion measurement.
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Appendix
In order to measure perfusion through a compartment, it is necessary to determine the volume [V(t)] of contrast material entering the compartment within a certain time interval, and this volume can be described as:
where Q i (t) and Q o (t) are the incoming and outgoing flow rates, and C i (t) and C o (t) are the incoming and outgoing concentrations of contrast agent, respectively. Equation 3 represents the fluid dynamic form of mass conservation indicating that the total amount of contrast material in the compartment equals the amount that has entered minus the amount that has exited. The term t min denotes the minimum transit time of contrast material through the compartment, from entrance to exit. Hence, if V(t) is calculated before any contrast material has exited the vascular compartment, at t \ t min , the outgoing contrast concentration is zero [i.e. C o (t) = 0] and the latter integral can be ignored.
V t ð Þ ¼
The derivative of both sides of Eq. 4, divided by the input iodine concentration, C in (t), yields:
Integrating from t to t ? Dt and dividing by Dt to give the time-averaged value of Eq. 5 over the sampling period, the final form of flow derived via the proposed first pass analysis (FPA) technique is:
where Q ave is the calculated flow, d dt V is the rate of change of contrast volume in the vascular compartment per unit time, and C in is the maximum input concentration of incoming contrast material at the time of measurement. The measured flow can be further simplified as:
