Abstract. We propose a general method to obtain the representation of solutions for linear fractional order differential equations based on the theory of (a, k)-regularized families of operators. We illustrate the method in case of the fractional order differential equation
Introduction
We study in this paper existence of solutions for fractional order differential equations of the form Fractional order differential equations is a subject of increasing interest in different contexts and areas of research, see e.g. [1] , [4] , [9] , [11] , [8] , [19] , [21] the survey paper [7] and references therein. Our motivation to study equation (1.1) comes from recent investigations where a related class appears in connection with partial differential equations and Cauchy-time processes, a type of iterated stochastic process (see [3] ).
Note that when A = 2∆− 2 ∆ 2 (where ∆ is the Laplace operator) α = 1 and µ = 1/ 2 the above equation was recently considered by Nane [18, Theorem 2.2] . In particular, in case µ = 0, α = 1, A = −∆ 2 and u (0) = − 2 π ∆u 0 with u 0 ∈ D(∆), the equation
has been studied in [18, Theorem 2.1] in connection with PDE's and iterated processes. A precise interplay between entire and fractional order differential equations was investigated in reference [10] . Observe that one cannot apply semigroup theory directly to solve problem (1.1) in terms of a variation of constant formula. However, our methods based on the theory of (a, k)-regularized families allows us to construct a solution. In fact, we will show that it is possible to give an abstract operator approach to equation (1.1) by defining an ad-hoc family of strongly continuous operators. Then, we are able to show that the solution of equation (1.1) can be written in terms of a kind of variation of constants formula (cf. Theorem 3.1 below). We believe that the method indicated in this paper can be used to handle many classes of linear fractional order differential equations. Our method can be viewed as an extension of the ideas in reference [4] to state the existence of solutions for the abstract fractional order Cauchy problem.
Our plan is as follows: In section 2, we introduce some preliminaries on fractional order derivatives, the Mittag-Leffler function and the concept of (α, µ)-regularized families, which give us the necessary framework to apply an operator theoretical approach in the analysis of solutions for the abstract fractional order differential equation (1.1). In section 3, we show a general result on existence and uniqueness of solutions for (1.1). In section 4, we relate equation (1.1) to an integral Volterra equation of convolution type to finally link the (α, µ)-regularized families with the theory of resolvent families for evolutionary integral equations developed in reference [20] .
Preliminaries
Let α > 0, m = [α] and u : [0, ∞) → X, where X is a complex Banach space. The Riemann-Liouville fractional derivative of u of order α is defined by
and in case β = 0 we set g 0 (t) := 0. When α = n is integer, we define D
if the integral is absolutely convergent for Reλ > ω. We have
The power function λ α is uniquely defined as λ α = |λ| α e iargλ , with −π < argλ < π. The Mittag-Leffler function (see e.g. [6] ) is defined as follows:
where Ha is a Hankel path, i.e. a contour which starts and ends at −∞ and encircles the disc |µ| ≤ |z| 
In what follows, we denote k µ (t) = e −µt . In order to give an operator theoretical approach to equation (1.1) we introduce the following definition.
Definition 2.1. Let µ ≥ 0 and 0 < α ≤ 1 be given. Let A be a closed and linear operator with domain D(A) defined on a Banach space X. We call A the generator of an (α, µ)-regularized family {S α (t)} t≥0 ⊂ B(X) if the following conditions are satisfied (S1) S α (t) is strongly continuous on R + and S α (0) = I;
The following equation holds:
for all x ∈ D(A), t ≥ 0. In this case, S α (t) is called the (α, µ)-regularized family generated by A.
Because of the uniqueness of the Laplace transform, a (0, 0)-regularized family is the same as a C 0 -semigroup whereas that a (1, 0)-regularized family corresponds to the concept of cosine family, see [2] . We note that an (α, µ) regularized family corresponds to a (a, k)-regularized family with
The concept of (a, k)-regularized family was introduced in [13] and studied in a series of papers in recent years (see [12] , [14] , [15] , [16] , [17] and [22] ).
Remark 2.2. As a consequence of [13] , in the more general context of (a, k)-regularized families, we obtain that an operator A is the generator of an (α, µ)-regularized family if and only if there exists ω ≥ 0 and a strongly continuous function
As in the situation of C 0 -semigroups we have diverse relations of an (α, µ)-regularized family and its generator. The following result is a direct consequence of [13, Proposition 3.1 and Lemma 2.2]. Proposition 2.3. Let S α (t) be an (α, µ)-regularized family on X with generator A. Then for µ ≥ 0 and 0 < α ≤ 1 the following holds:
The following characterization of generators of (α, µ)-regularized families, analogous to the Hille-Yosida Theorem for C 0 -semigroups, can be directly deduced from [13, Theorem 3.4] . 
for all λ > 0 and n = 0, 1, 2...
Finally, we observe that results on perturbation, approximation, asymptotic behavior, representation as well as ergodic type theorems can be also deduced from the more general context of (a, k) regularized resolvents (see [14] , [15] , [16] , [17] and [22] ).
Existence and Uniqueness
In this section we study the existence and uniqueness of solutions to the fractional evolution equation u(t) − Au(t) = f (t), 0 < α ≤ 1. We say that u ∈ C 1 (R + ; X) is a solution of equation (3.1) if u(t) ∈ D(A) and satisfies (3.1). Taking, formally, the Laplace transform to (3.2) we obtain
Using the definition of S α (t) by means of Laplace transform (cf. Remark 2.2), the statement of the following theorem is then easy to deduce. 
Proof. We have
3) and the fact that µ1 * k µ = 1 − k µ we deduce the identity
On the other hand, from (3.3) we also have
Now we note from (2.3) the identity S α (t) + S α (t) = (g α * AS α )(t). This gives, summing up (3.5) and (3.6), the following identity (3.7)
. Moreover, again from (3.3) we have (3.8)
Setting (3.7) and (3.8) in the last equality in (3.4) we get (3.9)
where,
and
Hence, we obtain from (3.9) (3.10)
Sufficient conditions to obtain generators of an (α, µ)-regularized family are given in the following proposition.
Proposition 3.2. Suppose A generates a bounded analytic semigroup and 0 < α ≤ 1, µ ≥ 0. Then A generates an (α, µ)-regularized family.
Proof. Since A generates a bounded analytic semigroup, we have that {τ : Reτ ≥ 0} ⊆ ρ(A) and there is a constant M > 0 such that ||τ (τ − A)
−1 || ≤ M for Reτ > 0. Now, defineâ(λ) = 1 λ α (λ+µ) and let λ = re iθ with |θ| < π/2 and r > 0. Then, since 0 < α ≤ 1 we obtain
is well defined and satisfies
For H (λ) one obtains that
,
and hence we obtain that there exist a constant C > 0 such that for all Reλ > 0
By Proposition 2.5 we obtain that (P2) in Theorem 2.4 is satisfied, proving the claim.
Combining the previous results, we can give the following corollary on existence of solutions of equation (3.1). 
for all x ∈ D(A), t ≥ 0. The above is equivalent to say that there exists ω ≥ 0 and a strongly continuous function R :
The following result shows that (a α , k µ )-regularized families are in one to one correspondence with (a α , 1)-regularized families. Theorem 4.1. A closed and linear operator A generates an (α, µ)-regularized family S α (t) if and only if A generates an (a α , 1)-regularized family R(t). Moreover,
Proof. Suppose that A generates an (α, µ)-regularized family S α (t). Then defining R(t) as in (4.2), we obtain
= S α (t) − k µ (t) + µ1 * A(S α − k µ )(t) = S α (t) − k µ (t) + µ(1 * AS α )(t) − µ(1 * k µ )(t). Now, we can use the identity µ(1 * k µ ) = 1 − k µ to get (a α * AR)(t) = S α (t) + µ(1 * S α )(t) − I = R(t) − I proving that R is a resolvent family generated by A. Conversely, suppose A generates a resolvent family R(t) and define S α (t) = R(t)x − µ(k µ * R)(t). Then, making use again of the identity µ(1 * k µ ) = 1 − k µ we obtain (a α * AS α )(t) = a α * A[R(t) − µ(k µ * R)(t)]
= (a α * AR)(t) − µ(a α * k µ * AR)(t) = R(t) − I − µ(k µ * R)(t) + µ(k µ * 1)(t) = R(t) − µ(k µ * R)(t) − k µ (t) = S α (t) − k µ (t).
According with Theorem 4.1 the solution u of equation (1.1) Finally, we note that (4.7) (1 * S α )(t) = (k µ * R)(t), t ≥ 0.
