1. Introduction and Summary. We give a Corollary to Theorem 1.2 of Cox, Durrett and Perkins (2000) , and also alternative proofs of fundamental results (see Theorem 2 below) of Bramson and Griffeath (1980) concerning the asymptotic behavior of the voter model started from a single 1.
We generally adopt the notation of Cox, Durrett and Perkins (2000) and Bramson, Cox and LeGall (2001) . Let ξ t denote the rate-1 voter model on Z d with voting kernel p(x, y) which satisfies (1.1)
p(x, y) = p(0, y − x) is irreducible and symmetric, with p(0, 0) = 0, and for some 0 < σ 2 < ∞,
where δ(i, j) = 1 for i = j, and δ(i, j) = 0 otherwise. We let β 2 = 2πσ 2 , and let β d , for d ≥ 3, be the probability that a random walk with jump kernel p(x, y) starting at the origin never returns to the origin. Define the mass normalizer m t by
We identify ξ t with the set {x : ξ t (x) = 1}, and let ξ A t denote the voter model starting from 1's exactly on A, ξ A 0 = A. We write ξ , and make use of the usual additive construction of the voter model, ξ
We define rescaled voter models ξ N t which are rate-N voter models on
denote the associated measure-valued processes
where δ x is the unit point mass as x.
addendum.tex
Now let X t denote super-Brownian motion with branching rate γ = 2β d and diffusion coefficient σ 2 , taking values in M F (R d ), the space of finite measures on R d . We will make use of the explicit formulas
These formulas are not difficult to derive, since the total mass process X t (1) is a Feller diffusion (see, for example (II.5.11) and (II.5.12) of Perkins (2001)). Let ⇒ denote weak convergence. We restate Theorem 1. 2 Cox, Durrett and Perkins (2000) .
By using an upper bound on p t = P (|ξ 0 t | > 0) (Theorem 1 of Bramson and Griffeath (1980) ) and Theorem 1 above, we prove that the hitting times of 0 for X N t converge weakly to the hitting time of 0 for X t . With this result, and the formulas (1.3) and (1.4) above, we obtain the exact asymptotics for p t and the conditioned limit law for |ξ 0 t | given in Theorem 1 of Bramson and Griffeath (1980) . Our proof avoids the use of a deep theorem of Sawyer (1979) proved by intricate moment calculations, and gives some insight into the form of the limits.
To state our result, we first define the hitting times
The upper bound of Bramson and Griffeath (1980) that we need is
Remark. The upper bound (1.6) was proved for the case p(0, x) = (1/2d) for |x| = 1. As noted in Bramson, Cox and Le Gall (2001) (see Lemma 2 there), (1.6) also holds for kernels p(x, y) satisfying (1.1).
The exact asymptotics of Bramson and Griffeath (1980) are as follows.
Theorem 2. Assume d ≥ 2. As t → ∞,
We will give a new proof of Theorem 2 using (1.5) and (1.6).
2. Proofs. The main difficulty with the proof of Corollary 1 is that there is no "soft" way to ensure that once X N t (1) reaches a level a > 0 very close to 0 it doesn't linger there, but instead reaches 0 fairly quickly. We use (1.6) to take care of this problem. As for the exact asymptotics in Theorem 2, the basic idea is that, by Theorem 1, these asymptotics ought to be the same as those for the corresponding super-Brownian motion quantities, which are readily calculated. If we start our rescaled voter models ξ N t with a small rescaled mass εm N concentrated around the origin, then at fixed positive times t it is likely that when ξ N t = ∅, it is made up of the "descendants" of a single initial 1 at a site near the origin, i.e., it ought to behave roughly like ξ 
By (1.6) we have, for any initial state ξ
where the constant C satisfies p t ≤ C/m t . This is because, by additivity and (1.6),
Now choose s, a such that s < t and 0 < a < X 0 (1). Then, making use of (2.2) and the Markov property, for N large enough so that X N 0 (1) > a, we have
We now take a to be a continuity point for the distribution function of I s , so that P (I N s > a) → P (I s > a) as N → ∞. Since P (I s > a) = P (τ a > s) ≤ P (τ 0 > s), Using the definition of m t we therefore have lim sup
We may now let s ↑ t and a ↓ 0 such that a/(t − s) → 0, to obtain (recall from (1.3) that τ 0 has a continuous distribution function)
Together, (2.1) and (2.3) imply (1.5).
Proof of Theorem 2. For ε > 0, let B N,ε be the box in S N centered at the origin of side length . Let X ε t denote super-Brownian motion with X 0 = εδ 0 , branching rate γ = 2β d , and diffusion coefficient σ 2 . By Corollary 1 and (1.3), lim
Letting ε → 0, we obtain
For a bound in the other direction, we appeal to inclusion-exclusion,
By a correlation inequality, Lemma 1 of Arratia (1981) , for x = y,
It therefore follows that
Rearranging this inequality and using (1.6) we obtain
Since |B N,ε | ∼ εm N and m N /m N t → 1/t as N → ∞, Corollary 1 implies that lim sup
Letting ε → 0 now gives
Together, (2.4) and (2.6) imply m N P (|ξ
Setting t = 1 we obtain (1.7).
To prove (1.8), we fix θ > 0 and set ψ(u) = 1 − e −θu , u ≥ 0. We will use several times the simple fact that ψ(0) = 0. By Theorem 1,
In view of (1.4), since γ = 2β d , this shows that
We will show that
By (2.7) and the fact that We consider now the first term on the right side of (2.9). Note that the event {|ξ 
