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Tens of millions of people live blind, and their number is ever increasing. Visual-to-
auditory sensory substitution (SS) encompasses a family of cheap, generic solutions
to assist the visually impaired by conveying visual information through sound.
The required SS training is lengthy: months of effort is necessary to reach a
practical level of adaptation. There are two reasons for the tedious training process:
the elongated substituting audio signal, and the disregard for the compressive
characteristics of the human hearing system.
To overcome these obstacles, we developed a novel class of SS methods, by training
deep recurrent autoencoders for image-to-sound conversion. We successfully trained
deep learning models on different datasets to execute visual-to-auditory stimulus
conversion. By constraining the visual space, we demonstrated the viability of
shortened substituting audio signals, while proposing mechanisms, such as the
integration of computational hearing models, to optimally convey visual features
in the substituting stimulus as perceptually discernible auditory components. We
tested our approach in two separate cases. In the first experiment, the author went
blindfolded for 5 days, while performing SS training on hand posture discrimination.
The second experiment assessed the accuracy of reaching movements towards objects
on a table. In both test cases, above-chance-level accuracy was attained after a
few hours of training.
Our novel SS architecture broadens the horizon of rehabilitation methods engineered
for the visually impaired. Further improvements on the proposed model shall yield
hastened rehabilitation of the blind and a wider adaptation of SS devices as a
consequence.
Keywords: sensory substitution, visual-to-auditory, deep learning, autoencoder,
cross-modal plasticity, blindfold
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1 Introduction
I had lost my sight, but I got something back in return. My remaining
four senses functioned with superhuman sharpness. But most amazing of
all, my sense of sound gave off a kind of radar sense. (Daredevil, 2003)
36 million people live blind, out of which 1.4 million are children [1]. Due to
population growth and aging, these numbers are ever increasing, potentially reaching
115 million by 2050 [2]. While prevention and cure exist for most visually impaired,
such as replacement of lens for patients with cataracts, availability of such treatments
in underdeveloped countries is scarce. Furthermore, certain blinding diseases, like
advanced glaucoma, still lack remedy, while recent invasive advances in treatment
of retinal diseases are complicated, expensive and provide limited restoration of
vision [3].
Sensory substitution (SS) devices are designed to supplement sensory information
of the impaired modality through another, active sense in a non-invasive manner.
In case of visual-to-auditory (V2A) SS devices, the visual information is translated
to audio, yielding sight via hearing. In practice, the blind may wear a camera on
the head, the images taken are translated one-by-one into soundscapes and played
in earphones. V2A SS devices have been used extensively in research about cross-
modal plasticity, metamodality [4] and synaesthesia [5] research, but the devices have
seen only incremental development since 1992. These improvements addressed the
encoding of color into audio [6], the ability to zoom in on the image translated [7],
or the application of interaural disparities [8]; however, none has challenged the V2A
encoding logic of The vOICe [9], and achieved substantially better results in vision
restoration.
Adaptation to SS devices is inherently a compromise where the substituting
(hearing) modality is partially traded for the substituted (vision). The required
training is lengthy, the effort necessary to reach a practical level in the employment
of these devices is measured in months. Reaching an ideal synaesthetic experience,
where a sound is automatically perceived as a visual stimulus, may take 5 years for
the late-blind to achieve [10].
One of the the major technical reasons behind the required lengthy training is
the slow V2A conversion logic used so far. V2A conversion algorithms take an image
as input and produce a soundscape as output. There is a trade-off between the
length of the soundscape and the loss of information the sound is to convey [11]: the
longer the soundscape is, the more detailed is the visual information one can extract.
On the other hand, increased length means increased delay between reality and the
perception of the soundscape, which interferes with multisensory integration that
occurs on a relatively short timescale [12]. Multisensory integration and cross-modal
learning are essential to perceive the soundscapes in an intuitive manner [13]. For
instance, the blind best trains on V2A SS devices by integrating tactile information
and the presented soundscapes. Ultimately, we want the shortest possible sound
representation of every conceivable image without the loss of information before
being projected on the cortex via the auditory pathway. The methods applied so far
reach an upper limit in this respect [11], which calls for a new perspective.
2Previous V2A SS device designs have taken advantage of behavioral studies of
multisensory integration, but barely incorporated the study of acoustics and human
hearing models [14], brain imaging studies of sensory coding and, research in cross-
modal plasticity and metamodality [4]. Acoustics and the study of sensory coding
provide computational models and neural imaging results, respectively, that define
implicitly [15–19] and explicitly [20–26] the subspace of soundscapes that the human
auditory system can code for and would not compress away. Utilizing such subspaces
of soundscapes to represent visual information in a V2A encoding scheme, we ensure
that the auditory system can differentiate between the sounds corresponding to
different visual information.
The study of cross-modal plasticity and metamodality outlines the framework of
how the received auditory information is transferred to and processed in other sensory
areas. By understanding more about the cross-modal connections and the receiving
modality, we can specifically tailor the soundscapes so they are easily mapped onto
the visual cortex, reducing the amount of necessary cross-modal plasticity [27].
The “Holy Grail” [28] of V2A SS is the synaesthetic experience: visual perception
consistently and involuntarily conjured solely by sound. Synaesthesia of this kind
may be achieved by unmasking the previously mentioned cross-modal connections
and by further building neural links between the modalities [29]. Synaesthesia can
be induced by the use of psychedelic drugs [30], including psilocybin, which has been
shown to increase the excitability of the neural networks bridging between sensory
regions [31].
The V2A conversion logic in previous SS devices is explicitly defined, i.e. every
visual feature, or every pixel has a well-specified linear contribution to the constructed
audio signal, dependent only on the pixel’s position and shading or color content.
On one hand, such a conversion logic can be clearly explained in plain words, which
facilitates SS learning [32,33]. On the other hand, it fails to recognize the distribution
of plausible (natural) images and treats the encoding of all possible pixel constellations
uniformly. It reserves acoustic codes for images that are unlikely to occur, which
is part of the reason such V2A conversion methods hit the previously mentioned
lower limit in soundscape length. Deep neural networks applied in computer vision
admit to the prior distribution of images, similarly to our visual cortex, resulting
in comparable effectiveness in encoding likely visual representations in orders of
magnitude lower dimensional space than the original picture [34].
The major contribution of this study is a novel, implicit V2A conversion method
molded into a deep neural network that fuses the compression mechanisms of human
hearing, the neural coding of the auditory and visual cortices, and the characteristics
of cross-modal learning and multisensory integration. The deep learning model
is realized as a variational recurrent autoencoder [35], including a sound stream
synthesizer and a simplified computational model of human hearing, virtually drawing
the input image on the primary visual cortex in an iterative manner.
The efficacy of this model is demonstrated in two experiments. In the first
experiment, the author went blindfolded for 5 days while performing SS training on
hand posture discrimination. The second inquiry assessed the accuracy of reaching
movements given objects on a table. We successfully trained the deep learning models
3on different datasets to execute V2A stimulus conversion. By constraining the visual
space, we demonstrated the viability of shortened substituting audio signals, while
proposing mechanisms, like the integration of computational hearing models, to
preserve the substituted visual features in the substituting stimulus as perceptually
discernible auditory components. In both case studies, above chance level accuracy
was attained after a few hours of training.
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52 Background
2.1 Sensory coding
Understanding the coding mechanism of both the substituting (auditory) and sub-
stituted (visual) sensory areas is essential in the design of SS devices. First, we
need to establish the set of soundscapes that humans can distinguish. Then we
examine the ways in which such sound stimuli are encoded in the auditory system
and cross-modally in the visual cortex.
2.1.1 Substituting modality
The temporal and spectral accuracy of stimulus coding in the auditory pathway should
define the SS stimulus presented to it, due to the compression and the nonlinearities
the signal suffers along the pathway. When two tones of similar frequencies are
played simultaneously, they asymmetrically mask each other in the cochlea. The
higher frequency tone tend to be masked by the lower one. Depending on the sound
intensity, the higher frequency tone can completely disappear perceptually [36]. If we
fail to consider this compression mechanism, and encode visual cues in simultaneously
presented sounds of similar pitch, the signal deteriorates before even reaching the
cortex. The inner hair cells translate the continuous signal of cochlear vibration into
discrete action potentials. This quantization further reduces information, discounting
loudness levels between the quantiles. Moreover, if visual details are rendered in
loudness levels, we need to regard for the smallest increment of perceivable amplitude,
the just-noticeable difference (jnd).
2.1.2 Cross-modality
The cerebral cortex is a surface of 2200–2400 cm2, with a thickness of 2.5–3.0 mm [37];
it can be considered as a two-dimensional sheet of 20 billion neurons, organized in
cortical columns having lateral, feed-forward, and feed-back connections [38]. Once
the visual cues are projected on the sheet via the auditory pathway in a V2A SS
scenario, cortico–cortical connections are available to be established under cross-
modal plasticity [39]. In part, this study builds upon the following assumption: if
the nature of the sound-encoded visual information is similar to the archetypal visual
features coded for in the occipital cortex, the cross-modal plasticity may be sped
up. The similarity in the nature of visual information here refers to the amount of
coding transformation necessary to map the auditory coding of the SS stimulus to
the corresponding occipital stimulation reflecting the encoded visual cues as it would
in a sighted person’s cortex. The less transformation is necessitated between the
auditory and visual coding schemes, the less neural plasticity is required to consolidate
the cross-modal connections. Provided that this assumption is correct, and that
the striate cortex largely contributes to the V2A SS stimulus processing [40–42],
understanding of the substituted sensory coding becomes critical.
In summary, if we aim to better SS devices, we need to formulate the sensory
coding of both substituting and substituted modalities, focusing on the limitations
6of the former and the internal neural encoding of the latter. This is especially true
for V2A SS, where the auditory pathway acts as a bottleneck of visual information
transfer, due to encompassing only around 30,000 fibers, while the optic nerve consists
over 1 million fibers [43].
2.1.3 Substituted modality
The Holy Grail of SS is likely to emerge from the excitation of the occipital cortex via
cortico–cortical connections rooted at the primary auditory cortex [10,39,44]. In this
study, we only examine early sensory processing of the modalities. More specifically,
the auditory pathway is reviewed until and including the primary auditory cortex,
while only the primary visual cortex is studied within the visual pathway. These
sensory areas bring the most relevance in V2A SS for the following reasons: 1)
cross-modal plasticity appears to be maximal at the most modality-specific brain
regions, like the early visual cortex, in absence of input, they become available for
auditory processing [45,46], 2) ipsilateral, direct and indirect A1 to V1 cross-modal
plasticity is the most apparent [39,47], rendering thalamo–cortical SS connections
doubtful, 3) the optic chiasm and the optic radiation of the blind suffers from atrophy
due to the lack of visual input [48], which renders pre-V1 areas unavailable for SS
processing. Hence, in the following we solely consider the encoding of the early
auditory pathway and the primary visual cortex. In the case of SS device design,
this choice has practical reasons as well: the coding strategy of higher sensory areas
are less documented than early regions. Thus, tailoring the SS stimuli to complex
cells instead of simple cells of V1 would cause substantial difficulty.
2.1.4 Information theory in neural coding
There are two types of neural coding strategies: rate coding and temporal coding [49].
Neurons encoding information in the number of spikes fired under a time window said
to perform rate coding. On the other hand, neurons execute temporal coding, when
they encode information mainly in the timing of emitted spikes. We see examples
of both strategies and their mixture throughout the cortex. For instance, V1 cells
fire more spikes in bursts when the orientation they code for fits the bar angle in
their receptive field. Temporal coding is frequent in the auditory pathway; in the
auditory nerve, neurons phase lock to the auditory stimulus, firing action potentials
in a rhythm, when the amplitude of the stimulus is at its positive peak [37].
In order to statistically model rate codes, we first assume that the spikes are
generated by a random Poisson process, which only requires the expected rate of fire
as a parameter. The noisier the neuron, the higher this lambda parameter is. After a
set of stimuli is given as input to the process, we can apply ANOVA to find relevant
variables the neuron seems to code for [49]. When a variable, e.g. loudness, is tracked
down we assess the rate of spikes as the function of sound level. By plotting this rate
along the sound level of given stimulus, we arrive at a tuning curve of the neuron.
In essence, the tuning curve shows the distribution of firing rate marginalized for a
certain variable.
7When statistically modeling temporal codes, we tend to compute the mutual
information of ever shrinking windows of neural activity, given the stimulus, until no
more significant information is gained. Once the proper window size is attained, the
turning curve is computed akin to rate coding.
Information theory provides us simple, straightforward methods to quantify the
ability of neural assembles to code for a stimulus [50]. The amount of information,
or the amount of uncertainty, can be defined for both the stimulus and the response:
H[Θ] = −∑θ p(θ) log2 p(θ). Similarly, the amount of information is derived con-
sidering both the stimulus and the response: H(s, r) = −∑s,r p(s, r) log2 p(s, r).
Mutual information is then specified as: I(s, r) = H(s) + H(r) − H(s, r). If the
neural assembly in question codes for the stimulus, then I(s, r) > 0, because the
uncertainty is decreased once the stimulus and response are combined. Small enough
I(s, r)−H(s) implies that the stimulus is reliably encoded in the neural population.
Figure 1: Relations between quantities of information theory. Reprinted from [51].
Theoretically, if we were able to derive the mutual information between any
arbitrary sound and the auditory cortex (AC) response, we could select those sound-
scapes that are properly neurally encoded. As the current brain imaging techniques
and computational neural models are not yet developed enough to achieve this, the
function of mutual information by stimulus has to be approximated. In this paper,
approximations are extracted from neuroimaging, psychoacoustics and psychophysical
research.
In conclusion, information theory provides a theoretical framework, in which one
could map out the subspace of stimulus that is reliably encoded in the cortex. Such
stimuli then may be used in a SS setting as an input to the substituting modality.
In case of V2A SS, a subset of soundscapes can be found that are accurately coded
in AC. Then, a one-to-one V2A function is specified that takes an image as input
and returns one of previously defined soundscapes. Hence, we can be ensured that
the visual information is properly encoded in AC.
82.2 Visual coding
2.2.1 Functional organization
In the visual cortex of the sighted, features of motion, color, and surface texture are
encoded [52]. Input coming from the lateral geniculate nucleus (LGN) is processed
in a parallel fashion [53,54]. The surface of the primary visual cortex (V1) is laid
out in a retinotopic manner: the neurons tuned to the fixation point are positioned
at the posterior-ventral end of the cortex, while the cells responding to peripheral
visual information are arranged more anterior. A single neuron in V1 has a compact
receptive field. Neurons are grouped into cortical columns [55], some of which are
ocular dominant, preferring visual input from one of the eyes only [56]. Ocular
dominant columns include orientation columns, which are tuned to contrast edges, or
bars of a given orientation. These columns of orientation specific neurons are repeated
in V1 pi periodically, with patches of cells reacting to similar angles being adjacent to
each other. Orientation columns are intertwined with local intracortical connections
and long-range lateral connections to cells of similar orientation tuning [57].
From V1, two main streams arise: the ventral and the dorsal stream. The ventral
stream, or the “what” pathway, processes object vision [58]. The dorsal stream, or the
“where pathway”, is mainly responsible for coding the spatial location of objects [59].
Retinal ganglion cells and similarly cells in LGN are excited by circular center-
surround receptive fields. We differentiate between two types of ganglion cells: on–off
and off–on cells. On–off cells are tuned to relatively high luminance in the center,
surrounded by relatively low luminance, while off-on cells code for the opposite. V1
simple cells process this incoming information by stitching together the adjacent
center–surround receptive fields, responding to elongated regions of alternating high
and low luminance, that is, a contrast bar or edge [60]. Orientation of the edge is
rate coded, while the amount of contrast is related to the latency to the response
onset [49, 61].
Figure 2: Receptive fields of ganglion and simple cells. Adapted from [62].
Comparison of the visual cortex of sighted and blind individuals poses difficulty,
due to the recent lack, or complete absence of visual experience in the case of late
and congenitally blind, respectively. Cross-modal plasticity is then driven by this
lack of input to establish functional connections with other sensory brain regions,
which in turn, influences the structure of the occipital cortex [39].
9In the work of Striem-Amit and colleagues [63], resting-state functional connec-
tivity of the visual cortex of blind and sighted is compared to assess the extent of
structural difference. More specifically, the large-scale segregation of visual functional
networks is examined on the basis of eccentricity, laterality and elevation. In that
study, the eccentricity, laterality and elevation maps of blind and sighted were grouped
one-by-one by applying the k-means clustering algorithm. When clustered, the same
brain regions were grouped together according to the different maps, regardless
of whether the map was extracted from a sighted or a blind subject. This result
indicates that the large-scale structure of the retinotopic network in the visual cortex
is not dependent on visual experience. Striem-Amit and others further show that the
eccentricity bias inherent in V1 connections to the fusiform face area (FFA) and the
parahippocampal place area (PPA) is equivalent to the bias present in the functional
connections of the sighted; central V1 having stronger connections to FFA, while
peripheral V1 neuron activations coinciding more with PPA activity [63].
The development of the visual cortex seems to be influenced by experience depen-
dent visual radiation, activity-independent molecular factors and activity-dependent
effects as well as spontaneous retinal waves [64]. The findings of Striem-Amit and
colleagues [63] do not imply that the more micro-scale functional organization of V1
is identical regardless of visual experience. Hence, orientation selective cells might
not exist in the blinds’ V1.
Beyond the primary visual cortex, the macro-scale organization of the visual
pathway develops into the ventral and dorsal streams, even in the complete absence
of visual experience [65].
In the design of V2A SS devices, we need to translate visual information to sound.
Technically, the visual features may be the pixels of an image or more abstract
properties, such as edges. Edges of an image requires substantially less coding space
than the shade or color information. This is appealing for a branch of SS where
the substituting modality harbors orders of magnitude less bandwidth than the
substituted.
2.2.2 Computational models
Edge detection is the computational image processing equivalent of the bar orientation
coding performed in the primary visual cortex. To extract edges from images, either
biologically inspired models or simpler convolutional functions are employed; we
begin to describe the latter.
Several convolutional methods exist, essentially varying in their filter shape. The
Sobel operator [66] applies two filters with a relatively strong contrast at the center:
Gx and Gy. Gx responds to vertical while Gy to horizontal edges when convolved.
The strength of an edge regardless of its orientation is given by
√
G2x +G2y; the
orientation is computed as arctan(Gy/Gx).
The Canny edge detector takes the intensity gradient as an input, e.g. the
output of the Sobel operator, sharpens the already detected edges by employing non-
maximum suppression, and further selecting the dominant and adjacent-to-dominant
edges by applying hysteresis thresholding [67].
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The Gabor filter, named after the exceptional Hungarian physicist Dénes Gábor,
is a Gaussian kernel function modulated by a sinusoidal plane wave [68,69]. When
applied to edge detection, a filterbank is constructed consisting of Gabor filters with
different orientation and scale. Mehrotra and colleagues [69] demonstrated that
receptive fields in the cat’s visual cortex resemble Gabor filter shapes.
Figure 3: Two-dimensional Gabor filter.
Biologically-inspired edge detection models incorporate the early hierarchy of the
visual system, including retinal ganglion cells, LGN and V1 simple cells. Azzopardi
and others [70] argues that the Gabor filter and other convolutional approaches ignore
the functionality of LGN neurons and fail to emulate simple cell properties, such as
cross-orientation suppression, response saturation and contrast-invariant orientation
tuning. Cross-orientation suppression stands for the lateral inhibition applied to
neurons in the same receptive field, but with different orientation; such inhibition aids
to diminish weaker edges adjacent to a strong one. Response saturation is embodied
in the sigmoid shaped response function of V1 cells as a function of contrast intensity.
Azzopardi and colleagues [70] developed an edge detection method that integrates
the previously mentioned properties, called the Combination of Receptive Fields
(CORF) model. CORF defines LGN receptive fields as a pair of overlayed Gaussian
patches, one smaller, one wider with opposite signs to mirror the on-off and off-on
functionality.
LGN cells are bundled into sub-units, representing the response of a dendrite
branch that simple cells integrate. Sub-units receive input from LGN neurons aligned
in two line segments, on-off cells in one and off-on cells in a parallel nearby segment.
The contrast edges these sub-units react to are then combined in a weighted sum
by simple cells. Similar to Canny, CORF further performs non-maxima suppression
followed by hysteresis thresholding on the V1 cell responses.
Azzopardi and colleagues [71] improved the CORF model, introducing a push-pull
mechanism causing the inhibition of cells in the same receptive field with opposite
contrast. Compared to the previous version, push-pull CORF is biologically more
viable, and demonstrates more reliable edge detection of noisy images.
In conclusion, the push-pull CORF approach yields the highest signal-to-noise
ratio in extracting the relevant edges. However, the current CORF implementation
hardly applies parallel computation [72], scaling badly as the input image resolution
rises. Parallel implementations of image convolution algorithms exist and runs Gabor
and Sobel filters an order of magnitude faster. Among convolutional edge detectors,
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Gabor filters emulate simple cell response patterns the most accurately.
2.3 Auditory coding
2.3.1 Functional organization
Sound is ultimately defined by pressure changes, or vibrations in a given medium.
The auditory system has evolved to detect subtle pressure pulses in the environment
and also to integrate such pulses into the identification of loudness, pitch, spatial
position and the modulation of these variables over time. Anything that we perceive
can be boiled down to 50,000 pressure values a second [50], which bandwidth is
substantially compressed by the auditory system, before the sound radiates into our
consciousness.
The pressure wave enters the auditory periphery through the external auditory
canal and causes the vibration of the eardrum, then the ossicles, which, in turn,
induces wave propagation in the basilar membrane (BM). In the cochlea, the BM
reacts to the sound in a tonotopical fashion. The sites along the BM respond
to distinct distributions of frequencies: basal sites respond to higher while apical
(a) Original image. (b) Push-pull CORF model.
(c) Sobel operator. (d) Canny edge detection.
Figure 4: The output of three edge detection algorithms and the input image. Sobel and
Canny representations are more detailed, but they contain an abundance of unnecessary
information.
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sites to lower. The generated traveling wave on the BM then depolarizes hair cells.
By releasing neurotransmitters, the inner hair cells induce action potentials in the
auditory nerve (AN). Sequence of action potentials of the AN transfers auditory
information to the cortex [73]. Compared to the 1 million fibers of the optic nerve,
the AN only contains around 30,000 [43]. This shows the bandwidth gap between
the two modalities and indicates the difficulty of V2A SS design. As far as the
information of pressure amplitudes is propagated to the auditory periphery, the
following rule applies: high-intensity sound drives larger amplitude vibrations on
the BM, which causes higher depolarization of the inner hair cells, which responds
by releasing more neurotransmitters that induces higher firing rates in more AN
axons [50]. Outer hair cell responses are shaped by the sound wave and serve as a
feedback mechanism to amplify certain frequencies.
The cochlear nuclei constitutes as the first neural processing stage. Here, the
auditory system divides into the dorsal, what, and ventral, where, pathways, akin to
the visual system [74]. The ventral pathway performs binaural fusion in the superior
olivary complex. Within the superior olivary complex, the medial superior olive
(MSO) computes the azimuth of the sound by measuring interaural time differences
(ITD) contralaterally. Ipsilateral delay lines and varying contralateral axon lengths
cause the binaural signals to reach the MSO at different times, where the bilateral
sound information is essentially cross-correlated [14]. The lateral superior olive (LSO)
detects interaural level differences (ILD), and computes the azimuth position of the
sound source at higher frequencies [21].
Neural activity from dorsal and ventral pathways meet at the inferior colliculus
(IC). IC is responsible for detecting amplitude and frequency modulation, and it
also integrates the results from LSO and MSO representing spatial position, at this
stage, independent from the frequency of the sound. IC projects its output to the
medial geniculate nucleus (MGN), which functions as a relay between IC and AC.
While still maintaining a tonotopy map already present in AN, AC further processes
harmonic pitch, indicative of its long-range lateral connections [75]. Moreover, AC
codes for auditory space, frequency and amplitude modulation [20], and auditory
entities [22,23].
2.3.2 Loudness
In general, we can postulate that high sound intensity drives larger amplitude
vibrations of the BM, which causes higher depolarization of the inner hair cells, which
responds by releasing more neurotransmitters that induces higher firing rates in more
AN axons [50]. The inner hair cells, receiving the tonotopic input from the BM,
function as half-wave rectifiers and only propagate the positive half of the signal [14].
Neurons in the AN encode sound intensity by the combination of rate and phase
coding. The firing rate, in general, increases by the increase of sound pressure level
(SPL), measured in decibels. Between 30 and 50 dB, the spiking rate in the AN
correlates well with SPL. The threshold of hearing is at 0 dB, while the pain threshold
is around 130 dB, though sound stimuli above 70 dB are considered annoying. High
spontaneous rate fibers, about 75% of all rate fibers, encode weak signals up to
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50 dB SPL, and 25% of medium and low spontaneous fibers respond to more intense
soundwaves [50]. At higher sound levels, the fibers begin to spread the excitation to
fibers that supposed to have a CF even an octave away. In other words, the tuning
curve of AN fibers widens as the signal level rises [73]. At high SPLs, when place
coding of pitch is disturbed, phase locking comes to the rescue: nerve fibers can skip
soundwave cycles to convey relatively lower sound intensity in the high SPL regime.
There is a logarithmic relationship between sound intensity and the perceived
loudness. However, logarithmic functions harbor singularity at 0, which would
translate to an unlimited capacity to perceive arbitrary small sound level ratios [14].
Stevens solved this theoretical problem by substituting the logarithm with a power
function [76]: f(x) = xα, where α = 0.3 is set to accommodate the human auditory
system [77]. The same exponent is applied in the study of Młynarski and others [78]
for instance, after the Hilbert envelope of the signal is taken to emulate cochlear
amplitude compression. In general, we can differentiate between 240 or so intensity
levels, corresponding to 0.5 dB steps between them [50]. However, the actual mapping
of intensity to loudness in the human auditory system is more complicated than this
power relationship. For instance, perception of loudness depends on the frequency
of the sound [14]. The famous Fletcher–Munson curves define the equal-loudness
contours across frequencies [79].
As the curves show in Figure 5, sound levels between 600 and 2000 Hz are
perceived about the same, but around 3 and 4 kHz, hearing becomes more sensitive.
The auditory system is quite negligent to intensity differences below 300 Hz. The ISO
226:2003 standard [80] describes the latest version of the Fletcher-Munson curves.
By understanding the extent to which sound levels are encoded in the human
auditory system, we can scale the loudness of V2A SS auditory stimuli, so that the
Figure 5: Fletcher-Munson equal-loudness contours shown in blue, the latest ISO 226:2003
revision in read. The horizontal axis represents sound frequency in Hz.
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information stored in the level is not lost before reaching the cortex. Furthermore,
we can design the SS stimuli to encode more information in the loudness of sounds
with frequencies, to which the auditory system is more sensitive. Finally, we need to
make sure that our SS model does not rely on the negative half of the audio signal
much, as it gets cut off once it is translated to neural spikes.
2.3.3 Tonotopy
In this study, we refer to tone as an umbrella term for pitch and timbre. Pitch is a
psychoacoustical, subjective attribute of sound; it represents the perceived frequency.
Historically, pitch was considered the main frequency component of a sound, derived
by the means of Fourier transformation. However, we can construct audio samples,
which are perceived at a certain pitch, even though the Fourier decomposition does
not contain the corresponding frequency: e.g. iterated ripple noise [81]. Thus,
pitch is not only a frequency, but also a time-domain property, describing the rate
of repetition, or the inverse of the temporal delay between prominent spikes [82].
The misunderstanding of equalizing pitch and frequency stems from the fact that
they represent the same property in pure sinusoids, which were extensively, if not
exclusively, applied in auditory research in the past [14]. When mixing filtered noises
and non-harmonically related sinusoids for instance, pitch cannot be defined by the
power spectrum alone; understanding of cochlear mechanics and auditory neural
coding principles is a necessity.
Timbre is the difference between two distinct sounds of the same pitch and
loudness. It is approximately described by the spectrum and envelope of the sound,
which in turn are influenced by the amplitudes and phases of harmonics found in the
tone. Harmonics are based on small integer ratios of frequency; if the fundamental
frequency is said to be f0, then the harmonics are 2f0, 3f0, 4f0 ..., all being periodic in
the fundamental frequency. Encoding timbre is essential, for instance, to differentiate
between environmental sounds (lack of harmonics) and speech (rich in harmonic
structure); humans are capable of resolving 5 to 8 harmonics of a complex tone [75].
A fundamental frequency combined with its harmonics is observed as a single sound,
while non-harmonic pure tones are detected separately.
Coding for tone starts in the cochlea, where different sites of BM respond primarily
to different frequencies of sound. Each site is generally modeled as a bandpass filter
with a center frequency (CF) that it responds to the most. A cascaded filterbank
of such bandpass filters sufficiently approximates the underlying mechanics [14].
Tonotopy is decomposed in the cochlea through these filters. The decomposed signal
is further propagated in AN, where different frequencies are encoded in different
neurons, each having a CF. This tonotopic map is conserved until AC [37,65].
Auditory neurons tend to phase lock to the stimulus, firing in bursts at a certain
phase of the signal. Cells spike at positive phases, as the auditory neurons only code
for the positive half of the auditory stimulus. Volley theory [The Perception of Low
Tones and the Resonance] further states that by reacting to every n’th phase, groups
of auditory neurons can code for frequencies as high as 5 kHz, while pure phase
coding could only account for 500 Hz and below.
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A small portion of neurons (less than 20%), beginning at the cochlear nucleus,
responds to harmonics. Some neural cells in A1 even react to pairs of tones presented
with a delay of 120 ms, and frequency separation of about 1 octave [75].
Although the primary AC still has a tonotopic organization [23], it predominantly
encodes more abstract auditory entities than pitch or even spectro-temporal patterns
[22]. A1 neurons barely respond to sustained single-frequency pure tones or noise
stimulus; they mostly react to stimulus onset, while later neural activity is less
regular [50, 83]. Such a coding strategy is reflective of the composition of natural
signals, like vocalizations, where pitch and timbre transitions are fast. It was
also demonstrated that activations in the primary AC correlate more strongly to
ethologically relevant abstract categories of sound [22].
The tonotopic map follows a logarithmic distribution of CFs: fC = A(10αx − k),
where fC is in kHz and x is defined as the distance from the apex of the BM, from 0
to 1. The constant A determines the range of CFs, k varies across species, but resides
dominantly between 0.8 and 1, while α is consistently 2.1 among mammals [77,84].
The logarithmic distribution of frequency-encoding filters determine human’s ability
to discriminate between pitches, allowing them to perceive frequency ratios rather
than frequency differences. So, while we can discern pure sinusoids of 420 and 421
Hz, we can hardly tell the difference between 8000 and 8050 Hz. Sun and others [83]
applied linear discriminant analysis, among other methods, to infer the frequency
of the sound stimulus from single-neuron recordings of marmoset monkeys. They
suggested that 10–20 ms of A1 recordings post stimulus onset should suffice to classify
sound frequency, which indicates an upper bound on the amount of necessary stimulus
interval, while the Nyquist-Shannon sampling theorem provides a lower bound.
Beside the logarithmic frequency compression, the cochlea harbors some obscene
nonlinearities. First, the interaction of two or more waveforms propagating along
the BM causes intermodulation distortion. The frequency of the emerging distortion
products [85] take the form f2−f1, (n+1)f1−nf2, (n+1)f2−nf1, where n = 1, 2, 3, ...
[73]. Second, suppression, or masking, occurs when two or more tones of close-
by frequencies are processed by the cochlea simultaneously. The magnitude of
suppression is the highest when the probe tone is close to the CF of the suppressor
tone [77]. We also see suppression thresholds decrease at lower frequencies and
increase with higher suppressor sound levels. We differentiate between simultaneous,
forward, and backward masking [36], according to whether the probe and suppressor
sounds are played concurrently or consecutively. Simultaneous masking is asymmetric
in frequency, as lower frequency sounds mask higher ones more likely. Forward
masking relates to loud sounds suppressing weak sounds within a delay of tens of
milliseconds [86]. Backward masking is merely the opposite of forward masking,
not closely as significant, because the encoding of attack is reliable in the auditory
system.
Influence of blindness Lack of vision causes developmental differences in both
the auditory and visual areas when compared to the cortex of sighted. As the major
development period of the brain is confined to younger ages (less than 6 years),
the onset of blindness, whether it happens before, called early-blind (EB), or after,
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called late-blind (LB), influences to a great extent the functional organization of
the brain. CB and EB enjoy advantages in auditory discrimination. They are able
to recognize rapid pitch and pitch-timbre transitions [87,88], being 10 times faster
in such tasks. On the other hand, the LB lags behind and seems to be inferior
in a non-significant manner in pitch change detection compared to both EB and
sighted groups [88]. In fact, the earlier the onset of blindness, the better is the pitch
discrimination performance [87]. Aligned with these results, we see the tonotopic
area of the blind increase substantially, by 84% [89]; though this study neglected
to separate measurements from early and LB subjects. EB produces weaker neural
responses to pure and frequency modulated simple auditory stimuli [90], as a sign
of better processing efficiency and greater ability to disregard irrelevant auditory
stimuli in the absence of vision. However, they show more neural activity in complex
audio discrimination tasks, when matched with LB and sighted. As we discuss in a
later section, cross-modal plasticity allows auditory processing to be relayed to other
sensory areas like the visual cortex. Pitch attributes are partially processed in the
ventral visual pathway in CB [45].
In summary, the following tonotopic coding features are crucial to consider, in
case we plan to feed information to the cortex via the auditory system: 1) the cochlea
performs logarithmic compression in the frequency domain, 2) A1 neurons respond
to phasic changes more reliably than to sustained stimuli, 3) harmonics of different
ratios are encoded separately, but the fundamental frequency and its harmonics are
perceived as a single auditory entity, 4) tones of close frequency are likely to be
suppressed, 5) multiple tones played at the same time introduce distortion tones,
6) the early and LB show different performance in pitch and timbre discrimination
tasks.
2.3.4 Binaural spatial localization
As Wenzel [91] described it: “The function of the ears is to point the eyes”. Monaural
and binaural cues in conjunction aid the approximate localization of sound sources.
Once we turn the head towards the source, both our auditory and visual cues become
more spatially accurate. Before the sound signal arrives at our ears, it interacts
with the floor, torso, shoulders, pinnae and the head. These interactions shape the
spectral content of the sound entering each ear, producing monaural cues. Such cues
mostly define the elevation of the sound source and whether it originates from the
front or the back [14]. On the other hand, binaural cues arise from the integration of
sound information arriving at both ears, which conveys information primarily about
the azimuth of the sound location.
Lord Rayleigh introduced the duplex theory of binaural localization [92]: ITD
dictates in the low-frequency regime whilst ILD dominates at higher frequencies. ITD
processing, which can be thought of as interaural cross-correlation, is distinctively
performed in MSO [50]. The wavelength of the incoming sound and the distance
between the ears determine the efficacy of ITD based azimuth coding. ITD error
is the lowest for sounds between 700–1000 Hz, while above 1500 Hz it fails to be
informative for humans [93]. Sensitivity to ITD is uniform along the horizontal
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Figure 6: Azimuth and elevation address the interaural polar coordinate system as latitude
and longitude mark the surface of Earth. Zero degrees of azimuth is defined as the meridian
plane, while zero degrees of elevation effectively refers to the horizontal plane. Figure
adapted from the work of Lyon [14].
plane, but as the change in time difference decreases towards the periphery, sound
localization accuracy also declines [94]. Apart from the more complex head related
transfer function described in the work of Smith and others [94], the Woodworth
formula [95] provides a simple frequency-independent definition of ITD as the function
of azimuth:
ITDθ =

r
c
(θ + sin θ), 0 ≤ θ ≤ pi2 ,
r
c
(pi − θ + sin θ), pi2 ≤ θ ≤ pi,
(1)
where θ specifies the azimuth, r is the head radius, and c stands for the speed of
sound.
ILD, processed mainly in LSO, emerges from the head shadow effect: sound is
obstructed when passing through the head, which attenuates the overall amplitude
and dampens higher frequencies. ILD is mainly evaluated for frequencies higher
than 1500 Hz. ITD and ILD cues are already combined in IC, hence AC likewise
encodes spatial information, regardless of frequency content [50]; the binaural cues
are analyzed as early as 100± 150 ms after stimulus arrival in AC [96].
Sound localization accuracy varies by azimuth, elevation, spectral content and
training. Both azimuth and elevation localization deteriorate towards the periphery.
Azimuth coding accuracy is highest at the center and declines with sources of lower or
higher elevation [97]. Localization error of azimuth stays below 5◦ along the midline,
between −45◦ and +45◦ azimuth; it reaches 15◦ at 90◦ on the lateral sides. Azimuth
coding in general is more accurate than elevation discrimination, and exploits more
corresponding neural resources [96]. In a short noise burst localization task, the
spherical error of the two polar coordinates in average was shown to be 5◦ straight
ahead, 10◦ at 45◦ azimuth and 12◦ at 90◦ [97].
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Figure 7: An acoustic goniometer from World War I. It served as a hearing extension,
enlarging ITD cues, to gauge distant aeroplanes. Sketch reprinted from the book of
Lyon [14].
Smith and colleagues [94] demonstrated the influence of spectral content on
sound source localization by playing noise bursts of different bandwidth. Increased
bandwidth implies better accuracy until reaching 1–2 octaves. Band noise of 120 of an
octave is localized more successfully than pure tones with the same central frequency.
Sounds centered on 2000 Hz implies the highest localization error compared to 250 Hz
and 4000 Hz. In general, azimuth discrimination accuracy is worse in the range of
1000–3000 Hz.
Identification of binaural cues follows the Haas, or precedence effect: ILD and
ITD cues are evaluated for the first 2 ms of the stimulus, and the rest mostly is
ignored until 40 ms [14]. Aligned with the Haas effect, longer stimulus does not
imply superior localization accuracy [98]. As a final note on the efficacy of binaural
spatial coding: it can be improved by training, as shown by the work of Majdak and
colleagues [99] in a pointing task.
When compared to the performance of the sighted, the visually impaired localizes
sounds more reliably in the peripheral fields [89]. Such higher accuracy may be
attributed to the tendency of CB to recruit the right dorsal occipital stream for
high-level auditory spatial discrimination [45].
Binaural spatial cues have been widely adopted in V2A SS design, especially the
azimuth dimension. If we aim to convey information via sound source location, it is
crucial to understand the limitations of and the factors influencing auditory spatial
coding, so that the information loss is minimized while the binaural bandwidth is
fully utilized.
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2.3.5 Auditory streams
The higher we ascend along the auditory pathway, the temporal window of encoded
features widen. Even though the primary AC is organized in a tonotopic manner [23],
higher-level stimulus qualities are more accurately represented in its response than
the presence of a certain pitch [21]. Neural activity in IC already corresponds to
spectro-temporal shifts. Frisina [21] confirmed that by inheriting such features, A1
is more sensitive to abstract auditory entities, such as bird chirps, echo of chirps and
ambient noise [22]. Same was shown for music, tonal and speech features [23]. In the
following we assess the factors, along which spectro-temporal patterns and auditory
entities vary. The gained insights lead us to a more complete exploitation of the A1
coding space, yielding ways to construct higher bandwidth SS stimuli.
Amplitude and frequency modulation The acoustic envelope cues, or ampli-
tude modulation (AM), stand for the change of amplitude across time, while the
acoustic carrier cues, or frequency modulation (FM), entail the temporal shifts in
frequency. Both of these auditory characteristics are crucial to decode speech and
speaker identity [20] and are encoded in AC [24,25].
Human detection of AM is highly accurate and could reach 1000 Hz, while the
discrimination between AM soundscapes of different shape does not surpass the
100-Hz modulation rate [24]. In unanesthetized primates, even 3-ms-long amplitude
ramping and damping changes are encoded [100]. AC of humans is further sensitive
to as rapid as 64 octave/s of FM [25]. AM and FM encoding schemes demonstrate
high efficiency of signal transfer in noisy neural or electromagnetic environments
alike. An automatic, absolute perceptual mapping exists between AM rate and visual
spatial frequency [26]: a high-density corrugation surface is more likely matched with
fast AM rate. Application of this intuitive mapping is beneficial in V2A SS design.
Stream formation A sequence of sound perceived as a singular entity is called
an auditory stream. Fusion refers to the merge of a string of sound bits perceived to
originate from a single source; fission follows when the audio signals are segregated
into separate streams.
The occurrence of fusion or fissure is essentially dependent on the fundamental
frequency, phase spectrum, temporal envelope and sound localization qualities of
the sound sequence [101]. Moreover, if the listener is instructed to hear multiple
streams, they are more likely to do so. Short time interval between consecutive tones
of the same pitch motivates fissure. Spectral similarity rather than pitch similarity
supports fusion. Abrupt changes in the sound signal resets the stream segregation
mechanism and aids subsequent fissure [101].
Ingredients and formation of sound streams are relevant to the design of V2A SS
devices, which may aim to recruit the striate cortex to process auditory information.
The visually impaired delegates auditory discrimination of complex and attended
streams of audio to the visual areas, less abstract features are evaluated earlier in
the hearing system [33,102].
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2.3.6 Computational models
The compression mechanism of the auditory system is highly complex, as elaborated
in the previous sections. Variables such as spectral content, loudness, temporal
modulations and location of sound are all interdependent in the accuracy in which they
are neurally encoded. Hence, explicitly defining the distribution of these variables,
conditioned on the visual information they should convey, harbors extraordinary
difficulty. Explicitly defined V2A conversion functions thus tend to produce auditory
stimuli that fail to contain entirely the encoded visual information once compressed
by the auditory pathway. However, by embedding a computational hearing model,
we can implicitly force a learning environment to converge to soundscapes which are
resilient to the auditory compression bottleneck.
The learning environments considered in this study are deep neural networks
(DNN). A hearing model embedded in a DNN needs to support backpropagation by
providing the derivative of its input–output function, so the error gradient can be
propagated backwards through the model; i.e. it has to be differentiable. Further-
more, learning in highly recurrent networks tend to be slow and unstable: recurrent
structures prevent the parallel evaluation of the gradient and the input-output func-
tion, while feedback connections prolong the the chain of gradients to be computed,
inciting, for example, the vanishing gradient problem [103]. Therefore if possible,
the hearing model applied should not incorporate such highly recurrent architecture.
However, most hearing models consists of infinite impulse response (IIR) filters,
which involve feedback connections at different time scales: previous outputs of the
filter are fed as input in the subsequent iterations. As a contrast, finite impulse
response (FIR) filters can be implemented as causal temporal convolutional networks
[104], as they lack the feedback loops mentioned above and they effectively function
as a moving average. The following functions illustrate the difference equations of
FIR and IIR filters:
yFIR(n) =
n∑
k=0
b(k) ∗ x(n− k), (2)
y IIR(n) =
n∑
k=0
b(k) ∗ x(n− k) +
r∑
j=0
a(j) ∗ y(n− j). (3)
Soundwave propagation from the environment to the ear is commonly modeled
by head-related transfer functions (HRTF), which describe the pressure at both ears
given the acoustic wave [14]. HRTFs are predominantly linear and parametrized
by sound source location, head shape and ear positions [94]. Three computational
hearing stages are commonly distinguished within the ear: outer- and middle-ear,
the cochlea and finally the mechanical-to-neural transduction phase [105].
The outer- and middle ear stage is primarily linear and mostly emulated by
FIR filters and frequency-dependent gain functions [106]. In the auditory system,
the extremely nonlinear mechanisms within the cochlea pose the first substantial
modeling difficulties: a complete model should incorporate frequency and amplitude
compression, level-dependent frequency selectivity, inter-channel distortions caused
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by traveling waves on BM, and simultaneous, forward and backward masking [106],
among others.
Cochlear mechanics are described by parallel, or cascaded filterbanks, the latter
being more biophysically accurate [107]. Saremi and others [108] argue that the
cochlear contribution to the human perception is the most influential in auditory
processing; an authentic computational cochlear model could simulate substantial
portion of the nonlinear aspects of hearing.
IHC perform the next phase of mechanoelectrochemical transduction, which in
turn, excites AN fibers. This process results in the quantization of the auditory
stimulus, which discards all the information between the quantiles of discrete neural
coding [105]. A half-wave rectifier mimics IHC mechanics [14], while AN responses
may be further interpreted as a low-pass filter followed by modulation filterbanks [109].
In the following, we enumerate the latest computational hearing models, the
biophysical and perceptual phenomena they emulate, the filters they incorporate and
their possible applications in learning environments, particularly in DNNs.
Hearing models The most widespread features extracted in computational speech
processing tasks are the mel-frequency cepstral coefficients (MFCCs) [14]. Originating
from the mel frequency scale of pitch, MFCCs compose a nonlinear spectrum of a
sound spectrum logarithmically scaled by frequency. As the representation of pitch
in the frequency domain is incomplete, and as MFCCs dispose of phase information
entirely, the fine acoustic temporal characteristics are absent from MFCCs [14], which
is reflected in our inability to reconstruct the original sound from these features
without substantial perceptual degradation.
Gammatone filters were designed after AN fiber responses [110]. By combining
Gammatone filters, we may construct filterbanks. Each filter is placed on a CF with a
linear, symmetric frequency response. Even though such filters are easy to implement
and are computationally cheap, they cannot simulate level-dependent frequency
selectivity and the negative skew of AN frequency responses [109]. Gammachirp filters
were invented to mend these frequency-nonlinearity and compression deficiencies [111].
The hearing model of Chi and others [112] performs a spectrotemporal analysis
of the auditory stimulus by applying an affine wavelet transform that is equivalent
to a bank of bandpass filters. This spectrotemporal analysis still models the cochlea
as a linear process, hence it misses level dependent frequency tuning and spectral
masking features.
Lopez-Poveda and Meddis [106] improved on traditional Gammatone parallel
cochlear filterbank solutions by replacing each Gammatone module with a dual
resonance nonlinear (DRNL) filter. DRNL emulates some of the nonlinear processes
in the BM: simultaneous two-tone suppression is featured, but not for tones distant
in their frequency. DRNL adopts cascades of IIR Gammatone and Butterworth
filters with a broken-stick nonlinearity.
The computational auditory signal-processing and perception (CASP) hearing
model [109] includes a filterbank of DRNL as its BM stage. Additionally, CASP
combines a squaring expansion, an adaptation stage realized with feedback loops of
different time scales, a modulation phase preceded by a first-order 150-Hz low-pass
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filter to attain human-like sound envelope sensitivity, and finally, internal Gaussian
noise prevents unrealistically accurate acoustic representations. CASP inherits the
nonlinear aspects of DRNL.
The cochlear model of Lyon [113], the cascade of asymmetric resonators with
fast-acting compression (CARFAC), applies a cascade of second order filters instead
of a parallel filterbank, which mirrors a more biophysically accurate propagation
of traveling waves along the BM. The cascade of filters realizes a highly recur-
rent structure, which renders its application in DNNs computationally demanding.
Nevertheless, CARFAC delivers masking effects and the level-dependent frequency
tuning nonlinearity, and performs exceptionally well in reproducing human cochlear
mechanics when compared to other hearing models [108].
Transmission line models are also notable for their biophysically accurate real-
ization. For instance, Verhulst and others [114] emulate both forward and reverse
traveling waves in the cochlea, and include detailed IHC, AN and brainstem audi-
tory processing stages. Similarly to cascaded filter approaches, transmission line
model architectures are excessively recurrent, and require even more computational
resources.
Applications in machine learning Deep learning networks frequently employ
hearing models, but solely as a preprocessing step. For instance, Baby and Verhulst
[107] filtered the auditory signal through five different peripheral hearing models for
comparison, before providing the extracted features to neural networks. As such
features describe the perceptual properties of the auditory stimulus more effectively
than the raw signal, this approach yields to speech recognition and noise suppression
applications.
Hearing models inside learning environments, specifically within the layers of
DNNs, could serve two purposes: 1) if their parameters are not optimized, but set
to mimic human hearing, they could realize a bottleneck in the network that would
implicitly force the audio encoding neural layers to produce humanly perceivable
auditory signals; 2) if their parameters are optimized in the learning process, then
hearing models could serve as an acoustic feature extraction module. The latter
is arguably implemented in the WaveNet neural network [115] at an abstract level;
WaveNet could be perceived as a highly nonlinear IIR filter.
2.4 Multimodal coding
2.4.1 Cross-modal plasticity
Extensive research has been conducted about cross-modal plasticity in the visually
impaired [4]. In the absence of visual input, ample evidence exists of AC delegating
signal processing responsibilities to the occipital cortex.
Visual-to-auditory Spatial processing of auditory signals, i.e. sound source lo-
calization, is partially performed in the right occipital cortex, more specifically, in
the dorsal and lateral ventral parts [39, 116], for CB. The inferior parietal lobule
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seems to mitigate the auditory spatial information for more demanding computation
towards the occipital areas [116]. Similarly, Collignon and colleagues [45] reported
activations of the right cuneous and the right occipital gyrus in CB. These reports
suggest that visual experience is not necessary to develop the spatial processing
nature of the visual dorsal stream, as such networks are involved in visual spatial
computation in the sighted, as well. Experiments done with V2A SS devices showed
similar results [42]. Even after 1.5 hours of SS training, the visual dorsal stream
of CB responded most to location information encoded in the audio [117]. Depth
processing of SS auditory stimulus reported to be performed also in the areas of
occipital cortex responsible for visual depth perception [118]. Furthermore, the blind
partially delegates auditory spatial motion processing to visual areas with the same
motion processing responsibility originally documented in the sighted [119].
SS research further yielded results in demonstrating how shape information is
processed when presented as auditory stimulus. fMRI measurements were conducted
on sighted, LB and CB. Results demonstrated that the lateral-occipital tactile-visual
area (LOtv) responded to shape information in all groups, but only for those subjects
who were trained to interpret the SS auditory signals [41]; LOtv originally reacts to
visual shape information in the sighted. The same study reported activation in the
posterior occipital cortex analogous to retinotopic visual regions, while performing
the same shape detection task. Striem-Amit and others [117] also confirmed wide-
spread activations in the visual ventral stream of CB, including LOtv, during a shape
discrimination experiment.
SS devices designed for the visually deprived, e.g. TV [9] and BrainPort [120]
induce activity in the visual cortex when used after training [40] in EB and CB.
Specifically, vast research has shown activations in the lateral occipital cortex (LOC)
during V2A SS tasks [41,121,122]. LOC activity may not be enhanced by SS training,
but its functional connectivity to auditory areas may increase post training. Merabet
and colleagues [44] demonstrated in a case study that repetitive transcranial magnetic
stimulation (rTMS) delivered to the striate cortex impairs the TV-trained blind
in a visual task, indicating the recruitment of occipital areas for auditory signal
processing. After only 2 hours of V2A SS training, Striem-Amit and colleagues [33]
reported that the blind delegated word processing to the visual word form area when
reading. Hence, when visual information of text is presented as audio signals, the
blind’s brain rapidly rewires itself to process the demanding stimulus. Similarly,
Kujala and others [102] postulated that the primary visual cortex is only involved in
the processing of higher level auditory streams that are specifically attended to. In
their experiments, Finnish vowels and vowel-like tones were played, standard and
deviant ones in succession, the latter needed to be detected by the subjects. Here,
the occipital areas responded only to cases, when the standard and deviant stimuli
differed slightly, regardless of being vowels or tones. This demonstrates the tendency
to delegate only difficult acoustic signal discrimination to visual areas that cannot be
solved solely by AC. On another account, reception of vocal and non-vocal stimuli
was examined in sighted, LB and CB [123]. Both blind groups showed visual cortex
activations, regardless of stimulus type. Furthermore, the fusiform face area of CB
activated only in response to vocal sounds, which supports the intuitive idea of voices
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being the “auditory faces” for the blind.
Visual-to-tactile Research done in visual-to-tactile cross-modal plasticity further
attests the recruitment of the visual areas by other sensory systems. The occipital
cortex of the blind is shown to respond to Braille reading [124–127]. Merabet and
others [125] extended the research by including blindfolded subjects in a Braille
reading experiment, and showed improvement on tactile task performance after 5
days of visual deprivation. Moreover, rTMS disruptions fired at the occipital cortex
worsened the performance only for the blindfolded case, but not at baseline, nor
after the removal of the blindfold. We need to make a difference between worsened
performance and disrupted reading, as the latter has been only induced in CB by
TMS [128], but not in LB. In a tactile discrimination task of bottles and shoes [129],
neural activity was found in the inferior temporal cortex, higher up the ventral visual
pathway, even for sighted participants without visual deprivation. This suggests that
the absence of visual input is not a necessary precondition of cross-modal plasticity
of higher visual areas. Another Braille reading study [124] demonstrated that the
striate cortex is only acquired to process attended higher and more complex tactile
information; it was not activated by simple finger tapping or electric stimulation of
fingers presumed to mimic Braille reading. Yet in another experiment [130], subjects
were trained to use a tongue display for 2 days, while TMS was applied on the visual
cortex pre- and post training. Some blind subjects (3 EB, 1 LB) felt tactile sensations
on the tongue only post training, demonstrating the cross-modal connections spawned
by the SS device.
The deference of computation to sensory areas absent from input is revealed in
the deaf, as well [131,132]; primary and higher auditory areas of deaf tend to respond
to visual information.
In summary, spatial and shape information encoded in auditory stimulus seems to
translate well to corresponding visual areas in the blind, which supports the design of
V2A SS devices conveying these very visual features. Color and shade are not among
such properties, as both of them are highly dependent on ambient light, which cannot
be supplied to the blind via other, i.e. haptic, modalities. It is vital to receive tactile
sensory feedback of the translated visual features in parallel to the V2A SS auditory
signal, in order to initiate multisensory perceptual learning [13]. Otherwise, in lack
of feedback, the visually impaired cannot grasp the hidden information from the
substituting stimulus, which drives the brain to generalize over the hidden variable.
For instance, shading of a tree in the morning is different from the shading in the
afternoon, as the sunlight arrives from another angle. The issue is more pressing
indoors, where distinct combination of light sources cast shadows in distinct ways,
but the shape of objects remain the same. The complex interplay of reflection
and refraction of light further complicates the substituting signal, without any way
of integrating these features. On a final note, the striate cortex of the blind is
acquired to process discrimination of auditory streams with nuanced differences,
while obvious auditory classification problems remains to be solved in the auditory
pathway. Therefore, if we aim to relay V2A SS stimulus to the visual areas, we may
be encouraged to sample our sounds from a well-defined distribution of soundscapes,
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where a nuanced difference in the sound shall correspond to a nuanced difference
in the corresponding visual information; all this in the hope of inducing occipital
cortex activity and visual perception if possible.
2.4.2 Onset of blindness
From the early periods of postnatal development, until about the age of 6 [127],
the human brain undergoes rapid development. In this span of time, the brain is
extremely sensitive to sensory input, and structure itself accordingly. After this
early period, the loss of sight cannot be met with substantial structural changes that
would allow it to, for example, rewire V1 to efficiently operate on non-visual sensory
signal [39]. Therefore, it is imperative to group the blind corresponding to the onset
of blindness, and review cross-modal plasticity studies in the light of such grouping.
We call those who are visually deprived since birth, congenitally blind (CB), those
who lost their sight before the age of 6, early blind (EB), and those who lost it after,
late blind (LB).
As described in the previous section, auditory spatial processing, or source
localization tend to be delegated cross-modally to the occipital cortex, or more
specifically to the right visual dorsal stream [39], or in the case of another study [133],
to the left visual dorsal stream; the reason behind the hemisphere switch between these
studies is unknown. In fact, the amount of neural activity in the visual dorsal stream
is positively correlated to the performance of sound localization, but only for CB and
EB. Although LB does not benefit from the recruitment of the dorsal extrastriate
cortex, all blind tend to perform better in spatial auditory tasks like minimum audible
angle discrimination [134] and peripheral auditory attention [135], when compared
to sighted. In general, CB and EB exceed LB in localization tasks [39]; the age of
blindness onset is inversely correlated to the level of performance [133]. If sight is
lost early in life, the dorsal visual pathway is recruited to execute the computation
of non-visual spatial cues [116]. These results demonstrate that functional selectivity
of spatial processing in the visual dorsal pathway is at least not attained in a rapid
fashion post visual deprivation [39].
In the blind’s V1, functional selectivity to shape processing is akin to the auditory
spatial processing case described above. Tactile shape discrimination induced neural
activity in V1, if the onset of blindness is before the age of 16; otherwise the activity
is suppressed [136]. However, in an experiment where blind subjects had to read
nouns through Braille and come up with a fitting verb to them, several occipital
sights bilaterally responded both in EB and LB [127].
Along the lines of cross-modal functional recruitment of the occipital cortex, gray
matter concentration in EB’s primary visual cortex is higher than in LB’s [137].
More specifically, there is an inverse correlation between the amount of gray matter
and the onset of blindness. This phenomenon can be accounted to the inability
of the visual system to rewire itself after the early critical period, which leads to
the atrophy of unused occipital areas in LB. On the other hand, reorganization of
striate regions in CB and EB may follow through and such areas may specialize in
processing information channeled from other modalities. CB suffers from volumetric
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reductions in the visual pathway [138], as well as in the thalamus and the LGN [139].
Cross-modal connections between the auditory pathway and V1 have been ex-
amined in the blind. Functional neural connections between these two modalities
are either thalamo–cortical or cortico–cortical in majority, and the latter case is
more supported [47]. Within the category of cortico–cortical connections, we can
differentiate between direct feedforward or indirect feedback connections. In case of
direct connections, the auditory signal is channeled to V1 straight from A1, without
any intervention from higher-level networks, while an indirect path would first journey
through associative, parietal regions, before arriving at V1 as top-down feedback
signals. V2A cross-modal connections are more likely to be direct in CB and indirect
in LB; the chance of having both feedforward and feedback connections at the same
time is lower in both CB and LB [39]. More specifically, the cross-modal route likely
travels across the intraparietal sulcus before reaching V1 in LB. When designing V2A
SS devices, establishing the nature of the V2A cross-modal route is vital, because
the encoding of auditory features are different in the thalamic and cortical level.
Counterintuitively, studies of EB revealed decreased functional connections be-
tween the striate cortex and ipsi- and contralateral temporal regions responsible
for auditory processing [140]. On the other hand, functional correlations between
the occipital cortex and higher level cortical areas of cognitive control is increased
for EB, which has been explained by the recruitment of the visual cortex to aid
cognitive functions, like memory, attention and cognitive control. Bock and Fine [140]
argue that if such recruitment occurs, we would expect the corresponding connected
cognitive and occipital areas to have similar functional roles, which is not the case.
The decreased anatomical and functional cross-modal connections and the elevated
involvement of the visual cortex with cognitive areas may be alternatively explained
by the mixture of experts (ME) architecture. The ME architecture involves the
interaction of multiple expert networks and a single gating network. Expert networks,
like the visual and auditory cortices, learn to perform certain tasks and compete
to perform others. The gating network mediates the competition and divides tasks
between the expert networks to achieve maximal efficacy and minimal correlation
between the experts; it does so, by inhibiting or disinhibiting the output of the
experts given a certain task. Hence, if the occipital cortex of the blind learns a more
competent decoding of Braille signs, the gating network assigns that task to the visual
network and drives the somatosensory cortex to shift its responses away from that
particular task. Therefore, the ME architecture predicts the lower cross-modal and
higher visual-to-cognitive connections demonstrated in the visually impaired [140].
Complete absence of visual experience drives the preference for an egocentric
reference frame, as non-visual modalities constrain themselves to sequential perception
[141]. To attain the alternative, allocentric reference frame, one needs to observe
multiple objects at once, sensing them spatially relative to each other. In other
words, an allocentric view allows the integration of stimuli, regardless of modality,
appearing within the same expanded spatial window. CB lacks such a view and it is
arguable whether they could ever attain it.
In conclusion, studies of cross-modal plasticity paints a mixed picture of the
potential of V2A SS in visual rehabilitation [142]. On one hand, EB can transfer
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spatial and shape information to the occipital cortex via straight, feedforward con-
nections, so functionally selective areas may process auditory features in functionally
corresponding visual regions; i.e. shape is computed in ventral and sound localization
within the dorsal occipital pathway. Moreover, LB may have the retinotopic neural
architecture in place to compute audio encoded visual information in parallel, and
thus, partially regaining perceptual vision is plausible [10]. On the other hand,
without enough early visual experience, developed retinotopy and the ability to form
an allocentric view, EB has low, if no, chance to gain synaesthetic visual perception;
though the case study of Hofstetter and others [143] supports the possibility to build
a form of retinotopy. Furthermore, as LB has only indirect cross-modal connections,
a difficulty to recruit the striate cortex and potential atrophy of relevant retinotopic
areas, the functional revival of their occipital cortex is questionable; though the
recovery of two blind individuals with slight light perception has been attained [10].
Hence, the only group that may achieve the Holy Grail of V2A SS, the synaesthetic
visual experience, is LB, with some remaining perception of light.
2.4.3 Nature of cross-modal connections
As outlined in the previous section, the auditory to visual cross-modal neural highway
is cortico–cortical in majority, CB and EB having direct, feedforward connections,
while indirect, feedback connections reside in LB. The occipital cortex receives
information from the primary AC, and thus likely performs higher-order computation
on soundstreams, relative to simple sound discrimination already computed in the
auditory pathway [33, 102]. The visual areas are exclusively recruited in a cross-
modal fashion, if the acoustic stimulus is attended to, and the novelty detection or
discrimination task executed is difficult, nuanced enough to require further processing
after A1. Similar mechanism has been shown in the case of somatosensory and
occipital cross-modal engagement [124]. The striate cortex does not respond to Braille
reading-like sensory stimulation, it participates only in higher-level computation of
attended Braille comprehension.
Cross-modal functional connections are likely spawned on two timescales by
two different mechanisms: 1) the rapid unmasking of already existing cross-modal
neural routes, and 2) the slow reorganization of cortical synaptic network. Fast
neuroplastic changes observed in blindfolded studies indicates that the visual cortex
can be recruited within 5 days of visual deprivation by other modalities [118,125]. In
such a short time, plasticity may only occur via the decline in inhibition of already
existing cross-modal connections. Further support for fast unmasking was presented
in the study of Nau, Murphy and Chan [40]. Blind subjects only needed 10 minutes of
training with a V2A SS device to demonstrate BOLD activations in the striate cortex,
while using the device. In another experiment [122], after two hours of training,
ERP differences in the posterior occipital cortex were caught at 150–210 ms and
420–480 ms after the onset of the soundscape, when compared to untrained subjects.
This result shows how fast the unmasked cross-modal network is able to transfer
auditory information to the striate cortex. The gradual reorganization of the synaptic
network is expected to follow after the cross-modal masking is disinhibited [29].
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Anatomical studies of macaque sensory cortices have shown direct, monosynaptic
connections from A1 to V1. However, such neural routes are sparse, having sig-
nificantly less bandwidth than the feedback connections established with higher,
multisensory areas [144].
All in all, the above referenced research points out the cortico–cortical connections
between A1 and V1 and the higher-order nature of auditory soundstream analysis the
primary visual cortex performs in the context of V2A SS. In order to effectively recruit
the striate cortex to process V2A SS stimulus, the presented soundscape should
hold all the visual information when encoded in A1. Hence, it may be beneficial to
translate visual information into frequency and amplitude modulated audio streams,
which are more reliably coded for in the cortical level of the auditory pathway than
single sinusoidal signals [20]. Most likely, there exist spatial, temporal and associative
relations between the modalities, which constrain the array of potential cross-modal
connections [144]. By associating V2A sound stimuli to spatially and temporally
equivalent visual features, and further relying on behavioral studies of visual–auditory
congruence, we can derive a V2A conversion logic that exploits already existing
cross-modal connections more effectively.
2.5 Sensory substitution
SS entails the delivery of sensory information of an impaired modality via another,
spared sense [145]. In case of V2A SS, sight is substituted by hearing, so visual
features, such as spatial position, luminance and chroma, are encoded in audio signals.
As reviewed in previous sections, the received sound first climbs the auditory pathway,
before being encoded in the primary AC. Some low-level properties of the sound
signal are extracted along the way before the occipital cortex is recruited, either
directly or indirectly, to further process higher-order characteristics of soundstreams
in the blind. Visual areas perform computation on the auditory features encoded in
A1. The acquired additional processing power aids the blind’s higher performance
in sound localization [134], pitch discrimination [87] and perception of temporal
changes [88].
2.5.1 Conversion methodology
The core of a SS system is the conversion method that mediates between the
representation of the substituted and substituting sensory modalities, or the function
that translate images to soundscapes in case of V2A SS. This study differentiates
between explicit and implicit conversion methods. The explicit approach has an
absolute grip on the input space, clearly defining the audio signal for every possible
visual feature, usually superimposing the signals linearly across features (Figure 8).
For instance, each pixel on an image is converted to a soundscape specified solely
by the position and color content of the pixel, then these signals are overlapped [9].
On the other hand, an implicit scheme acts as a black box, employing an intricate,
nonlinear, interaction between the visual features present (Figure 9). Meaning, the
attribution of a single pixel to the produced sound is neither defined, nor tractable
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Figure 8: A disentangled example of an explicit SS conversion function, which we preliminary
experimented with in the beginning of the study. It plays a certain amount of pixels, here 3,
in a sequence, assigning sound sequences to each pixel as TV [9] SS device does. Soundscapes
corresponding to all pixel blocks of three are played at the same time, which yields a short,
yet rather convoluted audio representations.
without knowing the state of all other pixels. Computer vision algorithms applied
in SS typically yield implicit models, for example, algorithms translating scenes to
corresponding verbal descriptions [146,147].
Substitution delay Substitution delay spans from the time the substituted in-
formation is captured, until the substituting signal is presented entirely. In case of
V2A SS, substitution delay begins at the instant an image is taken and ends right
after the corresponding soundscape finished playing. Substitution delay includes
the computational time of the conversion logic and the duration of the substituting
signal. One may further expand the definition by the time the substituting signal is
neurally encoded in the human brain, including the period of cross-modal processing.
Yet, we have limited knowledge about the timescale of cross-modal processing [122],
and the ways in which it could be informative in practice, hence, we treat it as a
constant.
Visual space compression Vision encompasses high, parallel spatial and rela-
tively low temporal resolution, while auditory coding is highly sensitive to temporal
transitions and predominantly serial in nature. The optic nerve consists of 1 million
fibers, whereas AN incorporates only 30,000 [43]. Thus, substituting sight by hearing,
encoding high-dimensional visual information into sound, pose as a substantial chal-
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Figure 9: Illustration of an implicit conversion method, trained on the classification of
shields, translating the input image to a verbal description, similarly to DEEP-SEE [147].
The conversion logic implemented as a DNN, behaves like a black box: no explicitly defined
function exists that could describe the contribution of each pixel to the produced audio,
independent of the rest of the visual space. Implicit methods are inclined to fail at the
conversion of visual features that it has not been trained on: the hypothetical model baffles
at a sword and misinterprets a coin.
lenge; total vision restoration by SS is unlikely. The major approach of solving the
challenge is visual space compression: we need to discard detailed spatial features,
and decrease the temporal resolution by extending the encoding of a single image
across time [9]. Moreover, chroma and shading may be removed for the following
reasons: 1) such concepts are unintelligible for EB and CB [142], 2) they cannot
be integrated with tactile sensory feedback [13], and 3) they would retain relatively
high bandwidth [148]. The remaining edges, or contour of an image may not be
treated pixel-by-pixel, but may be encoded as a whole, in a similar manner as the
primary visual cortex processes bars: by spatial position and angle. This very last
step entails the abstraction of pixels to bars of different orientation, which results
in the reduction of required coding space, as a single bar represents multiple of
pixels; albeit, abstraction occurs on the expense of detail. At the extreme end of
this abstraction lies the encoding of a visual object, or even the entire scene, as a
single auditory event: for instance, the verbal description of a scenery.
In deep learning models, particularly in convolutional neural networks (CNN) [34],
we wield methods to assess the response features of filters [149]. As we climb the
hierarchy of neural layers, the abstraction of image characteristics increase, akin to
the human visual pathway. However, abstraction through code-space reduction is
only possible if an underlying pattern exists in the images the CNN is trained on,
which is true for natural images. DNNs internalize the pattern presented to them, so
they reserve code-space for images they have been trained on, while neglecting the
representation of unseen visual features. Deep learning models applied in SS are part
of the implicit group, because the conversion function acts as a black box, instead of
being clearly predefined.
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By expanding on deep learning, we identified the superior visual space compression
efficacy of implicit methods compared to explicit strategies. To reiterate, this
originates from the fact that implicit approaches optimize for coding space on all
levels of visual abstraction, while explicit solutions have to stick with a predetermined
conversion function that hardly incorporates the distribution of likely visual elements.
This inherent advantage of implicit methods is especially critical in V2A SS as
the substituting modality holds orders of magnitude lower bandwidth than the
substituted one, and thus, every advance in the compression of visual coding space is
met with higher auditory coding efficiency. In other words, the further we compress
the visual space, the more visual information can be condensed into an auditory
signal of a given length; that is, the shorter the substitution delay may become.
However, the comparison between explicit and implicit conversion strategies is
more nuanced. Because the logic of explicit methods can be verbally described,
they are easier to grasp, which facilitates SS training [32, 33]. Explicit solutions
also reliably convert unseen stimulus, while the response of implicit conversion is
unpredictable for untrained input. In terms of substitution delay, implicit methods
may yield shorter soundscapes due to more efficient visual space compression, but
the computational requirement of the conversion logic may be higher, resulting in
a longer computational delay. Finally, we believe that the development of explicit
approaches has been stagnating in the previous 26 years, regurgitating the same
conversion logic in slightly different forms. Hand-crafting SS models is immensely
difficult, particularly if we intend to include the ever expanding research in cross-
modal plasticity, psychoacoustic and perceptual learning. The barrier of entry has
grown incredibly high for explicit methods, while implicit solutions, in combination
with deep learning, show great promises with regards to the available tools and
technology. In other words, an implicit conversion function is optimized according
to the boundaries we impose; we barely need to care about the specificities of the
model structure and the internal transformations, if we can define the loss function
appropriately.
Table 1: Explicit versus implicit SS conversion methods.
Explicit Implicit
Visual features any feature trained features
Visual space compression predetermined data specific
Conversion logic transparent mostly black box
Verbal description expressible semi-expressible
Barrier to entry formidable low
Computational demand low moderate
In the following sections, we review the SS devices designed so far, categorize them
according to the level of visual space abstraction they employ, contrasting implicit
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and explicit conversion methods. Furthermore, we explore SS training procedures in
detail, before concluding with the achievements and limitations of V2A SS devices.
2.5.2 Sensory substitution devices
In this section, we review V2A SS devices. We deliberately pay exclusive attention
to V2A conversion methods, omitting tactile to visual SS [145] and approaches solely
conveying depth perception, for instance, by echo location [150]. For each SS device,
we describe the following three major components: 1) the preprocessing function of
visual features, applied to compress visual space, 2) the V2A conversion logic, and 3)
the audio synthesizer.
One of the most widely used SS visual prosthesis is The vOICe (TV) system [9].
Although, the device was designed in 1992, its major characteristics are mirrored in
even the most recent V2A SS solutions [146,151]. Images are first downsampled to
a 64–by–64 grayscale representation (later upscaled to 176x64), containing 16 gray
tones. Each pixel is explicitly converted to a sinusoidal signal, which is defined by
the spatial position of the pixel and its luminance. The amplitude of the sinusoidal
represents the gray-tone content. Vertical position is translated to an exponential
frequency distribution, reflecting the spectral coding of the cochlea. Soundscapes of
a single pixel column are played simultaneously, while the whole image is scanned
from left to right across time, such that the horizontal position is denoted by the
soundscape delay. Panning of the audio signal is further introduced to assist horizontal
discrimination; pixels on the left are perceived stronger in the left and pixels on
the right are heard more robustly in the right auditory field. A distinct cue sound
denotes the beginning of every image translation.
The next major contestant in V2A SS, here named Real-Time Enhancement
of Vision Rehabilitation Using Auditory Substitution (RTEVRUAS), applies a
different image preprocessing and conversion method than TV [152]. Visual space is
downgraded to 124 grayscale pixels, with an 8–by–8 pixel sized fovea region and a
60 pixel periphery, depicting the high central and sparse peripheral receptive field
distribution of vision. Similarly to TV, loudness implies brightness, pitch codes
for the vertical position, and stereo panning conveys horizontal location. However,
soundscapes corresponding to all pixels are superimposed at once without delay.
Playing the auditory stimulus of a whole image at once is made possible by the
association of distinct frequencies to every pixel. Moreover, pitches are allocated so
vertically neighboring pixels respond to harmonics, while auditory representation
of rows of pixels correspond to non-harmonics. A clever approach to exploit the
encoding of harmonics in A1 [75].
The first attempt at including color information in the V2A SS repertoire originates
from the design of See ColOr [6]. This device quantizes hue into 7 colors, corresponding
to 7 specific musical instruments in the auditory domain. Bologna and colleagues
reasoned for the reliance on such a transition function by analogy, arguing that
“colour of music lives in the timbre of performing instruments”. They suggested
that hue information serve to merge visual features of mono-colored objects to be
detected as one coherent entity, while also providing practical, additional knowledge
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about whether the user stands on green grass or not. In the preprocessing step,
image segmentation is deployed, which simplifies, blurs the visual space, but does
not compress it, as neither the size, nor the color depth of the image is reduced.
Although, segmentation indeed lessens variability by removing detail, such details
are likely to be imperative to cross-modal learning: e.g. edges of objects if obscured,
the amount of handy tactile feedback shrinks, which is necessary to associate object
shape and the corresponding soundscape. Visual space reduction is achieved by only
sonifying a small subwindow in the center of the image (25 pixels out of a 320–by–240
image), while a saliency detection algorithm is run on the rest of the visual field.
In order to drive the user’s attention towards unique visual features outside of the
sonified subwindow, distinct spatialized alarm sounds denote the location of such
salient objects. See ColOr introduced sound elevation into the V2A coding scheme,
applying HRTFs. Horizontal position is encoded in the combination of ITD and ILD
cues, while vertical pixel location is mirrored in sound elevation.
The Vibe [8] was developed on the premise of a V2A SS framework, in which
several different conversion functions can be tested, primarily for research purposes.
In its essence, Vibe translates RGB images into soundscapes. Receptive fields are
defined, each responding to a group of pixels, via an arbitrary function (e.g. mean of
pixel values). By implementing ITD and ILD cues, a binaural soundscape is derived
from the sum of receptive field states, playing the whole image simultaneously.
Since the Vibe, explicit conversion method design have barely improved. Eye-
Music [151] combines See ColOr and TV, performing color clustering, synthesizing
soundscapes column-by-column, and ceiling the frequency at 1568 Hz, assuring
the pleasantness of the auditory stimulus; albeit, the frequency cut-off reduces the
auditory coding space by half.
In the reign of implicit conversion functions, research endeavors have been scarce.
See ColOr [146] relied on a DNN to recognize and classify characters, before verbally
pronouncing them. DEEP-SEE [147] builds on more sophisticated computer vision
algorithms to track, and deep CNNs to detect objects, including cars, bicycles, and
obstacles. Discovery of an object is followed by a verbal description, delivered through
a bone-conducting headphone. DEEP-SEE falls at the extreme end of visual space
reduction, as the images are compressed down solely to a set of detectable objects
and their positions.
As demonstrated, explicit conversion methods dominate the V2A SS field, with
just a couple of implicit transition functions around. Among explicit strategies, pitch
denotes vertical position of visual features, while time delay and/or binaural cues
represent horizontal location. Translating luminance to signal amplitude is common,
and colors are consistently encoded in timbre. Visual space compression is performed
by pixel downsampling, computer vision algorithms, DNNs, and color clustering.
There seem to remain an uncharted territory of implicit conversion techniques, with
a low-to-medium visual space reduction function.
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Figure 10: SS devices spread along the axes of substitution delay and visual space abstraction.
Substitution delay covers the duration of time from the point an image is taken, until the
corresponding soundscape is played in its entirety, including the computational time of the
conversion method. Visual space abstraction loosely delineates the amount of visual detail
removed from the images before translated into audio. Square symbols represent explicit,
circles depict implicit conversion approaches. The size of these symbols, R, displays the
amount of perceivable, conveyed visual space, i.e. the dimensions of the converted images.
The Vibe and RTEVRUAS SS devices superimpose the sound sequences of every pixel
simultaneously, which leads to convoluted soundscapes and thus to limited perceivable
visual information. Visual space abstraction spans through colored pixels, clustered coloring,
grayscale, contour lines, up to the representation of single objects or scenes. Our proposed
conversion logic, AEV2A, extracts the contour information of images before transforming
them into soundstreams. Ideally, we would aim to achieve as low substitution delay and
as much conveyed visual space as possible. In V2A SS, a compromise need to be made
between these two factors, which this figure attempts to depict.
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2.5.3 Developments
Apart from the variety of V2A SS devices introduced since 1992, numerous incremental
improvements to such systems have been proposed in terms of image processing,
audio sonification and cross-modal stimulus conversion.
Developments in the preprocessing of SS image inputs tend to draw analogies
from the visual system of the sighted. RTEVRUAS [152] artificially simulate the
receptor distribution of the retina, while the design of Buchs and others [7] lets the
user manually zoom-in the center of the visual field. Kishino and colleagues [148] ran
an edge detection algorithm on the input image and translated solely the remaining
contour to sound. Kishino and colleagues established that the retina performs a
preliminary step to edge detection, hence validating the computational execution
of this step for those without a functioning retina. The choice of contour-only
conversion also builds on the previously presented cross-modal plasticity research,
indicating that auditory information processed in the visual pathway arrives at
V1 [47]. Another advantage of visual space abstraction at this level is the removal of
details, like shade and color, that are difficult to integrate with tactile information,
impeding the cross-modal learning process [13]. Further instances of SS image
preprocessing techniques include the application of clustering [6] and machine learning
algorithms [147], primarily aiming at visual space reduction. Finally, by benefiting
from depth cameras, we may filter out visual features beyond a specific range to
adjust for the peripersonal-dominant perception of the visually impaired [142].
Regarding advances in sound generation, the delivery of binaural cues has enjoyed
exclusive attention. Simple audio panning was improved by the debut of HRTFs,
which provide means to simulate ITD and ILD cues in a frequency-dependent manner,
so spatial elevation of soundscapes can also be discriminated between. Bujacz and
others [153] found that personalized HRTFs yielded no substantial advantage over
generic ones in SS.
In order to optimize the V2A conversion method of TV, Wright and Ward [154]
ran a genetic algorithm tied to the performance of sighted participants, who were
solving SS tasks. The parameters of TV were genetically evolved as the tasks got
evaluated. Although, they only assembled a modest collection of samples, they
proposed that elevation with pitch and luminance with loudness are congruent, so
high pitch should correspond to visual features at high elevation, and high luminance
to loud soundscapes. However, this study neglected including the correspondence of
loudness and object size [19], which might have overruled the previously mentioned
association to brightness.
In terms of the advancements in the user interface design of SS devices, we
see the miniaturization of electronics and improved battery power to be the major
drivers [155].
2.5.4 Training
Training procedure is critical in the success of V2A SS devices escaping out of
the lab environment [10, 142]. A steep learning curve and a lack of gamification
elements may cause users to withdraw from further practice [142]. SS training guides
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cross-modal plasticity both in the fast unmasking and the long-term establishment
of new neural connections. By selecting from the myriad of available procedures, we
can accelerate the initiation of cross-modal connections, saving time and effort for
the blind. Training is also closely tied to the efficacy assessment of SS devices, as
the specificity of the learning and the assessment method imply the user’s ability to
generalize SS in real-world environments.
Although the ability to classify abstract shapes and complex objects or to navigate
have been demonstrated with SS devices [27], the generalization of the learned skills
still constitutes the core problem. This is reflected in the reverse hierarchy theory,
which suggests that the difficulty and specificity of a SS training procedure govern
the level of cortical processing and the ability to generalize [13]. In V2A SS, the
more processing-heavy the discrimination between soundscapes is, the more the
computation is driven cross-modally to the primary visual areas, instead of being
resolved higher up in the visual pathway. Moreover, generalization is more successful
for learned associations processed in higher perceptual areas, while the lower-level
regions tend to specialize in the stimuli presented during training. Hence, the
difficulty of SS training needs to scale with the variability of the introduced stimuli:
e.g. in a face discrimination task, the number of faces presented should far exceed
the number of triangles showed in a simple shape classification exercise. As further
discussed in the work of Proulx and others [13], humans can generalize to untrained
auditory frequencies, but not to new temporal intervals. The former encourages the
encoding of visual features into sound frequency of high variation, while the latter
hints at constraining the length of soundscapes; by keeping it constant, any image is
translated to a constant length auditory signal.
The field of multisensory perceptual learning resolves the ways in which perceptual
plasticity promotes improved representation of the sensory environment [156]. A
well-documented catalyst for perceptual learning is sensory feedback as a form
of reinforcement [157]. In case of attaining visual perception through auditory
information, haptic feedback substantially facilitates the learning process [13], which
encourages the design of multisensory training protocols. Furthermore, Elli, Benetti
and Collignon [155] suggested that SS stimulus should only contain perceptual
information that has been learned before through a spared sense. For these reasons, SS
training in a virtual environment should be avoided [13], though Xu and others [158]
presented promising results. As the technology backing virtual reality (VR) is
maturing, the application of VR in SS vision rehabilitation protocols becomes
increasingly appealing. Building VR spaces offers an inherent cost and scaling
benefit [150,159], compared to the design of real-life settings [160,161]. However, as
such virtual environments lack tactile feedback, V2A training needs to resort solely
to simplistic shapes and surroundings, such as walls and cylinder obstacles [150].
Anything more complex would require haptic presence or ample verbal description,
with the latter potentially proving to be unreliable.
The numerous solutions providing haptic feedback can be arranged into two
groups: mechanical and electrical. Mechanical approaches include two-dimensional
and three-dimensional shapes, possibly 3D printed, with a high contrast, as with
white objects placed on a black magnet board [3]. Stiles and Shimojo [162] adhered
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cardstocks to a desk surface to represent patterns, leveling the surface, so the
black background and the white foreground of SS stimuli are haptically discernible.
More advanced methods of material science may construct surfaces of unequivocal
precision [163] to represent tactile stimuli of high fidelity. Electrical tactile displays
can employ complex-shaped, two-dimensional, haptic feedback, but they cannot
represent depth. Senseg [164] and Disney’s TeslaTouch [158] create two-dimensional
tactile images that the visually impaired could associate with the corresponding
soundscapes in a V2A SS training scenario. In general, mechanical solutions to
haptic feedback are either 3D printed or molded, offering limited scalability, compared
to electrical approaches. However, physical shapes are more reliable: for instance,
discrimination performance of tactile contour images on TeslaTouch was close to
chance level [158].
Similarly to haptic feedback, Maidenbaum, Abboud and Amedi [142] mentioned
the ignorance of accounting for the sensory-motor loop in training protocols. Robust,
fast perceptual learning likely involves the dependence of SS stimulus on motor
movements: e.g. alteration of soundscapes during head, or hand movements when
the visual field encompasses the hands of the user. The visual reference frame should
also be constrained by the application of a head-mounted camera, instead of allowing
the blind to reposition it arbitrarily. For instance, smart glasses or a cheaper Google
Cardboard can overcome this constraint.
Differences between explicit and implicit conversion methods emerge in SS training
as well. The work of Proulx and colleagues [13] argues that if the substituting
stimuli shares spatiotemporal attributes with the corresponding tactile or motoric
feedback, then that implicit correlation is sufficient to induce perceptual learning
and generalization. Furthermore, implicit training suffices for SS of simple, abstract
shapes [32, 162]. Even though the conversion method used in these experiments
is explicit, the V2A logic was not explicitly described to the subjects. However,
discrimination of complex visual objects and scenes are more difficult to generalize,
when no explicit instructions are provided: for example, subjects incorrectly associated
semantic attributes to auditory features in the study of Kim and Zatorre [32]. Another
complex task, reading characters using TV, also required explicit teaching [33].
A major setback in the expansion of V2A SS devices is the absence of organized
training procedures [142,165]. In an ideal case, the visually impaired would receive
supervised training, interacting with experts, combined with portable support mate-
rials [155]. Complexity of the visual stimulus should be gradually increased, starting
with simple, geometric shapes [9], continuing with dynamic stimuli and finally rich,
real world tasks to perform [142]. The higher the variety of exercises, the more robust
cross-modal associations become by transfer learning. Additional gamified elements
boosts motivation and grants the feeling of accomplishment, which is necessitated by
the months of demanding training [155]. Finally, appropriate electrical or magnetic
stimulation (TMS) of visual regions may hasten perceptual learning of V2A SS
stimuli, by guiding cross-modal synaptic plasticity [157,166].
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2.6 Deep learning
2.6.1 Deep neuroscience
Initially, neuroscience aided the design of deep learning models; now deep learning
has turned full circle and provide modeling tools to computational neuroscience. On
an abstract level, the brain is a recurrent neural network of great depth, abundant
of nonlinearities. The shallow, hand-crafted models of neuroscience are incapable to
scale and simulate such networks, solely yielding low-level tuning functions [167]. As
DNN architectures and training procedures become more structurally complex and
specialized, they begin to share a wider conceptual ground with neuroscience. Such
conceptual commonalities include the process of attention, recursion and memory
consolidation [168].
To complement the detailed, yet shallow bottom-up models of computational
neuroscience, top-down solutions have been developed in the form of DNNs, which
succeeded in mimicking various biological responses. Kell and others [169] generated,
optimized and compared 200 hierarchical deep learning architectures performing a
speech and music recognition task. In their study, CNNs were trained to extract
categorical information of music and speech from cochleagrams. The trained CNNs
achieved human-level accuracy and further exhibited human-like errors in their
classification. Moreover, layers of the network predicted fMRI BOLD patterns in
AC, more precisely than classical spectrotemporal filter models.
The visual cortex holds the highest track record of being emulated by DNNs:
Yamins and colleagues [170] designed a CNN that resembles the activation of the
human inferior temporal cortex, the highest ventral visual cortical area, when encoding
complex naturalistic images. Intermediate layers also showed correlation to V4
responses, which network provides input to the inferior temporal areas. Similarly,
Kuzovkin and others [171] showed parallel between the frequency of neural activations
and CNN layer representations of images.
In a study of mammalian navigation, a long short-term memory (LSTM) network
was able to realize grid-cell-like behavior when trained on a path-integration task. The
learning model received velocity vectors as input, similar to what the mammalian brain
operates on while maneuvering [172]. Bhalla [173] further pointed out that LSTM
networks mirror the dendritic sequence discrimination process in the hippocampus,
with the inner gates of the LSTM cell roughly resembling regions of the hippocampus
in their functional, recursive connections.
Even though, DNNs abstract away a huge body of details from biological neural
networks, if we are able to align the learning objectives and neural structures operat-
ing in the brain to closely equivalent deep learning models, the two fields of study,
neuroscience and deep learning, could aid one another in testing neuroscience hypoth-
esis in silico, and in establishing biologically inspired computational optimization
methods.
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2.6.2 Autoencoders
Discovering a fitting conversion method from images to sound can be defined as an
optimization problem. Optimal conversion in this context refers to a compression
mechanism that acquires the shortest sequence of sound samples with minimal
information loss given the image to encode.
Autoencoder models are well-known for their exceptional ability to generate com-
pressed encodings by massively employing nonlinear transformations. The simplest
autoencoders are end-to-end trained by gradient descent, the input and desired
output of the network being the same. Such learning models consist of an encoder
and a decoder network, with a latent bottleneck in between (Figure 11). The degree
of freedom of the bottleneck determines the ensuing compression: the smallest layer
in the model, often placed in the middle, is forced to squeeze the input information,
so the decoder can reconstruct the input out of the compressed representation. In
case of V2A substitution, the bottleneck is the audio representation, while the model
is fed with the same image as the output we expect from it. Recurrent autoencoders
merely involve recurrent neural layers as part of the encoder and/or the decoder.
Variational autoencoders (VAE) differ from regular autoencoders by the way
in which they distribute the latent, compressed representation [174]. The latent
space is forced to spread in a Normal distribution, and as a result, similar input
representations are mapped closely together in that space, which constructs the space
to be more intuitive to walk through: a slight change in a latent variable corresponds
to a small and consistent shift of certain characteristics in the decoded representation.
Hence, a VAE is a better fit for the V2A SS problem, as the latent space, i.e. the
distribution of soundscapes, becomes more intuitive, easier to understand and to
learn by the blind, compared to a regular autoencoder. Moreover, by expanding the
latent space to a Normal distribution, we require the model to generate diverse audio
Figure 11: Depiction of an autoencoder. Autoencoder models are trained to reconstruct
the input image, X, in their output X ′, after compressing it to a latent representation, z.
40
Figure 12: VAE learned manifold of the MNIST dataset. A VAE with a two-dimensional
latent space was trained on handwritten numbers; this figure depicts the output images of
the decoder as the latent space is scanned through. The hidden representation managed
to incorporate an intuitive interpolation between visual features of the written numbers.
Reprinted from the work of Kingma and Welling [174].
stimuli, so distinct visual features are expected to be encoded as perceptually distant
sound sequences.
Disentangled VAEs [175] are slightly modified versions of the variational models:
the independence of latent variables is imposed stronger, which leads to an even
more intuitive compressed representation; albeit, occasionally to the detriment of
the reconstruction quality.
The Deep Recurrent Attentive Writer (DRAW) model is a fine instance of a
recurrent VAE [35]; it is also used as the foundation for the AEV2A model presented
in this study. The authors of DRAW pointed out that drawing is a sequential process,
corrections are made to the image by repeatedly reassessing the canvas before the
next modification. Their model reflects this insight (Figure 13): the encoder reads
parts of the input image and the unfinished drawing on the canvas, then compresses
the information into a latent vector. The decoder additively writes on the same
canvas given the latent variables. The encoder further receives the hidden state of the
decoder, i.e. an impression of previously emitted modifications. Both the encoder and
decoder are implemented as LSTM networks. DRAW applies a particular reading and
writing attention mechanism: in each iteration, a grid of two-dimensional Gaussian
filters are positioned on the image and the canvas. The isotropic variance of the
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Figure 13: The architecture of the DRAW model [35], unfolded for two recurrent iterations.
After T iterations of drawing on the canvas, c, the network is optimized to reconstruct
the input image, x. The reader attention module receives x, the previous state of the
canvas, ct−1, and the previous hidden state of the decoder, hdect−1. Hence, reading attention
is allocated according to what has been written until t. The latent states, zt, are random
drawn from Normal distributions parametrized by the recurrent encoder unit. Both reading
and writing is performed by a grid of Gaussian patches.
Gaussian, the stride distance between neighboring filters and the coordinates of the
grid center are dynamically determined by the network, having the freedom to decide
the location and detail of the reading and writing attention. An additional intensity
variable defines the strength of the filter response. The reconstruction loss of DRAW
is specified as the L2 distance between the final state of the canvas and the input
image.
Autoencoder models can be further extended by a discrete bottleneck. For
instance, Oord, Vinyals and Kavukcuoglu [176] substituted the variational aspect
with a vector quantization method (VQ-VAE) that wields the encoder with a discrete
42
output and lets it learn the prior instead of relying on a predefined one. A discrete
latent representation yields two major benefits: 1) it counteracts the posterior collapse
VAEs are typically suffering from, which causes a model with a strong, deep decoder
to ignore the latent representation, driving the network to an undesirable local
optima, and 2) it controls the information content directly by the amount of discrete
vector code space available. The latter advantage is critical in the design of SS
conversion logic, as substantial information content may be compressed even in
a single continuous variable [177], and thus the encoded sound stimuli of distinct
visual features would barely be distinguishable. Dieleman and others [178] further
improved on the discrete bottleneck, proposing the argmax autoencoder, which
slightly underperforms the VQ-VAE, yet converges more reliably.
From the marriage of VAEs and Generative Adverserial Networks (GAN) [179],
the adverserial autoencoders (AAE) was born [180]. AAEs spread the latent space
more evenly compared to VAEs, causing the model to generalize better and be more
faithful to the imposed prior distribution. Ideally, if we could define the distribution
of perceivable and distinguishable soundscapes, it could be enforced as a prior, in
which case, AAE solutions would have an advantage.
When the design of implicit V2A SS conversion methods is considered as a com-
pression problem, autoencoders and their variants come naturally to the rescue. The
combination of highly nonlinear compression and diverse, intuitive latent encoding,
enables us to reliably convert a predefined set of images to sound and back. When
matched with explicit SS conversion logic, a drawback to this approach is the inability
of the network to encode visual information that is outlandish in the face of the
trained image set. Nevertheless, the training set having an inherent structure, the
autoencoder can compress on it, and realize sound representations that are shorter,
yet perceptually still discernible.
2.6.3 Audio coding
Historically, audio signals have been much more difficult to synthesize and to decode
compared to images. This difficulty stems from the long-range temporal structure of
audio: from spectral information stretching over 100–1000s of samples, to rhythm
spanning over the timescale of seconds or 10s of thousands of samples. Compression
and generation of high quality sound signals in a DNN setting have only been solved
in recent years [115].
Classical approaches of audio encoding extract the spectral power of the sound
in short temporal windows, ignoring the phase information, rendering the obtained
representation non-invertible. Moreover, as we described in Section 2.3.3, phasic
cues are critical to pitch perception, thus generated audio from spectrograms lack
substantial bandwidth of information. The derived spectrograms are usually further
processed by two-dimensional CNNs, for instance, the SpecGAN model of Donahue,
McAuley and Puckette [181] does so. On the other hand, WaveGAN, also presented in
the same study, employs one-dimensional convolutional filters to raw audio samples,
and performs better on subjective sound quality measurements than SpecGAN.
Hitherto, deep autoregressive models have been the most successful in sound
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encoding. Autoregression implies the involvement of past filtered values in the
computation of the predicted value, meaning that the output of the model at time t is
required to estimate the output at time t+ 1. For example, IIR filters can be viewed
as autoregressive, as they rely on previous outputs, while a FIR filter is merely a
weighted moving average of input values.
WaveNet [115], a deep autoregressive neural network, applies layers of dilated
causal convolutional filters. The dilated nature of its filters realizes an exponential
growth of the temporal receptive field with more layers appended, while saving a
great quantity of parameters compared to regular, stacked convolutions. The causal
aspect, not present in WaveGAN for example, enforces WaveNet to derive the output
by only incorporating past input states, emphasizing the temporal characteristic
of audio. Being an autoregressive model, WaveNet performs sequential predictions,
which is significantly slower than the parallel sound synthesizer competitors. The
later developed, sped up version of the model, spends more than 50 seconds to
generate 1 second worth of 16000 samples [182]. Another spin on the model [183],
however, trains a parallel network taught by an already trained WaveNet, achieving
20 times faster than real-time speech generation. Yet another fine example of an
autoregressive autoencoder is the argmax autoencoder [178], which yields slightly
higher scores on human evaluations than WaveNet.
If we aim to synthesize and/or decode sound in an implicit V2A SS conversion
function, we need to consider the above mentioned DNN models, particularly the
autoregressive ones. However, none of these DNNs parallel the representational power
of the human auditory system and still they demand substantial computing power
and time to train. They have mostly been tested with a low sample frequency of
16000 Hz, and very constrained sound space, like speech signals of a given language.
Due to such downsides, we need to resort to hand-crafted synthesizers and simplified,
psychoacoustic-based audio decoders; at least for the time being.
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3 Methods
3.1 Autoencoded Vision to Audition (AEV2A)
Ultimately, the aim of this study is to realize an encoder that converts images, a
high spatial, low temporal dimension representation, to audio, a low spatial, but high
temporal dimension space. Previously, V2A SS devices have employed an explicit
conversion logic, which assigns low-level visual features, like pixels, to predefined
sound sequences. Such devices are based on multisensory processing research to
explicitly define visual–auditory feature correspondence: 1) higher pixel position is
translated to higher pitch, 2) higher luminance is converted to higher amplitude, and
3) pixel position is further conveyed by sound source location. Previous SS solutions
demands months of training to achieve beneficial use of the gained sense, and years
to acquire synaesthetic visual perception [10].
The slow learning rate of such SS devices prevent the large population of visually
impaired to take advantage of them. We hypothesize two principal reasons for
the relatively slow learning rate: low frame rate of the devices, and the ignorance
of human auditory compression. A third major reason that has been proposed
before [142,165], is the lack of well designed SS training programs outside the lab.
The latter issue is only touched on in this study.
As autoencoders are designed to realize a nonlinear compression function, it fits
to be trained as an implicit SS conversion logic. The proposed Autoencoded Vision
to Audition (AEV2A) model involves an abundance of hyperparameters, which can
be fine-tuned to remedy the above mentioned reasons for the slow learning rate.
The hyperparameters include, the image set the model is trained on, the level of
visual space abstraction, the properties of the synthesized audio and the degree
of visual–auditory feature correspondence. The TensorFlow implementation of the
model can be accessed from github.com/csiki/v2a.
The high dimension of an image can be further decreased by extracting the
contour of the image using a simplified computational model of V1 simple cells; i.e.
edge detection. Lowering the spatial dimension in such a way is loosely built on the
research of metamodal sensory computation, which has found that the unused sensory
brain areas are acquired by other active sensory areas for ease of computation. In
our case, the unused area is V1, the active sensory region is A1. The visual pathway
preceding V1, which is supposed to perform contour detection, suffers serious apathy
in the blind. We extract the contour as a preprocessing step, to overcome due to
the blind’s lack of functioning brain areas that could execute such a computation.
We cross-modally cater information content for V1, similarly to which it naturally
receives in the sighted. We hypothesize that this setup demands less adaptation or
neural plasticity from the user, and thus could hasten SS training. Moreover, the
contour of the image is the closest visual representation that shares the majority of
its features with haptic sensing, accelerating SS training according to the body of
research on perceptual learning.
The audio synthesizer is designed to elicit responses in A1, instead of relying on
low-level audible features, like raw frequency content, which are typically encoded
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earlier in the auditory pathway. This design incorporates cross-modal studies of the
blind, showing that cortico–cortical connections are likely wired between A1 and
V1, the recruited V1 only being able to process representations present on the level
of AC. The hyperparameter set of the audio synthesizer can be further adjusted
to comply with the capabilities of human hearing, documented in psychoacoustic
studies.
3.1.1 Model structure
The Autoencoded V2A (AEV2A) model builds on the recurrent VAE architecture
of DRAW [35]. The model consists of an encoder and a decoder half, both parts
include multiple layers of LSTM cells. Figure 15 shows the AEV2A unrolled for two
iterations, t and t+ 1.
Similarly to DRAW, the input image is first read by an attention unit, applying
a grid of Gaussian patches with parameters like isotropic variance, stride and grid
location determined by the network in each iteration. The reader attention parameters
are learned over training and derived from the input image, the current state of the
canvas, and the previous hidden state of the decoder LSTM. If the grid contains
N × N patches, N2 values are passed to the encoder LSTM, which outputs the
variance and mean of the Gaussian distributions used to randomly draw the hidden
states from. The drawn latent values parametrize the audio synthesizer, generating
a soundscape representative of the visual information obtained in that iteration.
The decoder half either receives the generated audio stream, or a rescaled variant
of the input parameters the synthesizer gets, the rescaling of which reflects human
hearing limitations. The former is termed as the hearing decoder, the latter as
the deaf decoder. The distinction between the two is elaborated in Section 2.3.6.
A set of computational hearing models compress and/or noise the received sound
representation, which is then consumed by the decoder LSTM. The output tensor of
the recurrent network is fed to the writer attention unit. The writer attention either
applies the same grid of Gaussian patches as the reader attention, or a collection
of edges, each of them delineated by a bundle of Gaussian patches, with the same
parameters, but distributed in a line instead of a square grid. The latter is termed as
V1 attention, as it draws edges on the canvas analogous to the visual features simple
cells in the occipital cortex are tuned to.
The canvas is updated in each iteration, the final state of which should depict
the original input image, i.e. the distribution of which should follow the distribution
of the input images given the sequence of latent variables. We define the number of
total iterations as constant.
The multilayered decoder LSTM implements residual, skip connections between
non-consecutive cells, which results in smoother clustering of latent variables and
reduces the likeliness of posterior collapse [184].
The following set of hyperparameters define the network structure; typical values
that were experimentally tested are shown as well:
– Sequence length: the number of iterations performed; up to 40
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Figure 14: In V2A SS, visual information is conveyed through sound to aid the blind.
AEV2A applies a deep recurrent autoencoder model to synthesize sound, ai,t, from images,
xi, decoding the produced sound back as a sequence of drawing operations on a canvas ci,t.
The human hearing model included in the autoencoder aims to constrain the synthesized
audio to be perceivable by human listeners, mimicking the auditory pathway. The canvas
loosely emulates the visual cortex, as the drawing operations are performed in units of
features that the simple cells are tuned to. When the visually impaired users wear such
a V2A SS device, and e.g. listen to the image of their hands, they integrate the muscle
and haptic information with the heard audio, and learn the correspondence between these
sensory features by unconsciously adjusting to the feedback signals from higher multisensory
and associative areas. Roughly speaking, AEV2A learns to encode visual information in
a sequence of soundscapes, constrained by human hearing, so they can be decoded as
successive drawings on V1.
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Figure 15: Unrolled architecture of AEV2A. Compared to the DRAW model (Figure 13),
AEV2A includes a hand-crafted audio synthesizer and a hearing model. Both of these
extensions aspire to shape the latent sound representation to comply with human auditory
coding. The synthesizer is constructed so different input parameters, zt, yield distinct
neural activations in A1, while hearing unit should compress or noise away any detail that
is not humanly perceivable.
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– Number of LSTM layers in the encoder: 3 or more
– Number of LSTM layers in the decoder: 3 or 4; should not be high, as that may
lead to posterior collapse; furthermore, we should not assume the existence of
a complex sound to visual information decoding network in the human brain,
or analogously, we should presume that cross-modal connections between the
auditory and visual areas, which the decoder LSTM aims to roughly emulate,
are scarce
– Dimensionality of LSTM cells: 512 or 1024; higher values yielded no gain
– Dimensionality of the latent space: either the number of parameters the audio
synthesizer requires or more; if more, a dense layer is inserted between the
latent state and the synthesizer
3.1.2 Visual features
Input images undergo three preprocessing steps before they are fed to AEV2A: 1)
they are downsampled to the size of 160×120, 2) turned to a grayscale representation,
and 3) their edges are extracted.
The contour detection algorithm of choice is the push-pull CORF method [71],
due to its faithful modeling of V1 simple cells and its high signal-to-noise ratio. The
maximum of the CORF generated simple cell responses are taken over the orientation
dimension to achieve a smooth two-dimensional image of edges. Although, the
described process achieves visual space abstraction to the features of bars, those
bars are still embedded in two-dimensional image space, instead of being explicitly
described by their positions and orientations. From the perspective of the learning
algorithm, encoding the contour poses a simpler problem than translating the whole
image to soundscapes, as the visual space shrinks significantly.
The parameters given to the push-pull CORF algorithm are the following: sigma is
set to 2.2, beta to 4, the inhibitor factor is defined as 1.8. The Matlab implementation
of the push-pull CORF model used in this study can be accessed at Mathworks [72].
We made a slightly optimized version, which can be retrieved from the AEV2A
repository: github.com/csiki/v2a.
3.1.3 Audio synthesis
The AEV2A model relies on the cross-modal recruitment of the occipital cortex for
the processing of auditory stimuli, attaining an additional computational power,
desperately needed in the V2A SS domain. To maximize the likelihood of cross-
modal recruitment, we designed a sound generator algorithm that explicitly synthesize
auditory streams; three arguments support our design: 1) the cross-modal connections
appear to stem from A1 [39], 2) A1 encodes higher-order stimulus qualities, such
as AM and FM, more accurately than low-level features such as pitch or amplitude
[20,21,23–25], and 3) V1 responses correlate with higher-order processing of auditory
streams instead of low-level sound discrimination already performed in the auditory
system [33, 102]. By compiling these arguments, we hypothesize that higher-level
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Figure 16: Images from our hand posture dataset and their corresponding contour repre-
sentation. Edge detection is performed by the push-pull CORF algorithm.
auditory features of AM, FM and spatial modulation (SM) of sound, composed into
soundstreams, are suitable SS stimuli, if cross-modal recruitment of the striate cortex
is preferred. The case of SM is further strengthened by the study of Poirier and
colleagues [119], demonstrating that in the blind, auditory motion processing is likely
to be partially transferred to occipital brain networks, which are responsible for
visual motion processing in the sighted.
The dimension of sound elevation is not included in the SM of sound, only
the modulation of azimuth. As sound localization accuracy varies by elevation in
a nonlinear fashion [119], setting the elevation to zero simplifies our grip on the
distribution of the localization error, which is paramount to our binaural hearing
model described in the next section. Furthermore, elevation discrimination accuracy
is fairly inferior to azimuth encoding in humans [96].
In the AEV2A model, there are two major ways to enforce the correspondence
between dissimilar visual features and perceptually distinct synthesized sound stimuli,
i.e. to generate soundscapes we can distinguish between. Either the encoder is
constrained to synthesize such audio, and/or the decoder filters out, compresses
away auditory features that are not reliably encoded in the human AC. The latter,
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termed the hearing decoder as opposed to the deaf decoder, would likely require a
computational model of human hearing to be embedded in the learning model, the
gradient of which is necessary to be specified. We elaborate on the strengths and
weaknesses of this approach in the next section.
The hyperparameters of the proposed synthesizer can be adjusted to comply
with the limitations of human hearing, and produce sounds that are perceptually
distinguishable. Namely, we can pressure the synthesizer to output perceptually dif-
ferent soundscapes in response to different input variables, relying on psychoacoustic
research. Effectively, we consider the input variables as addresses to the spectrum of
auditory perceptual states. The synthesizer first translates the input to units of pres-
sure amplitude, frequency and interaural cues, by applying the inverse of the tuning
function specified for the sense of loudness, pitch and observed azimuth, respectively.
For instance, loudness is perceived logarithmically, similarly to frequency, therefore,
their corresponding variables are scaled exponentially.
To convert loudness to amplitude, we employ the inverse function of loudness
perception. Inverse of L = AαA is A = L
1
αA , where αA is set to 0.3 [76]. To derive
frequency, we handle the input variable, p, as an address on BM; we translate it to the
corresponding CF: f = λf (10αf∗p − kf ), where, kf = 0.85, λf = 165.4, αf = 2.1 [84].
λf may be decreased to avoid annoyingly high frequencies in our soundstreams. For
example, setting it to 92, yields a maximum frequency of 11603 Hz, a value of 60
caps the frequency at 7600 Hz.
Given the azimuth angle, θ, ITD is delivered according to the Woordworth
model [185]: ITD = r
c
(θ + sin θ), where r, the head radius, is set to 8.75 cm, c is
the speed of sound, and θ ∈ [−pi2 , pi2 ]. We constructed our own frequency-dependent
ILD function, by fitting ILD lines of different frequencies to Figure 1 of Ref. [94]:
ILD = 20 ∗ ( f10000)0.42 ∗ sin θ in dB. This model does not reflect the ILD bump
present at 1000 Hz, neither the asymmetry of ILD as the frequency increases. It
was designed to reach 20 dB of ILD at 10000 Hz and 90 degrees of azimuth, and to
closely fit ILD values at 250, 500, 750 and 1000 Hz, for sound sources at 0.5 m.
We synthesize a stereo soundstream as summarized by the following equations:
sLt = At ∗ sin (ft ∗ 2 ∗ pi ∗ t+ ITDLt ) ∗ ILDLt , (4)
sRt = At ∗ sin (ft ∗ 2 ∗ pi ∗ t+ ITDRt ) ∗ ILDRt , (5)
where t ∈ [1..S] is the audio sample index, At represents AM, ft determines FM,
while ITDt and ILDt realize the binaural cues of SM. A soundstream consists of
sections, the number of which, M , and the time between sections, T , are constant
within a AEV2A model. The soundstream sample length, S, is hence defined as:
S = M ∗ T ∗ fs, where fs is the sample frequency.
Input tensors fed to the synthesizer are separated into ground values and modula-
tion vectors. Ground values specify the offsets for amplitude, frequency and azimuth,
while modulation vectors detail how these audio qualities change over time within
a stream. Ground values may be viewed as absolute, while modulation vectors as
relative, successive shifts. Separation of these parameters, in contrast to providing
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(a) (b)
Figure 17: ITD and ILD by sound location azimuth. ITD calculated according to the
Woordworth formula, ILD is based on our frequency-dependent, simple, fitted model.
merely an array of absolute values, allows us to restrict the AM, FM and SM modu-
lation rates directly. Tolerating too high rates, i.e. steep shifts in the qualities of
sound, could lead to fissure [101], so a single soundstream is inadvertently divided
into multiple auditory streams, perceptually. Humans are able to discriminate shapes
of AM rates of 100 Hz [24] and are sensitive to FM rates of 64 octave/sec [25], which
roughly translates to T being around 10 ms, with an upper limit of 0.64 octave FM
modulations under T .
The input modulation tensors, Lm, pm, θm, of length M , delineate the degree of
amplitude, frequency and azimuth change between sections; L0, p0 and θ0 represent
the offset. To derive the final modulation vectors used in Equations (4), and (5), we
first compute the cumulative sum of the modulations, adding the offset value to each
element:
L′m =
m∑
i=1
Li + L0, (6)
p′m =
m∑
i=1
pi + p0, (7)
θ′m =
m∑
i=1
θi + θ0, (8)
where m ∈ [1..M ], L′m ∈ [0, 1], p′m ∈ [0, 1] and θ′m ∈ [−1, 1].
Second, we apply the human inverse tuning functions described above, so distinct
values would likely correspond to distinct perceptual states:
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A˜m = (L′m)
1
αA , (9)
f˜m = λf(10αf∗p
′
m − kf), (10)
θ˜m = θ′m ∗
pi
2 . (11)
Finally, vectors, now incorporating the ground and modulation values, are linearly
upsampled to length S, leading to the tensors At, ft and θt. This upsampling results in
a linear change of sound qualities between modulation states; i.e. sections implement
a smooth transition between the audio states specified in the input.
θt, representing the sound source azimuth, is further translated to ITD and
ILD cues by employing the Woodworth model [185] and our own, custom fitted,
frequency-dependent ILD function:
ITDt =
r
c
(θt + sin θt), (12)
ILDt = 10(
ft
10000 )
0.42 ∗ sin θt, (13)
where ILDt is defined in sound pressure ratio of the left and right channels.
We equally influence the left and right stereo channels to implement the time
and level differences, thus, our channel specific variables are the following:
ITDLt =
ITDt
2 , (14)
ITDRt = −
ITDt
2 , (15)
ILDLt =
√
ILDt, (16)
ILDRt =
1√
ILDt
. (17)
Multiple soundstreams are overlayed to compose a soundscape. Given the length of
the soundscape, the enclosed soundstreams are spread equally within it, so consecutive
streams have the most overlap. Although, we have no mechanism in place to assess
the accuracy by which overlayed soundstreams are encoded in AC, soundscapes of
different stream composition should elicit various timbre characteristics. Ideally,
the temporal offset of streams within a soundscape should be part of the trainable
parameters in the network, but we have not found a solution to derive the gradient
with respect to such a temporal delay.
The introduced audio synthesizer generates audio incredibly fast, regardless of
sampling rate. Out of a small number of input parameters, tens of thousands of
samples are spawned in parallel.
The synthesized audio is also relatively pleasant to the ear. All the soundstreams
are ramped up and down for some milliseconds to avoid spectral splatter. The output
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Figure 18: A random generated soundscape of three soundstreams with 25% overlap and 4
sections each, every section being 10 ms long. The first stream manifests a slowly damping
amplitude, while the azimuth transitions from left to right. The frequency of the second
soundstream decreases over time and played predominantly in the left channel. The third
stream has a close to zero amplitude.
is akin to a group of diverse birds chirping simultaneously, or to fast paced sci-fi
computer beeps.
The synthesizer relies on the following set of hyperparameters; typical values that
were experimentally tested are shown as well:
– Sampling frequency: number of audio samples per second; 44100 used for deaf
decoders, and 16000 or 22050 Hz for hearing decoders
– Number of soundstreams in a soundscape: 2, 3 or 4, if more is included, the
soundscape becomes convoluted, depending also on the amount of overlap
– Number of sections: number of modulation states in a soundstream; at least 3
– Section length: time between modulation states; at least 5 ms, less than 12 ms,
10 ms is tested the most
– Ratio of soundscape length to the soundstream duration: implies the overlap
between streams; e.g. if 2, and the number of streams is set to 2 too, then there
is no overlap; 1.5, with again 2 soundstreams enclosed, results in a 50% overlap;
depends on the number of soundstreams included, but mostly experimented
with values between 1.2 and 2
– Attack and decay length of soundstreams: the duration of ramp up and down
for each stream; as low as 1 ms of each eliminates spectral splatter
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3.1.4 Hearing models
In AEV2A models, we differentiate between two forms of decoding: hearing and deaf.
The deaf decoder receives the variables A˜m, f˜m raw (Equations 9, 10), and reconstructs
the drawing patterns without needing to extract features from the synthesized sound.
On the other hand, the hearing decoder receives the audio samples, and essentially
needs to distill the synthesizer variables that the deaf decoder takes for granted.
The hearing decoder, hence the name, may include computational models of human
hearing to control for nonlinear compression processes, such as distortion products,
or spectral masking. By including this compressive bottleneck, we filter out audio
information that the human auditory pathway would not encode, i.e. that we would
fail to perceive. Computational hearing models expect soundwaves as input, which
prevents deaf decoders to implement these hearing models.
Hearing decoders are orders of magnitude slower to train, because their computa-
tional demands scale with the number of audio samples, S, instead of the number
of modulations, M . Hence, sampling frequency often needs to be decreased from
44100 to 22050 or even to 16000 Hz, which restricts the frequency range of the audio.
Furthermore, extracting auditory features in DNNs still poses serious difficulties:
sound decoder models are either heavy to train [115], or limited in their efficacy to
support diverse audio signals [181]; either way, they are far inferior to the abilities of
the human auditory system.
Although we synthesize stereophonic sound, the hearing decoder only receives
the monaural version absent from ITD and ILD cues. Doing so, the necessary
computational resources are halved. Moreover, binaural hearing models are quite
complicated and would further decelerate the training procedure.
Regardless of the decoder used, a simplified binaural noising system is incorporated
to account for human limitations in sound localization. As the distribution of sound
source localization error is well understood [93,94,97–99], we apply Gaussian noise
Figure 19: Simple fitted model of sound localization error by azimuth. The amount of
noise imposed on θ˜m is set to be proportional to the localization error.
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Figure 20: Probability density of Gaussian distributions of the applied binaural noising at
various azimuth angles. The wider the distribution, the more the noise.
to the azimuth coordinates, θ˜m (Equation 11), proportional to the error expected
at that location, before passing them to the decoder. Effectively, the added noise
drives the network to prefer central azimuth coordinates. As elevation is omitted
from the encoding variables, we could fit a simple, exponential noising model to the
localization error data points described in the study of Carlile, Leong and Hyams [97]:
m = 0.0647 ∗ eθ˜m − 0.0506, shown in Figure 19 and 20.
We have implemented four audio feature extraction networks, combinations
of which are integrated in the hearing decoder. The MFCCs model [14] derives
spectral information from the signal, but ignores phase. The discriminator network
of WaveGAN [181] employs one-dimensional convolutions on the audio and likely
retrieves phasic features. We also implemented a dilated causal convolutional network
[104], which is effective to extract both spectral and phasic characteristics; however,
it is still not autoregressive, meaning it merely realizes an FIR filter. Finally, we
constructed a first-ever version of CARFAC [113] that can be embedded in DNNs,
but due to its excessive amount of feedback loops, having a form of a complex IIR
filter, it generates impractically huge unrolled network graphs, and trains extremely
slow.
The hearing models rely on the following set of hyperparameters; typical values
that were experimentally tested are shown as well:
– MFCCs frame length: window size, under which cepstral coefficients are com-
puted; in literature, at least 24 ms is suggested to include shifts in low frequency
signals as well; we found that setting it to the double of the section length
yields better results
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– MFCCs stride: time between beginnings of successive windows; set it as half
the section length of the synthesized soundstreams
– Number of cepstral coefficients: we use all coefficients and expect the DNN
to ignore the irrelevant ones over time; for speech recognition, 12 or 13 is
recommended
– WaveGAN number of filters: convolutional filter count; we set it to 64
– WaveGAN kernel size: the temporal dimension of convolutional filters; similarly
to MFCCs frame length, we set it to the double of the section length
– WaveGAN stride: stride of the convolutional filters; set it as half the section
length
3.1.5 Reconstruction
Once the sound features are extracted and passed through the LSTM layers, the
writer attention unit draws on the canvas given the decoded representation of the
audio.
Two forms of drawing attention are proposed. First, the original grid pattern of
Gaussian patches, same as applied in the reader attention. Second, a set of Gaussian
patches distributed in a line instead of a grid, loosely resembling the visual feature
space V1 simple cells code for. We termed the latter V1 attention.
V1 attention drawn edges are specified by their two-dimensional coordinates,
orientation angle and the usual parameters regarding the Gaussian patches: isotropic
variance and stride. The AEV2A model allows the drawing of multiple edges in
a single iteration. The network is enforced to associate soundstream properties
with lines, rather than arbitrary forms that grids of patches yield. Furthermore,
our solution can individually link soundstreams to lines. Such a link provides
the opportunity to enforce harmony between sound qualities of streams and the
parameters of edges in the form of additional loss function terms. The model then
converges to soundstreams corresponding to lines, incorporating research in audio-
visual congruence: a higher pitch stream is associated with a line in the upper side
of the canvas, and a sound source location on the right implies the related edge to
be towards the right as well, i.e. spatial coherence. Thus, the drawback of implicit
SS models is partially counteracted, and we can define audio-visual correspondence
that the explicit approaches inherently possess.
We further specify a loss term encouraging higher audio amplitude to be bind
to bigger visual objects, and higher “luminance” simultaneously. As we trained our
models on contour images, luminance here refers to the strength of the contour.
We achieve the amplitude–size and amplitude–luminance coherence, by guiding the
amplitude of the soundstreams to be proportional to the amount of drawings made
in a given iteration, essentially measuring the dissimilarity between the consecutive
states of the canvas.
The reconstruction phase is guided by two hyperparameters. First, the number
of Gaussian patches to apply both in the reading and writing attention, to which the
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network is barely sensitive. The second defines the number of edges to draw in one
iteration of the network, in case we adopt the V1 attention. We set it to be equal
to the amount of soundstreams we include in a soundscape, in order to obtain the
benefits of audio-visual congruency described above.
3.1.6 Training
AEV2A was implemented in TensorFlow [186] and trained on NVIDIA’s Tesla P100
GPU cards. Models installed with the hearing decoder required 2–3 GPUs and 1–2
days of training, while the ones integrating the deaf decoder ran on 1 GPU and
converged within hours.
The Adam optimizer [187] was employed throughout. The learning was subjected
to an exponential decay, starting between 10−4 and 5 · 10−5, depending on the model
configuration; hearing models were more likely to diverge and preferred lower learning
rates. To further avoid divergence and exploding gradients, gradient clipping was
introduced [188], along with batch normalization layers [189] placed after every dense
neural network layer. Omitting these techniques resulted in divergence, or exploding
gradients, according to our experiments.
The loss function we optimized on consisted of three terms: the reconstruction,
latent and congruence losses. The reconstruction cost is defined as the L2 distance
between the input image and the final state of the canvas. The latent loss is the
sum of the Kullback–Leibler divergence of the latent prior we impose, from the
distribution of our latent variables conditioned on the output of the encoder, summed
over the iterations of the network [35]. Essentially, the distribution of our latent
variables are sanctioned to follow a Normal distribution in every iteration. The
congruence cost is separated into three components as mentioned in the previous
section: the pitch–vertical, azimuth–horizontal and amplitude–size audio–visual
congruence losses. The pitch–vertical loss is computed as the distance between the
average pitch of the soundstreams and the vertical position of the corresponding
visual feature, be that a grid or a line of Gaussian patches. The azimuth–horizontal
cost is derived in a similar manner: it evokes coherence between the spatial position
of the soundstream and the matching visual feature, on the horizontal plane. The
amplitude–size or amplitude–luminance loss is defined for each iteration as follows:
estimate the z-score of the amount of content drawn on the canvas, given the mean
and standard deviation of added content in all iterations. Then take the mean
amplitude of soundstreams in the same iteration, upscale it to the interval of [−2, 2]
to adjust for the ballpark of the previously calculated z-score. Finally, compute
the squared difference between the two. This loss term is imperfect in the sense
that it only encourages the amplitude–size correspondence between iterations of a
single image; the same sized drawing on a different canvas may not have the same
soundstream amplitude associated with it.
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3.2 Case studies
We sought to test the efficacy of the AEV2E model in two case studies. First, datasets
of images were generated to cater for the two distinct tasks. By performing these
tasks, we aimed to investigate whether it is perceptually possible to associate the
synthesized sounds to categories of images and whether one could execute accurate
reaching movements relying solely on the audio encoded information. In the process,
hundreds of AEV2E models were trained, before we deduced the proper set of
hyperparameters and the overall architecture.
In the first case study, the author spent 5 days completely blindfolded, while
occasionally performing SS training using one of the prepared AEV2E models. After
5 days, the accuracy to discriminate between images of different hand postures was
tested.
In the second case study, the participant was blindfolded only during the training
and testing periods. The task was to grab a beer can, or a gear shaped object sitting
on a round table. This experiment was two-folded: first, the subject had to realize
the object category, then reach for the object appropriately.
3.2.1 Datasets
A dataset of hand images was generated by first taking a video shot of a hand,
displaying 15 different postures, at different horizontal and vertical positions. In the
experiment, the participant only had to differentiate between 5 of these postures,
shown in Figure 16. We extracted 10 frames a second from the video, rescaled the
images to 160x120 pixels and applied the push-pull CORF model [71] to retrieve the
contour.
Before training, the contour images were bundled into a dataset and separated
into a 90% train and 10% test sets. We had 2720 images in total.
We recorded video shots of a round table, having either a beer can or a gear on
Figure 21: The minimalistic apparatus used to synthesize the dataset of hand postures.
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top. In-between shots, one of the objects was moved around to cover most of the
surface within the view of the camera. The videos recorded totaled at around 13
minutes. Similarly to the first study, 10 frames a second were extracted, resulting
in 8160 images. To construct the dataset, the same rescaling and edge detection
functions were applied as in the blindfolded case study.
3.2.2 Prototype
We had two objectives in mind when developing the AEV2A prototype: to keep the
substitution delay at a minimum, and to restrict the view angle, leveling it to the
eyes. Both of these objectives serve to hasten the SS training process. As discussed
previously, the benefits of lower substitution delay builds on the study of perceptual
learning, which says that temporally close sensory events are easier to associate. By
restricting the view angle, we coupled the haptic and muscle feedback tighter to the
sounds, as the user did not need to generalize over various angles. If we shifted the
camera in every session, relatively to the direction and position of the head, the user
would get confused over the incoherence of the soundscapes.
Both AEV2A models used in our experiments were trained with deaf decoders.
We employed a V1 writer attention in the blindfolded case study, and grid attention
patches in the reaching movement experiment. The parameter list for both models
are shown in Table 2.
To real-time record images from a constrained view angle, we placed an Android
phone inside a Google Cardboard. The phone was connected to a GPU-accelerated
laptop via USB; video stream was broadcasted using an IP webcam application with
USB tethering turned on. We achieved the lowest delay with such a setup, compared
to sharing the video stream over WiFi or Bluetooth. The cardboard headset ensured
Figure 22: Example images and corresponding contour representations from the table
dataset. A beer or a gear was placed in various positions on the table, while being recorded
by a mounted mobile phone.
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Table 2: Comparison of AEV2A model parameters used in the blindfolded, hand posture
case study and in the reaching movement, table experiment. Due to the more complex
forms present in the hand posture dataset, the corresponding autoencoder needed more than
thrice the drawing iterations, which was further necessitated by the V1 writer attention
unit: in general, V1 attention requires a longer sequence of recurrent iterations to be
implemented. The congruence weight set to be an order of magnitude higher in the second
experiment in order to enforce the relations between auditory and visual features of spatial
location.
Hand posture Reaching movement
Decoder type deaf deaf
Attention type V1 grid
Congruence weight 0.1 1.0
Sequence length 26 8
Number of soundstreams 3 3
Number of sections 4 4
Section length (ms) 8 10
Soundscape length (ms) 998 480
that the camera view remained similar relative to head position and direction, across
training sessions.
We implemented a Python script, which ran indefinitely on the PC, grabbing
frames from the video stream. The received images are rescaled, before their contours
were extracted by the push-pull CORF model [71]. As we only had access to a
Matlab implementation of CORF, we needed to establish a link between the main
script and a Matlab session. We found pymatlab [190] to be the fastest approach in
terms of the introduced delay, which remained under 150 ms. We could have reduced
the latency by applying the Sobel operator instead of CORF, but we found CORF
to be less noisy in practice. The AEV2A image-to-sound conversion function took
approximately 100–200 ms to perform on single images, depending on the complexity
of the model, particularly, on the number of iterations. We registered the moving
average of the preceding delays, and grabbed the next image, so the corresponding
soundscape would start just at the time the previous ended.
3.2.3 Experimental context
The author spent 5 days completely blindfolded, in order to attain superior hearing
abilities, and to encourage the cross-modal recruitment of the occipital cortex [125].
He mostly consumed microwave Indian food, bananas and Skyr. For the majority of
the 5 days, the author stayed in an apartment, leaving it solely on two occasions:
once for a walk and once for a rave party. He experienced hallucinations from visual
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Figure 23: The author wearing the blindfold. The mask provided total visual abstinence.
deprivation, and can I discern between flashing illusions of light and darkness. The
author had visions of light blobs changing shapes, moving around. He saw different
animals, such as wolves, snakes and eagles, mostly facing him. When blindfolded,
he felt slightly depressed; he stayed in bed in the morning, and could not plan
ahead further than a couple of hours. In the practical sense, living in the dark was
easy, given that the author spent his days indoors and had friends helping him out.
Otherwise, these 5 days were so gloomy, he decided against repeating it in the future.
In total, the author barely trained for 5 hours: more than 1 hour a day, except
for the first day, when the session had to be skipped. Before going blindfolded, the
AEV2A model used in the training process had not been tested or the conversion
viewed, hence the subject had no visual intuition with regards to the audio–visual
correspondence. This is critical, as the blind could neither obtain such an intuition.
Video stream of hand postures were real-time converted to soundscapes. To train
myself, I held my hand in front of a white wall, wearing a cardboard VR headset,
with my phone inside. While training, the camera was pointed towards my hand;
during testing, it was recording someone else’s hand. At each test case, I had to
guess the hand posture, until the guess was right; the number of such guesses were
recorded.
The purpose of the second case study was to determine whether the AEV2A
model is reliable in spatial and shape representation of two object categories: a 0.33
liter beer can and a gear with a 3 cm radius. During training and testing sessions,
one of the objects was placed on the round table having a radius of 0.5 m. The
participant had to reach for, and pick up the object, while receiving the generated
soundscapes in real time. The author had trained 2 hours in two separate occasions,
before the testing session began.
Each grasping attempt was scored according to the method described in the study
of Proulx and others [191]: an indirect movement was scored as 1, a relatively direct
as 2, and a direct reach for the object as 3. Sweeping hand movements resulted in a
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Figure 24: Experimental setup of the reaching movement case study. A Google Cardboard
was custom attached to a tripod, which aimed the phone camera at a round table. Recorded
images were real-time translated to sound on a GPU-accelerated laptop.
score of 1, while constrained, fast search with the fingers at the right position was
coded as 2. A score of 3 was attained when the hand posture was appropriate to
grasp the object, and the reach was confident and accurate within a 3-cm radius of
the center of the object. Knocking over the beer implied a score of 1, obviously.
Similarly to the blindfolded experiment, the participant had not assessed visually
the V2A conversion logic, and had not seen visual representation of the drawing
iterations until the testing session ended. Such assessment would have built a visual
intuition, which is inaccessible to the blind.
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4 Results
4.1 Autoencoded Vision to Audition (AEV2A)
We trained more than 200 models, just on the hand posture dataset, to arrive at the
architecture and configuration that we finally adopted in the case studies. At first,
AEV2A instances suffered from instability and posterior collapse; we mitigated both
by introducing batch normalization, gradient clipping and skip connections [184].
(a) (b)
Figure 25: Examples of posterior collapse. AEV2A reconstructed images of the hand
posture (a) and the CelebA [192] dataset (b). Essentially, they are the mean of their
respective data samples, which the decoder learned to generate independent of the latent
state.
We experimented with sequence length options between 6 and 42: the table
dataset required much less iterations to converge, due to the simplicity of the dataset.
Above 20 iterations, no improvements were gained (Figure 26), which could be due
to the vanishing gradient problem. One of the models trained on the table dataset
managed to draw the whole image in one iteration, while merely idling in the following
five. Training time increases linearly with a slope of 1.57, as the sequence length
rises.
(a) Grid attention models:
10, 15, 20, 25, 30.
(b) V1 attention models:
10, 15, 20, 25, 30.
Figure 26: The effect of sequence length on the reconstruction loss computed on the test
set. For each grid (a) and V1 (b) writer attention model, the sequence length is indicated
by the coloring above. Note that the offsets of the Y axes are different.
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Figure 27: Reconstruction loss of the best performing models, comparing hearing (orange,
gray) and deaf decoders (magenta, red). In general, hearing models fail to draw the fine
details of fingers, and mostly learn to encode the position of the hand. A sample of the
reconstructed test images is shown for each model.
Models equipped with hearing decoders were orders of magnitude slower to train
and the reconstruction accuracy tended to plateau at suboptimal states (Figure
27). As of yet, we have not been able to configure a hearing model, which could
represent the fingers properly on the reconstructed images of the posture dataset; we
had models drawing blurry hands, at the right positions of the canvas. Overlapping
soundscapes posed a serious obstacle for hearing decoders. In our experiments, we
found the combination of MFCCs and WaveGAN models to perform the best at a
relatively low computational cost, achieving only marginal improvements by including
the dilated causal convolutional network.
The network optimized the congruence costs over time. The correspondence
between the x-y coordinates of the visual object and the azimuth-pitch qualities of
the sound were clearly perceivable. Further increasing the weight on the congruence
loss term noticeably strengthened the symmetry between visual and auditory features
(Figure 28). The amplitude–size correspondence was negligible.
Although one could perceptually distinguish between the audio representation of
the two object types used in the reaching movement experiment, we performed a
numerical assessment of the matter. The test dataset was manually labeled, the object
present on each decoded image was identified. We compared two models trained on
the reaching movement problem: the one we employed in the experiment (A), and
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(a) (b)
(c) (d)
Figure 28: Relationship between decoded visual and corresponding audio features. The
correlation is stronger for the network trained on the table dataset with a higher congruence
weight (b, d), than the feature correspondence yielded by the hand posture sonifying model
(a, c). Object position is computed as the geometrical mean of all drawings on the canvas,
while patch position is derived from the V1 Gaussian patch parameters. The particular
sound encoding of the table dataset trained network (b, d) required the separation of the
first soundscape (blue) from the rest (orange), as only the former conveyed positional
information, while the latter related mostly to object shape. Pearson correlation coefficients
and p-values: (a) r = .97, p < .01; (b) r = .99, p < .01; (c) r = .48, p < .01; (d) r = .90,
p < .01. All datapoints were generated by feeding the test set to the networks.
another network with a larger bottleneck, but otherwise same hyperparameters (B).
As can be seen in Figure 28, only the first soundscape described object position
in case of network A: the first maintained a strong correlation with vertical and
horizontal object location, while the rest of the soundscapes were indifferent. Model
A managed to further describe the shape in the first soundscape, though the rest of
the audio was also representative of shape information. We ran k-means clustering
(k = 2) on AM, FM and SM features of different subsets of the soundscape sequences
in order to find those soundscapes that encoded object shape beside the first one.
We compared the manual and cluster assigned labels, and the subset of features with
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Figure 29: FM vectors across soundscapes of the beer can and gear audio representations.
The semi-transparent lines are the modulation instances, the mean is depicted in opaque.
Model A (top) encodes both position and shape in the first soundscape, while network B
spreads those features more evenly across time.
the highest correlation was assumed to contain shape information. We found that
the third soundscape alone suggested shape the most with a 62 % label equivalence.
Model B spread the shape encoding more evenly across soundscapes as the bottom
row of Figure 29 suggests. In each soundscape, sonification of gear images attacked
with a high frequency then dropped, beer can sounds had a slightly delayed frequency
peak. We noticed similar dynamics in AM, and to some extent in SM, which indicates
that shape was encoded in all these modulation vectors.
The binaural noising model successfully drove the model to exploit the central
azimuth coordinates more than lateral locations, as shown in Figure 30. Due to
the additional noising, the modulation values became more extreme, yielding more
tenacious shifts in azimuth.
As for the comparison of writer attention units, grid drawing models consistently
prevailed in reconstruction accuracy. V1 writer attention requires more drawing
iterations in general. Furthermore, when equalizing the number of edges drawn and
the amount of soundstreams in a soundscape, which is beneficial for enforcing audio-
visual congruence, we found that the minimum quantity of modulations necessary
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(a) (b)
(c) (d)
Figure 30: Example distributions of ground azimuth values (a, b) and modulation intensity
(c, d). The depth dimension represents the number of training epochs, the X axis shows
the azimuth value, ranging from –1 to 1 for both ground and modulation variables. Offset
values converged towards central locations, while modulations became more extreme over
training, as expected. Plots are from TensorBoard [193].
is 4. Note that more modulations, that is, longer soundstreams, lead to a higher
bandwidth of latent encoding allocated for each drawn edge.
The thesis functions as a flip book. In the bottom left corner of every even page,
we printed images depicting consecutive states of the canvas, following the sequence
of drawings that a AEV2A model performs. Flip the pages to see the animated
version of the sound-to-image reconstruction.
4.2 Case studies
For both case studies, the additional congruence costs successfully aided the subject
to identify the position of the hand or the objects on the table; especially in the
reaching movement experiment, for which the cost weighting was intentionally raised.
The AEV2A prototype suffered from substantial computation delay: 350 ms in
the blindfolded case study, and 200 ms in the reaching movement experiment. The
difference between the duration of delays was mostly due to the number of iterations,
first model having 26, the second involving 6.
70
4.2.1 Hand posture
Learning to associate hand postures to soundscapes was found to be difficult. The
difficulty was most likely due to the ever changing frequency, amplitude and azimuth
ground values, as we failed to turn off the variational aspect of the autoencoder for
the SS training and testing period. Because the Gaussian noise was still applied
on these offset values, the same images induced soundscapes of slightly different
spectral, intensity and spatial distributions. The ever shifting properties required the
participant to generalize over them. Nevertheless, in average, the audio properties
were informative enough to detail the position and posture of the displayed hand.
Furthermore, the applied AEV2A model emitted a high frequency “ting” sound for
images, which included a hand or a hand-like object; for noisy input in particular, it did
not. This indicator turned out to be extremely convenient during the training process,
making the participant assured that the camera wielded the intended perspective.
A chi-square test of goodness-of-fit was performed to determine whether the
number of hand posture guesses were equally distributed. The number of guesses
were not uniformly distributed, being significantly less than the number of guesses
at chance level, χ2(4, N = 84) = 14.57, p < .01. Hence, the subject was substantially
more accurate in inferring the hand posture, aided by AEV2A encoded soundscapes,
than random, brute-force guessing.
4.2.2 Reaching movement
To appropriately compare the added positional and categorical information that the
AEV2A soundscapes provided, the participant underwent two tests: first, using the
proper model trained on the table dataset; second, operating with a hand posture
fed model. As the latter should have not conveyed sensible soundscapes in the
context of this study, yet exerted comparable stimuli, it was ideal to demonstrate the
attainable baseline, chance-level accuracy. However, the second model did provide
scarce positional information, spatially playing sounds and drawing hands where the
objects laid on the table, which only strengthens the statistical significance of the
results. The reaching movement was performed within 10–15 seconds in average.
The object identification accuracy amounted to 73%, compared to the 45% achieved
listening to the baseline soundscapes.
An independent-samples t-test was conducted to compare the reaching movement
accuracy in the two conditions. Results indicate a significantly better reaching
movement accuracy for using the model trained on the table dataset (M = 2.15, SD =
0.83) over the application of the hand posture trained, baseline model (M = 1.4, SD =
0.71), t(78) = 4.33, p < .0001. Thus, the subject was able to identify the spatial
properties of objects more accurately, compared to randomly reaching for objects on
the table.
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5 Discussion
There is an abundance of room to improve the AEV2A approach: the synthesized
soundscapes are still longer than ideal, the image reconstruction reigns of instability,
and the issue of human hearing compression is not addressed even close to its entirety.
By improving on the architecture of the model, and by exploring environments and
corresponding datasets in which this approach is appropriate, we should arrive at
practical use cases. This thesis serves as a proof-of-concept for implicit conversion
methods, and it demonstrates the potential they embody in the realm of vision
rehabilitation. Two case studies were conducted, results of which indicate the shape
and spatial encoding capabilities of the proposed model; though further experiments
involving blind participants are definitely necessary to solidify the conclusions.
5.1 Autoencoded Vision to Audition
In terms of the training procedure, we encountered unstable results in the reconstruc-
tion accuracy and the capability for generalization. AEV2A instances trained on
the same dataset with equivalent configuration yielded highly varying synthetization
logic and reconstruction adequacy, which we attribute to the unpredictable effects of
heavy gradient clipping in the process of convergence. To some extent, this issue
can be alleviated by the introduction of deterministic warm-up [194] that guarantees
increased training stability and smoother distribution of latent variables.
Beyond 20–30 recurrent iterations, AEV2A begins to degrade, most probably
due to the vanishing gradient phenomenon and the uncertainty of repeated Gaussian
noising. The latter can be addressed by substituting the variational latent space
with a discrete representation [176]. A discrete bottleneck would further ensure a
well-spread distribution of the soundscapes, and hence, perceptually distinguishable
audio. Moreover, we could explicitly constrain the information content of the discrete
space [178] to avoid the encoding of visual features in tiny, imperceivable shifts
of sound that continuous variables may allow for [177]; such constraints may be
informed by psychoacoustic research of human hearing limitations.
The additional congruence losses enforced the network to implement the pitch-
vertical and azimuth-horizontal audio-visual correspondences. Further engineering of
the cost function could render the audio representation more informative, by imposing
additional tasks to learn, apart from reconstruction. In case of the hand posture
encoding problem, the network could additionally infer hand keypoint positions, then
the Euclidean distance between the real keypoints [195] and the predicted ones would
serve as a loss term. Similar concept could be demonstrated to a AEV2A model,
which is trained on images of an apartment: require the autoencoder to output the
coordinates where the person stands in the apartment. Through such means, the
network learns more about the visual objects, and could build a more coherent spatial
representation of hands or indoor objects. On a side note, we attempted to train
AEV2A instances on images of an apartment. However, due to the small sample set,
which barely amounted to an 8-minute video, our model failed to converge properly,
and the reconstruction cost remained high. Yet, the author was able to train himself
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to associate soundscapes to directions he looked towards, rotating on a chair, from a
single position.
Although the audio synthesizer generates soundscapes that are, compared to
other SS solutions, more pleasant to the ear, we foresee further development in this
regard. An alternative approach is to employ a GAN architecture that learns to
generate soundscapes given an arbitrary input vector [181]. After pre-training a GAN
model to synthesize, e.g. Chopin pieces, we could incorporate the generator half of
the network in AEV2A, receiving its input from the encoder unit, releasing Chopin
excerpts in turn to the decoder. Consequently, the generated audio may become
pleasant and tailored to one’s taste. However, there is no guarantee that different
input parameters would result in perceptually distinct soundscapes. Furthermore,
the output of such a GAN generator is strictly audio, hence, we would need to resort
to hearing decoders. Traditional, explicit conversion methods, like TV and EyeMusic,
need to insert a cue sound before playing the next soundscape, so the user can
synchronize with the predefined scanning process. However, we found that AEV2A
does not require such cue sounds to be injected, as the sonification process is not
symmetric, that is, the beginning and the end of the soundscapes are distinctive
enough to be perceived.
The proposed AEV2A model fails to exploit harmonics and timbre coding in
general. Even though soundstreams can be overlapped to sonify sounds of various
timbre, we cannot be sure that such soundscapes are perceptually distinguishable.
Moreover, to completely cover the space of perceivable timbre, we would need to
support arbitrary patterns of overlap by defining and optimizing on the time offset of
soundstreams within a soundscape; i.e. a differentiable variable is necessary, which
determines the delay of streams. Previous SS devices introduced musical instruments
as discrete agents of harmonics. Similarly, instruments may be incorporated into
AEV2A models with deaf decoders, each instrument having its own AM, FM and
SM states.
In order to render the SS learning curve smoother for the blind, the auditory-
visual correspondence of the trained model should be uncovered as much as possible.
By giving an explicit explanation of the influence that sound features elicit on the
drawing primitives, we may ease the initial period of the learning process. Drawing
primitives may be the position or angle of the patch printed on the canvas. If we
enjoy the luxury of (partially) labeled datasets, we can play random sound sequences
associated with one type of drawing or object; manual switching between labels in
such a way could build an intuition on the distribution of soundscapes conditioned
on the object type, disregarding the location information. Similarly, we can slightly
shift either the synthesized sound qualities or the resulting drawing properties and
present the corresponding visual or auditory features, respectively. Further intuition
may be deduced from generating plots similar to Figure 29, visualizing the sound
encoding of object types across modulations of frequency, amplitude or azimuth.
In our experiments, AEV2A instances installed with hearing decoders converged
to a suboptimal state, and failed to reconstruct details of images, like the fingers and
their orientations (Figure 27). Deaf decoders performed substantially better in com-
parison. Hearing decoders would definitely improve by substituting the combination
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of MFCCs and WaveGAN networks with a WaveNet [115] unit. Furthermore, we
would see two major benefits from implementing computational models of human
hearing in a deep learning environment: first, they function as effective auditory
feature extractors, second, they would constrain the synthesizer to produce humanly
perceivable soundwaves. We implemented a TensorFlow version of CARFAC [113],
but it requires efforts of massive optimization until becoming practical to fuse with
any deep learning solution.
Regarding computational hearing models and SS devices, a promising experiment
would be to examine whether explicit conversion functions construct audio that
is subject to undesirable compression along the auditory pathway. In such an
experiment, the hearing model could stay outside of the deep learning environment.
The testing setup could be built as follows: take a diverse set of images, convert
them to sound using an explicit SS device, pass the sound through a computational
hearing model, take the output and train a deep learning model to associate it with
the original image. This test might indicate ways to improve explicit SS devices, or
may point out the set of images they struggle to represent reliably.
In terms of deaf decoder models, we may consider simple noising functions, which
would penalize the plenitude of overlapping streams, according to psychoacoustic and
neuroimaging studies of audio stream perception. Similarly to the binaural noising
mechanism employed in this study, Gaussian noising layers could be designed, which
would apply uncertainty to other audio qualities, proportional to the jnd associated
to them. Finally, by including the elevation dimension of sound localization, coupled
with a more complex binaural noising model on the hearing end, we could further
expand the latent space.
The attention mechanism may also be subject to reformulation. The V1 writer
attention proved more intuitive to learn, compared to the grid writer, as we found
easier to associate lines with soundstreams, rather than arbitrary drawing of grid
patches. However, V1 attention models yielded worse reconstruction accuracy in
general, and required more iterations to generalize well. To explore more options,
reading and writing units could be exchanged for convolutional and transposed
convolutional networks. Some of the AEV2A models tend to spend the first couple
iterations only reading and barely drawing; the network first needs to scan the
image. This initial scanning might be accelerated by inserting a convolutional stage
before the first iteration to extract relevant visual features of the whole image in
one pass. Finally, we established that shade or color information can hardly be
learned perceptually by the blind, however, we could test whether a dense visual
representations, like grayscale images, facilitate the training of the autoencoder.
5.2 Applications
Selecting the right dataset is essential for training deep learning methods, and
AEV2A is no different. In order to find practical use cases for the proposed model,
small, contained environments should be explored. By recording videos of such
environments, we could generate datasets with ease. As suggested, guiding the
visually impaired in their apartments, or on streets that cause difficulties to stroll
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through may lead to functional solutions, even with the current prototype. In domains
of low visual variation, where fast reaction time is necessary, AEV2A could adopt a
short substitution delay, encoding only relevant features into audio, instead of the
whole image as explicit methods do.
Classic, simple video games that only the sighted has enjoyed so far, could be
made available for the blind. Atari and Nokia games like Asteroids, Night Driver,
Snake and Space Impact require rapid control from the user, and manifest simple
enough, low-variance visual features, which an implicit conversion logic can exploit,
resulting in lower substitution delays. By taking representative screenshots of these
games, we can generate datasets that a AEV2A model can train on. As semantic
segmentation [196] simplifies the visual scene for self-driving cars by extracting
actionable features, such segmentation can be fed as an input to an implicit V2A
conversion method to represent the lower complexity imagery in soundscapes for the
blind.
In certain cases, in which the environment and the task to accomplish within are
simple enough, one could manually design the V2A conversion; in other circumstances
where such a hand-crafted design becomes nontrivial, AEV2A is applicable. For
instance, developing a substitution method for bullseye shooting is straightforward:
convert the distance between the bullseye and the point of aim to the frequency
domain, so higher frequency would translate to a more accurate aim. Although,
such a conversion requires extra components to be attached to the gun, the audio
representation is easy to learn. However, the audio translation of various human
and animal shaped targets is much less clear and may necessitate the employment of
explicit or implicit conversion techniques; and if such targets are moving, an implicit
solution is most likely essential.
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6 Conclusion
This thesis systematically reviewed the literature of V2A SS and relevant fields of
cross-modality, sensory coding, psychoacoustics, perceptual and deep learning. The
significance of human hearing limitations and the cross-modal recruitment of the
visual cortex were emphasized, while SS solutions were presented that comply to the
limitations and aspires to exploit the recruitment.
This study highlighted the influence of substitution delay and human hearing
limitations on the struggle of SS training, and revealed approaches to reduce the delay,
including visual space abstraction, i.e. contour extraction, and implicit conversion
methods. In these regards, we enumerated the available edge detection algorithms
and developed a deep recurrent VAE to perform image-to-sound translation.
The designed DNN contains a hand-crafted sound synthesizer that incorporates
human hearing limitations, and additionally, the network is able to accommodate
computational hearing models to further manifest such limitations; a binaural noising
unit was successfully employed, so central azimuth values were exploited more likely
than lateral ones, proportional to our spatial audio localization accuracy. We trained
more than 200 AEV2A networks, before we arrived at two models that we finally
tested separately in blindfolded experiments.
One case study examined the applicability of AEV2A in categorical shape discrim-
ination, while the second test investigated whether spatial properties of objects are
reliably encoded in this V2A SS scheme. A few hours of training yielded significantly
better performance than baseline, which demonstrated the viability of AEV2A to
offer a rapid SS learning rate.
We envision implicit SS solutions to be specifically trained for various environ-
ments, providing the opportunity for the blind to work and play where visual context
is a must, a tighter grip on the substitution delay is necessary, while a guarantee on
lossless hearing is paramount.
76
References
[1] WHO, “Vision impairment and blindness,” Oct. 2018. [On-
line]. Available: http://www.who.int/news-room/fact-sheets/detail/
blindness-and-visual-impairment
[2] B. Roska and J.-A. Sahel, “Restoring vision,” Nature, vol. 557, no. 7705, pp.
359–367, 2018.
[3] M. Markowitz, M. Rankin, M. Mongy, B. E. Patino, J. Manusow, R. G.
Devenyi, and S. N. Markowitz, “Rehabilitation of lost functional vision with
the Argus II retinal prosthesis,” Canadian Journal of Ophthalmology. Journal
Canadien D’ophtalmologie, vol. 53, no. 1, pp. 14–22, Feb. 2018.
[4] L. Cecchetti, R. Kupers, M. Ptito, P. Pietrini, and E. Ricciardi,
“Are Supramodality and Cross-Modal Plasticity the Yin and Yang
of Brain Development? From Blindness to Rehabilitation,” Frontiers
in Systems Neuroscience, vol. 10, Nov. 2016. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5099160/
[5] M. J. Banissy, V. Walsh, and J. Ward, “Enhanced sensory perception in
synaesthesia,” Experimental Brain Research, vol. 196, no. 4, pp. 565–571, Jul.
2009. [Online]. Available: https://doi.org/10.1007/s00221-009-1888-0
[6] G. Bologna, B. Deville, T. Pun, and M. Vinckenbosch, “Transforming
3d Coloured Pixels into Musical Instrument Notes for Vision Substitution
Applications,” EURASIP Journal on Image and Video Processing,
vol. 2007, no. 1, p. 076204, Aug. 2007. [Online]. Available:
https://doi.org/10.1155/2007/76204
[7] G. Buchs, S. Maidenbaum, S. Levy-Tzedek, and A. Amedi, “Integration and
binding in rehabilitative sensory substitution: Increasing resolution using a
new Zooming-in approach,” Restorative Neurology and Neuroscience, vol. 34,
no. 1, pp. 97–105, Jan. 2016. [Online]. Available: https://content.iospress.
com/articles/restorative-neurology-and-neuroscience/rnn150592
[8] S. Hanneton, M. Auvray, and B. Durette, “The Vibe: A Versatile
Vision-to-Audition Sensory Substitution Device,” 2010. [Online]. Available:
https://www.hindawi.com/journals/abb/2010/282341/abs/
[9] P. B. L. Meijer, “An experimental system for auditory image representations,”
IEEE Transactions on Biomedical Engineering, vol. 39, no. 2, pp. 112–121,
Feb. 1992.
[10] J. Ward and P. Meijer, “Visual experiences in the blind induced by
an auditory sensory substitution device,” Consciousness and Cognition,
vol. 19, no. 1, pp. 492–500, Mar. 2010. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/S1053810009001718
77
[11] D. J. Brown and M. J. Proulx, “Audio–Vision Substitution for Blind Individu-
als: Addressing Human Information Processing Capacity Limitations,” IEEE
Journal of Selected Topics in Signal Processing, vol. 10, no. 5, pp. 924–931,
Aug. 2016.
[12] A. Hillock-Dunn and M. T. Wallace, “Developmental changes in
the multisensory temporal binding window persist into adolescence,”
Developmental science, vol. 15, no. 5, pp. 688–696, Sep. 2012. [Online].
Available: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4013750/
[13] M. J. Proulx, D. J. Brown, A. Pasqualotto, and P. Meijer, “Multisensory
perceptual learning and sensory substitution,” Neuroscience & Biobehavioral
Reviews, vol. 41, pp. 16–25, Apr. 2014. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/S0149763412002072
[14] R. F. Lyon, Human and Machine Hearing, Apr.
2017. [Online]. Available: /core/books/human-and-machine-hearing/
3660166B40020EE587D94BB7A309FC12
[15] E. Ben-Artzi and L. E. Marks, “Visual-auditory interaction in speeded
classification: Role of stimulus difference,” Perception & Psychophysics,
vol. 57, no. 8, pp. 1151–1162, Nov. 1995. [Online]. Available:
https://doi.org/10.3758/BF03208371
[16] I. H. Bernstein and B. A. Edelstein, “Effects of some variations in auditory
input upon visual choice reaction time,” Journal of Experimental Psychology,
vol. 87, no. 2, pp. 241–247, 1971.
[17] K. K. Evans and A. Treisman, “Crossmodal binding of audio-visual
correspondent features,” Journal of Vision, vol. 5, no. 8, pp. 874–874, Sep.
2005. [Online]. Available: https://jov.arvojournals.org/article.aspx?articleid=
2132676
[18] J. C. Stevens and L. E. Marks, “Cross-modality matching of brightness and
loudness.” Proceedings of the National Academy of Sciences of the United
States of America, vol. 54, no. 2, pp. 407–411, Aug. 1965. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC219679/
[19] L. Brunel, “Does bigger mean louder? Crossmodal congruency and memory
judgment,” Multisensory Research, vol. 26, no. 0, pp. 67–68, May 2013.
[Online]. Available: http://booksandjournals.brillonline.com/content/journals/
10.1163/22134808-000s0045
[20] H. Luo, Y. Wang, D. Poeppel, and J. Z. Simon, “Concurrent Encoding of
Frequency and Amplitude Modulation in Human Auditory Cortex: MEG
Evidence,” Journal of Neurophysiology, vol. 96, no. 5, pp. 2712–2723, Nov.
2006. [Online]. Available: https://www.physiology.org/doi/full/10.1152/jn.
01256.2005
78
[21] R. D. Frisina, “Subcortical neural coding mechanisms for auditory
temporal processing,” Hearing Research, vol. 158, no. 1, pp. 1–27, Aug.
2001. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0378595501002969
[22] G. Chechik and I. Nelken, “Auditory abstraction from spectro-temporal
features to coding auditory entities,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 109,
no. 46, pp. 18 968–18 973, Nov. 2012. [Online]. Available: https:
//www.ncbi.nlm.nih.gov/pmc/articles/PMC3503225/
[23] M. Moerel, F. De Martino, and E. Formisano, “An anatomical and functional
topography of human auditory cortical areas,” Frontiers in Neuroscience,
vol. 8, Jul. 2014. [Online]. Available: https://www.ncbi.nlm.nih.gov/pmc/
articles/PMC4114190/
[24] M. A. Akeroyd and R. D. Patterson, “A comparison of detection and
discrimination of temporal asymmetry in amplitude modulation,” The Journal
of the Acoustical Society of America, vol. 101, no. 1, pp. 430–439, Jan. 1997.
[Online]. Available: http://asa.scitation.org/doi/10.1121/1.417988
[25] H. Okamoto and R. Kakigi, “Encoding of frequency-modulation (FM) rates
in human auditory cortex,” Scientific Reports, vol. 5, p. 18143, Dec. 2015.
[Online]. Available: https://www.nature.com/articles/srep18143
[26] E. Guzman-Martinez, L. Ortega, M. Grabowecky, J. Mossbridge, and
S. Suzuki, “Interactive coding of visual spatial frequency and auditory
amplitude-modulation rate,” Current Biology, vol. 22, no. 5, pp. 383–388,
Mar. 2012. [Online]. Available: https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC3298604/
[27] A. Kristjańsson, A. Moldoveanu, O. I. Joh´annesson, O. Balan, S. Spagnol, V. V.
Valgeirsdot´tir, and R. Unnthorsson, “Designing sensory-substitution devices:
Principles, pitfalls and potential,” Restorative Neurology and Neuroscience,
vol. 34, no. 5, pp. 769–787, 2016.
[28] M. Auvray and L. R. Harris, “The State of the Art of Sensory Substitution,”
Multisensory Research, vol. 27, no. 5-6, pp. 265–269, Nov. 2014. [Online].
Available: http://booksandjournals.brillonline.com/content/journals/10.1163/
22134808-00002464
[29] R. Kupers, P. Pietrini, E. Ricciardi, and M. Ptito, “The Nature of Consciousness
in the Visually Deprived Brain,” Frontiers in Psychology, vol. 2, 2011. [Online].
Available: https://www.frontiersin.org/articles/10.3389/fpsyg.2011.00019/full
[30] C. Sinke, J. H. Halpern, M. Zedler, J. Neufeld, H. M. Emrich, and T. Passie,
“Genuine and drug-induced synesthesia: A comparison,” Consciousness and
Cognition, vol. 21, no. 3, pp. 1419–1434, Sep. 2012. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1053810012000669
79
[31] G. Petri, P. Expert, F. Turkheimer, R. Carhart-Harris, D. Nutt, P. J. Hellyer,
and F. Vaccarino, “Homological scaffolds of brain functional networks,”
Journal of The Royal Society Interface, vol. 11, no. 101, p. 20140873, Dec.
2014. [Online]. Available: http://rsif.royalsocietypublishing.org/content/11/
101/20140873
[32] J.-K. Kim and R. J. Zatorre, “Generalized learning of visual-to-auditory
substitution in sighted individuals,” Brain Research, vol. 1242, pp. 263–275,
Nov. 2008.
[33] E. Striem-Amit, L. Cohen, S. Dehaene, and A. Amedi, “Reading with sounds:
sensory substitution selectively activates the visual word form area in the blind,”
Neuron, vol. 76, no. 3, pp. 640–652, Nov. 2012.
[34] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with
deep convolutional neural networks.” Curran Associates Inc., Dec. 2012, pp.
1097–1105. [Online]. Available: http://dl.acm.org/citation.cfm?id=2999134.
2999257
[35] K. Gregor, I. Danihelka, A. Graves, D. J. Rezende, and D. Wierstra, “DRAW:
A Recurrent Neural Network For Image Generation,” arXiv:1502.04623 [cs], Feb.
2015, arXiv: 1502.04623. [Online]. Available: http://arxiv.org/abs/1502.04623
[36] M. A. Ruggero, L. Robles, and N. C. Rich, “Two-tone suppression in the basilar
membrane of the cochlea: mechanical basis of auditory-nerve rate suppression,”
Journal of Neurophysiology, vol. 68, no. 4, pp. 1087–1099, Oct. 1992.
[37] W. Gerstner and W. M. Kistler, Spiking neuron models: Single neurons,
populations, plasticity. Cambridge university press, 2002.
[38] J. Hawkins, S. Ahmad, and Y. Cui, “A Theory of How Columns in the
Neocortex Enable Learning the Structure of the World,” Frontiers in Neural
Circuits, vol. 11, 2017. [Online]. Available: https://www.frontiersin.org/
articles/10.3389/fncir.2017.00081/full
[39] O. Collignon, G. Dormal, G. Albouy, G. Vandewalle, P. Voss, C. Phillips, and
F. Lepore, “Impact of blindness onset on the functional organization and the
connectivity of the occipital cortex,” Brain: A Journal of Neurology, vol. 136,
no. Pt 9, pp. 2769–2783, Sep. 2013.
[40] A. C. Nau, M. C. Murphy, and K. C. Chan, “Use of sensory
substitution devices as a model system for investigating cross-modal
neuroplasticity in humans,” Neural Regeneration Research, vol. 10,
no. 11, pp. 1717–1719, Nov. 2015. [Online]. Available: https:
//www.ncbi.nlm.nih.gov/pmc/articles/PMC4705765/
[41] A. Amedi, W. M. Stern, J. A. Camprodon, F. Bermpohl, L. Merabet,
S. Rotman, C. Hemond, P. Meijer, and A. Pascual-Leone, “Shape conveyed by
80
visual-to-auditory sensory substitution activates the lateral occipital complex,”
Nature Neuroscience, vol. 10, no. 6, pp. 687–689, Jun. 2007. [Online].
Available: https://www.nature.com/articles/nn1912
[42] L. Renier, A. G. De Volder, and J. P. Rauschecker, “Cortical
plasticity and preserved function in early blindness,” Neuroscience &
Biobehavioral Reviews, vol. 41, pp. 53–63, Apr. 2014. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0149763413000328
[43] R. H Wurtz and E. R Kandel, “Central visual pathways,” Principles of Neural
Science, 01 2000.
[44] L. B. Merabet, L. Battelli, S. Obretenova, S. Maguire, P. Meijer, and
A. Pascual-Leone, “Functional recruitment of visual cortex for sound encoded
object identification in the blind,” Neuroreport, vol. 20, no. 2, pp. 132–138,
Jan. 2009. [Online]. Available: https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC3951767/
[45] O. Collignon, G. Vandewalle, P. Voss, G. Albouy, G. Charbonneau,
M. Lassonde, and F. Lepore, “Functional specialization for auditory–spatial
processing in the occipital cortex of congenitally blind humans,” Proceedings
of the National Academy of Sciences, vol. 108, no. 11, pp. 4435–4440, Mar.
2011. [Online]. Available: http://www.pnas.org/content/108/11/4435
[46] X. Wang, M. V. Peelen, Z. Han, C. He, A. Caramazza, and Y. Bi, “How Visual
Is the Visual Cortex? Comparing Connectional and Functional Fingerprints
between Congenitally Blind and Sighted Individuals,” The Journal of Neuro-
science: The Official Journal of the Society for Neuroscience, vol. 35, no. 36,
pp. 12 545–12 559, Sep. 2015.
[47] C. Klinge, F. Eippert, B. Röder, and C. Büchel, “Corticocortical connec-
tions mediate primary visual cortex responses to auditory stimulation in the
blind,” The Journal of Neuroscience: The Official Journal of the Society for
Neuroscience, vol. 30, no. 38, pp. 12 798–12 805, Sep. 2010.
[48] G. M. Innocenti, D. O. Frost, and J. Illes, “Maturation of visual callosal
connections in visually deprived kittens: a challenging critical period,” Journal
of Neuroscience, vol. 5, no. 2, pp. 255–267, Feb. 1985. [Online]. Available:
http://www.jneurosci.org/content/5/2/255
[49] B. Richmond, “Information Coding,” Science, vol. 294, no. 5551, pp.
2493–2494, Dec. 2001. [Online]. Available: http://science.sciencemag.org/
content/294/5551/2493
[50] R. Q. Quiroga and S. Panzeri, Principles of neural coding. CRC Press, 2013.
[51] J. Stone, Principles of Neural Information Theory: Computational Neuroscience
and Metabolic Efficiency, 06 2018.
81
[52] R. Desimone and J. Duncan, “Neural Mechanisms of Selective Visual
Attention,” Annual Review of Neuroscience, vol. 18, no. 1, pp. 193–222, 1995.
[Online]. Available: https://doi.org/10.1146/annurev.ne.18.030195.001205
[53] M. Livingstone and D. Hubel, “Segregation of form, color, movement, and
depth: anatomy, physiology, and perception,” Science, vol. 240, no. 4853,
pp. 740–749, May 1988. [Online]. Available: http://science.sciencemag.org/
content/240/4853/740
[54] D. J. Felleman and D. C. Van Essen, “Distributed hierarchical processing in
the primate cerebral cortex,” Cerebral Cortex (New York, N.Y.: 1991), vol. 1,
no. 1, pp. 1–47, Feb. 1991.
[55] D. H. Hubel and T. N. Wiesel, “Uniformity of monkey striate cortex: A parallel
relationship between field size, scatter, and magnification factor,” Journal of
Comparative Neurology, vol. 158, no. 3, pp. 295–305, Dec. 1974. [Online].
Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/cne.901580305
[56] D. L. Adams, L. C. Sincich, and J. C. Horton, “Complete Pattern of
Ocular Dominance Columns in Human Primary Visual Cortex,” Journal of
Neuroscience, vol. 27, no. 39, pp. 10 391–10 403, Sep. 2007. [Online]. Available:
http://www.jneurosci.org/content/27/39/10391
[57] J. Sharma, A. Angelucci, and M. Sur, “Induction of visual orientation modules
in auditory cortex,” Nature, vol. 404, no. 6780, pp. 841–847, Apr. 2000.
[Online]. Available: https://www.nature.com/articles/35009043
[58] M. A. Goodale and A. D. Milner, “Separate visual pathways for perception
and action,” Trends in Neurosciences, vol. 15, no. 1, pp. 20–25, Jan.
1992. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
0166223692903448
[59] M. Mishkin, L. G. Ungerleider, and K. A. Macko, “Object vision and spatial
vision: two cortical pathways,” Trends in Neurosciences, vol. 6, pp. 414–417,
Jan. 1983. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/016622368390190X
[60] D. H. Hubel and T. N. Wiesel, “Receptive fields and functional
architecture of monkey striate cortex,” The Journal of Physiology, vol.
195, no. 1, pp. 215–243, Mar. 1968. [Online]. Available: https:
//physoc.onlinelibrary.wiley.com/doi/abs/10.1113/jphysiol.1968.sp008455
[61] B. J. Richmond, “Stochasticity, spikes and decoding: sufficiency and utility of
order statistics,” Biological Cybernetics, vol. 100, no. 6, pp. 447–457, Jun.
2009. [Online]. Available: https://doi.org/10.1007/s00422-009-0321-x
[62] P. O. Hoyer, Probabilistic models of early vision. Helsinki University
of Technology, Nov. 2002. [Online]. Available: https://aaltodoc.aalto.fi:
443/handle/123456789/2234
82
[63] E. Striem-Amit, S. Ovadia-Caro, A. Caramazza, D. S. Margulies, A. Villringer,
and A. Amedi, “Functional connectivity of visual cortex in the blind follows
retinotopic organization principles,” Brain: A Journal of Neurology, vol. 138,
no. Pt 6, pp. 1679–1695, Jun. 2015.
[64] J. S. Espinosa and M. Stryker, “Development and Plasticity of the
Primary Visual Cortex,” Neuron, vol. 75, no. 2, pp. 230–249, Jul.
2012. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0896627312005697
[65] E. Striem-Amit, “Neuroplasticity in the blind and sensory substitution for
vision,” Ph.D. dissertation, 2014.
[66] Computerphile, “Finding the Edges (Sobel Operator) - Computerphile,” 2015.
[Online]. Available: https://www.youtube.com/watch?v=uihBwtPIBxM
[67] Computerphile, “Canny Edge Detector - Computerphile,” 2015. [Online].
Available: https://www.youtube.com/watch?v=sRFM5IEqR2w
[68] D. Gábor, Theory of communication. London: Institution of Electrical
Engineering, 1946, oCLC: 39115995.
[69] R. Mehrotra, K. R. Namuduri, and N. Ranganathan, “Gabor filter-based
edge detection,” Pattern Recognition, vol. 25, no. 12, pp. 1479–1494, Dec.
1992. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
003132039290121X
[70] G. Azzopardi and N. Petkov, “A CORF computational model of a simple cell
that relies on LGN input outperforms the Gabor function model,” Biological
Cybernetics, vol. 106, no. 3, pp. 177–189, Mar. 2012. [Online]. Available:
https://doi.org/10.1007/s00422-012-0486-6
[71] G. Azzopardi, A. Rodríguez-Sánchez, J. Piater, and N. Petkov, “A Push-Pull
CORF Model of a Simple Cell with Antiphase Inhibition Improves SNR and
Contour Detection,” PLOS ONE, vol. 9, no. 7, p. e98424, Jul. 2014. [Online].
Available: https://journals.plos.org/plosone/article?id=10.1371/journal.pone.
0098424
[72] George Azzopardi, “Contour Detection with the Push Pull CORF model,” 2015.
[Online]. Available: https://www.mathworks.com/matlabcentral/fileexchange/
47685
[73] R. Meddis and E. A. Lopez-Poveda, “Auditory Periphery: From Pinna
to Auditory Nerve,” in Computational Models of the Auditory System, ser.
Springer Handbook of Auditory Research, R. Meddis, E. A. Lopez-Poveda,
R. R. Fay, and A. N. Popper, Eds. Boston, MA: Springer US, 2010, pp.
7–38. [Online]. Available: https://doi.org/10.1007/978-1-4419-5934-8_2
83
[74] J. P. Rauschecker and S. K. Scott, “Maps and streams in the auditory
cortex: nonhuman primates illuminate human speech processing,” Nature
Neuroscience, vol. 12, no. 6, pp. 718–724, Jun. 2009. [Online]. Available:
https://www.nature.com/articles/nn.2331
[75] X. Wang, “The harmonic organization of auditory cortex,” Frontiers
in Systems Neuroscience, vol. 7, Dec. 2013. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3865599/
[76] S. S. Stevens, “To Honor Fechner and Repeal His Law: A power function, not
a log function, describes the operating characteristic of a sensory system,”
Science, vol. 133, no. 3446, pp. 80–86, Jan. 1961. [Online]. Available:
http://science.sciencemag.org/content/133/3446/80
[77] L. Robles and M. A. Ruggero, “Mechanics of the Mammalian Cochlea,”
Physiological reviews, vol. 81, no. 3, pp. 1305–1352, Jul. 2001. [Online].
Available: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3590856/
[78] W. Młynarski and J. H. McDermott, “Learning Mid-Level Auditory
Codes from Natural Sound Statistics,” Jan. 2017. [Online]. Available:
https://arxiv.org/abs/1701.07138
[79] H. Fletcher and W. A. Munson, “Loudness, Its Definition, Measurement
and Calculation,” The Journal of the Acoustical Society of America,
vol. 5, no. 2, pp. 82–108, Oct. 1933. [Online]. Available: https:
//asa.scitation.org/doi/10.1121/1.1915637
[80] ISO/TC 43, “ISO 226:2003,” 2003. [Online]. Available: http://www.iso.org/
cms/render/live/en/sites/isoorg/contents/data/standard/03/42/34222.html
[81] W. A. Yost, “Pitch of iterated rippled noise,” The Journal of the Acoustical
Society of America, vol. 100, no. 1, pp. 511–518, Jul. 1996.
[82] F. A. Bilsen and R. J. Ritsma, “Some Parameters Influencing the
Perceptibility of Pitch,” The Journal of the Acoustical Society of
America, vol. 47, no. 2B, pp. 469–475, Feb. 1970. [Online]. Available:
https://asa.scitation.org/doi/10.1121/1.1911916
[83] W. Sun and D. L. Barbour, “Rate, not selectivity, determines
neuronal population coding accuracy in auditory cortex,” PLOS Biology,
vol. 15, no. 11, p. e2002459, Nov. 2017. [Online]. Available: https:
//journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.2002459
[84] D. D. Greenwood, “A cochlear frequency-position function for several species–
29 years later,” The Journal of the Acoustical Society of America, vol. 87, no. 6,
pp. 2592–2605, Jun. 1990.
[85] Brent Cartwright, “intermodulation distortion,” Jul. 2016. [Online]. Available:
https://www.youtube.com/watch?v=3syjHE2bZoQ
84
[86] J. Rodríguez, S. T. Neely, H. Patra, J. Kopun, W. Jesteadt, H. Tan,
and M. P. Gorga, “The role of suppression in psychophysical tone-
on-tone masking,” The Journal of the Acoustical Society of America,
vol. 127, no. 1, pp. 361–369, Jan. 2010. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2821167/
[87] F. Gougoux, F. Lepore, M. Lassonde, P. Voss, R. J. Zatorre, and
P. Belin, “Neuropsychology: Pitch discrimination in the early blind,”
Nature, vol. 430, no. 6997, p. 309, Jul. 2004. [Online]. Available:
https://www.nature.com/articles/430309a
[88] C. Y. Wan, A. G. Wood, D. C. Reutens, and S. J. Wilson,
“Early but not late-blindness leads to enhanced auditory perception,”
Neuropsychologia, vol. 48, no. 1, pp. 344–348, Jan. 2010. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0028393209003340
[89] T. Elbert, A. Sterr, B. Rockstroh, C. Pantev, M. M. Müller, and E. Taub,
“Expansion of the Tonotopic Area in the Auditory Cortex of the Blind,”
Journal of Neuroscience, vol. 22, no. 22, pp. 9941–9944, Nov. 2002. [Online].
Available: http://www.jneurosci.org/content/22/22/9941
[90] A. A. Stevens and K. E. Weaver, “Functional characteristics of auditory
cortex in the blind,” Behavioural Brain Research, vol. 196, no. 1, pp. 134–138,
Jan. 2009. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S0166432808004117
[91] E. M. Wenzel, “Multimedia Interface Design,” M. M. Blattner and R. B.
Dannenberg, Eds. New York, NY, USA: ACM, 1992, pp. 257–288. [Online].
Available: http://doi.acm.org/10.1145/146022.146089
[92] L. R. O. M. P. R.S, “XII. On our perception of sound direction,” The
London, Edinburgh, and Dublin Philosophical Magazine and Journal of
Science, vol. 13, no. 74, pp. 214–232, Feb. 1907. [Online]. Available:
https://doi.org/10.1080/14786440709463595
[93] W. M. Hartmann and E. J. Macaulay, “Anatomical limits on interaural time
differences: an ecological perspective,” Frontiers in Neuroscience, vol. 8, 2014.
[Online]. Available: https://www.frontiersin.org/articles/10.3389/fnins.2014.
00034/full
[94] R. C. G. Smith and S. R. Price, “Modelling of Human Low
Frequency Sound Localization Acuity Demonstrates Dominance of Spatial
Variation of Interaural Time Difference and Suggests Uniform Just-
Noticeable Differences in Interaural Time Difference,” PLOS ONE,
vol. 9, no. 2, p. e89033, Feb. 2014. [Online]. Available: https:
//journals.plos.org/plosone/article?id=10.1371/journal.pone.0089033
85
[95] H. S. Robert Woodworth, Experimental Psychology, Jan. 1954. [Online].
Available: http://archive.org/details/ExperimentalPsychology
[96] N. Fujiki, K. A. J. Riederer, V. Jousmäki, J. P. Mäkelä, and R. Hari, “Human
cortical representation of virtual auditory space: differences between sound
azimuth and elevation,” The European Journal of Neuroscience, vol. 16, no. 11,
pp. 2207–2213, Dec. 2002.
[97] S. Carlile, P. Leong, and S. Hyams, “The nature and distribution
of errors in sound localization by human listeners,” Hearing Research,
vol. 114, no. 1, pp. 179–196, Dec. 1997. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0378595597001615
[98] W. A. Yost, “Sound source localization identification accuracy: Level
and duration dependencies,” The Journal of the Acoustical Society of
America, vol. 140, no. 1, pp. EL14–EL19, Jul. 2016. [Online]. Available:
https://asa.scitation.org/doi/full/10.1121/1.4954870
[99] P. Majdak, M. J. Goupell, and B. Laback, “3-D localization of virtual
sound sources: Effects of visual environment, pointing method, and training,”
Attention, Perception, & Psychophysics, vol. 72, no. 2, pp. 454–469, Feb. 2010.
[Online]. Available: https://doi.org/10.3758/APP.72.2.454
[100] T. Lu, L. Liang, and X. Wang, “Temporal and rate representations of
time-varying signals in the auditory cortex of awake primates,” Nature
Neuroscience, vol. 4, no. 11, pp. 1131–1138, Nov. 2001. [Online]. Available:
https://www.nature.com/articles/nn737
[101] B. C. J. Moore and H. E. Gockel, “Properties of auditory stream
formation,” Philosophical Transactions of the Royal Society B: Biological
Sciences, vol. 367, no. 1591, pp. 919–931, Apr. 2012. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3282308/
[102] T. Kujala, M. J. Palva, O. Salonen, P. Alku, M. Huotilainen, A. Järvinen,
and R. Näätänen, “The role of blind humans’ visual cortex in auditory
change detection,” Neuroscience Letters, vol. 379, no. 2, pp. 127–131, May
2005. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0304394004015873
[103] J. F. Kolen and S. C. Kremer, “Gradient Flow in Recurrent Nets:
The Difficulty of Learning LongTerm Dependencies,” in A Field Guide
to Dynamical Recurrent Networks. IEEE, 2001. [Online]. Available:
https://ieeexplore.ieee.org/document/5264952
[104] S. Bai, J. Z. Kolter, and V. Koltun, “An Empirical Evaluation of
Generic Convolutional and Recurrent Networks for Sequence Modeling,”
arXiv:1803.01271 [cs], Mar. 2018, arXiv: 1803.01271. [Online]. Available:
http://arxiv.org/abs/1803.01271
86
[105] M. Rudnicki, O. Schoppe, M. Isik, F. Völk, and W. Hemmert,
“Modeling auditory coding: from sound to spikes,” Cell and Tissue
Research, vol. 361, no. 1, pp. 159–175, Jul. 2015. [Online]. Available:
https://doi.org/10.1007/s00441-015-2202-z
[106] E. A. Lopez-Poveda and R. Meddis, “A human nonlinear cochlear
filterbank,” The Journal of the Acoustical Society of America, vol.
110, no. 6, pp. 3107–3118, Dec. 2001. [Online]. Available: https:
//asa.scitation.org/doi/10.1121/1.1416197
[107] D. Baby and S. Verhulst, “Machines hear better when they have ears,”
arXiv:1806.01145 [cs, eess, stat], Jun. 2018, arXiv: 1806.01145. [Online].
Available: http://arxiv.org/abs/1806.01145
[108] A. Saremi, R. Beutelmann, M. Dietz, G. Ashida, J. Kretzberg, and S. Verhulst,
“A comparative study of seven human cochlear filter models,” The Journal of
the Acoustical Society of America, vol. 140, no. 3, pp. 1618–1634, Sep. 2016.
[Online]. Available: https://asa.scitation.org/doi/abs/10.1121/1.4960486
[109] M. L. Jepsen, S. D. Ewert, and T. Dau, “A computational model of human
auditory signal processing and perception,” The Journal of the Acoustical
Society of America, vol. 124, no. 1, pp. 422–438, Jul. 2008. [Online]. Available:
https://asa.scitation.org/doi/abs/10.1121/1.2924135
[110] R. D. Patterson, K. Robinson, J. Holdsworth, D. McKeown, C. Zhang,
and M. Allerhand, “Complex Sounds and Auditory Images,” in Auditory
Physiology and Perception, Y. Cazals, K. Horner, and L. Demany,
Eds. Pergamon, Jan. 1992, pp. 429–446. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/B978008041847650054X
[111] T. Irino and R. D. Patterson, “A time-domain, level-dependent auditory
filter: The gammachirp,” The Journal of the Acoustical Society of
America, vol. 101, no. 1, pp. 412–419, Jan. 1997. [Online]. Available:
https://asa.scitation.org/doi/10.1121/1.417975
[112] T. Chi, P. Ru, and S. A. Shamma, “Multiresolution spectrotemporal
analysis of complex sounds,” The Journal of the Acoustical Society of
America, vol. 118, no. 2, pp. 887–906, Aug. 2005. [Online]. Available:
https://asa.scitation.org/doi/abs/10.1121/1.1945807
[113] R. F. Lyon, “Using a Cascade of Asymmetric Resonators with Fast-Acting Com-
pression as a Cochlear Model for Machine-Hearing Applications,” in Autumn
Meeting of the Acoustical Society of Japan, 2011, pp. 509–512.
[114] S. Verhulst, A. Altoè, and V. Vasilkov, “Computational modeling of the human
auditory periphery: Auditory-nerve responses, evoked potentials and hearing
loss,” Hearing Research, vol. 360, pp. 55–75, Mar. 2018.
87
[115] A. v. d. Oord, S. Dieleman, H. Zen, K. Simonyan, O. Vinyals, A. Graves,
N. Kalchbrenner, A. Senior, and K. Kavukcuoglu, “WaveNet: A Generative
Model for Raw Audio,” arXiv:1609.03499 [cs], Sep. 2016, arXiv: 1609.03499.
[Online]. Available: http://arxiv.org/abs/1609.03499
[116] R. Weeks, B. Horwitz, A. Aziz-Sultan, B. Tian, C. M. Wessinger, L. G.
Cohen, M. Hallett, and J. P. Rauschecker, “A Positron Emission Tomographic
Study of Auditory Localization in the Congenitally Blind,” Journal of
Neuroscience, vol. 20, no. 7, pp. 2664–2672, Apr. 2000. [Online]. Available:
http://www.jneurosci.org/content/20/7/2664
[117] E. Striem-Amit, O. Dakwar, L. Reich, and A. Amedi, “The large-scale organi-
zation of "visual" streams emerges without visual experience,” Cerebral Cortex
(New York, N.Y.: 1991), vol. 22, no. 7, pp. 1698–1709, Jul. 2012.
[118] L. Renier, O. Collignon, C. Poirier, D. Tranduy, A. Vanlierde, A. Bol,
C. Veraart, and A. G. De Volder, “Cross-modal activation of visual
cortex during depth perception using auditory substitution of vision,”
NeuroImage, vol. 26, no. 2, pp. 573–580, Jun. 2005. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1053811905000789
[119] C. Poirier, O. Collignon, C. Scheiber, L. Renier, A. Vanlierde, D. Tranduy,
C. Veraart, and A. G. De Volder, “Auditory motion perception
activates visual motion areas in early blind subjects,” NeuroImage,
vol. 31, no. 1, pp. 279–285, May 2006. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/S1053811905024808
[120] Y. Danilov and M. Tyler, “Brainport: an alternative input to the brain,”
Journal of Integrative Neuroscience, vol. 4, no. 4, pp. 537–550, Dec. 2005.
[121] A. Amedi, K. von Kriegstein, N. M. van Atteveldt, M. S. Beauchamp, and
M. J. Naumer, “Functional imaging of human crossmodal identification and
object recognition,” Experimental Brain Research, vol. 166, no. 3, pp. 559–571,
Oct. 2005. [Online]. Available: https://doi.org/10.1007/s00221-005-2396-5
[122] C. Graulty, O. Papaioannou, P. Bauer, M. A. Pitts, and E. Canseco-Gonzalez,
“Hearing Shapes: Event-related Potentials Reveal the Time Course of Auditory-
Visual Sensory Substitution,” Journal of Cognitive Neuroscience, vol. 30, no. 4,
pp. 498–513, 2018.
[123] F. Gougoux, P. Belin, P. Voss, F. Lepore, M. Lassonde, and R. J.
Zatorre, “Voice perception in blind persons: A functional magnetic resonance
imaging study,” Neuropsychologia, vol. 47, no. 13, pp. 2967–2974, Nov.
2009. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0028393209002784
[124] E. R. Gizewski, T. Gasser, A. de Greiff, A. Boehm, and M. Forsting, “Cross-
modal plasticity for sensory and motor activation patterns in blind subjects,”
88
NeuroImage, vol. 19, no. 3, pp. 968–975, Jul. 2003. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1053811903001149
[125] L. B. Merabet, R. Hamilton, G. Schlaug, J. D. Swisher, E. T.
Kiriakopoulos, N. B. Pitskel, T. Kauffman, and A. Pascual-Leone,
“Rapid and Reversible Recruitment of Early Visual Cortex for Touch,”
PLOS ONE, vol. 3, no. 8, p. e3046, Aug. 2008. [Online]. Available:
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0003046
[126] H. Burton, A. Z. Snyder, T. E. Conturo, E. Akbudak, J. M.
Ollinger, and M. E. Raichle, “Adaptive Changes in Early and Late
Blind: A fMRI Study of Braille Reading,” Journal of Neurophysiology,
vol. 87, no. 1, pp. 589–607, Jan. 2002. [Online]. Available: https:
//www.physiology.org/doi/full/10.1152/jn.00285.2001
[127] H. Burton, “Visual Cortex Activity in Early and Late Blind People,”
The Journal of neuroscience : the official journal of the Society for
Neuroscience, vol. 23, no. 10, pp. 4005–4011, May 2003. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3667661/
[128] L. G. Cohen, R. A. Weeks, N. Sadato, P. Celnik, K. Ishii, and M. Hallett,
“Period of susceptibility for cross-modal plasticity in the blind,” Annals
of Neurology, vol. 45, no. 4, pp. 451–460, Apr. 1999. [Online]. Avail-
able: https://onlinelibrary.wiley.com/doi/abs/10.1002/1531-8249%28199904%
2945%3A4%3C451%3A%3AAID-ANA6%3E3.0.CO%3B2-B
[129] P. Pietrini, M. L. Furey, E. Ricciardi, M. I. Gobbini, W.-H. C. Wu, L. Cohen,
M. Guazzelli, and J. V. Haxby, “Beyond sensory images: Object-based
representation in the human ventral pathway,” Proceedings of the National
Academy of Sciences, vol. 101, no. 15, pp. 5658–5663, Apr. 2004. [Online].
Available: http://www.pnas.org/content/101/15/5658
[130] R. Kupers, A. Fumal, A. M. de Noordhout, A. Gjedde, J. Schoenen, and
M. Ptito, “Transcranial magnetic stimulation of the visual cortex induces
somatotopically organized qualia in blind subjects,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 103, no. 35, pp.
13 256–13 260, Aug. 2006.
[131] E. M. Finney, I. Fine, and K. R. Dobkins, “Visual stimuli activate auditory
cortex in the deaf,” Nature Neuroscience, vol. 4, no. 12, pp. 1171–1173, Dec.
2001. [Online]. Available: https://www.nature.com/articles/nn763
[132] D. Bavelier and H. J. Neville, “Cross-modal plasticity: where and how?”
Nature Reviews Neuroscience, vol. 3, no. 6, pp. 443–452, Jun. 2002. [Online].
Available: https://www.nature.com/articles/nrn848
[133] P. Voss, F. Gougoux, R. J. Zatorre, M. Lassonde, and F. Lepore, “Differential
occipital responses in early- and late-blind individuals during a sound-source
89
discrimination task,” NeuroImage, vol. 40, no. 2, pp. 746–758, Apr.
2008. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S1053811907011354
[134] P. Voss, M. Lassonde, F. Gougoux, M. Fortin, J.-P. Guillemot, and F. Lepore,
“Early- and late-onset blind individuals show supra-normal auditory abilities in
far-space,” Current biology: CB, vol. 14, no. 19, pp. 1734–1738, Oct. 2004.
[135] A. Fieger, B. Röder, W. Teder-Sälejärvi, S. A. Hillyard, and H. J. Neville,
“Auditory Spatial Tuning in Late-onset Blindness in Humans,” Journal of
Cognitive Neuroscience, vol. 18, no. 2, pp. 149–157, Feb. 2006. [Online].
Available: https://www.mitpressjournals.org/doi/10.1162/jocn.2006.18.2.149
[136] N. Sadato, T. Okada, M. Honda, and Y. Yonekura, “Critical Period
for Cross-Modal Plasticity in Blind Humans: A Functional MRI Study,”
NeuroImage, vol. 16, no. 2, pp. 389–400, Jun. 2002. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1053811902911110
[137] P. Voss, B. G. Pike, and R. J. Zatorre, “Evidence for both compensatory
plastic and disuse atrophy-related neuroanatomical changes in the blind,”
Brain, vol. 137, no. 4, pp. 1224–1240, Apr. 2014. [Online]. Available:
https://academic.oup.com/brain/article/137/4/1224/370778
[138] M. Ptito, F. C. G. Schneider, O. B. Paulson, and R. Kupers, “Alterations
of the visual pathways in congenital blindness,” Experimental Brain
Research, vol. 187, no. 1, pp. 41–49, May 2008. [Online]. Available:
https://doi.org/10.1007/s00221-008-1273-4
[139] L. Cecchetti, E. Ricciardi, G. Handjaras, R. Kupers, M. Ptito, and P. Pietrini,
“Congenital blindness affects diencephalic but not mesencephalic structures in
the human brain,” Brain Structure and Function, vol. 221, no. 3, pp. 1465–1480,
Apr. 2016. [Online]. Available: https://doi.org/10.1007/s00429-014-0984-5
[140] A. S. Bock and I. Fine, “Anatomical and functional plasticity in early
blind individuals and the mixture of experts architecture,” Frontiers
in Human Neuroscience, vol. 8, Dec. 2014. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4269126/
[141] A. Pasqualotto and M. J. Proulx, “The role of visual experience for
the neural basis of spatial cognition,” Neuroscience & Biobehavioral
Reviews, vol. 36, no. 4, pp. 1179–1187, Apr. 2012. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0149763412000176
[142] S. Maidenbaum, S. Abboud, and A. Amedi, “Sensory substitution:
Closing the gap between basic research and widespread practical visual
rehabilitation,” Neuroscience & Biobehavioral Reviews, vol. 41, pp. 3–15, Apr.
2014. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0149763413002765
90
[143] Shir Hofstetter, Wietske Zuiderbaan, Serge Dumoulin, and Amir Amedi,
“The brain’s mind eye in absence of visual experience: topographic
mapping of the soundscape-space,” Singapore Convention Center, 2018.
[Online]. Available: https://ww5.aievolution.com/hbm1801/index.cfm?do=
abs.viewAbs&abs=1395
[144] J. Driver and T. Noesselt, “Multisensory Interplay Reveals Crossmodal
Influences on ‘Sensory-Specific’ Brain Regions, Neural Responses, and
Judgments,” Neuron, vol. 57, no. 1, pp. 11–23, Jan. 2008. [Online]. Available:
https://www.cell.com/neuron/abstract/S0896-6273(07)01019-7
[145] P. Bach-Y-Rita, C. C. Collins, F. A. Saunders, B. White, and
L. Scadden, “Vision Substitution by Tactile Image Projection,” Nature,
vol. 221, no. 5184, pp. 963–964, Mar. 1969. [Online]. Available:
https://www.nature.com/articles/221963a0
[146] G. Valencia and J. Diego, “A computer-vision based sensory substitution device
for the visually impaired (See ColOr),” Ph.D. dissertation, University of Geneva,
2014. [Online]. Available: https://archive-ouverte.unige.ch/unige:34568
[147] R. Tapu, B. Mocanu, and T. Zaharia, “DEEP-SEE: Joint Object Detection,
Tracking and Recognition with Application to Visually Impaired Navigational
Assistance,” Sensors (Basel, Switzerland), vol. 17, no. 11, Oct. 2017. [Online].
Available: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5713031/
[148] T. Kishino, S. Zhe, R. Marchisio, and R. Micheletto, “Cross-modal codification
of images with auditory stimuli: a language for the visually impaired,”
arXiv:1705.05074 [q-bio], May 2017, arXiv: 1705.05074. [Online]. Available:
http://arxiv.org/abs/1705.05074
[149] M. D. Zeiler and R. Fergus, “Visualizing and Understanding Convolutional
Networks,” Nov. 2013. [Online]. Available: https://arxiv.org/abs/1311.2901
[150] D. Massiceti, S. L. Hicks, and J. J. v. Rheede, “Stereosonic vision: Exploring
visual-to-auditory sensory substitution mappings in an immersive virtual
reality navigation paradigm,” PLOS ONE, vol. 13, no. 7, p. e0199389, Jul.
2018. [Online]. Available: https://journals.plos.org/plosone/article?id=10.
1371/journal.pone.0199389
[151] S. Abboud, S. Hanassy, S. Levy-Tzedek, S. Maidenbaum, and A. Amedi,
“EyeMusic: Introducing a “visual” colorful experience for the blind using
auditory sensory substitution,” Restorative Neurology and Neuroscience,
vol. 32, no. 2, pp. 247–257, Jan. 2014. [Online]. Available: https://content.
iospress.com/articles/restorative-neurology-and-neuroscience/rnn130338
[152] C. Capelle, C. Trullemans, P. Arno, and C. Veraart, “A real-time experimental
prototype for enhancement of vision rehabilitation using auditory substitution,”
IEEE transactions on bio-medical engineering, vol. 45, no. 10, pp. 1279–1293,
Oct. 1998.
91
[153] M. Bujacz, K. Kropidlowski, G. Ivanica, A. Moldoveanu, C. Saitis, A. Csapo,
G. Wersenyi, S. Spagnol, O. I. Johannesson, R. Unnthorsson, M. Rotnicki,
and P. Witek, “Sound of Vision - Spatial Audio Output and Sonification
Approaches,” in Computers Helping People with Special Needs, ser. Lecture
Notes in Computer Science, K. Miesenberger, C. Bühler, and P. Penaz, Eds.
Springer International Publishing, 2016, pp. 202–209.
[154] T. Wright and J. Ward, “The evolution of a visual-to-auditory sensory sub-
stitution device using interactive genetic algorithms,” Quarterly Journal of
Experimental Psychology (2006), vol. 66, no. 8, pp. 1620–1638, Aug. 2013.
[155] G. V. Elli, S. Benetti, and O. Collignon, “Is there a future for sensory
substitution outside academic laboratories?” Multisensory Research, vol. 27,
no. 5-6, pp. 271–291, 2014.
[156] M. A. De Niear, J.-P. Noel, and M. T. Wallace, “The Impact
of Feedback on the Different Time Courses of Multisensory Temporal
Recalibration,” Neural Plasticity, vol. 2017, 2017. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5339631/
[157] A. R. Seitz and H. R. Dinse, “A common framework for perceptual
learning,” Current Opinion in Neurobiology, vol. 17, no. 2, pp. 148–153, Apr.
2007. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0959438807000281
[158] C. Xu, A. Israr, I. Poupyrev, O. Bau, and C. Harrison, “Tactile display for the
visually impaired using TeslaTouch.” ACM, May 2011, pp. 317–322. [Online].
Available: http://dl.acm.org/citation.cfm?id=1979742.1979705
[159] L. B. Merabet, E. C. Connors, M. A. Halko, and J. Sánchez,
“Teaching the Blind to Find Their Way by Playing Video Games,”
PLoS ONE, vol. 7, no. 9, Sep. 2012. [Online]. Available: https:
//www.ncbi.nlm.nih.gov/pmc/articles/PMC3446956/
[160] D.-R. Chebat, S. Maidenbaum, and A. Amedi, “Navigation Using Sensory
Substitution in Real and Virtual Mazes,” PLOS ONE, vol. 10, no. 6, p.
e0126307, Jun. 2015. [Online]. Available: https://journals.plos.org/plosone/
article?id=10.1371/journal.pone.0126307
[161] B. Durette, N. Louveton, D. Alleysson, and J. Hérault, “Visuo-auditory
sensory substitution for mobility assistance: testing TheVIBE,” in Workshop
on Computer Vision Applications for the Visually Impaired. Marseille, France:
James Coughlan and Roberto Manduchi, Oct. 2008. [Online]. Available:
https://hal.inria.fr/inria-00325414
[162] N. R. B. Stiles and S. Shimojo, “Auditory Sensory Substitution is Intuitive
and Automatic with Texture Stimuli,” Scientific Reports, vol. 5, p. 15628, Oct.
2015. [Online]. Available: https://www.nature.com/articles/srep15628
92
[163] L. Skedung, M. Arvidsson, J. Y. Chung, C. M. Stafford, B. Berglund,
and M. W. Rutland, “Feeling Small: Exploring the Tactile Perception
Limits,” Scientific Reports, vol. 3, p. 2617, Sep. 2013. [Online]. Available:
https://www.nature.com/articles/srep02617
[164] V. Makinen, P. Suvanto, and J. Linjama, “Method and apparatus for
sensory stimulation,” no. US7982588B2, Jul. 2011. [Online]. Available:
https://patents.google.com/patent/US7982588B2/en
[165] F. Ungureanu, R. G. Lupu, S. Caraiman, and A. Stan, “A Framework to
Assess Cortical Activity of Visually Impaired Persons during Training with a
Sensory Substitution Device,” in 2017 21st International Conference on Control
Systems and Computer Science (CSCS), May 2017, pp. 199–206.
[166] L. B. Merabet and A. Pascual-Leone, “Neural reorganization following
sensory loss: the opportunity of change,” Nature Reviews Neuroscience,
vol. 11, no. 1, pp. 44–52, Jan. 2010. [Online]. Available: https:
//www.nature.com/articles/nrn2758
[167] T. C. Kietzmann, P. McClure, and N. Kriegeskorte, “Deep Neural Networks
In Computational Neuroscience,” bioRxiv, p. 133504, May 2017. [Online].
Available: https://www.biorxiv.org/content/early/2017/05/04/133504
[168] A. H. Marblestone, G. Wayne, and K. P. Kording, “Towards an integration
of deep learning and neuroscience,” bioRxiv, p. 058545, Jun. 2016. [Online].
Available: https://www.biorxiv.org/content/early/2016/06/13/058545
[169] A. J. E. Kell, D. L. K. Yamins, E. N. Shook, S. V. Norman-Haignere, and J. H.
McDermott, “A Task-Optimized Neural Network Replicates Human Auditory
Behavior, Predicts Brain Responses, and Reveals a Cortical Processing
Hierarchy,” Neuron, vol. 98, no. 3, pp. 630–644.e16, May 2018. [Online].
Available: https://www.cell.com/neuron/abstract/S0896-6273(18)30250-2
[170] D. L. K. Yamins, H. Hong, C. F. Cadieu, E. A. Solomon, D. Seibert, and
J. J. DiCarlo, “Performance-optimized hierarchical models predict neural
responses in higher visual cortex,” Proceedings of the National Academy of
Sciences, vol. 111, no. 23, pp. 8619–8624, Jun. 2014. [Online]. Available:
http://www.pnas.org/content/111/23/8619
[171] I. Kuzovkin, R. Vicente, M. Petton, J.-P. Lachaux, M. Baciu, P. Kahane,
S. Rheims, J. R. Vidal, and J. Aru, “Activations of deep convolutional neural
networks are aligned with gamma band activity of human visual cortex,”
Communications Biology, vol. 1, no. 1, p. 107, Aug. 2018. [Online]. Available:
https://www.nature.com/articles/s42003-018-0110-y
[172] A. Banino, C. Barry, B. Uria, C. Blundell, T. Lillicrap, P. Mirowski, A. Pritzel,
M. J. Chadwick, T. Degris, J. Modayil, G. Wayne, H. Soyer, F. Viola,
B. Zhang, R. Goroshin, N. Rabinowitz, R. Pascanu, C. Beattie, S. Petersen,
93
A. Sadik, S. Gaffney, H. King, K. Kavukcuoglu, D. Hassabis, R. Hadsell,
and D. Kumaran, “Vector-based navigation using grid-like representations in
artificial agents,” Nature, vol. 557, no. 7705, p. 429, May 2018. [Online].
Available: https://www.nature.com/articles/s41586-018-0102-6
[173] U. S. Bhalla, “Dendrites, deep learning, and sequences in the hippocampus,”
Hippocampus, vol. 0, no. 0. [Online]. Available: https://onlinelibrary.wiley.
com/doi/abs/10.1002/hipo.22806
[174] D. P. Kingma and M. Welling, “Auto-Encoding Variational Bayes,”
arXiv:1312.6114 [cs, stat], Dec. 2013, arXiv: 1312.6114. [Online]. Available:
http://arxiv.org/abs/1312.6114
[175] I. Higgins, L. Matthey, X. Glorot, A. Pal, B. Uria, C. Blundell, S. Mohamed,
and A. Lerchner, “Early Visual Concept Learning with Unsupervised Deep
Learning,” arXiv:1606.05579 [cs, q-bio, stat], Jun. 2016, arXiv: 1606.05579.
[Online]. Available: http://arxiv.org/abs/1606.05579
[176] A. v. d. Oord, O. Vinyals, and K. Kavukcuoglu, “Neural Discrete
Representation Learning,” arXiv:1711.00937 [cs], Nov. 2017, arXiv:
1711.00937. [Online]. Available: http://arxiv.org/abs/1711.00937
[177] J. Engel, C. Resnick, A. Roberts, S. Dieleman, D. Eck, K. Simonyan,
and M. Norouzi, “Neural Audio Synthesis of Musical Notes with WaveNet
Autoencoders,” arXiv:1704.01279 [cs], Apr. 2017, arXiv: 1704.01279. [Online].
Available: http://arxiv.org/abs/1704.01279
[178] S. Dieleman, A. v. d. Oord, and K. Simonyan, “The challenge of realistic music
generation: modelling raw audio at scale,” arXiv:1806.10474 [cs, eess, stat], Jun.
2018, arXiv: 1806.10474. [Online]. Available: http://arxiv.org/abs/1806.10474
[179] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley,
S. Ozair, A. Courville, and Y. Bengio, “Generative Adversarial Networks,”
arXiv:1406.2661 [cs, stat], Jun. 2014, arXiv: 1406.2661. [Online]. Available:
http://arxiv.org/abs/1406.2661
[180] A. Makhzani, J. Shlens, N. Jaitly, I. Goodfellow, and B. Frey, “Adversarial
Autoencoders,” arXiv:1511.05644 [cs], Nov. 2015, arXiv: 1511.05644. [Online].
Available: http://arxiv.org/abs/1511.05644
[181] C. Donahue, J. McAuley, and M. Puckette, “Adversarial Audio Synthesis,”
arXiv:1802.04208 [cs], Feb. 2018, arXiv: 1802.04208. [Online]. Available:
http://arxiv.org/abs/1802.04208
[182] T. L. Paine, P. Khorrami, S. Chang, Y. Zhang, P. Ramachandran, M. A.
Hasegawa-Johnson, and T. S. Huang, “Fast Wavenet Generation Algorithm,”
arXiv:1611.09482 [cs], Nov. 2016, arXiv: 1611.09482. [Online]. Available:
http://arxiv.org/abs/1611.09482
94
[183] A. v. d. Oord, Y. Li, I. Babuschkin, K. Simonyan, O. Vinyals, K. Kavukcuoglu,
G. v. d. Driessche, E. Lockhart, L. C. Cobo, F. Stimberg, N. Casagrande,
D. Grewe, S. Noury, S. Dieleman, E. Elsen, N. Kalchbrenner, H. Zen,
A. Graves, H. King, T. Walters, D. Belov, and D. Hassabis, “Parallel WaveNet:
Fast High-Fidelity Speech Synthesis,” arXiv:1711.10433 [cs], Nov. 2017, arXiv:
1711.10433. [Online]. Available: http://arxiv.org/abs/1711.10433
[184] A. B. Dieng, Y. Kim, A. M. Rush, and D. M. Blei, “Avoiding Latent Variable
Collapse With Generative Skip Models,” arXiv:1807.04863 [cs, stat], Jul. 2018,
arXiv: 1807.04863. [Online]. Available: http://arxiv.org/abs/1807.04863
[185] N. L. Aaronson and W. M. Hartmann, “Testing, correcting, and extending
the Woodworth model for interaural time difference,” The Journal of the
Acoustical Society of America, vol. 135, no. 2, pp. 817–823, Feb. 2014. [Online].
Available: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3985894/
[186] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S.
Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. Goodfellow,
A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur,
J. Levenberg, D. Mane, R. Monga, S. Moore, D. Murray, C. Olah, M. Schuster,
J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke,
V. Vasudevan, F. Viegas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke,
Y. Yu, and X. Zheng, “TensorFlow: Large-Scale Machine Learning on
Heterogeneous Distributed Systems,” Mar. 2016. [Online]. Available:
https://arxiv.org/abs/1603.04467
[187] D. P. Kingma and J. Ba, “Adam: A Method for Stochastic Optimization,”
arXiv:1412.6980 [cs], Dec. 2014, arXiv: 1412.6980. [Online]. Available:
http://arxiv.org/abs/1412.6980
[188] R. Pascanu, T. Mikolov, and Y. Bengio, “On the difficulty of
training Recurrent Neural Networks,” Nov. 2012. [Online]. Available:
https://arxiv.org/abs/1211.5063
[189] S. Santurkar, D. Tsipras, A. Ilyas, and A. Madry, “How Does Batch
Normalization Help Optimization?” May 2018. [Online]. Available:
https://arxiv.org/abs/1805.11604
[190] J. Möller, “pymatlab: A pythonic interface to MATLAB,” 2013. [Online].
Available: http://molflow.com/pymatlab.html
[191] M. J. Proulx, P. Stoerig, E. Ludowig, and I. Knoll, “Seeing ‘Where’
through the Ears: Effects of Learning-by-Doing and Long-Term Sensory
Deprivation on Localization Based on Image-to-Sound Substitution,”
PLOS ONE, vol. 3, no. 3, p. e1840, Mar. 2008. [Online]. Available:
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0001840
95
[192] Z. Liu, P. Luo, X. Wang, and X. Tang, “Deep learning face attributes in the
wild,” in Proceedings of International Conference on Computer Vision (ICCV),
2015.
[193] Google, “TensorFlow’s Visualization Toolkit. Contribute to tensor-
flow/tensorboard development by creating an account on GitHub,”
Nov. 2018, original-date: 2017-05-15T20:08:07Z. [Online]. Available:
https://github.com/tensorflow/tensorboard
[194] C. K. Sønderby, T. Raiko, L. Maaløe, S. K. Sønderby, and O. Winther,
“Ladder Variational Autoencoders,” arXiv:1602.02282 [cs, stat], Feb. 2016,
arXiv: 1602.02282. [Online]. Available: http://arxiv.org/abs/1602.02282
[195] T. Simon, H. Joo, I. Matthews, and Y. Sheikh, “Hand Keypoint Detection in
Single Images using Multiview Bootstrapping,” arXiv:1704.07809 [cs], Apr.
2017, arXiv: 1704.07809. [Online]. Available: http://arxiv.org/abs/1704.07809
[196] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for
semantic segmentation,” in 2015 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), Jun. 2015, pp. 3431–3440.
