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Abstract
We consider the problem of scheduling n independent jobs on two identical parallel machines,
with a limit on the number of jobs that can be assigned to each single machine, so as to minimize
the total weighted completion time of the jobs. We study a semide3nite programming-based
approximation algorithm for solving this problem and prove that the algorithm has a worst case
ratio at most 1.1626.
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1. Introduction
In the parallel machine scheduling problem, we are given a set of n jobs that have
to be scheduled on m identical parallel machines. Each job Jj (j = 1; 2; : : : ; n) has a
positive processing time pj and a positive weight wj. In a feasible schedule, every
job Jj is processed for pj time units on one of the m machines without interruption.
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Every machine can process at most one job at a time, and every job can be processed
on at most one machine at a time. Let Cj denote the completion time of job Jj in a
given schedule. Then, two well studied optimality criteria in the literature are: to min-
imize the makspan Cmax = max16j6n Cj or to minimize the total weighted completion
time
∑
16j6n wjCj. See Hall [7] and Chen et al. [3] for excellent surveys on parallel
machine scheduling problems.
Most of the parallel machine scheduling models assume that each machine can pro-
cess an arbitrary number of jobs. However, in many Iexible manufacturing systems,
as well as VLSI chip production, it is important to balance the number of jobs as-
signed to each single production facility. Tsai [14] proposed the following scheduling
problem with capacity constraints. The problem addresses a parallel machine schedul-
ing problem with two identical machines and an upper bound q (n=26 q6 n) on
the number of jobs that can be processed on each single machine. Tsai developed
a heuristic for this problem with the goal to minimize the makspan (we denote the
problem by P2=q=Cmax), and showed that it is asymptotically optimal when processing
times for the jobs are independent and uniformly distributed. For the same problem,
Bramel et al. [2] showed that a modi3ed version of the well-known longest process-
ing time 3rst heuristic (LPT) has a worst case ratio of 76 and that their bound is
tight.
In this paper, we study the problem of scheduling two parallel machines with ca-
pacity constraints, but our goal is to minimize the total weighted completion time.
This is in contrast to the makspan targeted by the papers mentioned above. We will
denote this problem by P2=q=
∑
wjCj. This problem is NP-hard even for the un-
capacitated case, i.e., q = n [10]. Therefore we turn our attention to approximation
algorithms.
A -approximation algorithm for a minimization (or maximization) problem is an
algorithm that returns a solution, in polynomial time, with the objective value no more
(or less) than  times of the value of an optimal solution. The factor , which is
always greater than or equal to 1 for minimization, or less than or equal to 1 for
maximization, is called the performance guarantee or the worst-case quality ratio of
the algorithm.
We present here an 1:1626-approximation algorithm for P2=q=
∑
wjCj for any q¿ n=2,
which, to the best of our knowledge, has the 3rst non-trivial ratio to approximate this
problem. We achieve this result using two techniques.
First, we show that solving P2=q=
∑
wjCj is equivalent to solving the Max-(q; n −
q)-Cut problem (a variant of the well-known Max-Cut problem) on an appropriately
de3ned graph, where the number of nodes on each side of the cut is required to be
no more than q. This technique generalizes that of Skutella [12], which deals with
the uncapacitated case, that is, q = n. Note that when q = n, Max-(q; n − q)-Cut is
simply the regular Max-Cut. Skutella shows that any -approximation algorithm for
Max-Cut of the graph can be translated to an algorithm for P2=n=
∑
wjCj with a per-
formance guarantee of 2 − . Furthermore, we 3nd that the translated guarantee can
be improved by introducing the parameter  that is the ratio of the total weight of
edges in the graph to the weight of edges in an optimal Max-(q; n− q)-Cut. We show
that any ()-approximation algorithm for Max-(q; n− q)-Cut can be translated to an
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algorithm for P2=q=
∑
wjCj with a performance guarantee of 1 + (1 − ())=(3 − ).
Note that 16 6 2, and the guarantee is the same as 2 − () when  = 2. Our
improvement is evident when  is smaller than 2. Our hope is that (2) would
be greater than the worst approximation ratio of Max-(q; n − q)-Cut. Indeed, when
 = 2, it is easy to see that a random bisection will be close to optimal, i.e., (2) is
almost 1.
Secondly, we present a semide3nite programming (SDP) based approximation algo-
rithm for Max-(q; n − q)-Cut, which is a generalization of the Max-Cut (i.e., q = n)
algorithm of Goemans and Williamson [5] and the Max-Bisection (i.e., q= n=2) algo-
rithms of Frieze and Jerrum [4] and Ye [16]. We prove an approximation ratio () for
Max-(q; n− q)-Cut, and then translate it into a  approximation ratio for P2=q=
∑
wjCj
using the 3rst technique, where
 := max
1662
1 +
1− ()
3−  :
The rest of the paper is organized as follows. We begin Section 2 by introducing the
approximation preserving reduction of P2=q=
∑
wjCj to Max-(q; n−q)-Cut, and proving
the translated guarantee. Then, in Section 3, we develop an SDP-based approximation
algorithm for Max-(q; n − q)-Cut. The algorithm will be analyzed in Sections 4 and
5, where we 3rst do preliminary analyses of several special cases such as q = n,
0:96n6 q6 n, and q=n=2, and then do general analyses of the case n=26 q6 0:96n.
Finally, we show that the case q = n=2 possesses the maximal approximation ratio,
which is no more than 1.1626, over all q∈ [n=2; 0:96n]. Therefore, our algorithm is a
1.1626-approximation algorithm for P2=q=
∑
wjCj for any q¿ n=2. Some remarks and
potential future directions are discussed in Section 6, and a few technical lemmas are
presented in the Appendix.
We remark that we are now aware of that Goemans (cited as a personal communi-
cation in [13]) applied a similar idea to obtain an improved approximation algorithm
for the uncapacitated case q= n.
2. Max-Cut with capacity constraints
In this section, we develop the equivalent Max-(q; n − q)-Cut problem from P2=q=∑
wjCj. In Max-(q; n − q)-Cut, we are given an undirected graph G = (V; E) with
vertex set V = {1; 2; : : : ; n} and non-negative weights wij = wji on the edges (i; j)∈E,
and required to 3nd a subset of vertices S ⊂ V that maximizes
1
2
∑
(i; j)∈E; i∈S; j∈V\S
wij
such that n− q6 |S|6 q, where n= |V | and n=26 q6 n. The special case, in which
q= 12n, is referred to as Max-Bisection.
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Max-(q; n− q)-Cut can be formulated as follows:
w∗ := Maximize
1
2
∑
i¡j
wij(1− xixj)
(MqC)
subject to n− 2q6
n∑
j=1
xj6 2q− n
x2j = 1; j = 1; : : : ; n:
We will show how any constant factor approximation algorithm for Max-(q; n−q)-Cut
problem can be translated into an approximation algorithm for P2=q=
∑
wjCj with a
constant performance guarantee. Again, this idea was 3rst proposed by Skutella [12].
The underlying intuition for the reduction from P2=q=
∑
wjCj to Max-(q; n−q)-Cut is
the following. A solution for any instance of P2=q=
∑
wjCj can be seen as a two-phases
schedule: 3rst assign the jobs to one of the two machines; then sequence the jobs on
each machine. However, it is well known that once the jobs are assigned they must
be sequenced in the non-descending order of pj=wj. We say i ≺ j if i = j and
pi=wi6pj=wj. Therefore, if i ≺ j, and i and j are assigned to the same machine,
then i should always be processed earlier than j. That is, the order of the jobs can be
pre-determined. Then P2=q=
∑
wjCj is simply a partition of the n jobs. Now we con-
sider the jobs assigned to one of the machines, say jobs 1; 2; : : : ; s. The total weighted
completion time of the s jobs is
s∑
j=1
wjCj =
s∑
j=1
wjpj +
∑
i≺j
wjpi:
If we consider a complete graph with s nodes which correspond to the s jobs, and the
weight of each edge (i; j) is wjpi if i ≺ j, then
∑
i≺j wjpi is exactly the total weight
of edges in this graph.
If the graph is de3ned on n nodes corresponding to the n jobs, then the assignment
of the n jobs can be seen as dividing the vertex set into two subsets. Furthermore, the
total weighted completion time
∑n
j=1 wjCj will be the total weight of edges within each
of the two sub-graphs plus
∑n
j=1 wjpj. Then, roughly speaking, minimizing
∑n
j=1 wjCj
is equivalent to minimizing the total weight of edges within each of the two sub-graphs
or to maximizing the total weight of edges across the two sub-graphs.
More precisely, we associate each instance of P2=q=
∑
wjCj with a complete undi-
rected graph G=(V; E) in the following way: the vertex set V={1; 2; : : : ; n} corresponds
to the job set {J1; J2; : : : ; Jn}; and the weight wij of the edge (i; j)∈E is given by
wij =min{wipj; wjpi}:
Then, the partition (S; V \ S) of the vertex set V can be interpreted as scheduling the
n jobs on the two machines. And |S|6 q corresponds to the capacity constraints that
each machine can process at most q jobs. Moreover, the total weighted completion
time of a feasible schedule can be represented by the total weights of the edges with
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both endpoints in the same subset S or V \ S plus a constant term ∑16j6n wjpj. One
can easily verify that
wTO +
∑
16j6n
wjpj =
∑
16j6n
wjCj + w(S; V \ S); (1)
where wTO =
∑
16i¡j6n wij is the total weights of all the edges of E; Cj is the
completion time of job Jj in the optimal schedule corresponding to the partition (S; V \
S); and w(S; V \ S) denotes the cut value of the partition (S; V \ S), i.e.,
w(S; V \ S) =
∑
i∈S; j∈V\S
wij:
Note that, for any given instance P2=q=
∑
wjCj, wTO +
∑
16j6n wjpj is a constant.
Therefore, by (1), minimizing the total weighted completion time
∑
16j6n wjCj of the
schedule is equivalent to maximizing the cut value of w(S; V \ S).
Let the minimal value of P2=q=
∑
wjCj be Z∗ and the maximal value of the corre-
sponding Max-(q; n− q)-Cut be w∗. Then, from (1) we have
Z∗ + w∗ =
∑
16j6n
wjCj + w(S; V \ S) = wTO +
∑
16j6n
wjpj: (2)
Now we are ready to prove the main result of this section, which shows how any
approximation algorithm for Max-(q; n−q)-Cut can be translated into an approximation
algorithm for P2=q=
∑
wjCj. When we say that an algorithm is a ()-approximation
algorithm for Max-(q; n − q)-Cut, we mean that the performance guarantee of this
algorithm is a function of . Recall that  = wTO=w∗¿ 1. Since the expected value
of a random bisection is at least wTO=2, we must have 6 2 for any q¿ n=2. The
following theorem generalizes the one proved by Skutella [12] for the special case
q= n:
Theorem 1. For any ()6 1, a ()-approximation algorithm for Max-(q; n−q)-Cut
can be translated into an approximation algorithm for P2=q=
∑
wjCj with performance
guarantee 1 + (1− ())=(3− ).
Proof. For any instance of P2=q=
∑
wjCj, let MZ∗ be the optimal total weighted com-
pletion time if we remove the capacity constraints. It follows that MZ∗6Z∗. On the
other hand, it has been proved by Skutella [11, Lemma 3.2] that
MZ∗¿
1
2
wTO +
3
4
∑
16j6n
wjpj:
Therefore, we have
Z∗¿
1
2
wTO +
3
4
∑
16j6n
wjpj: (3)
It follows that
Z∗¿

2
w∗ +
3
4
∑
16j6n
wjpj: (4)
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Combining (3) and (1) we have
w∗6wTO +
∑
16j6n
wjpj − Z∗6 12 w
TO +
1
4
∑
16j6n
wjpj
=

2
w∗ +
1
4
∑
16j6n
wjpj; (5)
which implies that(
1− 
2
)
w∗6
1
4
∑
16j6n
wjpj: (6)
By comparing (6) and (4) we have
Z∗¿

2
w∗ + 3
(
1− 
2
)
w∗ = (3− )w∗: (7)
Therefore, by (2) and (7), if w(S; V \ S)¿ ()w∗, then∑
16j6n
wjCj = Z∗ + w∗ − w(S; V \ S)
6 Z∗ + (1− ())w∗
6 Z∗ + (1− ()) 1
3−  Z
∗
=
(
1 +
1− ()
3− 
)
Z∗:
This completes the proof.
To get the performance guarantee of the algorithm, we have to evaluate , the
maximal value of 1+(1−())=(3−) for all possible ∈ [2; 1]. A quick way is to use
the fact 1+(1−())=(3−)6 2−(). From ()¿ 0:878 for Max-Cut over all  [5],
we have a 1.122-approximation algorithm for P2=n=
∑
wjCj (the uncapacitated case);
from ()¿ 0:699 for Max-Bisection over all  [16], we have a 1:301-approximation
algorithm for P2=n=2=
∑
wjCj (the most-capacitated case). However, we can do better
than these, as illustrated in the following sections.
3. Approximation algorithm for Max-(q; n− q)-Cut
The semide3nite programming relaxation of (MqC) is
wSDP := Maximize
1
2
∑
i¡j
wij(1− Xij)
(SDP)
subject to
∑
i; j
Xij6 (2q− n)2;
Xjj = 1; j = 1; : : : ; n; X 
 0:
(8)
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Here, the unknown X ∈Rn×n is a symmetric matrix and X 
 0 means that X is positive
semide3nite.
For any feasible solution x=(x1; x2; : : : ; xn)T of (MqC), we have |
∑
j xj|6 2q−n or
(
∑
j xj)
26 (2q − n)2. Now, consider the matrix X = xxT which is obviously positive
semide3nite,
∑
i; j Xij = (
∑
j xj)
26 (2q − n)2, and Xjj = x2j = 1. Therefore, X = xxT
must be a feasible solution of (SDP). It follows that (SDP) is a relaxation of (MqC),
and then wSDP¿w∗.
The following algorithm is similar to those in Frieze and Jerrum [4] and Ye [16]
(also see Nesterov [9] and Zwick [17]).
Algorithm H. 1. SDP solving: Solve (SDP) to obtain an optimal positive semide3nite
matrix solution MX .
Set  ¿ 0 be an arbitrary small constant (as stated in [4] and will be explained in
later analyses), repeat the following two steps for  −1 log  −1 times and output the
best Max-(q; n− q)-Cut solution.
2. Randomized rounding: Randomly generate a vector u=(u1; u2; : : : ; un)T ∈Rn from
the multivariate normal distribution with 0 mean and covariance matrix " ∗ MX+(1−" ∗)I ,
where I is the identity matrix and 06 " ∗6 1. (That is the covariance of ui and uj is
" ∗ MX ij for i = j.) Then assign
xˆ = sign(u);
i.e.,
xˆi =
{
1 if ui¿ 0
−1 if ui ¡ 0:
Select the set S = {i : xˆi = 1} or S = {i : xˆi =−1} such that |S|¿ n=2. Let S˜ = S.
3. Size adjusting: If |S˜|6 q, stop. If |S˜|¿q, for each i∈ S˜, let $(i) =∑j∈V\S˜ wij
and S˜ := {i1; i2; : : : ; i|S˜|}, where $(i1)¿ $(i2)¿ · · ·¿ $(i|S˜|). Then, remove node i|S˜|
from S˜ and reassign S˜ := {i1; i2; : : : ; i|S˜|−1}. Repeat this swapping process till |S˜|= q,
and output S˜ and V \ S˜ as a Max-(q; n− q)-Cut solution.
Basically, the randomized rounding step uses the SDP solution MX to generate an
initial cut (S; V \ S). The problem is that the size of S may exceed q, which violates
the capacity constraint. If this occurs, the size adjusting step uses a greedy method and
downsizes S by removing node out of S, one at a time, till the size of S becomes q.
Denote the 3nal set as S˜. Then the cut (S˜ ; V \ S˜) will be a solution that meets the
capacity constraint. We will explain later why, for a technical reason, the two steps
need to be repeated  −1 log  −1 times for a small constant  .
The size adjusting procedure has the following property which has been used in [4].
We include the proof here for completeness.
Lemma 1. With probability one,
w(S˜ ; V \ S˜)¿
{
q
|S|w(S; V \ S) if |S|¿q;
w(S; V \ S) otherwise:
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Proof. If |S|6 q, then S˜ = S and w(S˜ ; V \ S˜) = w(S; V \ S). If |S|¿q, we consider
the 3rst node, say i, which was removed from S by the algorithm. Then∑
j∈V\S
wij6
∑
j∈V\S
wsj
for any s∈ S. It follows that
∑
j∈V\S
wij6
1
|S| − 1
∑
s∈S\{i}
∑
j∈V\S
wsj:
Therefore,
w(S; V \ S) =
∑
s∈S
∑
j∈V\S
wsj =
∑
s∈S\{i}
∑
j∈V\S
wsj +
∑
j∈V\S
wij
6
|S|
|S| − 1
∑
s∈S\{i}
∑
j∈V\S
wsj6
|S|
|S| − 1 w(S \ {i}; V \ S ∪ {i}):
Then the inequality can be proved by induction.
We make several remarks on the algorithm.
Remark 1. As we see from Lemma 1, the performance of the 3nal solution S˜ is de-
termined by two factors: the expected quality of initial w(S; V \ S) and how much S
need to be downsized. The convex combination parameter " ∗ used in the covariance
matrix " ∗ MX + (1− " ∗)I provides a balance between these two factors, see [16]. Typ-
ically, the more use of MX in the combination results in higher expected w(S; V \ S)
but larger expected diPerence between |S| and q; and the more use of I results in less
expected w(S; V \ S) and more accurate |S|. Our objective is to choose the best " ∗
to optimize the overall approximation quality according to problem parameters such as
. Although we do not know these factors in advance, we can achieve this objective
by independently running the algorithm for every " ∗ ∈{0:01; 0:02; : : : ; 0:99; 1:00}, and
then choose the best solution.
Remark 2. The randomized rounding step is equivalent to the random hyper-plane
rounding approach developed in [5]. The diPerence is the speci3c covariance matrix
used in the distribution. If " ∗ = 1, then our rounding is identical to that in [5].
Remark 3. For the uncapacitated case there is no need for size adjusting, since |S|6 q=
n. But we will show that the use of " ∗¡ 1 will still help to improve the approximation
guarantee for this case.
Remark 4. The algorithm H may be de-randomized; see Mahajan and Ramesh [8] and
Sivakumar [11].
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4. Analysis of the approximation algorithm
We now analyze the (expected) quality of w(S; V \ S) and |S|. Recall that S is the
random set generated before the size adjusting step. Let
w := w(S; V \ S) = 1
2
∑
i¡j
wij(1− xˆi xˆj) = 14
∑
i; j
wij(1− xˆi xˆj)
and
M := |S|(n− |S|) = n
2
4
− (e
Txˆ)2
4
=
1
4
∑
i; j
(1− xˆi xˆj):
For a given 06 " ∗6 1, let
a(" ∗) = 1− 2
*
arcsin(" ∗);
b(" ∗) = min
−16y¡1
2
*
arcsin(" ∗)− arcsin(" ∗y)
1− y
and
c(" ∗) = min
−16y¡1
1− 2*arcsin(" ∗y)
1− y :
Then, let
.(" ∗) = max
{
2
a(" ∗) + b(" ∗); c(" ∗)
}
; (9)
and, for q∈ [n=2; n),
/(" ∗) =
n2 − n
4q(n− q) a("
∗) + b(" ∗): (10)
Note that Goemans and Williamson [5] (numerically) showed that
a(1) = 0; b(1)¿ 0:878; and c(1)¿ 0:878;
so that .(1)¿ 0:878, which establishes a 0.878-approximation for Max-Cut.
In general, we have
Lemma 2. For any given " ∗ ∈ [0; 1] and q∈ [n=2; n], Algorithm H yields S satisfying
the following two inequalities:
E[w]¿ .(" ∗)w∗;
and
E[M ]¿ /(" ∗)q(n− q);
where .(" ∗) and /(" ∗) are given by (9) and (10).
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Proof. First, in [16] it was proved that
E[w]¿ c(" ∗)w∗: (11)
Then, from Goemans and Williamson [5, Lemma 2.2] and Bertsimas and Ye [1, Propo-
sition 1], we have
E[xˆi xˆj] =
2
*
arcsin(" ∗ MX ij); i; j = 1; 2; : : : ; n: (12)
Therefore,
E[w] =
1
4
∑
i; j
wij
(
1− 2
*
arcsin(" ∗ MX ij)
)
=
1
4
∑
i; j
wij
(
1− 2
*
arcsin(" ∗)
)
+
1
4
∑
i; j
wij
(
2
*
arcsin(" ∗)− 2
*
arcsin(" ∗ MX ij)
)
¿
1
2
(
1− 2
*
arcsin(" ∗)
)
wTO +
1
4
b(" ∗)
∑
i; j
wij(1− MX ij)
=

2
a(" ∗)w∗ + b(" ∗)wSDP
¿
(
2
a(" ∗) + b(" ∗)
)
w∗
which, together with (11) and the de3nition of .(" ∗), gives the 3rst desired inequality
E[w]¿ .(" ∗)w∗:
Finally, noting that∑
i 
=j
MX ij6 (2q− n)2 − n;
we derive
n2 − E[(eTxˆ)2] =
∑
i 
=j
(
1− 2
*
arcsin(" ∗ MX ij)
)
¿
∑
i 
=j
(
1− 2
*
arcsin(" ∗) + b(" ∗)(1− MX ij)
)
¿ (n2 − n)
(
1− 2
*
arcsin(" ∗)
)
+ 4q(n− q)b(" ∗)
=
(
a(" ∗)
n2 − n
4q(n− q) + b("
∗)
)
4q(n− q)
= /(" ∗)4q(n− q):
Thus, the second desired result in the lemma is obtained by the de3nition of M .
We are now ready to analyze the approximation guarantees for several special cases.
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Corollary 1. P2=n=
∑
wjCj (the uncapacitated case) can be approximated with a per-
formance guarantee of 1.0729.
Proof. Again, since q = n, it is unnecessary to perform the size-adjusting proce-
dure. Therefore, by Lemma 2, .(" ∗) is the performance guarantee of algorithm H
for Max-(n; 0)-Cut or simply Max-Cut. Then, by Theorem 1, the algorithm can be
translated into an approximation algorithm for P2=n=
∑
wjCj with performance guaran-
tee
1 +
1− .(" ∗)
3−  6min
{
1 +
1− (=2)a(" ∗)− b(" ∗)
3−  ; 1 +
c(" ∗)
3− 
}
:
If 16 6 1:515, by choosing " ∗=0:98 we have a(" ∗)¿ 0:12753 and b(" ∗)¿ 0:79514,
which lead to
1 +
1− (=2)a(" ∗)− b(" ∗)
3−  6 1:07290:
If 1:5156 6 2, we choose " ∗ = 0:93 and similarly have
1 +
1− (=2)a(" ∗)− b(" ∗)
3−  6 1:07254:
In fact, the above corollary establishes the exactly same ratio obtained by Goemans,
which was cited as a personal communication in Skutella [12].
Corollary 2. P2=q=
∑
wjCj can be approximated with a performance guarantee of
1.1626 for q∈ [0:96n; n]—the near uncapacitated cases.
Proof. If q¿ 0:96n then we choose " ∗=1. Then, we have E[w]¿ .(1)w∗¿ 0:878w∗:
By Lemma 1,
w(S˜ ; V \ S˜)¿ q|S| w¿
q
n
w¿ 0:96w:
Therefore,
E[w(S˜ ; V \ S˜)]¿E[0:96w]¿ 0:96E[w]¿ 0:8428w∗:
Theorem 1, together with the fact that 6 2, implies that P2=q=
∑
wjCj can be ap-
proximated by a factor of 2− 0:8428¡ 1:1626 for q∈ [0:96n; n].
Other cases, q∈ [n=2; 0:96n], are more diRcult. This is because that the (expected)
quality of w(S˜ ; V \ S˜), or E[(q=|S|)w(S; V \ S)], depends on |S| and w(S; V \ S) and
both are dependent random variables. It is hard to bound the expectation of the prod-
uct of two dependent random variables. Therefore, we follow the approach of [4,16]
and construct the following arti3cial random variable. For a given constant 0¿ 0 and
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q∈ [n=2; 0:96n], de3ne
z(0) :=
w
w∗
+ 0
M
q(n− q) : (13)
We remark here that 0 is a constant and will be speci3ed later.
The idea of the analyses follows that in Frieze and Jerrum [4].
• First, we establish the lower bound .(" ∗)+ 0/(" ∗) on E[z(0)], by the bounds E[w]
and E[M ] developed in Lemma 2.
• Secondly, we will show that z(0) is bounded above by a constant.
• Then, for any small constant  used in Algorithm H, the algorithm will generate, in
 −1 log  −1 times, an S such that z(0) almost meets its expectation, i.e.,
w(S; V \ S)
w∗
+ 0
|S|(n− |S|)
q(n− q) ¿ .("
∗) + 0/(" ∗)−  ; (14)
with probability almost 1.
• Moreover, whenever inequality (14) becomes true, we have w(S˜ ; V \ S˜)=w∗ bounded
below by a factor dependent on .(" ∗), /(" ∗), 0 and  . This factor will yield a
performance guarantee for P2=q=
∑
wjCj from Theorem 1.
More precisely, consider the most capacitated case q = n=2. For simplicity, we let
 = 0 in the rest of analyses since it can be arbitrarily small.
Corollary 3. Algorithm H, with probability almost 1, generates a schedule for
P2=n=2=
∑
wjCj (the most-capacitated case) whose performance guarantee is 1.1626.
Proof. With probability 1, Algorithm H generates a solution such that (14) holds
(where  is neglected). It is known from [16] that when (14) holds, with the choice
of
0=
.(" ∗)
2/(" ∗)
(
1√
1− /(" ∗) − 1
)
;
we have
()¿
w(S˜ ; V \ S˜)
w∗
¿
.(" ∗)
1 +
√
1− /(" ∗) :
Now, let us select " ∗=0:82. Then, a(" ∗)¿ a := 0:3879467, b(" ∗)¿ b := 0:5870386,
and c(" ∗)¿ c := 0:8042237. Thus,
.(" ∗)¿ . := max
{
2
a+ b; c
}
and /(" ∗)¿ / :=
(
1− 1
n
)
a+ b
and for suRciently large n
()¿
.
1 +
√
1− / (¿ 0:863438.): (15)
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Consider the maximal translated guarantee for P2=n=2=
∑
wjCj from Theorem 1:
max
∈[1;2]
1 +
1− .
1−
√
1−/
3− 
= max
∈[1;2]
min

1 +
1−

2 a+b
1−
√
1−/
3−  ; 1 +
1− c
1−
√
1−/
3− 

 : (16)
One can easily verify that 1+
1−(c=1−
√
1−/)
3− is an increasing function of ∈ [1; 2], and
1+
1−((=2)a+b=1−
√
1−/)
3− is a decreasing function of ∈ [1; 2]. Therefore, we can see that
the maximum of (16) occurs at two possible points: =2(c−b)=a if 16 2(c−b)=a6 2
where the two functions have the identical value at this point; or =2 if 2(c−b)=a¿ 2.
In this particular case,
 =
2(c − b)
a
yields the maximal value less than 1:1626, for suRciently large n.
5. Proof of the performance guarantee
Now we consider general case q∈ [n=2; 0:96n]. Let t := q=n∈ [ 12 ; 0:96]. We 3x " ∗=
0:82 as in the proof of Corollary 3 and use all other quantities there as well. We
will show that the worst case performance of our algorithm is at q = n=2 or t = 12 .
Therefore, by Corollary 3, we get a 1:1626-approximation algorithm for P2=q=
∑
wjCj
for all q∈ [n=2; 0:96n].
Since 0:56 t6 0:96, we must have
z(0) =
w
w∗
+ 0
M
q(n− q)6
wTO
w∗
+ 0
n2=4
q(n− q) =  + 0
1
4t(1− t) ;
i.e., z(0) is bounded above by a constant, provided that 0 is a constant. On the other
hand, by Lemma 2, we have
E[z(0)]¿ .+ 0/:
Therefore, with probability almost 1, we can generate an S such that
z(0)¿ .+ 0/:
The following lemma establishes a factor bound for w(S˜ ; V \ S˜) using z(0)¿ .+ 0/
and Lemma 1.
Lemma 3. If random variable z(0) meets its expectation, i.e., z(0)¿ .+ 0/, then
w(S˜ ; V \ S˜)¿R∗w∗;
462 H. Yang et al. / Discrete Applied Mathematics 130 (2003) 449–467
where
R∗ =min{R1(t; 0); R2(t; 0)};
R1(t; 0) = .+ /0− 14t(1− t) 0
and
R2(t; 0) = 2
√
(.+ /0)0t
1− t −
0
1− t :
Proof. Suppose
w(S; V \ S) = 2w∗ and |S|= 3q= 3tn (¿ n=2):
Note that
2¿ .+ /0− 3t(1− 3t)
t(1− t) 0:
There are two cases to analyze.
Case 1: 1=2t6 36 1. In this case
w(S˜ ; V \ S˜) = w(S; V \ S)
= 2w∗
¿
(
.+ /0− 3t(1− 3t)
t(1− t) 0
)
w∗
¿
(
.+ /0− 1
4t(1− t)0
)
w∗
= R1(t; 0)w∗:
The last inequality holds since
3t(1− 3t)6 14 :
Case 2: 16 36 1=t. In this case, by Lemma 1,
w(S˜ ; V \ S˜)¿ 1
3
w(S; V \ S)
¿
1
3
2w∗
¿
1
3
(
.+ /0− 3t(1− 3t)
t(1− t) 0
)
w∗
=
(
.+ /0
3
+
0t
1− t 3−
0
1− t
)
w∗
¿
(
2
√
(.+ /0)0t
1− t −
0
1− t
)
w∗
= R2(t; 0)w∗:
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Here are a few remarks on functions R1(t; 0) and R2(t; 0). First, for a 3xed t, R1(t; 0)
is a linear function in 0 and decreasing, and
R1(t; 0) = .¿ 0 and R1 (t; .=(1=4t(1− t))− /) = 0:
Secondly, for a 3xed t, R2(t; 0) is a concave function in 0∈ [0; .=(1=4t(1 − t) − /)],
and
R2(t; 0) = 0 and R2 (t; .=(1=4t(1− t))− /) = 0:
In the following, we choose carefully the constant 0, such that R∗ is maximized. We
consider t ∈ [ 12 ; 0:96] in two cases:
Case 1: 126 t6 0:54. In this case, let
0= 01 =
.
2/
(
1√
1− 4/t(1− t) − 1
)
; (17)
where 01 maximizes R2(t; 0). Then for suRciently large n
R1(t; 01) = .
(
1
2
+
1−√1− a− 4bt(1− t)
2a+ 8bt(1− t)
)
and
R2(t; 01) = .
2t
1 +
√
1− a− 4bt(1− t) :
And one can verify that R1(t; 01)¿R2(t; 01) (see Lemma 4 in the appendix). We let
() = min
1
2 6t60:54
R2(t; 01)
and we conclude that the minimum of R2(t; 01) is obtained at t = 12 (see Lemma 5 in
the appendix) and the minimum value is 0:8634..
Case 2: 0:546 t6 0:96. In this case, let
0= 02 =
.
2
1− 4/t(1− t)
2/2t(1− t) + (4t − 1)2=8t(1− t) + /(4t − 1)− 8/t2 : (18)
Then
R1(t; 02) = R2(t; 02)
=.
8t(2t − 1)(1− a− 4bt(1− t))
2(a+ 4bt(1− t))(a+ (4t − 1− 8t2)) + 16b2t2(1− t)2 + (4t − 1)2 − a2 :
We let
() = min
0:546t61
R1(t; 02)
and the minimum of R1(t; 02) is obtained at t = 0:54 (see Lemma 6 in the appendix)
and the minimum value is 0:9231..
In both cases, we have R∗¿ ()¿ 0:863438., which is the same as (15). And the
minimum is obtained at t= 12 . Since . is independent of t, the performance guarantee of our
algorithm for P2=q=
∑
wjCj is at most the one for P2=n=2=
∑
wjCj, when " ∗=0:82. This
observation, together with Corollaries 2 and 3, proves the second theorem of this paper.
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Theorem 2. Algorithm H is a 1.1626-approximation algorithm for P2=q=
∑
wjCj
problem.
6. Concluding remarks
Generalizing and enhancing the approach proposed by Skutella [12], we have pre-
sented an SDP-based approximation algorithm for scheduling on two identical parallel
machines subject to the constraint that at most q jobs can be scheduled on each of the
two machines. Since there are many other related scheduling problems, it is natural
to ask if the SDP approach could be applied to approximating others. Here we try to
address few of them.
1. Scheduling on m¿ 3 identical machines. We denote the problem by Pm=q=
∑
wjCj
where q¿ n=m. For the uncapacitated case (q= n), it has been shown in [12] that
any -approximation algorithm for Max-m-Cut can be translated to an algorithm for
Pm=n=
∑
wjCj with a performance guarantee + m(1− ).
Thus, one may generalize his result for Pm=q=
∑
wjCj, since it is known that
Max-m-Section, a variant of Max-m-Cut, in which it is required that the number of
nodes in each set must be either n=m or n=m, can be approximated strictly better
than 1− 1=m. Therefore, we can expect a 2− 1=m approximation for Pm=q=
∑
wjCj
when q = n=m. We also believe that q = n=m, the most-capacitated case, is the
hardest case for Pm=q=
∑
wjCj.
Recently, Goemans and Williamson and others (see [6]) obtained a 0:863-
approximation algorithm for Max-3-Cut using complex semide3nite programming.
Thus, it is possible to combine their algorithm with that of Max-Bisection to get an
improved approximation for Max-3-Section, which may be translated to an algorithm
for P3=q=
∑
wjCj with a performance guarantee better than 2− 13 = 53 .
2. The two machines are uniform and unrelated. We denote the problems by
Q2=q=
∑
wjCj and R2=q=
∑
wjCj, respectively. There is an SDP-based approximation
algorithm for R2=n=
∑
wjCj [11]. It might be straightforward to extend the algorithm
to R2=q=
∑
wjCj. However, we suspect that the analysis would be very complicated.
3. Xu [15] studied an SDP-based algorithm for a single machine scheduling problem
with controllable processing times, where the objective function is the same as ours.
The algorithm has a performance guarantee of 1.28 improving upon earlier results.
Therefore, we may expect some other applications of semide3nite programming in
the area of scheduling.
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Appendix.
Lemma 4. If 126 t6 0:54 then R1(t; 01)¿R2(t; 01).
Proof. We will show that for 126 t6 0:54,
1
2
+
1−√1− a− 4bt(1− t)
2a+ 8bt(1− t) ¿
2t
1 +
√
1− a− 4bt(1− t) :
That is,
1 +
√
1− a− 4bt(1− t)
2
+
1− (1− a− 4bt(1− t))
2a+ 8bt(1− t) ¿ 2t
or
1 +
√
1− a− 4bt(1− t)
2
¿ 2t:
Thus, we only need to prove
(4b− 16)t2 − (4b− 16)t − (3 + a)¿ 0:
The inequality holds for 0:45726 t6 0:5428 when a=0:387947 and b=0:5870386.
Lemma 5. For 126 t6 0:54, the function
f(t) =
2t
1 +
√
1− a− 4bt(1− t)
obtained its minimum at t = 12 .
Proof. Let g(t) = 1=f(t). We have
g′(t) =−1
2
t−2 − 1
2
t−2(1− a− 4bt(1− t))1=2
+
1
4
t−1(1− a− 4bt(1− t))−1=2(−4b+ 8bt):
Let g′(t) = 0 we get
1 +
√
1− a− 4bt(1− t) = 2bt(2t − 1)√
1− a− 4bt(1− t) ;
i.e.,
4b(b− 1)t2 + 4abt − a(1− a) = 0:
There is no real root for this equation. Let t=0 the equation value ¡ 0. Then f(t) is
an increasing function.
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Lemma 6. For 0:546 t6 1, the function
f(t) =
8t(2t − 1)(1− a− 4bt(1− t))
2(a+ 4bt(1− t))(a+ (4t − 1− 8t2)) + 16b2t2(1− t)2 + (4t − 1)2 − a2
obtains its minimum at t = 0:54.
Proof. Note that
f(t) =
−8t(2t − 1)
a+ 4bt − 16t2 − 4bt2 + 8t − 1 :
Then
f′(t) =−8 4bt
2 + (−4 + 4a)t + 1− a
((−16− 4b)t2 + (8 + 4b)t + a− 1)2 :
Let f′(t) = 0, i.e.,
4bt2 + (−4 + 4a)t + 1− a= 0:
The roots are 0.626817 and 0.415863. We conclude that the minimum of f(t) (0:546
t6 1) obtained its minimum at either t = 0:54 or 1. By comparing these two values,
we get that the minimum is obtained at t = 0:54.
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