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Coherent hole propagation in an exactly solvable gapless spin liquid
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We examine the dynamics of a single hole in the gapless phase of the Kitaev honeycomb model, focusing on
the slow-hole regime where the bare hopping amplitude t is much less than the Kitaev exchange energy J . In this
regime, the hole does not generate gapped flux excitations and is dressed only by the gapless fermion excitations.
Investigating the single-hole spectral function, we find that the hole propagates coherently with a quasiparticle
weight that is finite but approaches zero as t/J → 0. This conclusion follows from two approximate treatments,
which capture the same physics in complementary ways. Both treatments use the stationary limit as an exactly
solvable starting point to study the spectral function approximately (i) by employing a variational approach in
terms of a trial state that interpolates between the limits of a stationary hole and an infinitely fast hole and (ii)
by considering a special point in the gapless phase that corresponds to a simplified one-dimensional problem.
I. INTRODUCTION
The physics of a doped Mott insulator is a central prob-
lem in the field of strongly correlated electrons,1 being mo-
tivated in part by high-temperature superconductivity in the
cuprates.2 One main question is whether the charge carri-
ers (electrons or holes) form a Fermi liquid or a non-Fermi
liquid in a lightly doped Mott insulator.3 In a Fermi liquid,
charge carriers propagate as coherent quasiparticles, which
is indicated by a corrresponding delta-function peak in the
single-particle spectral function. Conversely, non-Fermi liq-
uids are characterized by a completely incoherent propagation
of charge carriers.4 Due to their different spectral functions,
one can distinguish these two possibilities by using angle-
resolved photoemission spectroscopy.5 Moreover, Fermi liq-
uids and non-Fermi liquids exhibit different thermodynamic
and transport properties at low temperatures.6
Since the ground state of a stereotypical Mott insulator is
antiferromagnetically (AFM) ordered, the standard descrip-
tion of a lightly doped Mott insulator is in terms of an ap-
propriate t-J model with AFM Heisenberg interactions.7 It
has been established that, in two dimensions, a single hole
propagates coherently in such an AFM ordered state.8 How-
ever, it is also known that the ground state of a Mott insula-
tor does not have to be AFM ordered or even magnetically
ordered at all.9 In particular, Anderson suggested10 that the
parent state of a high-temperature superconductor is a quan-
tum spin liquid,11 an exotic strongly-correlated state exhibit-
ing long-range entanglement,12 fractional excitations,13 and
a topological ground-state degeneracy.14 The melting of the
AFM order into such a spin-liquid state is particularly favored
by doping as the holes can then propagate more freely without
scrambling an underlying magnetic order.15,16 Nevertheless, it
is far from obvious whether a single hole in a spin liquid prop-
agates as a coherent quasiparticle.
In this work, we address this challenging question for the
Kitaev honeycomb model, an exactly solvable yet realistic
spin model with a spin-liquid ground state.17 This model con-
sists of S = 1/2 spins at the sites of a honeycomb lattice,
which are coupled via different spin components along the
three bonds connected to any given site. The Hamiltonian is
HK = −Jx
∑
〈r,r′〉x
σx
r
σx
r′
− Jy
∑
〈r,r′〉y
σy
r
σy
r′
− Jz
∑
〈r,r′〉z
σz
r
σz
r′
,
(1)
where Jx,y,z are the coupling constants for the three types of
bonds x, y, and z (see Fig. 1). Depending on these coupling
constants, the ground state is either a gapped or a gapless spin
liquid. In an earlier work,18 we provided a systematic study
of slow-hole dynamics in the gapped phase of the model, dis-
cussing the single-particle properties (e.g., particle statistics)
of individual holes and describing two different (fractional)
Fermi-liquid ground states at finite doping. Due to the absence
of low-energy excitations, slow holes in the gapped phase are
necessarily coherent quasiparticles. In the present work, we
focus on the gapless phase and investigate whether a single
hole propagates coherently. The answer to this question is one
step towards understanding whether the holes form a Fermi
liquid at a small but finite density.
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FIG. 1: Illustration of the honeycomb lattice. Sites in sublattices A
andB are marked by white and black circles, while x, y, and z bonds
are marked by dotted, dashed, and solid lines, respectively.
This work complements several papers in the existing liter-
ature. First, the lightly doped Kitaev honeycomb model has
been studied extensively in the framework of slave-particle
mean-field theories.19–21 Although this approach provides a
full classification of spin-liquid ground states consistent with
a given set of symmetries,22 it is not immediately clear which
one of these ground states is actually realized for a particu-
lar Hamiltonian. Indeed, the conclusions of Refs. 20 and 21
disagree as the former predicts a Fermi-liquid state and the
latter predicts a non-Fermi-liquid state at small doping. Sec-
ond, a single hole in the Kitaev honeycomb model has been
studied in Ref. 23 via exact diagonalization of small systems.
2Within the limits of their calculation, the authors find that a
fast hole with hopping amplitude t & Jx,y,z propagates inco-
herently. Our study is complementary to theirs in two ways as
we consider a slow hole with hopping amplitude t ≪ Jx,y,z
and employ the exact solution of the model to obtain analytic
results that are applicable in the thermodynamic limit.
The main result of this paper is that a slow hole in the gap-
less phase of the Kitaev honeycomb model propagates as a co-
herent quasiparticle. Indeed, the single-hole spectral function
is found to have a low-energy delta-function peak. The quasi-
particle weight, the coefficient of this delta-function peak, is
finite for any hopping amplitude t > 0 but vanishes in the
stationary limit t → 0. Since the model is no longer exactly
solvable in the presence of a mobile hole, we deal with the
problem approximately by using two complementary direc-
tions. First, we employ a variational approach in terms of a
single-parameter trial state that interpolates smoothly between
the extreme limits of a stationary hole and an infinitely fast
hole. Second, we consider a simplified one-dimensional prob-
lem that captures the low-energy physics at a special point in
the gapless phase. The results from these two directions are
fully consistent with each other and strongly corroborate our
claims on coherent propagation.
The paper is structured as follows. In Sec. II, we introduce
the problem in a convenient formalism that is used throughout
the rest of the paper. In Sec. III, we consider the exactly solv-
able limit of a stationary hole as a starting point of our investi-
gation. In Secs. IV and V, we discuss the two complementary
directions for treating a mobile hole, the variational approach
and the simplified one-dimensional problem, respectively. In
Sec. VI, we compare the results from these two directions and
also those from previous works. Finally, in Sec. VII, we con-
clude the paper with suggestions for future research.
II. GENERAL FORMULATION
In the most general case, the lightly doped Kitaev honey-
comb model is described by a modified t-J model7 where the
usual Heisenberg interactions are substituted with the Kitaev
couplings in Eq. (1). The Hamiltonian of this model reads
H = HK − t
∑
〈r,r′〉
∑
σ
(
Pa†
r,σar′,σP +H.c.
)
, (2)
where a†
r,σ creates an electron with spin σ at site r, and P
projects out states with double occupancy. Formally, the spin
operators in HK are expressed as σαr = a†r,σ1τ
α
σ1,σ2ar,σ2 in
terms of the electron operators, where τα are the Pauli ma-
trices with α = {x, y, z}. Our main quantity of interest, the
single-hole spectral function, is then given by
A(ε,K) =
∑
λ
∑
σ
∣∣∣〈Φ˜λ∣∣aˆ−K,σ∣∣Ω〉∣∣∣2 δ[ε− E˜λ], (3)
where |Ω〉 is the ground state of the model without any holes
(undoped model), |Φ˜λ〉 are the eigenstates of the model with
a single hole (doped model), and aˆ−K,σ ∝
∑
r
eiK·rar,σ cre-
ates a hole with momentum K. Since E˜λ is the energy of the
eigenstate |Φ˜λ〉, the spectral function A(ε,K) is the energy
distribution of the single-hole state aˆ−K,σ|Ω〉. Note that we
consistently use a tilde to distinguish quantities of the doped
model from those of the undoped model.
Restricting our attention to a single hole in the model, we do
not consider the general Hamiltonian in Eq. (2) but describe
the mobile hole in first quantization instead. The Hamiltonian
of the undoped model is simply Hσ ≡ HK in terms of the
spin degrees of freedom, while the doped model contains an
additional degree of freedom specifying the hole position in
the lattice (i.e., the hole site). Furthermore, we account for the
presence of the hole via the hole-spin picture used in Ref. 18.
Instead of actually removing the spin from the hole site, we
switch off its couplings to all the other spins. To avoid intro-
ducing an unphysical degeneracy, we may demand that this
hole spin is always in the spin-up state. In terms of the hole
hopping amplitude t, the block of the doped Hamiltonian con-
necting hole sites r1 and r2 is then
H˜σ(r1, r2) =
[
Hσ +
∑
α
Jασ
α
r1
σα
r1±rˆα
]
δr1,r2
− t
2
[1 + σr1 · σr2 ]
∑
α
δr1±rˆα,r2 , (4)
where rˆα is the vector along an α bond from a site in sublat-
tice A to a neighboring site in sublattice B (see Fig. 1), and
the upper (lower) sign in front of rˆα corresponds to r1 ∈ A
(r1 ∈ B). The terms Jασαr1σαr1±rˆα in the diagonal blocks de-
scribe the switched-off couplings around the hole site, while
the operators [1 + σr1 · σr2 ]/2 in the off-diagonal blocks ex-
change the hole spin with one of its neighbors.
In its gapless phase, the elementary excitations of the Ki-
taev model are gapless fermions and gapped fluxes. Since we
are interested in the low-energy physics for a small hopping
amplitude t ≪ Jα and vanishing hole density, we neglect the
flux excitations and consider the interplay between the mobile
hole and the fermion excitations only. Employing the exact
solution of the model in the standard way,17 and restricting our
attention to the low-energy sector with no flux excitations, we
end up with one Majorana fermion cˆr at each site r, and an ef-
fective Hamiltonian in terms of these Majorana fermions. The
details of this procedure are explained in Appendix A. For the
undoped model, the effective low-energy Hamiltonian is
Hc =
∑
α
∑
r∈A
iJαcˆrcˆr+rˆα , (5)
while for the doped model, its respective blocks are
H˜c(r1, r2) =
[
Hc ∓
∑
α
iJαcˆr1 cˆr1±rˆα
]
δr1,r2
− t
2
[1∓ icˆr1 cˆr2 ]
∑
α
δr1±rˆα,r2 , (6)
where the upper (lower) sign again corresponds to r1 ∈ A
(r1 ∈ B). The undoped Hamiltonian consists of quadratic
coupling terms between neighboring Majorana fermions. In
3the diagonal blocks of the doped Hamiltonian, these coupling
terms are switched off around the hole site.
Since the low-energy fermions are perturbed by the pres-
ence of the hole in the doped model, it is useful to relabel the
Majorana fermions cˆr by their relative positions with respect
to the hole site r0. Taking a reference site 0 ∈ A, the Majo-
rana fermions are consistently relabeled as
cˆr → cr−r0 (r0 ∈ A),
cˆr → cr0−r (r0 ∈ B, r ∈ A), (7)
cˆr → −cr0−r (r0 ∈ B, r ∈ B).
In the case of r0 ∈ A, this relabeling corresponds to a trans-
lation, while in the case of r0 ∈ B, it corresponds to an inver-
sion exchanging the two sublattices.
In terms of the relabeled Majorana fermions cr, the un-
doped Hamiltonian in Eq. (5) is then
Hc =
∑
α
∑
r∈A
iJαcrcr+rˆα , (8)
while the blocks of the doped Hamiltonian in Eq. (6) are
H˜c(r1, r2) =
[
Hc −
∑
α
iJαc0crˆα
]
δr1,r2 (9)
− t
2
∑
α
[
Rˆα − ic0Rˆαc0
]
δr1±rˆα,r2 .
In each off-diagonal block of the doped Hamiltonian, the two
relabeling conventions for the two neighboring hole sites must
be related by an appropriate operator Rˆα that corresponds to
an inversion Rα around the center of the α bond connecting
the two sites. We express this inversion operator Rˆα via the
fermions that diagonalize the undoped Hamiltonian in Eq. (8).
Since these fermions are labeled by their momenta k due to
translation symmetry, and those with momenta±k are degen-
erate due to inversion symmetry, we can define appropriate
even (η) and odd (µ) complex fermions
ψk,η(α) =
1
2
[γk,η,A(α) + iγk,η,B(α)] ,
ψk,µ(α) =
1
2
[γk,µ,A(α) + iγk,µ,B(α)] (10)
such that their Majorana fermion components
γk,η,Ξ(α) ∝
∑
r∈Ξ
cos [k · (r− rˆα/2)] cr,
γk,µ,Ξ(α) ∝
∑
r∈Ξ
sin [k · (r− rˆα/2)] cr (11)
corresponding to the two sublattices Ξ = A,B have even (η)
and odd (µ) envelope functions with respect to the center of
the α bond. Under the inversion Rα, these Majorana fermion
components transform as
Rˆα [γk,η,A(α)] = γk,η,B(α),
Rˆα [γk,η,B(α)] = −γk,η,A(α),
Rˆα [γk,µ,A(α)] = −γk,µ,B(α), (12)
Rˆα [γk,µ,B(α)] = γk,µ,A(α),
and therefore the complex fermions transform as
Rˆα [ψk,η(α)] = −iψk,η(α),
Rˆα [ψk,µ(α)] = iψk,µ(α). (13)
Since the vacuum state |ω〉 of these fermions [i.e., the ground
state of the undoped Hamiltonian in Eq. (8)] is invariant under
Rα, the inversion operator is then given by
Rˆα = exp
{
iπ
2
∑
±k
[
ψ†
k,η(α)ψk,η(α) − ψ†k,µ(α)ψk,µ(α)
]}
=
∏
±k
{[
1− (1− i)ψ†
k,η(α)ψk,η(α)
]
(14)
×
[
1− (1 + i)ψ†
k,µ(α)ψk,µ(α)
]}
,
where±k corresponds to pairs of momenta. Since the unitary
operator Rˆα is Hermitian for even fermion number and anti-
Hermitian for odd fermion number, it is effectively Hermitian
because the fermion number is always even for physical states
in the zero-flux sector of the Kitaev model.17
While the eigenstates of the undoped Hamiltonian in Eq. (8)
belong to fermion space only, those of the doped Hamiltonian
in Eq. (9) belong to the product of fermion space and hole
position space. If we assume that they do not break translation
or inversion symmetry, these eigenstates can be written as
∣∣θ˜K〉 ∝
[∑
r∈A
eiK·r|r〉+
∑
r∈B
eiK·r+iϑ˜K |r〉
]
⊗ ∣∣χ˜
K
〉
, (15)
where |χ˜
K
〉 is a state in fermion space, and |r〉 is a state in
hole position space corresponding to hole site r. Translation
symmetry gives rise to a hole momentum K, while inversion
symmetry gives rise to a phase difference ϑ˜K between the two
sublattices. Substituting Eq. (15) into Eq. (9), we obtain that
|χ˜
K
〉 are eigenstates of the effective Hamiltonian
H˜c(K) = Hc −
∑
α
iJαc0crˆα (16)
− t
2
∑
α
[
Rˆα − ic0Rˆαc0
]
cos
[
K · rˆα + ϑ˜K
]
,
where the phase difference ϑ˜K is in general determined self-
consistently for each eigenstate by
∑
α
sin
[
K · rˆα + ϑ˜K
] 〈
χ˜
K
∣∣ [Rˆα − ic0Rˆαc0] ∣∣χ˜K〉 = 0.
(17)
In the special case of zero hole momentum K = 0, it is either
ϑ˜0 = 0 or ϑ˜0 = π for all eigenstates |χ˜0〉. The main advan-
tage of Eq. (16) with respect to Eq. (9) is that its eigenstates
|χ˜
K
〉 belong to fermion space only and are therefore directly
comparable to the eigenstates |χ〉 of the undoped Hamiltonian
in Eq. (8). In particular, the single-hole spectral function can
4be expressed in terms of these eigenstates as
A(ε,K) = 1
2
∑
λK
(
1 + cos ϑ˜K,λK
) ∣∣∣〈χ˜
K,λK
∣∣ω〉∣∣∣2
× δ
[
ε− E˜K,λK
]
, (18)
where E˜K,λK is the energy of the eigenstate |χ˜K,λK〉, and
λK is an additional label to distinguish eigenstates that corre-
spond to the same hole momentum K. We provide a detailed
derivation of this result in Appendix B.
III. STATIONARY LIMIT
As a starting point of our investigation, we first consider the
stationary limit (t = 0) when the undoped Hamiltonian Hc in
Eq. (8) and the doped Hamiltonian H˜c ≡ H˜c(K) in Eq. (16)
are both quadratic and hence exactly solvable.24 For simplic-
ity, we also restrict our attention to the spatially isotropic point
of the model, at which Jx,y,z = J0. Since we are interested
in the presence (or absence) of a delta-function peak in the
spectral function A(ε) ≡ A(ε,K), we aim to calculate the
overlap 〈ω˜|ω〉 between the undoped ground state |ω〉 and the
doped ground state |ω˜〉. If this ground-state overlap is finite
in the thermodynamic limit, there is a delta-function peak in
the spectral function with a corresponding hole quasiparticle
weight Z = |〈ω˜|ω〉|2 > 0. Conversely, if the ground-state
overlap vanishes in the thermodynamic limit, the presence of
the hole leads to an orthogonality catastrophe,25 and the spec-
tral function has no delta-function peak (Z = 0).
To set up our calculation in a more standard formulation,
we employ a fermion doubling procedure, which turns our
quadratic Majorana fermion problems into quadratic number-
conserving complex fermion problems. We introduce Majo-
rana fermion copies c′r of the original Majorana fermions cr,
and define corresponding complex fermions as
fr∈A =
1
2
(cr + ic
′
r
) , fr∈B =
i
2
(cr + ic
′
r
) . (19)
For the undoped model, the doubled Hamiltonian is then
Hc +H
′
c = J0
∑
α
∑
r∈A
(
icrcr+rˆα + ic
′
rc
′
r+rˆα
)
= 2J0
∑
α
∑
r∈A
(
f †
r
f
r+rˆα
+ f †
r+rˆα
f
r
)
(20)
≡
∑
r,r′
H
r,r′f
†
r
f
r′
≡ f † · H · f,
while for the doped model, it takes the form
H˜c + H˜
′
c = 2J0
∑
α
∑
r∈A
(
f †rfr+rˆα + f
†
r+rˆα
fr
)
−2J0
∑
α
(
f †
0
f
rˆα
+ f †
rˆα
f
0
)
(21)
≡
∑
r,r′
H˜
r,r′f
†
r
f
r′
≡ f † · H˜ · f.
The doubled Hamiltonian of the undoped model is identical to
that of graphene, and the additional term for the doped model
corresponds to an infinite potential introduced at site 0. Each
doubled Hamiltonian is particle-hole symmetric by construc-
tion and is diagonalized by fermions that come in pairs with
opposite (i.e., positive and negative) energies. In particular,
the undoped model has doubled fermions φm,± with energies
ǫm,± = ±ǫm,+, and the doped model has doubled fermions
φ˜m,± with energies ǫ˜m,± = ±ǫ˜m,+. The doubled ground
state in each case is then the state in which all of the negative-
energy fermions and none of the positive-energy fermions are
excited. Mathematically, these ground states read
|Ω′〉 = |ω〉 ⊗ |ω′〉 =
∏
m
φ†m,−|0〉,
|Ω˜′〉 = |ω˜〉 ⊗ |ω˜′〉 =
∏
m
φ˜†m,−|0〉, (22)
where |0〉 is the vacuum state of both the doubled fermions
φm,± and the doubled fermions φ˜m,±. In the graphene lan-
guage, the Fermi energy is at zero energy in both cases, and all
negative-energy levels are filled with particles. However, the
levels are perturbed by the infinite potential and, in particular,
there is mixing between the positive-energy and the negative-
energy levels. The perturbed ground state |Ω˜′〉 is therefore
different from the unperturbed one |Ω′〉.
Using the doubled formulation, the quasiparticle weight is
given by Z = |〈ω˜|ω〉|2 =
√
|〈Ω˜′|Ω′〉|2. If we define a unitary
matrix W˜ that transforms the perturbed fermions φ˜m,± into
the unperturbed fermions φm,± with the block structure(
φ+
φ−
)
=
(
W˜+,+ W˜+,−
W˜−,+ W˜−,−
)
·
(
φ˜+
φ˜−
)
, (23)
the square of the quasiparticle weight becomes
Z2 = |〈Ω˜′|Ω′〉|2 =
∣∣∣det W˜−,−∣∣∣2
= det
{
W˜−,− · W˜ †−,−
}
. (24)
Introducing G = I − W˜−,− · W˜ †−,−, where I is the identity
matrix, this determinant can then be written as
Z2 = exp [tr {log [I −G]}] = exp
[
−
∞∑
r=1
Tr
r
]
, (25)
Tr = tr {Gr} =
∑
m1,...,mr
Gm1,m2Gm2,m3 . . .Gmr ,m1 .
Importantly, since the matrix W˜ is unitary, a generic matrix
element of G takes the form
Gm,m′ = δm,m′ −
∑
n
W˜m,−,n,−W˜
∗
m′,−,n,−
=
∑
n
W˜m,−,n,+W˜
∗
m′,−,n,+. (26)
Furthermore, the (real) eigenvalues of G are all non-negative
because W˜ · W˜ † = I , and each expansion term Tr in Eq. (25)
is therefore generically non-negative.
5To calculate the expansion terms in Eq. (25), we must deter-
mine the matrix elements of W˜ . Writing φ†m =
∑
r
ϕm,rf
†
r
and φ˜†m =
∑
r
ϕ˜m,rf
†
r with the label m now running over
both positive-energy and negative-energy levels, the single-
particle wavefunctions ϕm,r and ϕ˜m,r are related by
ϕ˜n,r =
∑
m
W˜m,nϕm,r, (27)
and they respectively satisfy∑
r′
Hr,r′ϕm,r′ = ǫmϕm,r, (28)
∑
r′
H˜r,r′ ϕ˜n,r′ = ǫ˜nϕ˜n,r, (29)
where the single-particle Hamiltonians can be written as
Hr,r′ = 2J0
∑
α
δr±rˆα,r′ , (30)
H˜r,r′ = Hr,r′ + V˜r,r′ , V˜r,r′ = lim
V→∞
{
V δr,0 δr′,0
}
.
Note that the particle-hole symmetry of the perturbed Hamil-
tonian is broken by the finite potential V but is restored in the
limit of infinite potential V → ∞. Substituting Eq. (27) into
Eq. (29), and using Eq. (28) gives∑
m
W˜m,nǫmϕm,r +
∑
r′
V˜r,r′ϕ˜n,r′ = ǫ˜n
∑
m
W˜m,nϕm,r.
(31)
The matrix element W˜m,n can then be expressed as
W˜m,n = (ǫ˜n − ǫm)−1
∑
r,r′
V˜r,r′ϕ∗m,rϕ˜n,r′
=
V ϕ∗m,0 ϕ˜n,0
ǫ˜n − ǫm . (32)
This result for W˜m,n is not final because we do not know
the perturbed energies ǫ˜n or even the perturbed wavefunction
ϕ˜n,0 at site 0. However, since the matrix W˜ is unitary, its
matrix elements satisfy the normalization condition∑
m
|W˜m,n|2 = N˜n
∑
m
(ǫ˜n − ǫm)−2 = 1, (33)
where N˜n = V 2|ϕ˜n,0|2/N is a normalization constant, and
N is the system size. Note that |ϕm,0|2 = 1/N for all m
due to the translation symmetry of the unperturbed system.
Furthermore, substituting Eq. (32) into Eq. (27), and setting
r = 0 results in the self-consistency condition
1
N
∑
m
(ǫ˜n − ǫm)−1 = 1
V
→ 0. (34)
Note that the opposite limit V = 0 corresponds to the unper-
turbed system and gives ǫ˜n = ǫn for all levels.
We use Eqs. (33) and (34) to determine the matrix elements
W˜m,n via the normalization constant N˜n and the perturbed
energies ǫ˜n. Since the perturbation V˜r,r′ is represented by a
rank-1 matrix, it couples to only one (suitably chosen) level
within any set of degenerate levels, and the unperturbed ener-
gies ǫm in Eq. (34) are therefore effectively non-degenerate.
Each perturbed energy ǫ˜n satisfies ǫn ≤ ǫ˜n ≤ ǫn+1, and the
sum in m can be turned into a (non-divergent) integral for
m 6= {n, n+1}. However, since ǫ˜n can be arbitrarily close to
either ǫn or ǫn+1, the corresponding two terms must be treated
separately. Setting the overall energy scale to J0 = 1 for sim-
plicity, the schematic form of Eq. (34) is then
P
∫ 1
−1
dǫ g(ǫ)
ǫ˜n − ǫ +
1
N
(
1
ǫ˜n − ǫn +
1
ǫ˜n − ǫn+1
)
= 0, (35)
where g(ǫ) ∼ |ǫ| is the density of states around a Dirac point
in two dimensions. Close to the Fermi energy, when |ǫ˜n| ≪ 1,
the integral in Eq. (35) is approximately
P
∫ 1
−1
dǫ |ǫ|
ǫ˜n − ǫ ∼ −ǫ˜n log (1/|ǫ˜n|) . (36)
Just above (below) the Fermi energy, when ǫ˜n > 0 (ǫ˜n < 0),
this integral is negative (positive), and the perturbed energy
ǫ˜n is therefore closest to ǫn (ǫn+1) among the unperturbed
energies ǫm. In either case, the corresponding minimal en-
ergy difference is minm |ǫ˜n − ǫm| ∼ [N |ǫ˜n| log(1/|ǫ˜n|)]−1,
which is parametrically smaller than the mean level spacing
[Ng(ǫ˜n)]
−1 ∼ [N |ǫ˜n|]−1 at the given energy. The sum in
Eq. (33) is then dominated by this minimal energy difference,
and the normalization constant becomes
N˜n ∼ min
m
(ǫ˜n − ǫm)2 ∼ [Nǫ˜n log(1/|ǫ˜n|)]−2 . (37)
Substituting Eq. (37) into Eq. (32), the absolute value of the
matrix element W˜m,n takes the form
|W˜m,n| ∼ [N |ǫ˜n| log(1/|ǫ˜n|)]
−1
|ǫ˜n − ǫm| . (38)
The matrix element itself could in principle have a complex
phase factor, but it is not necessary as ϕm,0 and ϕ˜n,0 can all
be set real simultaneously.
We are now ready to calculate the quasiparticle weight via
the expansion terms Tr in Eq. (25). In particular, by using
Eq. (26), the first expansion term becomes
T1 =
∑
m
Gm,m =
∑
m,n
∣∣∣W˜m,−,n,+∣∣∣2
∼
∑
ǫ˜n>0
∑
ǫm<0
[Nǫ˜n log(1/|ǫ˜n|)]−2
(ǫ˜n − ǫm)2 . (39)
Turning the sums into integrals and using g(ǫ) ∼ |ǫ|, this ex-
pansion term takes the schematic low-energy form
T1 ∼
∫ 1
0
dǫ˜
∫ 1
0
dǫ
g(ǫ˜)g(ǫ)
(ǫ˜+ ǫ)2[ǫ˜ log(1/ǫ˜)]2
∼
∫ 1
0
dǫ˜
ǫ˜ log(1/ǫ˜)
. (40)
6The infrared divergence at ǫ˜ = 0 can be regularized by a cutoff
at ǫ˜ ∼ 1/N for any finite system size N . The first expansion
term is then T1 ∼ log logN . Since the remaining expansion
terms Tr are all non-negative, the square of the quasiparticle
weight can be bounded from above as
Z2 ≤ exp [−T1] ∼ exp [−κ log logN ] ∼ [logN ]−κ , (41)
where κ is an unknown positive exponent. Regardless of its
precise value, the quasiparticle weight Z vanishes in the limit
of N → ∞. We therefore conclude that there is an orthog-
onality catastrophe in the stationary limit. Note that this or-
thogonality catastrophe is weaker than in the standard case
because the ground-state overlap decays with a logarithm and
not with a power law of the system size.25 This difference is
explained by the smaller density of states around the Fermi
energy, which is linear in our case and not constant as in the
standard case. In fact, for a finite potential V in Eq. (30), there
would no longer be an orthogonality catastrophe.26
IV. VARIATIONAL APPROACH
If the hole is mobile (t > 0), the doped Hamiltonian H˜c(K)
in Eq. (16) is no longer quadratic, and therefore the ground
state of the doped model is not exactly known. Furthermore,
unlike in the gapped phase of the model,18 there is no well-
controlled perturbative approach around the stationary limit
because there are infinitely many low-energy eigenstates arbi-
trarily close to the stationary ground state. To obtain an ap-
proximate ground state for a slow hole (t≪ J0), we employ a
variational approach in terms of a single-parameter trial state
that interpolates smoothly between the ground state for a sta-
tionary hole and that for an infinitely fast hole.
In the limit of a stationary hole (t = 0), the doped ground
state is known exactly (see Sec. III). In the doped Hamilto-
nian, the fermion coupling terms of the undoped Hamiltonian
are fully switched off around the hole site [see Eq. (16)]. In
the limit of an infinitely fast hole (t→∞), we expect that the
doped ground state is close to the undoped ground state be-
cause the hole can hop most freely in its translation-symmetric
fermion configuration. In particular, the expectation value of
the inversion operator Rˆα is maximized in Eq. (16) by the un-
doped ground state as 〈ω|Rˆα|ω〉 = +1. For the trial state at
t≪ J0, it is then natural to choose the ground state |ωˆ〉 of the
Hamiltonian Hˆc(̺) = (1 − ̺)H˜c + ̺Hc, which interpolates
smoothly between the stationary doped Hamiltonian H˜c and
the undoped Hamiltonian Hc as a function of a variational pa-
rameter 0 ≤ ̺ ≤ 1. In this Hamiltonian, the fermion coupling
terms of the undoped Hamiltonian are partially switched off
around the instantaneous hole site (see Fig. 2).
Note that our intuition for the infinitely fast hole appears
to be in contradiction with Nagaoka’s theorem27 which pre-
dicts a spin-polarized ground state for t → ∞. The reason
for this apparent contradiction is that the flux excitations are
not negligible for t ≫ J0. From the point of view of such a
high-energy hole, the spins are not fractionalized into fluxes
and fermions. In this regime, the translation-symmetric spin
J00 J
 
ρ  
0
= 0 t 8
ρ  = 0 
0 < < =t 8 t
0 < ρ  < 1 ρ  = 1
FIG. 2: Fermion coupling strengths around the instantaneous hole
site (dotted circle) for the quadratic variational Hamiltonian Hˆc(̺) at
t = 0 (left), finite t (middle), and t → ∞ (right). Default couplings
J0 are marked by solid lines, partially switched-off couplings ̺J0 are
marked by dashed lines (where 0 < ̺ < 1), and fully switched-off
couplings 0 are marked by dotted lines.
configuration of Nagaoka’s ground state minimizes the kinetic
energy of the hole by maximizing its effective hopping ampli-
tude between neighboring hole positions. However, it is pos-
sible to imagine a scenario in which Emaxfermion ≪ t ≪ Eminflux
and the spins are fractionalized into (high-energy) fluxes and
(low-energy) fermions from the point of view of the hole.
In this regime, the translation-symmetric fermion configura-
tion of the undoped ground state minimizes the kinetic energy
within the zero-flux sector. In some sense, it is the natural
generalization of Nagaoka’s ground state for this fractional-
ized scenario. Although there is no such intermediate regime
for the Kitaev model due to Emaxfermion ∼ Eminflux ∼ J0, the fluxes
are nevertheless negligible for t≪ J0, and it is therefore rea-
sonable to choose a trial state that interpolates between the
stationary doped and the undoped ground states.
Since the Hamiltonian Hˆc(̺) is quadratic, the quasiparticle
weight Z = |〈ωˆ|ω〉|2 in terms of the trial state |ωˆ〉 can be cal-
culated in exactly the same way as in Sec. III. Using the dou-
bled formulation, the perturbed fermions φˆm and the unper-
turbed fermions φm are related to each other by Eq. (23), but
via a different unitary matrix Wˆ . The corresponding single-
particle wavefunctions are then related by
ϕˆn,r =
∑
m
Wˆm,nϕm,r, (42)
and the perturbed wavefunction satisfies∑
r′
Hˆr,r′ϕˆn,r′ = ǫˆnϕˆn,r, (43)
where the appropriate single-particle Hamiltonian is
Hˆr,r′ = Hr,r′ + Vˆr,r′ , (44)
Vˆr,r′ = −(1− ̺)Hr,r′ (δr,0 + δr′,0) .
Using Eq. (32), the matrix element Wˆm,n is then given by
Wˆm,n = (ǫˆn − ǫm)−1
∑
r,r′
Vˆ
r,r′ϕ
∗
m,rϕˆn,r′ (45)
= −(1− ̺) ǫmϕ
∗
m,0ϕˆn,0 + ϕ
∗
m,0ϕˆ
′
n,0
ǫˆn − ǫm ,
7where ϕˆ′n,0 ≡
∑
r
H
0,rϕˆn,r. Since the matrix Wˆ is unitary,
its matrix elements satisfy the normalization condition∑
m
|Wˆm,n|2 = Nˆn
∑
m
∣∣∣ξˆn + ǫm∣∣∣2 (ǫˆn − ǫm)−2 = 1, (46)
where Nˆn = (1 − ̺)2|ϕˆn,0|2/N is a normalization constant,
and ξˆn ≡ ϕˆ′n,0/ϕˆn,0 is a wavefunction ratio. Note again that
|ϕm,0|2 = 1/N for all m due to the translation symmetry of
the unperturbed system. Using Eqs. (28), (42), and (45), we
also obtain two independent self-consistency conditions
ϕˆn,0 =
∑
m
Wˆm,nϕm,0 = −1− ̺
N
∑
m
ǫmϕˆn,0 + ϕˆ
′
n,0
ǫˆn − ǫm ,
ϕˆ′n,0 =
∑
m
Wˆm,n
∑
r
H0,rϕm,r =
∑
m
Wˆm,nǫmϕm,0
= −1− ̺
N
∑
m
ǫ2mϕˆn,0 + ǫmϕˆ
′
n,0
ǫˆn − ǫm . (47)
Demanding non-trivial solutions for ϕˆn,0 and ϕˆ′n,0 leads to
the combined self-consistency condition∣∣∣∣ 1 + (1− ̺)Σ′n (1− ̺)Σn(1− ̺)Σ′′n 1 + (1 − ̺)Σ′n
∣∣∣∣ = 0, (48)
where the sums Σn, Σ′n, and Σ′′n are given by
Σn =
1
N
∑
m
(ǫˆn − ǫm)−1 ,
Σ′n =
1
N
∑
m
ǫm (ǫˆn − ǫm)−1 = ǫˆnΣn − 1, (49)
Σ′′n =
1
N
∑
m
ǫ2m (ǫˆn − ǫm)−1 = ǫˆ2nΣn − ǫˆn.
Note that
∑
m 1 = N counts the number of energy levels and
that
∑
m ǫm = 0 due to particle-hole symmetry. Substituting
Eq. (49) into Eq. (48), the self-consistency condition becomes
Σn =
1
N
∑
m
(ǫˆn − ǫm)−1 = − ̺
2
(1− ̺2)ǫˆn . (50)
This result reduces to the V →∞ limit of Eq. (34) for ̺ = 0
and the V = 0 limit of Eq. (34) for ̺ = 1. However, Eq. (50)
is particle-hole symmetric for all values of 0 ≤ ̺ ≤ 1 as it is
invariant under ǫm → −ǫm and ǫˆn → −ǫˆn.
We use Eqs. (46), (47), and (50) to determine the matrix
elements Wˆm,n via the normalization constant Nˆn, the wave-
function ratio ξˆn, and the perturbed energies ǫˆn. Although the
perturbation Vˆr,r′ is represented by a rank-2 matrix, it only
couples to levels that have finite wavefunctions at site 0. Since
there is only one such (suitably chosen) level within any set of
degenerate levels, the unperturbed energies ǫm in Eq. (50) are
still effectively non-degenerate. Turning the sum in m into an
integral, but treating the terms withm = {n, n+1} separately,
the schematic form of Eq. (50) is
1
N
(
1
ǫˆn − ǫn +
1
ǫˆn − ǫn+1
)
= − ̺
2
(1− ̺2)ǫˆn , (51)
where the integral is immediately neglected because its value
∼ ǫˆn log(1/|ǫˆn|) [see Eq. (36)] is much smaller than the term
∼ 1/ǫˆn for any ̺ > 0 and |ǫˆn| ≪ 1. For both ǫˆn > 0 and
ǫˆn < 0, the sum in Eq. (46) is then dominated by the minimal
energy difference minm |ǫˆn − ǫm| ∼ (1 − ̺2)|ǫˆn|/(N̺2).
Since Eqs. (47) and (50) give ξˆn = ǫˆn/̺ for the wavefunction
ratio, the normalization constant becomes
Nˆn ∼ min
m
[∣∣∣ξˆn + ǫm∣∣∣−2 (ǫˆn − ǫm)2
]
(52)
∼ (1− ̺
2)2ǫˆ2n
N2̺4|ξˆn + ǫˆn|2
∼ (1 − ̺)
2
N2̺2
.
Substituting Eq. (52) into Eq. (45), the absolute value of the
matrix element Wˆm,n takes the form
|Wˆm,n| ∼ (1− ̺) |ǫˆn + ̺ ǫm|
N̺2 |ǫˆn − ǫm| . (53)
The matrix elements again do not need to have complex phase
factors as ϕm,0 and ϕˆn,0 can all be set real simultaneously.
We finally calculate the quasiparticle weight via the expan-
sion terms Tr in Eq. (25). The first expansion term reads
T1 =
∑
m
Gm,m =
∑
m,n
∣∣∣Wˆm,−,n,+∣∣∣2
∼
∑
ǫˆn>0
∑
ǫm<0
(1− ̺)2(ǫˆn + ̺ ǫm)2
N2̺4(ǫˆn − ǫm)2 . (54)
Turning the sums into integrals and using g(ǫ) ∼ |ǫ|, this ex-
pansion term takes the schematic low-energy form
T1 ∼ (1− ̺)
2
̺4
∫ 1
0
dǫˆ
∫ 1
0
dǫ
ǫˆ ǫ [ǫˆ− ̺ ǫ]2
(ǫˆ+ ǫ)2
. (55)
By counting the powers of ǫ and ǫˆ, we deduce that this inte-
gral has no infrared divergence. Furthermore, the same power-
counting argument reveals that the integrals for the remaining
expansion terms Tr are also finite. We conclude that there is
no orthogonality catastrophe for any ̺ > 0 within the varia-
tional framework and that the quasiparticle weight Z remains
finite in the thermodynamic limit.
To relate the variational results to our original formulation,
we would in principle need to perform a variational optimiza-
tion that determines the best possible trial state |ωˆ〉 for a given
hopping amplitude t. Such a calculation would give the best
variational parameter ̺(t) as a function of t, which could then
be substituted directly into our variational results. However, it
would require a more accurate calculation of the quasiparticle
weight Z and is beyond the scope of this work.28 Neverthe-
less, we would necessarily find ̺ > 0 and hence Z > 0 for
any t > 0. According to Eq. (16), a small hole momentum K
does not matter either because it only renormalizes the hop-
ping amplitude along an α bond as t → t cos[K · rˆα + ϑ˜K].
We therefore anticipate that the hole propagates as a coherent
quasiparticle for any hopping amplitude t > 0 and any hole
momentum |K| ≪ |rˆα|−1. The quasiparticle weight is then
finite for t > 0 but vanishes in the limit of t→ 0.
8V. ONE-DIMENSIONAL LIMIT
As a complementary direction to the variational approach,
we consider a spatially anisotropic special point in the gapless
phase characterized by Jx,y = J0 and Jz = 0, where the Ki-
taev model breaks down into non-interacting one-dimensional
(1D) chains along the x and y bonds. Exploiting the relative
simplicity of this 1D limit, and studying a modified problem
that is asymptotically (i.e., for the lowest-energy fermions)
equivalent to the original one, we can then determine if there
is an orthogonality catastrophe for a mobile hole (t > 0) with-
out resorting to a variational framework.
For a single 1D chain of length 2N , the sites are labeled
by ℓ = {1, 2, . . . , 2N ≡ 0}, and the instantaneous hole site
0 ∈ A is labeled by ℓ = 0 (see Fig. 3). The hole momentum
is K = K · δR, and the fermion momenta are k = k · δR,
where δR = rˆy − rˆx is the lattice constant. Since the even
(η) and odd (µ) fermions ψk,η(α) and ψk,µ(α) that diago-
nalize the inversion operator Rˆα in Eq. (14) are defined for
pairs of momenta ±k [see Eq. (10)], we restrict our atten-
tion to non-negative momenta k = {0, δk, 2δk, . . . , π}, where
δk = 2π/N is the momentum spacing. The total number of
complex fermions is then N because there are two fermions
ψk,η(α) and ψk,µ(α) for each 0 < k < π and there is one
fermion ψk,η(α) for each of k = 0 and k = π.
2N–2
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2N–3 2N–1 1
2
3
δ
0
FIG. 3: Illustration of the one-dimensional (1D) chain with the lat-
tice constant δR and the site labeling convention around the instan-
taneous hole site ℓ = 0 (dotted circle).
Since the distinction between the two sublattices is entirely
artificial in the 1D chain, the phase difference ϑ˜K in Eq. (16)
vanishes for any hole momentum K . Using the 1D notation,
the undoped Hamiltonian in Eq. (8) is then
Hc = J0
∑
ℓ∈A
(icℓcℓ+1 + icℓcℓ−1) , (56)
while the doped Hamiltonian in Eq. (16) takes the form
H˜c(K) = Hc − J0 (ic0c1 + ic0c2N−1) (57)
− t
2
cos
K
2
∑
α=x,y
[
Rˆα − ic0Rˆαc0
]
.
The inversion operators Rˆx,y are diagonalized by the fermions
ψk,η(x, y) and ψk,µ(x, y). In the 1D notation, the Majorana
fermion components of these fermions in Eq. (11) are
γk,η,Ξ(x, y) ∝
∑
ℓ∈Ξ
cos
[
kℓ
2
± k
4
]
cℓ,
γk,µ,Ξ(x, y) ∝
∑
ℓ∈Ξ
sin
[
kℓ
2
± k
4
]
cℓ. (58)
The fermions corresponding to Rˆx and Rˆy also each diago-
nalize the undoped Hamiltonian Hc with degenerate energies
ǫk,η = ǫk,µ = 4J0 cos(k/2).
In the limit of the lowest energies at k → π, the Majorana
fermion components in Eq. (58) are related to each other by
γk,η,Ξ(y) = γk,µ,Ξ(x) and γk,µ,Ξ(y) = −γk,η,Ξ(x). The in-
version operators Rˆx and Rˆy are therefore diagonalized by the
same fermions at the lowest energies. This property motivates
us to define modified operators R¯x and R¯y that are diagonal-
ized by the same fermions at all energies and reduce to the
inversion operators Rˆx and Rˆy at the lowest energies. These
modified operators are given by Eq. (14) but in terms of mod-
ified fermions ψ¯k,η(x, y) and ψ¯k,µ(x, y) that have modified
Majorana fermion components
γ¯k,η,Ξ(x, y) ∝
∑
ℓ∈Ξ
cos
[
kℓ
2
± π
4
]
cℓ,
γ¯k,µ,Ξ(x, y) ∝
∑
ℓ∈Ξ
sin
[
kℓ
2
± π
4
]
cℓ. (59)
Indeed, γ¯k,η,Ξ(x, y) and γ¯k,µ,Ξ(x, y) reduce to γk,η,Ξ(x, y)
and γk,µ,Ξ(x, y) in the limit of k → π, and they also satisfy
γ¯k,η,Ξ ≡ γ¯k,η,Ξ(x) = −γ¯k,µ,Ξ(y),
γ¯k,µ,Ξ ≡ γ¯k,µ,Ξ(x) = γ¯k,η,Ξ(y) (60)
for all 0 ≤ k ≤ π. Furthermore, the modified fermions
ψ¯k,η ≡ ψ¯k,η(x) = −ψ¯k,µ(y) and ψ¯k,µ ≡ ψ¯k,µ(x) = ψ¯k,η(y)
still diagonalize the undoped Hamiltonian Hc with energies
ǫk = ǫk,η = ǫk,µ = 4J0 cos(k/2).
For the corresponding modified problem, the inversion op-
erators Rˆx and Rˆy in Eq. (57) are replaced by the modified op-
erators R¯x and R¯y . On the one hand, since the orthogonality
catastrophe is determined by the lowest-energy fermions, the
modified problem must have the same kind of orthogonality
catastrophe as the original one. On the other hand, the doped
Hamiltonian in the modified problem is simplified consider-
ably with respect to Eq. (57). In particular, R¯x and R¯y are
diagonalized by the same fermions, but each excited fermion
multiplies them by opposite factors ±i. They therefore take
identical values for even fermion number and opposite values
for odd fermion number. Since the fermion number is even for
physical states, and the fermion parity is flipped by c0, several
terms in Eq. (57) can be related to each other as
R¯ ≡ R¯x = R¯y, (61)
ic0R¯c0 = ic0R¯xc0 = −ic0R¯yc0.
In terms of the modified Majorana fermion components γ¯k,η,Ξ
and γ¯k,µ,Ξ, the undoped Hamiltonian in Eq. (56) is then
Hc =
i
2
∑
k
ǫk (γ¯k,η,A γ¯k,η,B + γ¯k,µ,A γ¯k,µ,B)
=
∑
k
ǫk
(
ψ¯†k,ηψ¯k,η + ψ¯
†
k,µψ¯k,µ − 1
)
, (62)
9while the doped Hamiltonian in Eq. (57) takes the form
H¯c(K) = Hc − i
2N
∑
k,k′
[
ǫk′ (γ¯k,η,A + γ¯k,µ,A)
× (γ¯k′,η,B + γ¯k′,µ,B)
]
− tKR¯. (63)
Note that this Hamiltonian only depends on the hopping am-
plitude t and the hole momentumK via the renormalized hop-
ping amplitude tK = t cos(K/2).
The modified problem characterized by Eqs. (62) and (63)
has two important properties. First, like the original problem
in Eqs. (56) and (57), it has a single energy scale tK at ener-
gies much less than J0. The corresponding spectral function
therefore must take the universal functional form
A(ε,K) = N [ε− E¯K,0]−ζ F
(
ε− E¯K,0
tK
)
(64)
in the energy range 0 < ε − E¯K,0 ≪ J0, where E¯K,0 is the
ground-state energy of H¯c(K). The function F and the ex-
ponent ζ are universal but unknown, while the normalization
constantN and the ground-state energy E¯K,0 depend on both
tK and J0. Nevertheless, the spectral function has the same
low-energy functional form for all tK > 0, up to a rescaling
with tK , a renormalization, and a constant shift in ε, while its
low-energy functional form is a fully self-similar power law
for tK = 0. Second, the Hamiltonian H¯c(K) is effectively
quadratic for both tK = 0 and tK → ∞, and its ground state
|ω¯K〉 is therefore known exactly in both of these limits. Since
the Hamiltonian Hc is also quadratic, the quasiparticle weight
Z = |〈ω¯K |ω〉|2 can then be calculated exactly.
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FIG. 4: Quasiparticle weight Z as a function of the system sizeN for
tK = 0 (a) and for tK → ∞ (b). Numerical data points are marked
by black crosses, while asymptotic fits of the form Z ∝ N−0.125 (a)
and Z ≈ 0.9716 (b) are marked by red lines.
For both tK = 0 and tK →∞, we calculate the quasiparti-
cle weight numerically for up to N = 4000, and study its be-
havior in the range 10 ≤ N ≤ 4000 (see Fig. 4). For tK = 0,
Eq. (63) is obviously quadratic, and the quasiparticle weight
is found to decay with a power law Z ∝ N−ν , where the ex-
ponent is ν = 0.125±0.001. This result indicates that there is
a standard orthogonality catastrophe in the stationary limit.25
For tK → ∞, the dominant term in Eq. (63) is −tKR¯. Since
the operator R¯ is both unitary and Hermitian, its eigenvalues
are ±1, and the low-energy subspace for tK → ∞ is the one
with R¯ = +1. Projecting the remaining terms of H¯c(K) onto
this subspace with the appropriate operator (1+ R¯)/2, we ob-
tain the quadratic low-energy Hamiltonian
H¯c(K) → Hc − i
4N
∑
k,k′
[
ǫk′ (γ¯k,η,A + γ¯k,µ,A) (65)
× (γ¯k′,η,B + γ¯k′,µ,B)− ǫk′ (γ¯k,η,B − γ¯k,µ,B)
× (γ¯k′,η,A − γ¯k′,µ,A)
]
− tK .
The quasiparticle weight is then found to converge to a large
finite value Z = |〈ω¯K |ω〉|2 ≈ 0.97. This result corroborates
our intuition that the doped ground state is close to the un-
doped ground state for tK → ∞. In fact, we believe that
the ground-state overlap is only different from 1 because the
modified problem is equivalent to the original one in terms
of the lowest-energy fermions only. Furthermore, since there
is a low-energy delta-function peak with Z ∼ 1 in the spec-
tral function for tK → ∞, and the spectral function has the
same low-energy functional form for all tK > 0, we deduce
that there is a delta-function peak with a finite quasiparticle
weight Z > 0 for all hopping amplitudes t > 0 and all hole
momenta K ≪ 1. The quasiparticle weight only vanishes in
the stationary limit when the low-energy functional form of
the spectral function becomes a power law.
VI. DISCUSSION
In the previous two sections, we investigated two comple-
mentary directions to determine whether a mobile hole in the
gapless phase of the Kitaev honeycomb model propagates as a
coherent quasiparticle. In Sec. IV, we described a variational
approach for the spatially isotropic point (Jx,y,z = J0), where
the model is fully two dimensional (2D). The results apply for
a generic point of the gapless phase because they are robust
against perturbations in Jx,y,z , and they are valid for both fer-
romagnetic and antiferromagnetic couplings because they are
invariant under the transformation Jx,y,z → −Jx,y,z. How-
ever, the variational approach is somewhat uncontrolled as it is
not immediately clear how close our trial state is to the actual
ground state of the model. In Sec. V, we considered a spatially
anisotropic special point (Jx,y = J0 and Jz = 0), where the
model becomes effectively one dimensional. In this 1D limit,
we used an asymptotically exact calculation to make definite
statements about the actual ground state. However, the differ-
ent dimensionality might correspond to different physics, and
it is not immediately clear if the results are applicable for a
generic point of the gapless phase.
To make a connection between the two complementary di-
rections, it is useful to check what the variational approach
gives in the 1D limit. First, by repeating the steps of Sec. III
with the density of states g(ǫ) ∼ 1 around a Dirac point in
one dimension, we find that the quasiparticle weight can be
bounded from above as Z ≤ exp[−T1] ∼ N−ν1 in the sta-
tionary limit, where ν1 > 0 is an unknown exponent. Next,
by repeating the steps of Sec. IV, we find that Z remains finite
in the thermodynamic limit for any finite variational parameter
̺ > 0. Due to the relative simplicity of the 1D limit, it is also
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possible to make these results more quantitative by determin-
ing that Z ∼ N−1/8 for ̺ = 0 and that Z ∼ ̺1/4 for ̺ > 0.
The result for ̺ = 0 is in agreement with the numerical ex-
ponent ν ≈ 1/8 found in Sec. V. Furthermore, the variational
optimization can be performed explicitly, and it can be veri-
fied that the best variational parameter is ̺ ∼ (t/J0)4/7 in the
limit of t≪ J0 (modulo logarithmic corrections). The details
of this procedure are reported elsewhere.28
We conclude that the variational approach gives the same
results in the 1D limit as our asymptotically exact calculation
in Sec. V. The standard orthogonality catastrophe in the sta-
tionary limit is straightforward to understand as the density
of states is constant around the Fermi energy.25 However, it
might be surprising that there is no orthogonality catastrophe
for a mobile hole as a standard orthogonality catastrophe is
typically found for both stationary and mobile holes in 1D
quantum liquids.29 This difference with respect to previous
studies is explained by the particle-hole symmetric nature of
the Kitaev spin liquid. As a result of particle-hole symmetry,
the phase shift is an odd function of energy, and therefore it
vanishes at zero energy (i.e., at the Fermi energy).
In fact, this difference between the standard case and the
particle-hole-symmetric case is immediately manifest in the
variational approach if we compare Eqs. (34) and (50). In the
standard case, a generic perturbation takes the form of a finite
potential V appearing in Eq. (34). The corresponding form in
Eq. (50) for the particle-hole-symmetric case can then be in-
terpreted as a potential whose strength is linearly proportional
to the fermion energy and therefore vanishes for the lowest-
energy fermions. Also, the same feature appears in the asymp-
totically exact calculation, where the factor ǫk′ in the second
term of Eq. (63) indicates that the lower-energy fermions are
perturbed less by the presence of the hole. Despite their dif-
ferent formulations, the two complementary directions seem
to capture the same essential physics.
Since the variational approach is in full agreement with the
asymptotically exact calculation for the 1D limit, we expect
that our variational results for the 2D case in Sec. IV are also
valid for the actual ground state at t > 0. Furthermore, our
intuition suggests that the hole propagates more coherently in
the 2D case than in the 1D limit because the fermions have a
smaller density of states around the Fermi energy. This intu-
ition is corroborated by the respective orthogonality catastro-
phes found in the stationary limit. For the 1D limit, we find
a standard orthogonality catastrophe with a power-law decay,
while for the 2D case, we find a weaker orthogonality catastro-
phe with a logarithmic decay. Since we know from Sec. V that
a mobile hole propagates coherently in the 1D limit, we also
anticipate coherent propagation in the 2D case corresponding
to a generic point of the gapless phase.
We finally address the validity of our results for a generic
Kitaev spin liquid, where HK in Eq. (1) may be perturbed by
generic time-reversal-invariant terms. The low-energy physics
is still captured by a single mode of (dressed) Dirac fermions,
but any local disturbance must be represented by a sum of
all local fermion terms allowed by symmetry.30 In this case,
the disturbance due to the hole might not couple to a set of
non-degenerate levels (see Secs. III and IV), and therefore the
orthogonality catastrophe might not be governed by a single
(vanishing) phase shift at the Fermi energy. Nevertheless, in
the 1D limit, the levels generically split into independent even
and odd sectors with respect to the mirror-reflection symmetry
around the hole site [see Fig. 3 and Eq. (57)]. Since the levels
are non-degenerate within each sector, our earlier arguments
apply and indicate that there is no orthogonality catastrophe in
either sector. Furthermore, there is generically no orthogonal-
ity catastrophe in the 2D case.26 For a finite phase shift at the
Fermi energy, the integrand in Eq. (55) has two fewer powers
of energy, but the integral is nevertheless finite. We therefore
expect that our claims on coherent propagation remain appli-
cable for a generic Kitaev spin liquid.
VII. OUTLOOK
In this work, we demonstrated that a single hole propagates
as a coherent quasiparticle in the gapless phase of the Kitaev
honeycomb model. In particular, it was found that the quasi-
particle weight Z is finite for any small hopping amplitude
t ≪ J0 but vanishes in the stationary limit t → 0. It is then
natural to ask how the quasiparticle weight scales with the
hopping amplitude for t ≪ J0. In the 1D limit, this question
is addressed elsewhere,28 and it is found that Z ∼ (t/J0)1/7,
modulo logarithmic corrections. Assuming that Eq. (41) is a
tight upper bound for Z2, with perhaps a renormalized expo-
nent κ, we expect by analogy that the leading-order quasipar-
ticle weight is Z ∼ [log(J0/t)]−κˆ in the 2D case, where κˆ is
an unknown positive exponent. Nevertheless, it would be in-
structive to verify this expectation with a rigorous calculation
and determine the exponents κ and κˆ in doing so.
The coherent propagation of a single hole suggests that the
holes might form a Fermi liquid at finite doping.20 However,
it is far from obvious whether such a Fermi-liquid state would
actually be stable as hole interactions could be relevant in the
gapless phase and turn the Fermi liquid into some more exotic
state. It would therefore be interesting to develop a controlled
approach for describing the interactions between the holes and
discussing the multi-hole ground state at a small but finite hole
density. As a first step towards achieving this goal, it could be
useful to consider the interactions between two holes in the
gapless phase.16 Looking at the various interaction channels,
one could then confirm the Fermi-liquid hypothesis20 or even
find unconventional superconductivity.21
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Appendix A: Low-energy sector of the Kitaev honeycomb model
The standard solution of the Kitaev honeycomb model17 in-
troduces four Majorana fermions at each site r and represents
the three spin components as σα
r
= ibˆα
r
cˆr in terms of these
four Majorana fermions bˆxr , bˆyr , bˆzr , and cˆr. The undoped spin
Hamiltonian in Eq. (1) then becomes
Hσ =
∑
α
∑
r∈A
Jα
(
ibˆα
r
bˆα
r+rˆα
)(
icˆrcˆr+rˆα
)
. (A1)
Since there is a conserved quantity uˆr,r+rˆα ≡ ibˆαr bˆαr+rˆα for
each bond and these conserved quantities all commute with
one another, the model splits into independent bond sectors
characterized by uˆr,r+rˆα = ±1. Within each bond sector,
the Hamiltonian in Eq. (A1) is quadratic and hence exactly
solvable. However, there is some subtlety as the Majorana
fermion representation increases the local Hilbert-space di-
mension from 2 to 4 at each site r. All physical states then
satisfy a corresponding local constraint Dr ≡ bˆxr bˆyr bˆzr cˆr = 1
in the Majorana fermion representation, which acts as a lo-
cal gauge transformation uˆr,r+rˆα → −uˆr,r+rˆα at the three
bonds around the site r. Importantly, unlike the bond opera-
tors uˆr,r+rˆα themselves, their product WC =
∏
C uˆr,r+rˆα is
gauge invariant around any closed loop C of the lattice, and
the flux operators WC are then identified as corresponding to
gapped flux excitations. Indeed, it can be shown17,31 that the
ground state of the model is in the zero-flux sector charac-
terized by WC = +1 for all C and that any flux excitation
WC = −1 costs a finite energy ∆ ∼ Jx,y,z.
For a small enough hopping amplitude t ≪ ∆, we can re-
strict our attention to the low-energy sector with no flux exci-
tations and represent this zero-flux sector with the trivial bond
sector characterized by uˆr,r+rˆα = +1 for all bonds. The un-
doped spin Hamiltonian in Eq. (A1) then immediately reduces
to the corresponding fermion Hamiltonian in Eq. (5). Further-
more, in the Majorana fermion representation, the diagonal
blocks of the doped spin Hamiltonian in Eq. (4) are
H˜σ(r, r) =
[
Hσ −
∑
α
Jα
(
ibˆαr bˆ
α
r±rˆα
)(
icˆrcˆr±rˆα
)]
, (A2)
while its non-vanishing off-diagonal blocks are
H˜σ(r, r ± rˆα) = − t
2
[
1−
∑
α′
(
ibˆα
′
r
bˆα
′
r±rˆα
)(
icˆrcˆr±rˆα
)]
,
(A3)
where the upper (lower) sign in front of rˆα corresponds to
r ∈ A (r ∈ B). Since the terms with α′ 6= α in Eq. (A3)
create flux excitations, they have vanishing matrix elements
within the zero-flux sector.18 Neglecting these terms, and us-
ing ibˆαr bˆαr−rˆα = −ibˆαr−rˆα bˆαr in the case of r ∈ B, the blocks
of the fermion Hamiltonian in Eq. (6) are then recovered.
Appendix B: Fermion-only representation of the spectral
function
In terms of the position-space electron operators a†
r,σ, the
single-hole spectral function in Eq. (3) is
A(ε,K) = 1
2N
∑
λ
∑
σ
∑
r,r′
〈
Ω
∣∣a†
r,σ
∣∣Φ˜λ〉〈Φ˜λ∣∣ar′,σ∣∣Ω〉
× δ[ε− E˜λ] e−iK·(r−r′). (B1)
The ground state of the undoped model reads |Ω〉 = D|ω〉 in
the Majorana fermion representation, where |ω〉 is the fermion
vacuum state, and D ∝ ∏
r
(1 +Dr) is a projection onto the
physical subspace with Dr = 1 for all r. Using the hole-spin
picture, the single-hole states ar,σ|Ω〉 are then
ar,↑|Ω〉 = |r〉 ⊗
[
1
2
(1 + σzr ) |Ω〉
]
= |r〉 ⊗
[D
2
(1 + ibz
0
c0) |ω〉
]
, (B2)
ar,↓|Ω〉 = |r〉 ⊗
[
1
2
σxr (1− σzr ) |Ω〉
]
= |r〉 ⊗
[D
2
(ibx
0
c0) (1− ibz0c0) |ω〉
]
.
After projecting onto the subspaces with σz
r
= ±1 in the two
cases, respectively, the spin rotation σxr in the second case
ensures that the hole spin is in the σz
r
= +1 state. Note that the
Majorana fermions in Eq. (B2) are relabeled by their relative
positions with respect to the hole site r [see Eq. (7)].
Due to the overall translation symmetry, the eigenstates
|Φ˜λ〉 ≡ |Φ˜K,λK〉 of the doped model are generically labeled
by the hole momentum K and an additional label λK. Also,
eigenstates with hole momentum K′ 6= K do not contribute
to the spectral functionA(ε,K). Using the hole-spin picture,
and projecting the hole spin into the σzr = +1 state in the
Majorana fermion representation, the contributing eigenstates
with hole momentum K take the forms [see Eq. (15)]
∣∣Φ˜ p=0
K,λK
〉
=
1√
N
[∑
r∈A
eiK·r|r〉 +
∑
r∈B
eiK·r+iϑ˜K,λK |r〉
]
⊗
[D
2
(1 + ibz
0
c0)
∣∣χ˜
K,λK
〉]
, (B3)
∣∣Φ˜ p=1
K,λK
〉
=
1√
N
[∑
r∈A
eiK·r|r〉 +
∑
r∈B
eiK·r+iϑ˜K,λK |r〉
]
⊗
[D
2
(1 + ibz0c0) (ib
x
0c0)
∣∣χ˜
K,λK
〉]
.
There are two degenerate eigenstates |Φ˜ p=0
K,λK
〉 and |Φ˜ p=1
K,λK
〉
for each fermion state |χ˜
K,λK
〉, which respectively corre-
spond to hole quantum numbers p = 0 and p = 1 in the
language of Ref. 18. The remaining two quantum numbers
are h = 0 and q = 0 for all eigenstates in Eq. (B3), even
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though eigenstates with h = 1 might have lower energies be-
cause flux binding is energetically favorable.18,24 Neverthe-
less, eigenstates with h 6= 0 or q 6= 0 have fractional excita-
tions (i.e., fluxes and/or fermions) bound to the hole and there-
fore do not contribute to the spectral function. Using Eqs. (B2)
and (B3), the matrix elements in Eq. (B1) are given by〈
Φ˜ p=0
K,λK
∣∣ar∈A,↑∣∣Ω〉 = 〈Φ˜ p=1K,λK∣∣ar∈A,↓∣∣Ω〉
=
1
2
√
N
〈
χ˜
K,λK
∣∣ω〉 e−iK·r,
〈
Φ˜ p=0
K,λK
∣∣ar∈B,↑∣∣Ω〉 = 〈Φ˜ p=1K,λK∣∣ar∈B,↓∣∣Ω〉 (B4)
=
1
2
√
N
〈
χ˜
K,λK
∣∣ω〉 e−iK·r−iϑ˜K,λK ,〈
Φ˜ p=0
K,λK
∣∣ar,↓∣∣Ω〉 = 〈Φ˜ p=1K,λK ∣∣ar,↑∣∣Ω〉 = 0.
Substituting Eq. (B4) into Eq. (B1), and summing over p, the
single-hole spectral function in Eq. (18) is then recovered.
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