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Abstract: We consider the binary classification problem in a setup that pre-
serves the privacy of the original sample. We provide a privacy mechanism that
is α−locally differentially private and then construct a classifier based on the
private sample that is universally consistent in Euclidean spaces. Under stronger
assumptions, we establish the minimax rates of convergence of the excess risk
and see that they are slower than in the case when the original sample is avail-
able.
1. Introduction
One of the most frequently studied problems in machine learning and statistics is
to make predictions of a binary outcome Y in {0, 1} given the input variable X
in Rd, typically based on an independent and identically distributed sample from
the distribution of (X,Y ); see, for example, [6] for an overview of the area. Despite
the long history of this problem there are still many open problems and it remains
an active topic of research. Recent work has focused on weakening commonly-made
assumptions [4], studying situations in which the training data comes from a different
distribution to the test data [3, 5], and making predictions under constraints on
allowable classifiers [16].
In recent years, it has become clear that in certain studies there is a need to pre-
serve the privacy of the individuals whose data is collected. As a way of formalising
the problem, the framework of differential privacy, see [9] and [10], has prevailed as
a natural solution. The privacy of the individuals is protected by randomizing the
original data to produce the random variables Z1, ..., Zn defined on some measurable
space (Zn,Bn), and the following statistical analysis is based soley on Z1, . . . , Zn
without knowledge of the original data. The randomization is performed through a
Markov kernel, also known as privacy mechanism, Q : Bn× (Rd×{0, 1})⊗n → [0, 1].
A privacy mechanism is called α−differentially private, for α > 0, if
(1.1) sup
A∈Bn
sup
u,u′:d(u,u′)=1
Q(A|u)
Q(A|u′)
≤ eα,
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where d : (Rd×{0, 1})⊗n× (Rd×{0, 1})⊗n → {0, 1, 2, . . .} is the Hamming distance,
counting the number of positions i ∈ {1, . . . , n} such that ui 6= u
′
i.
In the global, also called central, model for differential privacy, the whole sam-
ple is trusted to one person/machine in order to produce the randomized sample.
However, in certain situations this is not feasible. In the setup of local differential
privacy that we consider here, the sample is randomized one at a time by different
persons/machines so that the ith original data point (Xi, Yi) only needs to be seen
by the ith individual. Formally, we assume the sequential structure
{Xi, Yi, Z1, . . . , Zi−1} → Zi and Zi ⊥⊥ (Xj , Yj)|{Xi, Yi, Z1, . . . , Zi−1} for j 6= i.
With this structure, the full conditional distribution Q can be expressed in terms of
the conditional distributions Qi : B × (R
d × {0, 1}) ×Zi−1 → [0, 1], where
Zi|{(Xi, Yi) = ui, Z1 = z1, . . . , Zi−1 = zi−1} ∼ Qi(·|ui, z1, . . . , zi−1)
for i = 1, . . . , n. The privacy constraint (1.1) then reduces to
sup
A∈B
sup
z1,...,zi−1
sup
ui,u′i
Qi(A|ui, z1, . . . , zi−1)
Qi(A|u′i, z1, . . . , zi−1)
≤ eα,
for each i = 1, . . . , n; if this holds then the privacy mechanism Q is said to be
α−locally differentially private (α−LDP). Let Qα denote the set of α−LDP Markov
kernels.
Many local privacy mechanisms of interest are of a simpler, non-interactive, form
in which Qi(·|ui, z1, . . . , zi−1) does not depend on z1, . . . , zi−1. In particular, a non-
interactive privacy mechanism has a product form:
Q(A1 × ...×An|(u1, ..., un)) =
n∏
i=1
Qi(Ai|ui).
Thus, a non-interactive privacy mechanism satisfies α−LDP if and only if, for all
i = 1, ..., n,
sup
Ai∈B
sup
ui,u′i
Qi(Ai|ui)
Qi(Ai|u′i)
≤ eα.
Due to more recent papers such as [7], the attention of the statistical community
has been attracted to this field. In [7] it is shown, for example, that the minimax rate
of convergence for estimating the mean of a d dimensional vector is slower in the con-
text of privatized data as opposed to the classical problem and information theoretic
bounds are established that allow the construction of lower bound results in many
other estimation problems. The same authors also considered in [8] nonparametric
density estimation and showed that the minimax MISE is of order (nα2)−
β
2β+2 over
Sobolev smooth functions, instead of the classical rate n−
β
2β+1 . More general linear
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functionals of the probability density have been considered by [13] and they showed
that the modulus of continuity with respect to the total variation distance drives
the rates in presence of privacy, instead of the Hellinger distance. Adaptation to the
smoothness of both the privacy mechanism and of the associated estimator has been
considered by [2]. They showed a double elbow effect for the adaptive estimation
rates for more general integrated risks over Besov class of functions. The sparse re-
gression model has been considered in the context of local privacy by [15]; they give
a nearly optimal procedure in the low-dimensional sparse case and consider the case
where only the responses are privatized. To the best of our knowledge, classification
under local privacy constraints has never been considered from the point of view of
statistical inference.
In the sequel, we exhibit a non-interactive α−LDP privacy mechanism and con-
struct a classifier that is universally consistent in Euclidean spaces. Under standard
assumptions on the probability distribution of the input variables as well as on
the regression function (Ho¨lder smoothness β ∈ [0, 1] and margin assumption with
parameter γ), similar to the assumptions in [1], we show that the minimax rate of
convergence of the excess risk over all classifiers and all (possibly interactive) Q ∈ Qα
is (nα2)−
β(1+γ)
2β+2d , and that this rate is achieved by our non-interactive approach. This
rate is slower than the minimax rate for classification n
−β(1+γ)
2β+d attainable when the
original sample is available [1].
2. Main results
Let (X,Y ) be a random vector taking values in Rd × {0, 1} and moreover let
(X1, Y1), . . . , (Xn, Yn) be independent and identically distributed copies of (X,Y ).
Our task is to find a mechanism that outputs locally privatised data Z1, . . . , Zn and
then to use this privatised data to construct a classifier Cn : [0, 1]
d → {0, 1} to
predict Y from X.
The performance of this classifier will be measured through its excess risk, defined
as follows. If the distribution P of (X,Y ) were known, we could calculate η(x) :=
P(Y = 1|X = x) and use the Bayes classifier CB(x) := 1{η(x)≥1/2}. This minimises
the risk
RP (C) := P(C(X) 6= Y )
over all classifiers C. The excess risk of a (data dependent) classifier Cn is then
defined to be
EP (Cn) := RP (Cn)−RP (C
B) = E
[
{P(Cn(X) = 0|X)− 1{η(X)<1/2}}{2η(X) − 1}
]
.
We now introduce the privacy mechanism and the classifier that we will study
in this article. For a bandwidth parameter h ∈ (0,∞) and j = (j1, ..., jd) ∈ Z
d
set the grid points xj := (j1h, . . . , jdh), and for each x ∈ [0, 1]
d define j∗(x) :=
argminj∈Zd‖x−xj‖. With a slight abuse of notation we will assume that our sample
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size is even and is given by 2n. For each i = 1, . . . , 2n, individual i should form the
binary array
Bi :=
(
1{‖Xi−xj‖∞<h}
)
j∈Zd
and generate a random array ǫi = (ǫij)j∈Zd with independent and identically dis-
tributed Laplace(α/2d+1) entries. The Zi are then given by
Zi = Bi + ǫi, if i ∈ {1, . . . , n}, and Zi = YiBi + ǫi, if i ∈ {n+ 1, . . . , 2n}.
Note that this privacy mechanism is local, as each Zi can be calculated by a different
person/machine, and non-interactive, i.e. no other privatized data Zj with j 6= i are
used to encode additional knowledge into Zi.
Our first claim is that this privacy mechanism respects the α-LDP constraint.
Theorem 2.1. Let Q be the privacy mechanism that takes (X1, Y1), . . . , (X2n, Y2n)
as input and outputs Z1, . . . , Z2n, as described above. Then Q ∈ Qα.
Now let X = x0 be the test point we wish to classify. Calculate
Tn(x0) :=
1
n
2n∑
i=n+1
Zij∗(x0) −
1
2n
n∑
i=1
Zij∗(x0),
and define the classifier Cn(x0) := 1{Tn(x0)≥0}. Our first main result is that this
classifier is universally consistent, in the following sense.
Theorem 2.2. Suppose that h → 0 and nα2h2d → ∞ as n → ∞. Then, for any
probability distribution P on Rd × {0, 1}, we have that EP (Cn)→ 0 as n→∞.
In comparison with classical universal consistency results, see for example The-
orem 6.2 of [6], we see that we take nα2h2d → ∞ rather than nhd → ∞. The
change in the exponent of h seems to be an unavoidable consequence of the privacy
constraints.
Our remaining results study the minimax rate of convergence of the excess risk of
our classifier over certain classes of distributions P , and also show that this matches
the minimax optimal rate of convergence under an α-LDP constraint. For a class
P of distributions of (X,Y ), for a privacy parameter α > 0 and for a sample size
n ∈ N, we will write
Rn,α(P) := inf
Q∈Qα
Cn
sup
P∈P
EP (Cn)
for the minimax excess risk, where the infimum is taken over all Markov kernels
Q ∈ Qα and all classifiers Cn depending only on the privatised data Z1, . . . , Zn.
We now introduce the classes of distributions over which our results will hold, and
note that they are very similar to those considered in [1]. Given β ∈ (0, 1] and L > 0
we will say that the distribution of (X,Y ) satisfies the (β,L)-Ho¨lder smoothness
condition if
|η(x′)− η(x)| ≤ L‖x− x′‖β
Classification under local differential privacy 5
for all x, x′ ∈ [0, 1]d. Given α ≥ 0 and C0 > 0 we will say that the distribution of
(X,Y ) satisifies the (γ,C0)-margin condition if
P(0 < |η(X) − 1/2| ≤ t) ≤ C0t
γ
for all t > 0. For c0, r0 > 0 we say that a Lebesgue measurable set A ⊂ [0, 1]
d is
(c0, r0)-regular if
λ{A ∩Bx(r)} ≥ c0λ{Bx(r)}
for all r ∈ (0, r0] and x ∈ A. Then for c0, r0, µ > 0 we will finally say that the
distribution of (X,Y ) satisfies the (c0, r0, µ)-strong density assumption if X has
a density f such that supp(f) := {x : f(x) > 0} ⊆ [0, 1]d is (c0, r0)-regular and
f(x) ≥ µ for all x ∈ supp(f). We then write θ = (β, γ,C0, L, c0, r0, µ) and P(θ)
for the class of all distribution of (X,Y ) that satisfy the (β,L)-Ho¨lder smoothness
condition, the (γ,C0)-margin condition, the (c0, r0, µ)-strong density assumption.
Our main theorem concerning minimax rates of convergence is the following.
Theorem 2.3. Fix θ = (β, γ,C0, L, c0, r0, µ) with β ∈ (0, 1], γ ∈ [0,∞) and C0, L, c0,
r0, µ ∈ (0,∞) such that βγ ≤ d. Then there exist c = c(d, θ) and C = C(d, θ) such
that, for all n ∈ N and α ∈ (0, 1], we have
c(nα2)
−β(1+γ)
2β+2d ≤ Rn,α(P(θ)) ≤ C(nα
2)
−β(1+γ)
2β+2d
Note that the rates are slower in the privatized setup than the rates obtained
by [1], n
−β(1+γ)
2β+d , in the classical setup. Such a loss was already noticed for mini-
max estimation of a probability density function with privatized data, see e.g. [8].
Theorem 2.3 is a consequence of Theorems 2.4 and 2.5 below.
The following result bounds the excess risk of this classifier and thus establishes
the upper bound on Rn,α(P(θ)) in Theorem 2.3. Note that the restriction to the case
β ∈ (0, 1] is mainly due to the regressogram that defines our classifier. A smoother
version should allow to cover cases for β > 1.
Theorem 2.4. Fix θ = (β, γ,C0, L, c0, r0, µ) with β ∈ (0, 1], γ ∈ [0,∞) and C0, L, c0,
r0, µ ∈ (0,∞). Then there exists A = A(d, β, γ, c0, r0, µ) > 0 such that
sup
P∈P(θ)
EP (Cn) ≤ AC0
{
Ld
(nα2)β/2
} 1+γ
d+β
.
The following lower bound complements our previous upper bound and completes
the proof of Theorem 2.3.
Theorem 2.5. Fix β ∈ (0, 1], γ ∈ [0,∞) and C0, L ∈ (0,∞) such that βγ ≤ d.
Then there exists c = c(d, β, γ, C0, L) such that, for all c0, r0, µ ∈ (0, c), n ∈ N and
α ∈ (0, 1] we have
Rn,α(P(β, γ,C0, L, µ)) ≥ c(nα
2)
−β(1+γ)
2β+2d .
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3. Proofs
Proof of Theorem 2.1. First consider i ∈ {1, . . . , n}. Any possible value of Xi pro-
duces a value Bi that is a binary array with at most 2
d non-zero entries; let b and b′
be any two such possible values. Then, writing f
(1)
Z|X(z|x) for the conditional density
of Zi given Xi, for any z ∈ R
Z
d
we have
fZ|X(z|x)
fZ|X(z|x′)
=
∏
j∈Zd
α
2d+2
e−α|zj−bj |/2
d+1
α
2d+2
e−α|zj−b
′
j |/2
d+1 = exp
(
α
2d+1
∑
j∈Zd
(|zj − b
′
j| − |zj − bj|)
)
≤ exp
(
α
2d+1
∑
j∈Zd
|bj − b
′
j |
)
≤ eα.
Since (Xi, Yi) ⊥⊥ Zi|Xi, this proves that α-LDP is respected for the first half of the
individuals. When i ∈ {n + 1, . . . , 2n} we have (Xi, Yi) ⊥⊥ Zi|(Xi, Yi). Since YiBi
is always a binary array with at most 2d non-zero entries, the same calculation as
above shows that α-LDP is also respected for the second half of the individuals.
This concludes the proof.
Proof of Theorem 2.2. As shorthand, when X = x0 and for i ∈ {1, . . . , n}, write
Wi =Wi(x0) := Zi+n,j∗(x0), Ui = Ui(x0) := Zij∗(x0) and
Tn = Tn(x0) =
1
n
n∑
i=1
(
Wi −
1
2
Ui
)
.
Using the fact that the moment generating function of a Laplace(α/2d+1) ran-
dom variable is given by λ 7→ 1/(1 − 22d+2λ2/α2) on (−α/2d+1, α/2d+1), for λ ∈
(−nα/2d+1, nα/2d+1) we have that
E
{
eλ(Tn−ETn)
}
=
[
E
{
e(λ/n)(W−U/2−EW−EU/2)
}]n
≤
{
e(1/8+1/32)λ
2/n2
(1− 2
2d+2λ2
n2α2
)(1 − 2
2dλ2
n2α2
)
}n
.
It therefore follows that, for t ∈ (0, 1],
P(Tn − ETn ≥ t)
≤ inf
λ∈(0,nα/2d+1)
exp
(
−λt+
5λ2
32n
− n log
(
1−
22d+2λ2
n2α2
)
− n log
(
1−
22dλ2
n2α2
))
≤ exp
(
−
nα2t2
22d+4
+
5nα4t2
24d+9
− n log
(
1−
α2t2
22d+6
)
− n log
(
1−
α2t2
22d+8
))
≤ exp
(
−
nα2t2
22d+6
)
,(3.1)
and similarly that the same bound applies to P(Tn − ETn ≤ −t).
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Now, writing X ∗x0 := {x ∈ R
d : ‖x− xj∗(x0)‖∞ < h}, we have that
E(Tn) = E
(
W1 −
1
2
U1
)
= E
[
1{X∈X ∗x0}
{η(X) − 1/2}
]
.
Define the set
Ω0 :=
{
x0 ∈ R
d : lim inf
h→0
P(‖X − x0‖∞ < h)
hd
> 0
}
.
and note that, for x0 ∈ Ω0 we have that nα
2
P(X ∈ X ∗x0)
2 ≥ nα2P(‖X − x0‖∞ ≤
h/2)2 → ∞, since we are assuming that nα2h2d → ∞. We will now establish that
P(X ∈ Ω0) = 1. By the Lebesgue decomposition theorem [e.g. Theorem 6.10(a),
14], there exist measures µ, ν on Rd such that µ is absolutely continous with respect
to Lebesgue measure and ν is singular with respect to Lebesgue measure, and such
that
P(X ∈ A) = µ(A) + ν(A)
for all measurable A ⊆ Rd. Define the sets
Ωµ :=
{
x0 ∈ R
d : lim inf
h→0
µ(Bx0(h))
hd
> 0
}
and
Ων :=
{
x0 ∈ R
d : lim inf
h→0
ν(Bx0(h))
hd
> 0
}
so that Ω0 = Ωµ ∪ Ων and hence that P(X 6∈ Ω0) ≤ µ(Ω
c
µ) + ν(Ω
c
ν). Since µ is
absolutely continuous, it has a density fµ and we have that Ωµ = {x0 ∈ R
d :
fµ(x0) > 0} and µ(Ω
c
µ) = 0.
We now turn to the singular part ν and write λ for Lebesgue measure. Since ν is
singular there exists a measurable set A ⊆ Rd such that ν(Ac) = 0 and λ(A) = 0.
Fixing an arbitrary ǫ > 0 we can always find an open set Oǫ such that A ⊆ Oǫ and
λ(Oǫ) < ǫ. Now for each x ∈ Ω
c
ν∩A we may choose rx ∈ (0, 1) such that Bx(rx) ⊆ Oǫ
and ν(Bx(5rx)) ≤ λ(Bx(5rx)). By the Vitali covering lemma [e.g. Theorem 1.24, 11]
there exists a countable subset I ⊂ Ωcν ∩ A such that the balls (Bx(rx))x∈I are
disjoint and such that Ωcν ∩A ⊆
⋃
x∈I Bx(5rx). Hence
ν(Ωcν) = ν(Ω
c
ν ∩A) ≤
∑
x∈I
ν(Bx(5rx)) ≤
∑
x∈I
λ(Bx(5rx))
≤ 5d
∑
x∈I
λ(Bx(rx)) ≤ 5
dλ(Oǫ) < 5
dǫ.
Since ǫ > 0 was arbitrary, we have that ν(Ωcν) = 0 and hence that P(X ∈ Ω0) = 1.
For x0 ∈ Ω0 we have that P(X ∈ X
∗
x0) > 0 and we may consider the event
Ω1 :=
{
x0 ∈ Ω0 : lim sup
h→0
∣∣∣∣ E(Tn)P(X ∈ X ∗x0) − {η(x0)− 1/2}
∣∣∣∣ = 0
}
.
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By the Lebesgue differentiation theorem [e.g. Lemma 4.1.2, 12] we have that P(X ∈
Ω1) = 1. For x0 ∈ Ω1 such that η(x0) 6= 1/2 we now have, writing δ =
1
2 |η(x0) −
1/2|P(X ∈ X ∗x0), that
(3.2) δ−1ETn(x0)→ 2 sign(2η(x0)− 1).
Moreover, for x0 ∈ Ω1, using (3.1) we also have
{
P(Tn(x0) < 0)− 1{η(x0)<1/2}
}
{2η(x0)− 1}
(
1{ETn≥δ,2η(x0)>1} + 1{ETn≤−δ,2η(x0)<1}
)
≤ P(Tn(x0) < 0)1{ETn≥δ,2η(x0)>1} + P(Tn(x0) ≥ 0)1{ETn≤−δ,2η(x0)<1}
≤ P(|Tn(x0)− ETn(x0)| ≥ δ)1{2η(x0)6=1} ≤ 2 exp
(
−
nα2δ2
22d+6
)
1{2η(x0)6=1} → 0,
where for the final convergence statement we have used the facts that x0 ∈ Ω0 and
nα2h2d →∞. It now follows from this and from (3.2) that for x0 ∈ Ω1 we have
{
P(Tn(x0) < 0)− 1{η(x0)<1/2}
}
{2η(x0)− 1}
≤ 2 exp
(
−
nα2δ2
22d+6
)
1{2η(x0)6=1} + 1{ETn≥δ,2η(x0)<1}
+ 1{ETn≤−δ,2η(x0)>1} + 1{|ETn|<δ,2η(x0)6=1}
≤ 2 exp
(
−
nα2δ2
22d+6
)
1{2η(x0)6=1} + 21{ ETn(x0)
δsign(2η(x0)−1)
≤−1,2η(x0)6=1}
+ 1{|ETn(x0)/δ|<1,2η(x0)6=1} → 0.
Hence, by the dominated convergence theorem [e.g. Theorem 1.34, 14], we have that
EP (Cn) = E
[{
P(Tn(X) < 0|X) − 1{η(X)<1/2}
}
{2η(X) − 1}
]
→ 0,
as required.
Proof of Theorem 2.4. We adopt the same notation as in the proof of Theorem 2.2
and recall that
E(Tn) = E
(
W1 −
1
2
U1
)
=
∫
X ∗x0
f(x){η(x) − 1/2} dx.
Now, if x belongs to Bx0(h/2) and given that ‖x0 − xj∗(x0)‖∞ < h/2, we get that
‖x− xj∗(x0)‖∞ < h. This implies that Bx0(h/2) ⊆ X
∗
x0 , so P(X1 ∈ X
∗
x0) ≥ c0µ(h/2)
d
whenever x0 ∈ supp(f) and h/2 ≤ r0. Thus, if η(x0) ≥ 1/2+L(2hd
1/2)β we therefore
have that
E(Tn) ≥
∫
X ∗x0
f(x){η(x0)− 1/2− L(2hd
1/2)β} dx
≥ c0µ(h/2)
d{η(x0)− 1/2 − L(2hd
1/2)β},(3.3)
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and similarly if η(x0) ≤ 1/2−L(2hd
1/2)β we have E(Tn) ≤ −c0µ(h/2)
d{1/2−η(x0)−
L(2hd1/2)β}. We can now bound the excess risk of our classifier by appropriately
partitioning {x ∈ [0, 1]d : η(x) 6= 1/2} according to the size of |η(x) − 1/2|. To this
end, define
X0 :=
{
x ∈ [0, 1]d : 0 < |η(x) − 1/2| ≤ 2L(2hd1/2)β
}
and, for each j = 1, 2, . . .,
Xj :=
{
x ∈ [0, 1]d : 2jL(2hd1/2)β < |η(x)− 1/2| ≤ 2j+1L(2hd1/2)β
}
.
Combining (3.1) and (3.3) we can now see that
EP (Cn) =
∫
supp(f)
f(x0)
{
P(Tn(x0) < 0)− 1{η(x0)<1/2}
}
{2η(x0)− 1} dx0
≤ 4L(2hd1/2)βP(X ∈ X0)
+
∞∑
j=1
∫
Xj
f(x0){2η(x0)− 1} exp
(
−
nα2
22d+6
[E{Tn(x0)}]
2
)
dx0
≤ 4L(2hd1/2)βP(X ∈ X0)
+
∞∑
j=1
2j+2L(2hd1/2)βP(X ∈ Xj) exp
(
−
nα2
24d+6−2β
dβc20µ
2L2h2d+2β22j
)
.
This motivates the choice of bandwidth h = (nα2L2µ2)−1/(2d+2β). With this choice,
there exists A = A(d, β) > 0 such that
EP (Cn) ≤
A
2β(1+γ)
C0(Lh
β)1+γ ≤ AC0
{
Ld
(nα2µ2)β/2
} 1+γ
d+β
.
Proof of Theorem 2.5. This result is proved by applying Theorem 3 of Duchi, Jordan
and Wainwright [8], which provides a private version of Assouad’s lemma, to the
construction used to establish the lower bound in Audibert and Tsybakov [1]. For
q ∈ N define J := {0, 1, . . . , q}d and consider the grid
Gq :=
{
xj =
(
2j1 + 1
4q
, . . . ,
2jd + 1
4q
)
: j ∈ J
}
.
Write nq(x) := argminx′∈Gq‖x − x
′‖ and for each j ∈ J let X˜j = {x ∈ [0, 1/2]
d :
j∗(x) = j}. For an integer m ≤ qd let {j(1), . . . , j(m)} ⊆ J be any subset of size
m, write Xi := X˜j(i) for i = 1, . . . ,m and write X0 := [0, 1]
d \
⋃m
i=1Xi so that
X0,X1, . . . ,Xm forms a partition of [0, 1]
d. Further, let u : [0,∞) → [0,∞) be non-
increasing and smooth such that
u(x) = 1 for x ∈ [0, 1/8] and u(x) = 0 for x ∈ [1/4,∞).
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Define φ(x) = LCφu(‖x‖) with Cφ chosen small enough that φ is (β,L)-Ho¨lder
smooth.
For each σ ∈ {−1,+1}m we now define a distribution Pσ of (X,Y ). Each of these
distributions has the same marginal distribution which, for some A0 ⊂ X0 sufficiently
regular with positive Lebesgue measure and w ∈ (0, 1/m], has a density given by
f(x) :=


(8q)dw/Vd if x ∈ Bx
j(i)
(1/(8q)) for some i = 1, . . . ,m
(1−mw)/λ(A0) if x ∈ A0
0 otherwise
,
where we write Vd := λ(B0(1)) =
πd/2
Γ(1+d/2) . We define the conditional distribution of
X|Y by writing ϕ(x) = q−βφ(q(x− nq(x))), ησ(x) := 1/2 when x ∈ X0 and
ησ(x) :=
1 + σiϕ(x)
2
when x ∈ Xi for i = 1, . . . ,m. With Cφ chosen sufficiently small we have that ησ is
(β,L)-Ho¨lder smooth for all values of σ ∈ {−1,+1}m. Moreover
Pσ(0 < |ησ(X)− 1/2| ≤ t) = mPσ(0 < φ(q(X − xj(1))) ≤ 2tq
β) = mw1{2tqβ≥LCφ},
so that the (γ,C0)-margin condition is satisfied when mw ≤ C0(
LCφ
2qβ
)γ .
Now let Cn be any classifier only depending on Z1, . . . , Zn and let Q ∈ Qα be
any privacy mechanism that satisfies α-LDP. If (X,Y ) ∼ Pσ then write M
(n)
σ for
the distribution of the privatised data (Z1, . . . , Zn). For any σ ∈ {−1,+1}
m, k =
1, . . . ,m and r ∈ {−1, 0,+1} we will write σk,r := (σ1, . . . , σk−1, r, σk+1, . . . , σm) and
we will write Lk,r for the likelihood ratio of M
(n)
σk,r to M
(n)
σk,0 . Then
sup
P∈P(θ)
EP (Cn) ≥ 2
−m
∑
σ∈{−1,+1}m
EPσ(Cn)
= 2−m
∑
σ∈{−1,+1}m
m∑
k=1
σk
∫
Xk
{Pσ(Cn(x) = 0)− 1{σk<0}}ϕ(x)f(x) dx
≥ 2−m
∑
σ∈{−1,+1}m:
σk=1
m∑
k=1
∫
Xk
Eσk,0
{
Lk,11{Cn(x)=0} + Lk,−11{Cn(x)=1}
}
ϕ(x)f(x) dx
≥ 2−m
∑
σ∈{−1,+1}m:
σk=1
m∑
k=1
∫
Xk
Eσk,0{min(Lk,1, Lk,−1)}ϕ(x)f(x) dx
=
1
2
m∑
k=1
{1− dTV(M
(n)
+k ,M−k)
(n)}
∫
Xk
ϕ(x)f(x) dx,
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where we write M
(n)
rk = 2
−(m−1)
∑
σ:σk=r
M
(n)
σ . With our choice of ϕ we have that
∫
Xk
ϕ(x)f(x) dx =
(8q)dw
Vd
∫
B0(1/(8q))
q−βφ(qx) dx = wLCφq
−β.
Now write Prk = 2
−(m−1)
∑
σ:σk=r
Pσ. Using Cauchy–Schwarz, Pinsker’s inequality
and Theorem 3 of Duchi, Jordan and Wainwright [8] we can see that
{
1
m
m∑
k=1
dTV(M
(n)
+k ,M
(n)
−k )
}2
≤
1
4m
m∑
k=1
{dKL(M
(n)
+k ,M
(n)
−k ) + dKL(M
(n)
−k ,M
(n)
+k )}
≤
2n(eα − 1)2
m
m∑
k=1
dTV(P+k, P−k)
2 = 2n(eα − 1)2w2L2C2φq
−2β.
Take q = ⌈C1(nα
2)1/(2β+2d)⌉, w = c2q
−d and m = ⌊C3q
d−βγ⌋ for some constants
C1, c2, C3. If C1 and C3 are chosen large enough then we have q ≥ 1 and m ≥ 2.
Moreover, mw ≤ c2C3q
−αβ so, for c2 small enough we have both w ∈ (0, 1/m]
and mw ≤ C0(
LCφ
2qβ
)γ . Furthermore, if c2 is chosen small enough then we have
2n(eα− 1)2w2L2C2φq
−2β ≤ 8nα2c22L
2C2φq
−2β−2d ≤ 8c22L
2C2φ ≤ 1/2. For these choices
of q, w,m we then have
sup
P∈P(θ)
EP (Cn) ≥
mwLCφ
4qβ
≥
C3c2LCφ
8qβ(1+γ)
≥ 2−β(1+γ)−3C3c2LCφ(nα
2)−
β(1+γ)
2β+2d .
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