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Abstract
In a previous work, we computed the fully off-shell effective action Γ and the corre-
sponding quantum-corrected supersymmetry (SUSY) transformation operator δǫ for the
so-called source-probe configuration in Matrix theory at one loop at order 4 in the deriva-
tive expansion, and showed that they satisfy the SUSY Ward identity δǫΓ = 0. In this
article, starting from the most general form of Γ, we demonstrate that, conversely, given
such δǫ the SUSY Ward identity determines Γ uniquely to the order specified above. Our
demonstration does not require the explicit knowledge of the quantum-corrected super-
symmetry transformation and hence strongly suggests that the uniqueness property would
persist to all orders in perturbation theory.
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1 Introduction
This is a continuation of the previous investigations [1, 2] on the question of the power of
supersymmetry (SUSY) in Matrix theory for M-theory [3, 4, 5].
Since its birth, Matrix theory has enjoyed numerous successes in a variety of contexts,
for which we refer the reader to an assortment of review articles [6]. A simple yet fun-
damental question is “why ?” Although a number of appealing reasons were presented in
the original proposal [3] and additional supportive arguments were subsequently supplied
in [7, 8], it is fair to say that the precise reason is yet to be identified.
Undoubtedly, one of the key ingredients must be the high degree of SUSY present in
the theory. Besides playing the crucial role of allowing the scattering states to exist, it
supports a variety of stable brane configurations expected of a proper representation of
M-theory. Furthermore, evidence has been accumulating [9, 10, 11, 12, 13, 14] that at
least for some restricted configurations it appears to be powerful enough to control the
dynamical details of the scattering. This is rather surprising since normally such a global
symmetry can only give certain relations among correlation functions and cannot fix the
scattering amplitudes.
Thus it is of great interest to know precisely how much is determined by SUSY. This re-
quires investigation of the off-shell correlation functions as well, i.e. of the effective action
without imposing the equations of motion. In contrast to the case with a small number
of SUSY, the theory with maximal SUSY, such as Matrix theory under consideration,
presents difficulties in answering to this question because the off-shell unconstrained su-
perfield formalism is not known and one is forced to deal with the component formalism.
In such non-covariant formulation, the SUSY algebra gets intimately intertwined with
gauge symmetry and does not close without the aid of the equations of motion. Besides,
the SUSY transformations for the effective action get non-trivial quantum corrections,
which makes the analysis quite cumbersome.
Nevertheless, in previous works we have made some progress in understanding the role
of SUSY for the fully off-shell effective action for the so-called the source-probe config-
uration, where a probe D-particle, with its position and the spin described respectively
by the bosonic coordinates rm(τ) and the fermionic coordinates θα(τ), interacts with a
large number of source D-particles all sitting at the origin. First the precise form of
the SUSY Ward identity, mixed with the gauge structure in essential ways, was derived
together with closed form expressions for the quantum-corrected SUSY transformation
laws [1]. This formalism was then explicitly applied to the simplest case, namely to the
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1-loop effective action at order 2 in the sense of the derivative expansion∗, and it was
found that, with the knowledge of the SUSY transformation, the SUSY Ward identity
completely fixed the form of the off-shell effective action to the order investigated. This
example, however, was not so significant since at this order the higher order derivatives,
such as acceleration etc., that do not vanish by the equation of motion nevertheless can
be eliminated by integration by parts.
The full significance of our off-shell machinery becomes apparent at order 4, where
complete elimination of higher derivatives is no longer possible. Since, unlike for order 2,
only a small portion of the fully off-shell 1-loop effective action Γ(1) was known at this
order, we had to first complete its computation, including all the spin effects [2]. This
was a horrendous task, involving manipulations of hundreds of terms in the intermediate
stages. However, with judicious use of SO(9) Fierz identities, including some new ones, the
result turned out to be much simpler than was expected. To check this result as well as for
its own interest, we also computed the quantum-corrected SUSY transformation operator
δǫ up to the relevant order. Although their forms were embarrassingly complicated, we
succeeded in verifying the Ward identity δǫ(Γ
(0) + Γ(1)) = 0, where Γ(0) is the tree-level
action.
The main purpose of the present work is to demonstrate that, conversely, given such
δǫ our Γ
(1) is in fact the unique solution to the SUSY Ward identity at one-loop at order
4. We shall show this in the following way: Let us write the most general effective action
up to 1-loop as Γ = Γ(0) + Γ(1) +∆Γ(1), where Γ(1) is our previous result and ∆Γ(1) is a
possible arbitrary addition at order 4. Then, expanding δǫ also to 1-loop as δǫ = δ
(0)
ǫ +δ
(1)
ǫ ,
the Ward identity δǫΓ = 0 is satisfied to the desired order if and only if δ
(0)
ǫ ∆Γ(1) = 0.
Writing ∆Γ(1) =
∫
dτ∆L(1), this is equivalent to
δ(0)ǫ ∆L
(1) =
dX
dτ
, (1.1)
where X is an arbitrary expression of order 3. What we shall do is to generate the most
general expressions for ∆L(1) and X allowed by SO(9) and discrete CPT symmetries and
demonstrate that the only solution is ∆L(1) = 0 up to a total derivative, i.e. ∆Γ(1) = 0.
It should be emphasized that our method actually does not rely on the detailed forms
of Γ(1) and δ
(1)
ǫ . We may take this as a strong indication that this uniqueness property
would persist to higher orders. Although restricted to the source-probe configuration, our
∗The concept of “order” in the derivative expansion is defined, as usual, as the number of time
derivatives plus half the number of fermions. For the importance of the derivative expansion scheme, see
the detailed discussions presented in [1].
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result reveals in a clear way the unusual power of maximal supersymmetry in controlling
even the off-shell structures of Matrix theory.
The organization of the rest of the article is as follows: In Sec. 2, we give a brief
description of Matrix theory and its “source-probe” configuration, to be studied in this
article. It includes the explanation of how supersymmetry, SO(9) symmetry and discrete
C-P-T symmetries act in this setting. The analysis of the SUSY Ward identity is per-
formed in Sec. 3. After elucidating our strategy, we describe how to generate the most
general form of ∆L(1) and the possible total derivative terms in its SUSY transform and
reduce them by the use of various Fierz identities to truly independent structures. Using
the results of these analyses, the SUSY Ward identity (1.1) is transformed into sets of lin-
ear coupled equations for the coefficients of such structures. Upon solving them we shall
find that ∆L(1) must identically vanish, demonstrating the uniqueness of the solution of
the Ward identity at 1-loop at order 4. Sec. 4 is devoted to discussion of the implication
of our result and some further remarks. In the Appendix, the Fierz identities used in the
main text are collected.
2 Preliminaries
The classical action for the U(N +1) Matrix theory in the Euclidean formulation is given
by
S0 =
∫
dτ Tr
(
1
2
[Dτ , X
m]2 −
g2
4
([Xm, Xn])2 +
1
2
ΘT [Dτ ,Θ]−
g
2
ΘTγm[Xm,Θ]
)
, (2.1)
Dτ ≡ ∂τ − igA . (2.2)
In this expression, Xmij (τ), Aij(τ) and Θα,ij(τ) are the (N +1)× (N +1) hermitian matrix
fields, representing the bosonic part of the D-particles, the gauge fields, and the fermionic
part of the D-particles, respectively. Dτ is the covariant derivative, γ
m are the real
symmetric 16× 16 SO(9) γ-matrices, and the vector index m runs from 1 to 9.
Among the number of important symmetries possessed by this action, our main focus
will be the supersymmetry. It carries 16 spinorial parameters ǫα and transforms the basic
fields as
δǫA = ǫ
TΘ , δǫX
m = −iǫTγmΘ , (2.3)
δǫΘ = i
(
[Dτ , Xm] γ
m +
g
2
[Xm, Xn] γ
mn
)
ǫ . (2.4)
Although the SUSY algebra closes only on-shell up to field-dependent gauge transforma-
4
tions, S0 is invariant under (2.3) and (2.4)
†.
For the present investigation, two additional symmetries play crucial roles. One is the
SO(9) symmetry. Besides giving restrictions on the forms of various quantities, it provides
highly non-trivial relations among terms involving fermions through numerous Fierz iden-
tities. The other is the discrete C-P-T symmetries inherited from the 10-dimensional super
Yang-Mills theory, from which the above action can be obtained by dimensional reduction.
To understand these symmetries properly, tentatively we go back to the Minkowski for-
mulation. Since the fermions in Matrix theory are Weyl-projected (as well as Mojorana),
P and T are separately violated while C and CPT symmetries remain preserved. Under
the C-transformation, the Minkowski fields transform as
Θα → Θ
T
α , A0 → −A
T
0 , Xm → −X
T
m , (2.5)
where the superscript T denotes the matrix-transposition. On the other hand, one finds
that the CPT-transformation does not transform the fields but flips the sign of the time-
derivative and effects i→ −i as it is anti-unitary.
Now let us give a brief description of the “source-probe” situation, on which our
investigation will be focused. It is the configuration of a (probe) D-particle interacting
with a large number, N , of (source) D-particles all sitting at the origin. This is expressed
by the splitting
Xm(τ) =
1
g
Bm(τ) + Y m(τ) , Θα(τ) =
1
g
θα(τ) + Ψα(τ), (2.6)
Bm(τ) = diag(rm(τ), 0, · · · , 0︸ ︷︷ ︸
N
) , θα(τ) = diag(θα(τ), 0, · · · , 0︸ ︷︷ ︸
N
) , (2.7)
where Bm(τ) and θα(τ) are the bosonic and the fermionic backgrounds expressing the
positions and the spin degrees of freedom of the D-particles respectively and Ym(τ) and
Ψα(τ) denote the quantum fluctuations around them. We will be interested in the fully
off-shell effective action Γ[rm, θα] of the probe D-particle after all the fluctuations are
integrated out. In other words, we shall not impose any equations of motion for rm(τ)
and θα(τ), i.e. they will be arbitrary functions of τ . At the tree level, the effective action
and the SUSY transformations take the form
Γ˜(0) =
∫
dτ
(
v2
2g2
+
θθ˙
2g2
)
, (2.8)
δ(0)ǫ r
m = −iǫγmθ , δ(0)ǫ θα = i(/vǫ)α . (2.9)
†Strictly speaking, this symmetry is not supersymmetry since the bose and fermi dergrees of freedom
do not match off-shell; it is a symmetry that becomes SUSY on-shell. Nevertheless, in this article we
shall call (2.3) and (2.4) SUSY transformations, following common usage.
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Here and hereafter, the dot means differentiation with respect to the Euclidean time τ
and we will use vm and am to denote r˙m and r¨m respectively. Contractions of the spinor
indices are often suppressed, so that θθ˙ stands for θαθ˙α, etc.
For the source-probe configuration described above, the restrictions imposed on the
effective action by the C and CPT symmetries, the SO(9) symmetry and the hermiticity
requirement can be worked out in the following way. Again to avoid misunderstanding
we must first go back to the Minkowski formulation, in which the time t is related to the
Euclidean time τ by t = −iτ , and then translate the results into the Euclidean language.
1. The C-transformation only affects rm as rm → −rm and dictates that the number
of rm’s must be even.
2. The SO(9) invariance imposes two types of restrictions. First, the spinors must
come in bilinears so that the spinor indices are contracted. Next, since the vector
indices must also be contracted to produce SO(9) singlets, the number of such
indices must be even. This together with the C-invariance above dictates that the
total number of γm’s must be even.
3. Let θ(m) denote the m-th t-derivative of θ. Then, any fermion bilinear of the form
θ(m)Aθ(n) with A a real matrix (such as γi1i2...ik) is anti-hermitian since (θ(m)Aθ(n))† =
θ(n)AT θ(m) = −θ(m)Aθ(n). Thus, a hermitian spinor bilinear, to be used as a building
block, must be of the form iθ(m)Aθ(n), i.e. with an overall i.
4. Now consider the CPT transformation. On the bosonic coordinates, its only effect
is to change the sign of the time derivative and hence we have rm → rm, vm → −vm,
etc. This is often referred to as “time-reversal” from the M-theory point of view. It
gives the well known restriction that the number of time-derivatives in the purely
bosonic terms must be even. On the other hand, due to an overall i, CPT transform
of a hermitian fermion bilinear iθ(m)Aθ(n) acquires an extra minus sign from i→ −i,
apart from the factors of −1 from the time-derivatives. This means that we can
count θ2 as one time-derivative as far as the CPT invariance is concerned. Combined
with the requirement for the bosonic part, this amounts to a remarkably simple
statement that CPT invariance is equivalent to demanding the “order”, as defined
in the sense of the derivative expansion, to be even.
Going back to the Euclidean formulation by t → −iτ , we can summarize the above
requirements as follows:
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• In constructing the effective Lagrangian, use i1+m+nθ(m)γi1i2...ikθ(n) as fermionic
building block and demand that the number of rm, the number of γm and the
“order” be all even.
This rule will facilitate the generation of the most general effective action, to be performed
in the next section.
3 Analysis of the SUSY Ward identity
3.1 Strategy
We begin the analysis of the SUSY Ward identity by explaining our strategy. As was
already explained in the introduction, in terms of the unintegrated quantities the Ward
identity we wish to analyze is
δ(0)ǫ ∆L
(1) =
dX
dτ
, (3.1)
where ∆L(1) is the most general effective Lagrangian possible at 1-loop at order 4 and X
stands for an arbitrary expression at order 3. To solve this equation, we expand ∆L(1)
and X in powers of θ in the manner
∆L(1) ≡ ∆L
(1)
θ0
+∆L
(1)
θ2
+∆L
(1)
θ4
+∆L
(1)
θ6
+∆L
(1)
θ8
, (3.2)
X ≡ Xǫ∂3θ +Xǫ∂2θ3 +Xǫ∂θ5 +Xǫθ7 . (3.3)
The subscripts indicate the structure of each term schematically and should be self-
explanatory. Now the tree-level SUSY variation δ
(0)
ǫ consists of δ
(0)
r which acts on rm
to add one θ and δ
(0)
θ that acts on θα to remove one θ. Thus, by substituting the expan-
sions (3.2) and (3.3) into the equation (3.1) and collecting terms with the same number
of θ’s, the Ward identity can be split into the following five equations:
δ(0)r ∆L
(1)
θ0
+ δ
(0)
θ ∆L
(1)
θ2
=
dXǫ∂3θ
dτ
, (3.4)
δ(0)r ∆L
(1)
θ2
+ δ
(0)
θ ∆L
(1)
θ4
=
dXǫ∂2θ3
dτ
, (3.5)
δ(0)r ∆L
(1)
θ4
+ δ
(0)
θ ∆L
(1)
θ6
=
dXǫ∂θ5
dτ
, (3.6)
δ(0)r ∆L
(1)
θ6
+ δ
(0)
θ ∆L
(1)
θ8
=
dXǫθ7
dτ
, (3.7)
δ(0)r ∆L
(1)
θ8
= 0 . (3.8)
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Our task then is to solve each of these equations to determine ∆L
(1)
θn . Since both ∆Lθn ’s
andXǫ∂nθm ’s are unknown, except for restrictions imposed by SO(9) and CPT symmetries,
one might at first sight suspect that the solution would not be unique. As we shall see,
this expectation will be refuted.
3.2 General form of the effective Lagrangian
We will generate the most general expressions for ∆L
(1)
θn ’s in following steps: First, we
enumerate all possible structures contributing to ∆L
(1)
θn at order 4, taking into account
the symmetry requirement spelled out at the end of the previous section. Next we will
eliminate all possible total derivative combinations. Finally, for terms containing 4 θ’s
or more, we apply appropriate SO(9) Fierz identities to reduce the expressions to truly
independent ones.
Let us describe this procedure for each ∆L
(1)
θn more explicitly. In the following, Ai ∼ Ei
will denote arbitrary constants.
Expression for ∆L
(1)
θ0
:
For the purely bosonic part, it is straightforward to see that there are 6 independent
terms, which can be chosen to be
∆L
(1)
θ0
=
A1 (r · v)
4
r11
+
A2 (r · a)
2
r7
+
A3 v
2 (r · v)2
r9
+
A4 v
2 (r · a)
r7
+
A5 v
4
r7
+
A6 a
2
r5
. (3.9)
Expression for ∆L
(1)
θ2
:
Similarly, it is not difficult to enumerate all possible terms with two θ’s and we find
the following 11 independent terms:
∆L
(1)
θ2
=+
B1 (θ¨θ˙)
r5
+
B2 (r · v)
2 (θ˙θ)
r9
+
B3 (r · a) (θ˙θ)
r7
+
B4 v
2 (θ˙θ)
r7
+
B5 rj vi (θ˙γ
ij θ˙)
r7
+
B6 rj vi (r · v) (θ˙γ
ijθ)
r9
+
B7 (r · v)
2 rj vi (θγ
ijθ)
r11
+
B8 v
2 rj vi (θγ
ijθ)
r9
+
B9 rj ai (θ˙γ
ijθ)
r7
+
B10 rj ai (r · v) (θγ
ijθ)
r9
+
B11 vi aj (θγ
ijθ)
r7
. (3.10)
Expression for ∆L
(1)
θ4
:
Beginning at this order with 4 θ’s, our task becomes much more difficult. In addition
to the number of allowed terms getting large, we must find judicious Fierz identities
to reduce them to independent expressions. Since these identities are rather involved,
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we shall relegate them to Appendix. They are generated by an efficient new algorithm
developed in the previous work[2].
After eliminating terms related by total derivatives, the ones contributing to ∆L
(1)
θ4
are found to be
(θγa1a2θ) (θ˙γa1a2 θ˙)
r7
,
(θγa1a2a3θ) (θ˙γa1a2a3 θ˙)
r7
,
(r · v) (θγa1a2θ) (θ˙γa1a2θ)
r9
,
(r · v) (θγa1a2a3θ) (θ˙γa1a2a3θ)
r9
,
(r · v)2 (θγa1a2θ)2
r11
,
(r · v)2 (θγa1a2a3θ)2
r11
,
ri1 ri2 (r · v)
2 (θγa1i1θ) (θγa1i2θ)
r13
,
ri1 ri2 (θγ
a1i2θ) (θ˙γa1i1 θ˙)
r9
,
ri1 ri2 (r · v) (θγ
a1i2θ) (θ˙γa1i1θ)
r11
,
ri1 ri2 (r · v)
2 (θγa1a2i1θ) (θγa1a2i2θ)
r13
,
ri1 ri2 (θγ
a1a2i2θ) (θ˙γa1a2i1 θ˙)
r9
,
v2 (θγa1a2θ)2
r9
,
v2 (θγa1a2a3θ)2
r9
,
ri1 ri2 (r · v) (θγ
a1a2i2θ) (θ˙γa1a2i1θ)
r11
,
v2 ri1 ri2 (θγ
a1i1θ) (θγa1i2θ)
r11
,
v2 ri1 ri2 (θγ
a1a2i1θ) (θγa1a2i2θ)
r11
,
ri1 vi2 (θ˙θ) (θγ
i1i2θ)
r9
,
ri1 vi2 (r · v) (θγ
a1i1θ) (θγa1i2θ)
r11
,
ri1 vi2 (r · v) (θγ
a1a2i1θ) (θγa1a2i2θ)
r11
,
ri1 vi2 (θγ
a1i1i2θ) (θ˙γa1θ)
r9
,
ri1 vi2 (θγ
a1i1θ) (θ˙γa1i2θ)
r9
,
ri1 vi2 (θγ
a1i2θ) (θ˙γa1i1θ)
r9
,
ri1 vi2 (θγ
a1a2i1θ) (θ˙γa1a2i2θ)
r9
,
ri1 vi2 (θγ
a1a2θ) (θ˙γa1a2i1i2θ)
r9
,
vi1 vi2 (θγ
a1i1θ) (θγa1i2θ)
r9
,
ri1 vi2 (θγ
a1a2i2θ) (θ˙γa1a2i1θ)
r9
,
vi1 vi2 (θγ
a1a2i1θ) (θγa1a2i2θ)
r9
,
ri1 ri2 vi3 vi4 (θγ
a1i1i3θ) (θγa1i2i4θ)
r11
,
ri1 ri2 vi3 vi4 (θγ
i1i3θ) (θγi2i4θ)
r11
,
ri1 vi2 (θγ
a1a2a3θ) (θ˙γa4a5a6a7θ) ǫa1a2a3a4a5a6a7i1i2
r9
. (3.11)
There are altogether 30 terms, which are not yet all independent. We now indicate how
they can be reduced to the independent ones by the use of Fierz identities.
First, several terms in the above list simply vanish due to the Fierz identities (A.1)
and (A.2). Next, the last term, the only term with the ǫ-tensor, can be rewritten into an
expression without it by using the identity (A.3). It becomes
ri1 vi2 (θγ
a1a2a3θ) (θ˙γa4a5a6a7θ) ǫa1a2a3a4a5a6a7i1i2
r9
= 720
ri1 vi2 (θ˙θ) (θγ
i1i2θ)
r9
. (3.12)
Similarly, we can relate various other terms by using the identities (A.4) ∼ (A.10).
After all possible such manipulations, the number of independent structures is reduced
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to 13 and we get
∆L
(1)
θ4
=
C1 (θ˙θ)
2
r7
+
C2 (θ˙γ
iθ)
2
r7
+
C3 ri rj (θ˙γ
iθ) (θ˙γjθ)
r9
+
C4 rj rk (θγ
ijθ) (θ˙γikθ˙)
r9
+
C5 rj rk (r · v) (θγ
ijθ) (θ˙γikθ)
r11
+
C6 rj rk (r · v)
2 (θγijθ) (θγikθ)
r13
+
C7 rj rk v
2 (θγijθ) (θγikθ)
r11
+
C8 ri vj (θ˙θ) (θγ
ijθ)
r9
+
C9 rj vk (θγ
ikθ) (θ˙γijθ)
r9
+
C10 rj vk (θγ
ijθ) (θ˙γikθ)
r9
+
C11 rj vk (r · v) (θγ
ijθ) (θγikθ)
r11
+
C12 vj vk (θγ
ijθ) (θγikθ)
r9
+
C13 ri rk vj vl (θγ
ijθ) (θγklθ)
r11
. (3.13)
Expression for ∆L
(1)
θ6
:
Now we come to the structures with 6 θ’s. The number of possible terms, disregarding
total derivatives, turned out to be 45. As they are too space-filling to be displayed here,
we shall only sketch the reduction steps.
First, a number of terms containing an ǫ-tensor can all be turned into those without
one by the identities (A.11)∼ (A.15) and (A.3). The remaining terms can then be reduced
by using the identities (A.16) ∼ (A.18) as well as those already used at O(θ4).
These manipulations drastically reduce the number of independent terms and we end
up with the following simple expression:
∆L
(1)
θ6
=
D1 rj rk (θ˙θ) (θγ
ijθ) (θγikθ)
r11
+
D2 rk rl (θγ
ijθ) (θγikθ) (θ˙γjlθ)
r11
+
D3 rl vk (θγ
ijθ) (θγikθ) (θγjlθ)
r11
+
D4 rj rk rl vm (θγ
ijθ) (θγikθ) (θγlmθ)
r13
. (3.14)
Expression for ∆L
(1)
θ8
:
Finally, we are left with the expression with 8 θ’s, the maximum number allowed
at order 4. Starting from 36 possible such expressions, application of appropriate Fierz
identities listed in the Appendix leads to
∆L
(1)
θ8
=
E1 (θγ
ijθ) (θγikθ) (θγjlθ) (θγklθ)
r11
+
E2 rk rm (θγ
ijθ) (θγikθ) (θγjlθ) (θγlmθ)
r13
+
E3 rj rk rm rn (θγ
ijθ) (θγikθ) (θγlmθ) (θγlnθ)
r15
. (3.15)
This agrees with the result of [9, 13], where the effective action without time-derivatives
of θ was considered.
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This completes the construction of the most general effective Lagrangian. We now
turn to the generation of allowed expression for the quantity X at order 3, from which we
produce the total derivative term dX/dτ in the basic Ward identity (3.1).
3.3 Generation of total derivative terms
The basic steps for generating the general order 3 expressions Xǫ∂mθn are quite similar to
the ones for ∆L
(1)
θn described in the previous section. Fortunately, we can argue that of
the four such Xǫ∂mθn ’s two of them, namely Xǫ∂3θ and Xǫ∂θ5, can be set to zero.
First, consider the terms of O(ǫ∂4θ) generated on the left-hand side (LHS) of (3.4).
Schematically, they can be grouped into the following 5 types:
Y1[r](ǫγ
∗θ(4)), Y2[r, v](ǫγ
∗θ(3)), Y3[r, v, a](ǫγ
∗θ¨),
Y4[r, v, a, a˙](ǫγ
∗θ˙), Y5[r, v, a, a˙, a¨](ǫγ
∗θ), (3.16)
where Y1 ∼ Y5 are functions of r(τ) and its derivatives and ∗ in γ
∗ stands for various sets
of vector indices. Since total derivatives can be absorbed into dXǫ∂3θ/dτ on the right-
hand side (RHS), the first 4 structures can be transformed into the last one in the list
by “integration by parts”. This process is unambiguous since there is only one θ involved
and we may simply transfer the derivatives on it to bosonic variables. Thus, Eq. (3.4) is
simplified to
Y5[r, v, a, a˙, a¨](ǫγ
∗θ) =
dXǫ∂3θ
dτ
. (3.17)
Now note that while the LHS has no derivatives of θ, d/dτ on the RHS necessarily produces
θ˙ for each term composing Xǫ∂3θ. This is a contradiction unless Xǫ∂3θ vanishes.
Similar argument applies to O(ǫ∂2θ5) terms in the Ward identity (3.6). In this case,
the structure of Xǫ∂θ5 is schematically
Xǫ∂θ5 ∼ Z1[r]ǫθ
4θ˙ + Z2[r]ǫθ
5r˙, (3.18)
where Z1[r] and Z2[r] are some functions of r(τ). The time derivative of this expression
produces either r¨n or θ¨α. However, the LHS of (3.6) can be transformed by integration
by parts to expressions without such double derivatives. Hence we may set Xǫ∂θ5 = 0.
For the remaining two entities Xǫ∂2θ3 and Xǫθ7, no such arguments apply and we must
generate all possible terms which are algebraically independent.
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Construction of Xǫ∂2θ3: There are 8 possible types of structures, up to total
derivatives:
type 1 : (ǫγ∗θ)(θγ∗θ)r¨n,
type 2 : (ǫγ∗θ)(θγ∗θ)r˙nr˙m,
type 3 : (ǫγ∗θ˙)(θγ∗θ)r˙n, type 3′ : (ǫγ∗θ)(θγ∗θ˙)r˙n,
type 4 : (ǫγ∗θ¨)(θγ∗θ)rn, type 4′ : (ǫγ∗θ)(θ¨γ∗θ)rn,
type 5 : (ǫγ∗θ)(θ˙γ∗θ˙)rn, type 5′ : (ǫγ∗θ˙)(θγ∗θ˙)rn.
Structures of type 3′ can be expressed in terms of those of type 3 by the use of the Fierz
identities of the type (ǫγ∗θ)(θγ∗θ˙) → (ǫγ∗θ˙)(θγ∗θ). Similarly, type 4′ and type 5′ terms
can be rewritten in terms of type 4 and type 5 terms respectively. Thus we only need to
consider the structures of type 1 ∼ type 5.
Possible type 1 terms are given by
ri1 (r · a) (ǫγ
a1a2i1θ) (θγa1a2θ)
r9
,
ai1 (ǫγ
a1a2i1θ) (θγa1a2θ)
r7
,
ri1 (r · a) (ǫγ
a1θ) (θγa1i1θ)
r9
,
ri1 ri2 ai3 (ǫγ
a1i1i3θ) (θγa1i2θ)
r9
,
ai1 (ǫγ
a1θ) (θγa1i1θ)
r7
,
ri1 ri2 ai3 (ǫγ
i1θ) (θγi2i3θ)
r9
,
ri1 (r · a) (ǫγ
a1a2a3i1θ) (θγa1a2a3θ)
r9
,
ai1 (ǫγ
a1a2a3i1θ) (θγa1a2a3θ)
r7
,
ri1 (r · a) (ǫγ
a1a2θ) (θγa1a2i1θ)
r9
,
ri1 ri2 ai3 (ǫγ
a1a2i1i3θ) (θγa1a2i2θ)
r9
,
ai1 (ǫγ
a1a2θ) (θγa1a2i1θ)
r7
,
ri1 ri2 ai3 (ǫγ
a1i1θ) (θγa1i2i3θ)
r9
.
(3.19)
By applying the Fierz identities (A.19) ∼ (A.23), they can be reduced to 5 independent
structures of the form
ri1 (r · a) (ǫγ
a1θ) (θγa1i1θ)
r9
,
ai1 (ǫγ
a1θ) (θγa1i1θ)
r7
,
ri1 ri2 ai3 (ǫγ
a1i1i3θ) (θγa1i2θ)
r9
,
ri1 ri2 ai3 (ǫγ
i1θ) (θγi2i3θ)
r9
,
ri1 ri2 ai3 (ǫγ
a1i1θ) (θγa1i2i3θ)
r9
. (3.20)
In a similar fashion, we can write down all possible independent terms of type 2 ∼
type 5. The details are omitted.
Assembling all five types of structures, we obtain Xǫ∂2θ3 consisting of 31 independent
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terms with unknown coefficients Fi:
Xǫ∂2θ3 =
F1 ri1 (r · a) (ǫγ
a1θ) (θγa1i1θ)
r9
+
F2 ai1 (ǫγ
a1θ) (θγa1i1θ)
r7
+
F3 ri1 ri2 ai3 (ǫγ
a1i1i3θ) (θγa1i2θ)
r9
+
F4 ri1 ri2 ai3 (ǫγ
i1θ) (θγi2i3θ)
r9
+
F5 ri1 (r · v)
2 (ǫγa1θ) (θγa1i1θ)
r11
+
v2 F6 ri1 (ǫγ
a1θ) (θγa1i1θ)
r9
+
F7 vi1 (r · v) (ǫγ
a1θ) (θγa1i1θ)
r9
+
F8 ri1 ri2 vi3 (r · v) (ǫγ
a1i1i3θ) (θγa1i2θ)
r11
+
F9 ri1 ri2 vi3 (r · v) (ǫγ
i1θ) (θγi2i3θ)
r11
+
F10 ri1 vi2 vi3 (ǫγ
a1i1i2θ) (θγa1i3θ)
r9
+
F11 ri1 vi2 vi3 (ǫγ
i2θ) (θγi1i3θ)
r9
+
F12 ri1 (r · v) (ǫγ
a1a2i1 θ˙) (θγa1a2θ)
r9
+
F13 vi1 (ǫγ
a1a2i1 θ˙) (θγa1a2θ)
r7
+
F14 ri1 (r · v) (ǫγ
a1 θ˙) (θγa1i1θ)
r9
+
F15 ri1 ri2 vi3 (ǫγ
a1i1i3 θ˙) (θγa1i2θ)
r9
+
F16 vi1 (ǫγ
a1 θ˙) (θγa1i1θ)
r7
+
F17 ri1 ri2 vi3 (ǫγ
i1 θ˙) (θγi2i3θ)
r9
+
F18 ri1 (r · v) (ǫγ
a1a2a3i1 θ˙) (θγa1a2a3θ)
r9
+
F19 vi1 (ǫγ
a1a2a3i1 θ˙) (θγa1a2a3θ)
r7
+
F20 ri1 (r · v) (ǫγ
a1a2 θ˙) (θγa1a2i1θ)
r9
+
F21 ri1 ri2 vi3 (ǫγ
a1a2i1i3 θ˙) (θγa1a2i2θ)
r9
+
F22 vi1 (ǫγ
a1a2 θ˙) (θγa1a2i1θ)
r7
+
F23 ri1 ri2 vi3 (ǫγ
a1i1 θ˙) (θγa1i2i3θ)
r9
+
F24 ri1 (ǫγ
a1a2i1 θ¨) (θγa1a2θ)
r7
+
F25 ri1 (ǫγ
a1 θ¨) (θγa1i1θ)
r7
+
F26 ri1 (ǫγ
a1a2a3i1 θ¨) (θγa1a2a3θ)
r7
+
F27 ri1 (ǫγ
a1a2 θ¨) (θγa1a2i1θ)
r7
+
F28 ri1 (ǫγ
a1a2i1θ) (θ˙γa1a2 θ˙)
r7
+
F29 ri1 (ǫγ
a1θ) (θ˙γa1i1 θ˙)
r7
+
F30 ri1 (ǫγ
a1a2a3i1θ) (θ˙γa1a2a3 θ˙)
r7
+
F31 ri1 (ǫγ
a1a2θ) (θ˙γa1a2i1 θ˙)
r7
.
(3.21)
Construction of Xǫθ6: The number of possible structures is 99, which is rather
non-trivial to generate. However, after proper use of Fierz identities, this gets drastically
reduced to the following expression consisting of just 4 terms with arbitrary constants Gi:
Xǫθ7 =
G1 ri1 (ǫγ
a1a2θ) (θγa2a3θ) (θγa3a4θ) (θγa1a4i1θ)
r11
+
G2 ri1 ri2 ri3 (ǫγ
a1θ) (θγa1i1θ) (θγa2i2θ) (θγa2i3θ)
r13
+
G3 ri1 ri2 ri3 (ǫγ
a1i3θ) (θγa2a3θ) (θγa3i2θ) (θγa1a2i1θ)
r13
+
G4 ri1 ri2 ri3 (ǫγ
a1a2θ) (θγa2i3θ) (θγa3i2θ) (θγa1a3i1θ)
r13
. (3.22)
This completes the construction of the most general X at order 3.
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3.4 Solution of the Ward identity
We are now ready to solve the Ward identities (3.4) ∼ (3.8). Although in the end we will
find that all the unknown coefficients vanish, we describe the consequence of each of these
equations separately.
First consider (3.4). SinceXǫ∂3θ = 0 as we argued, we only need to take the appropriate
SUSY variations of ∆L
(1)
θ0
and ∆L
(1)
θ2
, given in (3.9) and (3.10), remove the total derivatives
and set the result to zero. Collecting the structures of the same type, we get the equation
0 = δ(0)r L
(1)
θ0
+ δ
(0)
θ L
(1)
θ2
= −
(14B5 +B6 − 7B9 − 2B10) i rk vi aj (r · v) (ǫγ
ijkθ)
r9
−
(2A6 + 2B1) i a¨i (ǫγ
iθ)
r5
−
(2A4 − 4A5 − 10A6 − 5B1 − 2B4 − B9 − 2B11) i ai v
2 (ǫγiθ)
r7
−
(−2A3 − 7A4 − 7A5 +B6 − 2B8) i ri v
4 (ǫγiθ)
r9
−
(2A2 + 2A4 − 5A6 + 2B5) i ri a
2 (ǫγiθ)
r7
−
(−2A3 + 70A6 + 35B1 − 2B2 −B6 + 7B9 + 2B10) i ai (r · v)
2 (ǫγiθ)
r9
−
(−12A1 + 9A3 + 63A4 − 9B6 − 2B7) i ri v
2 (r · v)2 (ǫγiθ)
r11
−
33i A1 ri (r · v)
4 (ǫγiθ)
r13
−
21 iA2 ri (r · a)
2 (ǫγiθ)
r9
−
(−20A6 − 15B1 −B9) i a˙i (r · v) (ǫγ
iθ)
r7
−
(−4A3 − 14A4 + 28A5 − 2B2 + 7B4 − B6 + 2B8) i vi v
2 (r · v) (ǫγiθ)
r9
−
(18A3 + 9B2 + 9B6 + 2B7) i vi (r · v)
3 (ǫγiθ)
r11
−
(4A2 + 2A4 + 2B5 +B9) i ri (v · a˙) (ǫγ
iθ)
r7
−
(4A2 − 2A4 − 10A6 − 5B1 − 2B3 − 2B5) i ai (r · a) (ǫγ
iθ)
r7
−
(−2B5 +B9) i rk vi a˙j (ǫγ
ijkθ)
r7
−
(−14A2 − 2A3 − 14A4 +B6) i ri v
2 (r · a) (ǫγiθ)
r9
−
(−12A1 + 126A2) i ri (r · v)
2 (r · a) (ǫγiθ)
r11
−
(−28A2 − 4A3 + 14A4 − 2B2 + 7B3 + 14B5 − B6) i vi (r · v) (r · a) (ǫγ
iθ)
r9
−
(4A2 − 2A4 − B3 − 2B5) i vi (r · a˙) (ǫγ
iθ)
r7
+
28i A2 ri (r · v) (r · a˙) (ǫγ
iθ)
r9
−
2i A2 ri (r · a¨) (ǫγ
iθ)
r7
−
(4A2 + 2A4 − 8A5 −B3 − 2B4 +B9 + 2B11) i vi (v · a) (ǫγ
iθ)
r7
−
(−28A2 − 4A3 − 28A4 − 14B5 +B6 − 7B9 − 2B10) i ri (r · v) (v · a) (ǫγ
iθ)
r9
. (3.23)
This produces 23 relations for 17 unknowns, which appears to be an overdetermined
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system. However, the solutions do exist and we obtain the following 15 relations:
A1 = 0, A2 = 0, A3 = −
7
2
A4, A6 =
A4
5
,
B1 =
A4
5
, B2 =
−7A4
2
, B3 = A4, B4 = −A4 + 3A5, B5 =
A4
2
, B6 = −7A4,
B7 =
63A4
4
, B8 =
−7 (A4 −A5)
2
, B9 = A4, B10 =
−7A4
2
, B11 = −A5. (3.24)
Next we analyze the second Ward identity (3.5). Starting at this order, a large number
of terms are produced after taking the relevant SUSY variations on the LHS, which are
extremely difficult to fully simplify into independent structures by Fierz identities. Our
strategy is to perform such simplification as much as possible and then use an explicit
representation of the SO(9) γ-matrices to identify the coefficients of every independent
structure written in terms of the components of rm, θα and their derivatives. In this way,
the Ward identity is turned into a large set of coupled linear equations for the coefficients.
Solving them with the aid of Mathematica, we found that all the coefficients involved in
(3.5) vanish, namely,
Bi = 0 , (i = 1 ∼ 11) , Cj = 0 , (j = 1 ∼ 13) , Fk = 0 , (k = 1 ∼ 31) . (3.25)
Together with the previous result (3.24), this implies that Ai must all vanish as well.
The third Ward identity (3.6) was analyzed in an entirely similar fashion. The result
is that again all the relevant coefficients must vanish:
Ci = 0 , (i = 1 ∼ 13) , Dj = 0 , (j = 1 ∼ 4) . (3.26)
Likewise, the 4th Ward identity (3.7) turned out to dictate
Di = 0 , (i = 1 ∼ 4) , Ej = 0 , (j = 1 ∼ 3) , Gk = 0 , (k = 1 ∼ 4) . (3.27)
Finally, consider the last Ward identity (3.8). This is in fact the same as the relation
studied in [9]. Our result agrees with [9] and gave the following relations among the
coefficients Ei:
E1 =
2
143
E3, E2 =
4
13
E3. (3.28)
Since Ei’s must vanish by the previous equation, this is just a consistency check.
Putting the results of all the analyses together, we found a remarkable fact
∆Γ(1) = 0. (3.29)
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The precise meaning of this result is as follows: At 1-loop at order 4 in the derivative
expansion, the solution to the Ward identity δǫΓ = 0 regarded as a functional differential
equation for Γ is unique, provided that it exists. We would like to emphasize that, although
we must assume the existence of the solution (which of course is guaranteed in Matrix the-
ory), our demonstration does not make use of the explicit form of the quantum-corrected
δ
(1)
ǫ nor the knowledge of Γ(1): Only the structure of the tree-level SUSY transformation
law is relevant. We shall discuss the implication of this result further in the final section.
4 Discussions
Since the conclusion of our present study is extremely simple and clear, we shall in the
following discuss its implications and make some remarks.
The fundamental question that we have been trying to answer in the series of inves-
tigations is how much of the structures of Matrix theory is governed by its symmetries,
in particular by the supersymmetry. This requires the study of off-shell effective action
Γ as well, since at the quantum level the very notion of “on-shell” is defined by the full
quantum-corrected equations of motion generated by Γ. What we have found in this work
is that once we assume the existence of the quantum corrected SUSY transformation oper-
ator δǫ, then the SUSY Ward identity, together with SO(9) and CPT symmetries, dictates
that, as far as the structures that would appear at 1-loop at order 4 in the system de-
scribed by rm(τ) and θα(τ) are concerned, fixes the off-shell effective action uniquely. The
significance of our demonstration is that it does not refer to the underlying Matrix the-
ory. This we believe is an important step in understanding the genuine power of maximal
supersymmetry. As we have already mentioned in the introduction, our demonstration at
order 4 is quite non-trivial since we know that from this order the real dynamics starts,
namely that the S-matrix is non-trivial.
Would this property persist at higher orders? The fact that our logic was based solely
on the tree-level SUSY transformation laws and that our result at order 4 is highly unlikely
to be just an accident makes us feel that the answer ought to be yes. In fact we have
already developed an analytic scheme by which such a proof appears feasible. The details
will be presented in a forthcoming paper[15].
Finally, we wish to make a remark on the meaning of the real power of supersymmetry.
Although we have demonstrated the uniqueness of the solution of the SUSYWard identity,
it is not enough to claim that SUSY determines the dynamics. Obviously we have not
given prescriptions to compute δǫ and Γ without referring to Matrix theory. If it is at
16
all possible to prove such a claim, perhaps under some favorable conditions, one must
study the closure property of the effective SUSY transformations, which inevitably gets
intertwined with the knowledge of Γ itself. In other words, δǫ and Γ must be determined
simultaneously in a self-consistent manner. Investigation of this problem is left for future
study.
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Appendix: List of SO(9) Fierz identities
We list the SO(9) Fierz identities used to simplify various expressions. They are presented
in the order they are referred to in the text and classified by the number of uncontracted
indices called “free indices”.
Identities used at O(θ4):
• 0-free-index type:
(θγa1a2θ)(θγa1a2θ) = 0, (θγa1a2a3θ)(θγa1a2a3θ) = 0 . (A.1)
(θγa1a2θ) (θ˙γa1a2θ) = 0, (θγa1a2a3θ) (θ˙γa1a2a3θ) = 0 . (A.2)
• 2-free-index type with an ǫ-tensor:
(θγm1m2m3θ) (θ˙γa1a2a3a4θ) ǫa1a2a3a4ijm1m2m3 = 720(θ˙θ) (θγ
ijθ) . (A.3)
• Another 0-free-index type
(θ˙γa1a2θ)(θ˙γa1a2θ) = 6(θ˙θ)(θ˙θ) + 2(θ˙γa1θ)(θ˙γa1θ). (A.4)
• 2-free-index type
(θγa1a2iθ) (θγa1a2jθ) =2(θγa1iθ) (θγa1jθ) , (A.5)
(θγa1a2iθ) (θ˙γa1a2jθ) =8(θ˙θ) (θγijθ) + 2(θγa1jθ) (θ˙γa1iθ), (A.6)
(θγa1ijθ) (θ˙γa1θ) =(θγa1iθ) (θ˙γa1jθ)− 3(θ˙θ) (θγijθ)− (θγa1jθ) (θ˙γa1iθ), (A.7)
(θγa1a2θ) (θ˙γa1a2ijθ) =2(θ˙θ) (θγijθ)− 2(θγa1jθ) (θ˙γa1iθ) + 2(θγa1iθ) (θ˙γa1jθ), (A.8)
(θγa1a2jθ) (θ˙γa1a2iθ˙) =− 16(θ˙γiθ) (θ˙γjθ) + 2(θγa1iθ) (θ˙γa1j θ˙)− 16(θ˙θ) (θ˙γijθ)
− 4(θ˙θ)(θ˙θ) δij + 4(θ˙γ
a1θ)(θ˙γa1θ) δij . (A.9)
• 4-free-index type:
(θγa1ijθ) (θγa1klθ) =2(θγilθ) (θγjkθ)− 2(θγikθ) (θγjlθ)− 3(θγijθ) (θγklθ)
+ (θγa1jθ) (θγa1lθ) δik − (θγ
a1jθ) (θγa1kθ) δil
− (θγa1iθ) (θγa1lθ) δjk + (θγ
a1iθ) (θγa1kθ) δjl. (A.10)
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Identities used at O(θ6):
• 3-free-index type with an ǫ-tensor:
(θ˙γa1a2a3θ) (θγm1m2m3θ) ǫa1a2a3ijkm1m2m3 = 36(θ˙γ
a1ijθ) (θγa1kθ) + 144(θ˙γjθ) (θγikθ)
− 144(θ˙γiθ) (θγjkθ)− 36(θ˙γa1kθ) (θγa1ijθ) + 18(θ˙γa1a2θ) (θγa1a2jθ) δik
− 18(θ˙γa1a2θ) (θγa1a2iθ) δjk, (A.11)
(θ˙γa1a2a3a4θ) (θγm1m2θ) ǫa1a2a3a4ijkm1m2 = 72(θ˙γ
a1ijθ) (θγa1kθ) + 240(θ˙γkθ) (θγijθ)
+ 48(θ˙γjθ) (θγikθ)− 48(θ˙γiθ) (θγjkθ)− 72(θ˙γa1kθ) (θγa1ijθ)
+ 36(θ˙γa1a2θ) (θγa1a2jθ) δik − 36(θ˙γ
a1a2θ) (θγa1a2iθ) δjk, (A.12)
(θγa1a2a3θ) (θγm1m2m3θ) ǫa1a2a3ijkm1m2m3 = 0. (A.13)
• 4-free-index type with an ǫ-tensor:
(θγm1m2θ) (θγa1a2a3θ) ǫa1a2a3ijklm1m2 =− 24(θγ
ilθ) (θγjkθ) + 24(θγikθ) (θγjlθ)
− 24(θγijθ) (θγklθ). (A.14)
• 5-free-index type with an ǫ-tensor:
(θγa1a2iθ) (θγm1m2m3θ) ǫa1a2jklmm1m2m3 =
− 12(θγlmθ) (θγijkθ) + 12(θγkmθ) (θγijlθ)− 12(θγklθ) (θγijmθ)
− 12(θγjmθ) (θγiklθ) + 12(θγjlθ) (θγikmθ)− 12(θγjkθ) (θγilmθ)
− 12(θγimθ) (θγjklθ) + 12(θγilθ) (θγjkmθ)− 12(θγikθ) (θγjlmθ)
+ 12(θγijθ) (θγklmθ) (A.15)
• 1-free-index type:
(θγa1a2iθ)(θγa1a2θ) = 0 . (A.16)
• 3-free-index type:
(θγa1a2kθ) (θ˙γa1a2ijθ) = −8(θγjkθ) (θ˙γiθ) + 8(θγikθ) (θ˙γjθ) + 10(θγijθ) (θ˙γkθ)
− 2(θγa1ijθ) (θ˙γa1kθ) + 2(θγa1kθ) (θ˙γa1ijθ)
+ 2(θγa1a2jθ) (θ˙γa1a2θ) δik − 2(θγ
a1a2iθ) (θ˙γa1a2θ) δjk . (A.17)
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• 4-free-index type:
(θγa1ijθ) (θ˙γa1klθ) =− (θγjklθ) (θ˙γiθ) + (θγiklθ) (θ˙γjθ) + (θγijlθ) (θ˙γkθ)
− (θγijkθ) (θ˙γlθ)− 2(θγklθ) (θ˙γijθ)− (θγjlθ) (θ˙γikθ)
+ (θγjkθ) (θ˙γilθ) + (θγilθ) (θ˙γjkθ)− (θγikθ) (θ˙γjlθ)
− (θγijθ) (θ˙γklθ)− (θ˙θ) (θγjlθ) δik − (θγ
a1jlθ) (θ˙γa1θ) δik
+ (θγa1jθ) (θ˙γa1lθ) δik + (θ˙θ) (θγ
jkθ) δil + (θγ
a1jkθ) (θ˙γa1θ) δil
− (θγa1jθ) (θ˙γa1kθ) δil + (θ˙θ) (θγ
ilθ) δjk + (θγ
a1ilθ) (θ˙γa1θ) δjk
− (θγa1iθ) (θ˙γa1lθ) δjk − (θ˙θ) (θγ
ikθ) δjl − (θγ
a1ikθ) (θ˙γa1θ) δjl
+ (θγa1iθ) (θ˙γa1kθ) δjl . (A.18)
Identities used for total derivative terms:
• 1-free-index type:
(ǫγa1a2θ) (θγa1a2iθ) =− 2(ǫγa1θ) (θγa1iθ), (A.19)
(ǫγa1a2iθ) (θγa1a2θ) = + 2(ǫγa1θ) (θγa1iθ), (A.20)
(ǫγa1a2a3iθ) (θγa1a2a3θ) =− 6(ǫγa1θ) (θγa1iθ). (A.21)
• 3-free-index type:
(ǫγa1a2ijθ) (θγa1a2kθ) =2(ǫγa1ijθ) (θγa1kθ) + 10(ǫγkθ) (θγijθ) + 8(ǫγjθ) (θγikθ)
− 8(ǫγiθ) (θγjkθ)− 2(ǫγa1kθ) (θγa1ijθ)− 4(ǫγa1θ) (θγa1jθ) δik
+ 4(ǫγa1θ) (θγa1iθ) δjk, (A.22)
(ǫγa1kθ) (θγa1ijθ) =− (ǫγa1jkθ) (θγa1iθ) + (ǫγa1ikθ) (θγa1jθ) + 3(ǫγkθ) (θγijθ)
+ (ǫγjθ) (θγikθ)− (ǫγiθ) (θγjkθ) + (ǫθ) (θγijkθ)
− (ǫγa1θ) (θγa1jθ) δik + (ǫγ
a1θ) (θγa1iθ) δjk . (A.23)
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