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We study the Fock description of a quantum free field on the three-sphere with a
mass that depends explicitly on time, also interpretable as an explicitly time depen-
dent quadratic potential. We show that, under quite mild restrictions on the time de-
pendence of the mass, the specific Fock representation of the canonical commutation
relations which is naturally associated with a massless free field provides a unitary
dynamics even when the time varying mass is present. Moreover, we demonstrate
that this Fock representation is the only acceptable one, up to unitary equivalence,
if the vacuum has to be SO(4)-invariant (i.e., invariant under the symmetries of the
field equation) and the dynamics is required to be unitary. In particular, the analysis
and uniqueness of the quantization can be applied to the treatment of cosmologi-
cal perturbations around Friedmann-Robertson-Walker spacetimes with the spatial
topology of the three-sphere, like e.g. for gravitational waves (tensor perturbations).
In addition, we analyze the extension of our results to free fields with a time depen-
dent mass defined on other compact spatial manifolds. We prove the uniqueness of
the Fock representation in the case of a two-sphere as well, and discuss the case of
a three-torus.
PACS numbers: 04.62.+v, 04.60.-m, 98.80.Qc, 03.70.+k
1. INTRODUCTION
The quantization of a classical system is not a uniquely determined procedure. There
exist ambiguities in different steps of the process which generally lead to inequivalent
quantum theories and, hence, to different quantum physical descriptions. In standard
quantum mechanics, for systems with a finite number of degrees of freedom, these am-
biguities are usually resolved by adopting a strongly continuous, irreducible, and unitary
representation of the Weyl algebra associated with the linear phase space. The Stone-
von Neumann theorem [1] guarantees the uniqueness of the representation up to unitary
equivalence, which does not affect the physical content of the so-constructed quantum
theory. However, for infinite dimensional systems, an analog theorem does not exist in
generic situations. For instance, for linear quantum fields and assuming that it is possible
to adopt a Fock quantization, where a concept of particle is available, it is well known
that there exists an infinite number of inequivalent Fock representations of the Weyl rela-
tions [2]. In the case of Klein-Gordon fields in Minkowski spacetime, the symmetry of the
background spacetime is so large that it provides a criterion to select a unique represen-
tation, modulo unitary equivalence. Namely, one adopts the unique Fock representation
based on a Poincare´ invariant physical state, which can viewed as the vacuum. Poincare´
invariance suffices to select an essentially unique complex structure, which is the math-
ematical structure which encodes the physical freedom existing in the Fock quantization
(see e.g. Ref. [3] for a discussion). For less symmetric background spacetimes, one cannot
appeal to Poincare´ invariance in order to arrive at a unique Fock representation. Even so,
provided that the spacetime is at least stationary, one can still select a preferred complex
structure for a Klein-Gordon field by imposing some suitable energy criterion [4].
For generic curved spacetimes or for linear scalar fields with a time dependent mass
(or, equivalently, subject to a time dependent quadratic potential), the stationarity is
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lost. Then, in general, no uniqueness criterion exists and many unitarily inequivalent Fock
representations are possible, so that the quantum field physics is not uniquely determined.
In spite of this, some uniqueness theorems have been obtained recently for linear fields
in the context of quantum cosmology [5–8] invoking not only the symmetries of the field
equation, which are severely restricted for general curved spacetimes, but also the unitarity
of the quantum field dynamics. In more detail, the uniqueness of the Fock representation
has been proved for a linear free field with time dependent mass defined on the circle
[5, 6], or on the two-sphere under the requirement of axisymmetry [7, 8].
Apart from the academical interest of these examples of uniqueness theorems, their
physical interest comes from the symmetry reduction of general relativity by two spacelike
Killing vectors for compact spatial topologies. This symmetry reduction leads to a family
of cosmological models with inhomogeneities which was first studied by Gowdy [9]. Gowdy
classified the possible compact topologies, demonstrating that the spatial sections of the
spacetime must be homeomorphic to either the three-torus T 3, the three-sphere S3, or
the three-handle S2 × S1. The Gowdy cosmologies can be interpreted as a compact
homogeneous Bianchi universe containing gravitational waves. In the case of linearly
polarized waves, the infinite number of degrees of freedom present in the inhomogeneities
can be described in terms of a scalar field which satisfies a wave equation with a time
dependent mass term [7]. For Gowdy cosmologies with the topology of a three-torus,
the wave equation is that corresponding to a static (1 + 1)-dimensional spacetime whose
spatial manifold is a circle (equipped with the standard metric) [5, 10]. For the rest of
possible topologies in the Gowdy models, the wave equation corresponds to a static (1+2)-
dimensional spacetime, the spatial manifold being a two-sphere [8, 11]. In this later case,
in addition, the field which describes the gravitational waves has to be axisymmetric.
The Fock representation selected by the criteria of invariance of the vacuum under
the symmetries of the field equation and unitarity of the dynamics is the one which is
naturally associated with a free massless scalar field. In the proof of these uniqueness
theorems, a fundamental role is played by the compactness of the spatial sections of the
spacetime in which the field propagates. A natural question is whether these uniqueness
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results can be extended to linear fields with time dependent mass propagating in more
realistic spacetimes, maintaining the assumption of compact spatial topology. In partic-
ular, one is interested in (1 + 3)-dimensional spacetimes, corresponding to the actually
observed dimensionality. This would allow the application of the results to physically rel-
evant scenarios without the recourse to a lower dimensionality motivated from symmetry
reductions of general relativity.
In this work, we will focus our discussion on a linear field with time dependent mass
defined on S3. The interest of this case is manifold. Obviously, the analysis has a straight-
forward application for the quantization of test fields on a Friedmann-Robertson-Walker
(FRW) background with the spatial topology of a three-sphere. For a Klein-Gordon
scalar field, e.g., a rescaling by the scale factor of the FRW universe transforms the field
equation to the form of a linear wave equation with time dependent mass in a static
(1 + 3)-spacetime whose spatial manifold is S3 (with the standard metric). Besides, in a
suitable Lorentz gauge, the sourceless Maxwell equations on a FRW background with S3
spatial topology lead to field equations for the vector potential that are of the considered
form (i.e., wave equations for the propagation in the sphere) with a vanishing mass [12].
But the framework in which the discussion finds probably the most natural application
is in the treatment of perturbations of FRW spacetimes. The study of perturbations
around classical FRW cosmologies at first order (i.e., keeping in the field equations only
linear terms in the perturbations) was originally developed by Lifshitz [13]. An attempt to
provide a description of the perturbations free of the physical ambiguities introduced by
gauge freedom was made by Hawking [14]. Later, Olson obtained a covariant formulation
of the perturbative equations for the case of an isentropic perfect fluid in a background
with vanishing spatial curvature [15]. A truly gauge invariant formalism for the analysis of
generic cosmological perturbations was constructed by Bardeen [16, 17]. Without trying
to be exhaustive in the literature about cosmological perturbations, other aspects of linear
perturbations of FRW spacetimes can be found in Refs. [18, 19], specially for the case of
a scalar field with arbitrary potential in a flat FRW background.
In particular, for isotropic perturbations of the energy-momentum tensor (like e.g. for a
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perfect fluid) which are besides adiabatic, the gauge invariant energy density perturbation
amplitude, or equivalently the (only independent) Bardeen potential, satisfies a second
order linear differential equation which, after a rescaling by a suitable time function, can
be written as a wave equation with a time dependent mass term [16, 18]. This wave
equation is that of a static and homogenous (1 + 3)-spacetime with the same spatial
topology as the FRW background. In the case of a FRW universe whose spatial sections
are three-spheres, one arrives to a wave equation for a field on S3, precisely the case
that we will consider in detail in this work. Furthermore, the tensor perturbations of
a FRW spacetime, describing the content of gravitational waves, turn out to satisfy as
well a field equation of the considered form if the perturbations of the energy-momentum
tensor are isotropic: after a rescaling of their amplitudes by the FRW scale factor (and
adopting conformal time), one arrives at a wave equation for the tensor perturbations
which includes a time dependent mass [16]. Again, when the spatial topology of the FRW
universe is a three-sphere, these perturbations are given by a tensor field on S3.
For the case of a scalar field with nonvanishing (constant) mass as the matter content,
a detailed study of the perturbations of a FRW spacetime with the spatial topology
of S3 was carried out by Halliwell and Hawking in the context of quantum cosmology
[20]. From that work one can obtain (apart from the results about tensor perturbations
commented above) the equation satisfied by the perturbations of the matter field expanded
in harmonics on the three-sphere [12], in a gauge where the perturbations of the spatial
metric contain no tensor harmonics derived from the scalar ones [20]. After rescaling
the matter field perturbations by the FRW scale factor, a careful analysis of the resulting
equation in conformal time shows that the solutions for large harmonic number n (namely,
for large negative eigenvalue of the Laplace-Beltrami operator on S3) reproduce in fact
those for a free field on S3 in the presence of a time dependent mass term, up to asymptotic
corrections which do not affect the discussion presented in the rest of this work.
Then, the uniqueness that we will prove for the Fock representation of a linear scalar
field with time varying mass implies that, in all the examples commented above (and after
adopting the rescaling of the field indicated to arrive at the studied equation), one can
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select a preferred Fock quantization, picked up by the symmetries of the field equation
and the unitary implementation of the dynamics. Furthermore, we will discuss possible
extensions of our uniqueness result for compact spatial manifolds other than the three-
sphere. In particular, we will demonstrate that the uniqueness is reached as well for a
field on the two-sphere, without any need to impose axisymmetry (therefore generalizing
the results of Ref. [7]). In addition, we will comment on the case of a three-torus, which
finds application in the treatment of perturbations of a FRW spacetime with a flat and
compact spatial topology, according to our comments above.
The rest of the paper is organized as follows. Sec. 2 contains some basic considerations
about fields on S3 and their quantization with Fock techniques. We then show in Sec.
3 that the Fock representation associated with a free massless field provides a unitary
implementation of the dynamics even if a time dependent mass term is present in the
field equation (under quite mild conditions on the time dependence of the mass). Sec. 4
is devoted to prove that, if one restricts oneself to complex structures with the invariance
of the field equation and requires a unitary dynamics, all possible Fock representations
are unitarily equivalent. In this sense, the quantization is unique. The generalization of
the unitarity and uniqueness results for fields defined on compact spatial manifolds other
than S3 is discussed in Sec. 5, where we also present the conclusions. Finally, an appendix
is added which contains some calculations needed in the proof of uniqueness.
2. QUANTUM SCALAR FIELD ON S3
A. The field and its decomposition in harmonics
Let us consider a scalar field φ propagating in a globally hyperbolic, static (1 + 3)-
background whose spatial manifold is the three-sphere S3 equipped with the standard
metric, i.e., the metric induced from the Euclidean metric on E4:
hab = dχa ⊗ dχb + sin2 (χ) dθa ⊗ dθb + sin2 (χ) sin2 (θ) dσa ⊗ dσb. (1)
Here, σ ∈ S1 and the rest of coordinates have a range of π. The (1 + 3)-dimensional
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spacetime has the topology of I×S3, where I is an interval of the real line, and its metric
is gab = −dtadtb + hab.
The scalar field satisfies a linear wave equation which includes a time dependent mass
term, namely, a potential of the form V (φ) = f(t)φ2/2:
φ¨−∆φ+ f(t)φ = 0, (2)
where ∆ denotes the Laplace-Beltrami operator on S3, f(t) is a real function on I, and
the dot stands for the time derivative.
The canonical phase space Γ is the space of Cauchy data at some fixed time t0,
{(ϕ, P )} = {(φ|t0 ,
√
hφ˙|t0)} where h = sin2(θ) sin4(χ) is the determinant of the metric
on the spatial section S3. The symplectic structure (independent of the choice of time
section) is
Ω[(ϕ1, P1), (ϕ2, P2)] =
∮
d3x (ϕ2P1 − ϕ1P2) . (3)
The corresponding nonzero Poisson brackets are {ϕ(x), P (x′)} = δ(x− x′), where δ(x) is
the Dirac delta on S3, and x collectively denotes the (hyper)spherical coordinates on S3,
x := (χ, θ, σ).
It is clear from the field equation (2) that the group of rotations SO(4) is a group
of symmetries of the field dynamics, since the metric, and therefore the Laplacian, is
SO(4)-invariant. Upon quantization, we will therefore look for a unitary implementation
not just of the field dynamics, but of the group of symmetries SO(4) as well.
The most natural way to obtain a unitary implementation of a group of symmetries,
or more generally of any set of symplectic transformations, is to define the quantum
representation of the canonical commutation relations (CCR’s) by means of a state of the
Weyl algebra (interpretable as a vacuum) which is invariant under the transformations in
question. In the case of SO(4), a representation which is well known to be invariant is
the massless free field representation, since it is defined by a complex structure in phase
space which is determined exclusively by the metric and the Laplacian.
As we will see, the dynamics of our field turns out to be implemented also unitarily in
the free field representation for any (sufficiently regular) function f(t) in the field equation
(2).
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In order to discuss these issues in more detail, it is convenient to adopt a descrip-
tion of the field in terms of harmonics, i.e., solutions of the eigenvalue equation for the
Laplace-Beltrami operator [21]. As it is well known, fields on S3 admit a decomposition
in (hyper)spherical harmonics [12, 13, 20, 22], just like in the more familiar S2 case. Thus,
the scalar field φ(t, x) can be written as a linear combination of modes Qnℓm(x), which
are eigenfunctions of the Laplace-Beltrami operator ∆ with eigenvalue −n(n+ 2), where
n = 0, 1, 2, . . . Explicitly,
φ(t, x) =
∑
n,ℓ,m
Anℓm(t)Qnℓm(x), (4)
where the coefficients Anℓm are functions of time and ℓ and m take the values ℓ = 0, . . . , n
and m = −ℓ, . . . , ℓ, respectively. The scalar harmonics Qnℓm, normalized with respect to
the volume element on S3, have the form
Qnℓm(χ, θ, σ) = 2
ℓ+ 1
2 (ℓ!)
√
(n− ℓ)!(n+ 1)
π(n + ℓ+ 1)!
sinℓ(χ)C
(ℓ+1)
n−ℓ [cos(χ)]Yℓm(θ, σ), (5)
where Yℓm are the usual spherical harmonics on S
2 and C
(ℓ+1)
n−ℓ [cos(χ)] denote the Gegen-
bauer polynomials [23, 24]. With fixed n, the functions Qnℓm span an irreducible repre-
sentation of SO(4) of dimension (n+ 1)2 (see e.g. Ref. [12]).
Let us restrict our discussion to the particular case of a real field. We start by writing
down an alternative expression for the decomposition (4) of a (generally complex) field φ
which is better adapted to the real case,
φ =
∑
n,ℓ
qnℓ0Qnℓ0 +
√
2
∑
n,ℓ,m>0
qnℓm ℜ[Qnℓm] +
√
2
∑
n,ℓ,m>0
qnℓ−mℑ[Qnℓm]. (6)
Here, the integer m is strictly positive in the last two sums, and the symbols ℜ and ℑ
denote, respectively, the real and imaginary parts. We note first that the well known
behavior of the spherical harmonics under complex conjugation,
Y ∗ℓm = (−1)mYℓ−m, (7)
implies a similar behavior for the scalar harmonics on S3,
Q∗nℓm = (−1)mQnℓ−m, (8)
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because the remaining factors in Qnℓm are real and independent of m [see Eq. (5)]. In
addition, the functions Qnℓ0 are real as well. Therefore a general real field is obtained just
by restricting all considerations to real coefficients in the decomposition (6).
Thus, the configuration space of a real scalar field in S3 is in one-to-one correspondence
with the space of all real coefficients
{(qnℓm); n = 0, 1, . . . ; ℓ = 0, . . . , n; m = −ℓ, . . . , ℓ}. (9)
Taking into account the field equation (2), the orthogonality properties of the harmon-
ics Qnℓm, and relation (8), it is straightforward to see that these modes obey completely
decoupled equations of motion, which moreover depend only on n. In particular, all the
modes qnℓm with the same n satisfy the same equation of motion:
q¨nℓm +
(
ω2n + f
)
qnℓm = 0, (10)
where
ω2n := n(n+ 2). (11)
Note that, if we call k := n+ 1, we have ω2k = k
2 − 1 with the above definition. Actually,
we might absorb the contribution of −1 in ω2k by redefining f(t), and then work in the
unit mass representation, with ωk = k. Since this will obscure the interpretation of the
quantities appearing in our discussion, we will continue to use the mode number n as our
label and the original function f in our equations.
So, as we have seen, the modes qnℓm describe completely decoupled degrees of freedom.
We will call Qn the corresponding subset of the full configuration space associated with a
fixed n, i.e., Qn is the linear space of dimension (n+1)2 spanned by the modes qnℓm with
the same label n (while ℓ ∈ {0, . . . , n} and in turn m ∈ {−ℓ, . . . , ℓ}).
The momentum variables canonically conjugate to the above configuration variables
are pnℓm = q˙nℓm. From the basic Poisson bracket between ϕ and P and the orthogonality
of the scalar harmonics, one can check that qnℓm and the introduced pnℓm form a complete
set of variables in phase space which is canonical, i.e.,
{qnℓm, pn′ℓ′m′} = δnn′δℓℓ′δmm′ , (12)
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with all other Poisson brackets between this set of variables being equal to zero.
Clearly, each space Qn, as well as the corresponding momentum space Pn, carries an
irreducible representation of SO(4) of dimension (n+ 1)2. Moreover, the representations
realized in Qn and in Pn are actually the same.[∗]
B. Fock Quantization
One can put forward a Schro¨dinger representation of the CCR’s on a Hilbert space
H = L2(Q, µ) of square integrable (complex-valued) functions on the infinite dimensional
linear space Q given by the direct sum of all the spaces Qn. For the sake of simplicity
in the presentation, we will drop from now on the n = 0 mode.[†] The measure µ is
the Gaussian measure on Q, obtained from the product of the 1-dimensional Gaussian
measures, one per each degree of freedom, defined by the frequencies ωn. More precisely,
the measure is
dµ =
∏
n,ℓ,m
(√
ωn
π
e−ωnq
2
nℓm dqnℓm
)
. (13)
The (µ-compatible) basic operators of configuration and momentum act as multiplicative
and derivative operators, respectively,
qˆnℓmΨ = qnℓmΨ, pˆnℓmΨ = −i ∂
∂qnℓm
Ψ+ iωnqnℓmΨ, (14)
where Ψ ∈ H is arbitrary.
The constructed representation is just the one which is naturally associated with the
free massless field. In this respect, let us point out that the above representation is defined
[∗] This means that the matrices representing SO(4)-rotations are the same in Qn and Pn, if one adopts
the respective bases provided by {qnℓm} and {pnℓm}.
[†] It is a single mode, decoupled from the remaining degrees of freedom, and which can be quantized,
at least for nonnegative mass functions f(t), using the standard Schro¨dinger representation, with the
Lebesgue measure on R. Besides, the action of SO(4) on this mode is trivial. Therefore, provided
that f(t) is nonnegative, the n = 0 mode plays no role in the discussion of unitarity and uniqueness
of the quantum representation. The full Hilbert space for the scalar field is then the tensor product of
L2(R, dq000) with H.
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by a complex structure j0 on the canonical phase space which takes the form [3]
j0

 ϕ
P

 =

 0 −(−h∆)−1/2
(−h∆)1/2 0



 ϕ
P

 . (15)
Let us remind that a complex structure is the mathematical structure that encodes the
ambiguity which is physically relevant in the Fock quantization (or, equivalently, in its
Schro¨dinger counterpart). A complex structure J is a symplectic transformation in phase
space that is compatible with the symplectic structure [in the sense that the combination
Ω(J ·, ·) provides a positive definite bilinear map], and such that its square equals minus
the identity, J2 = −1 (see Refs. [2, 3, 25] for details on the way in which a complex
structure determines a Fock representation –and/or the corresponding Schro¨dinger one).
The complex structure (15) is obviously invariant under the action of SO(4), a fact
which immediately leads to a unitary implementation of the symmetry group. Of course,
the complex structure is also time-translation invariant, a property which ensures a uni-
tary implementation of the free field dynamics. Note however that no dynamically invari-
ant complex structure is expected to exist when the field equation (2) is considered, for
a generic function f(t). We will then follow the strategy of considering SO(4)-invariant
complex structures (there are plenty of those, as we will see) which, rather than being
invariant under the evolution, allow one at least to obtain a unitary implementation of
the field dynamics.
In order to discuss whether the dynamics is unitary, it is more convenient to replace
the canonical variables (qnℓm, pnℓm) with the annihilation-like variables
anℓm =
1√
2ωn
(ωnqnℓm + ipnℓm) , n = 1, 2, . . . , (16)
and the creation-like variables provided by their complex conjugates a∗nℓm. We will use
this set of complex variables as coordinates for the inhomogeneous sector (n 6= 0) of the
canonical phase space. Note that the variables (16) correspond to the annihilation oper-
ators of the considered quantum representation. Precisely because of that, the complex
structure j0 given in Eq. (15) takes a particularly simple form with respect to these
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variables: it is block diagonal and completely defined by
j0(anℓm) = ianℓm, j0(a
∗
nℓm) = −ia∗nℓm, ∀n, ℓ,m. (17)
As a consequence of the decoupling between degrees of freedom, the finite transfor-
mations generated by the dynamics are linear symplectic transformations which can be
decomposed in 2 × 2 blocks, one for each fixed pair (anℓm, a∗nℓm). Thus, the classical
evolution of the annihilation and creation-like variables from time t0 to time t is totally
determined by a discrete set of 2×2 matrices Unℓm(t, t0). Furthermore, since the dynami-
cal equations (10) are independent of ℓ and m, the same is true for the evolution matrices,
i.e., 
 anℓm(t)
a∗nℓm(t)

 = Unℓm(t, t0)

 anℓm(t0)
a∗nℓm(t0)

 = Un(t, t0)

 anℓm(t0)
a∗nℓm(t0)

 , (18)
Unℓm(t, t0) :=

 αnℓm(t, t0) βnℓm(t, t0)
β∗nℓm(t, t0) α
∗
nℓm(t, t0)

 = Un(t, t0) :=

 αn(t, t0) βn(t, t0)
β∗n(t, t0) α
∗
n(t, t0)

 . (19)
Here, αn(t, t0) and βn(t, t0) are Bogoliubov coefficients for the evolution equations (10),
which therefore depend on the specific function f(t). Since Un(t, t0) provides a symplecto-
morphism, one can easily check that, for any value of t0 and ∀n, |αn(t, t0)|2−|βn(t, t0)|2 = 1
for all t ∈ I.
3. UNITARY DYNAMICS
We will now show that the field dynamics is implemented as a unitary transformation
in the quantum representation defined by j0 even if the field possesses a nonconstant mass,
at least under quite mild conditions on the time dependence of this mass and in spite of
the loss of time invariance of the system.
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A. Conditions for a unitary implementation
Let us consider the operators aˆnℓm, related to the operators qˆnℓm and pˆnℓm [introduced
in Eq. (14)] by means of the linear relations (16). As mentioned above, these are the
annihilation operators of the j0-representation.
In the Heisenberg picture, time evolution in the quantum theory is, in principle, given
again by the Bogoliubov transformation (19), what means that the operators (aˆnℓm, aˆ
†
nℓm)
at time t0 evolve to operators (aˆnℓm(t), aˆ
†
nℓm(t)) at time t according to the same transfor-
mation: 
 aˆnℓm(t)
aˆ†nℓm(t)

 =

 αn(t, t0) βn(t, t0)
β∗n(t, t0) α
∗
n(t, t0)



 aˆnℓm
aˆ†nℓm

 . (20)
The question that we want to address is whether or not these transformations as a whole
(∀n, ℓ, and m) can be unitarily implemented, i.e., if they correspond to a unitary trans-
formation U(t, t0) in the Hilbert space H.
The main advantage of using the variables (16) is that the condition for unitary imple-
mentability can be rephrased in a simple form. In general, a symplectic transformation
R can be unitarily implemented on a Fock representation, constructed from a complex
structure J , if and only if R+JRJ is an operator of the Hilbert-Schmidt type on the cor-
responding 1-particle Hilbert space [26, 27]. Equivalently, R is implementable as a unitary
transformation if and only if J −RJR−1 is a Hilbert-Schmidt operator (note that each of
these conditions ensures that the representations defined by the complex structures J and
RJR−1 are unitarily equivalent, something which is essentially the definition of unitary
implementability). In the case of the family of symplectic transformations defined by the
classical dynamics, specified by the matrices Un(t, t0), the Hilbert-Schmidt condition for
a unitary implementation in the j0-Fock representation becomes a square summability
condition on the coefficients βnℓm, namely,
∞∑
n=1
n∑
ℓ=0
ℓ∑
m=−ℓ
|βnℓm(t, t0)|2 <∞ ∀t ∈ I, (21)
given a fixed reference time t0.
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In the present case, owing to the independence of the equations of motion (10) with
respect to ℓ and m, we have
∞∑
n=1
n∑
ℓ=0
ℓ∑
m=−ℓ
|βnℓm(t, t0)|2 =
∞∑
n=1
gn|βn(t, t0)|2, (22)
where the degeneracy factor gn = (n + 1)
2 counts the number of degrees of freedom
with the same dynamics. Thus, the unitary implementability condition becomes a square
summability condition for the sequences
√
gnβn(t, t0), i.e.,
∞∑
n=1
gn|βn(t, t0)|2 <∞, (23)
where the coefficients βn are those corresponding to the differential equations
q¨n +
(
ω2n + f
)
qn = 0. (24)
B. Asymptotic dynamics and unitarity
In order to elucidate whether condition (23) is fulfilled, we are interested in investigat-
ing the large n-limit of the coefficients βn, and therefore the behavior of the solutions to
the differential equation (24) for large n.
Let us start by writing the general solution to that equation of motion in the form
qn(t) = An exp[ωnΘn(t)] + A
∗
n exp[ωnΘ
∗
n(t)]. (25)
For each n, An is a complex constant related to the initial conditions and Θn is a particular
(complex) solution of the equation
ωnΘ¨n + ω
2
nΘ˙
2
n + ω
2
n + f = 0, (26)
which is obtained from Eqs. (24) and (25).
We fix the arbitrariness in the solution Θn of the above equation by means of the initial
conditions Θn(t0) = 0 and Θ˙n(t0) = −i, ∀n. A simple analysis shows that this is always
possible (see Ref. [7] for details). This choice is motivated by the free massless scalar field
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case [i.e., the case with f(t) = 0], for which Θ˙n = −i is satisfied not only initially, but at
all times.
By working out the relation between the canonical data (qn(t0), q˙n(t0)) and the com-
plex constant An in Eq. (25), one can easily obtain the evolution matrices in terms of
the canonical variables. Finally, changing from those variables to the annihilation and
creation-like variables, it is straightforward to deduce the expression of the Bogoliubov
coefficients αn(t, t0) and βn(t, t0) appearing in the evolution matrices (19). We get
αn(t, t0) =
1
2
eωnΘn(t)
[
1 + i Θ˙n(t)
]
, (27)
βn(t, t0) =
1
2
eωnΘ
∗
n(t)
[
1 + i Θ˙∗n(t)
]
. (28)
As an aside we note that, in the equations of motion (24), the term ω2n dominates
over the n-independent mass term f(t) in the limit of large n; we thus expect that the
solutions qn(t) converge to those corresponding to the free massless case (for the same
initial conditions), at least for sufficiently regular functions f(t).
In order to see that the asymptotic corrections to this behavior for large n do not
affect unitarity, we only need to analyze the unitary implementability condition (23),
which translates now into
∞∑
n=1
gne
2ωnℜ[Θ∗n(t)]|1 + i Θ˙∗n(t)|2 <∞ ∀t ∈ I. (29)
In the following we will therefore focus on the behavior of Θn for large n.
It is convenient to write the functions Θ˙n in the form
Θ˙n = −i+ Wn
ωn
, (30)
so that the expected asymptotic limit, for large n, is already singled out. From Eq. (26),
it follows that the functions Wn satisfy the first-order differential equations
W˙n = 2iωnWn −W 2n − f, (31)
with the initial conditionsWn(t0) = 0, deduced from the above conditions on the functions
Θ˙n. In addition, recalling that Θn(t0) = 0, we obtain
Θn = −i(t− t0) +
∫ t
t0
dt¯
Wn(t¯)
ωn
. (32)
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Condition (29) can then be rewritten as
∞∑
n=1
gne
2
∫
t
t0
ℜ[Wn] |Wn(t)|2
ω2n
<∞ ∀t ∈ I. (33)
We will now prove that, in the large n-limit, the desired solutions to Eq. (31) possess
“ultraviolet modes” of order 1/n, such that the unitarity condition (33) is satisfied. The
argument goes as follows. In the limit of large n, the term W 2n in Eq. (31) is dominated
by the term linear in Wn, whose coefficient grows with n [see Eq. (11)]. One can then
start by neglecting the quadratic termW 2n , show that the resulting linear equation admits
solutions W¯n of order 1/n, and check that, in the limit of large n, the contribution of the
quadratic term for such solutions is in fact negligible in the original differential equation.
Let us then consider the linear differential equation obtained from Eq. (31) after
removing the quadratic term:
˙¯Wn = 2iωnW¯n − f. (34)
The solution to Eq. (34) satisfying the initial condition Wn(t0) = 0 is
W¯n(t) = − exp(2iωnt)
∫ t
t0
dt¯ f(t¯) exp(−2iωnt¯), (35)
and an integration by parts leads to
W¯n(t) = −if(t)
2ωn
+
if(t0) e
2iωn(t−t0)
2ωn
− exp(2iωnt)
2iωn
∫ t
t0
dt¯ f˙(t¯) exp(−2iωnt¯). (36)
The absolute value of the last term in Eq. (36) is bounded by
∫ t
t0
dt |f˙ |/(2ωn). One
therefore concludes that there is a function C(t), independent of n, such that the absolute
value of the solutions (35) is bounded by C(t)/ωn. To reach this conclusion, it is sufficient
that the derivative of the function f(t) exists and is integrable in every closed interval
[t0, t] (or [t, t0]) of I.
We now return to the original differential equation (31). Since the quadratic term W¯ 2n
is bounded in absolute value by C(t)2/ω2n, it is negligible, in particular compared with
the linear term in Eq. (31). Therefore, the functions W¯n(t) defined in formula (35) can
be taken as asymptotic solutions of Eq. (31) in the limit of large n, up to higher order
corrections.
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Finally, we can show that the unitary implementability condition is indeed fulfilled.
From our arguments above and the fact that gn = (n+ 1)
2 and ω2n = n(n+ 2), it is clear
that the summand in condition (33) has the same asymptotic behavior as |Wn|2 for large
n. But |Wn|2 is certainly summable since, apart from subdominant terms which do not
affect the summability, |Wn|2 is bounded by C(t)2/ω2n. So, the unitary implementability
condition is satisfied.
4. UNIQUENESS OF THE QUANTIZATION
We have just seen that there is a Fock representation, determined by an SO(4)-invariant
complex structure, which allows a unitary dynamics for the scalar field with a time de-
pendent mass. The question we want to address now is that of uniqueness. Are there
distinct representations with the same properties? We will show that the answer is in the
negative. Although there are in fact infinitely many distinct, i.e., non-unitarily equiva-
lent, SO(4)-invariant Fock representations, we will show that the requirement of a unitary
implementation of the field dynamics selects in fact a unique unitary equivalence class of
representations.
A. Invariant complex structures
Let us restrict our considerations from now on exclusively to complex structures J
that are invariant under the action of the symmetry group, i.e., such that T−1JT = J ,
∀T ∈ SO(4). We will refer to such complex structures simply as invariant ones.
A characterization of invariant complex structures is easily obtained by employing
Schur’s lemma as follows (see Ref. [11]). The phase space Γ can be decomposed as the
direct sum
Γ =
⊕
n
Γn, (37)
with Γn := Qn ⊕ Pn. Then, a simple application of Schur’s lemma [28] leads to the
conclusion that an invariant complex structure J is block diagonal with respect to the
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above decomposition, i.e., an invariant complex structure J : Γ→ Γ is of the form
J =
⊕
n
Jn, (38)
where Jn : Γn → Γn are arbitrary SO(4)-invariant complex structures. Consider now
a basis in each space Γn, for instance the basis provided by the variables qnℓm and the
corresponding momenta pnℓm. Then, each Jn corresponds to a matrix, characterized by
four square blocks: Jqqn , J
qp
n , J
pq
n , and J
pp
n , which connect respectively Qn to itself, Qn to
Pn, Pn to Qn, and Pn to itself. The invariance conditions on those blocks reads
Dq(T )J
qq
n = J
qq
n Dq(T ), Dp(T )J
qp
n = J
qp
n Dq(T ), (39)
Dq(T )J
pq
n = J
pq
n Dp(T ), Dp(T )J
pp
n = J
pp
n Dp(T ), (40)
where T is an arbitrary SO(4) transformation andDq (respectively Dp) denotes the matrix
representation realized in Qn (Pn). Actually, according to our comments at the end of
Sec. 2A, the matrices Dq(T ) and Dp(T ) must coincide for each T , so that conditions
(39, 40) become invariance conditions for matrices in the considered (n+1)2-dimensional
representation of SO(4), which is known to be irreducible. Then, again by Schur’s lemma,
each of the matrices Jqqn , J
qp
n , J
pq
n , and J
pp
n must be proportional to the identity matrix I,
namely Jqqn = anI, J
pq
n = bnI, J
qp
n = cnI, and J
pp
n = dnI, with an, bn, cn, and dn certain
complex numbers.
In fact, the above conclusion applies in principle to complex representations only,
whereas we are dealing instead with the real spaces Qn and Pn. Nonetheless, it is clear
that every invariant complex structure in these real spaces can be obtained from the
restriction (to such real subspaces) of an invariant complex structure defined on their
corresponding complex counterparts. The above result is therefore valid in our case as
well. Moreover, since only real matrices have a well defined action on real subspaces,
the proportionality coefficients an, bn, cn, and dn must be all real. Finally, since J is a
complex structure, one can conclude that, for all n, these coefficients, organized in the
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matrix 
 an bn
cn dn

 , (41)
must form a complex structure in two dimensions.
Once we have characterized the invariant complex structures it is convenient, for what
follows, to relate them to the complex structure j0 which determines the representation
(13, 14) of Sec. 2B. We start by decomposing Γn in terms of independent degrees of
freedom, i.e., as the direct sum
Γn =
⊕
ℓm
Γnℓm, (42)
where each Γnℓm is the 2-dimensional symplectic space spanned by qnℓm and pnℓm. It is
clear from the above description of the invariant complex structures that each Jn in Eq.
(38) can be further decomposed in the block diagonal form
Jn =
⊕
ℓm
Jnℓm, (43)
and that each transformation Jnℓm, for fixed n, is given by the same matrix, namely the
matrix (41), independent of ℓ and m.
In each space Γnℓm, we now change from the real basis (qnℓm, pnℓm) to the complex
variables anℓm (16) and a
∗
nℓm, and call jn the matrix corresponding to the 2 × 2 complex
structure (41) in the new basis. It is not difficult to show [5] that each jn is related to j0n
via a symplectic transformation Kn: jn = Knj0nK−1n , where j0n is the basic 2 × 2 block
for the complex structure j0, which in the variables (anℓm, a
∗
nℓm) takes the form
j0n =

 i 0
0 −i

 . (44)
In addition, we adopt the following notation for the 2× 2 symplectic transformation Kn:
Kn =

 κn λn
λ∗n κ
∗
n

 , (45)
with |κn|2 − |λn|2 = 1, ∀n ∈ N+.
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In other words, any invariant complex structure J is related to j0 by a correspondence
of the form J = Kj0K
−1, where K is a symplectic transformation which is block diagonal
with respect to the decomposition (42), and whose basic blocks (independent of ℓ and m)
are the matrices Kn (45). In particular, the information determining a given invariant
complex structure J is encoded in the corresponding sequence of matrices Kn.
B. Unitary dynamics and equivalence of representations
A given symplectic transformation R admits a unitary implementation with respect
to the complex structure J = Kj0K
−1 if and only if the transformation K−1RK is
unitarily implementable with respect to j0 [5]. Hence, the time evolution, specified by
the sequence of matrices {Un} (19), is unitarily implementable with respect to the Fock
representation determined by an invariant complex structure J if and only if the j0-
representation admits a unitary implementation of the symplectomorphism specified by
the sequence {K−1n UnKn}, where {Kn} corresponds to J .
It is worth noticing that, like the original evolution matrices Un, the transformed ones
K−1n UnKn are independent of the additional indices ℓ and m, a property which is due
precisely to the similar independence displayed by the matrices of the symplectic trans-
formation K that characterizes an invariant complex structure. Thus, the transformed
evolution matrices have again the general form (19), and a straightforward computation
allow us to relate the new matrix elements with αn and βn, given in Eqs. (27, 28). In
particular, for the new beta coefficients, which we will call βJn , we obtain:
βJn (t, t0) = (κ
∗
n)
2βn(t, t0)− λ2nβ∗n(t, t0) + 2iκ∗nλnℑ[αn(t, t0)] , ∀t ∈ I. (46)
As expected, the unitary implementability condition for the field dynamics, with re-
spect to the complex structure J = Kj0K
−1, amounts to the square summability of the
sequences
√
gnβ
J
n (t, t0), summability which replaces the corresponding condition (23).
On the other hand, we recall that the Fock representation specified by J = Kj0K
−1
and the j0-representation are unitarily equivalent if and only if the transformation K can
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be unitarily implemented, a requirement which reduces to the condition
∑
nℓm
|λn|2 =
∞∑
n=1
gn|λn|2 <∞, (47)
where the coefficients λn are the ones appearing in the matrices Kn given in Eq. (45) (see
Ref. [5] for more details). In the remaining of the present section, we will show that, if the
sequences {√gnβJn(t, t0)} are square summable ∀t ∈ I, then the same must happen with
the sequence {√gnλn}. So, we will prove that any other representation, defined by an
invariant complex structure and allowing a unitary implementation of the field dynamics,
is in fact unitarily equivalent to the j0-Fock representation.
C. Proof of uniqueness
According to our discussion, we restrict our considerations to any of the invariant
complex structures J such that {√gnβJn(t, t0)} is square summable ∀t ∈ I. Since |κn| > 1,
the sequences
√
gnβ
J
n (t, t0)
(κ∗n)
2
=
√
gnβn(t, t0)−
(
λn
κ∗n
)2√
gnβ
∗
n(t, t0) + 2i
√
gn
(
λn
κ∗n
)
ℑ[αn(t, t0)] (48)
are then also square summable. Moreover, from the fact that |κn|2 − |λn|2 = 1 it follows
that the sequence {λn/κ∗n} is bounded, and since we already know that the sequence
{√gnβn(t, t0)} is square summable, we can guarantee that{
√
gnβn(t, t0)−
(
λn
κ∗n
)2√
gnβ
∗
n(t, t0)
}
(49)
is a square summable sequence ∀t ∈ I. Given that the set of square summable sequences
is a linear space, one is led to the conclusion that the sequence{√
gn
λn
κ∗n
ℑ[αn(t, t0)]
}
(50)
is square summable ∀t ∈ I as well.
In order to proceed further, we write ℑ[αn] using Eqs. (27) and (30) in the form
ℑ[αn] = eωnℜ[Θn]
(
1− ℑ[Wn]
2ωn
)
sin(ωnℑ[Θn]) + eωnℜ[Θn]ℜ[Wn]
2ωn
cos(ωnℑ[Θn]). (51)
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On the other hand, our asymptotic analysis about the square summability of βn, carried
out in Sec. 3B, ensures that both
√
gne
ωnℜ[Θn]
ℑ[Wn]
ωn
and
√
gne
ωnℜ[Θn]
ℜ[Wn]
ωn
(52)
provide square summable sequences. Returning then to the sequence (50), one concludes
that the contribution from the terms proportional to the factors in Eq. (52) gives a
square summable part, since the remaining factors, namely λn/κ
∗
n and the trigonometric
functions, are bounded. Therefore, invoking again the linearity of the space of square
summable sequences, and using in addition that the sequence {eωnℜ[Θn]} is bounded from
below because ωnℜ[Θn] is at least of order 1/n according to our asymptotic analysis, we
conclude that, for any invariant complex structure which leads to a unitary dynamics, the
sequence {√
gn
λn
κ∗n
sin(ωnℑ[Θn])
}
(53)
has to be square summable ∀t ∈ I.
We next analyze the trigonometric function appearing in this last expression. Recalling
again our asymptotic analysis of Sec. 3B, and provided that the second derivative of the
function f(t) exists and is integrable in every closed subinterval of I, we can integrate by
parts the last term in Eq. (36) to show that, apart from terms of order 1/n2, ℑ[Wn] is
given by
−f(t)
2ωn
+
f(t0)
2ωn
cos [2ωn(t− t0)]. (54)
Since ∫ t
t0
dt¯ cos [2ωn(t¯− t0)] = sin [2ωn(t− t0)]
2ωn
, (55)
one can check then from Eq. (32) that, except for a remaining contribution of order 1/n2,
ℑ[ωnΘn(t, t0)] behaves like
ωn(t0 − t) +
∫ t0
t
dt¯
f(t¯)
2ωn
. (56)
Hence, in the large n-limit we obtain
sin(ωnℑ[Θn]) = − sin
[
ωn(t− t0) +
∫ t
t0
dt¯
f(t¯)
2ωn
]
+ o
(
1
n2
)
, (57)
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where o(1/n2) denotes a contribution of asymptotic order 1/n2. After multiplication by
√
gn (λn/κ
∗
n), the last term gives a contribution of order 1/n which is square summable.
Therefore, it follows that the sequence{√
gn
λn
κ∗n
sin
[
ωn(t− t0) +
∫ t
t0
dt¯
f(t¯)
2ωn
]}
(58)
is square summable ∀t ∈ I.
It is convenient to introduce now the shifted time T := t− t0, and rewrite the elements
of the sequence (58) in the form
√
gn
λn
κ∗n
sin
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
. (59)
Then, the function
z(T ) := lim
M→∞
M∑
n=1
gn
|λn|2
|κn|2 sin
2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
(60)
exists for all T in the domain I¯, obtained from the domain I of t after the shift by t0. In
particular, z(T ) is well defined on some closed subinterval of the form I¯L = [a, a+ L] ⊆ I¯
(for a suitable choice of the time a), where L is some finite positive number strictly smaller
than the length of I.
Let us now apply Luzin’s theorem [29] to the function z(T ). This theorem guarantees
that, for every δ > 0, there exist: i) a measurable set Eδ ⊂ I¯L such that its complement
E¯δ with respect to I¯L satisfies
∫
E¯δ
dT < δ, and ii) a function Fδ(T ) which is continuous
on I¯L and coincides with z(T ) in Eδ. In particular, defining Iδ :=
∫
Eδ
Fδ(T )dT , which is
a finite real number, we obtain from Luzin’s theorem that
M∑
n=1
gn
|λn|2
|κn|2
∫
Eδ
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT ≤
∫
Eδ
z(T )dT = Iδ, ∀M ∈ N+.
(61)
In the appendix we prove that, actually, the above inequality allows one to demonstrate
that the sequence {√gnλn/κn} is square summable. From this summability and the
relation |κn|2 − |λn|2 = 1, one can also see that the sequence {κn} tends to 1, and thus
it is bounded. Therefore, the sequence {√gnλn} must be square summable, so that the
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condition of unitary equivalence between complex structures [see Eq. (47)] is indeed
satisfied. This concludes the proof of uniqueness of the equivalence class of invariant
complex structures which provide a unitary implementation of the dynamics.
5. CONCLUSIONS AND EXTENSION TO OTHER MANIFOLDS: THE CASE
OF S2
We have considered a free scalar field with a time dependent mass propagating in a
(1+3)-spacetime with the topology of I×S3, where I is an interval of the real line, provided
with a product metric given by the standard metric on the three-sphere and the trivial
metric on the time interval I. Among the infinitely many possible Fock representations
of the CCR’s for this field, we have succeded to show that the representation which is
naturally associated with the massless free case does not only incorporate the symmetries
of the field equation, but implements the dynamics corresponding to the time varying mass
as unitary transformations as well. More importantly, we have proved that, among all
the Fock representations based on complex structures that are invariant under the group
of symmetries of the field equation, the unitary equivalence class of the representation for
the free massless case is in fact the unique class which supports a unitary dynamics. In
this sense, the Fock quantization is unique once one demands a natural implementation
of the symmetries of the field equation and that the dynamics be unitary.
The discussion that we have presented can be extended or generalized to cases in
which the spatial manifold is not S3 but another compact manifold. Let us assume that
the negative of the Laplace-Beltrami operator for that manifold (a nonnegative operator)
has also a discrete spectrum, with eigenvalues ω2n labeled in increasing order by the index
n = 0, 1, . . ., and such that ωn tends to infinity when n does so. Again, we call gn the
dimension of each of the corresponding eigenspaces. It is not difficult to realize that the
asymptotic analysis for large n carried out in Sec. 3B can be alternatively understood as
an asymptotic analysis for large ωn, with asymptotic expansions in powers of 1/ωn. Then,
from the arguments presented above (and recalling in particular that Wn is of order 1/ωn
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up to subdominant terms), one concludes that the complex structure of the free massless
case leads to a Fock representation with a unitary implementation of the dynamics also in
the presence of a time dependent mass (at least for a sufficiently regular time dependence)
if and only if the sequence with elements gn/ω
4
n is summable. On the other hand, as we
have commented, the Fock representation associated with the free massless case clearly
provides a natural unitary implementation of the symmetries of the Laplace-Beltrami
operator.
Summarizing, the availability of the Fock representation of the free massless case in
order to obtain an invariant vacuum and a quantum unitary dynamics when the mass
varies in time is maintained for more general compact manifolds than S3, and the rel-
evant condition is the summability of the sequence formed by gn/ω
4
n. Concerning the
uniqueness of this representation, modulo unitary equivalence, we note that the only ad-
ditional property employed in our discussion of Sec. 4A, and which has proved to be
sufficient to guarantee uniqueness, is the irreducibility of the representation of the group
of symmetries of the field equation in each of the eigenspaces of the Laplace-Beltrami
operator. It is worth emphasizing that this condition suffices to reach uniqueness once
the Fock representation which corresponds to the free massless case has been seen to be
admissible (i.e., provides a unitary dynamics), but the condition itself is not necessary.
We are now in an adequate position to prove that our results about the unitary imple-
mentation of the dynamics and the uniqueness of the equivalence class of the representa-
tion associated with the massless situation are valid as well for the case of the two-sphere,
as we had anticipated. If the spatial manifold is S2, equipped with the standard metric, all
our assumptions are fulfilled, with eigenvalues given by ω2n = n(n+1), degeneracy factors
equal to gn = 2n+1, and symmetry group given by SO(3). Note in particular that gn/ω
4
n
behaves asymptotically as 1/n3, so that the corresponding sequence is indeed summable.
Therefore, unitarity and uniqueness of the considered representation are reached for the
two-sphere without appealing to the axisymmetry of the field, generalizing in this way
the conclusions of Ref. [7] where the axisymmetric restriction was studied.
It is also worth commenting that the summability condition for gn/ω
4
n appears to de-
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pend importantly on the dimensionality. Generically, for a compact spatial manifold of
dimension d, one would expect that the dimension gn of the eigenspaces of the Laplace-
Beltrami operator increases for large n as nd−1, except if there are suppressions in this
degeneracy owing to the specific symmetry of the system. Similarly, one would expect that
the eigenvalue ω2n increases quadratically, as n
2. All this is actually so for the two-sphere
and the three-sphere. Then, the requirement that gn/ω
4
n be summable would amount to
the summability of the sequence of elements nd−5, which is true only in (integer) dimen-
sions equal or smaller than three. These heuristic arguments seem to indicate that, in
addition to the compactness of the spatial manifold, the dimensionality plays a funda-
mental role for the unitary implementation of the dynamics in the Fock representation
obtained from the massless field case.
One interesting situation, owing to its application to cosmological perturbations, like in
the case of the three-sphere, is when the spatial manifold is the three-torus (equipped with
the Euclidean metric). The corresponding eigenvalues of the Laplace-Beltrami operator
are labeled by three integers (n1, n2, and n3), one for each dimension, and are given
by ω2n = n
2
1 + n
2
2 + n
2
3. It is possible to check then the summability of the sequence
corresponding to elements of the form gn/ω
4
n. On the other hand, the group of symmetries
of the field equation is the product of the three copies of the group of translations in the
circle. Note that the representation of this group is not irreducible in the eigenspaces of
the Laplace-Beltrami operator. Nonetheless, as we have remarked, this requirement of
irreducibility is not a necessary condition to reach the uniqueness of the representation.
Given that the representation is irreducible only in the sectors determined by the whole set
of indices (n1, n2, n3), the symplectomorphism K that characterizes the invariant complex
structures will now decompose in matricial blocks labeled by (n1, n2, n3), rather than by
n. The corresponding 2 × 2 matrices Kn1n2n3 will now cease to be the same for all the
blocks associated with the same eigenspace of the Laplace-Beltrami operator (i.e., they
will not depend only on n). In spite of this, it is possible to show that the proof of Sec.
4 can be generalized taking into account this fact and conclude again the uniqueness of
the Fock representation. We will address this issue in more detail elsewhere.
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Finally, let us remark that the proof of uniqueness that we have presented allows one
to select a preferred Fock quantization in the list of scenarios and situations discussed in
the Introduction of this article. In particular, it is worth noting that the kind of rescaling
of the cosmological perturbations by an appropriate time function (determined by the
FRW scale factor) which leads to a field equation of the type considered in this work has
been frequently employed in the literature to pass to the quantum description of these
perturbations (see e.g. [18], although the discussion there is specialized to the case of
a flat FRW background). At least for compact spatial topology, the results of our work
demonstrate that the Fock quantization adopted in those cases is in fact the (essentially)
unique one which incorporates in a natural way the symmetries of the field equation
(as symmetries of the vacuum) and provides a unitary implementation of the quantum
dynamics for a fixed classical background.
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Appendix A: Calculations for the proof of uniqueness
In this appendix we will show that inequality (61) suffices to prove the square summa-
bility of the sequence {√gnλn/κn}, a fact from which one can deduce the unitary equiva-
lence of all the invariant complex structures which implement the dynamics as a unitary
transformation.
We will first show that Eq. (61) provides us with a bound on
∑
gn|λn|2/|κn|2. For
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that, we note that ∫
Eδ
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT
=
∫
I¯L
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT −
∫
E¯δ
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT
≥
∫
I¯L
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT − δ, ∀n. (A1)
We recall that Eδ is the set introduced in the discussion of Luzin’s theorem, while E¯δ is
its complement in I¯L, its measure being smaller than δ. In addition, for the integral over
I¯L we find∫
I¯L
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT =
L
2
−
sin
[
2ωn(a+ L) +
∫ (a+L)
0
dt¯f(t¯+t0)
ωn
]
4ωn + 2f(a+ L+ t0)/ωn
+
sin
[
2ωna+
∫ a
0
dt¯f(t¯+t0)
ωn
]
4ωn + 2f(a+ t0)/ωn
− 1
8ω3n
∫
I¯L
f ′(T + t0)[
1 + f(T+t0)
2ω2n
]2 sin
[
2ωnT +
∫ T
0
dt¯
f(t¯+ t0)
ωn
]
dT
≥ L
2
− ωn|4ω2n + 2f(a+ L+ t0)|
− ωn|4ω2n + 2f(a+ t0)|
− 1
8ω3n
∫
I¯L
|f ′(T + t0)|[
1 + f(T+t0)
2ω2n
]2dT.
In the following, we restrict ourselves to n ≥ n0, where n0 is any fixed (positive) integer
such that ω2n0 is larger than the maximum of the function |f(T + t0)|/(2D) in the interval
I¯L, and D < 1 is any fixed constant. Then, given that ωn increases monotonically with n,∣∣∣∣1 + f(T + t0)2ω2n
∣∣∣∣ ≥ 1− |f(T + t0)|2ω2n ≥ 1−
|f(T + t0)|
2ω2n0
≥ 1−D, (A2)
for all T in the interval of integration, including its end points. Hence one obtains that,
for all n ≥ n0,∫
I¯L
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT ≥ L
2
− 1
2ωn0(1−D)
−
∫
I¯L
|f ′(T + t0)|dT
8ω3n0(1−D)2
:= Λn0,
where we also assume that n0 is such that Λn0 > 0 (this can always be fulfilled with an
appropriate choice, since Λn0 tends to L/2 when n0 tends to infinity).
We now introduce the above result in the last inequality of Eq. (A1). In this way, we
get ∫
Eδ
sin2
[
ωnT +
∫ T
0
dt¯
f(t¯+ t0)
2ωn
]
dT ≥ Λn0 − δ. (A3)
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We choose δ such that Λn0 > δ, something which is always possible. Then, it follows from
Eq. (61) that, for all M ≥ n0,
M∑
n=n0
gn
|λn|2
|κn|2 ≤
Iδ
Λn0 − δ
. (A4)
Since n0 is fixed and the above bound is valid for arbitrary large M , it follows that the
sequence of nonnegative elements gn |λn|2/|κn|2 is summable, as we wanted to prove.
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