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In this thesis, we apply the theory and computer simulation methods of Brownian 
motions to the investigation of the reaction kinetics of diffusion-influenced reactions. 
In Chapter I, we review some of the basic mathematical techniques used in the work. 
In Chapter II, we consider the effects of external electric field and anisotropic 
long-range reactivity on the recombination dynamics of a geminate charge pair. A 
closed-form analytic expression for the ultimate separation probability of the pair is 
presented. In previous theories, analytic expressions for the separation probability 
were obtained only for the case where the recombination reaction can be assumed to 
occur at a contact separation. For this case, Noolandi and Hong obtained an exact 
solution, but their expression for the separation probability was too complicated to 
evaluate. Hence an approximate analytic expression proposed by Braun has been 
widely used. However, Braun’s expression overestimates the separation probability 
when the electric field is large. In this work, we present an approximate analytic 
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expression that is accurate enough for all parameter values. In addition, the 
expression is also applicable when the interaction between the geminate charge pair 
is described by screened Coulombic potential, and the recombination reaction has an 
anisotropic and long-range reactivity. We also provide the expression for the 
separation probability when the initial separation between the geminate charge pair 
is larger than the contact distance. 
In Chapter III, by applying a recently developed solution method for the 
Fredholm integral equation of the second kind, we obtain an expression for the 
Green’s function of the Smoluchowski equation with reaction sink. The result is 
applied to obtain accurate analytic expressions for the time-dependent survival 
probability of a geminate reactant pair and the rate coefficient of the bulk 
recombination between reactants undergoing diffusive motions under strong 
Coulomb interaction. Both the effects of repulsive and attractive interactions are 
considered, and the results are compared with the numerical results obtained by 
solving the equation for the survival probability and the nonequilibrium pair 
correlation function. It is shown that the solutions are accurate enough for most 
reasonable parameter values. 
In Chapter IV, we investigate the interplay of reactive interference and crowding 
effects in the irreversible diffusion-influenced bimolecular reactions of the type 
A B P B    by using the Brownian dynamics simulation method. It is known 
that the presence of nonreactive crowding agents retards the reaction rate when the 
volume fraction of the crowding agents is large enough. On the other hand, high 
concentration of B is known to increase the reaction rate more than expected from 
the mass action law, although the B’s also act as crowders. Therefore, it would be 
interesting to see which effect dominates when the number density of B as well as 
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the total number density of the crowders increases. We will present an approximate 
theory that provides a reasonable account for the Brownian dynamics simulation 
results. 
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1.1. Outline of Chapter 
In this thesis, we have applied the theory and computer simulation methods of 
Brownian motions to the investigation of the reaction kinetics of diffusion-
influenced reactions. In this chapter we first review some of the basic mathematical 
techniques used in the work. 
In Chapter II, we consider the effects of external electric field and anisotropic 
long-range reactivity on the recombination dynamics of a geminate charge pair. The 
recombination of geminate charge pairs, produced by radiation or electron 
bombardment, was first considered by Onsager.1 He derived an expression for the 
ultimate separation probability of a geminate pair, undergoing the Brownian motion 
in the presence of an external electric field as well as the attractive Coulomb 
interaction between the charge pair. Noolandi and Hong2 extended the Onsager 
theory to the case of finite recombination rate at nonzero reaction radius. Although 
they obtained an exact expression for the separation probability of a geminate pair, 
it involved an infinite series of product terms of two complicated functions, each of 
which was expressed also as an infinite series. Furthermore, the involved expansion 
coefficients need to be determined by solving a set of linear equations containing 
infinite sums. As such, a semi-empirical expression for the charge separation 
probability proposed by Braun3 has been more widely used instead. 
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However, as shown by Wojcik and Tachiya,4 the Braun’s expression severely 
overestimates the external electric field effect on the separation probability. Wojcik 
and Tachiya devised a simple correction to the Braun’s expression, which provides 
very accurate results unless either the external electric field or the inherent 
recombination rate is large. Recently, Seki and Wojcik5 obtained an approximate 
expression for the charge separation probability that is much more accurate than the 
corrected Braun’s expression over the extended range of external electric field 
strength. However, the validity of their expression is limited to the case with large 
Onsager distance, so that the expression is useful only when the reaction medium 
has low electrical permittivity. 
The previous expressions for the charge separation probability were obtained 
only for the case where the recombination reaction can be assumed to occur at a 
contact separation. In this work, we employ the recently proposed solution method6,7 
for Fredholm integral equations of the second kind to treat the effects of external 
electric field and anisotropic long-range reactivity on the recombination dynamics 
of a geminate charge pair. A closed-form analytic expression for the ultimate 
separation probability of the pair is presented, which is accurate enough for all 
parameter values. As in Refs. 2 and 5, we also consider the case when the initial 
separation between the geminate charge pair is larger than the contact distance. In 
addition, the case in which the interaction between the charge pair is given by 
arbitrary central potential is also considered. 
In viscous solutions as well as in solids, the kinetics of bimolecular reactions can 
be influenced by the slow diffusion rates of reactants.8-10 Following the pioneering 
work of Smoluchowski,11 the kinetics of such diffusion-influenced reactions has 
usually been described based on the Smoluchowski equation for reactant pairs.1 For 
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simplicity, the reactants are usually assumed to be spherical and to interact via 
central interaction potential. The effect of chemical reaction event is implemented 
with either the boundary condition at the contact separation4,12 or the reaction sink 
function.13 The reaction sink function, depending on the radial distance r, represents 
the disappearance rate of a reactant pair due to reaction at a relative separation r. An 
advantage of the approach employing the reaction sink function is that it can treat 
long-range reactions like electron and energy transfer reactions. For contact reactions, 
the combination of a delta-function reaction sink and the reflecting boundary 
condition is equivalent to the radiation boundary condition.6 
In Chapter III, we will derive a closed analytic expression for the Green’s function 
of the Smoluchowski equation that describes the relative diffusive motion of a 
reactant pair. The Green’ function 0( , )RG r t r  represents the probability density of 
finding the reactant pair at a separation r at time t, given that their initial separation 
was 
0r . As shown below, the various kinetic properties of diffusion-influenced 
reactions can be expressed in terms of the Green’s function. For an explicit 
expression for 0( , )RG r t r , we will consider the Coulomb interaction potential, but 
a formal expression will be first obtained with the general interaction potential. For 
generality, we will also take into account the effect of hydrodynamic interaction, but 
the explicit expression for 0( , )RG r t r  in the presence of interaction potential will 
be given for the case without hydrodynamic interaction. 
An exact general expression for 0( , )RG r t r  with arbitrary form of interaction 
potential, hydrodynamic interaction, and reaction sink function is absent. In the 
simplest interaction-free case with the reaction sink function 
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2( ) ( ) / (4 )RS r r    , its explicit expression is given in Ref. 1. An exact 
Laplace transform expression of the Green’s function was derived by Hong and 
Noolandi for the case with Coulomb potential, ( ) /cU r r r   ( cr  Onsager 
distance) in the absence of reaction and hydrodynamic interaction.14 However, its 
usability is limited because it is given as an infinite series of product terms of two 
complicated functions, each of which is in turn expressed as an infinite series. In a 
recent work, we introduced a new method for solving the Fredholm integral 
equations of the second kind.15-21 By using the method we obtained a closed analytic 
expression for the reaction-free Green’s function with arbitrary potential of mean 
force and hydrodynamic interaction, which provided very accurate estimates for 
intermediate to long times.10  
In the present work, we present a Green’s function expression that provides exact 
results at both short and long-time limits. It is thus expected to provide reasonably 
accurate results also at intermediate times. In Sec. 3.2.A, we obtain two integral 
equations for the Laplace transform 0
ˆ ( , )RG r s r  of the Green’s function 0( , )RG r t r . 
Both are exact equations, but one is more suitable to develop small-s approximations 
and the other the large-s approximations. All equations in Sec. 3.2.A are applicable 
for arbitrary reaction sink function and arbitrary direct and hydrodynamic 
interactions. In Sec. 3.2.B, we obtain explicit closed form expressions of 0
ˆ ( , )RG r s r  
for the case with ( ) /cU r r r   for r   and 
2( ) ( ) / (4 )RS r r     but in 
the absence of hydrodynamic interaction. In Sec. 3.2.C, the Green’s function 
expressions are used to derive the Laplace-transform expressions of geminate 
recombination rate and the survival probability of the geminate reactant pair. A 
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useful time-domain expression is also given for the intermediate to long-time 
geminate recombination probability. In Sec. 3.2.D, we also obtain useful expressions 
for the bulk recombination rate coefficient based on the Green’s function expression. 
In Sec. 3.3, we evaluate the accuracy of the Green’s function expression by 
comparing the analytic results on the time-dependent survival probability of a 
geminate reactant pair and the bulk recombination rate coefficient with those 
obtained from the numerical solution of the survival probability equation and the 
Smoluchowski equation of the pair correlation function. Finally, we will give some 
concluding remarks in Sec. 3.4. 
When the inherent reaction rate between an encountered pair of reactants is larger 
than the rate of diffusive encounter, the overall rate of reaction is influenced by the 
diffusion rate. Many type of reactions occurring in solids and viscous solutions can 
be listed as the diffusion-influenced reactions.22 An interesting system of these is the 
reaction between macromolecules occurring in cytoplasm. In the cytoplasm, many 
kind of macromolecules occupy almost half of the space, and the rate of reactant 
diffusion is reduced significantly due to the crowding molecules.23-25 
The effects of macromolecular crowding on the bimolecular reaction rate have 
been discussed extensively.3-36 It is known that crowding molecules can influence 
the reaction rate in two opposite ways. First, it decreases the diffusion rate of 
reactants and thereby decreases the overall reaction rate. Second, crowding 
molecules enhance the attractive potential of mean force between the reactants and 
thus increase the reaction rate. A balance between these two effects is influenced by 
the reaction probability upon reactant encounter.10  
On the other hand, it is known that high concentration of reactants increases the 
reaction rate more than expected from the mass action law, although the reactants 
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may also act as crowders.37-51 This reactant concentration effects have been explained 
in terms of the excluded-volume effect,16-23 reactive interference effect,24-26 and the 
influence of osmotic pressure gradient.27-30 Therefore, it would be interesting to 
examine the combined effects of high reactant concentration and the presence of 
crowding molecules. 
In Chapter IV, we consider a specific reaction model that is called the target model. 
In this model, one considers a single reactant molecule of species A surrounded by 
many reactant molecules of species B as well as nonreactive crowding molecules. In 
Sec. 4.2, we first present the time-evolution equations for reduced distribution 
functions of reactants, which is coupled in a hierarchical manner. Then, by 
introducing a reference reaction system, the problem is separated into two parts: 
determining the reaction rate in the reference reaction system, and then evaluating 
the correction due to high reactant concentration.  
In the reference reaction system, there is no competition among B’s for the 
reaction with A. In the reaction dynamics of a given A-B pair, the primary B sees the 
other B’s just as crowding agents. We derive a Laplace-transform expression of the 
rate coefficient 
0 ( )fk t  of the reference reaction system, taking into account the 
effects of potential of mean force, hydrodynamic interaction, and the non-Markovian 
dynamics. This is the most general expression for 
0 ( )fk t  reported so far. Then, by 
solving the coupled evolution equations for reactant RDF up to three-particle level, 
we provide an approximate analytic expression for the survival probability of A, with 
the correction accounting for the combined effects of high reactant concentration and 
the nonreactive crowding molecules.  
In Sec. 4.3, we present and discuss the results of Brownian dynamics (BD) 
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simulations. From BD results, we calculate the relative diffusion coefficient ( , )D r t  
for the reactant pair, which depends on time and the distance between the reactants. 
This expression of ( , )D r t  is used as an input in the evaluation of the theoretical 
expressions of 
0 ( )fk t  and the survival probability ( )AY t . We also calculate 
0 ( )fk t  
and ( )AY t  directly from BD simulations. Both theory and BD simulations provide 
an adequate explanation for the reactive interference and crowding effects on 
0 ( )fk t  
and ( )AY t . 
 
1.2. The Smoluchowski theory of Diffusion-Influenced 
Reactions 
As outlined above, subsequent chapters in this thesis are based on the theory of 
Brownian motion in the diffusive regime, especially coined in the Smoluchowski 
equation. Hence it seems appropriate to give a brief account of the Smoluchowski 
theory of diffusion-influenced reactions. 
Let ( , , )AB A BP tr r  be the probability density that particle A is at Ar  and particle 
B is at Br  at time t. The Smoluchowski equation for these two interacting Brownian 
particles is given by 
( )




P t P t
t

       
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D  (1.1) 
Here, X is the configurational vector, ( , )TA Br r , 1/ Bk T  , and U(X) is the 
potential of mean force. The superscript “T” denotes the transpose; thus 
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with ˆ  and /BA BA B A BA BA BAr r   r r r r r . ˆ ˆ
T
BA BAr r  denotes the dyad product. 
Now let us consider the Smoluchowski equation for the relative thermal motion 
of two Brownian particles. Let ( )( , )B A BAP tr  be the conditional probability density 
that B is at the relative position BAr  at time t, given that A is at Ar  at time t. The 
Smoluchowski equation for ( , , ) r A BAP t r r  ( )( , ) ( , )A A B A BAP t P tr r  can be obtained 
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We can then rewrite Eq. (1.1) as 
( , )
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 (1.7) 
When the operator ( )r rL X  defined in Eq. (1.6) operates on a function ( , )BAr t  
that depends only on the relative distance between A and B and the potential of mean 
force U also depends on BAr  only, the resulting equation can be simplified. Since 
( , )BAr t  does not depend on Ar , we can write 
 
( )
( ) ( , ) 2 ( , )
T
BA
r r BA B BA
BA BA BA
U r
L r t D k T r t  
      
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      
X
r r r
I H  (1.8) 
where A BD D D  . Since ( , )BAr t  is also independent of the orientation of BAr , 
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Then we can write 
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We can show that 
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It is seen that Rotne-Prager tensor hinders the radial motion less than the Oseen 
tensor. However, the former hinders the angular motion more severely than the latter. 













d . (1.16) 
Then from Eqs. (1.8), (1.11) – (1.16), we can write down the equation for ( , )r t  
as 
2
( , ) ( ) ( , )
U
r t D h r r t
t r r r r
  
       
      
       
. (1.17) 
where the position-dependent radial diffusion coefficient Dh(r) is given by (M-N); 
see Eqs. (1.14) and (1.15). It is often more convenient to rewrite Eq. (1.17) in the 
following form 
2 ( ) ( )
2
1







The effect of reaction between the two Brownian particles can be incorporated 
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with either the radiative boundary condition or a reaction sink function. The 
approach based on the radiative boundary condition can be applied only to the 
reactions that occur at the contact distance. On the other hand, the reaction sink 
function approach can be applied even when the reaction can occur at varied distance. 
In the presence of reaction, the radial Smoluchowski equation in Eq. (1.18) can be 
modified as 
2 ( ) ( )
2
1
( , ) ( ) ( , ) ( ) ( , )U r U r Rr t D r h r e e r t S r r t
t r rr





The boundary conditions are 














 . (1.21) 
The reflecting boundary condition in Eq. (1.20) tells that the reactants cannot get 
closer than a contact distance  . The outer boundary condition in Eq. (1.21) tells 
that the positional correlation between the two Brownian particles vanishes at an 
infinite distance. For the bulk reaction, the initial distribution is usually taken to be 
the equilibrium one, 
( , 0) ( )r t g r   , (1.22)  
where ( )g r  is the equilibrium pair correlation function. 
The Green’s function for the Smoluchowski equation in Eq. (1.19) satisfies the 
following equation, 
0
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  , (1.24) 
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0lim ( , ) 0R
r
G r t r

 . (1.26) 
The Green’ function 0( , )RG r t r  represents the probability density of finding the 
reactant pair at a separation r at time t, given that their initial separation was 
0r . 
Equation (1.24) tells that the reactant pair was initially generated at a separation 0r , 
while the reflecting boundary condition in Eq. (1.25) tells that the reactants cannot 
get closer than a contact distance  . The outer boundary condition in Eq. (1.26) 
tells that the reactants cannot be separated to an infinite distance in a finite time. 
Many reaction-kinetic quantities can be expressed in terms of the Green’s 
function 0( , )RG r t r . As an example, let us first consider the kinetics of geminate 
recombintion reactions. We suppose that at 0t   a geminate pair of reactant 
molecules are created at a separation 0r  by photolyzing a parent molecule. Then 
the recombination rate of the geminate reactant pair at time t is given by 
2
0 0( , ) 4 ( ) ( , )R RR r t dr r S r G r t r


  . (1.27) 
When the recombination reaction occurs at the contact distance  , the reaction 












 ,  (1.28) 
where   is an inherent rate constant parameter that has a dimension of 
3 1L T . In 
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this case, Eq. (1.27) reduces to 
0 0( , ) ( , )RR r t G t r  . (1.29) 
The probability that the geminate pair has reacted by time t is then given by 
0 0 00 0
( , ) ( , ) ( , )
t t
RX r t d R r d G r        . (1.30) 
This geminate recombination probability 
0( , )X r t  is related to the survival 
probability 
0( , )W r t  of the geminate pair by 
0 0( , ) 1 ( , )W r t X r t  . (1.31) 
The Laplace transforms of these quantities are then related as 
1 1 1
0 0 0 0
ˆˆ ˆ ˆ( , ) ( , ) ( , ) ( , )RX r s s W r s s R r s s G s r 
      . (1.32) 
The ultimate recombination probability is given by 
0 0 0
0
ˆ( ) lim ( , ) lim ( , )u
t s
X r X r t sX r s
 
  0
ˆ ( ,0 )RG r  . (1.33) 
On the other hand, the bulk recombination rate coefficient in the low reactant 
concentration limit is given by 
 ( ) ( ) ( , )f Rk t d S r r t  r  (1.34) 
With the initial condition 0 0( , 0) ( )r t r   , the nonequilibrium pair correlation 
function ( , )r t  can be represented in terms of the Green’s function 0( , )RG r t r  as 
 0 0 0 0( , ) ( , ) ( )Rr t d G r t r r   r . (1.35) 
From Eqs. (1.27), (1.34) and (1.35), we can then obtain 
 0 0 0 0( ) ( , ) ( )fk t d R r t r  r . (1.36) 
Equation (1.36) was first obtained by Tachiya in a different way.52 However, Eq. 
(1.36) with Eq. (1.35) is less useful unless one has an explicit Green’s function 
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expression in the time domain. The reason is that in the Laplace domain, the integral 
0 0 0 0
ˆ( , ) ( )d R r s r r  diverges in the 0s   limit as 
ˆ ( )fk s  does. Fortunately, for a 














s G s  


.  (1.37) 
On the other hand, 0( , )RG r t r  can be related to the reaction-free Green’s function 
0( , )G r t r . In the special case with 0r r   , we have 
 
ˆ ( , )ˆ ( , )











We can thus obtain the following relation, 
 
1ˆ ˆ( ) [1 ( , )]eqf Rfk s s k G s  
  . (1.39) 
This relation was obtained previously by Pedersen53 and by Agmon and Szabo54 in 
different ways. 
In Chap. IV, we will derive an approximate analytic expression of 0
ˆ ( , )RG r s r  
for arbitrary ( )U r  and ( )h r  in the delta-function sink case. For the simplest case 
with ( ) 1h r  , ( ) 0U r   for r  , the reaction-free Green’s function 0( , )G r t r  
was derived by Carslaw and Jaeger. Because their derivation was for the heat 
conduction equation, we will outline the derivation here for easy reference. When 
( ) 1h r  , ( ) 0U r   for r  , 0( , )G r t r  satisfies 
2
0 0 0 02
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  , (1.41) 
0 0( , ) 0
r






0 0lim ( , ) 0
r
G r t r

 , (1.43) 
where we put the subscript “0” to designate the solution for the simplest case. 
Laplace-transformation of Eq. (1.40) gives 
20
0 0 0 02 2
0
( ) 1ˆ ˆ( , ) ( , )
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The boundary conditions becomes 
 0 0
ˆ ( , ) 0
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ˆlim ( , ) 0
r
G r s r

 . (1.46) 
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      . (1.47) 
Note that 0 0
ˆ ( , )G r s r  has a dimension of 
3[T] / [L]  so that 0ˆ( , )g x z x  is 








     
. (1.48) 
Denoting the Fourier transform of 0ˆ( , )g x z x  with respect to x by 0( , )k z x ,  
 0 0 0 0  
1
ˆ ˆ( , ) ( , )  ( , ) ( , )
2




    (1.49) 
１６ 
 















z dk e k z x
x




















( , ) 0   ( , )
ikx






     
  
  (1.51) 
Then, inverse Fourier transformation gives 
  1/20 0 01/2
1 1
ˆ( , ) ( , ) exp
2 2






    . (1.52) 
Now we can add to the above particular expression for 0ˆ( , )g x z x  any solution of 




ˆ( , ) 0z g x z x
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 
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. (1.53) 








z x x z x z xg x z x e c e c e
z
      (1.54) 
The constants 1c  and 2c  can be determined by imposing the boundary conditions. 
From Eqs. (1.45) and (1.46), we have 
 0 0
0
ˆ ˆ( , ) (0, )
x






 0ˆlim ( , ) 0
x
g x z x

  (1.56) 
To satisfy the outer boundary condition in Eq. (1.56), we must have 1 0c   in Eq. 
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Effects of External Electric Field and Anisotropic 




The recombination of geminate charge pairs, produced by radiation or electron 
bombardment, was first considered by Onsager.1 He derived an expression for the 
ultimate separation probability of a geminate pair, undergoing the Brownian motion 
in the presence of an external electric field as well as the attractive Coulomb 
interaction between the charge pair. Noolandi and Hong2 extended the Onsager 
theory to the case of finite recombination rate at nonzero reaction radius. Although 
they obtained an exact expression for the separation probability of a geminate pair, 
it involved an infinite series of product terms of two complicated functions, each of 
which was expressed also as an infinite series. Furthermore, the involved expansion 
coefficients need to be determined by solving a set of linear equations containing 
infinite sums. As such, a semi-empirical expression for the charge separation 
probability proposed by Braun3 has been more widely used instead. 
However, as shown by Wojcik and Tachiya,4 the Braun’s expression severely 
overestimates the external electric field effect on the separation probability. Wojcik 
and Tachiya devised a simple correction to the Braun’s expression, which provides 
very accurate results unless either the external electric field or the inherent 
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recombination rate is large. Very recently, Seki and Wojcik5 obtained an 
approximate expression for the charge separation probability that is much more 
accurate than the corrected Braun’s expression over the extended range of external 
electric field strength. However, the validity of their expression is limited to the case 
with large Onsager distance, so that the expression is useful only when the reaction 
medium has low electrical permittivity. 
The previous expressions for the charge separation probability were obtained only 
for the case where the recombination reaction can be assumed to occur at a contact 
separation. In this work, we employ the recently proposed solution method6,7 for 
Fredholm integral equations of the second kind to treat the effects of external electric 
field and anisotropic long-range reactivity on the recombination dynamics of a 
geminate charge pair. A closed-form analytic expression for the ultimate separation 
probability of the pair is presented, which is accurate enough for all parameter values. 
As in Refs. 2 and 5, we also consider the case when the initial separation between 
the geminate charge pair is larger than the contact distance. In addition, the case in 
which the interaction between the charge pair is given by arbitrary central potential 
is also considered.  
 
2.2 Theory 
A. Reaction-diffusion model 
We consider the recombination of a geminate pair of charged particles that are 
generated initially at a relative position 0r . We assume that thermal motions of the 
particles may be described by Smoluchowski equation, and that the particles at a 
relative position r recombine at a rate ( )RS r . Then the probability density 
２３ 
 
0( , )RG tr r  of finding the pair of particles at a relative position r at time t evolves 
in time as 
( ) ( )
0 0 0( , ) ( , ) ( ) ( , )
T
U U
R R R RG t De e G t S G t
t
      
   
r r
r r r r r r r
r r
. (2.1) 
We neglect hydrodynamic interaction between the geminate particles, so that the 
relative diffusion coefficient D is assumed to be given by the sum of their 
translational diffusion constants. ( )U r  denotes the potential energy divided by 
Bk T  ( Bk  and T are Boltzmann’s constant and the absolute temperature). / r  is 
the del operator, denoting a column vector of three partial derivative operators, and 
( / )T r  denotes its transpose. 
The potential of mean force between the geminate particles in the absence of the 
external electric field is denoted by 1( )U r . We assume that ( )U r  is simply given 
by the sum of 1( )U r  and the potential energy due to the external electric field. 
Denoting the relative position of the positively charged particle with respect to the 
negatively charged one by r, and choosing the z-axis to lie in the direction of the 
external electric field E, we can then write  
1( ) ( , ) ( )U U r U r Kr   r  (2.2) 
where / BK eE k T  and cos   with E  E  and cos /  r E r E . e 
denotes the magnitude of the charges of the geminate particles produced by radiation, 
which should usually equal to the proton charge.    
 The quantity of interest is the survival probability of the geminate particles that 
are still free by time t. The survival probability 0( , )W tr  of the geminate particles, 
whose relative position is 0r  at 0t  , is related to 0( , )RG tr r  as 
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0 0( , ) ( , )RW t d G t r r r r . Hence, its evolution equation follows directly from the 
adjoint equation of the Smoluchowski equation, which can be in turn derived from 
Eq. (2.1) by using the detailed balance condition,8 
0( ) ( )
0 0( , ) ( , )
U U
R RG t e G t e
 
r r
r r r r . (2.3) 
We have 
0 0( ) ( )
0 0 0 0
0 0
( , ) ( , ) ( ) ( , )
T
U U
RW t e De W t S W t
t
   
   
   
r r
r r r r
r r
 (2.4) 
Owing to the symmetry of the problem, 0( , )W tr  is independent of the azimuth 
angle. Futher, if we denote the radial and polar angles of 0r  simply by ( , )r   
rather than by 0 0( , )r  , the evolution equation for 0( , ) ( , cos , )W t W r t  r  
takes the form, 
( , )
2 ( , )
2
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2 ( , )
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  
 (2.5) 
The solution to the full time-dependent problem is very complicated.9 In this work, 
we restrict ourselves to obtaining an approximate expression for the survival 
probability in the steady state attained at long times. This ultimate survival 
probability ( , )uW r  , which may also be called the charge separation probability, 
satisfies the following equation:  
2 ( , )
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The boundary conditions associated with the present problem are 




 ; (2.7) 










where   denotes the contact distance between the geminate particles. The outer 
boundary condition in Eq. (2.7) must be physically self-evident. The inner boundary 
condition in Eq. (2.8) follows from the condition that the radial probability flux is 
zero at  , 
( , ) ( , )








    






B. Solution to Eq. (2.6) for a δ-function reaction sink 
For simplicity, we will assume that the initial distribution of the geminate charge 





( ) ( , )
2
u uW r d W r 
  . (2.10) 
Then, integrating Eq. (2.6) over the μ coordinate, we obtain 
2
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   (2.11) 
Next, by integrating Eq. (2.11) over r from   to r1 and using the inner boundary 
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Let us then consider the simpler case in which the recombination reaction can 
occur only at the contact distance  . In this case, the reaction sink function can be 
expressed in the form, 
2( , ) ( ) ( ) / (4 )RS r r       , (2.13) 
where ( )   denotes an orientation-dependent inherent rate coefficient. For the 
sink function in Eq. (2.13) and the potential energy given by Eq. (2.2), Eq. (2.12) 











































Since 1Kre   and ( )
Ke    are positive for all values of μ, by applying the mean 
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   (2.16) 
where 
*
0  and 
*
1  are some values of μ in the interval ( 1,1) . Then, Eq. (2.14) 
becomes 
1 1 1( ) ( )
* *1
1 1 0 2
1 1 1
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   . (2.18) 
We will now make some critical approximations. If ( , )uW r   does not depend 
much on μ, we may make the following approximations: 
*








0( , ) ( )u uW W   , (2.20) 
where ( )uW r  is the orientation-averaged survival probability defined by Eq. (2.10). 
The conditions for the validity of these approximations will be described in Sec. 2.3 
in physical terms. With Eqs. (2.19) and (2.20), Eq. (2.17) can be rewritten as 


















Finally, by integrating Eq. (2.21) over 1r  from r to infinity and using the outer 
boundary condition in Eq. (2.7), we get 
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 . (2.22) 
The integral appearing on the right hand side of Eq. (2.22) is a kind of special 
function that will appear repeatedly throughout this paper. We will denote the 
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, (2.24) 
where rx  and ( )z  are defined by Eqs. (2.18) and (2.23), respectively. With this 
expression for ( )uW  , Eq. (2.22) gives 
1( )
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C. Solution to Eq. (2.6) for long-range reaction sink functions 
We now consider the more general case in which the recombination reaction can 
occur at a range of separations between geminate reactant particles. It is noted that 
Eq. (2.12) still holds. Since 1( , )U re   and 
( , )( , ) / U rRS r e
  are positive for all 
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We then make the critical approximations as given by Eqs. (2.19) and (2.20) to 
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Next, by integrating Eq. (2.29) over 1r  from r to infinity and using the outer 
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where ( )z  is the function defined in Eq. (2.23). 
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This type of integral equations is called the Fredholm integral equation of the second 
kind. An efficient solution method for this type of integral was proposed by us in 
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Then the unknown ratio 1( ) / ( )u uW r W r  may be approximated by the truncated 
series solution of Eq. (2.32) or by some physically reasonable estimates. The former 
approach is more systematic in that a higher-order solution of Eq. (2.32) will provide 
a better estimate for the ratio 1( ) / ( )u uW r W r  in Eq. (2.33), but it would lead to a 
more involved solution. Because an expression for the ultimate survival probability 
is already available for the case with δ-function sinks [Eq. (2.25)], we thus make the 
following approximation: 
1 1( ) / ( ) ( ) / ( )u u u uW r W r W r W r
  . (2.34) 
Here, ( )uW r

 is the ultimate survival probability for a system with a delta-function 
reaction sink with the same contracted reactivity as the sink function ( , )RS r   
under consideration; that is, 
1 1( ) ( )
2
( ) ( )
( , )
4
U r U r
R
r
d e d S r e
   


   r r  (2.35) 
Solving this equation for ( )  , we get  
1 1( ) ( )2
0
( ) 4 ( , )U U rRe dr r S r e
   
    (2.36) 
Using the expression for ( )uW r

 in Eq. (2.25), we approximate the ratio 
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where rx  is given by 
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
    . (2.38) 
Obviously, the accuracy of the approximation given by Eq. (2.34) gets worse when 
the reaction zone becomes very broad. However, the sink function for electron 
transfer reactions, which is of interest in this work, decays exponentially with r and 
is short-ranged in most cases. 
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where the ratio 1( ) / ( )u uW r W r
 
 is given by Eqs. (2.37) and (2.38), and the functions 
( )z  and ( )r  are defined by Eqs. (2.23) and (2.28), respectively. 
 
2.3. Results and Discussion 
A. Systems involving a δ-function reaction sink 
In previous theories, analytic expressions for the ultimate survival probability 
were obtained only for the case when the geminate particles interact via Coulombic 
potential and the recombination reaction occurs at a contact separation with 
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orientation-independent reactivity. This corresponds to the case in which ( , )RS r   
is given by the δ-function reaction sink in Eq. (2.13) with constant   independent 
of   and 1( )U r  is given by  
1( ) /cU r r r  .  (2.40) 
Here, the Onsager distance cr  is given by  
2
0/ (4 )c r Br e k T  , (2.41) 
where 0  and r  denote the vacuum permittivity and the relative permittivity of 
the reaction medium, respectively. 
In this case, rx  defined in Eq. (2.18) is given by (sinh ) / ( )K K   , and from 
Eqs. (2.24) and (2.25) the separation probability of a geminate charge pair with initial 
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It is noted that in the limit of vanishing external field ( 0)K  , 
/
(1) ( )/ (1 e )c
r
cr
    and /( / ) ( / )(1 e) cr rcr r  

 , so that the expression 


























where / (4 )r ck Dr  . The charge separation probability is enhanced by the 
external electric field. Up to the linear order in the magnitude of external electric 
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. (2.47) 
We thus expect our expression for ( )uW   overestimates the charge separation 
probability at low field strength. However, numerical investigation shows that the 
above lowest-order expressions are applicable only when the field is very weak, and 
the overall quality of the solution for extended range of field strength is important.  
The expression for ( )uW   in Eq. (2.42) has a similar form as those of previous 
























































In Eqs. (2.48) and (2.49), 1( )I z  denotes the modified Bessel function of the first 
kind.12 In the limit of vanishing external field, the factor  1/2 1/21( ) / 2( )c cK I Kr r  
３４ 
 
becomes unity. Hence, it is noted that Eq. (2.48) also reduces to the known exact 
expression, but Eq. (2.49) does only in the large /cr   limit. When / 1cr  , 
both Eqs. (2.48) and (2.49) reproduce the linear field dependence of the charge 
separation probability as given by Eq. (2.46). It is noteworthy that the first expression 
for ( )uW   [Eq. (25) of Ref. 5] derived by Seki and Wojcik exhibits the correct 
limiting behavior at low field strength regardless of the magnitude of /cr  , but 
behaves unreliable at high field strength. 
In Fig. 2.1, we compare the accuracy of ( )uW   expressions in Eqs. (2.42), 
(2.48), and (2.49) against the exact results calculated numerically by solving Eq. (2.6) 
with finite element method. Actually, for numerical solution of Eq. (2.6), the 
presence of δ-function sink term is awkward. Therefore, the δ-function sink term 
together with the reflecting boundary condition in Eq. (2.8) was replaced by an 
equivalent radiative boundary condition, 
2
( )













The key approximations in our theory are those given by Eqs. (2.19) and (2.20), 
which require that ( , )uW r   does not depend much on μ. On the physical grounds, 
these conditions would be satisfied when (i) the anisotropic external electric field is 
not too large, (ii) the Onsager distance cr  is large compared to the initial charge 
separation r, and (iii) the inherent reactivity at the contact separation, represented by 
the parameter  , is small. For large cr , the isotropic interaction potential 1( )U r  
dominates the anisotropic external electric field up to large distance. For small  , 
the geminate particles survive long enough that the pair distribution between them 
deviates little from the isotropic distribution set by the dominant interaction potential 
３５ 
 
1( )U r . Hence the present theory is expected to be more accurate for larger cr  and 
for smaller K and  . 
Indeed, Fig. 2.1(a) shows that when / 14cr    and / 4 0.1D    , the 
present theory represented by solid curve as well as the Seki-Wojcik theory 
represented by dot-dashed curve produces accurate estimates of the external electric 
field effect on the charge separation probability. In the figure, the two curves are 
hardly distinguishable from each other and in good agreement with the exact 
numerical results represented by filled squares. On the other hand, the dotted curve 
representing the results of the corrected Braun theory deviates significantly when the 
strength of external electric field, measured by K , is large.  
However, Fig. 2.1(b) shows that when / 14cr    and / 4 1.0D    , the 
present theory as well as the Seki-Wojcik theory overestimates the charge separation 
probability for 0.5K  . Again, the curves drawn for the two theories are hardly 
distinguishable. The predictions of the corrected Braun theory are still worse. Seki 
and Wojcik limited the applicability of their theory to the charge separation 
occurring in low permittivity materials with large cr . Figure 2.1(c) shows that when 
/ 5cr    and / 4 0.1D     the Seki-Wojcik theory fails as the value of K  
gets larger than 1.5. In fact, for all sets of parameters even with /cr   as large as 
14, the Seki-Wojcik theory fails at higher K  values. The same trend is observed 
as in Fig. 2.1(c); the predicted charge separation probability decreases unphysically 
at higher K  values. Figure 2.1(c) shows that the present theory overestimates the 
charge separation probability for the whole range of K . However, for the wider 
range of K  (i.e., for 1K  ), the present theory provides better estimates of 
charge separation probability than the corrected Braun theory. 
３６ 
 
In Fig. 2.2, we displayed the effect of initial separation between geminate particles 
on the charge separation probability. Seki and Wojcik5 provided the following 
expression ( )uW r , 
( ) 1 ( )[1 ( )]SW SWu uW r Y r W    , 
 
1
( /2) 1 1/2
1












      
   
 , (2.51) 
where ( )nI z  denotes the modified Bessel function of the first kind of integer order 
n.12 We compare the accuracy of ( )uW r  expressions in Eqs. (2.43) and (2.51) 
against the exact results calculated numerically by solving Eq. (2.6) with finite 
element method. 
Again, from Fig. 2.2, we see that the theories provide better estimates of charge 
separation probability ( )uW r  when /cr   is large and / 4 D    is small. 
However, agreement with the exact numerical results deteriorates as the initial 
separation r between geminate particles gets larger. The present theory consistently 
overestimates the charge separation probability in all cases considered, while the 
Seki-Wojcik theory always underestimates it. For some sets of parameters, the 
estimates of the Seki-Wojcik theory appear in better agreement with the exact 
numerical results than those of the present theory. However, the overal trends of 
variation of ( )uW r  with respect to r and K  are better predicted by the present 
theory. Especially, the predictions of the Seki-Wojcik theory become highly 
unreliable for / 4r   . Their estimates for ( )uW r  collapse to a single value 
( )SWuW   [Eq. (2.49)] for large K . 
Figure 2.3 displays the variation of the charge separation probability ( )uW   
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, called the Debye-Hückel length, measures the thickness of the ionic 
atmosphere around a charged particle. In this case, from Eqs. (2.24) and (2.25) the 
separation probability of a geminate charge pair with initial separation r is given by   
1
exp[( / ) ] sinh
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Again, in the limit of vanishing external field ( 0)K  , the expression for ( )uW r  





decreases, the attractive interaction between geminate particles diminishes rapidly 
with increasing separation, so that the charge separation probability increases with 
D . 
Figure 2.3 shows that the present theory provides reliable estimates of ( )uW   
over the whole range of K  when the Onsager distance cr  is large and the 
inherent reactivity at the contact separation is small; in Fig. 2.3(a), / 14cr    and 
/ 4 0.1D    . However, as in the case with bare Coulomb interaction (see Fig. 
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2.1), the accuracy deteriorates progressively with increasing   [Fig. 2.3(b)] and 




 is small and 
the initial separation between geminate particles is large, the influence of isotopic 
interaction between the particles diminishes and the present estimates of charge 
separation probability may become less accurate. 
B. Systems involving a long-range reaction sink 
When the recombination of geminate particles occurs via electron transfer, one 
may use Marcus theory of electron transfer reactions to model the reaction sink 















   
 
. (2.56) 
Here V and G  are the matrix element of the interaction Hamiltonian and the free 
energy difference between the donor state and the acceptor state, respectively, and 
  is the reorganization energy. V depends very sharply on the distance between the 
donor and acceptor. One usually assumes the following functional form for the 
distance dependence of V: 
22 ( )
0
rV V e      (2.57) 
with 0V  denoting the coupling at the contact distance. As will be described below, 
G  is a function of r and μ in general. For simplicity, however, we will first take it 
to be constant and consider a reaction sink function expressed as 
2 /(4 ) ( 1)
0 with( ) ( / )  ( )
A y
R R RS r S y r S y e e
        , (2.58) 
where 
2 1/2
0 0(2 / ) / (4 )BV k T   , / Bk T  , and 0 / ( )BA G k T    . A 
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typical value of the prefactor 0  in the case of organic photovoltaics is about 
13 110 s .14 With the interaction potential 1( ) /cU r r r  , we then obtain from Eq. 
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where /x r   and ( )z  is the function defined in Eq. (2.44). ( )y  and 
( )uW y

 are given by 
sinh
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 . (2.63) 
In Fig. 2.4, we compare the accuracy of ( )uW r  expressions given by Eqs. (2.59) 
– (2.63) against the exact results calculated numerically by solving Eq. (2.6) with 
finite element method. To calculate ( )uW r , we need seven dimensionless 
parameters, K , /cr  , 
2
0 / D  , /r  , A ,  , and  . Figure 2.4 displays 
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the influence of the four parameters K , /cr  , 
2
0 / D  , and /r   on the 
accuracy of the approximate analytic expression. We fixed the values of the other 
three parameters as 20A  , 10  , and 2  , which are the typical values in 
the case of organic photovoltaics. 
Again, when the Onsager distance cr  is large and the inherent reactivity 
parameter 
2
0 / D   is small, the agreement of analytic estimates of ( )uW   with 
the exact numerical results are excellent. This exemplifies the utility of our solution 
method for Fredholm integral equations of the second kind.6,7 However, as in the δ-
function sink case, the agreement deteriorates as the Onsager distance cr  decreases 
[Fig. 2.4(c)] and the initial separation r between geminate particles increases. This 
is because the key approximations given by Eqs. (2.19) and (2.20) become less 
accurate as the effects of anisotropic external field dominate the isotropic central 
interaction potential. 
As mentioned above, G  in Eq. (2.56) depends r and μ in general. Wang and 
Suna14 proposed a simple model for the field dependence of G  as expressed by 








   , (2.64) 
where 0G  denotes an intrinsic free energy difference between the donor state and 
the acceptor state. With Eq. (2.64), the reaction sink function can be represented as 
0( , ) ( / , )R RS r S y r      
with  
2















where 0 ,  , and A are the same quantities as defined after Eq. (2.58). However, 
this simple model poses a problem when either /cr   or K  is large; the charge 
recombination is predicted to occur faster at a separation larger than the contact 
distance  , which seems rather unphysical. As shown in Fig. 2.5, when / 14cr    
and 1.5K  , the charge separation probability ( )uW r  calculated numerically 
with Eq. (2.65) turns out to be a non-monotonic function of the initial separation 
between geminate particles; values of other parameters used for the numerical 
solution are 
2 3
0 / 10D   , 10A  , 10  , and 2  . It is obvious that one 
needs to consider more carefully the distance-dependence of G , as well as the 
interaction Hamiltonian V and the reorganization energy  , in the presence of 
strong external electric fields. However, the primary purpose of present work is to 
formulate an analytic theory of diffusion-influenced charge separation for a given 
model of reaction sink function, and we will simply employ the model function given 
by Eq. (2.65) to test the accuracy of the approximate expression for ( )uW r  derived 
in Sec. 2.2.. 
With the interaction potential 1( ) /cU r r r   and the reaction sink function in 
Eq. (2.65), we obtain from Eq. (2.39) the same expression in Eq. (2.59) for the charge 
separation probability. ( )uW y

 appearing in Eq. (2.59) is also given by the same 
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, (2.67) 
where erfc(z) is the complementary error function12 and 
1( ) ( / )cB y A r y
  . 
In Fig. 2.6, we compare the accuracy of ( )uW r  expressions given by Eqs. (2.59), 
(2.61), (2.66), and (2.67) against the exact results calculated numerically by solving 
Eq. (2.6) with finite element method. To calculate ( )uW r , we need seven 
dimensionless parameters, K , /cr  , 
2
0 / D  , /r  , A ,  , and  . 
Figure 2.6 displays the influence of the four parameters K , /cr  , 
2
0 / D  , 
and /r   on the accuracy of the approximate analytic expression. We fixed the 
values of the other three parameters as 10A  , 10  , and 2  . 
We note that ( )uW r  obtained by numerical solution of Eq. (2.6) behaves 
unphysically for large K . It reaches a plateau value less than unity, and even 
decreases when K  is further increased. As mentioned above, this indicates the 
deficiency of the simple reaction sink model given by Eq. (2.65). Apart from the 
region of large K , the agreement of analytic estimates of ( )uW r  with the exact 
numerical results are excellent, especially when the Onsager distance cr  is large 
and the inherent reactivity parameter 
2
0 / D   is small. Again, the agreement 
deteriorates as the Onsager distance cr  decreases [Fig. 2.6(c)] and the initial 




Figure 2.1. Charge separation probability ( )uW   as a function of K  that 
measures the strength of external electric field. Exact numerical results are 
represented by filled squares. Results of the present theory [Eq. (2.42)], corrected 
Braun theory [Eq. (2.48)], and Seki-Wojcik theory [Eq. (2.49)] are represented by 





Figure 2.2. Charge separation probability ( )uW r  as a function of K  and 
initial separation r between geminate particles. Exact numerical results are 
represented by filled squares for / 2r    and filled circles for / 3r   . Results 
of the present theory [Eq. (2.43)] and Seki-Wojcik theory [Eq. (2.51)] are 





Figure 2.3. Charge separation probability ( )uW   as a function of K  when 
the interaction between geminate particles is given by the screened Coulomb 
potential in Eq. (2.52). Exact numerical results are represented by filled squares for 
0.1D    and filled circles for 0.5D   , and results of the present theory [Eq. 




Figure 2.4. Charge separation probability ( )uW r  as a function of K  and 
initial separation r between geminate particles when the reaction sink function 
is given by Eq. (2.58). Exact numerical results are represented by filled squares for 
/ 1r    and filled circles for / 3r   . Results of the present theory [Eq. (2.59)] 




Figure 2.5. Dependence of charge separation probability ( )uW r  on the initial 
separation /r   between geminate particles. The results are exact ones 
calculated numerically from Eq. (2.6) with the model sink function in Eq. (2.65). 
Values of parameters used for the numerical solution are / 14cr   , 
2 3






Figure 2.6. Charge separation probability ( )uW r  as a function of K  and 
initial separation r between geminate particles when the reaction sink function 
is given by Eq. (2.65). Exact numerical results are represented by filled squares for 
/ 1r    and filled circles for / 3r   . Results of the present theory [Eqs. (2.59), 





2.4. Concluding Remarks 
We presented a closed analytic expression for the separation probability of 
geminate charged particles under the influence of constant external electric field. 
Compared to the well- known Braun’s expression,3 as corrected by Wojcik and 
Tachiya,4 and the recently proposed Seki and Wojcik’s expression, our expression 
provides overall more reliable estimates for the charge separation probability. In 
addition, we have extended the applicability of expression to the cases in which the 
recombination of geminate particles needs to be described by an anisotropic, long-
range reaction sink function and the interaction between the geminate particles is 
given by arbitrary central potential energy. 
The recombination of geminate charge pairs generated by radiation has been 
investigated intensively, especially in an effort to design more efficient solar cells.2-
5,15,16 The spherical geminate particles considered in the present theory can be a 
simple model of a charge-transfer exciton created in an organic photovoltaics. For 
application to more realistic model system, however, one needs to consider the 
charge separation process occurring in heterogeneous media.11 We believe that the 
mathematical approach presented in this work would help to develop an analytical 
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Green’s function of the Smoluchowski equation with 




In viscous solutions as well as in solids, the kinetics of bimolecular reactions can 
be influenced by the slow diffusion rates of reactants.1-3 Following the pioneering 
work of Smoluchowski,4 the kinetics of such diffusion-influenced reactions has 
usually been described based on the Smoluchowski equation for reactant pairs.1 For 
simplicity, the reactants are usually assumed to be spherical and to interact via 
central interaction potential. The effect of chemical reaction event is implemented 
with either the boundary condition at the contact separation4,5 or the reaction sink 
function.6 The reaction sink function, depending on the radial distance r, represents 
the disappearance rate of a reactant pair due to reaction at a relative separation r. An 
advantage of the approach employing the reaction sink function is that it can treat 
long-range reactions like electron and energy transfer reactions. For contact reactions, 
the combination of a delta-function reaction sink and the reflecting boundary 
condition is equivalent to the radiation boundary condition.6 
In this work, we will derive a closed analytic expression for the Green’s function 
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   
  
 (3.1.1) 
The Green’ function 0( , )RG r t r  represents the probability density of finding the 
reactant pair at a separation r at time t, given that their initial separation was 0r . D 
is the relative diffusion coefficient at large separation. For the moment, ( )U r  
denotes an arbitrary central interaction potential in units of Bk T , with Bk  and T 
denoting the Boltzmann constant and the absolute temperature. For an explicit 
expression for 0( , )RG r t r , we will consider the Coulomb interaction potential, but 
a formal expression will be first obtained with the general interaction potential. For 
generality, we will also take into account the effect of hydrodynamic interaction, 
represented by the function ( )h r , but the explicit expression for 0( , )RG r t r  in the 
presence of interaction potential will be given for the case with ( ) 1h r  . ( )RS r  
denotes the reaction sink function and has a dimension of inverse time. The initial 















  , (3.1.2) 
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0lim ( , ) 0R
r
G r t r
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 . (3.1.4) 
Equation (3.1.2) tells that the reactant pair was initially generated at a separation 0r , 
while the reflecting boundary condition in Eq. (3.1.3) tells that the reactants cannot 
get closer than a contact distance  . The outer boundary condition in Eq. (3.1.4) 
tells that the reactants cannot be separated to an infinite distance in a finite time. 
５３ 
 
An exact general expression for 0( , )RG r t r  with arbitrary ( )h r , ( )U r , and 
( )RS r  is absent. In the simplest case with ( ) 1h r  , ( ) 0U r   for r  , and 
2( ) ( ) / (4 )RS r r    , its explicit expression is given in Ref. 1.  An exact 
Laplace transform expression of the Green’s function was derived by Hong and 
Noolandi for the case with ( ) 1h r  , ( ) /cU r r r   ( cr Onsager distance), and 
( ) 0RS r  .
7 However, its usability is limited because it is given as an infinite series 
of product terms of two complicated functions, each of which is in turn expressed as 
an infinite series. Grebenkov and Traytak obtained a semi-analytical form of the 
steady-state Green’s function of the Smoluchowski equation for arbitrary 
arrangements of many spherical reactants with inhomogeneous surface reactivity, 
but in the case with ( ) 1h r   and ( ) 0U r   for r  .8 Very recently, Grebenkov 
generalized their results to the time-dependent case.9 In a recent work, we introduced 
a new method for solving the Fredholm integral equations of the second kind.10-16 By 
using the method we obtained a closed analytic expression for the reaction-free 
Green’s function with arbitrary ( )h r  and ( )U r  but with ( ) 0RS r  , which 
provided very accurate estimates for intermediate to long times.10  
In the present work, we present a Green’s function expression that provides exact 
results at both short and long-time limits. It is thus expected to provide reasonably 
accurate results also at intermediate times. In Sec. 3.2.A, we obtain two integral 
equations for the Laplace transform 0
ˆ ( , )RG r s r  of the Green’s function 0( , )RG r t r . 
Both are exact equations, but one is more suitable to develop small-s approximations 
and the other the large-s approximations. All equations in Sec. 3.2.A are applicable 




ˆ ( , )RG r s r  for the case with ( ) 1h r  , ( ) /cU r r r   for r  , 
and 
2( ) ( ) / (4 )RS r r    . In Sec. 3.2.C, the Green’s function expressions are 
used to derive the Laplace-transform expressions of geminate recombination rate and 
the survival probability of the geminate reactant pair. A useful time-domain 
expression is also given for the intermediate to long-time geminate recombination 
probability. In Sec. 3.2.D, we also obtain useful expressions for the bulk 
recombination rate coefficient based on the Green’s function expression. In Sec. 3.3, 
we evaluate the accuracy of the Green’s function expression by comparing the 
analytic results on the time-dependent survival probability of a geminate reactant 
pair and the bulk recombination rate coefficient with those obtained from the 
numerical solution of the survival probability equation and the Smoluchowski 
equation of the pair correlation function. Finally, we will give some concluding 
remarks in Sec. 3.4. 
 
3.2. THEORY 
A. Integral Equations for ˆ ( )RG r, s r0  
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where we have denoted a Laplace transform of a time-dependent function ( )f t  by 
ˆ( )f s . By dividing both sides of Eq. (3.2.1) by 
2/D r  and then by integrating the 
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 (3.2.2)  
In obtaining this equation, we have applied the inner boundary condition in Eq. 
(3.1.3), and   denotes the Heaviside step function. Next, by dividing both sides of 
Eq. (3.2.2) by 1
( )2
1 1( )
U rr h r e  and then by integrating the resulting equation over 1r  
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In obtaining this equation, we have applied the outer boundary condition in Eq. 
(3.1.4). Finally, by taking integrations by parts for the first integral on the left hand 
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 . (3.2.5) 
It is noted that r  is a monotonically increasing function of r, and in Eq. (3.2.4) we 
have denoted 0( )r r  and 1( )r r  simply by 0r  and 1r , respectively. Equation 
５６ 
 
(3.2.4) is an integral equation to solve for 0
ˆ ( , )RG r s r . We note that an iterative 
expansion of Eq. (3.2.4) provides a series solution that is appropriate for small s and 
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While Eq. (3.2.4) is an integral equation that is useful to get small-s 
approximations for 0
ˆ ( , )RG r s r , we can obtain another integral equation that is more 
useful to get approximate solutions for large s values. We first introduce a 
transformation given by 
0
0 0
[ ( ) ( )]/2ˆ ( , ) ( , )R R
U r U r
G r s r e F r s r
 
  (3.2.7) 
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   . (3.2.8) 






















   , (3.2.10) 
where 
22 ( ) ( )c Dh U    , (3.2.11) 
５７ 
 
2( ) 4( ) ( ) 2 ( ) [ ( )] 2 ( )[ln ( )]
4
Dh r
r U r U r U r U r h r
r
 
         
 
, (3.2.12) 
with ( ) ( ) /U r dU r dr  , 2 2( ) ( ) /U r d U r dr  , and [ln ( )]h r 
1[ ( )] ( ) /h r dh r dr . 
The boundary conditions in Eqs. (3.1.3) and (3.1.4) give the following boundary 
conditions for 0( , )RF r s r : 
0( , ) 0R
r






0lim ( , ) 0R
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F r s r
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 ). (3.2.14) 
We note that the operator ( )hL r  defined in Eq. (3.2.9) is the Smoluchowski 
operator in the absence of reaction and interaction potential, but including the 
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Eq. (3.2.8) can be transformed into an integral equation given by 
2
0 0 1 1 1 1 1 0
ˆ ˆ( , ) ( , ) 4 ( , ) ( ) ( , )R h h eff RF r s r G r s r dr r G r s r S r F r s r


   . (3.2.16) 
An approximate expression for 0




ˆ ( , ) ( )hG r s r O s
  for large s except at 0r r , we note that an iterative 
expansion of Eq. (3.2.16) provides a series solution for 0( , )RF r s r  that is 
appropriate for large s values: 
2
0 0 1 1 1 1 1 0
ˆ ˆ ˆ( , ) ( , ) 4 ( , ) ( ) ( , )R h h eff hF r s r G r s r dr r G r s r S r G r s r


    (3.2.17) 
We have recently developed a new solution method for the Fredholm integral 
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  (3.2.18) 
where 0( , )Rf r s r  is an approximate expression for 0( , )RF r s r . Equation (3.2.18) 
is a resummed expression of the series in Eq. (3.2.17). Hence, if we take an 
approximation given by 0 0
ˆ( , ) ( , )R hf r s r G r s r , we may get a much better solution 
than that given by the first two terms on the right hand side of Eq. (3.2.17). 
 
B. Explicit Expressions for ˆ ( )RG r, s r0  
When the reaction can occur only at the contact distance  , the reaction sink 












 ,  (3.2.19) 
where   is an inherent rate constant parameter that has a dimension of 3 1L T . In 
this case, Eq. (3.2.4) reduces to 
2
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ˆ ˆ ˆ ˆ( , ) ( ,0 ) 04 ( ) , ), (R R R RG r s r G r r dr r G r G r s rs r
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with ( )r  . It is the exact expression for 0
ˆ ( , )RG r s r  at 0s  . For the delta 
function sink, 0
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ˆ ( , )G r s r  is the Green’s function for the Smoluchowski equation, Eq. (3.1.1), with 
the sink term left out. In a previous work,10 we showed that an accurate small-s 
approximation of 0
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Here, 1/2( / )s D  , 
( )eq U
fk e
   and 4
DC
fk D  . These are the equilibrium 
and diffusion-controlled rate constant, respectively, when the reaction can be 
modeled as the δ-function sink in Eq. (3.2.19). When this small-s approximation of 
0
ˆ ( , )RG r s r  in Eq. (3.2.24) is substituted into the integrand of Eq. (3.2.20), we get 
 20 0 1 1 1 1 0
ˆ ˆ ˆ ˆ( , ) ( ,0 4 ( , )) 0 ( , )S SR R R RG r s r G r r dr r G r g r s rs r


   . (3.2.25) 
We expect that 0
ˆ ( , )SRG r s r  in Eq. (3.2.25) will provide a much improved estimate 
of 0
ˆ ( , )RG r s r  for intermediate to small s values than 0ˆ ( , )
S
Rg r s r  in Eq. (3.2.24). 
From now on, we further restrict ourselves to the case when the hydrodynamic 
interaction is absent [ ( ) 1]h r  , and the interaction potential is Coulombic one, 
６０ 
 
( ) /cU r r r  . (3.2.26) 
Here, 
*
1 2c cr z z r  ; 1z  and 2z  are the charges of geminate reactants in units of 
proton charge e, and 
*
cr  is the Onsager distance defined by  
* 2
0/ (4 )c r Br e k T   (3.2.27) 
with 0  and r  denoting the vacuum permittivity and the relative permittivity of 
the reaction medium, respectively. In this case, the Flannery-transformed radial 












.  (3.2.28) 
c  defined in Eq. (3.2.11) and ( )r  defined in Eq. (3.2.12) are respectively given 
by 







   . (3.2.30) 
With ( ) 1h r  , the reaction-free Green’s function 0
ˆ ( , )hG r s r  defined in Eq. 
(3.2.15) is given by1 
0 0| | ( 2 )
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   
 
. (3.2.31) 
Because the kinetics of geminate recombination reactions, which will be 
considered below, is determined mainly by short-time dynamics, we will then 
introduce approximations that are appropriate for large s values. We thus consider 
Eq. (3.2.16) for 0( , )RF r s r , which can be now rewritten as 
６１ 
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Depending on the sign of c  , we need separate derivations. In the case with 
repulsive potential, 0cr   so that 0c     , and we obtain from Eq. (3.2.32) 
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By inserting this expression for 0( , )RF s r  back into Eq. (3.2.32), we obtain the 
following integral equation: 
2 2
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In the case with attractive Coulomb potential, we obtain from Eq. (3.2.32) an 
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By inserting this expression for 0( , )RF s r  back into Eq. (3.2.32), we obtain the 
following integral equation: 
0 0 0
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Its explicit expression is given by Eq. (3.2.35) with   replaced by  . An 
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The integrals appearing in Eqs. (3.2.36), (3.2.40), and (3.2.41) can be expressed 




0 0 1 1 0 1 0 1 0
ˆ ˆ( , , ) ( , ) ( , )cI r r s Dr dr r G r s r G r s r

    (3.2.42) 
An analytic expression for 0 0( , , )I r r s  can be generated by using the Mathematica, 
and is given in Appendix B. We have thus obtained approximate analytic expressions 
for 0
ˆ ( , )RG r s r  that is accurate at large s: 
0
0 0
[ ( ) ( )]/2ˆ ( , ) ( , )LR RR R
U r U r
g r s r e f r s r
 
  (3.2.43) 
in the repulsive potential case, and 
0
0 0
[ ( ) ( )]/2ˆ ( , ) ( , )LA AR R
U r U r
g r s r e f r s r
 
  (3.2.44) 
in the attractive potential case. Here, 0( , )
R
Rf r s r  and 0( , )
A
Rf r s r  are given by Eq. 
(3.2.36) and Eq. (3.2.40), respectively. 
Then, a much improved approximation for 0
ˆ ( , )RG r s r  can be obtained by 
putting these large-s approximations into Eq. (3.2.20) as  
2
0 0 1 1 1 1 0
ˆ ˆ ˆ ˆ( , ) ( ,0 4 ( , )) 0 ( , )L LR R R RG r s r G r r dr r G r g r s rs r


   , (3.2.45) 
where 1 0ˆ ( , )
L
Rg r s r  denotes either 1 0ˆ ( , )
LR
Rg r s r  in Eq. (3.2.43) or 1 0ˆ ( , )
LA
Rg r s r  in 
Eq. (3.2.44). It must be noted that Eq. (3.2.45) has a formally exact solution structure 
of Eq. (3.2.20). Hence, by putting the large-s approximations 0ˆ ( , )
L
Rg r s r  into Eq. 
(3.2.45), we get highly accurate estimates of 0
ˆ ( , )RG r s r  at large s. We also note 
that Eq. (3.2.45) gives an exact result in the 0s   limit with a reasonable choice 
of 0ˆ ( , )
L
Rg r s r . Therefore, Eq. (3.2.45) would provide an improved estimate of 
0
ˆ ( , )RG r s r  for large to intermediate s values compared to 0ˆ ( , )
L




C. Geminate Recombination Kinetics 
As an application, we first consider the kinetics of geminate recombintion 
reactions. We suppose that at 0t   a geminate pair of reactant molecules are 
created at a separation 0r  by photolyzing a parent molecule. We assume that the 
recombination reaction occurs at the contact distance  , so that the reaction event 
is modeled by the delta-function sink in Eq. (3.2.19). Then the recombination rate of 
the geminate reactant pair at time t is given by 
2
0 0 0( , ) 4 ( ) ( , ) ( , )R R RR r t dr r S r G r t r G t r
  

  . (3.2.46) 
The probability that the geminate pair has reacted by time t is then given by 
0 0 00 0
( , ) ( , ) ( , )
t t
RX r t d R r d G r        . (3.2.47) 
This geminate recombination probability 0( , )X r t  is related to the survival 
probability 0( , )W r t  of the geminate pair by 
0 0( , ) 1 ( , )W r t X r t  . (3.2.48) 
The Laplace transforms of these quantities are then related as 
1 1 1
0 0 0 0
ˆˆ ˆ ˆ( , ) ( , ) ( , ) ( , )RX r s s W r s s R r s s G s r 
      . (3.2.49) 
From Eq. (3.2.20), we then obtain 
1 2
0 0 0
ˆ ˆ ˆˆ ( , ) ( ,0 ) 0 ( , )4 ( , )R R RX r s s G r dr r G G rs r s r
  
   
  
 (3.2.50) 
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. (3.2.52) 
Because the time-dependence of geminate recombination kinetics is largely 
determined by the short-time dynamics, we have used the large-s approximations for 
0
ˆ ( , )RG r s r  in the integrand, as given by Eq. (3.2.43) in the repulsive potential case 
and by Eq. (3.2.44) in the attractive potential case. In the diffusion-controlled case 
with   , both reduce to 
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   . (3.2.55) 
An asymptotic expression for the geminate recombination probability can be 
obtained from Eq. (3.2.50) by using the small s approximation 0ˆ ( , )
S
Rg r s r  in Eq. 
(3.2.24) for 0
ˆ ( , )RG r s r  in the integrand. For very small s values, 0ˆ ( , )
S
Rg r s r  in 
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By using this 0ˆ ( , )
S
Rg r s r  for 0
ˆ ( , )RG r s r  in the integrand of Eq. (3.2.50), we can 
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It is noteworthy that Eqs. (3.2.24), (3.2.56), and (3.2.57) are valid for arbitrary ( )U r  
and ( )h r , as long as the tilded variables are taken to be those defined by Eq. (3.2.5). 
We also note that Eqs. (3.2.56) and (3.2.57) are not strict asymptotic expressions; 
they include approximate short-time corrections. For comparison, a strict asymptotic 
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Equations (3.2.57) and (3.2.58) give the same results only for very large times. 
 
D. Bulk Recombination Kinetics 
The bulk recombination rate coefficient in the low reactant concentration limit is 
given by 
 ( ) ( ) ( , )f Rk t d S r r t  r  (3.2.59) 
where ( , )r t  is the nonequilibrium pair correlation function. In the diffusive 
regime, its time evolution is governed by the Smoluchowski equation, 
 
2 ( ) ( )
2
1







( , )r t  satisfies the same boundary conditions as 0( , )RG r t r  in Eqs. (3.1.2) and 
６７ 
 
(1.3). Hence, ( , )r t , with the initial condition 0 0( , 0) ( )r t r   , can be 
represented in terms of the Green’s function 0( , )RG r t r  as 
 0 0 0 0( , ) ( , ) ( )Rr t d G r t r r   r . (3.2.61) 
From Eqs. (3.2.59) and (3.2.61), we can then obtain 
 0 0 0 0( ) ( , ) ( )fk t d R r t r  r  (3.2.62) 
with the geminate recombination rate given by  
 0 0( , ) ( ) ( , )R RR r t d S r G r t r  r . (3.2.63) 
Equation (3.2.62) was first obtained by Tachiya in a different way.23 
 However, Eq. (3.2.62) with Eq. (3.2.63) is less useful unless one has an explicit 
Green’s function expression in the time domain. The reason is that in the Laplace 
domain, the integral 0 0 0 0
ˆ( , ) ( )d R r s r r  diverges in the 0s   limit as 
ˆ ( )fk s  
does. Fortunately, for a delta-function sink, we have a simpler relation. In this case, 




r e  , ˆ ( )fk s  can be related to the reaction-free 
Green’s function by1 
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On the other hand, from Eq. (3.2.22), we have 
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We can thus obtain the following relation, 
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 With Eqs. (3.2.20) and (3.2.21) we then have  
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where 
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As shown in Sec. 3.3, in the case of repulsive potentials, the dynamic steady-state 
is reached rapidly. Therefore, one needs to use the large-s approximation for 
ˆ ( , )RG r s   in the integrand of Eq. (3.2.67); 
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 . (3.2.69) 
On the other hand, in the case of attractive potentials, reactant pairs have 
repeating chance of reaction even at low reactivity, and the dynamic steady-state is 
reached at long times. Hence, especially for strongly attractive potential case, one 















 . (3.2.70) 











( )( ) 1
1 1
( ) ( )
      Exp









U rk kk t r e
dr
k k k r
kk r Dt r






   
 
 
     
      





( ) Erfc( )xx e x  . It must be noted that Eq. (3.2.71) is valid for arbitrary 
( )U r  and ( )h r , as long as the tilded variables are taken to be those defined by Eq. 
(3.2.5). 
 
3.3. Results and Discussion 
We have evaluated the accuracy of the Green’s function expression by comparing 
the results on the geminate reaction kinetics, as given by Eq. (3.2.52), with the 
numerical solution of the survival probability equation,18,19 
( ) 2 ( )
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. (3.3.1) 
Actually, for numerical solution of Eq. (3.3.1), the δ-function sink term is difficult 
to handle. Therefore, the effect of reaction is implemented with an equivalent 
radiative boundary condition, 
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We have used the method of lines26 as implemented in the NDSolve routine of 
Mathematica package. We have checked the convergence of results by varying the 
number of spatial discretization points. 
For the calculation of the survival probability alone, it might be better to seek a 
solution to Eq. (3.3.1) or the equation for the geminate recombination probability 
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( , )X r t  given by 
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with the initial and boundary conditions given by 
( , 0) 0; lim ( , ) 0; ( , ) 0
r
r
X r t X r t X r t
r  

   

. (3.3.4) 
For the  -function reaction sink given by Eq. (3.2.19), a short derivation, which 
follows the same line that gives Eq. (3.2.4) from Eq. (3.2.1), gives an integral 
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where ( )uX r  is the ultimate recombination probability given by Eq. (3.2.51). 
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From Eq. (3.2.49), the ratio 1
ˆ ˆ( , ) / ( , )X r s X r s  is given by 
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Because the time-dependence of geminate recombination kinetics is largely 
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In the diffusion-controlled case with   , ( , ) 0Rf s r   but the ratio 








0 0 2 2 0 2 2
ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( , )
( , )
lim





G s r G s r Dr dr r G s r G r s r
f s r
f s r




   








   
    
   






ˆ ( , )G r s r  is that given by Eq. (3.2.55).   
Figures 3.1(a) – 3.1(f) display the time-dependent survival probabilities in the 
presence of moderately attractive Coulomb interactions with 4cr  . The 
reactivity parameter / (4 )D      and the initial separation 0r  between the 
geminate reactants are varied as follows;     and 0 1.1r   for Fig. 3.1(a), 
100   and 0 1r   for Fig. 3.1(b), 1   and 0 1r   for Fig. 3.1(c), 
    and 0 2r   for Fig. 3.1(d), 100   and 0 2r   for Fig. 3.1(e), and 
1   and 0 2r   for Fig. 3.1(f). Since ( , ) 0W t   for 0t   in the diffusion-
controlled case with    , we set 0 1.1r   for Fig. 3.1(a). In the figures, the 
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numerical results obtained by solving Eq. (3.3.1) are displayed by black filled circles, 
while the results of Eqs. (3.2.52) and (3.3.6) are represented by black solid and red 
dashed curves, respectively. The inverse Laplace transformation was carried out by 
using the Stehfest algorithm.27 We see that the approximate analytic results are in 
excellent agreement with the numerical results in all cases. Even the aymptotic 
expression given by Eq. (3.2.57) provides fairly good results as represented by blue 
dot-dashed curves. 
Figures 3.2(a) –3. 2(f) display the time-dependent survival probabilities in the 
presence of moderately repulsive Coulomb interactions with 4cr   . The 
reactivity parameter   and the initial separation 0r  between the geminate 
reactants are varied in the same way as in Figs. 3.1(a) – 3.1(f). The numerical results 
obtained by solving Eq. (3.3.1) are displayed by black filled circles. We see that 
results of the approximate analytic expressions in Eqs. (3.2.52) and (3.3.6), as 
represented respectively by black solid and red dashed curves, are in excellent 
agreement with the numerical results in all cases. Again, the asymptotic expression 
in Eq. (3.2.57) also provides fairly good results as represented by blue dot-dashed 
curves. 
Figures 3.3(a) – 3.3(f) display the time-dependent survival probabilities in the 
presence of very strong attractive Coulomb interactions with 14cr  . The 
reactivity parameter   and the initial separation 0r  between the geminate 
reactants are varied in the same way as in Figs. 3.1(a) – 3.1(f). Again, the numerical 
results obtained by solving Eq. (3.3.1) are displayed by black filled circles, while 
results of the approximate analytic expressions in Eqs. (3.2.52) and (3.3.6) are 
represented by black solid and red dashed curves, respectively. We see that the 
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results of Eq. (3.2.52) are in excellent agreement with the numerical results when the 
inherent reactivity is high as shown in Figs. 3.3(a), 3.3(b), 3.3(d), and 3.3(e). 
However, when the inherent reactivity is low, Eq. (3.2.52) provides poor predictions 
of the survival probability at intermediate times as shown in Figs. 3.3(c) and 3.3(f). 
Equation (3.3.6) also provides good results only when the inherent reactivity is high. 
The aymptotic expression in Eq. (3.2.57), whose results are represented by blue dot-
dashed curves, underestimates the survival probability in all cases. 
Figures 3.4(a) – 3.4(f) display the time-dependent survival probabilities in the 
presence of very strong repulsive Coulomb interactions with 14cr   . The 
reactivity parameter   and the initial separation 0r  between the geminate 
reactants are varied in the same way as in Figs. 3.1(a) – 3.1(f). Again, the numerical 
results obtained by solving Eq. (3.3.1) are displayed by black filled circles, while 
results of the approximate analytic expressions in Eqs. (3.2.52) and (3.3.6) are 
represented by black solid and red dashed curves, respectively. We see that the 
results of Eq. (3.2.52) are in excellent agreement with the numerical results all cases. 
Equation (3.3.6) also provides good results when 0 1r  , but it underestimates the 
survival probability when 0 2r  . The aymptotic expression in Eq. (3.2.57), 
whose results are represented by blue dot-dashed curves, underestimates the survival 
probability in all cases. 
We have also evaluated the accuracy of the Green’s function expression by 
comparing the results on the bulk recombination kinetics with the numerical solution 
of the Smoluchowski equation for the pair correlation function in Eq. (3.2.60). 
However, especially in the case of large attractive potential, the initial distribution 
0 0( )r  drops rapidly from 
/cre
  at r   to e  at cr r , which may cause 
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some numerical difficulty. Hence we have introduced the transformation, 
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with the initial and boundary conditions, 
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The rate coefficient can be calculated as 
 2 ( )( ) 4 ( , )Uf
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  (3.3.14) 
Again, we have used the method of lines as implemented in the NDSolve routine of 
Mathematica package. We also compared the results of our theory with those of 
Dudko-Szabo (DS) theory.28 Dudko and Szabo constructed a quite simple and 
accurate time-domain rate expression from Pade approximation using two exact 
terms of short- and long-time expansions of ˆ ( )fk s . 
Figures 3.5(a) – 3.5(f) display the time-dependent rate coefficients for bulk 
recombination in the presence of attractive Coulomb interactions with / 4cr    
and 14. The values of cr  and the reactivity parameter / (4 )D      are varied 
as noted in the legends. In the figures, the numerical results obtained by solving Eq. 
(3.3.12) are displayed by black filled circles. In the case of attractive potentials, as 
mentioned in Sec. 3.2.D, it is advisable to use Eq. (3.2.71) for ( )fk t  obtained from 
the small-s approximation of the Green’s function. The results of Eq. (3.2.71) are 
displayed by red solid curves, while the results of Dudko-Szabo (DS) theory by green 
dot-dashed curves. We see that when the attractive interaction is of moderate strength 
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with / 4cr   , the analytic results are in excellent agreement with the numerical 
results. However, in the case of very strong attractive potential with / 14cr   , the 
results of Eq. (3.2.71) deviate from the numerical results appreciably. The DS theory 
overestimates the rate coefficient considerably.  
Figures 3.6(a) – 3.6(f) display the time-dependent rate coefficients for bulk 
recombination in the presence of repulsive Coulomb interactions with / 4cr    
and 14. The values of cr  and the reactivity parameter / (4 )D      are varied 
as noted in the legends. In the case of repulsive potentials, as mentioned in Sec. 3.2.D, 
it is advisable to use Eq. (3.2.69) for ( )fk t  obtained from the large-s approximation 
of the Green’s function. In the figures, the numerical results obtained by solving Eq. 
(3.3.12) are displayed by black filled circles, and the results of Eq. (3.2.69) and the 
DS theory are displayed by red solid and green dot-dashed curves, respectively. We 
see that in the case of repulsive interactions, the analytic results are in excellent 





Figure 3.1. Time-dependent survival probabilities of geminate reactants in the 
cases with moderately attractive Coulomb interaction with 4cr  , the 
strength of inherent reactivity measured by the parameter / (4 )D      
and the initial separation 0r  between the geminate reactants are varied as 




Figure 3.2. Time-dependent survival probabilities of geminate reactants in the 
cases with moderately repulsive Coulomb interaction with 4cr   , the 
strength of inherent reactivity measured by the parameter / (4 )D      
and the initial separation 0r  between the geminate reactants are varied as 




Figure 3.3. Time-dependent survival probabilities of geminate reactants in the 
cases with very strong attractive Coulomb interaction with 14cr  , the 
strength of inherent reactivity measured by the parameter / (4 )D      
and the initial separation 0r  between the geminate reactants are varied as 




Figure 3.4. Time-dependent survival probabilities of geminate reactants in the 
cases with very strong repulsive Coulomb interaction with 14cr   , the 
strength of inherent reactivity measured by the parameter / (4 )D      
and the initial separation 0r  between the geminate reactants are varied as 





Figure 3.5. Time-dependent rate coefficient for bulk recombination in the cases 
with attractive Coulomb interaction with / 4cr    and 14. Values of cr  and 






Figure 3.6. Time-dependent rate coefficient for bulk recombination in the cases 
with repulsive Coulomb interaction with / 4cr     and -14. Values of cr  
and the inherent reactivity parameter / (4 )D      are varied as noted in 




3.4. Concluding Remarks 
We have obtained the Laplace-transform expressions for the Green’s function 
that provide accurate results for either small s or large s values. The central equation 
is given by Eq. (3.2.4), which is formally exact. By plugging a large-s approximation 
for 1 0
ˆ ( , )RG r s r  in the integrand of Eq. (3.2.4), one can obtain an expression for 
0
ˆ ( , )RG r s r  that becomes exact at both 0s   and s  limits and also provides 
reasonably accurate results at intermediate s values. A general expression for 
0
ˆ ( , )RG r s r  that is useful to generate large-s approximation is given by Eq. (3.2.7) 
with Eq. (3.2.18). Equations (3.2.4), (3.2.7), and (3.2.18) are valid for arbitrary 
hydrodynamic interaction function ( )h r , arbitrary interaction potential ( )U r , and 
arbitrary reaction sink function ( )RS r , although they are less explicit expressions. 
For the case with ( ) 1h r  , ( ) /cU r r r   for r  , and 
2( ) ( ) / (4 )RS r r    , a more explicit expression is given by Eq. (3.2.45) with 
1 0ˆ ( , )
L
Rg r s r  in the integral term given by Eqs. (3.2.36) and (3.2.43) for repulsive 
potential cases with negative cr , and by Eqs. (3.2.40) and (3.2.44) for attractive 
potential cases with positive cr .  
On the other hand, if a small-s approximation for 1 0
ˆ ( , )RG r s r  is put into the 
integrand of Eq. (3.2.4), one can obtain an expression for 0
ˆ ( , )RG r s r  that becomes 
asymptotically exact and also provides reasonably accurate results at intermediate s 
values. When the reaction sink is given by a δ-function, an explicit small-s 
approximation for the Green’s function is given Eq. (3.2.25) together with Eq. 
(3.2.24), which is valid for arbitrary ( )h r  and arbitrary ( )U r . 
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The Green’s function expressions have been applied to derive the Laplace-
transform expression of the survival probability as given by Eq. (3.2.52) with 
1 0ˆ ( , )
L
Rg r s r  in the integral term given by Eqs. (3.2.36) and (3.2.43) for repulsive 
potential cases, and by Eqs. (3.2.40) and (3.2.44) for attractive potential cases. As 
for the survival probability, another useful expression has been derived starting from 
the survival probability equation in Eq. (3.3.1), which is given by Eq. (3.3.6) together 
with Eqs. (3.3.8) – (3.3.11). An explicit time-domain expression for the intermediate 
to long-time geminate recombination probability has also been given in Eq. (3.2.57).  
We have also provided the expressions for the rate coefficient ( )fk t  of bulk 
recombination that are based on the previously known relation in Eq. (3.2.66). They 
are Eq. (3.2.69) for repulsive potentials and Eq. (3.2.71) for attractive potentials. 
Equation (3.2.69) is valid only when ( ) 1h r  , ( ) /cU r r r  , and 
2( ) ( ) / (4 )RS r r    , but Eq. (3.2.71) is valid for arbitrary ( )h r  and ( )U r . 
We have evaluated the accuracy of the survival probability expressions by 
comparing their results with those obtained from the numerical solution of the 
survival probability equation in Eq. (3.3.1). When the interaction potential is not too 
strong, both Eqs. (3.2.52) and (3.3.6) provide almost exact results; see Figs. 3.1 and 
3.2. However, when the interaction potential is very strong with the Onsager distance 
14cr   , slight deviations of the analytical results from the numerical results are 
observed; see Figs. 3.3 and 3.4. It is noteworthy that the asymptotic expression given 
by Eq. (3.2.57) also provides fairly good results when the interaction potential is not 
too strong. Because Eq. (3.2.57) is valid for arbitrary ( )U r  and ( )h r , it would be 
very useful for experimentalist in analyzing the long-time decay curves of the 
geminate pair survival probability.29 
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The accuracy of the expression for ( )fk t  has also been evaluated with the 
numerical solution of the transformed Smoluchowski equation in Eq. (3.3.12). For 
repulsive potentials, Eq. (3.2.69) as well as the Dudko-Szabo (DS) expression for 
( )fk t  has been found to give almost exact results even for very strong repulsive 
potential with 14cr   ; see Fig. 3.6. For attractive potentials, both Eq. (3.2.71) 
and the DS expression provide excellent results when the interaction is of moderate 
strength with / 4cr   . However, in the case of very strong attractive potential with 
/ 14cr   , the results of Eq. (3.2.71) deviate from the numerical results appreciably, 





APPENDIX A: EXPRESSION FOR ˆ 0( , )hG r s r   
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with the same boundary conditions as applied to 0( , )RF r s r  in Eqs. (3.2.13) and 
(3.2.14), 
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A short derivation, which follows the same line that gives Eq. (3.2.4) from Eq. (3.2.1), 
gives an integral equation for 0
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  In Ref. 10, we have shown that a small-s approximation to 0
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where 0 0( )r r r  and ( )r  . Then, a much improved solution that is accurate 
for small to intermediate s values can be obtained by approximating the ratio 
1 0 0
ˆ ˆ( , ) / ( , )h hG r s r G r s r  in the integrand of Eq. (3.A6) as 1 1 0 1 0ˆ ˆ( , ) / ( , )h hg r s r g r s r .  
On the other hand, a good large-s approximation can be obtained as follows. From 
Eq. (3.A1), we can derive the following integral equation, 
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ˆ ( , )G r s r  is the reaction-free Green’s function in the absence of interaction 
potential and hydrodynamic interaction, and was given in Eq. (3.2.28). 











A large-s approximation for 0





0 0 0 0 1 0
ˆ[ ( , )]ˆ ˆ( , ) ( , )
ˆ ( , ) ( , , ) ( , , )
h h
G r s r
G r s r g r s r





 20 0 1 1 0 1 1 0 1 0 1 0




  , (3.A11) 
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ˆ ( , )G r s r  satisfies the equation, 20 0 0 0
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  (3.A13) 
From Eqs. (3.A10) and (3.A13), we then obtain a large-s approximation to 
0
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  . (A15) 
By using the large-s approximation for 0
ˆ ( , )hG r s r  in Eq. (3.A14) in evaluating Eq. 
(3.A4) or (3.A6), an excellent approximation to 0
ˆ ( , )hG r s r  can be obtained for 
large to intermediate s values.  
When the hydrodynamic interaction can be described by the Oseen tensor and the 
hydrodynamic radii of the particles are given by / 2 , we have ( ) 1 3 / 4h r r  . 
However, other forms of ( )h r  may also be used. With the Oseen tensor model, 
( )r r  defined by Eq. (3.A5) is given by 
3 3
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,  (3.A16) 
and the two integrals defined by Eqs. (3.A12) and (3.A15) can also be evaluated 
analytically. We have 
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  (3.A18) 
where 0min( , )r r r  , 0max( , )r r r  , and ( ) Ei( )
xx e x  ; Ei( )x  and 1E ( )x  




APPENDIX B: EXPRESSION FOR 0 0( , , )I r r s  IN EQ. 
(3.2.42) 
Mathematica generates two separate expressions of 0 0( , , )I r r s  depending on 
the relative magnitude of r  and 0r , which can be rewritten as a single expression 
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with 
1 0
2 2(1 ) ( 2 ) (1 ) 2, ), ) ((B r r s           
   
2 2
0(1 [ ( 2 ) ( 2 )]) r r         , (3.B2) 
2 0( , , ) ( 2 ) (2 )B r r s r r     . (3.B3) 
Here r , r , and ( )x  were defined in Appendix A. For large  , the 
following asymptotic expansions need to be used to minimize the occurrences of 
numerical underflows or overflows in evaluating the expressions 1B  and 2B : 
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Interplay of reactive interference and crowding 
effects in the diffusion-influenced reaction kinetics 
 
4.1 . Introduction 
When the inherent reaction rate between an encountered pair of reactants is larger 
than the rate of diffusive encounter, the overall rate of reaction is influenced by the 
diffusion rate. Many type of reactions occurring in solids and viscous solutions can 
be listed as the diffusion-influenced reactions.1 An interesting system of these is the 
reaction between macromolecules occurring in cytoplasm. In the cytoplasm, many 
kind of macromolecules occupy almost half of the space, and the rate of reactant 
diffusion is reduced significantly due to the crowding molecules.2-4 
The effects of macromolecular crowding on the bimolecular reaction rate have 
been discussed extensively.3-15 It is known that crowding molecules can influence 
the reaction rate in two opposite ways. First, it decreases the diffusion rate of 
reactants and thereby decreases the overall reaction rate. Second, crowding 
molecules enhance the attractive potential of mean force between the reactants and 
thus increase the reaction rate. A balance between these two effects is influenced by 
the reaction probability upon reactant encounter.10  
On the other hand, it is known that high concentration of reactants increases the 
reaction rate more than expected from the mass action law.16-30 This reactant 
concentration effects have been explained in terms of the excluded-volume effect,16-
９４ 
 
23 reactive interference effect,24-26 and the influence of osmotic pressure gradient.27-
30 Therefore, it would be interesting to examine the combined effects of high reactant 
concentration and the presence of crowding molecules. 
We consider a specific reaction model that is called the target model. In this model, 
one considers a single reactant molecule of species A surrounded by many reactant 
molecules of species B as well as nonreactive crowding molecules. In Sec. 4.2, we 
first present the time-evolution equations for reduced distribution functions (RDF) 
of reactants, which is coupled in a hierarchical manner. Then, by introducing a 
reference reaction system, the problem is separated into two parts: determining the 
reaction rate in the reference reaction system, and then evaluating the correction due 
to high reactant concentration.  
In the reference reaction system, there is no competition among B’s for the 
reaction with A. In the reaction dynamics of a given A-B pair, the primary B sees the 
other B’s just as crowding agents. We derive a Laplace-transform expression of the 
rate coefficient 
0 ( )fk t  of the reference reaction system, taking into account the 
effects of potential of mean force, hydrodynamic interaction, and the non-Markovian 
dynamics. This is the most general expression for 
0 ( )fk t  reported so far. Then, by 
solving the coupled evolution equations for reactant RDF up to three-particle level, 
we provide an approximate analytic expression for the survival probability of A, with 
the correction accounting for the combined effects of high reactant concentration and 
the nonreactive crowding molecules.  
In Sec. 4.3, we present and discuss the results of Brownian dynamics (BD) 
simulations. From BD results, we calculate the relative diffusion coefficient ( , )D r t  
for the reactant pair, which depends on time and the distance between the reactants. 
９５ 
 
This expression of ( , )D r t  is used as an input in the evaluation of the theoretical 
expressions of 
0 ( )fk t  and the survival probability ( )AY t . We also calculate 
0 ( )fk t  
and ( )AY t  directly from BD simulations. Both theory and BD simulations provide 
an adequate explanation for the reactive interference and crowding effects on 
0 ( )fk t  
and ( )AY t .  
 
4.2. Theory 
A. Reaction model 
We consider a simple model of an irreversible reaction that is classified as a target 
problem. This includes reactions of the type A B P B    or A B P  . In 
either case, we assume that the reactant B is present in much excess of A. Hence the 
number density of B particles remains effectively constant in the latter case too. In 
such a model, the reactive interference between A particles can be neglected, and 
one can describe the reaction kinetics by considering a single A surrounded by many 
B particles. In addition to the many B’s, we will consider the presence of many 
nonreactive crowding agents. For simplicity, we assume that both reactants A and B 
as well as the crowding agents can be represented by spherical particles with 
diameter  , and that they perform diffusive thermal motions in a highly viscous 
medium.  
The reaction is assumed to occur upon contact of A and B at the separation of  . 
Hence, in the kinetic equations governing the time evolution of reduced distribution 
functions (RDF) of the reactant molecules, the effect of reaction can be represented 














   (4.2.1) 
where   is an inherent rate constant parameter that has a dimension of 
3 1L T .   
 
B. Evolution equations for reduced distribution functions 
For the reaction model under consideration, the number density of A, ( )AC t , 
varies with time according to31,32 
( ) ( , )A AB
d
C t C t
dt
   . (4.2.2) 
The two-particle RDF ( , )ABC r t  represents the product of the number density of A 
at the coordinate origin and the number density of B at a separation r at time t. Its 
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r r r . (4.2.3) 
Here, ( )ABL r  is the two-particle Smoluchowski operator which describes the mean 
change of ( , )BC r t  due to thermal motion in the absence of reaction. The second 
term on the right-hand side represents a change of ( , )BC r t  due to the reaction 
between A at the origin and B at r , while the last term represents the change due 
the reaction between A at origin and B at r .  ( , , )ABBC tr r  is a three-particle RDF 
which represents the product of the number density of A at the origin and the number 
densities of B at r and r  at time t. Thus, the last term of Eq. (4.2.3) takes account 
９７ 
 
of the reactive interference of a second B into the reaction dynamics of the primary 
A-B pair.  
The time-evolution equation for the three-particle RDF ( , , )ABBC tr r  involves 
in turn a four-particle RDF as 
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r
r r r r  (4.2.4) 
( , )ABBL r r  is the mean thermal evolution operator for ( , , )ABBC tr r  in the absence 
of reaction. The second and the third terms on the right-hand side describe the 
changes of ( , , )ABBC tr r  due to the reaction of A at the origin with B at r and with 
B at r , respectively. The last term represents the reactive interference of a third B 
at r  into the reaction dynamics of the triplet of particles, A at the origin and two 
B’s at r  and r . The RDF ( , , , )ABBBC t r r r  represents the product of number 
densities of A at the origin and B’s at the positions r , r , and r  at time t. In this 
way, the whole set of kinetic equations for the reactant-molecule RDFs are connected 
in a hierarchical structure. To get an explicit solution to the equations, we need to 
introduce an appropriate truncation approximation. 
 
C. Conditional many-particle number density fields 
The two-particle RDF ( , )ABC r t  can be factorized as 
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 ( )( , ) ( ) ( , )AB A B AC r t C t C r t , (4.2.5) 
where ( )( , )B AC r t  denotes the conditional number density field of B at the 
separation r at time t, given that an A is located at the origin. It is related to the 
nonequilibrium pair correlation function ( , )r t  as 
 ( )( , ) ( , )B A BC r t C r t , (4.2.6) 
where BC  is the bulk number density of B. By putting Eqs. (4.2.5) and (4.2.6) into 
Eq. (4.2.2), we get the usual mass action law, 
 ( ) ( ) ( )A f A B
d
C t k t C t C
dt
  , (4.2.7) 
but with a time-dependent rate coefficient ( )fk t  given by 
 ( ) ( , )fk t t  . (4.2.8) 
By dividing both sides of Eq. (4.2.7) by the initial number density of A, (0)AC , we 
get 
 ( )( ) ( ) ( ) ( , ) ( )A f B A B A A
d
Y t k t C Y t C t Y t
dt
       (4.2.9) 
where ( ) [ ( ) / (0)]A A AY t C t C  is the survival probability that an A molecule located 




( ) exp ( , )
t





From Eqs. (4.2.3), (4.2.5) and (4.2.7), the time evolution equation for 
( )( , )B AC r t  
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r r r . (4.2.11) 
In the last term of Eq. (4.2.11), ( )( , , )BB AC tr r  is a conditional two-particle number 
density field, which represents the product of number densities of B at the positions 
r  and r  at time t, given that an A is at the origin. It is related to the three-particle 
RDF ( , , )ABBC tr r  as 
 ( )( , , ) ( ) ( , , )ABB A BB AC t C t C t r r r r .  (4.2.12) 
From Eqs. (4.2.4) and (4.2.12), the time evolution equation for ( )( , , )BB AC tr r  is 
given by 
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r r r r . (4.2.13) 
In the last term, the conditional three-particle number density field ( )( , , , )BBB AC t r r r  
represents the product of number densities of B at the positions r , r , and r  at 
time t, given that an A is at the origin. It is related to the four-particle RDF 
( , , , )ABBBC t r r r  as 




D. Reference reaction system 
To quantify the reactive interference effect, we then consider a reference reaction 
system in which there is no competition among B’s for the reaction with A. In the 
reaction dynamics of a given A-B pair, the primary B sees the other B’s just as 
crowding agents. Hence, in such reference reaction system, the conditional B number 
density around an A evolves in time according to a simpler reaction kinetic equation, 
0 0 0
( ) ( ) ( )2
( )
( , ) ( ) ( , ) ( , )
4
B A AB B A B A
r








In Eq. (4.2.15) and the following equations, we will denote a quantity related to the 
hypothetical reference reaction system by the superscript “0”.  
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.  (4.2.16) 
As denoted explicitly, the relative diffusion coefficient ( , )RD r t  depends on time 
and the distance between the reactants.33 ( )g r  is the equilibrium pair correlation 
function between the reactants A and B, which is related to the potential of mean 
force ( )U r  as 
 
( )( ) U rg r e .  (4.2.17) 
In this work, we use Bk T  as the units of energy, where Bk  and T denote the 
Boltzmann constant and the absolute temperature. Because we are assuming that 
both reactants A and B as well as the crowding agents can be represented by spherical 
particles, highly accurate expressions for ( )g r  are available.34,35 We will use the 
expression proposed by Trokhymchuk, et al.,34 which is rather complicated and will 
not be reproduced here.  
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In this work, we will not consider the hydrodynamic interaction mediated by the 
continuum solvent. Even with this simplification, the effects of dynamical 
correlations in the motions of reactants and crowding agents on the relative diffusion 
coefficient of the reactant pair are not well characterized.36 Except in an extremely 
packed medium, the reactant may diffuse freely at short times, but its diffusion rate 
will be retarded at long times due to repeated collisions with other crowding particles. 
The relative diffusion coefficient may also depend on the distance between the 
reactants due to the presence of crowding particles.37 We will use the following 
empirical expression for the relative diffusion coefficient, 
0 1( , ) [ ] ( )
t
RD r t D D e h r
   (4.2.18) 
The values of 0D , 1D , and   can be determined from BD simulations as 
functions of the packing fraction of hard-sphere particles. The function ( )h r  
accounts for the hydrodynamic interaction between the reactants that is mediated by 
the crowding particles. It goes to unity at large distance. An explicit expression for 
( )h r  will be described in Sec. 4.3. In this section, any arbitrary expression of ( )h r  
is considered. For the long-time relative diffusion constant 0D  at large separation, 









  (4.2.19) 
where 
3( / 6)N    is the packing fraction with N  denoting the number 
density of particles. 0SD  is the self-diffusion constant of a single hard-sphere 
particle in the 0   limit. A very accurate estimate of ( )g   is given by the 
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For the reference reaction system under consideration, Eq. (4.2.10) for the 
survival probability of A reduces to 
0 0
0
( ) exp ( )
t





where the bimolecular rate coefficient 




( )( ) ( , )f B B Ak t C C t 
 . (4.2.22) 
Its expression can be derived from the solution of Eq. (4.2.15). The details are given 
in Appendix A. With the initial condition 
0
( ) ( , 0) ( )B A BC r t C g r  , we obtain an 
expression for 
0 ( )fk t  for arbitrary forms of ( )g r  and ( )h r , which is quite 
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where 1/2( / )s D  , 1/21 0[( ) / ]s D   . The Flannery transformed variables 
( )r r  and ( )r   are defined by Eq. (4.A.7). eqfk , ,
DC
fk  and 
SS
fk  are, 
respectively, the initial equilibrium rate constant, steady-state diffusion-controlled 
rate constant, and the steady-state rate constant in the Markovian case with 1 0D  , 
and their explicit expressions are given in Eq. (4.A.10). We note that when 1 0D  , 
( ) 0U r   for r  , and ( ) 1h r  , Eq. (4.2.23) reduces exactly to the 
Smoluchowski’s expression.1   
１０３ 
 
E. Reactive interference effects 
By denoting the difference 
0
( ) ( )( , ) ( , )B A B AC r t C r t  by ( , )X r t , from Eqs. 
(4.2.10), (4.2.21), and (4.2.22), we obtain 
0
0
( ) ( )exp ( , )
t





From Eqs. (4.2.11) and (4.2.15), we obtain the time-evolution equation for ( , )X r t  
as 
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To evaluate the third term on the right-hand side, we make a factorization 
approximation: 
 ( ) ( )( , , ) ( , , ) ( )BB A BB AC t C r r t g   r r r r  (4.2.26) 
where ( )g r r  is the equilibrium pair correlation function between B particles at 
r  and r . For the reaction system under consideration, it is the same one regardless 
of the identity of particles. By taking the polar axis in the direction of r , we then 
obtain 
 ( ) ( )2
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( ) 1 2
2
Bv r d g r r   

    , (4.2.27) 
where   denotes the cosine of the angle between r  and r ; that is, 


















 ( ) ( ) ( ) ( )( , , ) ( ) ( , , ) ( , ) ( , )BB A B BB A B A B AC r t v r C r t C t C r t         (4.2.28) 
From the ansatz of Eq. (4.2.26), ( )( , , )BB AC r r t  is free from direct correlation 
between B particles. Hence, ( ) ( ) ( )( , , ) ( , ) ( , )BB A B A B AC r t C r t C t   and the last 
two terms on the right- hand side cancel each other out approximately. We thus obtain 
the following time-evolution equation for ( , )X r t : 
 ( )2
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We suppose that B particles are distributed initially in equilibrium around A. 
Hence, 
0
( ) ( )( ,0) ( ,0) ( )B A B A BC r C r C g r   and ( ,0) 0X r  . In the next section, we 
will see that the non-Markovian dynamic effect due to the time-dependence of the 
diffusion coefficient is very small. We will thus neglect the time-dependence of 
( )ABL r  in evaluating the reactive interference effect. Then, Laplace transformation 
of Eq. (4.2.29) gives 
( )2
( ) ˆˆ ˆ ˆ( , ) ( ) ( , ) ( , ) ( ) ( , , )
4
AB B BB A
r
sX r s L r X r s X s v r C r s
 
   


    (4.2.30) 
where the caret symbol denotes Laplace-transformed quantities. By introducing the 
Green’s function for the Smoluchowski equation with reaction sink term which 
satisfies 
0
0 0 02 2
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   , (4.2.31) 





ˆ ˆˆ ( , ) ( , ) ( ) ( , , )R B BB AX s d G s r v r C r s     r . (4.2.32) 
With the ansatz of Eq. (4.2.26), a time-evolution equation for ( )( , , )BB AC r t  can 
be derived from Eq. (4.2.13). However, in order to obtain an analytically solvable 
equation, it is necessary to make some coarse approximations: 
( ) ( )( , ) ( , , ) ( )[ ( ) ( )] ( , , )ABB BB A AB AB BB AL C t g L r L r C r r t      r r r r r r ,  (4.2.33) 
( ) ( ) ( )( , , , ) ( , , ) ( , ) ( )BBB A BB A B AC t C r r t C r t g     r r r r r . (4.2.34) 
Equation (4.2.33) represents a physical approximation that two B particles around a 
central A perform diffusive motions almost independently but with the mean 
correlation factor intact. With the approximation of Eq. (4.2.34), we are simply 
neglecting the correlation between the third B at r  and the other two B’s at r  and 
r . Unless the number density of B particles is very high, the contribution of the last 
term in Eq. (4.2.13), involving the conditional three-particle number density field 
( )( , , , )BBB AC t r r r , is expected to be small, so that we suppose that this 
approximation does not cause a significant error. With these approximations, we 
obtain 
( ) ( )( , , ) [ ( ) ( )] ( , , )BB A AB AB BB AC r r t L r L r C r r t
t
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With the superposition approximation, 
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The last term on the right-hand side of Eq. (4.2.36) can be manipulated as 
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By noting that ( )
ˆ( ) ( , , ) 0AB BB A
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    and ˆ( ) ( , ) 0AB
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    due 
to the reflecting boundary condition, we can then obtain the following integral 
equation for ( )
ˆ ( , , )BB AC r s : 
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with the small-s approximations for ˆ ( , )RG r s   and 
ˆ ( , )G s   given by Eqs. 
(4.A.13) and (4.B.7), respectively. 





  0 1 1 ˆ( ) ( )exp ( , )A AY t Y t s X s        (4.2.40) 
where 1  denotes the inverse Laplace transformation operator. The expression 
for 0( )AY t  is given by Eq. (4.2.21) with the rate coefficient expression given by Eq. 
(4.2.23). The expression for ˆ ( , )X s  is given by Eq. (4.2.32) with ( )Bv r  and 
( )
ˆ ( , , )BB AC r s  given by Eqs. (4.2.27) and (4.2.39), respectively. The effects of 
reactive interference among the B particles on the steady-state rate constant ( )fk   
can be expressed by 
0 1
0
ˆ( ) ( ) lim ( , )f f B
s
k k C s X s 

    , (4.2.41) 
where 
0 ( )fk   is almost equal to 
SS
fk  [ / ( )]
eq DC eq DC
f ff fk k k k  , because the non-
Markovian dynamic effect is negligible at long times. An explicit expression for the 
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        
 . (4.2.42) 
 
4.3. Results of BD Simulations and Discussion 
A. Simulation method 
We have carried out Brownian dynamics simulations to investigate the combined 
effects of crowding and reactive interference. The reaction system consists of a 
single particle A and many B particles surrounding it. In addition, many nonreactive 
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particles are included. For simplicity, all of them are taken to be hard spheres of the 
same diameter  . In all simulations, we set the total number of particles to 9,261, 
and the simulation box size L was then calculated to match the packing fraction   
as 
3 1/3[9261 / (6 )]L   . The reason for simulating a system with such a large 
number of particles is to avoid the possibility that any of B particles reacts with an 
A particle in the image box generated by the periodic boundary condition.  
The particles are moved according to the diffusive BD method of Ermak and 
McCammon:39  
( ) ( ) ( )i i it t t t   r r R ,  (4.3.1) 
where ( )i tr  is the position of particle I at time t . ( )i tR  is the random diffusive 
displacement with zero mean and variance given by 
02i j S ijR R D t       ;   
and   denote the Cartesian components and 0SD  is the self-diffusion constant of 
a particle in the absence of other particles. We are neglecting the hydrodynamic 
interaction mediated by the continuum solvent.  
Because all particles are hard spheres, there is no systematic force between them. 
However, any overlap of the particles must not be allowed. This may cause some 
difficulty because many pairs of particles may overlap in a single time step when the 
packing fraction is high. We use an “elastic collision method” of Strating40 to resolve 
this problem. When there is an overlap during a time step, all particles are relocated 
to their original position. Then, thermal velocities of particles at that time step are 
calculated by /i i t v R , and the step is propagated essentially as in the hard-
sphere MD method.41 For the simulation result to be free of inertial effect, the time 
step t  must be small. We use the following units in the BD simulations and in the 
１０９ 
 
analysis of the results; length in  , time in 2 0/ (2 )SD , and energy in Bk T . In 
these units, we set the time step size t  to 310  in the simulations for calculating 
the crowding effect on the diffusive motions of particles, and to 410  in the 
simulations for calculating the reaction kinetic properties. 
 
B. Crowding effects on hydrodynamic properties 
We have evaluated the effect of crowding on the self-diffusion of a particle by 
calculating the mean square displacement as a function of time. One may define the 
time-dependent diffusion coefficient as 






   r .  (4.3.2) 
A result of this calculation is displayed in Fig. 4.1 for the case of   0.4. The black 
wiggling curve represents the numerical derivative values of Eq. (4.3.2). The blue 
solid and red dashed curves are the single exponential and biexponential fits, 
respectively; 
 ( ) ( )
t
S SD t D D e


   , (4.3.3) 
 1 21 2( ) ( )
t t
S SD t D D e D e
 
 
     . (4.3.4) 
As mentioned above, each particle can diffuse more or less freely within the cage of 
surrounding particles, but its diffusion rate at a long time scale is retarded.  
Table 4.1. lists the long-time values of the self-diffusion coefficient, ( )SD  , and 
the values of exponential fitting parameters in Eqs. (4.3.3) and (4.3.4) for five values 
of particle packing fraction. For comparison, we also list the values of ( )SD   
obtained by Cichocki and Hinsen42 and the theoretical estimates of Eq. (4.2.19). 
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As mentioned previously, the relative diffusion of two particles depends on the 
distance between them as well as on time. An empirical expression for the relative 
diffusion coefficient we will adopt in this work was given in Eq. (4.2.18). In Eq. 
(4.2.18), 0D  and 1D  can be set to 2 ( )SD   and 2D  as defined in Eq. (4.3.3). 
We can easily generalize the rate coefficient expression in Eq. (4.2.23) for the 
biexponential model in Eq. (4.3.4), but we have found that it does not give any 
distinguishable difference in the value of 
0 ( )fk t .  
In Eq. (4.2.18), the function ( )h r  describes a hydrodynamic effect on the 
relative diffusion of two particles, which arises from the presence of the other 
particles. It must be noted that we are neglecting the hydrodynamic interactions 
mediated by the solvent continuum. To calculate ( )h r , we used the method of 
Fehder et al.37 They suggested that relative diffusion is conveniently described by 
the time-dependent relative mean square displacement function, 
2 2 2( ) [ ( ) (0)] [ ( )] [ ( )] 2 ( ) ( )v ij ij i j i jt t t t t t                r r r r r r , (4.3.5) 
where ijr  is the relative position vector of two particles i and j, and the average is 
taken over an ensemble of particle pairs with the same initial separation (0)ijr . As 
shown in Eq. (4.3.5), ( )v t  is smaller than twice the mean square displacement of 
a particle due to the cross-correlation factor ( ) ( ) ( )cor i jC t t t   r r . This cross-
correlation factor as well as ( )v t  depends on the initial separation between two 
particles. In Fig. 4.2, we plot the time-dependence of ( )v t  and ( )corC t  for three 
initial separations, (0)ijr 1.1, 1.5, and 4.9, in the case of   0.4. For comparison, 
we also plot 
2[ ( )]t  r , which runs between ( )v t  and ( )corC t  curves. 
１１１ 
 
From Fig. 4.2, we see that the relative diffusion can be retarded at shorter 
separations due to the correlation in the diffusive motions mediated by the 
surrounding particles. However, when the initial distance between a pair of particle 
is larger than 5, ( )corC t  becomes negligible and 
2( ) 2 [ ( )]v it t    r . This means 
that the relative diffusion coefficient becomes 2 ( )SD  . We may measure the 
relative diffusion coefficient approximately by the slope ( )v t  between 0.5t   
and 2.0t   as 
( , ) [ ( 2.0; (0)) ( 0.5; (0))] / (6. 1.5)R v ij v ijD r t t r r t r r         .  (4.3.6) 
Again, for the case of   0.4, the results are plotted in Fig. 4.3. The calculated 
( , )RD r t   curve is fitted to a model function of ( )h r  as 
  ( 1)( , ) ( , ) ( ) 2 ( ) 1 [1 (1)] rR R SD r t D r t h r D h e          . (4.3.7) 
Numerical values of 2 ( )SD   are those listed in the second column of Table 4.1.; 
note that 0SD  is 0.5 in the units we are using. The values of 1 (1)h  and   are, 
respectively, 0.020 and 0.97 for   0.3; and 0.056 and 1.3 for   0.4. For the case 
with smaller packing fraction, ( ) 1h r  . 
 
C. Rate coefficient in the low reactant-concentration limit 
In this subsection, we evaluate the effects of the presence of crowding particles 
on the time-dependent rate coefficient 
0 ( )fk t  in the low reactant concentration limit. 
In the BD simulations, we suppose that reaction occurs with a probability rxP  when 
two reactant particles A and B collide with each other. For such collision induced 




ˆ( ) ( )
2
R rx BA BAS r P r     r v , (4.3.8) 
where BAv  is the relative velocity vector between a pair of reactants A and B, and 
ˆBAr  denotes the unit vector along the line of centers at contact. By taking the z-axis 
of the BAv -space in the direction of ˆBAr , ˆBA BA  r v  can be evaluated as  
0
ˆ ( ) 2 ( )z zBA BA z z eq z z z eq zdv v f v dv v f v
 

     r v , (4.3.9) 
where ˆz BA BAv  r v , and the equilibrium velocity distribution ( )
z
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 (4.3.10) 
In the BD simulations, the thermal velocity distribution depends on the time step size 
and we have  
 2 04 /z Sv D t      (4.3.11) 




( ) ( )SR rx
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2 0( ) ( ) 4 2 / ( )eq R rx Sfk d S r g r P D t g     r . (4.3.13) 
The expression 
0 ( )fk t  in Eq. (4.2.23) applies to the reference reaction system, in 
which interactions among B particles are absent. This is the case when the reactant 
concentrations are very low. Several efficient methods have been proposed for 
calculating 
0 ( )fk t .
44-50 Here, we will employ the method of Zhou and Szabo,49,50 
according to which 
0 ( )fk t  is given by 
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0 ( ) ( )eqf cfk t k W t . (4.3.14) 
For the collision-induced reaction, ( )cW t  is the probability that a reactant pair, 
which collided at 0t   without undergoing reaction, has not reacted by time t.51,52 
This survival probability can be calculated very efficiently because every pair of 
colliding particles can be counted as a reactant pair. 
Figure 4.4 displays the time-dependence of 
0 ( )fk t , calculated from BD 
simulations using Eq. (4.3.14) and from the theoretical expression of Eq. (4.2.23), 
for the case of 0.01  . The inverse Laplace transformation of Eq. (4.2.23) has 
been carried out by using the Stehfest algorithm.53 For this case of low packing 
fraction, both ( )g r  and ( )h r  are almost unity and time-dependence of the relative 
diffusion coefficient is negligible. Hence, this is the case to which the simple 
Smoluchowski theory can be applied, except that the relative diffusion constant 0D  
is reduced slightly from 2 0SD ; see Table 4.1. We see that the BD simulation results, 
represented by filled squares with colors varied according to the rxP  values, are in 
good agreement with the theoretical results, represented by the corresponding solid 
curves. However, it is noted that 
0 ( )fk t  values calculated from BD simulations are 
slightly larger at short times than the theoretical values when the reaction probability 
upon collision is large. The reason for this deviation is the nonnegligible inertial 
effect inherent in the hard-sphere BD simulation method of Strating used in the 
present work. In this BD method, the sub-step dynamics are run by the hard-sphere 
MD method, when there is an overlap between particles. 
In Fig. 4.5, we show that the rate coefficient calculated from BD simulations 
depends on the time step size t , as predicted by Eq. (4.3.13). The blue and red 
１１４ 
 
squares represent the results of BD simulations with t  1.0×10-5 and 1.0×10-3, 
respectively. Theoretical results of Eq. (4.2.23) are represented by the solid curves 
of corresponding colors. Comparing the results of Figs. 4.4 and 4.5, we see that the 
above-mentioned inertial effect can be diminished by using a smaller time step. 
However, the computational time increases roughly in proportional to the inverse of 
time step size. Except for the two cases of Fig. 4.5, all the simulations for calculating 
the reaction rates have been carried out with t  1.0×10-4.  
Figure 4.6. illustrates the crowding effects on the time-dependent rate coefficient 
0 ( )fk t  in the low reactant concentration limit. The upper figures 4.6(a) – 4.6(d) 
display the changes in the short-time behavior of 
0 ( )fk t  up to 1t   with 
increasing   from 0.1 to 0.4 as denoted in the figure legends. It can be seen that 
the short-time reaction rate increases with the packing fraction. This can be easily 
explained because the potential of mean force becomes more attractive as more 
particles surround the reactants. As described by Eq. (4.3.13), the initial rate 
increases with ( )g  . In contrast, the long-time reaction rate decreases with 
increasing   as shown by the lower figures 4.6(e) – 4.6(h). The long-time reaction 
rate is controlled by the rate of diffusive encounter of reactants, especially when the 
reaction probability upon encounter is large. 
As can be seen from Figs. 4.6(e) – 4.6(h), 
0 ( )fk t  decreases as 
1/2t  at long 
times. Hence by extrapolation, we can estimate the steady-state rate constant. The 
results are listed in Table 4.2. In the denominator of the second term on the right-
hand side of Eq. (4.2.23), the integral and the non-Markovian dynamic terms are 





fk  given in Eq. (4.A.10). This theoretical value is also listed in Table 
4.2. The expression for 
SS
fk  in Eq. (4.A.10) can be rewritten as 
1/ 1/ 1/SS eq DCf ffk k k  . 
eq
fk  is proportional to the reaction probability rxP  upon 
collision and increases with the particle packing fraction  , while 
DC
fk  decreases 
with  . Therefore, when rxP  is large, ( )
SS DC
f fk k  decreases with  , but for the 
case with 0.01rxP   the variation of 
SS
fk  with   is not monotonic. At smaller 
values of  , 
eq DC
ffk k  and the dependence of 
SS
fk  on   is more influenced by 
the increase of 
eq
fk  with  , while 
eq DC
ffk k  at larger values of   and the 
dependence of 
SS
fk  on   is more influenced by the decrease of 
DC
fk  with  . In 
physical terms, the increase of 
SS
fk  with   for small rxP  can be explained by the 
caging effect providing repeated collisions during an encounter of reactants. These 
trends in the variation of 
SS
fk  with respect to   and rxP  are very similar to the 
findings of Kim and Yethiraj.10 
It appears that the theoretical values of 
0 ( )fk t  deviate much from the BD results, 
especially at long times as displayed in Figs. 4.6(e) – 4.6(h). It should be noted, 
however, that the vertical scale in Figs. 4.6(e) – 4.6(h) is much expanded compared 
to Figs. 4.6(a) – 4.6(d). Indeed, the difference between the theoretical and BD values 
of 
SS
fk  is not that large, as can be seen from Table 4.2. The deviation of the 
theoretical estimates of 
0 ( )fk t  from BD results at short times around 
1/2 20t   
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( 0.0025t  ) is due to the fact that the expression for 
0ˆ ( )fk s  in Eq. (4.2.23) is based 
on the approximation in Eq. (4.A.13) that is valid for small to intermediate s values. 
At any rate, the theory predicts the same trends in the variation of 
0 ( )fk t  with 
respect to   and rxP  as those observed from BD simulation results. As mentioned, 
we do not include the hydrodynamic interaction mediated by the continuum solvent, 
which may influence the reaction rate substantially when the packing fraction of 
crowding particles is small. Inclusion of the hydrodynamic interaction effect in the 
theory can be done immediately once a model function ( )h r  is provided, but its 
inclusion in BD simulations results in a large increase in computing time. As can be 
seen from Table 4.2., the effect of the hydrodynamic interaction mediated by the 
crowding particles on the reaction rate is very small. Another aspect considered in 
the present theory is the non-Markovian dynamic effect arising from the time-
dependence of the diffusion coefficient. However, we have found that its effect on 
the reaction rate is negligibly small even in the case of   0.4; the changes in 
0 ( )fk t  
that result from the inclusion of non-Markovian dynamic effect were hardly 
distinguishable in Figs. 4.6(a) – 4.6(d). 
 
D. Effects of reactive interference and crowding 
In this subsection, we investigate the dependence of reaction rates on the reactant 
concentration in the presence of nonreactive crowding particles. Because all particles 
are hard spheres of the same size, each one of them can be considered as the central 
A in the simulation. For each A, a set of randomly chosen particles are assigned as 
reaction partners B and their reactive events are followed.54 Hence a single trajectory 
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provides a collection of data for 9,261 reaction systems. For each set of parameters 
rxP ,  , and the packing fraction B  of B particles, we have run at least 90 
trajectories. Therefore, the reaction rates reported below are averages over more than 
8.0×105 reaction systems. We varied the values of   from 0.1 to 0.4, and the values 
of B  from 0.1 to  . The reaction probability rxP  upon collision was varied from 
0.01 to 1.00. 
Figure 4.7 displays the combined effects of reactive interference and crowding on 
the time-dependent survival probability of A. The packing fraction   of all 
particles is varied from 0.1 in (a) to 0.4 in (d), but the packing fraction B  of B 
particles is set to 0.1 in all cases. BD simulation results are represented by blue filled 
squares for rxP 0.01 and by black filled squares for rxP 1.00. We have given a 
detailed theoretical description on the reactive interference effect in Sec. 4.2.E. 
Theoretical results calculated from Eq. (4.2.40) are drawn by solid curves of 
corresponding colors. In evaluating Eq. (4.2.40), 0( )AY t  has been calculated from 
Eq. (4.2.21) with the rate coefficient 
0 ( )fk t  calculated from BD simulations as 
described in Sec. 4.3.C. For comparison, we also draw 0( )AY t  vs. t curves (the 
dashed curves), which takes into account the crowding effects but neglects the 
reactive interference effect. 
From Fig. 4.7, we see that ( )AY t  decays faster than 
0( )AY t , which means that 
the rate coefficient ( )fk t  increases with reactant concentration BC . This increase 
can be explained by the reactive interference effect. By including the reactive 
interference effect, the theoretical ( )AY t  curves (solid curves) are in much better 
agreement with the BD simulation results. Because we set the packing fraction of B 
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particles to 0.1 ( BC  0.19), the variation from (a) to (d) arises from the increase of 
inert crowding particles. We see that the reaction rate decreases steadily with 
increasing   when 1.00rxP  . On the other hand, when 0.01rxP  , the reaction 
rate peaks at   0.3. This is in accord with the trend found for the packing-fraction 
dependence of 
0 ( )fk t  depicted in Fig. 4.6. 
From the long-time decay of the survival probability curve as drawn in Fig. 4.7, 
we have estimated the steady-state rate constant as a function of  , B , and rxP . 
The results, calculated from the slope of ln[ ( )]AY t  vs. t curve in the time window 
where ( )AY t  has values between 
310  and 410 , are listed in Table 4.3. We also 
list the theoretical estimates calculated from Eqs. (4.2.41) and (4.2.42) in the round 
brackets. We see that the theoretical estimates are much smaller than the BD results. 
A main reason for this discrepancy is that the reaction dynamic steady state is not 
reached at the time window mentioned above. Indeed, from Fig. 4.6, it can be seen 
that the reaction dynamic steady state can be reached only at very long times. Also 
from Fig. 4.7, we see that theoretical ( )AY t  curves are in fair agreement with the 
BD results. We thus calculate the “steady-state” rate constant from the theoretical 
( )AY t  curves at the same time window. These results, listed in square brackets in 
Table 4.3., are in better agreement with the BD estimates. However, it is obvious that 
this theoretical estimate is still too small compared to the BD estimate when B  is 
large. The magnitude of the reaction rate coefficient increases steeply with B . As 
can be seen from Eq. (4.2.42), the present theory of reactive interference effect 
provides the lowest-order correction to the reaction rate. To evaluate higher-order 
corrections, we need solutions to the evolution equations for higher-order reduced 
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distribution functions for reactant particles. 
Finally, it must be noteworthy that if an increased packing fraction of particles is 
due to the increase of B particle fraction, the “steady-state” rate constant always 
increases regardless of the reaction probability. See the diagonal trend of the “steady-
state” rate constants in Table 4.3. The enhancement of reaction rate due to the 
reactive interference and increased attractive potential of mean force dominates the 




Figure 4.1. Time-dependent self-diffusion coefficient in the case of   0.4. The 





Figure 4.2. Time-dependent relative mean square displacement ( )v t  and the 
cross-correlation factor ( )corC t  defined by Eq. (4.3.5) in the case of   0.4. 
The upper three curves show ( )v t  for (0)ijr  4.9, 1.5, and 1.1 (from top to 
bottom), and lower three dashed curves ( )corC t  for (0)ijr 1.1, 1.5, and 4.9 (from 
top to bottom). Note that ( )corC t  for (0)ijr  4.9 is almost zero, and cannot be 
distinguished from the horizontal axis. The black solid curve in the middle of the 
two groups of curves shows the time-dependence of the mean square displacement 




Figure 4.3. Long-time relative diffusion coefficient as a function of inter-particle 
distance in the case of   0.4. The red curve is calculated from BD simulation 
data by using Eq. (4.3.6), and black dashed one represents the fitting curve based on 





Figure 4.4. Time-dependence of the rate coefficient in the low reactant 
concentration limit. The packing fraction   of crowding particles is 0.01. The 
filled squares, with colors varied according to the rxP  values, represent the results 
of BD simulations [see Eq. (4.3.14)], while the solid curves represent the 
corresponding theoretical results of Eq. (4.2.23). The BD results have been obtained 
by following the reactive events of 5.8×107, 6.7×106, and 1.6×106 reactant pairs 
when rxP 1.00, 0.10 and 0.01, respectively. The largest relative errors in the BD 
estimates of 






Figure 4.5. Dependence of 
0 ( )fk t  on the time step size t  in the case of rxP 
1.00. The packing fraction   of crowding particles is set to 0.01. The blue and red 
squares represent the results of BD simulations with t  1.0×10-5 and 1.0×10-3, 
respectively. Theoretical results of Eq. (4.2.23) are represented by the solid curves 
of corresponding colors. The BD results have been obtained by following the 
reactive events of 1.0×107 and 2.0×107 reactant pairs for t  1.0×10-5 and 1.0×10-
3 cases, respectively. The largest relative errors in the BD estimates of 
0 ( )fk t  are 





Figure 4.6. Time-dependence of the rate coefficient in the low reactant 
concentration limit. The packing fraction   of crowding particles are varied as 
denoted in the legends. The upper figures 4.6(a) – 4.6(d) display the short-time decay 
of 
0 ( )fk t  up to 1t  , while the lower figures 4.6(e) – 4.6(h) the long-time decay 
from 1t  . The black, red, and blue filled squares represent the results of BD 
simulations for rxP  1.00, 0.10, and 0.01, respectively. The solid curves of 
corresponding colors represent the theoretical results of Eq. (4.2.23). The BD results 
have been obtained by following the reactive events of 1.0×107 to 1.0×108 reactant 
pairs depending on the reaction probability rxP  and packing fraction. When 
0.2  , the results for rxP 1.00 are hardly distinguishable from those for rxP 
0.10. The largest relative errors in the BD estimates of 
0 ( )fk t  are 0.10%, 0.17%, 





Figure 4.7. Combined effects of reactive interference and crowding on the time-
dependent survival probability ( )AY t . The packing fraction   is varied from 0.1 
in (a) to 0.4 in (d), but the packing fraction B  of B particles is set to 0.1 in all cases. 
BD simulation results are represented by blue filled squares for rxP 0.01 and by 
black filled squares for rxP 1.00. Theoretical results calculated from Eq. (4.2.40) 
are drawn by solid curves of corresponding colors. The dashed curves are 
0( )AY t  vs. 
t curves; 
0( )AY t  is calculated from Eq. (4.2.21) with the rate coefficient 
0 ( )fk t  
calculated from BD simulations described in Sec. 4.3.C. The largest relative errors 
in the BD estimates of ( )AY t  are 10%, 11%, 11% and 10% when   0.1, 0.2, 0.3 





Table 4.1. The long-time self-diffusion coefficient, ( )SD  , and the exponential 
fitting parameters in Eqs. (4.3.3) and (4.3.4) for five values of packing fraction 
 . 0SD  is the self-diffusion constant in the absence of other particles (i.e., when 
0  ) and its value is 0.5. For the case of   0.01, time-dependence of ( )SD t  is 
negligible.  
  








































Table 4.2. Crowding effects on the steady-state rate constant 
SS
fk . The values 
listed are 
0/ (8 )SSf Sk D  . The BD results are calculated by fitting the long-time BD 
simulation curves in Fig. 4.4 and Figs. 4.6(e) – 4.6(h)  to 
1/2SS
fk ct
 . The 
theoretical results are calculated from Eq. (4.A.10) without or with the 
hydrodynamic interaction (HI) mediated by the surrounding particles. 
  
1.00rxP   0.10rxP   0.01rxP   
BD Theory (HI) BD Theory (HI) BD Theory (HI) 
0.00  0.98   0.85   0.36  
0.01 0.96 0.96  0.83 0.83  0.36 0.36  
0.10 0.88 0.85  0.79 0.77  0.40 0.40  
0.20 0.74 0.70  0.68 0.66  0.42 0.41  
0.30 0.55 0.53 (0.52) 0.53 0.51 (0.50) 0.40 0.38 (0.38) 





Table 4.3. Combined effects of reactive interference and crowding on the steady-
state rate constant. For each parameter set of  , B , and rxP , three estimates of 
0( ) / (8 )f Sk t D    are listed. The first one listed at the top is the BD result, 
calculated from the long-time slope of ln[ ( )]AY t  vs. t curve as shown in Fig. 4.7. 
The second one given in round brackets is the theoretical result calculated from Eqs. 
(4.2.41) and (4.2.42). The third one given in square brackets has been calculated 
from the long-time slope of theoretical ln[ ( )]AY t  vs. t curve as shown in Fig. 4.7. 
  
1.00rxP   0.10rxP   0.01rxP   
B  
  
































































































In this work, we have investigated the combined effects of reactive interference 
and crowding particles for the target model. For the low reactant concentration limit, 
we have presented a Laplace-transform expression of the rate coefficient 
0 ( )fk t , 
which takes into account the crowding effects in terms of potential of mean force, 
hydrodynamic interaction, and the non-Markovian dynamics. This is the most 
general expression for 
0 ( )fk t  reported so far. The necessary inputs to evaluate the 
theoretical expression are the equilibrium pair correlation function ( )g r  and the 
relative diffusion coefficient ( , )D r t . We have used a quite accurate expression of 
( )g r  proposed by Trokhymchuk, et al.34 and ( , )D r t  calculated from independent 
BD simulations. The accuracy of the theoretical expression of 
0 ( )fk t  in Eq. (4.2.23) 
has been assessed by comparing with the direct BD results. The theoretical results 
are in good agreement with the BD results as can be seen from Fig. 4.6 and Table 
4.2.    
We have also presented an analytic expression for the survival probability ( )AY t , 
which takes into account both the reactive interference and crowding effects in Eq. 
(4.2.40). We have evaluated the accuracy of the theoretical expression by comparing 
with the BD results. When the packing fraction 
B  of reactant is 0.1, which is large 
enough for most experimental conditions, the theoretical results is in good agreement 
with the BD results, as can be seen from Fig. 4.7 and Table 4.3. However, for larger 
values of 
B  the theory deviates considerably from BD simulation results. 
Nevertheless, the theory still provides qualitatively correct explanation for the 
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reactive interference and crowding effects on ( )AY t . Finally, as for the interplay of 
reactive interference and crowding effects, we note that if an increased packing 
fraction of particles is due to the increase of B particle fraction, the reaction rate 




APPENDIX A: DERIVATION OF EQ. (4.2.23) 
In the low reactant concentration limit, the nonequilibrium pair correlation 
function satisfies 
2 ( ) ( )
0 1 2 2
1 ( )
( , ) [ ] ( ) ( , ) ( , )
4
t U r U r rr t D D e r h r e e r t r t
t r rr
    

      
  
 (4.A.1) 
The initial and boundary conditions are given by 
 ( )( , 0) U rr t e   , 













 . (4.A.2) 
For an analytic manipulation, it is more convenient to work with 
( )( , ) ( , ) U rf r t r t e   . Laplace-transformed time-evolution equation for ( , )f r t  
is given by 
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2 2
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  , (4.A.3) 
where the caret symbol denotes a Laplace-transformed quantity. The associated 
boundary conditions are given by 
( ) ˆ ( , ) 0U r
r









 . (4.A.4) 
By dividing both sides of Eq. (4.A.3) by 
2
0 /D r  and then by integrating the 
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. (4.A.5) 
Next, by dividing both sides of Eq. (4.A.5) by 1
( )2
1 1( )
U rr h r e  and then by 
integrating the resulting equation over 
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    (4.A.6) 

















 . (4.A.7) 
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    . (4.A.8) 
From Eq. (4.A.8), we can then obtain an implicit but exact expression for 
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We have introduced shorthand notations, 
( )eq U
fk e
  , 04
DC











which are, respectively, the initial equilibrium rate constant, steady-state diffusion-
controlled rate constant, and the steady-state rate constant in the Markovian case 
with 
1 0D  . To obtain an explicit, we then make the following approximations; 
ˆ ˆ( , ) ( , )
ˆ ˆ( , ) ( , )
M
M
f r s f r s
f s f s 
  and 
ˆ ˆ( , ) ( , )
ˆ ˆ( , ) ( , )
M
M
f s f s
f s f s
   
 
 
  (4.A.11) 
where ˆ ( , )Mf r s  is the Markovian expression for 
ˆ( , )f r s  that is obtained by setting 
1D  to zero. It can be related to the Green’s function 0
ˆ ( , )RG r s r  for the Markovian 
Smoluchowski equation with the reaction sink term as57  
1ˆ ˆ( , ) ( , )eqM Rff r s s k G r s 
   (4.A.12) 
A small-s approximation for ˆ ( , )RG r s   is given by
56,57 
( ) ( )


















0( / )s D  , and ( )r  .  
The bimolecular rate coefficient 
0 ( )fk t  is related to the nonequilibrium pair 
correlation function as 
0 ( ) ( , )fk t t  . We thus have 
0 1ˆ ˆ( ) ( , )eqf fk s s k f s 
   (4.A.14) 
By combining Eqs. (4.A.9) – (4.A.14), we can then obtain the Laplace-transform 
expression for the rate coefficient as given in Eq. (4.2.23).  
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APPENDIX B: DERIVATION OF EQ. (4.2.39) 
For easy reference, we rewrite Eq. (4.2.38), 
 
2
( ) ( )
0 0 ( ) 0
1ˆ ˆ ˆ( , , ) ( ) ( ) ( , , ) ( , )
ˆ ˆ ˆ      ( , ) ( , ) ( , , )
BB A B BB A
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C r s C g g r C s G r s
s
sG s d G r s r C r s
     




From Eq. (4.B.1), we can derive an implicit expression for ( )
ˆ ( , , )BB AC s   as 
given by 
2
( ) 0 0 ( ) 0
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Then, substituting this expression for ( )
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In writing Eq. (4.B.3), we have used the following relation between 0
ˆ ( , )G r s r  and 
the Green’s function 0
ˆ ( , )RG r s r  for the Markovian Smoluchowski equation with 
the reaction sink term,57 
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To get an explicit expression, we approximate the ratio, 
( ) 0 ( )
ˆ ˆ( , , ) / ( , , )BB A BB AC r s C r s  , simply by 0( ) / ( )g r g r . Then by noting that 
1
0 0 0




ˆ( ) ( ) 1 ( , ) / ( )1ˆ ( , , )





C g g r k G r s g r
C r s
s G s k G r s g r
 







which is Eq. (4.2.39). A small-s approximation for ˆ ( , )RG r s   is given by (4.A.13), 
and the corresponding expression for ˆ ( , )G s   is given by55 
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본 학위 논문에서는 브라운 동역학 컴퓨터 모사실험과 그린함수를 기
반으로 하는 이론을 이용하여 확산지배반응에 대한 반응속도론적 연구를 
수행하였다. 먼저 첫 번째 장에서는 본 연구에서 사용한 기본적인 수학
적 배경지식들에 대해 서술하였다. 
두 번째 장에서는, 쌍생 전하쌍의 재결합 반응에 외부 전기장과 원격
에서 일어나는 비등방적 반응성이 미치는 영향에 대해 고려하였다. 시간
이 충분히 지났을 때 쌍생 전하쌍이 재결합하지 않고 분리될 확률에 대
한 해석적 표현을 제시하였다. 선행 연구들에서는 재결합 반응이 접촉 
거리에서 일어나는 경우에만 이 분리 확률에 대한 해석적 표현을 얻었었
다. 그러한 연구들 중 Noolandi와 Hong은 정확한 해를 얻기는 했지만, 
그 유도한 식이 아주 복잡하여 계산하는 데에 너무 많은 시간이 소요되
어 유용성이 거의 없었다. 결국 근사적이긴 하지만 브라운에 의해 제안
된 준해석적 식이 널리 사용되었다. 하지만 브라운의 식은 전기장이 클 
때 쌍생 전하쌍의 분리확률이 너무 크게 나오는 것으로 예측하는 오류가 
있었다. 본 연구에서는 근사적이긴 하지만 비교적 간단하면서도, 모든 
파라미터의 광범위한 변화에 대해서도 충분한 정확도를 보여주는 해석적
인 식을 제시하였다. 추가적으로, 본 연구에서 유도한 식은 쌍생 전하쌍 
간의 상호작용이 가려진 쿨롱 퍼텐셜에 의해 기술될 때는 물론 재결합 
반응이 비등방성이고 원격 반응성을 보일 때에도 적용할 수 있다. 뿐만 
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아니라 본 연구에서 유도한 식은 쌍생 전하쌍 간의 초기 간격이 접촉거
리보다 큰 경우에도 적용되는 아주 일반적인 식이다. 
세 번째 장에서는, 근래 우리 연구 그룹에서 개발한 제 2 종의 
Fredholm 적분 방정식의 해법을 적용하여, 반응 누수함수를 수반하는 
스몰루코프스키 방정식의 그린 함수에 대한 해석적인 식을 얻었다. 그 
결과를 이용하여 쌍생 반응분자쌍의 시간에 따라 변화하는 생존확률과 
강한 쿨롱 상호작용 하에서 확산운동을 하는 반응분자들의 이분자 결합
반응의 반응속도계수에 대한 정확한 해석적 식을 유도하였다. 반응분자
간 인력이 작용하는 경우와 척력이 작용하는 경우를 다 고려하였고, 그 
결과들을 생존 확률의 진화방정식과 비평형 짝상관함수의 진화방정식을 
풀어 얻은 결과값들과 비교하였다. 우리가 얻은 근사적인 해석적 식은 
광범위한 파라미터 값들에 대해 충분한 정확도를 보여주었다. 
네 번째 장에서는 브라운 동역학 모사실험 방법을 이용하여 
A B P B   와 같이 나타낼 수 있는 유형의 비가역적인 확산지배 이분
자 반응에서, 동종 반응분자간의 간섭 효과와 반응에 수반되지는 않으나 
주변에 군집된 분자들이 갖는 영향의 중첩 효과에 대해 연구하였다. 비
반응성 군집 물질들은 부피 분율이 충분히 클 때 반응속도를 감소시키는 
것이 알려져 있다. 반면에 반응분자의 높은 농도는 질량 작용 법칙에 의
한 기대치보다 반응속도를 증가시키는 것으로 알려져 있다. 그러므로 군
집물질들의 총 수밀도뿐만 아니라 반응분자의의 수밀도가 증가할 때 어
떤 효과가 더 지배적인지 보는 것은 흥미로울 것이다. 본 학위논문에서
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는 브라운 동역학 결과에 대해 합리적인 설명을 제시하는 근사적인 이론
을 도출하였다. 
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