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A Variational Principle in the Dual Pair of Reproducing
Kernel Hilbert Spaces and an Application
Hyun Jae Yoo∗
Abstract
Given a positive definite, bounded linear operator A on the Hilbert space
H0 := l2(E), we consider a reproducing kernel Hilbert space H+ with a repro-
ducing kernel A(x, y). Here E is any countable set and A(x, y), x, y ∈ E, is the
representation of A w.r.t. the usual basis of H0. Imposing further conditions on
the operator A, we also consider another reproducing kernel Hilbert space H
−
with a kernel function B(x, y), which is the representation of the inverse of A in a
sense, so that H
−
⊃ H0 ⊃ H+ becomes a rigged Hilbert space. We investigate a
relationship between the ratios of determinants of some partial matrices related
to A and B and the suitable projections in H
−
and H+. We also get a varia-
tional principle on the limit ratios of these values. We apply this relation to show
the Gibbsianness of the determinantal point process (or fermion point process)
defined by the operator A(I + A)−1 on the set E. It turns out that the class
of determinantal point processes that can be recognized as Gibbs measures for
suitable interactions is much bigger than that obtained by Shirai and Takahashi.
Keywords. Reproducing kernel Hilbert space, determinantal point process, Gibbs
measure, interaction.
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1 Introduction
In this paper we will consider certain variational principle arising in the dual pair of
reproducing kernel Hilbert spaces (abbreviated RKHS’s hereafter). Then we will find
an application in showing the Gibbsianness of some determinantal point processes (in
short DPP’s) in discrete spaces.
Let E be any countable set, e.g., E = Zd, the d-dimensional lattice space. Let
H0 := l2(E) be the space of square summable functions (sequences) on E with inner
product
(f, g)0 :=
∑
x∈E
f(x)g(x). (1.1)
We denote the corresponding norm by ‖ · ‖0. Let A be a bounded positive definite
operator on H0. We assume that the kernel space is trivial: kerA = {0}. Then the
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range, ranA, is dense in H0 and we introduce two new norms. First on H0 we define
‖f‖2− := (f,Af)0, f ∈ H0. (1.2)
Let H− be the closure of H0 w.r.t. this norm. Next we define a norm ‖ · ‖+ on ranA
by
‖g‖2+ := (g,A−1g)0, g ∈ ranA. (1.3)
The closure of ranA w.r.t. the norm ‖ · ‖+ is denoted by H+. We then get a triple
with inclusions:
H− ⊃ H0 ⊃ H+. (1.4)
Let us denote by B := {ex : x ∈ E} the usual basis of H0, i.e., ex ∈ H0 is the unit
vector whose component is one at x and zero at all other sites. Let A(x, y), x, y ∈ E,
be the representation of A w.r.t. the basis B. Then the space H+ is nothing but a
RKHS with a reproducing kernel (abbreviated RK) A(x, y), x, y ∈ E (see Subsection
2.1). We allow 0 ∈ specA, the spectrum of A. That is, the inverse A−1 of A may be
an unbounded operator on H0. But we will impose some conditions on A so that the
space H− is also a RKHS with a RK B(x, y), x, y ∈ E. See the hypothesis (H) in
Section 2. Informally saying, the function B(x, y) is the kernel function of the inverse
operator A−1:
B(x, y) = A−1(x, y), x, y ∈ E. (1.5)
The variational principle we will address is the following. We notice first that the
assumption of H− being a RKHS implies in particular that ex ∈ H+ for all x ∈ E
(see Subsection 2.1). Let x0 ∈ E be a fixed point and let {x0} ∪R1 ∪R2 = E be any
partition of E. We define
α := lim
Λ↑E
αΛ;
αΛ := inf
f∈span{ex:x∈Λ∩R1}
‖ex0 − f‖2−, (1.6)
and similary
β := lim
Λ↑E
βΛ;
βΛ := inf
g∈span{ex:x∈Λ∩R2}
‖ex0 − g‖2+, (1.7)
where Λ increases to E through finite subsets. We will show that the two numbers α
and β are the inverses to each other (Theorem 2.3):
αβ = 1. (1.8)
This result has been shown by Shirai and Takahashi [16] in the case when A is a
strictly positive operator, and hence A−1 is also bounded. They applied this result to
show the Gibbsianness of a DPP defined by the operator A(I + A)−1 (see Section 2
for the definition of DPP’s). In fact, the variational principle (1.8) will guarantee the
existence of global Papangelou intensity. In other words, it will prove the existence of
the limit of local Papangelou intensities as the local region increases to the whole space
(Theorem 2.4). This proves the Gibbsianness of the DPP and we will give a proper
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interaction potential and show also the uniqueness of the Gibbs measure (Theorem
2.5). The interaction potential is actually given by the logarithm of the determinants
of the submatrices of A:
V (ξ) = − log det(A(xi, xj))ni,j=1, (1.9)
where ξ = {x1, · · · , xn} ⊂ E is any finite configuration.
We remark here that the main idea in showing the Gibbsianness has been borrowed
from [16]. We should, however, point out that since the operators A dealt with in [16]
are strictly positive, there is a severe restriction in applications. For example, if A is
a diagonal matrix with diagonal elements αx > 0 that decrease to zero as x→∞ (we
let E = Z or N), then the DPP corresponding to the operator A(I + A)−1 is clearly
a Gibbs measure. The system has the one-body interactions only and the potential
energy is given by
V (ξ) = −
∑
x∈ξ
logαx. (1.10)
Even this kind of simple example lies outside the regime of [16]. This paper improves
[16] (in regard of Gibbsianness of DPP’s) in that our setting includes more general
classes as well as the above example.
This paper is organized as follows. In Section 2, we introduce the basics of the
RKHS’s (Subsection 2.1) and DPP’s (Subsection 2.2), and then give the main results
(Subsection 2.3). Section 3 is devoted to the proof of variational principle, Theorem
2.3. In Section 4, we first prove the existence of the global Papangelou intensity,
Theorem 2.4. Then we prove the Gibbsianness and its uniqueness, Theorem 2.5. In
the Appendix, we provide with some examples.
2 Preliminaries and Main Results
In this Section we review some basics of RKHS’s and DPP’s. Then we state the main
results of this paper.
2.1 Reproducing Kernel Hilbert Spaces
For our convenience, we start from a Hermitian positive definite bounded linear op-
erator A on the complex Hilbert space H0 := l2(E) equipped with an inner product
(f, g)0 :=
∑
x∈E
f(x)g(x), f, g ∈ H0. (2.1)
Here E is any countable set. Throughout this paper we assume that the kernel space
of A is trivial:
kerA = {0}. (2.2)
Then, since ranA = (kerA∗)⊥ = (kerA)⊥ = H0, ranA is dense in H0. As in the
introduction, let B = {ex : x ∈ E} be the usual basis of H0. Let A(x, y), x, y ∈ E, be
the matrix element of the operator A w.r.t. the basis B:
A(x, y) := (ex, Aey)0, x, y ∈ E. (2.3)
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On the dense subspace ranA, we define a new inner product as
(f, g)+ := (f,A
−1g)0, f, g ∈ ranA. (2.4)
Denote by ‖ · ‖+ the resulting norm and let H+ be the completion of ranA w.r.t.
‖ · ‖+. We notice that H+ is a RKHS [1, 5, 6] with kernel function A(x, y), that is the
following defining conditions are satisfied:
(i) For every x ∈ E, the function A(·, x) belongs to H+,
(ii) The reproducing property: for every x ∈ E and g ∈ H+,
g(x) = (A(·, x), g)+. (2.5)
Let us now consider another Hilbert space H− which is the closure of H0 w.r.t.
the norm ‖ · ‖− induced by the inner product:
(f, g)− := (f,Ag)0, f, g ∈ H0. (2.6)
It is important to notice that though H0 may be understood as a class of functions
defined on the set E, the completed space H− may not be a space of functions defined
on the same space E. This is so called a functional completion problem [1] and will
be discussed below. By the boundedness of A we have the inclusions:
H− ⊃ H0 ⊃ H+. (2.7)
We want to see H− also as a RKHS. First we define a dual pairing between the spaces
H− and H+. For f ∈ H0 and g ∈ ranA, define
−〈f, g〉+ :=
∑
x∈E
f(x)g(x). (2.8)
We have then the bound |−〈f, g〉+| ≤ ‖f‖−‖g‖+. Since H0 and ranA are dense re-
spectively in H− and H+, the dual pairing extends continuously to a bilinear form on
H−×H+, for which we use the same notation −〈f, g〉+, f ∈ H− and g ∈ H+, and the
bound also continues to hold:
|−〈f, g〉+| ≤ ‖f‖−‖g‖+, f ∈ H−, g ∈ H+. (2.9)
For a convenience, we also define its conjugate bilinear form
+〈g, f〉− := −〈f, g〉+, f ∈ H−, g ∈ H+. (2.10)
Notice that for f ∈ H0, Af ∈ H+ and
‖Af‖2+ = (Af,A−1Af)0 = ‖f‖2−. (2.11)
Thus, A extends to an isometry between H− and H+. We will denote the extension
by the same A and its inverse by A−1.
Let us now introduce the notion of functional completion of an incomplete class F
of functions on E which is a pre-Hilbert space. By this, as introduced in [1, p 347],
we mean a completion of F by adjunction of functions on E such that the evaluation
map at any site y ∈ E is a continuous function on the completed space. The following
theorem proved by Aronszajn [1] gives a necessary and sufficient condition for the
functional completion.
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Theorem 2.1 (Aronszajn) Let F be a class of functions on E forming a pre-Hilbert
space. In order that there exists a functional completion of F, it is necessary and
sufficient that
(i) for every fixed y ∈ E, the linear functional f(y) defined in F is continuous;
(ii) for a Cauchy sequence {fn} ⊂ F, the condition fn(y) → 0 for every y implies
that fn itself converges to 0 in norm.
If the functional completion is possible, it is unique.
In our setting, the incomplete class of functions is H0 equipped with the inner product
(·, ·)−. We shall demand H− to be functionally completed. We state all the conditions
we need as a hypothesis:
(H) The Hermitian positive definite linear operator A on H0 is bounded and
satisfies (i) kerA = {0}; (ii) H− is functionally completed.
In the Appendix we will consider some examples of the operators A that satisfy
the conditions in (H).
Now H− being functionally completed, it satisfies, by definition, that for every
y ∈ E, the functional f(y) is continuous on H−. Notice that by the dual pairing
−〈·, ·〉+, it is equivalent to saying that ey ∈ H+ for any y ∈ E. In fact, it is not hard
to check that the functional −〈·, g〉+ on H− has norm ‖g‖+ for any g ∈ H+, and
the functional −〈f, ·〉+ on H+ has norm ‖f‖− for each f ∈ H−. Moreover, by the
isometries A : H− →H+ and its inverse A−1 : H+ → H−, it is easy to check that
−〈·, g〉+ = (·, A−1g)− and −〈f, ·〉+ = (Af, ·)+, f ∈ H−, g ∈ H+. (2.12)
That is, H+ and H− are respectively the dual spaces of each other via the dual
pairing −〈·, ·〉+. Now if ey ∈ H+ for every y ∈ E, then obviously f(y) = −〈f, ey〉+ is
continuous on H−. On the other hand, suppose that the functional f(y) is continuous
on H− for every y ∈ E. Then, for each y, by the above observation, there is a unique
element ly ∈ H+ such that
f(y) = −〈f, ly〉+, f ∈ H−. (2.13)
Since finitely supported vectors f are dense in H− and for those vectors f we have
−〈f, ly〉+ =
∑
x f(x)ly(x), ly must be ey.
Finally, we notice that since for any fixed y ∈ E the functionals H− ∋ f 7→ f(y)
and H+ ∋ g 7→ g(y) are continuous, respectively in H− and H+, it is obvious that
−〈f, g〉+ =
∑
x∈E
f(x)g(x), if either f or g is locally supported. (2.14)
2.2 Determinantal Point Processes on Discrete Sets
Determinantal point processes, or fermion random point fields, are probability mea-
sures on the configuration space of, say, particles. The particles may move on the
continuum spaces or on the discrete spaces. In this paper we will focus on the DPP’s
on the discrete sets.
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The basics of DPP’s including their definitions and basic properties can be found
in several papers [4, 7, 8, 10, 15, 16, 17, 19]. We will review the definition of DPP’s
mainly from the paper [16]. Let E be a countable set and let K be a Hermitian
positive definite bounded linear operator on the Hilbert space H0 = l2(E). Let X be
the configuration space on E, that is, X is the class of all subsets of E. We frequently
understand a point ξ = (xi)i=1,2,··· ∈ X as a configuration of particles located at
the sites xi ∈ E, i = 1, 2, · · · . The following theorem gives an existence theorem for
DPP’s. We state it as appeared in [16].
Theorem 2.2 Let E be a countable discrete space and K be a Hermitian bounded
operator on H0 = l2(E). Assume that 0 ≤ K ≤ I. Then, there exists a unique
probability Borel measure µ on X such that for any finite subset X ⊂ E,
µ({ξ ∈ X : ξ ⊃ X}) = det(K(x, y))x,y∈X . (2.15)
The σ-algebra on X is induced from the product topology on {0, 1}E (see Section 4).
Here we remark that the left hand side of (2.15) is just the correlation function of the
probability measure µ, thus the theorem says that the correlation functions of DPP’s
are given by the determinants of positive definite kernel functions.
The most useful feature in the theory of DPP’s is that there can be given an exact
formula for the density functions of local marginals. For each subset Λ ⊂ E, let PΛ
denote the projection operator on H0 onto the space of vectors which have supports
on the set Λ. Let KΛ := PΛKPΛ be the restriction of K on the projection space.
Given a configuration ξ ∈ X , we let ξΛ be the restriction of ξ on the set Λ, i.e.,
ξΛ := ξ ∩ Λ. (2.16)
For each finite subset Λ ⊂ E, assuming first that IΛ −KΛ is invertible, we define
A[Λ] := KΛ(IΛ −KΛ)−1. (2.17)
Then for the DPP µ corresponding to the operator K, the marginals are given by the
formula: for each finite subset Λ ⊂ E and fixed ξ ∈ X ,
µ({ζ : ζΛ = ξΛ}) = det(IΛ −KΛ) det(A[Λ](x, y))x,y∈ξΛ , (2.18)
where A[Λ](x, y), x, y ∈ Λ, denotes the matrix components of A[Λ]. Though in this
paper we will confine ourselves to the case where A[Λ] is well-defined as a bounded
operator, we remark that the formula (2.18) is meaningful even if KΛ has 1 in its
spectrum [16, 19].
2.3 Results
First we will consider a variational principle for the positive definite operator A in-
troduced in Subsection 2.1. Since we are assuming that H− is functionally completed,
for any y ∈ E the functional f(y) is continuous on H−, or ey ∈ H+. This condition,
on the other hand, is equivalent to the one that H− is a RKHS [1, p 343]. Let B(x, y)
be the RK for H−. From the reproducing property we see that B(x, y) is the value of
the function A−1ey at x [1, p 344], that is
B(x, y) = +〈ex, A−1ey〉−, x, y ∈ E. (2.19)
A Variational Principle in RKHS’s 7
Let x0 ∈ E be a fixed point and let R1 and R2 be any two subsets of E such that E
is partitioned into three sets:
E = {x0} ∪R1 ∪R2. (2.20)
For each ∆ ⊂ E, we let Floc,∆ be the local functions supported on ∆:
Floc,∆ := the class of finite linear combinations of {ex : x ∈ ∆}. (2.21)
In the sequel, we denote by Λ ⋐ E that Λ is a finite subset of E. We are concerned
with the following numbers. For each Λ ⋐ E, define
αΛ := inf
f∈Floc,Λ∩R1
‖ex0 − f‖2− (2.22)
and
βΛ := inf
g∈Floc,Λ∩R2
‖ex0 − g‖2+. (2.23)
Obviously, both of the sequences of nonnegative numbers {αΛ}Λ⋐E and {βΛ}Λ⋐E
decrease as Λ increases. We let
α := lim
Λ↑E
αΛ and β := lim
Λ↑E
βΛ. (2.24)
One of the main result of this paper is the following:
Theorem 2.3 Let the operator A satisfy the conditions in the hypothesis (H). Then
the product of the numbers α and β defined in (2.24) is one: αβ = 1.
We remark that the result of the theorem was obtained by Shirai and Takahashi [16,
Theoem 6.3] in the case that the bounded operator A is strictly greater than 0, i.e.,
0 < cI ≤ A for some positive constant c.
One of the main purpose of this paper is to apply the above result to show the
Gibbsianness of some DPP’s. Let A be an operator on H0 that satisfies the hypothesis
(H). Let µ be the DPP corresponding to the operator K := A(I+A)−1. Given a fixed
point x0 ∈ E and a configuration ξ ∈ X with x0 /∈ ξ, and for each Λ ⋐ E, let α[Λ]
be the conditional probability of finding a particle at the site x0 given the particle
configuration ξΛ in Λ:
α[Λ] := µ(x0ξΛ|ξΛ) =
µΛ(x0ξΛ)
µΛ(ξΛ)
, (2.25)
where we have simplified the event {ζ ∈ X : ζΛ = ξΛ} ≡ ξΛ, etc, and x0ξΛ = {x0}∪ξΛ.
By (2.18), α[Λ] is computed via the ratio of determinants:
α[Λ] =
detA[Λ](x0ξΛ, x0ξΛ)
detA[Λ](ξΛ, ξΛ)
, (2.26)
where A[Λ] = KΛ(IΛ −KΛ)−1 and A[Λ](ξΛ, ξΛ) = (A[Λ](x, y))x,y∈ξΛ . We are interested
in the behavior of the sequence {α[Λ]} as Λ increases to E. The following theorem
gives the answer.
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Theorem 2.4 Let the operator A satisfy the conditions in (H). Then
lim
Λ↑E
α[Λ] = α, (2.27)
where α is given in (2.22) and (2.24) with R1 = ξ and R2 = E \ (ξ ∪ {x0}).
A corollary to this theorem is that the DPP µ corresponding to the operator A(I +
A)−1 is a Gibbs measure. We state this as a theorem.
Theorem 2.5 Let the operator A satisfy the conditions in (H). Then the DPP µ
corresponding to the operator A(I + A)−1 is a Gibbs measure. The interaction po-
tential is given by the logarithm of determinants of submatrices of A: for any finite
configuration ξ ∈ X , the interaction potential V (ξ) is
V (ξ) = − log det(A(x, y))x,y∈ξ . (2.28)
Moreover, µ is the only Gibbs measure for the potential energy (2.28).
The above result also extends that obtained in [16, Theorem 6.2], where K ≡ A(I +
A)−1 is assumed to have its spectrum in the open interval (0, 1). We also notice that the
idea developed in refs. [4] and [21], which concerns exclusively with continuum models,
can be applied to discrete model and would get some result on the Gibbsianness of
µ. The result would look like the following (cf. [4, Proposition 3.9]): Let E ≡ Zd and
suppose that (i) A is of finite range in the sense that A(x, y) = 0 if |x − y| ≥ R for
some finite number R > 0 and (ii) µ does not percolate. Then µ is a Gibbs measure
corresponding to the potential in (2.28). Our result 2.5 is stronger than this, too.
3 Proof of the Variational Principle
In this Section we prove Theorem 2.3. The most important tool in the proof is the
theory of restrictions and projections in the RKHS’s. In Subsection 3.1, we deal with
the variational principle in the finite systems. In Subsection 3.2, we first introduce the
restriction theory in the RKHS’s and then discuss the limit theorems of RK’s. The
proof of Theorem 2.3 is given in Subsection 3.3.
3.1 Variational Principle in the Finite Systems
We discuss the variational principle for positive definite matrices on a finite set. Let
Λ ⋐ E be a finite set and let (C(x, y))x,y∈Λ be a positive definite matrix with an
inverse C−1. We define two norms on the class FΛ of functions on Λ as follows:
‖f‖2− :=
∑
x,y∈Λ
f(x)C(x, y)f(y), f ∈ FΛ (3.1)
and
‖g‖2+ :=
∑
x,y∈Λ
g(x)C−1(x, y)g(y), g ∈ FΛ. (3.2)
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Suppose that Λ = {x0} ∪ Λ1 ∪ Λ2 is a partition of Λ with disjoint sets {x0}, Λ1, and
Λ2. Similarly to (2.22)-(2.23) we define
a := inf
f∈FΛ1
‖ex0 − f‖2− (3.3)
and
b := inf
g∈FΛ2
‖ex0 − g‖2+. (3.4)
In the above FΛi denotes the class of functions on Λi, i = 1, 2. Applying the method
of finding extreme values of functions of several variables and using the elementary
properties of determinants of finite matrices, we obtain the following results, which,
as a matter of fact, take a role of recipe for the theory in the infinite systems (cf. [16,
Section 6]). Below we denote by C(Λ1,Λ2) the submatrix (C(x, y))x∈Λ1, y∈Λ2 for any
subsets Λ1 and Λ2 of Λ. We also simplify {x} ∪ Λ1 by xΛ1 for x /∈ Λ1.
Proposition 3.1 Let (C(x, y))x,y∈Λ be a Hermitian positive definite matrix on a fi-
nite set Λ with inverse C−1. Let Λ = {x0} ∪ Λ1 ∪ Λ2 be a partition of Λ and let the
norms ‖ · ‖− and ‖ · ‖+, and the numbers a and b be defined as in (3.1)-(3.4). Then
the following results hold:
(a) The minimum values a and b are attained respectively at the unique vectors
f0 = C(Λ1,Λ1)
−1C(Λ1, x0) and g0 = (C−1(Λ2,Λ2))−1C−1(Λ2, x0):
a = ‖ex0 − f0‖2−; b = ‖ex0 − g0‖2+. (3.5)
(b)
a =
detC(x0Λ1, x0Λ1)
detC(Λ1,Λ1)
= (C(x0Λ1, x0Λ1)
−1(x0, x0))−1
= C(x0, x0)− C(x0,Λ1)C(Λ1,Λ1)−1C(Λ1, x0) (3.6)
and similarly
b =
detC−1(x0Λ2, x0Λ2)
detC−1(Λ2,Λ2)
= ((C−1(x0Λ2, x0Λ2))−1(x0, x0))−1
= C−1(x0, x0)− C−1(x0,Λ2)(C−1(Λ2,Λ2))−1C−1(Λ2, x0) (3.7)
(c) ab = 1.
3.2 Restrictions in RKHS’s and Limit Theorems of RK’s
In this Subsection, we discuss the restriction and projection theories in RKHS’s and
the limit theorems of RK’s. These are crucial to characterize the values α and β in
(2.24) more concretely. The results we need have been already obtained in [1]. For the
readers’ convenience, however, we provide it here.
Let us begin with an introduction of the restriction theory in the RKHS’s. Suppose
thatH is a RKHS with kernelK(x, y), x, y ∈ E.H might beH− or H+ of our concern.
For each subset Λ ⊂ E, the function KΛ(x, y), the restriction of K(x, y) to Λ, is still
positive definite. The following theorem was proved by Aronszajn [1, p 351]:
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Theorem 3.2 The function K(x, y) restricted to a subset Λ ⊂ E is the reproducing
kernel of the class HΛ of all restrictions of functions of H to the subset Λ. For any
such restriction fΛ ∈ HΛ, the norm ‖fΛ‖Λ is the minimum of ‖f‖ (the norm of f in
H) for all f ∈ H whose restrictions to Λ are fΛ.
When it is needed to designate the kernel, we use the notations HΛ;K and ‖ · ‖Λ;K
respectively for the restriction spaces and norms. The basic argument in Theorem 3.2
is the following. First let F0 ⊂ H be the class of functions that vanish on Λ. This is a
closed subspace and let F′ := H ⊖ F0 be the orthogonal complement of F0. It is not
hard to show that all the functions f ∈ H which have the same restriction fΛ on Λ
have a common projection f ′ on F′ and that the restriction of f ′ to Λ is equal to fΛ.
Clearly, among all these functions f , f ′ is the one which has the smallest norm. We
define
‖fΛ‖Λ := ‖f ′‖. (3.8)
The norm ‖ · ‖Λ on HΛ defined this way is the one stated in the theorem. We refer to
[1, p 351] for the details.
Next we discuss the limit theorems of RK’s. We will consider two kinds of limits.
A. The case of decreasing sequence. Let {En} be an increasing sequence of sets
with E = ∪∞n=1En. For each n = 1, 2, · · · , let Fn be a RKHS defined in En with RK
Kn(x, y), x, y ∈ En. we denote the norm in the space Fn by ‖·‖n, n ≥ 1. For a function
fn ∈ Fn we will denote by fnm, m ≤ n, the restriction of fn to the set Em ⊂ En. We
shall suppose the following two conditions:
(A1) for every fn ∈ Fn and every m ≤ n, fnm ∈ Fm;
(A2) for every fn ∈ Fn and every m ≤ n, ‖fnm‖m ≤ ‖fn‖n.
From (A2) we see by [1, Theorem II of Section 7] that
Knm ≪ Km, m < n, (3.9)
meaning that Km(x, y) −Knm(x, y), x, y ∈ Em, is a positive definite function, where
Knm is the restriction of Kn to the set Em. The following theorem appears in [1,
Theorem I, Section 9]:
Theorem 3.3 Under the above assumptions on the classes Fn, the kernels Kn con-
verge to a Kernel K0(x, y)defined for all x, y in E. K0 is the RK of the class F0 of all
functions f0 defined in E such that
(i) their restrictions f0n in En belong to Fn, n = 1, 2, · · · ;
(ii) limn→∞ ‖f0n‖n <∞.
The norm of f0 ∈ F0 is given by ‖f0‖0 = limn→∞ ‖f0n‖n.
B. The case of increasing sequence. Let {En} be a decreasing sequence of sets and
R be their intersection:
R = ∩∞n=1En. (3.10)
As in the case A, let Fn, n = 1, 2 · · · , be the RKHS’s with corresponding kernel
functions Kn(x, y), x, y ∈ En, n ≥ 1. As before, we define the restrictions fnm for
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fn ∈ Fn, but now m has to be greater than n. We suppose that Fn form an increasing
sequence and the norms ‖ · ‖n form a decreasing sequence satisfying the following two
conditions:
(B1) for every fn ∈ Fn and every m ≥ n, fnm ∈ Fm;
(B2) for every fn ∈ Fn and every m ≥ n, ‖fnm‖m ≤ ‖fn‖n.
We then get for the restrictions Knm of Kn the formula
Knm ≪ Km, for m ≥ n. (3.11)
For each y ∈ R, {Km(y, y)} is an increasing sequence of positive numbers. Its limit
may be infinite. We define, consequently,
R0 := the set of y ∈ R such that K0(y, y) := lim
m→∞Km(y, y) <∞. (3.12)
Suppose that R0 is not empty and let F0 be the class of all restrictions fn0 of functions
fn ∈ Fn (n = 1, 2, · · · ) to the set R0. From (B2), the limit limk→∞ ‖fnk‖k exists and
we define a norm ‖ · ‖∼0 on F0 by1
‖f‖∼0 := inf lim
k→∞
‖fnk‖k, f ∈ F0, (3.13)
where the infimum is taken over all functions fn ∈ Fn, n ≥ 1, whose restrictions to
R0 are f , i.e., f(y) = fn0, y ∈ R0, for some fn ∈ Fn. Now we construct a new space
F
∗
0 and norm ‖ · ‖∗0 on it. Let F∗0 be the class of all functions f∗0 on R0 such that there
is a Cauchy sequence {f (n)0 } ⊂ F0 satisfying
f∗0 (x) = limn→∞ f
(n)
0 (x), for all x ∈ R0. (3.14)
For those vectors f∗0 we define a norm
‖f∗0 ‖∗0 := min limn→∞ ‖f
(n)
0 ‖∼0 , (3.15)
the minimum being taken over all Cauchy sequences {f (n)0 } ⊂ F0 satisfying (3.14).
There exists at least one Cauchy sequence for which the minimum is attained. Such
sequences are called determining f∗0 . The scalar product corresponding to ‖ · ‖∗0 is
defined by
(f∗0 , g
∗
0)
∗
0 := limn→∞(f
(n)
0 , g
(n)
0 )
∼
0 (3.16)
for any two Cauchy sequences {f (n)0 } and {g(n)0 } determining f∗0 and g∗0 , respectively.
We refer to [1, Section 9] for the details. The following theorem is in [1, Theorem II,
Section 9]:
1The original definition in [1] is such that ‖fn0‖0 := limk→∞ ‖fnk‖k, but it seems that there is no
way to guarantee that ‖fn0‖0 = ‖gn0‖0 for different fn and gn in Fn with fn0 = gn0. However, all the
arguments in [1] hold true even if the new norm ‖ · ‖∼0 in (3.13) is used. In particular, the Theorem
3.4 below holds.
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Theorem 3.4 In the setting of the case B, the restrictions Kn0(x, y) for every fixed
y ∈ R0 form a Cauchy sequence in F0. They converge to a function K∗0 (x, y) ∈ F∗0
which is the RK of F∗0.
As an application of Theorem 3.4, we prove the convergence of norms in the
perturbed RKHS’s, which will be used in the proof of Theorem 2.3. Let A be the
operator of our concern satisfying the conditions in the hypothesis (H). For each
ε > 0 we define new operators as follows:
A(ε) := A+ ε and B(ε) := A(ε)−1, ε > 0. (3.17)
Let R ⊂ E be any subset of E. Following Theorem 3.2, we let ‖ · ‖R;B be the norm
of the RKHS HR;B consisting of all restrictions of vectors in H− to the set R and
having a RK BR(x, y), x, y ∈ R, the restriction of B(x, y) to the set R. Similarly,
‖ · ‖R;B(ε) denotes the norm defined by replacing B with B(ε). We want to prove the
convergence ‖f‖R;B(ε) → ‖f‖R;B for all f ∈ l2(R) as ε → 0. See Lemma 3.7. For
that purpose we proceed as follows. Let H′R;B ⊂ l2(R) be the dual space of HR;B: an
element g ∈ l2(R) belongs to H′R;B if and only if the (anti-)linear functional
R;B〈f, g〉′R;B :=
∑
x∈R
f(x)g(x), f ∈ l2(R), (3.18)
is continuous w.r.t. ‖ · ‖R;B-norm, i.e., there exists M(g) > 0 such that
|R;B〈f, g〉′R;B | ≤M(g)‖f‖R;B , for all f ∈ l2(R). (3.19)
For each g ∈ H′R;B we extend the functional of (3.18) to the whole space HR;B ⊃ l2(R)
and keep the dual pairing notation R;B〈·, ·〉′R;B . We denote the norm in H′R;B by
‖ · ‖′R;B . As in the case of the dual pairing −〈·, ·〉+ we see that for any f ∈ HR;B,
(BR)
−1f ∈ H′R;B and
‖(BR)−1f‖′R;B = ‖f‖R;B . (3.20)
It is not hard to show that for any h ∈ l2(R),
(BR)
−1h ∈ H+ and ‖(BR)−1h‖+ ≤ ‖(BR)−1h‖′R;B . (3.21)
In fact, we have for any f ∈ H0 = l2(E),
|−〈f, (BR)−1h〉+| = |
∑
x∈R
f(x)(BR)
−1h(x)|
= |R;B〈fR, (BR)−1h〉′R;B |
≤ ‖fR‖R;B‖(BR)−1h‖′R;B
≤ ‖f‖−‖(BR)−1h‖′R;B , (3.22)
where fR is the restriction of f to R. Since H0 is dense in H−, (3.22) proves (3.21).
Because l2(R) is dense in HR;B , (3.21) also shows that
H′R;B ⊂ H+ ∩ l2(R). (3.23)
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Lemma 3.5 Let g ∈ H′R;B ⊂ H+ ∩ l2(R). Then for any f ∈ H− that vanishes on R,
we have −〈f, g〉+ = 0.
Proof. Denote by PR the restriction operator PR : H− →HR;B defined by PRf := fR
for all f ∈ H−. Since ‖fR‖R;B ≤ ‖f‖−, the operator PR is bounded with norm less
than or equal to 1. Now let g and f be as in the statement of the lemma. Let {fn}
be any sequence in H0 that converges to f in H−. Then since g ∈ l2(R), by using the
continuity of the operator PR in H−, we have
−〈f, g〉+ = lim
n→∞−〈fn, g〉+
= lim
n→∞
∑
x∈R
fn(x)g(x)
= lim
n→∞R;B〈PRfn, g〉
′
R;B
= R;B〈PRf, g〉′R;B
= 0,
because PRf = 0. 
Lemma 3.6 For any h ∈ l2(R), ‖(BR)−1h‖+ = ‖(BR)−1h‖′R;B .
Proof. By (3.21) it is enough to show that ‖(BR)−1h‖′R;B ≤ ‖(BR)−1h‖+. We have
(‖(BR)−1h‖′R;B)2 = ‖h‖2R;B
= R;B〈h, (BR)−1h〉′R;B
= −〈h, (BR)−1h〉+. (3.24)
Let h′ ∈ H− be the element such that PRh′ = h and ‖h′‖− = ‖h‖R;B (see (3.8)).
Notice that h′ − h ∈ H− vanishes on R and (BR)−1h ∈ H′R;B . Thus by (3.24) and
Lemma 3.5 we have
‖h‖2R;B = −〈h, (BR)−1h〉+
= −〈h′, (BR)−1h〉+
≤ ‖h′‖−‖(BR)−1h‖+
= ‖h‖R;B‖(BR)−1h‖+.
This, together with (3.24), proves that ‖(BR)−1h‖′R;B ≤ ‖(BR)−1h‖+. 
Recall the definition A(ε) = A+ ε and B(ε) = A(ε)−1 for ε > 0.
Lemma 3.7 Let R ⊂ E be any set. Then for any f ∈ l2(R),
lim
ε→0
‖f‖R;B(ε) = ‖f‖R;B . (3.25)
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Proof. First we show that
lim
ε→0
B(ε)(x, y) = B(x, y), for all x, y ∈ E. (3.26)
It is obvious that
B(ε)≪ B(ε′) for 0 < ε′ < ε, (3.27)
in the sense defined in (3.9). Also, it holds trivially that
B(ε)(y, y) ≤ B(y, y) <∞, ∀ y ∈ E. (3.28)
Moreover, for each fixed ε > 0, since B(ε) is bounded and strictly positive, the norms
‖ · ‖−;ε (:= ‖ · ‖E;B(ε)) and ‖ · ‖0 are equivalent on H0 = l2(E). That is, as a set, H−;ε
(:= HE;B(ε)) is the same as H0.
Now for each f ∈ H0, the norm ‖f‖−;ε decreases as ε decreases. It is easy to check
that
lim
ε→0
‖f‖−;ε = ‖f‖−. (3.29)
In fact, for f ∈ H0,
lim
ε→0
‖f‖2−;ε = lim
ε→0
(f,A(ε)f)0
= (f,Af)0
= ‖f‖2−.
Since the norm ‖ · ‖− is the one for the RKHS with kernel B(x, y), the equality (3.26)
follows from Theorem 3.4 (see the remark on [1, p 368]).
Let us now prove (3.25). Obviously, for each f ∈ l2(R), ‖f‖R;B(ε) decreases as ε
decreases and ‖f‖R;B(ε) ≥ ‖f‖R;B for all ε > 0. Thus the limit
‖f‖∼0 := lim
ε→0
‖f‖R;B(ε), f ∈ l2(R), (3.30)
defines a norm on l2(R). Now we have to show ‖f‖∼0 = ‖f‖R;B . Considering the dual
norms it is equivalent to showing that
lim
ε→0
‖g‖′R;B(ε) = ‖g‖′R;B (3.31)
for g ∈ l2(R) whenever the limit is finite. Thus suppose that g ∈ l2(R) and limε→0 ‖g‖′R;B(ε)
is finite. Since B(ε) is a strictly positive and bounded operator, we see that
(‖g‖′R;B(ε))2 = (g,B(ε)Rg)0
= (g,
B
I + εB
g)0. (3.32)
Now consider the form E on H0 generated by the operator B:
E(f, g) := (f,Bg)0, f, g ∈ ranA. (3.33)
Then the space H+ is nothing but the closure of ranA w.r.t. this form norm. We
denote the closure of the form (E , ranA) by (E ,D(E)). Using this notation, the last
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quantity in (3.32) becomes E( 1√
I+εB
g, 1√
I+εB
g). By the assumption, these values are
bounded from above (as ε varies). On the other hand, 1√
I+εB
g converges strongly to
g as ε goes to 0. By [9, Lemma 2.12], we conclude that g ∈ D(E), i.e., g ∈ H+, and
‖g‖2+ = E(g, g) ≤ lim inf
ε→0
E( 1√
I + εB
g,
1√
I + εB
g)
= lim
ε→0
(‖g‖R;B(ε))2. (3.34)
To finish the proof we notice that the space (BR)
−1(l2(R)) is dense in H′R;B because
l2(R) is dense in HR;B and the map (BR)−1 : (l2(R), ‖ · ‖R;B)→ H′R;B is an isometry.
Therefore, it is enough to check (3.31) for those vectors g of the form g = (BR)
−1h
for some h ∈ l2(R). We use Lemma 3.6 and (3.34) inserting (BR)−1h for g. Then we
get
‖(BR)−1h‖′R;B = ‖(BR)−1h‖+ ≤ lim
ε→0
‖(BR)−1h‖′R;B(ε) ≤ ‖(BR)−1h‖′R;B . (3.35)
The last inequality in the above comes from the fact that ‖g‖′R;B(ε) ≤ ‖g‖′R;B for all
g ∈ H′R;B . Eq. (3.35) says that all the quantities there are equal to each other, and
we have proven (3.31). 
3.3 Proof of Theorem 2.3
We are now ready to prove Theorem 2.3. It will be done in several steps.
Proof of Theorem 2.3. Step 1: General facts. Recall the notation Floc,Λ, the class of
local functions supported on Λ for the subsets Λ ⊂ E. Since these spaces are closed
in H−, for each Λ ⋐ E there exists a unique element fΛ1,0 ∈ Floc,Λ1 such that
αΛ = inf
f∈Floc,Λ1
‖ex0 − f‖2− = ‖ex0 − fΛ1,0‖2−, (3.36)
where Λ1 := Λ∩R1. Let H1,− be the closure (in H−) of ∪Λ⋐EFloc,Λ1 . Notice that any
vector f ∈ H1,− vanishes on Rc1, that is, it is supported on R1. In fact, since for each
Λ ⋐ E, Floc,Λ1 ⊂ F0Rc
1
, the space of functions that vanish on Rc1, and F
0
Rc
1
is closed,
we have H1,− = ∪Λ⋐EFloc,Λ1 ⊂ F0Rc
1
. We also notice that for each Λ ⋐ E, fΛ1,0 is the
projection of ex0 onto the space Floc,Λ1 = F
0
Λc
1
, and as Λ increases, fΛ1,0 converges to
the projection of ex0 onto the space H1,−, we call it fR1,0:
lim
Λ↑E
fΛ1,0 = fR1,0 (in H−). (3.37)
Let us now apply the (extended) operator A to the vector ex0 − fR1,0. We claim that
A(ex0 − fR1,0) = αex0 + a2 ∈ H+, (3.38)
where the vector a2 ∈ H+ is supported on R2. In fact, let A(ex0−fR1,0) = a0ex0+a2 ∈
H+ with a2 being supported on E \ {x0}. Since fR1,0 is the projection of ex0 onto the
space H1,−, we have
(ex0 − fR1,0, f)− = 0 for all f ∈ Floc,R1 . (3.39)
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Thus, we have for all f ∈ Floc,R1 ,
0 = (ex0 − fR1,0, f)−
= +〈A(ex0 − fR1,0), f〉−
= +〈a0ex0 + a2, f)〉−
=
∑
x∈R1
a2(x)f(x), (3.40)
because f is a local function supported onR1 (see (2.14)). Since f ∈ Floc,R1 is arbitrary,
the equation (3.40) proves that a2 vanishes on R1. Similarly, it is easily checked that
α = ‖ex0 − fR1,0‖2−
= −〈ex0 − fR1,0, A(ex0 − fR1,0)〉+
= lim
Λ↑E −
〈ex0 − fΛ1,0, a0ex0 + a2〉+
= lim
Λ↑E
a0 = a0. (3.41)
We have shown (3.38). Let us now interchange the roles of A, ‖ · ‖−, R1, and Λ1 by
A−1, ‖ · ‖+, R2, and Λ2, respectively. Then we have for each Λ ⋐ E,
βΛ = inf
g∈Floc,Λ2
‖ex0 − g‖2+ = ‖ex0 − gΛ2,0‖2+, (3.42)
for a unique gΛ2,0 ∈ Floc,Λ2 , where Λ2 := R2∩Λ. Also, if we denote by H2,+ the closure
of ∪Λ⋐EFloc,Λ2 w.r.t. the ‖ · ‖+-norm, there is a unique gR2,0 ∈ H2,+ such that
lim
Λ↑E
gΛ2,0 = gR2,0 (in H+) (3.43)
and
β = ‖ex0 − gR2,0‖2+. (3.44)
Similarly to (3.39), we have
A−1(ex0 − gR2,0) = βex0 + b1 ∈ H−, (3.45)
where b1 is supported on R1. Now we have on the one hand
−〈ex0 − fR1,0, ex0 − gR2,0〉+ = lim
Λ↑E −
〈ex0 − fΛ1,0, ex0 − gΛ2,0〉+
= lim
Λ↑E
(ex0 − fΛ1,0, ex0 − gΛ2,0)0
= lim
Λ↑E
1 = 1.
On the other hand we have
1 = −〈ex0 − fR1,0, ex0 − gR2,0〉+
= +〈A(ex0 − fR1,0), A−1(ex0 − gR2,0)〉−
= +〈αex0 + a2, βex0 + b1〉−
= αβ + +〈a2, b1〉−. (3.46)
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The proof is completed if we could show that +〈a2, b1〉− = 0. Notice that a2 is sup-
ported on R2 and b1 on R1, and R1 ∩R2 = ∅. Thus it seems that +〈a2, b1〉− = 0, but
we need to confirm it.
Step 2: The case when A is strictly positive. Suppose that there exist c1, c2 > 0
such that c1I ≤ A ≤ c2I. In this case A has a bounded inverse A−1 in H0 = l2(E).
The RK B(x, y) for H− (see (2.19)) is given by
B(x, y) = +〈ex, A−1ey〉− = (ex, A−1ey)0, x, y ∈ E. (3.47)
Moreover, as for the elements, the inclusions in (2.7) now become the equalities and
the dual pairings in (2.8) and (2.10) are just the inner product in the center space
H0:
−〈f, g〉+ = (f, g)0 = (g, f)0 = +〈g, f〉−, f, g ∈ H0 = H− = H+, (3.48)
the equalities H0 = H− = H+ meaning that all the spaces have the same elements.
We will, however, keep the pairing notations −〈·, ·〉+ and +〈·, ·〉− for a convenience.
Now let us come back to the equation (3.46). The dual pairing is just an inner product
in H0 and the vector a2 vanishes on R1 and b1 lives only on R1. We therefore have
+〈a2, b1〉− = (a2, b1)0 = 0. (3.49)
From (3.46) and (3.49) we have αβ = 1.
We now extend the formula in Proposition 3.1(b) to the infinite system. That is,
we will show that if A is strictly positive, then
α = A(x0, x0)−A(x0, R1)A(R1, R1)−1A(R1, x0). (3.50)
Notice that the function A(·, x0) is an element of the space H+ and for each ∆ ⊂ E
the function ∆ ∋ y 7→ A(y, x0), which we denote by A(∆, x0), is the restriction of
A(·, x0) to the set ∆. Following Theorem 3.2, we denote this space by H∆;A equipped
with the norm ‖ · ‖∆;A. Since A∆(x, y), x, y ∈ ∆, is the RK for H∆;A, it is obvious
that for each g ∈ H∆;A,
‖g‖2∆;A = (g,A(∆,∆)−1g)0, (3.51)
where (·, ·)0 is the usual inner product in l2(∆). Thus (3.50) is equivalent to saying
that
α = A(x0, x0)− ‖A(R1, x0)‖2R1;A. (3.52)
Now by Proposition 3.1(b) we see that for each Λ ⋐ E, putting Λ1 = R1 ∩ Λ,
αΛ = A(x0, x0)−A(x0,Λ1)A(Λ1,Λ1)−1A(Λ1, x0)
= A(x0, x0)− ‖A(Λ1, x0)‖2Λ1;A. (3.53)
On the other hand, as Λ increases, we have by Theorem 3.3,
lim
Λ↑E
‖A(Λ1, x0)‖2Λ1;A = ‖A(R1, x0)‖2R1;A. (3.54)
From (2.24) and (3.52)-(3.54) we have shown (3.50).
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Step 3: The case when one of R1 and R2 is finite. In this case either a2 in (3.38)
or b1 in (3.45) is finitely supported. Moreover, since they have disjoint supports, by
(2.14) we have
+〈a2, b1〉− =
∑
x∈E
a2(x)b1(x) = 0. (3.55)
This, together with (3.46), proves the theorem. This observation, as a matter of fact,
gives us more information. Notice that the number β in (2.24) is not altered even if
we considered the restriction of B to the set R˜2 := {x0} ∪ R2. Recall the notation
‖ · ‖
R˜2;B
for the norm in the RKHS H
R˜2;B
consisting of all the restrictions of vectors
in H− to the set R˜2. HR˜2;B has its RK BR˜2(x, y), x, y ∈ R˜2, the restriction of B onto
R˜2. We consider R˜2 being partitioned as R˜2 = {ex0} ∪ ∅ ∪ R2, and then apply the
result in this step to get
β−1 = ‖ex0‖2R˜2;B. (3.56)
In passing, we note that ‖ex0‖2R˜2;B = (ex0 , (BR˜2)
−1ex0)0, where (BR˜2)
−1 is the “in-
verse”of B
R˜2
having the components
(B
R˜2
)−1(x, y) = (ex, ey)R˜2;B , x, y ∈ R˜2. (3.57)
For each ε > 0, we introduce the strictly positive and bounded operators A(ε) :=
A + ε and B(ε) := A(ε)−1 on H0. Let α(ε) and β(ε) be the numbers defined as in
(2.24) by replacing the operators A and B with A(ε) and B(ε), respectively. By the
result in Step 2, we have
α(ε)β(ε) = 1, ε > 0. (3.58)
On the other hand, by (3.56) we have
β(ε)−1 = ‖ex0‖2R˜2;B(ε) := (ex0 , (B(ε)R˜2)
−1ex0)0. (3.59)
In Lemma 3.7, we have shown that
lim
ε→0
‖ex0‖2R˜2;B(ε) = ‖ex0‖
2
R˜2;B
, (3.60)
that is
lim
ε→0
β(ε)−1 = β−1. (3.61)
It is easy to check that
lim
ε→0
α(ε) = α. (3.62)
We thus get by (3.58), (3.61)-(3.62), αβ = 1. The proof is completed. 
4 Proofs of Theorem 2.4 and Theorem 2.5
The proof of Theorem 2.4 will follow from the variational principle of Theorem 2.3
and the projection-inversion inequalities, which we now introduce. For a matrix A on
E, we denote by AΛ for the submatrix, or projection of A on the set Λ ⊂ E.
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Lemma 4.1 Let A(x, y) and B(x, y), x, y ∈ E, be the RK’s respectively for H+ and
H− in Section 2. Then, for any finite subsets Λ ⊂ ∆ ⋐ E, the following inequalities
hold:
(a) (AΛ)
−1 ≤ ((A∆)−1)Λ ≤ BΛ;
(b) (BΛ)
−1 ≤ ((B∆)−1)Λ ≤ AΛ.
For a proof we need the projection-inversion lemma (see [11, p 18], [16, Corollary 5.3],
and [4, Lemma A.5]):
Lemma 4.2 Let T be any bounded positive definite operator with bounded inverse
T−1. Then for any projection P ,
P (PTP )−1P ≤ PT−1P. (4.1)
Proof of Lemma 4.1. The first inequalities in (a) and (b) follow from Lemma 4.2.
In order to prove the second inequalities it is enough to show (AΛ)
−1 ≤ BΛ and
(BΛ)
−1 ≤ AΛ, because (B∆)Λ = BΛ and (A∆)Λ = AΛ for Λ ⊂ ∆ ⋐ E. Moreover,
since the matrices are positive definite, either one of the inequalities (AΛ)
−1 ≤ BΛ or
(BΛ)
−1 ≤ AΛ implies the other. So, it is enough to prove (BΛ)−1 ≤ AΛ. Let ‖ · ‖Λ;B
be the norm on the space HΛ;B of all restrictions of functions of H− to the subset Λ
given in Theorem 3.2. Since the function BΛ(x, y), x, y ∈ Λ, is the corresponding RK
for HΛ;B, it is obvious that
‖fΛ‖2Λ;B = (fΛ, (BΛ)−1fΛ)0. (4.2)
On the other hand, since ‖fΛ‖Λ;B is the smallest number for all the values ‖g‖− such
that gΛ = fΛ, we have the inequality
‖fΛ‖2Λ;B ≤ ‖fΛ‖2− = (fΛ, AΛfΛ)0. (4.3)
Combining (4.2) and (4.3) we get the inequality (BΛ)
−1 ≤ AΛ, and the proof is
completed. 
Remark 4.3 Notice that B is formally the inverse of A (see (2.19)), and that the
operator A may have 0 in its spectrum (it should then be a continuous spectrum).
In that case, the operator B, considered on the space H0, is an unbounded operator.
Therefore, Lemma 4.1 extends Lemma 4.2.
Next we discuss the order relations between the restriction operators and the
interaction operators giving the local probability densities of DPP’s. For each finite
set Λ ⊂ E, we let, as before,
AΛ := PΛAPΛ and A[Λ] := KΛ(I −KΛ)−1, (4.4)
where PΛ is the projection on H0 = l2(E) onto l2(Λ) and K := A(I +A)−1. We let
B[Λ] := (A[Λ])
−1 (4.5)
and recall that B is the inverse of A.
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Lemma 4.4 For any finite set Λ ⊂ E,
A[Λ] ≤ AΛ and B[Λ] ≤ BΛ. (4.6)
Proof. We first prove the inequality A[Λ] ≤ AΛ. By Lemma 4.2,
A[Λ] = −IΛ + ((I −K)Λ)−1
≤ −IΛ + PΛ(I −K)−1PΛ
= AΛ, (4.7)
where IΛ := PΛIPΛ. The second inequality in (4.6) can be shown in two ways. We
introduce both of them. First, as before, we define A(ε) = A+ ε and B(ε) = A(ε)−1
for ε > 0. By the same way used in (4.7) we can show
B(ε)[Λ] := (A(ε)[Λ])
−1 ≤ B(ε)Λ, (4.8)
where A(ε)[Λ] := K(ε)Λ(I−K(ε)Λ)−1 withK(ε) := A(ε)(I+A(ε))−1. SinceK(ε)→ K
uniformly as ε→ 0 we have
lim
ε→0
B(ε)[Λ] = (A[Λ])
−1 = B[Λ]. (4.9)
On the other hand, by (3.26)
B(ε)Λ → BΛ uniformly as ε→ 0. (4.10)
The inequality B[Λ] ≤ BΛ follows from (4.8)-(4.10).
The second way is to use Lemma 4.1. B[Λ] can be rewritten as B[Λ] = −IΛ+(KΛ)−1.
Since K = A(I +A)−1, K satisfies the conditions in the hypothesis (H) of Section 2.
Applying Lemma 4.1(a) for the pair of operators K and K−1, we have
B[Λ] ≤ −IΛ + PΛK−1PΛ
= PΛ(−I +K−1)PΛ
= PΛA
−1PΛ = BΛ.
The proof is completed. 
We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. Let x0 ∈ E and ξ ∈ X be any configuration with x0 /∈ ξ. For
a convenience we define an auxiliary configuration ξ ∈ X as
ξ := E \ (ξ ∪ {x0}). (4.11)
From the definition (2.26) and Proposition 3.1(b) we have the equality:
α[Λ] = (A[Λ](x0ξΛ, x0ξΛ)
−1(x0, x0))−1. (4.12)
By the first inequality in Lemma 4.4 and using Proposition 3.1 once more we have
the bound
α[Λ] ≤ (AΛ(x0ξΛ, x0ξΛ)−1(x0, x0))−1 = αΛ, (4.13)
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where αΛ is defined in (2.22) with R1 := ξ (and Λ1 = Λ ∩R1 = Λ ∩ ξ ≡ ξΛ). Now by
Proposition 3.1(b) and (c) we have
β[Λ] := (a[Λ])
−1 = (B[Λ](x0ξΛ, x0ξΛ)
−1(x0, x0))−1, (4.14)
where B[Λ] = (A[Λ])
−1. By the second inequality of Lemma 4.4 we also have the bound
β[Λ] ≤ βΛ, (4.15)
where, again, βΛ is defined in (2.23) with R2 := ξ. Now we take the limit of Λ
increasing to the whole space E. Since αΛ → α as Λ increases to E we have from
(4.13)
lim sup
Λ↑E
α[Λ] ≤ α. (4.16)
On the other hand, since βΛ → β as Λ ↑ E, we have also from (4.15)
lim inf
Λ↑E
α[Λ] = (lim sup
Λ↑E
β[Λ])
−1 ≥ β−1 = α. (4.17)
The last equality comes from Theorem 2.3. From (4.16) and (4.17) we get limΛ↑E α[Λ] =
α, which was to be shown. 
Let us now turn to the proof of Theorem 2.5. For the proof of Gibbsianness we
will follow the method developed in [21] for continuum models. We will first define a
Gibbsian specification [3, 12] by introducing an interaction. Then we will prove that
the DPP of our concern is admitted to the specification. We refer also to [16, Section
6]. The proof of uniqueness will be shown by following the method of [16].
Let A be an operator that satisfies the conditions in the hypothesis (H). For any
finite configuration ξ ∈ X , we define an interaction potential of the particles in ξ by
[21]
V (ξ) := − log detA(ξ, ξ). (4.18)
Notice that V (ξ) > 0 for all finite configurations ξ ∈ X . For any Λ1,Λ2 ⋐ E with
Λ1∩Λ2 = ∅, and for any configurations ξΛ1 and ξΛ2 on the sets Λ1 and Λ2, respectively,
the mutual potential energy W (ξΛ1 ; ξΛ2) is defined to satisfy
V (ξΛ1 ∪ ξΛ2) = V (ξΛ1) + V (ξΛ2) +W (ξΛ1 ; ξΛ2). (4.19)
Now for each ζΛ ∈ XΛ and ξ ∈ X , we define the energy of the particle configuration
ζΛ on Λ with boundary condition ξ by
HΛ(ζΛ; ξ) := lim
∆↑E
(V (ζΛ) +W (ζΛ; ξ∆\Λ)), (4.20)
whenever the limit exists. As a matter of fact, HΛ(ζΛ; ξ) is well-defined for all ζΛ ∈ XΛ
and ξ ∈ X as shown in the following lemma:
Lemma 4.5 Suppose that the operator A satisfies the conditions in the hypothesis
(H). Then for any ζΛ ∈ XΛ and ξ ∈ X , the value HΛ(ζΛ; ξ) in (4.20) is well-defined
as a finite number.
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Proof. The proof is very similar to the one given for continuum model in [21, Lemma
3.2]. We define first for each bounded set ∆ ⊃ Λ
HΛ;∆(ζΛ; ξ) := V (ζΛ) +W (ζΛ; ζ∆\Λ). (4.21)
From the definitions (4.18)-(4.19) we get
HΛ;∆(ζΛ; ξ) = − log
detA(ζΛξ∆\Λ, ζΛξ∆\Λ)
detA(ξ∆\Λ, ξ∆\Λ)
. (4.22)
Denoting QΛ for the projection on l
2(ζΛξΛc) onto l
2(ζΛ), HΛ;∆(ζΛ; ξ) can be rewritten
as (cf. Projection 3.1)
HΛ;∆(ζΛ; ξ) = − log det(QΛA(ζΛξ∆\Λ, ζΛξ∆\Λ)−1QΛ)−1. (4.23)
By using the projection-inversion lemma, Lemma 4.2, we see that HΛ;∆(ζΛ; ξ) de-
creases as ∆ increases. Hence the limit
HΛ(ζΛ; ξ) = lim
∆↑E
HΛ;∆(ζΛ; ξ) (4.24)
exists. We now show the finiteness of the limit value. Let ζΛ = {x1, · · · , xn} be an
enumeration of the sites in ζΛ. Then we can rewrite the quantity inside the logarithm
in (4.22) as
detA(ζΛξ∆\Λ, ζΛξ∆\Λ)
detA(ξ∆\Λ, ξ∆\Λ)
=
detA(x1, · · · , xnξ∆\Λ, x1, · · · , xnξ∆\Λ)
detA(x2, · · · , xnξ∆\Λ, x2, · · · , xnξ∆\Λ)
· · · detA(xnξ∆\Λ, xnξ∆\Λ)
detA(ξ∆\Λ, ξ∆\Λ)
. (4.25)
By Theorem 2.3, each term in the r.h.s. converges to a strictly positive number as ∆
increases to E. The proof is complete. 
The finiteness of the values HΛ(ζΛ; ξ) for all ζΛ ∈ XΛ and ξ ∈ X says that any
configuration ξ ∈ X is “physically possible”as noted in [12, p 16].
Let us now define the Gibbsian specification. Define a partition function on the
set Λ with a boundary condition ξ ∈ X as
ZΛ(ξ) :=
∑
ζΛ⊂Λ
exp[−HΛ(ζΛ; ξ)]. (4.26)
Then we define a probability distribution on the particle configurations as
γΛ(ζΛ; ξ) :=
1
ZΛ(ξ)
exp[−HΛ(ζΛ; ξ)]. (4.27)
Let the set {0, 1} be equipped with a discrete topology and Ω := {0, 1}E with a
product topology. Let F be the Borel σ-algebra on Ω. For any subset ∆ ⊂ E we let
F∆ be the σ-algebra on Ω such that the map ξx = 1 is measurable for all x ∈ ∆. We
notice that FE = F . By the natural mapping between Ω and X , we define σ-algebras
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F∆, ∆ ⊂ E, and F on X . The Gibbsian specification is defined as follows [3, 12]: for
any measurable set A ∈ F and ξ ∈ X , we define
γΛ(A|ξ) :=
∑
ζΛ⊂Λ
γΛ(ζΛ; ξ)1A(ζΛξΛc), (4.28)
where 1A denotes the indicator function on the set A. It is not hard to check that the
system (γΛ)Λ⋐E defines a specification, i.e., it satisfies the following properties:
(i) γΛ(·|ξ) is a probability measure for each ξ ∈ X ;
(ii) γΛ(A|·) is FΛc-measurable for all A ∈ F ;
(iii) γΛ(A|·) = 1A(·) if A ∈ FΛc ;
(iv) γ∆γΛ(A|ξ) :=
∑
ζ∆⊂∆ γ∆(ζ∆|ξ)γΛ(A|ζ∆ξ∆c) = γ∆(A|ξ) for all Λ ⊂ ∆ ⋐ E and
ξ ∈ X .
A probability measure µ on (X ,F) is said to be admitted to the specification (γΛ)Λ⋐E ,
or a Gibbs measure, if it satisfies the DLR-equations:
µ(A) =
∫
γΛ(A|ξ)dµ(ξ), for any A ∈ F and Λ ⋐ E. (4.29)
The DLR condition says that for any Λ ⋐ E and A ∈ F , the conditional expectation
Eµ[1A|FΛc ] has a version γΛ(A|·):
Eµ[1A|FΛc ](ξ) = γΛ(A|ξ), µ-a.a. ξ. (4.30)
From the equation (4.25) we easily see that for any Λ ⋐ E, ζΛ ≡ {x1, · · · , xn} ∈ XΛ,
and ξ ∈ X ,
HΛ(ζΛ; ξ)
= H{x1}({x1}; ξ) +H{x2}({x2}; {x1} ∪ ξ) +H{xn}({xn}; {x1, · · · , xn−1} ∪ ξ).
This says that all the values HΛ(ζΛ; ξ) are determined by the values H{x}({x}; ξ). Now
then the DLR condition (4.30) is equivalent to saying that (cf. [14] and [16, Section
6])
Eµ[ξx = {x}|F{x}c ](ξ)
Eµ[ξx = ∅|F{x}c ](ξ)
= exp[−H{x}({x}; ξ)], ∀ x ∈ E. (4.31)
Proof of Theorem 2.5. Gibbsianness. As noted above, it is enough to show the relation
(4.31). Let x0 ∈ E be a fixed point and let ξ ∈ X . Then by (4.22) and (4.24),
exp[−H{x0}({x0}; ξ)] = lim
∆↑E
detA(x0ξ∆\{x0}, x0ξ∆\{x0})
detA(ξ∆\{x0}, ξ∆\{x0})
. (4.32)
On the other hand, by (2.25)-(2.26)
Eµ[ξ{x0} = {x0}|F{x0}c ](ξ)
Eµ[ξ{x0} = ∅|F{x0}c ](ξ)
= lim
∆↑E
Eµ[ξ{x0} = {x0}|F∆\{x0}](ξ∆\{x0})
Eµ[ξ{x0} = ∅|F∆\{x0}](ξ∆\{x0})
= lim
∆↑E
detA[∆](x0ξ∆\{x0}, x0ξ∆\{x0})
detA[∆](ξ∆\{x0}, ξ∆\{x0})
. (4.33)
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By Theorem 2.4 the two limits in (4.32) and (4.33) are the same and this proves that
the DPP µ corresponding to the operator A(I + A)−1 is a Gibbs measure admitted
to the specification (γΛ)Λ⋐E in (4.27)-(4.28).
Uniqueness. Let us now address to the uniqueness problem of the Gibbs measure.
The arguments in the sequel parallel those in [16, Section 6]. Suppose that ν is a prob-
ability measure admitted to the specification (γΛ)Λ⋐E , i.e., ν satisfies the condition
(4.30):
Eν [1A|FΛc ](ξ) = γΛ(A|ξ), ν-a.a. ξ ∈ X for all Λ ⋐ E. (4.34)
Let F : X → R be a function of the form
F (ξ) = 1{ξΛ0=X}, for some Λ0 ⋐ E and X ⊂ Λ0. (4.35)
We will show that for such functions F ,
ν(F ) = µ(F ). (4.36)
Since those functions F generate the σ-algebra F , ν then should be µ and the unique-
ness follows.
Let Λ ⋐ E be any set with Λ0 ⊂ Λ. Then by (4.34)
Eν [F |FΛc ](ξ) = 1
ZΛ(ξ)
∑
Y⊂Λ\Λ0
exp[−HΛ(X ∪ Y ; ξ)]. (4.37)
Notice that the partition function ZΛ(ξ) can be rewritten as follows. Let Φ
(Λ;ξ) be a
matrix of size |Λ| whose components are given by
Φ(Λ;ξ)(x, y) := A(x, y)− (PξΛcA(·, x), PξΛcA(·, y))ξΛc ;A, (4.38)
where, as before, A(·, x) is a function on E: A(·, x)(z) = A(z, x), z ∈ E, which belongs
toH+, and PξΛc is the restriction operator restricting the functions on E to the set ξΛc,
and (·, ·)ξΛc ;A is the inner product of the RKHS HξΛc ;A with RK AξΛc , the restriction
of A to the set ξΛc . By Theorem 3.2, the matrix Φ
(Λ;ξ) is well-defined. In an informal
level, we can write Φ(Λ;ξ)(x, y) as
Φ(Λ;ξ)(x, y) = A(x, y) −A(x, ξΛc)A(ξΛc , ξΛc)−1A(ξΛc , y). (4.39)
We refer to [16, p 1559] for the same matrix, where, however, A is strictly positive.
For each finite ∆ ⊃ Λ, we let
Φ(Λ,∆;ξ)(x, y) := A(x, y)− (Pξ∆\ΛA(·, x), Pξ∆\ΛA(·, y))ξ∆\Λ;A,
= A(x, y)−A(x, ξ∆\Λ)A(ξ∆\Λ, ξ∆\Λ)−1A(ξ∆\Λ, y), x, y ∈ Λ.
By Theorem 3.3,
lim
∆↑E
Φ(Λ,∆;ξ)(x, y) = Φ(Λ;ξ)(x, y), x, y ∈ Λ. (4.40)
Moreover, it is obvious that for any X ⊂ Λ
exp[−HΛ,∆(X; ξ)] = det(Φ(Λ,∆;ξ)(X,X)) (4.41)
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and hence
exp[−HΛ(X; ξ)] = det(Φ(Λ;ξ)(X,X)). (4.42)
Therefore we get
ZΛ(ξ) =
∑
X⊂Λ
exp[−HΛ(X; ξ)] =
∑
X⊂Λ
det(Φ(Λ;ξ)(X,X)) = det(I +Φ(Λ;ξ)). (4.43)
By using the expression (4.42) we see that∑
Y⊂Λ\Λ0
exp[−HΛ(X ∪ Y ; ξ)] =
∑
Y⊂Λ\Λ0
det(Φ
(Λ;ξ)
X∪Y )
= det(PΛ\Λ0 +Φ
(Λ;ξ)
X∪(Λ\Λ0)). (4.44)
Here we have put Φ
(Λ;ξ)
X∪Y ≡ Φ(Λ;ξ)(X ∪ Y,X ∪ Y ), etc. We insert (4.43)-(4.44) into the
r.h.s. of (4.37) and after a short computation we obtain the expression for Eν [F |FΛc ](ξ)
in (4.37) (see [16, eq. (6.47)] for the details):
Eν [F |FΛc ](ξ)
=
det(PX [Φ
(Λ;ξ)
Λ0
− Φ(Λ;ξ)(Λ0,Λ \ Λ0)(I +Φ(Λ;ξ)Λ\Λ0)−1Φ(Λ;ξ)(Λ \ Λ0,X)]PX )
det(I +Φ
(Λ;ξ)
Λ0
− Φ(Λ;ξ)(Λ0,Λ \ Λ0)(I +Φ(Λ;ξ)Λ\Λ0)−1Φ(Λ;ξ)(Λ \ Λ0,Λ0))
.(4.45)
We will show that
lim
Λ↑E
[(I +Φ(Λ;ξ))Λ0 − Φ(Λ;ξ)(Λ0,Λ \ Λ0)(I +Φ(Λ;ξ)Λ\Λ0)
−1Φ(Λ;ξ)(Λ \ Λ0,Λ0)]
= (I +A)Λ0 −A(Λ0,Λc0)(I +A)(Λc0,Λc0)−1A(Λc0,Λ0)
= (PΛ0(I +A)
−1PΛ0)
−1. (4.46)
In fact, by using a similar computation as in Proposition 3.1(b) we have for any
f0 ∈ l2(Λ0),
(f0, [(I +Φ
(Λ;ξ))Λ0 − Φ(Λ;ξ)(Λ0,Λ \ Λ0)(I +Φ(Λ;ξ)Λ\Λ0)
−1Φ(Λ;ξ)(Λ \ Λ0,Λ0)]f0)l2(Λ0)
= inf
f∈l2(Λ\Λ0)
(f0 − f, (I +Φ(Λ;ξ))(Λ,Λ)(f0 − f))l2(Λ)
= inf
f∈l2(Λ\Λ0)
(‖f0 − f‖2l2(Λ) + inf
g∈l2(ξc
Λ
)
(f0 − f − g,A(f0 − f − g))l2(E))
= inf
h∈l2(Λc
0
)
(f0 − h, (PΛ +A)(f0 − h))l2(E). (4.47)
Since PΛ → I strongly as Λ ↑ E, it is obvious that the last expression in (4.47)
converges as Λ ↑ E to
inf
h∈l2(Λc
0
)
(f0 − h, (I +A)(f0 − h))l2(E)
= (f0, [(I +A)Λ0 −A(Λ0,Λc0)(I +A)(Λc0,Λc0)−1A(Λc0,Λ0)]f0)l2(Λ0). (4.48)
Eqs. (4.47)-(4.48) prove (4.46). Recall the operator K = A(I +A)−1 which gives the
DPP µ. We have
(I −K)Λ0 = PΛ0(I +A)−1PΛ0
= [(I +A)Λ0 −A(Λ0,Λc0)(I +A)(Λc0,Λc0)−1A(Λc0,Λ0)]−1 (4.49)
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and
A[Λ0] =
KΛ0
(I −K)Λ0
= (I −K)−1Λ0
= A(Λ0,Λ0)−A(Λ0,Λc0)(I +A)(Λc0,Λc0)−1A(Λc0,Λ0).(4.50)
We thus get, by using (4.45)-(4.46) and (4.49)-(4.50),
ν(F ) = lim
Λ↑E
Eν [F |FΛc ](ξ)
= det(I −KΛ0) det(PXA[Λ0]PX)
= det(PXKΛ0 + PΛ0\X(I −KΛ0))
= µ(F ).
Now then ν must be µ and we have proven the uniqueness of the Gibbs measure. 
A Appendix
In this Appendix we discuss the hypothesis (H) in Section 2 by giving some examples.
For simplicity we take E := Z, the set of integers. We give three typical examples.
(i) The case that A is bounded and has a bounded inverse. In this case all the
norms ‖ · ‖−, ‖ · ‖0, and ‖ · ‖+ are equivalent and the spaces H−, H0, and H+ are the
same as sets. Obviously, H− is functionally completed. The Gibbsianness of the DPP
for the operator A(I +A)−1 with A being in this category has already been shown by
Shirai and Takahashi [16].
(ii) The case of diagonal matrices. Suppose that A is a diagonal matrix with
diagonal elements αx > 0 with αx being bounded and decreasing to zero as x→∞. It
is not hard to show that the hypothesis (H) is satisfied for those operators A. In fact,
H− consists of those functions f : E → C such that
∑
x∈E αx|f(x)|2 < ∞. In other
words, if g = (g(x))x∈E ∈ H0 is any element ofH0 then the vector f ≡ (α−1/2x g(x))x∈E
belongs to H− and all the elements of H− are of this type.
(iii) Perturbation of diagonal matrices. Let D be any diagonal matrix of the type
in the case (ii) above. Let A := C∗DC, where C is a matrix such that C and its inverse
C−1 have off-diagonal elements that decrease sufficiently fast as the distance from the
diagonal become far. To say more concretely, let C(x, y) and C−1(x, y) be the matrix
components of C and C−1, respectively. We assume that there exist positive numbers
m > 0 and M > 0 such that
m ≤ C(x, x) ≤M and m ≤ C−1(x, x) ≤M for all x ∈ E, (A.1)
and C(x, y) and C−1(x, y) converge to zero sufficiently fast as |x− y| → ∞. Then A
satisfies the conditions in (H). Here we give an example. Let D be a diagonal matrix
with diagonal elements αx, x ∈ E. We assume that there is k ∈ N such that
α−1x ≤ (1 + |x|)k, x ∈ E. (A.2)
Let C be a bounded operator with bounded inverse C−1 such that there ism ≥ 2(k+1)
and
|C(x, y)| ≤ 1
1 + |x− y|m and |C
−1(x, y)| ≤ 1
1 + |x− y|m . (A.3)
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Such an operator C can, for example, be obtained by taking its convolution kernel
function as the Fourier series of strictly positive and sufficiently smooth function on
the circle. We prove that H− is functionally completed. It is enough to show that
the pre-Hilbert space (H0, ‖ · ‖−) satisfies the conditions (i) and (ii) of Theorem 3.2.
First we show that for any y ∈ E, f(y) is continuous in (H0, ‖ · ‖)−. As noted in the
Subsection 2.1, it is equivalent to show that ey ∈ H+. But, we have
‖ey‖2+ = (ey, A−1ey)0 = ((C−1)∗ey,D−1(C−1)∗ey)0
=
∑
x∈E
α−1x |(C−1)∗ey(x)|2
≤
∑
x∈E
(1 + |x|)k 1
(1 + |x− y|m)2 <∞. (A.4)
Next, notice that for any f ∈ H0,
‖f‖2− = (f,C∗DCf)0 = (Cf,DCf)0 = (‖Cf‖(D)− )2, (A.5)
where ‖ · ‖(D)− is the “−”-norm for A ≡ D. Since we have observed in case (ii) that
the space H(D)− , completion of H0 w.r.t. ‖ · ‖(D)− -norm, is functionally completed, it is
enough to show that given any sequence {fn} ⊂ H0 which is ‖ · ‖−-Cauchy and such
that fn(y)→ 0 as n→∞ for all y ∈ E, Cfn(y)→ 0 as n→∞ for all y ∈ E, because
{Cfn} is ‖ · ‖(D)− -Cauchy. We observe that there is a constant b > 0 such that
|fn(y)| ≤ b(1 + |y|)k, y ∈ E. (A.6)
In fact,
|fn(y)| = |(ey, fn)0| ≤ ‖ey‖+‖fn‖−. (A.7)
Since {fn} is ‖·‖−-Cauchy, ‖fn‖− is bounded uniformly for n ∈ N. On the other hand
from (A.4), it is not hard to see that there exists b1 > 0 such that
‖ey‖+ ≤ b1(1 + |y|)k, y ∈ E. (A.8)
This proves (A.6). Now we have
Cfn(y) = (ey, Cfn)0
= (C∗ey, fn)0
=
∑
x∈E
C∗ey(x)fn(x)
=
∑
x∈∂(y)
C∗ey(x)fn(x) +
∑
x∈∂(y)c
C∗ey(x)fn(x),
where ∂(y) is any sufficiently large but finite set containing y. Since fn(x)→ 0 for all
x ∈ E, the first term in the last expression converges to 0 as n→∞. By using (A.3)
and (A.6) we have
|
∑
x∈∂(y)c
C∗ey(x)fn(x)| ≤ b
∑
x∈∂(y)c
1
1 + |x− y|m (1 + |x|)
k. (A.9)
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Once ∂(y) has been taken sufficiently large, the quantity in the r.h.s. of (A.9) becomes
as much small as we wish. This completes the proof.
Acknowledgments. The author thanks Prof. Y. M. Park and Dr. C. Bahn for fruitful
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