We investigate the scenario of using the Automatic Repeat reQuest (ARQ) retransmission scheme for two-way video communications over wireless Rayleigh fading channels. Video quality is the major concern of these applications. We show that during the retransmissions of error packets, due to the reduced channel throughput, the video encoder buffer may fill-up quickly and cause the TMN8 rate-control algorithm to significantly reduce the bits allocated to each video frame. This results in PSNR (Peak Signal-to-Noise Ratio) degradation and many skipped frames. To minimize the number of frames skipped, we propose improved rate-control schemes that take into consideration the effects of the video buffer fill-up, an a priori channel model, and the channel feedback information. We also show that a DCT (Discrete Cosine Transform) coefficient soft-thresholding scheme can be applied to further improve the video quality. As a result, our proposed rate control schemes encode the video sequences with less frame skipping and with higher PSNR compared to TMN8.
List of Symbols:
J 0 (2πf D ∆t) : the subscript under J is "zero", π is "pi", and ∆ is "Delta" in Section 2.2.
S 0 : the subscript under S is "zero" S 1 : the subscript under S is "one" P 00 : the subscript under P is "zero" and "zero" P 01 : the subscript under P is "zero" and "one" P 10 : the subscript under P is "one" and "zero" P 11 : the subscript under P is "one" and "one" ∈ : "belong to" in Section 3. : the mark at the upper right side of the symbols c and C is a prime.
β is "beta", σ is "sigma", α is "alpha" in Eq. (14) - (16) .
λ is "lambda" in Eq. (22) and (23) . δ : "delta" in Section 4.3.
INTRODUCTION
Due to the rapid progress in digital video compression, low cost video coder/decoders For two-way video communications over a narrow-band wireless channel, the video is usually encoded with a low-bit-rate video coding standard such as H.263 or H.263+. Like most video standards, H.263 and H.263+ apply a motion compensation scheme and variable-length coding scheme to reduce the temporal and statistical redundancy between the video frames. This scheme increases the compression ratio but makes the signal susceptible to transmission errors.
Even a single-bit error may cause the error to propagate to many frames because of the motion compensation and the variable-length coding. The degree of severity depends on the location of the error. The error in the header can cause the decoder to lose synchronization and render the rest of transmission useless to the end-user. To improve the video quality under transmission errors, error resilience schemes can be performed at the source or channel coding stages.
Various source coding schemes, like Reversible Variable Length Coding (RVLC) [5] and
Multiple Description Coding (MDC) [4] have been proposed. Another approach is to protect the integrity of the bit-stream by using channel coding schemes like Forward Error Correction (FEC) codes or Automatic Retransmission reQuest (ARQ) schemes. The choice of a particular scheme depends on the channel characteristics, the statistics of channel errors, the delay constraint, and the type of services provided to the end-users.
The concept of FEC is to add redundancy bits to the block of video data for the purpose of error detection and correction. To be able to correct long bursts of errors, significant amount of redundancy bits need to be added. This reduces the effective channel bandwidth for the video data even when the channel is in a good state. For correcting long bursts of errors, FEC with interleaving can be used. However, for two-way communications, the interleaving may cause long delay, which may not be acceptable.
Since a feedback channel is available in two-way communication applications, ARQ schemes are often used to obtain reliable communications. There are many variations of ARQ schemes [10] . In Selective ARQ, the receiver sends a positive ACKnowledgement (ACK) or a Negative AcKnowledgement (NAK) to the transmitter upon the receipt of a packet depending on whether the packet is received correctly or not. The transmitter retransmits the corresponding packet when it receives a NAK from the receiver. Using ARQ schemes, the channel throughput depends on the channel condition. When the channel condition is good, the full channel bandwidth is used for transmitting the signal. When the channel condition is bad, a lot of retransmissions occur and the channel throughput goes down. From the video transmission point-of-view, the channel becomes a variable bit-rate channel with throughputs depending on the channel conditions.
End-to-end delay is a major concern in two-way interactive video applications. To keep the end-to-end delay low, a low-delay video rate-control scheme such as the one in TMN8 [16] is usually used. The rate-control scheme in TMN8 is optimized for a constant bit-rate channel, not for a variable bit-rate channel. During the retransmissions of error packets when the channel is in deep fades, the video data in the video encoder buffer are not transmitted. Due to the reduced channel throughput, the video encoder buffer may fill up quickly which causes the rate-control algorithm to significantly reduce the bits allocated to each frame or to skip video frames. If not controlled properly, it may cause poor video quality and result in jerky motion. In this work, we investigate the video quality degradation caused by the retransmission and propose a practical solution.
The issues in rate-control for video transport over the wireless environment have been considered in [12] [13] [14] [15] . In [14] , variable frame-rate adjustment based on motion information is proposed to achieve a higher PSNR (Peak Signal-to-Noise Ratio). In [15] , it integrates wavelet transform and multi-resolution motion estimation in a robust video encoder. Rate Compatible Punctured Convolutional Codes (RCPC) are used to provide varying unequal error protection.
Adaptive dynamic rate-control is used to dynamically allocate the bit-budget and to decide the rate of the channel coder depending on the channel conditions obtained from the channel feedback information. In [13] , it proposes to use a hybrid ARQ as an error-control scheme with an adaptive source rate-control that dynamically changes both the number of the forced update (intra-coded) macroblock and the quantization scale used in a frame, based on the packet-errorrate in a sliding window. In [1] , it provides a theoretical framework of how one can use a Markov model to model the channel behavior and derive the throughput performance of ARQ protocols. Recent work in [12] uses this idea to integrate a channel model combined with feedback information and rate-distortion optimization to find the best bit-allocation for each video frame using dynamic programming and Lagrangian optimization which requires very high computational complexity and is not suitable for real-time communications.
In this paper, we provide an alternate practical solution to intelligently allocate the number of bits to each frame based on a channel model and the channel feedback information to reduce the number of video frames skipped. We first show that TMN8 is not optimized under variable bitrate channel caused by retransmission and it results in video quality degradation and frame skipping. We then propose a practical rate-control scheme by using a priori two-state Markov model to predict the channel condition to intelligently re-allocate the target bit numbers of bits in TMN8 for each frame, and show that the scheme is effective in reducing the number of frames skipped. To further improve the video quality, we show that a DCT (Discrete Cosine Transform) coefficient soft-thresholding scheme can be applied.
The organization of this paper is as follows. In Section 2, we describe the system environment used in our study including TMN8 rate-control and a wireless channel simulator.
We also illustrate the problem by showing the effects of retransmissions on the video quality and the video frame-rate. In Section 3, we discuss the use of a two-state Markov model and how we can obtain the channel-rate estimation from the model. In Section 4, we describe the proposed rate-control schemes. Section 5 presents our simulation results and demonstrates that our proposed schemes are effective in reducing the number of frames skipped and improving the average PSNR quality achieved by TMN8. The conclusion is presented in Section 6.
EFFECTS OF THE RETRANSMISSIONS ON THE VIDEO QUALITY
In this section, we demonstrate the effects of the retransmissions on the video quality. A diagram of the overall system is shown in Figure 1 .
TMN8 Rate Control
The video encoder and decoder considered in this study are based on TMN8, a test model for the H.263+ standard [11] . H.263+ uses the Motion Compensated Prediction, DCT, Quantization, and Variable Length Coding (VLC) as building blocks. After VLC, the compressed video bitrate may be highly variable. A buffer is used to smooth out the bit-rate to prevent the bits from being discarded when the instantaneous bit-rate exceeds the channel bandwidth. As the buffer fills, the rate-control scheme usually skips frames or increases the quantization step-size so that more DCT coefficients are quantized to zero in order to reduce the bit-rate.
The rate-control scheme used in the TMN8 was designed for low-delay video communications [16] . The goal is to encode good quality video for transporting over a constant bit-rate channel and maintain a low buffer delay. The TMN8 rate-control uses a frame-layer ratecontrol to select a target number of bits for the current frame, and a macroblock-layer rate control to select the values of the quantization step-sizes for the macroblocks. A frame is skipped if the number of bits accumulated in the buffer after encoding the previous frame is greater than a limit. In the following discussions, the following definitions were used:
B -Target number of bits assigned to a frame (frame target).
B prev -Number of bits occupied by the previous encoded frame.
R -Target bit rate in bits per second (e.g., 32000 b/s).
G -Frame rate of the original video sequence in frames per second (e.g. 30 f/s).
F -Target frame rate in frames per second (e.g., 10 f/s). G/F must be an integer.
M -Threshold for frame skipping. By default, set M= R/F. (M/R is the maximum buffer delay.)
Z -Target buffer delay is Z*M sec. By default, set Z= 0.1.
In the frame-layer rate control, the frame target varies according to the nature of the video frame, the buffer fullness, and the channel throughput. To achieve low delay, the algorithm tries to maintain the buffer fullness at about 10% of the maximum M [16] . When the buffer fullness exceeds the 10% level, the assigned number of bits is gradually reduced.
Before starting to encode each frame, the current number of bits in the encoder buffer (W) is The macroblock-layer rate control selects the values of the quantization-step sizes for all the macroblocks in the frame, so that the sum of the bits used in all macroblocks is close to the frame target (B) in Eq. (1). The details of the macroblock-layer rate control are given in [16] .
Wireless Channel
A wireless channel simulator is used to produce various wireless channel conditions in our simulations. The wireless channel simulator simulates Rayleigh fading channels. The approach is general and can be used for other wireless channels. The Rayleigh fading channel was simulated using the techniques described by Jakes [17] . The autocorrelation function of the Many low-tier second generation wireless systems such as PACS (Personal Access Communication Services) [18] , DECT (Digital European Cordless Telephone) [19, 20] , and PHS (Personal Handyphone System) [21] can provide a throughput of about 32 kb/s which is suitable for wireless video applications. The emerging third generation (3G) standard, also known as International Mobile Telecommunications-2000 (IMT-2000), will have much higher bit-rate to provide better video quality, however each video frame will also produce more bits in order to achieve better video quality. So, the issue of buffer fill-up during re-transmissions will be similar to that discussed in the paper. The study of wireless video on the DECT and PHS systems has been discussed in [9, 22] , respectively. In this investigation, we will use the typical parameters of the PACS in our simulations, although the same principle can be applied to other systems. PACS is a North American standard. A burst in a PACS frame carries 120 bits of data including 80 bits of payload for user information and 40 bits of overhead including CRC (Cyclic Redundancy Check) bits. The roundtrip delay of the PACS system is in the order of a few tens of milliseconds [18] which is suitable for low-delay two-way speech/video communications.
By using the wireless channel simulator and the TMN8 software, the effect of the retransmission on video quality under various channel conditions can be studied through computer simulations with appropriate parameters. Several parameters can be set through the wireless channel simulator such as SNR, maximum doppler frequency (f D ), time delay spread, power delay profiles, antenna diversity, and data rate. An example of the parameters used in our simulations are shown in Table 1 which reflect the characteristics of practical slow fading channels of our interest. The packet size is chosen to be 80 bits to fit into a PACS frame. The corresponding bit-error-rate, packet-error-rate, and average-burst-length are 10 -2 , 0.15 and 20
respectively. By changing different parameters, we can simulate different channel conditions.
The receiver acknowledges the reception of a packet by sending either an ACK or NAK to the transmitter. Only the erroneous packets are retransmitted. A time-out mechanism is used so that if the feedback information is corrupted, the packet is retransmitted. In the simulations, we assume that the retransmitted packets will be received successfully by the decoder. A fixed roundtrip delay of 30 msec is assumed.
Simulation Results
To show the effects of the retransmission on the video quality, several video sequences were encoded at 32 kb/s using TMN8. The coded video sequences are corrupted using the error pattern files generated from the wireless channel simulator representing various wireless channel conditions. Every error-packet results in a retransmission at the encoder at a later time corresponding to the round-trip delay. After encoding each frame, the buffer fullness W is updated by taking the retransmission bits into account as shown in equation (2):
where W prev is the previous number of bits in the buffer and B retx is the number of bits retransmitted during the previous frame-interval. 
WIRELESS CHANNEL MODELS
As discussed in the previous section, retransmissions result in video quality degradation. In order to improve the video quality, we propose to use a wireless channel model to generate useful channel information so that we can develop better video rate-control schemes, as we will discuss in Section 4.
Many different models can be used to model the wireless channel. In this study, we use a two-state Markov model. We use a simplified Gilbert channel at the packet level as described in [1] , which captures the bursty nature of the packet errors. The model has two states, a good state (S 0 ) and a bad state (S 1 ). A packet is transmitted correctly when the channel is in a good state and errors occur when the channel is in the bad state as shown in Figure 4 . P 00 , P 01 , P 10 , and P 11 are the state transition probabilities. The transitions between these two states occur at each packet instant.
The packet-error statistics will vary according to the values of the transition probabilities.
The transition probabilities can be calculated from the channel characteristics (such as the average packet-error-burst length and the packet-error-rate) generated from the wireless channel simulator. The channel state transition probability matrix for this two-state Markov model can be set up as:
The transition probability, P 01 and P 10 , can be derived using the assumption of Gilbert's Markov model [2] . As can be seen from [2] , the run lengths of a burst have a geometric distribution with mean 1/P 10 . Thus, we have 
We can obtain the mean-burst-length statistics from the packet error pattern obtained from the wireless channel simulator 1 . P 01 can be derived from two parameters, P 10 and Packet-ErrorRate (PER) as mentioned in [1, 23] .
Using the parameters in Table 1 (corresponding to a slow fading which may be encountered with a walking speed), the transition probability matrix can be found to be P 00 = 0.9909, P 01 = 0.0091, P 10 = 0.0526, and P 11 = 0.9474. This corresponds to an average error-burst length of 19 packets and a packet-error-rate of 0.1479. We use a random number generator to generate a random number, r, which is uniformly distributed in {0,1}. The transition from state S 0 to S 1 occurs when r is less than P 01 and the transition from state S 1 to S 0 occurs when r is less than P 10 .
From the transitional probability matrix and a given initial state, we can calculate the expected future channel throughput, i.e. the average of the probability of the correct transmission in the next i packets according to the methods in [25] . We use this information to adjust the target number of bits in the video rate-control algorithm.
In the following discussion, all the time periods mentioned are normalized with the time to transmit a packet. From the ACK/NAK, at time t the channel state at time t
-d, S(t-d), is known
where d is the roundtrip delay. Based on the transition probability matrix P in (3), we define the state probabilities vector at time k,
as a row vector formed by the 2-state probabilities [25] , i.e. the probabilities for the channel to be in the state S 0 and S 1 at time k respectively given that it was observed to be in the state S n at 1 Note that the simulations are performed at the packet level so we need to convert a bit-level error pattern into a packet-level pattern file with a given packet size. The method to find a reliable burst statistics [24] 
From [25] , the state probabilities at time k can be derived from the state probabilities at time k-1:
By recursively using equation (8), the channel state probabilities at time k, where k > t-d, can be calculated from the initial state probability in (7) and the transition probability matrix in (3):
In our channel model, packets are transmitted correctly when the channel is in state S 0 and error occurs when the channel is in state S 1 . Therefore, π 0 (k|
are, respectively, the probabilities of correct and incorrect transmission at time k given that the channel state at time t-d is known to be S n . After matrix multiplication in (9), we use only the first column value of the row vector in π(k| S(t-d) = S n ) since we are interested only in the probability of the correct transmission, i.e. the π 0 (k| S(t-d) = S n ) term. The expected channel throughput in the next i packets (given that the channel state at time t-d is known to be S n ), p(i|
, is thus the average of the probability of correct transmission in the i-packet interval and can be represented as:
IMPROVED RATE-CONTROL SCHEMES
When the channel is in poor condition, some parts of the channel bandwidth are used to send the retransmission bits and the channel becomes a variable bit-rate channel. The TMN8 rate-control scheme is optimized for a constant bit-rate channel, not for a variable bit-rate channel. Using TMN8 rate-control scheme results in the encoder buffer build-up and many skipped frames due to the reduced channel throughput. In this work, we propose rate-control schemes to improve the video quality when the channel condition is poor. The frame-layer ratecontrol uses the channel model to estimate the future channel condition and adjust the frame target. The macroblock-layer rate-control also uses the channel throughput information in the bit-allocation at the macroblock-layer level.
Frame-Layer Rate-Control using the Knowledge of Channel Model
With the channel throughput information from the channel model, we can adjust the frame target given by TMN8 according to the buffer fullness, the channel feedback, and the future channel throughput information. We propose the following scheme for the frame-layer bitallocation. In the following discussion, B j is the frame target given by TMN8 for frame j.
Step 1 : Determine the current channel state Before we start encoding each frame, we first determine the current channel state. If we base on only a single packet's feedback information to determine the channel-state, it will not be reliable. Instead, we calculate the averaged ratio of retransmitted bits to the average number of transmitted bits in the past N coded frame-intervals. If the ratio is greater than a threshold H, we decide that the channel is in a bad state (S 1 ); else the channel is in a good state (S 0 ). The window size parameter N affects the tradeoffs between the response time of the algorithm to changes in the channel conditions and the reliability of the prediction. In our simulations, N is chosen to be 3, which corresponds to the average burst-length statistics estimated from the wireless channel error patterns. The threshold, H, was selected empirically based on the fact that the lower the error threshold, the faster the encoder will react to prepare for the bad state in advance to prevent buffer overflow and frame skipping. A value of 0.3 is used in the simulations. In testing the algorithm, we have found that the encoder performance is not very sensitive to these parameters.
Step 2 : Calculate the estimated average number of retransmitted bits (RBits) per frame-interval
Depending on the current channel state information, we can use the Markov model to find the probability of the correct transmission in the next frame-interval given that the current state is known (S 0 or S 1 ), as discussed in Section 3. In order to have a more stable estimation, we actually calculate the probability of the correct transmission in the next L frame-intervals. Since the probability parameters we have derived before were on a packet level, we need to translate the L frame-intervals into the equivalent number of packets. The average number of packet per frame-interval can be calculated as:
where PSize is the packet size. We can then estimate the average number of retransmitted bits per frame-interval as in (12), where (1-p(i|Current_State = S n )) is the probability of the error transmissions in the next L frame-intervals given that the current channel state (S n ) is known and i = (L*R)/(F*Psize) is the
average number of packets per L frame-intervals. In the simulations, we choose L depending on the encoder buffer-size. Since a buffer-size corresponding to 3 frame-periods is used, we choose L=4. The simulation results are also not very sensitive to the specific value of L.
Step 3 : Calculate the frame target B j for frame j given by TMN8 according to equation (1) .
Step 4 : Adjust the frame target B j by the estimated number of retransmission bits from equation (12):
where k is a constant which determines how fast the frame target should be decreased in order to counteract with the buffer build-up in the future. The higher the value k, the higher proportions by which the frame target will be decreased. This reduces the risk of frame skipping, but degrades the PSNR. In the simulation, k is chosen empirically to be 0.6.
Step 5 : Perform macroblock-layer rate-control as described in section 4.2.
Step 6 : Update buffer occupancy
Buffer occupancy after encoding each frame is updated as in equation (2). If there are more frames to be encoded, go to step 1, otherwise, stop.
Macroblock-Layer Rate-Control
In TMN8, the buffer-fullness is only monitored at the frame-level. The frame-layer ratecontrol algorithm tries to maintain the buffer fullness at 10% level. If the buffer fullness is , ) RBits * k ( B B j j − = (13) greater than 10% level of the maximum fullness M, the frame target will be slightly decreased [16] . In order to take faster adjustments towards the channel condition change to further reduce the number of frames skipped, we propose to monitor the buffer fullness at the macroblock-level also. In order to prevent large variations in the number of bits assigned to the macroblocks, we propose to allow the target buffer-fullness level to be at different levels based on the feedback from the channel. The detailed algorithm is summarized as follows.
Step 1 : Use the TMN8 macroblock-layer rate-control to calculate the target number of bits for encoding the macroblocks in the current frame.
The optimized quantization step-size We set the target buffer fullness level according to the channel state. If an ACK is received, our algorithm will set the target buffer-fullness at the 10% level. If a NAK is received, we relax this constraint to the 80% level. This is because when a retransmission occurs, the buffer may fill up quickly and exceed the 10% level. Without relaxing the target buffer-fullness level, the
rate-control scheme will reduce the bit-allocation trying to maintain it at the 10% level, which may cause large video quality variation. By allowing the target buffer-fullness to go to the 80% level, we give the rate-control more flexibility to prevent large variations in the bit-allocation at the macroblock level which results in a more uniform video quality and lower possibility of running out of the bit-budget before encoding the last macroblock. This is summarized as follows: 
Step 4 : Calculate the average number of retransmitted bits (RB) for the rest of this frameinterval as in Eq. (19):
where i is the estimated number of packets yet to be encoded in this frame-interval and is equal to m _ j β / Psize where PSize is the packet size.
Step 5 : Adjust the frame target Step 6 : If there are more macroblocks to be encoded, go to step 2; otherwise go to step 7.
Step 7 : Buffer occupancy after encoding each frame is updated as in Eq. (2).
The proposed rate-control algorithm does not require many extra computations; yet simulation results show that it is quite effective (as will be shown in more details in section 5).
Using only the proposed frame-layer rate-control scheme, the number of frames skipped is reduced by about 50% with PSNR improvement of about 0.1 dB. Combining the frame-layer and macroblock-layer rate-control, we can eliminate most of the frame skipping with 0.3 dB PSNR improvement.
DCT Coefficient Level Adjustment
Since in many future applications, it is desirable to have the best video quality and the computation may not be a concern, in the following, we discuss a DCT coefficient adjustment method, which can further improve the PSNR.
After the adjusted frame target B j has been assigned to the jth frame, TMN8 macroblocklayer rate-control is used to distribute those bits to the macroblocks. The Quantization Parameter QP of each macroblock is selected and is used to quantize the DCT coefficients. The number of bits used for encoding the quantized coefficients is fed back to the rate-control module for finding the quantizer for the next macroblock. In this section, we propose a scheme to further improve the PSNR of the coded video by adjusting the LEVEL of the DCT coefficients.
In H.263, the Quantization Parameter (which is half of the quantizer stepsize) ranges from 1 to 31. Instead of encoding the quantized coefficients faithfully (i.e., encoding every quantized coefficient with its original value), the encoder can adjust the quantized coefficient's level which may result in a marginal distortion increase but a significant bit-rate reduction since the new level may result in a much shorter variable-length codeword. In [26, 27] , hard-thresholding of a DCT coefficient (which means either keeps the original quantized value or forces it to zero) has been discussed. In this section, we investigate the soft-thresholding scheme that allow the value to be between zero and its original value. such that the MSE distortion between the original block and the reconstructed block is minimized subject to a target coding bit-rate constraint. This can be formulates as the following optimization problem: (20) where R budget is the rate constraint.
The MSE is used as the distortion metric 2 : Given QP and DCT coefficients C, the constrained problem of Eq. (20) can be solved by converting it to an unconstrained problem through the Lagrange multiplier λ. The problem becomes the determination of the LEVELs of the coefficients, which results in the minimum Lagrangian cost function J defined as
The optimal λ is not known a priori and depends on the particular bit-budget. Finding the optimal λ can be done using the bisection search [29] (where recursions with different λ values are used to approach the bit budget) which is computationally intensive. In [28] it was found that the relationship between λ and QP (the average quantization step size in one frame) could be reasonably approximated as:
In the following, we will use this relationship to decide the value of λ from QP.
Our algorithm to select the coefficient's LEVEL is summarized in the following steps:
Step 1: Find target bit number and λ
The estimated target bit number is obtained from Eq. (14) and the Lagrange multiplier λ is obtained from Eq.
(23).
Step 2: Find QP and LEVELs of coefficients
In this step, we find the QP and LEVELs of the coefficients which minimize the cost function in Eq. (22) with the number of bits generated closest to 2) Find the optimal coefficient set
, the range of optimal LEVEL for ith coefficient i L is from 0 to i L′ (which corresponds to
if QP is an odd number, otherwise
). The minimum cost is set to J(q). The computational complexity in exhaustive search for QP and LEVEL of coefficients in step 2 can be relatively high for the high bit-rate case. For the low bit-rate (32 kb/s) used in our simulation, it is highly probable that there are only a few non-zero quantized coefficients. Also, the magnitudes of the quantized coefficients are often small which results in less number of choices for the search. So, the computational complexity is much less than the high bit-rate case.
In the general case, several simplifications can be used to speed up the process. A fast algorithm, which we have studied, is to adjust the LEVELs of coefficients between 1 and their original quantized values. By doing so, the rate for each coefficient can be calculated independently, since the RUN for each coefficient will not change. No dynamic programming procedures are required and the simulation results also show satisfactory improvement.
SIMULATION RESULTS
To show the effectiveness of the proposed rate-control algorithms, we perform simulations under the same conditions described in Section 2.3. The test video sequences including "Claire," "Salesman," "Mother and Daughter," and "Car phone" in QCIF format (176x144 pixels/frame) are used in our experiments. These sequences were encoded at 32 kb/s with a target frame-rate of 10 frames/s using TMN8 with the modified rate-control algorithm. In the rate-control tests in MPEG-4 [30] , it was decided that when a frame is skipped, the previous encoded frame should be used in the PSNR computation because the decoder will repeat the previous encoded frame in place of the skipped one. We computed the average PSNR using this approach.
Simulation results are shown in Figure 5 and 7 for the "Claire" sequence and Figure 6 and 8
for the "Salesman" sequence. With the proposed frame-layer rate-control algorithm, we are able to improve the average PSNR by about 0.35 dB with skipping only 9 frames (compared to 18 skipped frames using TMN8) for the "Claire" sequence as shown in Figure 5 (a) and 5(b). The simulation results also hold for "Salesman" sequence shown in Figure 6 (a) and 6(b). We are also able to obtain better PSNR (0.35 dB improvement) and with only 9 skipped frames (compared to 20 skipped frames using TMN8). Table 2 shows the comparison of the number of frames skipped. With our proposed frame-layer rate-control scheme, we are able to save about 50% and 55% of the frames skipped by TMN8 for the "Claire" and "Salesman" sequences, respectively, and improve the PSNR.
By controlling the number of bits assigned to each frame and macroblock as described in our proposed frame-and macroblock-layer rate control schemes in section 4.2, we are able to encode the whole sequence with no frame skipped or with a minimal number of frames skipped, and achieve better PSNR in most sequences. We obtain PSNR improvement around 0.55 dB for the "Claire" sequence as shown in Figure 7 (a) and 7(b), with no frames skipped. We also obtain better PSNR (0.46 dB improvement) for the "Salesman" sequence as shown in Figure 8 (a) and 8(b) with no frame skipped. Table 3 shows the comparison of the number of frames skipped.
With our proposed frame-and macroblock-layer rate-control scheme, we are able to save 100% of the frames skipped by TMN8 for the "Claire" and "Salesman" sequences with improved PSNR.
We illustrate the effect of frame skipping by showing several successive coded frames for "Salesman" sequence in Figure 9 . The illustrated frames from this sequence are encoded with the TMN8 rate-control scheme (top) and our proposed frame-and macroblock-layer rate-control scheme (bottom) under channel errors. Figure 9 (a1) and (b1) are identical because TMN8 rate control skipped one frame after encoding (a1) and, since no new frame was available, the frame (a1) is simply repeated at the decoder side. Our purposed scheme does not suffer from frame skipping. As a result, the frame in (b2) conveys new information, avoids lip-sync problems, and improves motion continuity.
The simulation results for other video sequences are shown in Table 4 and 5 with generated error patterns from the wireless channel model and from the wireless channel simulator, respectively. The simulation results using the error pattern generated from the wireless channel simulator show similar improvement as those obtained using the channel model. This indicates that our scheme is robust and can handle channel variations well.
CONCLUSIONS
In this paper, we investigate the impact of video quality in a retransmission-based wireless video system during the channel error conditions. We show that due to the retransmissions caused by the channel errors, TMN8 rate-control scheme results in many skipped frames with PSNR degradation during deep fades. To minimize the number of frame-skipping, we propose rate-control schemes, which take into consideration the effects of the encoder buffer fill-up, an a priori channel model, and the channel feedback information. A DCT coefficient adjustment method is introduced to further improve the video quality. As a result, our proposed rate-control schemes encode the video sequences with better motion continuity and with better PSNR quality.
This improvement is particularly important to avoid lip-sync problems for specific applications such as sign-language in two-way video communications.
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, (c2), are the same frames but coded with our proposed frame-and macroblockLayer rate-control scheme. The frames (a1) and (b1) are identical because TMN8 rate control skipped one frame after encoding (a1), and hence (a1) was simply repeated at the decoder. Our proposed scheme 2 did not skip that frame (b2) and hence retains the information in that frame while providing better motion continuity.
