A growing number of studies report that viruses can spread in groups in so-called collective infectious units. By increasing the cellular multiplicity of infection, collective dispersal may allow for social-like interactions, such as cooperation or cheating. Yet, little is known about how such interactions evolve. In previous work with vesicular stomatitis virus, we showed that virion aggregation accelerates early infection stages in most cell types, providing a short-term fitness benefit to the virus. Here, we examine the effects of virion aggregation over several infection cycles. Flow cytometry, deep sequencing, infectivity assays, reverse transcription-quantitative PCR, and electron microscopy revealed that virion aggregation rapidly promotes the emergence of defective interfering particles. Therefore, virion aggregation provides immediate fitness benefits to the virus but incurs fitness costs after a few viral generations. This suggests that an optimal strategy for the virus is to undergo virion aggregation only episodically, for instance, during interhost transmission. IMPORTANCE Recent insights have revealed that viruses use a highly diverse set of strategies to release multiple viral genomes into the same target cells, allowing the emergence of beneficial, but also detrimental, interactions among viruses inside infected cells. This has prompted interest among microbial ecologists and evolutionary biologists in studying how collective dispersal impacts the outcome of viral infections. Here, we have used vesicular stomatitis virus as a model system to study the evolutionary implications of collective dissemination mediated by viral aggregates, since this virus can spontaneously aggregate in the presence of saliva. We find that saliva-driven aggregation has a dual effect on viral fitness; whereas aggregation tends to increase infectivity in the very short term, virion aggregates are highly susceptible to invasion by noncooperative defective variants after a few viral generations.
ahead of antiviral responses. Additionally, elevating the cMOI could reduce the chances of abortive infections due to stochastic processes occurring during the earliest stages of infection, when low transcription or translation levels, dilution, or degradation of essential components could limit establishment of the infection. These or other possible infection barriers produce an Allee effect at the cellular level, defined as a positive correlation between the per-capita viral progeny production and the cMOI. This Allee effect was demonstrated recently in vesicular stomatitis virus (VSV) and was found to be dependent on cellular permissivity to infection and on the ability of the cell to mount an innate immune response (17) . A previous study with HIV-1 also supported the idea that high cMOIs help overcome early barriers to infection (18) , and at least three additional studies with influenza A virus (19, 20) and vaccinia virus (21) are consistent with the notion that increasing the cMOI improves infectivity.
Alternatively, elevating the cMOI might increase viral fitness by favoring genetic complementation among deleterious mutants or by promoting other types of beneficial interactions among different variants of the virus. It has been proposed that such diversity-based cooperation should be particularly important in populations of fastmutating viruses, such as RNA viruses (22) (23) (24) (25) (26) (27) . Within this framework, experimental results obtained with virion aggregates in poliovirus (14) , polyploid capsids in measles virus (28) , phosphatidylserine-rich vesicles in enteroviruses (7) , and even occlusion bodies in the DNA baculoviruses (29, 30) have been interpreted in terms of cooperation among different viral variants.
On the other hand, an important consequence of high cMOIs is that genetic complementation tends to reduce purifying selection against deleterious mutations, potentially favoring the emergence of cheater-like viruses, such as defective interfering particles (DIPs) (31) (32) (33) . Social cheaters succeed at the expenses of functional "helper" viral variants by reaping the benefits of cooperation without reciprocating (34) . It has been well established that the invasion of viral populations by DIPs reduces average viral population fitness in such a way that may lead the population to extinction (35) (36) (37) . This being true, and in the absence of mechanisms for avoiding cheater invasion, collective dispersal should be disfavored.
Whether collective dispersal allows for the evolution of cheater viruses or serves as a mechanism for cooperation remains poorly addressed experimentally. Here, we used VSV as a model system for studying the effect of dispersal in aggregates on viral short-term evolution. Our previous results demonstrated that the aggregation of VSV virions confers a short-term fitness benefit to the virus in most cell types by accelerating the viral infection cycle (17) . Here, we performed serial transfers of VSV under aggregated versus free-virion spread conditions. We found that virion aggregation rapidly favors the emergence of DIPs. Therefore, aggregation has immediate benefits but incurs costs after a few viral generations.
RESULTS
Rapid selection against VSV aggregates. We used an experimental evolution approach to explore the fitness implications of aggregation in VSV. The evolution was initiated with a 1:1 mix of VSV-green fluorescent protein (VSV-GFP) and VSV-mCherry to track the formation of aggregates, since these tend to produce doubly fluorescent cells. As shown previously (13, 17) , VSV virions aggregate in the presence of saliva from certain donors. For the initial virus, we verified that saliva treatment increased the fraction of BHK-21 cells coinfected with green and red variants, indicating an increase in the cMOI, defined as the average number of infectious particles (or, equivalently, genomes for VSV) that initiate the infection of a cell (Fig. 1A) . We then performed three serial transfers of the virus, in which viral particles were aggregated in the presence of human saliva before each inoculation. Three evolution replicates were carried out (lines A1, A2, and A3). For these transfers, we used a ratio of 0.01 infectious particles (as determined before aggregation) per cell at inoculation to ensure that coinfection was mainly driven by aggregation (we here use the term "viral density" to refer to the ratio of infectious particles to cells, which should not be confounded with the cMOI). As a control, we performed three evolution lines in which the same experimental protocol was applied, except that virions were not subjected to the aggregation treatment (lines C1, C2, and C3).
After completing the serial transfers, we quantified the ability of the saliva treatment to promote coinfection. For this, we inoculated cells at low viral densities (Ͻ0.1 PFU/cell) with saliva-treated viruses and analyzed fluorescence within the first infection cycle by flow cytometry to quantify coinfection events driven by aggregation. Coinfection rates became drastically reduced for viruses evolved under the aggregation regime (0.82% Ϯ 0.19%) compared to the founder virus, whereas control lines evolved without aggregation showed coinfection rates similar to those of the founder (21.2% Ϯ 2.2%; Table 1 ). An examination of viruses after each transfer showed that the loss of coinfection rates in lines evolved under the aggregation regime was strong but progressive, whereas viral titers remained almost unchanged (Pearson r ϭ -0.951; P Ͻ 0.001; Fig. 1B ). Hence, after only three serial transfers under saliva-driven aggregation, we largely lost the ability to detect coinfections. In contrast, the titer after each transfer remained approximately constant. We hypothesized two possible explanations for this reduction in coinfection rates. First, selection might have favored virus variants with reduced aggregation capacity. Second, aggregation might have promoted the spread of cheater viruses that interfered with the ability of aggregates to form visible infection foci, leading to lower apparent levels of coinfection. 
Coinfection loss was probably not driven by reduced virion aggregation.
To test whether the observed loss of cells coinfected with the two fluorescently labeled viruses was due to the emergence of virus variants lacking the ability to aggregate, we first deep sequenced the founder and evolved lines using the Illumina MiSeq platform. If such variants existed, we expected them to map to the envelope glycoprotein G because aggregation ability should in principle be determined by the properties of the virion surface, although other, more indirect mechanisms controlling aggregation cannot be discarded. Two of the lines evolved under the aggregation regime (A2 and A3) shared a haplotype at 12 to 24% frequency containing multiple changes, most of which mapped to the phosphoprotein P and glycoprotein G. However, this haplotype was also found in control line C3 at 16% frequency ( Table 2 ). The mutations that conformed this haplotype were already present in the founder virus population, albeit at much lower frequency (approximately 0.5%; see Table S1 in the supplemental material). Hence, this haplotype was probably favored by selection but does not appear to be related to aggregation capacity because it was found in a control line. Furthermore, many of these mutations, including A1544G, C1622U, U1846C, G2104A, G2925A, A3154G, and A3351G, have been previously reported in other experimental VSV populations (38, 39) . Aside from this haplotype, the L892S substitution in the L protein was observed in 10.8% of the reads from line A2 and 1.3% of the reads from line A1. Therefore, we found no evidence for high-frequency genetic variants exclusive to A lines that could explain changes in the aggregation capacities of VSV virions.
We also analyzed patterns of diversity across the genome. For this, we considered all substitutions present at Ͼ0.1% population frequency, even if a fraction of these substitutions may be sequencing errors (Table S1 ). We obtained gene by gene both the frequency of nonsynonymous mutations in the population and the number of nonsynonymous polymorphic sites. For the N, P, M, and G genes, these diversity measures were not significantly different between lines evolved under aggregation and control lines. In contrast, the L gene displayed both higher mutation frequency (94.3 Ϯ 13.7 versus 20.7 Ϯ 2.7 mutations per million bases; Welch's t test, P ϭ 0.029; Fig. 2A ) and a higher number of nonsynonymous polymorphisms (219.7 Ϯ 14.0 versus 85.7 Ϯ 7.8; Welch's t test, P ϭ 0.001; Fig. 2B ) in lines evolved under aggregation than in control lines. A likely scenario is that these variants of the L gene represented deleterious mutations maintained in the population by genetic complementation at elevated cMOIs. Haplotype containing the following linked mutations: U1437C, G1446A, U1524C, A1544G, C1622U, A1632G, A1692C, U1707C, U1740C, C1772U, C1814U, G1833U, U1846C, U1896C, G1899A, G1902A, G1903A, C1961A, A1974C, G2085A, G2104A, C2142U, A2148G, G2221A, C2918U, G2925A, A2949G, U2954C, C2988U, C3003U, A3068C, G3070U, C3071U, U3073A, U3077C, C3101U, U3113C, A3154G, U3182C, U3344C, A3351G, C3491U, U3499C, G3530U, U3591G, U3617C, U3632C, G3719A, G3772A, A3791G, A3938C, A4013C, C4069U, U4070C, C4073U, A4208U, and C4280U.
Overall, the above-described genetic analysis suggests that the observed loss of coinfection rates was not caused by selection favoring viral variants with low aggregation ability. As an alternative explanation for our results, we hypothesized that interfering viruses could be favored by aggregation. This would reduce the ability of virion aggregates to initiate productive infections, hence reducing the number of observable coinfection events.
Yield reduction assays reveal that aggregation favors the spread of interfering viruses. We set out to explore whether DIPs or other types of interfering viruses emerged during our serial transfers under the aggregation regime. First, to obtain a DIP-rich population that could be used as a positive control, we used our founder virus to perform three serial transfers in which cells were inoculated at high density (10 PFU/cell). Then, to test for interference, we devised a yield reduction assay. This approach detects interference by quantifying the titer reduction of a reporter virus in the presence of serial dilutions of the samples being tested. Our reporter virus was a monoclonal antibody resistant mutant (MARM), and the samples tested were the founder virus, viruses evolved under the aggregation regime, and our DIP-positive control. At 16 h postinoculation (hpi), we determined the titer produced by the reporter virus by performing plaque assays in the presence of anti-VSV monoclonal antibody. In the presence of the founder virus, the final yield of the reporter virus was proportional to its relative abundance in the inoculum, indicating that the two viruses competed for cellular resources but did not exhibit interference (Fig. 3A) . In contrast, the yield of the reporter virus decreased disproportionally with the abundance of line A1 viruses in the inoculum. For instance, adding 5% of line A1 virus to the inoculum reduced the yield of the reporter virus by an order of magnitude, from (8.1 Ϯ 1.2) ϫ 10 8 to (7.5 Ϯ 0.4) ϫ 10 7 PFU/ml. Hence, the inoculum interfered with the ability of the reporter virus to produce progeny (or, alternatively, lines evolved under aggregation displayed a strongly increased competitive ability). The positive control showed an even stronger interference, since adding 1% of this virus to the inoculum reduced the yield of the reporter virus by 2 orders of magnitude.
Aggregation promotes the emergence of defective particles. Most DIPs lack large portions of the 3= genome region encompassing the N, P, M, and G genes but retain certain regions of the L gene (40) . Thus, we tested the presence of defective genomes by reverse transcription-quantitative PCR (RT-qPCR) using two pairs of prim-ers, one of them mapping toward the end of the L gene (genome positions 9168 to 9367) to quantify total genomes, and another mapping to a region of the P gene (positions 1772 to 1971) to quantify non-DIP genomes. We used the L/P RNA ratio (R) measured by RT-qPCR as an indicator of the abundance of defective genomes. Whereas R was Ϸ1 for the founder virus, revealing no defective genomes, we obtained an R of Ͼ5 for each of the A lines, indicating at least a 4-fold excess of defective genomes ( Table 3 ). The positive control passaged using high viral density (10 PFU/cell) showed an even higher R value, as expected if DIPs became highly abundant. Finally, the three C lines showed R values slightly higher than 1, suggesting a low but detectable frequency of defectives. Although for C lines, each transfer was initiated with a low density, the cMOI probably increased during the final stages of the infection, allowing for the replication of some defective genomes.
To confirm the presence of DIPs, we subjected viruses from the evolved lines and the founder virus to transmission electron microscopy. Whereas the founder virus and control lines evolved in the absence of aggregation showed normal, bullet-shaped virions of approximately 180 by 60 nm, in each of the three A lines, we found shorter capsids exhibiting a typical DIP morphology ( Fig. 3B) (40) (41) (42) .
Loss of aggregation is reversed following low-cMOI transfers. To test whether DIPs were responsible for the loss of observable GFP-mCherry VSV coinfections, we performed two additional transfers of the A lines in the absence of saliva-induced aggregation and using a very low viral density at inoculation (Ͻ0.001 PFU/cell) to select against DIPs. The resulting viruses and the founder virus were then subjected to saliva-induced aggregation, and GFP-mCherry coinfection rates were measured by flow cytometry, as described above. We found that these further-passaged A lines fully recovered the levels of GFP-mCherry coinfection displayed by the founder virus (45.6% Ϯ 0.4% for the founder virus versus 43.1% Ϯ 1.9% for A lines; t test, P ϭ 0.305; these assays were performed in a different experimental block than those shown on Table 1 and somewhat exhibited higher overall levels of coinfection). We conclude that DIPs were probably responsible for the inability of aggregated virions to produce observable infection foci.
DISCUSSION
We have found that DIPs tend to accumulate in VSV populations when virions are serially transferred in an aggregated manner. In our assays, DIPs likely participated in virion aggregates and prevented these aggregates from yielding productive infections, reducing the number of observable foci positive for both fluorescently labeled viruses. Alternatively, because DIPs were more abundant than were functional viruses, it is possible that most aggregates contained DIPs exclusively (producing no infection) or contained DIPs and only one of the two fluorescently labeled viruses (producing singly fluorescent foci). Interestingly, the viral titer remained approximately constant despite the emergence of DIPs. A likely explanation for this is that, although saliva promoted aggregation, not all viral particles became aggregated following saliva treatment. Because we used a low viral density at inoculation to start each new infection, a large fraction of infection foci originated from individual particles even in saliva-treated lines. DIPs did not interfere with the formation of these foci; hence, the virus reached roughly normal titers despite the presence of DIPs.
In any case, it seems unlikely that our short-term experimental evolution regime selected for virus variants that failed to aggregate, particularly since deep sequencing revealed no candidate mutations. Furthermore, coinfection rates were restored after two transfers at low inoculation density aimed at removing DIPs. It can be envisaged, though, that longer-term experimental evolution under aggregating conditions might select for viruses capable of avoiding DIP invasion by at least two alternative mechanisms. First, DIP-resistant virus variants could evolve, as previously shown for populations serially transferred at high viral densities (43, 44) . Second, mutations leading to a loss of aggregation capacity could be selected, since these would also prevent DIP invasion by reducing the cMOI.
Altogether, these results and our previous findings suggest that VSV aggregation has different implications for viral fitness. In the very short term, increasing the cMOI allows the virus to overcome Allee effects operating at the cellular level, as shown previously (16) . These Allee effects might be caused by the presence of early barriers to infection or by stochastic processes acting during early infection stages. Hence, initially, VSV tends to gain a fitness advantage by propagating collectively. Yet, within a few viral generations, increasing the cMOI promotes the emergence of defective viruses, which function as social cheaters and take over the population. Therefore, our results strongly suggest that ongoing virion aggregation during intercellular spread should be evolutionarily disfavored. Given that DIP emergence at high cMOIs is a widely reported process (31-33, 39, 44-47) , our results with VSV might as well be valid for other viruses.
In our experiments, potentially any viral particle in the supernatant could aggregate with any other particle present in the same population, regardless of whether they originated from the same cell or from different cells. Theory has established that, in order to avoid cheater invasion, there has to be some factor that increases genetic relatedness among interacting individuals, such as spatial structure or some other sort of assortment among individuals (34, 48, 49) . Hence, our experimental results are compatible with the theoretical expectation. In natural VSV infections, saliva-driven aggregation may take place in the oral cavity of infected mammals, which is a preferred Collective Infectious Units and Viral Evolution ® viral shedding route for horizontal and vector-borne transmission (50) (51) (52) . This should allow for mixing between virions produced in different cells (low relatedness). An analogous situation might take place during HIV aggregation in semen, which is induced by prostatic acidic phosphatase amyloid fibrils found in seminal fluid (53) . Yet another form of aggregation that may bring together viral particles produced in different cells is attachment of the virus to the surface of intestinal bacterial cells, which has been shown to increase the cMOI and promote recombination in poliovirus (15) . If such aggregation occurred frequently, as in our experiments, DIPs should invade the population. However, these forms of aggregation appear to be circumscribed to host-to-host transmission events. As such, they should be episodic and intermingled with multiple cycles of cellular infection during which aggregation may be absent. We speculate that by increasing the cMOI during the very first infection cycles following interhost transmission but not subsequently, aggregation promoted by vehicles such as saliva, semen, or bacteria might help the virus overcome early infection barriers without promoting massive DIP invasion. Interestingly, other types of collective spread can operate during multiple consecutive cell infection cycles, but in these cases, grouping takes place before the virus egresses from cells (for instance, enterovirus vesicles). Collective infectious units formed by viruses produced in the same cell should exhibit high levels of genetic relatedness and hence should be more resistant to DIP invasion.
In previous work, it has been suggested that cooperation among different genetic variants has a positive impact on viral fitness, particularly for fast-mutating RNA viruses (22) (23) (24) (25) (26) (27) . However, in light of our results, it seems unlikely that virion aggregates, as well as other types of collective infectious units, could support this type of diversity-based cooperation. The reason is that collective viral spread modes that bring together different virus variants should also promote the emergence of cheaters such as DIPs, offsetting the possible benefits of cooperation. Moreover, theoretical work and simulations support the view that genetic complementation among deleterious mutants does not increase mean population fitness over the long term and may even promote error catastrophe (54, 55) .
MATERIALS AND METHODS
Virus and cells. Baby hamster kidney fibroblasts (BHK-21; ATCC CCL-10) were cultured in complete Dulbecco's modified Eagle's medium (DMEM) supplemented with 10% fetal bovine serum (FBS) at 37°C in a 5% CO 2 humidified incubator and were mycoplasma free, as determined by PCR. An infectious cDNA clone of the VSV Indiana serotype, originally created by Lawson et al. (56) and kindly provided by Valery Z. Grdzelishvili (University of North Carolina), was used to engineer two VSV variants encoding GFP or mCherry reporters at the intergenic region between the G and L genes. The monoclonal antibody resistance mutant used in yield reduction assays was obtained by passaging VSV-mCherry three times in the presence of anti-G antibody, followed by plaque purification.
Saliva-driven aggregation. Saliva-driven aggregation was carried out as described previously (17) . Briefly, concentrated viral suspensions (approximately 10 9 PFU/ml) were diluted 1:10 in human saliva and incubated at 37°C for 1 h before performing convenient serial dilutions for infecting cells.
Serial transfers. Confluent BHK-21 monolayers containing approximately 10 7 cells were inoculated with a 1:1 mix of VSV-GFP and VSV-mCherry with or without aggregation. Inoculation was carried out by incubating cells with virus suspension for 45 min under standard culture conditions (37°C, 5% CO 2 ). Cells were overlaid with 1ϫ DMEM supplemented with 2% FBS. Viruses were harvested at 20 to 22 hpi and titrated by the plaque assay to determine the viral titer before initiating the following transfer.
