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SCHUR MULTIPLIERS OF SCHATTEN–VON NEUMANN
CLASSES Sp
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. We study in this paper properties of Schur multipliers of Schatten von
Neumann classes Sp. We prove that for p ≤ 1, Schur multipliers of Sp are necessarily
completely bounded.
We also introduce for p ≤ 1 a scale Wp of tensor products of ℓ
∞ and prove that
matrices in Wp are Schur multipliers of Sp. We compare this sufficient condition with
the sufficient condition of membership in the p-tensor product of ℓ∞ spaces.
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1. Introduction
In this paper we are going to study matrix Schur multipliers of Schatten–von Neumann
classes Sp and, more generally, Schur multipliers with respect to spectral measures.
Recall that for matrices A = {ajk}j,k≥0 and B = {bjk}j,k≥0, their Schur–Hadamard
product A ⋆ B is defined by
A ⋆ B
def
= {ajkbjk}j,k≥0.
We are going to use the same notation A⋆B in the case when A = {ajk}j,k≥0 is a matrix
with complex entries and B = {Bjk}j,k≥0 is a matrix with operator entries, i.e., the
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entries Bjk are bounded linear operators on a Hilbert space. In this case
A ⋆ B
def
= {ajkBjk}j,k≥0
is an operator matrix.
Definition. For p ∈ (0,∞], we denote by Mp the space of matrix Schur multipliers
of Sp, i.e., a matrix A = {ajk}j,k≥0, by definition, belongs to Mp if
A ⋆ B ∈ Sp for every scalar matrix B in Sp.
As usual, we say that a matrix belongs to Sp if it induces a linear operator on the
sequence space ℓ2 of class Sp. Note that for convenience, we mean by S∞ the class of
bounded matrices. The norm (p-norm for p < 1) ‖A‖Mp of a matrix Schur multiplier A
is defined by
‖A‖Mp
def
= sup
{
‖A ⋆ B‖Sp : ‖B‖Sp ≤ 1
}
. (1.1)
Recall that for p < 1, a functional ‖ · ‖ on a vector space X is called a p-norm if it
has the following properties:
‖αx‖ = |α| · ‖x‖, x ∈ X, α ∈ C;
‖x‖ = 0 only if x = 0;
‖x+ y‖p ≤ ‖x‖p + ‖y‖p, x, y ∈ X.
The p-norm induces the following metric on X:
dist(x, y) = ‖x− y‖p.
X is called a p-Banach space if it is a complete space with respect to this metric.
The fact that the right-hand side of (1.1) is finite follows easily from the closed graph
theorem (it holds not only for Banach spaces but also for complete metric vector spaces,
see [Ba], Ch. 1, § 3).
It can easily be verified that for p < 1, the space Mp is a p-Banach space with respect
to the p-norm ‖ · ‖Mp .
It is well known (see, e.g., [Be]) that Mp = Mp′ for p ≥ 1, where p
′ def= p/(p − 1).
Definition. Let 0 < p ≤ ∞. A numerical matrix A is called a completely bounded
Schur multiplier of Sp if
A ⋆ B ∈ Sp for every operator matrix B in Sp.
Obviously, a completely bounded Schur multiplier of Sp is necessarily a Schur multi-
plier of Sp. The converse trivially holds for p = 2. It also holds for p = 1 and p = ∞,
see [Be].
The famous problem of whether a Schur multiplier of Sp must be completely bounded
for each p was posed in [Pis].
One of the main results of this paper is an affirmative answer to this question in the
case p < 1. This will be established in § 3. The question for p ∈ (1, 2) ∪ (2,∞) remains
open.
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To prove the main result of § 3, we obtain in § 2 a general result on double operator
integrals that are transformers of Sp into itself.
The notion of Schur multipliers can be generalized to the case of spectral measures
on Hilbert space (this terminology was introduced in [Pe1]). To define Schur multipliers
with respect to spectral measures, we are going to use double operator integrals.
Double operator integrals are expressions of the form∫∫
X1×X2
Φ(x, y) dE1(x)QdE2(y),
where E1 and E2 are spectral measures, Q is a liner operator no Hilbert space and Φ is
a bounded measurable function.
Double operator integrals appeared first in the paper [DK]. Later Birman and Solomyak
elaborated a beautiful theory of double operator integrals and found important applica-
tions, see [BS1]. We refer the reader to recent surveys [Pe2] and [AP2] for definitions
and basic properties of double operator integrals.
Definition. The function Φ is called a Schur multiplier of Sp with respect to the
spectral measures E1 and E2 if∫∫
Φ(x, y) dE1(x)QdE2(y) ∈ Sp whenever Q ∈ Sp.
We use the notation Mp(E1, E2) for the class of Schur multipliers with respect to E1
and E2.
Let us explain that this is a generalization of the notion of a matrix Schur multiplier.
Indeed, let E1 and E2 be the spectral measures on ℓ
2 defined by
E1(∆)v = E2(∆)v
def
=
∑
j∈∆
(v,ej)ej , ∆ ⊂ Z+, v ∈ ℓ
2, (1.2)
where {ej}j≥0 is the standard orthonormal basis of ℓ
2. It is easy to see that if Q is a
linear operator on ℓ2 with matrix {qjk}j,k≥0 and Φ = {Φ(j, k)}j,k≥0 is a matrix with
bounded entries, then the double operator integral∫∫
Z+×Z+
Φ(j, k) dE1(j)QdE2(k)
is a linear operator with matrix {Φ(j, k)qjk}j,k≥0. Therefore, Φ ∈Mp(E1, E2) if and only
if the matrix {Φ(j, k)}j,k≥0 ∈Mp.
To state a well-known sufficient condition for the membership in the space of Schur
multipliers of Sp, p ≤ 1, we introduce the notion of p-tensor product of L
∞ spaces.
Definition. Let 0 < p ≤ 1 and let E1 and E2 be spectral measures defined on σ-
algebras of subsets of X1 and X2. The p-tensor product L
∞
E1
⊗p L
∞
E2
is, by definition,
the class of functions Φ on X1 ×X2 of the form
Φ(x, y) =
∑
n≥0
ϕn(x)ψn(y), (1.3)
3
where the functions ϕn in L
∞
E1
and ψn in L
∞
E2
satisfy∑
n≥0
‖ϕn‖
p
L∞‖ψn‖
p
L∞
1/p <∞. (1.4)
By ‖Φ‖L∞⊗pL∞ we mean the infimum of the left-hand side of (1.4) over all representations
of Φ in the form (1.3).
Note that in the case p = 1, the space L∞E1 ⊗1 L
∞
E2
is the projective tensor product
L∞E1⊗̂L
∞
E2
of L∞E1 and L
∞
E2
.
It is well known and it is easy to see that L∞E1 ⊗p L
∞
E2
⊂Mp(E1, E2) and
‖Φ‖Mp(E1,E2) ≤ ‖Φ‖L∞⊗pL∞ , Φ ∈ L
∞
E1 ⊗p L
∞
E2 . (1.5)
Indeed, suppose that Φ is given by (1.3) and (1.4) holds and let Q ∈ Sp. We have∥∥∥∥∫∫ Φ dE1QdE2∥∥∥∥p
Sp
=
∥∥∥∥∥∥
∑
n≥0
(∫
ϕn dE1
)
Q
(∫
ψn dE2
)∥∥∥∥∥∥
p
Sp
≤
∑
n≥0
‖ϕn‖
p
L∞‖ψn‖
p
L∞‖Q‖
p
Sp
.
Let us consider the space L∞E1 ⊗
c
p L
∞
E2
, which consists of functions Φ on X1 ×X2, for
which there exists a sequence of functions Φn in L
∞
E1
⊗p L
∞
E2
such that
‖Φn‖L∞E1⊗pL
∞
E2
≤ const and Φn(x, y)→ Φ(x, y) a.e.
In particular, we can consider the p-tensor product ℓ∞ ⊗p ℓ
∞, which corresponds to
the case when E1 and E2 are the spectral measures on ℓ
2 defined by (1.2). It is clear
from the definition of (r, p, q)-nuclear operators (see [Pie], §18.1.1) that a matrix belongs
to ℓ∞ ⊗p ℓ
∞, 0 < p ≤ 1, if and only if it induces a (p, 1, 1)-nuclear operator from ℓ1 to
ℓ∞. Note that (p, 1, 1)-nuclear operators and p-projective tensor products for p ∈ (0, 1]
were investigated by Grothendieck [G], Chapter 2.
In the case when E1 and E2 are the spectral measures on ℓ
2 defined by (1.2), the space
ℓ∞ ⊗cp ℓ
∞ is the space of infinite matrices A such that
‖PnAPn‖ℓ∞⊗pℓ∞ ≤ const,
where Pn is the standard natural projection on ℓ
∞ onto span{ej : 0 ≤ j ≤ n}.
It is easy to see that L∞E1 ⊗
c
p L
∞
E2
is still a subset of Mp(E1, E2), 0 < p ≤ 1. In
particular,
ℓ∞ ⊗cp ℓ
∞ ⊂Mp, 0 < p ≤ 1. (1.6)
It is well known that L∞E1 ⊗
c
1 L
∞
E2
= M1(E1, E2), see [Pe1].
It is also well known that L∞E1 ⊗1 L
∞
E2
= L∞E1⊗̂L
∞
E2
in general is a proper subset of
M1(E1, E2). Indeed, consider the case when E1 and E2 are the spectral measures on ℓ
2
defined by (1.2). Consider the identity matrix I, i.e., the infinite matrix with diagonal
entries equal to 1 and off diagonal entries equal to 0. Obviously, I ∈M1 = ℓ
∞⊗c1 ℓ
∞. On
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the other hand, I 6∈ ℓ∞⊗̂ℓ∞. Indeed, the space ℓ∞⊗̂ℓ∞ can naturally be identified with
the nuclear operators (we refer the reader to [Pie] for the definition of nuclear operators)
from ℓ1 to ℓ∞, and so if I belonged to ℓ∞⊗̂ℓ∞, it would induce a compact operator from
ℓ1 to ℓ∞. However, it is not compact. We can consider the standard basis {ej}j≥0 in ℓ
1.
Clearly, there is no subsequence of {ej}j≥0 in ℓ
1 that would converge in the norm of ℓ∞.
However, we do not know whether for p < 1,
L∞E1 ⊗p L
∞
E2 = L
∞
E1 ⊗
c
p L
∞
E2 .
It will be shown in § 4 that for p < 1,
ℓ∞ ⊗cp ℓ
∞ 6= Mp.
This is a combination of an unpublished observation by Nigel Kalton and the description
of the class of diagonal matrices in Mp obtained in [AP1].
In § 6 we introduce a scale Wp of tensor products of two ℓ
∞ spaces and prove that
the matrices in Wp are Schur multipliers of Sp for p < 1. We compare this sufficient
condition with the sufficient condition in terms of the space ℓ∞ ⊗cp ℓ
∞.
We analyze in § 7.1 another sufficient condition for a matrix to be a Schur multiplier of
Sp for p < 1. This sufficient condition follows from a result of Pisier [Pis2]. We compare
this condition with the other sufficient conditions discussed in this paper.
Let us also mention that in [AP1] we studied two special classes of matrix Schur
multipliers: Toeplitz Schur multipliers and Hankel Schur multipliers.
Throughout this paper we consider only separable Hilbert spaces.
2. Schur multipliers of Sp with respect to spectral measures
and integral operators
Suppose that (X1,B1) and (X2,B2) are measurable spaces and E1 and E2 are spectral
measure on B1 and B2 that take values in the set of orthogonal projections on a Hilbert
space H . Let µ1 be a positive measure that is mutually absolutely continuous with E1
and let µ2 be a positive measure that is mutually absolutely continuous with E2.
For a function k in L2(µ1⊗µ2), we consider the integral operator Ik : L
2(µ2)→ L
2(µ1)
defined by (
Ikf
)
(x) =
∫
X2
k(x, y)f(y) dµ2(y), f ∈ L
2(µ2). (2.1)
Theorem 2.1. Let 0 < p ≤ 1 and let Φ be a bounded measurable functions on X1×X2.
The following are equivalent:
(i) Φ ∈Mp(E1, E2);
(ii) if k is a function on X1 ×X2 in L
2(µ1 ⊗ µ2) such that Ik ∈ Sp, then IΦk ∈ Sp.
In other words, statement (ii) of Theorem 2.1 means that ϕ is a multiplier of the space
of kernel functions of integral operators of class Sp.
Note that the case p = 1 is well-known, see [BS1], [Pe1].
We need an auxiliary fact known to experts. Let E be a spectral measure on a Hilbert
space H and let u and v be vectors in H . Consider the positive measure σu and the
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complex measure σu,v defined by σu(∆) = (E(∆)u, u) and the complex measure σu,v
defined by
σu(∆) = (E(∆)u, u), σu,v(∆) = (E(∆)u, v),
where ∆ is a measurable set. Since
|σu,v(∆)| ≤ ‖E(∆)u‖ · ‖v‖ = (E(∆)u, u)
1/2‖v‖,
it follows that σu,v is absolutely continuous with respect to σu. We denote by hv the
Radon–Nikodym density of σu,v, i.e., dσu,v = hvdσu.
Lemma 2.2. For an arbitrary vector v in H , the function hv belongs to L
2(σu).
Moreover, {
hv : v ∈ H
}
= L2(σu).
Lemma 2.2 can easily be deduced from the theory of spectral multiplicities, see [BS2],
Ch. 7. However, for the sake of convenience, we give a more elementary proof here.
Proof. Let h ∈ L2(σu). Let A be the (not necessarily bounded) operator defined by
A =
∫
h dE whose domain D(A) is equal to
D(A) =
{
w ∈ H :
∫
|h|2 dσw <∞
}
,
and so u ∈ D(A). Put v
def
= Au. It is easy to see that(
E(∆)u, v
)
=
∫
∆
hdσu,
and so hv = h.
Suppose now that v ∈ H . Let us show that hv ∈ L
2(σu). Let g be a simple function,
i.e., a linear combination of characteristic functions. Then∫
hvg dσu =
((∫
g dE
)
u, v
)
(it suffices to verify this identity for characteristic functions g). Hence,∣∣∣∣∫ hvg dσu∣∣∣∣ ≤ ‖v‖ · ∥∥∥∥(∫ g dE)u∥∥∥∥ ≤ ‖v‖ · ‖g‖L2(σu).
Since this inequality holds for an arbitrary simple function g, it follows that hv ∈ L
2(σu).

Remark. Before we proceed to the proof of Theorem 2.1, let us make the following
observation. Suppose that µ♭1 is a positive measure that is mutually absolutely continuous
with µ1 and µ
♭
2 is a positive measure that is mutually absolutely continuous with µ2.
Then the class of multipliers of the space of kernel functions of integral operators from
L2(µ♭2) to L
2(µ♭1) of class Sp coincides with the class of multipliers the space of kernel
functions of integral operators from L2(µ2) to L
2(µ1) of class Sp. This can be seen very
easily by considering unitary operators U : L2(µ♭1) → L
2(µ1) and V : L
2(µ♭2) → L
2(µ2)
defined by
Uf = h
1/2
1 f, f ∈ L
2(µ♭1), and V f = h
1/2
2 f, f ∈ L
2(µ♭2),
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where dµ♭1 = h1 dµ1 and dµ
♭
2 = h2 dµ2.
Proof of Theorem 2.1. Put
Qu,v =
∫∫
X1×X2
Φ(x, y) dE1(x)Tu,v dE2(y),
where T is the rank one operator T = (·, u)v, u, v ∈ H . Since Φ is a bounded function,
Q ∈ S2.
Clearly, Φ is a Schur multiplier with respect to E1 and E2 is and only if Qu,v ∈ Sp
and ‖Qu,v‖Sp ≤ const ‖u‖ · ‖v‖ for arbitrary vectors u and v.
It is easy to verify (see [BS1]) that
(Qu,vw, z) =
∫∫
Φ(x, y) dσw,u(x) dλv,z(y),
where
σw,u(∆2)
def
=
(
E2(∆2)w, u
)
and λv,z(∆1)
def
=
(
E1(∆1)v, z
)
,
for arbitrary measurable subsets ∆1 and ∆2 of X1 and X2. Therefore, taking into
account Lemma 2.2, we can conclude that statement (i) is equivalent to the fact that
the integral operator IΦ(h⊗g) with kernel function (x, y) 7→ Φ(x, y)h(x)g(y) belongs to
Sp for arbitrary g in L
2(σv) and h in L
2(σu) and∥∥IΦ(h⊗g)∥∥Sp ≤ const ‖g‖L2(σv)‖h‖L2(σu)
for arbitrary g in L2(σv) and h in L
2(σu). This exactly means that the function Φ is a
multiplier of the space kernel functions of Sp integral operators from L
2(σv) to L
2(σu).
To complete the proof, it remains to find vectors u and v such that σu is mutually
absolutely continuous with E2 and σv is mutually absolutely continuous with E1. The
existence of such vectors is well known, see e.g., [BS2], Ch. 7. 
3. Completely bounded matrix Schur multipliers
We prove in this section that for p ≤ 1, matrix Schur multipliers of Sp are necessarily
completely bounded.
Theorem 3.1. Let 0 < p ≤ 1. Suppose that a matrix A = {αjk}j,k≥0 is a Schur
multiplier of Sp. Then A is a completely bounded Schur multiplier of Sp.
Proof. Let K be a Hilbert space. Consider the spectral measure E on ℓ2(K ) defined
by
E(∆){un}n≥0 = {1I∆(n)un}n≥0
where ∆ is a subset of Z+ and 1I∆ is its characteristic function. Let ν be the counting
measure on Z+, i.e., ν(∆) is the number of elements of ∆. Clearly, ν is mutually
absolutely continuous with E.
It is easy to see the condition that a matrix A = {αjk}j,k≥0 is a matrix Schur multiplier
of Sp exactly means that it is a multiplier of the space of kernel functions of Sp integral
operators on L2(ν).
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On the other hand, it is easy to see that if T is an operator on ℓ2(K ) with block
matrix {Tjk}j,k≥0, then ∫∫
Z+×Z+
αjk dE(j)T dE(k)
is the operator on ℓ2(K ) with block matrix {αjkTjk}j,k≥0.
The result follow now from Theorem 2.1. 
To conclude this section we state the following problem.
Problem. Can Theorem 2.1 be generalized to the case p > 1?
Note that an affirmative answer to this question would imply that matrix Schur mul-
tipliers of Sp with p > 1 must be completely bounded.
4. Diagonal matrices in ℓ∞ ⊗p ℓ
∞
In § 1 for p ≤ 1, we defined the p-tensor product ℓ∞ ⊗p ℓ
∞. In this section we are
going to study diagonal matrices in ℓ∞ ⊗p ℓ
∞. Recall that ℓ∞ ⊗p ℓ
∞ consists of infinite
matrices of the form ∑
n≥0
xn ⊗ yn
def
=
∑
n≥0
xny
t
n
where xn and yn are columns in ℓ
∞ such that∑
n≥0
‖xn‖
p
ℓ∞‖yn‖
p
ℓ∞ <∞.
Here and in what follows, for a matrix C, we use the notation Ct for the transposed
matrix.
Following [AP1], we associate with p ∈ (0, 1] the number p♯, p♯ ∈ (0,∞], defined by
p♯
def
=
p
1− p
.
The following theorem is a special case of Theorem 3.2 in [AP1].
Theorem 4.1. Let p ≤ 1 and let M be an infinite diagonal matrix with diagonal
entries µj, j ≥ 0. Then M ∈ Mp if and only if {µj}j≥0 ∈ ℓ
p♯. Moreover, ‖M‖Mp =
‖µ‖ℓp♯ = ‖M‖Sp♯ .
Definition. Let p ∈ (0, 1]. Denote by Dp the space of sequences µ = {µj}j≥0 such
that the diagonal matrix M with diagonal entries {µj}j≥0 belongs to ℓ
∞ ⊗p ℓ
∞. Put
‖µ‖Dp
def
= ‖M‖ℓ∞⊗pℓ∞ .
Since ℓ∞ ⊗p ℓ
∞ ⊂Mp, it follows from Theorem 4.1 that Dp ⊂ ℓ
p♯ .
Let µ = {µj}j≥0 be a sequence whose terms tend to 0. Denote by µ
∗ = {µ∗j}j≥0 the
nonincreasing rearrangement of the sequence {|µj |}j≥0.
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Let us remind the definition of the Lorentz space ℓq,r for r, q ∈ (0,∞]:
ℓq,r
def
=
µ ∈ c0 : ‖µ‖rℓq,r def= ∑
j≥0
(µ∗j )
r(1 + j)
r
q
−1
<∞
 , r <∞,
ℓq,∞
def
=
{
µ ∈ c0 : ‖µ‖ℓq,∞
def
= sup
j≥0
(µ∗j )(1 + j)
1
q <∞
}
and ℓ∞,∞
def
= ℓ∞.
Let Sq,r denote the corresponding operator ideal in the space of bounded operators
on Hilbert space, i.e.,
Sq,r =
{
T : {sj(T )}j≥0 ∈ ℓ
q,r
}
,
where {sj(T )}j≥0 is the sequence of singular values of T .
Theorem 4.2. Let 0 < p ≤ 1. Then ℓp♯,p ⊂ Dp, i.e., if
∑
j≥0
(µ∗j )
p
(1+j)p < ∞, then
{µj}j≥0 ∈ Dp. Moreover,
‖µ‖pDp ≤ 2
∑
j≥0
(µ∗j )
p
(1 + j)p
<∞.
Lemma 4.3. Let p ∈ (0, 1] and let Jn =
∑n−1
k=0 ek ⊗ ek. Then ‖Jn‖ℓ∞⊗pℓ∞ = n
1/p♯.
Proof. Put
xk =
n−1∑
j=0
e
2πikj
n ej and yk =
n−1∑
j=0
e−
2πikj
n ej, 0 ≤ k ≤ n− 1.
It can be easily verified that Jn = n
−1
∑n−1
k=0 xk ⊗ yk. Hence, ‖Jn‖ℓ∞⊗pℓ∞ ≤ n
1/p♯ . It
remains to observe that ‖Jn‖Mp ≤ ‖Jn‖ℓ∞⊗pℓ∞ by (1.5) and ‖Jn‖Mp = n
1/p♯ by Theorem
4.1. 
Lemma 4.4. Let p ∈ (0, 1]. For matrices M = {µjk}j,k≥0 and A = {ajk}j,k≥0, the
following inequality holds:
‖AM‖ℓ∞⊗pℓ∞ ≤ ‖A‖ℓ∞→ℓ∞‖M‖ℓ∞⊗pℓ∞ ,
where ‖A‖ℓ∞→ℓ∞ denote the operator norm on ℓ
∞.
Proof. Let M ∈ ℓ∞ ⊗p ℓ
∞ and let ε > 0. Then M can be represented in the form
M =
∑
n≥0
xny
t
n,
where xn and yn are columns in ℓ
∞ such that∑
n≥0
‖xn‖
p
ℓ∞‖yn‖
p
ℓ∞ < ‖M‖
p
ℓ∞⊗pℓ∞
+ ε.
It follows that
AM =
∑
n≥0
Axny
t
n
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and
‖AM‖pℓ∞⊗pℓ∞ ≤
∑
n≥0
‖Axn‖
p
ℓ∞‖yn‖
p
ℓ∞ ≤ ‖A‖
p
ℓ∞→ℓ∞(‖M‖
p
ℓ∞⊗pℓ∞
+ ε). 
Corollary 4.5. Let 0 < p ≤ 1 and let A and M be infinite diagonal matrices with
diagonal entries {αj}j≥0 and {µj}j≥0. Then
‖AM‖ℓ∞⊗pℓ∞ ≤
(
sup
j≥0
|αj |
)
‖M‖ℓ∞⊗pℓ∞ .
Remark. In the same way one can prove that
‖MA‖ℓ∞⊗pℓ∞ ≤ ‖A
t‖ℓ∞→ℓ∞‖M‖ℓ∞⊗pℓ∞ = ‖A‖ℓ∞→ℓ∞‖M‖ℓ1⊗pℓ1 ,
where ‖A‖ℓ1→ℓ1 denote the operator norms on ℓ
1.
Recall that
‖A‖ℓ1→ℓ1 = sup
k
∑
j≥0
|ajk| and ‖A‖ℓ∞→ℓ∞ = sup
j
∑
k≥0
|ajk|.
Proof of Theorem 4.2. By Corollary 4.5, it suffices to consider the case when
µj ≥ 0 for all j ≥ 0. Moreover, we may assume that {µj}≥0 is a decreasing sequence.
PutMn =M⋆Jn, where Jn denotes the same as in Lemma 4.3. Lemma 4.3 and Corollary
4.5 imply that ‖M2n+1 −M2n‖ℓ∞→ℓ∞ ≤ 2
n/p♯µ2n . It follows that
‖M‖pℓ∞⊗pℓ∞ ≤ ‖M1‖
p
ℓ∞⊗pℓ∞
+
∑
n≥0
‖M2n+1 −M2n‖
p
ℓ∞⊗pℓ∞
≤ µp0 +
∑
n≥0
2pn/p♯µp2n
= µp0 +
∑
n≥0
2n
µp2n
2pn
≤ µp0 + µ
p
1 + 2
∑
j≥1
µpj
(1 + j)p
≤ 2
∑
j≥0
µpj
(1 + j)p
. 
5. ℓ∞ ⊗cp ℓ
∞ 6= Mp
The main purpose of this section is to show that for p < 1, the space ℓ∞ ⊗cp ℓ
∞ is a
proper subset of Mp.
We can naturally imbed the finite-dimensional space Cn to ℓ∞ and we are going to
use the notation ‖x‖ℓ∞ for vectors x in C
n and ‖A‖ℓ∞⊗pℓ∞ for n × n matrices A. As
usual, In stands for the n× n identity matrix.
Lemma 5.1. Let p ∈ (0, 1). Suppose that
n−1/p♯In =
∑
k≥1
λkuk ⊗ vk,
where uk, vk ∈ C
n with ‖uk‖ℓ∞ , ‖vk‖ℓ∞ ≤ 1, {λk}k≥1 is a nonincreasing summable se-
quence of nonnegative numbers. Let a and b be positive numbers such that a < 1 < b.
Then ∑
an<k≤bn
λpk ≥ (1− a)− b
p−1‖λ‖pℓp .
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Proof. Note that the rank of the operator
∑
k≤an
λkuk ⊗ vk is at most an. Hence, the
operator n1/p♯
∑
k>an
λkuk ⊗ vk is identical on a subspace of dimension at least (1 − a)n,
and so
n1−p
∥∥∥∥∥∑
k>an
λkuk ⊗ vk
∥∥∥∥∥
p
Sp
≥ n(1− a).
Moreover,∥∥∥∥∥∑
k>bn
λkuk ⊗ vk
∥∥∥∥∥
Sp
≤ n1/p♯
∥∥∥∥∥∑
k>bn
λkuk ⊗ vk
∥∥∥∥∥
S1
≤ n1/p♯
∑
k>bn
|λk| · ‖uk ⊗ vk‖S1
≤ n
1
p
∑
k>bn
|λk| ≤ n
1/p
(
max
k>bn
λk
)1−p ∑
k>bn
λpk ≤ b
−1/p♯n‖λ‖ℓp .
Hence,
np
∑
an<k≤bn
λpk ≥
∥∥∥∥∥∥
∑
an<k≤bn
λkuk ⊗ vk
∥∥∥∥∥∥
p
Sp
≥
∥∥∥∥∥∑
k>an
λkuk ⊗ vk
∥∥∥∥∥
p
Sp
−
∥∥∥∥∥∑
k>bn
λkuk ⊗ vk
∥∥∥∥∥
p
Sp
≥ np(1− a)− bp−1np‖λ‖pℓp . 
Let {Aj}
k
j=1 be a sequence of matrices of size nj × nj. We can naturally identify⊕k
j=1Aj with a matrix of size
(∑k
j=1 nj
)
×
(∑k
j=1 nj
)
.
Lemma 5.2. Let p ∈ (0, 1) and let {nj}
m
j=1 be a finite sequence of positive integers
such that nj+1 ≥ 4(2m)
1
1−pnj. Then∥∥∥∥∥∥
m⊕
j=1
n
−1/p♯
j Inj
∥∥∥∥∥∥
p
ℓ∞⊗pℓ∞
≥
m
2
.
Proof. Let
m⊕
j=1
n
−1/p♯
j Inj =
∞∑
k=1
λkuk ⊗ vk,
where ‖uk‖∞, ‖vk‖∞ ≤ 1 and {λk}k≥1 is a nonincreasing summable sequence of nonneg-
ative numbers. We have to show that ‖λ‖pℓp ≥
m
2 . Applying Lemma 5.1 for a =
1
4 and
b = (2m)
1
1−p , we get ∑
anj<k≤bnj
λpk ≥
3
4
−
1
2m
‖λ‖pℓp
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whenever 1 ≤ j ≤ m. Keeping in mind that bnj ≤ anj+1, we obtain
‖λ‖pℓp ≥
∞∑
k=1
λpk ≥
m∑
j=1
 ∑
anj<k≤bnj
λpk
 ≥ 3
4
m−
1
2
‖λ‖pℓp .
Hence, ‖λ‖pℓp ≥
m
2 . 
Theorem 5.3. Let 0 < p < 1. Then Mp 6= ℓ
∞ ⊗p ℓ
∞. Moreover, there exists a
diagonal matrix M such that M ∈Mp but M /∈ ℓ
∞ ⊗p ℓ
∞. In other words, ℓp♯ 6= Dp.
Proof. Assume that each diagonal matrix M in Mp belongs to the space ℓ
∞ ⊗p ℓ
∞.
Then by the closed graph theorem, there exists a constant c such that ‖M‖ℓ∞⊗pℓ∞ ≤
c‖M‖Mp . By Lemma 5.2, we have∥∥∥∥∥∥
m⊕
j=1
n
−1/p♯
j Inj
∥∥∥∥∥∥
ℓ∞⊗pℓ∞
≥ 2−1/pm1/p. (5.1)
On the other hand, by Theorem 4.1,∥∥∥∥∥∥
m⊕
j=1
n
−1/p♯
j Inj
∥∥∥∥∥∥
Mp
=
∥∥∥∥∥∥
m⊕
j=1
n
−1/p♯
j Inj
∥∥∥∥∥∥
Sp♯
= m1/p♯ (5.2)
and we get a contradiction. 
Remark. It is easy to see that in the notation of the proof of Theorem 5.3 we have∥∥∥∥∥∥
m⊕
j=1
n
−1/p♯
j Inj
∥∥∥∥∥∥
Sp♯,r
≤ constm1/r.
It is clear from this remark that the proof of Theorem 5.3 allows us to get the following
fact, which complements Theorem 4.2.
Theorem 5.4. Let 0 < p < 1 and let r > p. Then ℓp♯,r 6⊂ Dp .
Remark. As we have mentioned in § 1, the identity matrix does not belong to the
space ℓ∞ ⊗1 ℓ
∞. Hence, Theorem 5.3 remains true for p = 1. On the other hand,
Theorem 5.4 cannot be generalized to the case p = 1 and r < ∞ because in this case
ℓp♯,r ⊂ c0 = D1.
For p ∈ (0, 1], we denote by Dcp the space of all sequences µ = {µj}j≥0 such that the
diagonal matrixM with diagonal entries {µj}j≥0 belongs to ℓ
∞⊗cp ℓ
∞. Clearly, Dcp ⊂ ℓ
p♯ .
Theorem 5.3 allows us to prove the following fact.
Theorem 5.5. Let p ∈ (0, 1). Then Dcp 6= ℓ
p♯.
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Proof. Suppose that Dcp = ℓ
p♯ . Then there exists a constant C(p) such that ‖µ‖Dcp ≤
C(p)‖µ‖ℓp♯ for all sequences µ = {µj}j≥0. Note that ‖µ‖Dcp = ‖µ‖Dp if µj = 0 for all
sufficient large j. Thus, we get a contradiction with inequalities (5.2) and (5.1). 
Theorem 5.5 immediately implies the main result of this section.
Theorem 5.6. ℓ∞ ⊗cp ℓ
∞ 6= Mp.
To conclude the section, we state the following conjecture:
Conjecture. Let p < 1. Suppose that M is a diagonal matrix. Then the following
are equivalent:
(i) M ∈ ℓ∞ ⊗p ℓ
∞;
(ii) M ∈ ℓ∞ ⊗cp ℓ
∞;
(iii) ‖M‖Sp♯,p <∞.
6. Another scale of tensor products
In this section we introduce a scale Wp, 0 < p ≤ 1, of tensor products of ℓ
∞ spaces.
The right endpoint of this scale coincides with the Haagerup tensor product of ℓ∞ spaces.
We show that Wp ⊂Mp.
This together with (1.6) gives us two sufficient conditions for a matrix to belong to
Mp. We show in this section that for p < 1, none of them implies the other one.
For p ∈ (0, 1), we put Ξp
def
= ℓ2p♯(ℓ2p). In other words, Ξp is the set of matrices
X = {xjk}j,k≥0 such that
‖X‖Ξp
def
=
∑
j≥0
∑
k≥0
|xjk|
2p
p♯/p

1
2p♯
<∞.
For p = 1, put Ξ1
def
= ℓ∞(ℓ2) and
‖X‖Ξ1
def
= sup
j≥0
∑
k≥0
|xjk|
2

1
2
<∞.
Clearly, Ξp is a Banach space for p ∈ [1/2, 1], and Ξp is a (2p)-Banach space for
p ∈ (0, 12).
Let p ∈ (0, 1]. Denote by Wp the set of matrices W representable in the form W =
XY t, where X,Y ∈ Ξp. Put
‖W‖Wp
def
= inf{‖X‖Ξp‖Y ‖Ξp : X, Y ∈ Ξp, W = XY
t}.
It is well known that W1 = M1 = M∞ and ‖ · ‖W1 = ‖ · ‖M1 = ‖ · ‖M∞ , see, e.g., [Pe1].
Let q ∈ (0,∞). Clearly, that ‖x + y‖qℓq = ‖x‖
q
ℓq + ‖y‖
q
ℓq for every x, y ∈ ℓ
q such
that x ⋆ y = 0 (here we consider vectors x and y as matrices). This remark implies the
following fact.
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Lemma 6.1. Let X,Y ∈ ℓr(ℓq), where 0 < q ≤ r < ∞. Suppose that X ⋆ Y = 0.
Then ‖X + Y ‖qℓr(ℓq) ≤ ‖X‖
q
ℓr(ℓq) + ‖Y ‖
q
ℓr(ℓq).
Proof. Let X = {xjk}j,k≥0 and Y = {yjk}j,k≥0. Put X
(j) def= {xjk}k≥0 and Y
(j) def=
{yjk}k≥0. Then
‖X + Y ‖qℓr(ℓq) =
∑
j≥0
‖X(j) + Y (j)‖rℓq
q/r =
∑
j≥0
(
‖X(j)‖qℓq + ‖Y
(j)‖qℓq
)r/qq/r
≤
∑
j≥0
‖X(j)‖rℓq
q/r +
∑
j≥0
‖Y (j)‖rℓq
q/r = ‖X‖qℓr(ℓq) + ‖Y ‖qℓr(ℓq). 
Theorem 6.2. Let p ∈ (0, 1). Then Wp is a p-Banach space.
Proof. Let W = {wjk}j,k≥0 and R = {rjk}j,k≥0 be matrices in Wp. Let us prove
that W + R ∈ Wp and ‖W + R‖
p
Wp
≤ ‖W‖p
Wp
+ ‖R‖p
Wp
. Let fix ε > 0. There exist
X,Y ∈ Ξp such thatW = XY
t and ‖W‖Wp > ‖X‖Ξp‖Y ‖Ξp−ε. Clearly, wjk =
∑
l≥0
xjlykl
for all j, k ≥ 0. We can assume that ‖X‖Ξp = ‖Y ‖Ξp . Moreover, we can assume in
addition that xjs = yks = 0 for all j, k ≥ 0 and all odd s ≥ 0. In a similar way we
can represent R in the form R = UV t in such a way that ‖R‖Wp > ‖U‖Ξp‖V ‖Ξp − ε,
‖U‖Ξp = ‖V ‖Ξp , rjk =
∑
l≥0
ujlvkl for all j, k ≥ 0 and ujl = vkl = 0 for all j, k ≥ 0 and all
even l ≥ 0. Clearly, U ⋆ Y = 0 and X ⋆ V = 0. Hence, UY t = 0 and XV t = 0, whence
W +R = (X + U)(Y + V )t. Applying Lemma 6.1 for q = 2p and r = p♯ we obtain
‖W +R‖2p
Wp
≤ ‖X + U‖2pΞp‖Y + V ‖
2p
Ξp
≤ (‖X‖2pΞp + ‖U‖
2p
Ξp
)(‖Y ‖2pΞp + ‖V ‖
2p
Ξp
)
= (‖X‖2pΞp + ‖U‖
2p
Ξp
)2 ≤ ((‖W‖Wp + ε)
p + (‖R‖Wp + ε)
p)2
Passing to the limit as ε→ 0, we get ‖W +R‖p
Wp
≤ ‖W‖p
Wp
+ ‖R‖p
Wp
.
It remains to prove that the space Wp is complete. It suffices to prove that the series∑
n≥1
Wn converges in Wp if ‖Wn‖Wp < 4
−n for all n ≥ 1. We can take two sequences
{Xn}n≥0 and {Yn}n≥0 in Ξp such that Wn = XnY
t
n and ‖Xn‖Ξp = ‖Yn‖Ξp < 2
−n.
Moreover, it is easy to see that sequences {Xn}n≥0 and {Yn}n≥0 can be chosen in such
a way that in addition Xm ⋆ Yn = 0 for all m,n ≥ 0 such that m 6= n. Then
∑
n≥0
Wn =( ∑
n≥0
Xn
)( ∑
n≥0
Yn
)t
. Since the space Ξp is complete, it follows that the series
∑
n≥0
Xn
and
∑
n≥0
Yn converge in Ξp. Hence, the series
∑
n≥0
Wn converges in Wp. 
Theorem 6.3. Let p ∈ (0, 1]. Then Wp ⊂Mp and ‖ · ‖Mp ≤ ‖ · ‖Wp .
Theorem 6.3 can be reformulated in the following way:
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Let p ∈ (0, 1) and let {ajn}j,n≥0 and {bnk}n,k≥0 be matrices such that the right-hand
side of (6.1) is finite. If
ϕjk =
∑
n≥0
ajnbkn, j, k ≥ 0,
and Φ = {ϕjk}j,k≥0, then Φ ∈Mp and
‖Φ‖Mp ≤
∑
j≥0
∑
n≥0
|ajn|
2p
p♯/p

1
2p♯
∑
k≥0
∑
n≥0
|bkn|
2p
p♯/p

1
2p♯
. (6.1)
Proof. It suffices to verify that ‖XY t‖Mp ≤ ‖X‖Ξp‖Y ‖Ξp for every X,Y ∈ Ξp. In
other words we have to prove that
‖AXY tB‖Sp ≤ ‖X‖Ξp‖Y ‖Ξp‖A‖S2‖B‖S2
for every diagonal matrices A,B ∈ S2. Let {aj}
∞
j=0 and {bk}
∞
k=0 be the sequences of
diagonal entries of A and B. Let X = {xjk}j,k≥0 and Y = {yjk}j,k≥0. We have
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‖AXY tB‖pSp =
∥∥∥∥∥∥
∑
l≥0
ajxjlyklbk

j,k≥0
∥∥∥∥∥∥
p
Sp
≤
∑
l≥0
∥∥∥{ajxjlyklbk}
j,k≥0
∥∥∥p
Sp
=
∑
l≥0
∑
j≥0
|aj |
2|xjl|
2
p/2∑
k≥0
|bk|
2|ykl|
2
p/2
≤
∑
l≥0
∑
j≥0
|aj|
2|xjl|
2
p1/2∑
l≥0
∑
k≥0
|bk|
2|ykl|
2
p1/2
≤
∑
l≥0
∑
j≥0
|aj |
2p|xjl|
2p
1/2∑
l≥0
∑
k≥0
|bk|
2p|ykl|
2p
1/2
=
∑
j≥0
|aj|
2p
∑
l≥0
|xjl|
2p
1/2 (∑
k≥0
|bk|
2p
∑
l≥0
|ykl|
2p
)1/2
≤
∑
j≥0
|aj|
2

p
2
∑
j≥0
∑
l≥0
|xil|
2p
 11−p

1−p
2
×
∑
k≥0
|bk|
2

p
2
∑
k≥0
∑
l≥0
|ykl|
2p
 11−p

1−p
2
= ‖X‖pΞp‖Y ‖
p
Ξp
‖A‖pS2‖B‖
p
S2
. 
Theorem 6.4. Let p ∈ (0, 1] and let W be a diagonal matrix. Then ‖W‖Wp =
‖W‖Mp = ‖W‖Sp♯ .
Proof. The inequality ‖W‖Wp ≥ ‖W‖Mp follows from Theorem 6.3. To prove the
opposite inequality we may take the diagonal matrix X such that X2 = W , i.e., W =
XXt. Then ‖W‖Wp ≤ ‖X‖
2
Ξp
= ‖X‖2S2p♯
= ‖W‖Sp♯ = ‖W‖Mp by Theorem 4.1. 
Theorem 6.5. Let W = {wjk}j,k≥0 ∈ Wp with p ∈ (0, 1). Then there exist sequences
α = {αj}j≥0 and β = {βk}k≥0 in ℓ
2p♯ with nonnegative terms such that |wjk| ≤ αjβk for
all j, k ≥ 0 and ‖α‖
ℓ
2p♯ ‖β‖ℓ2p♯ = ‖W‖Wp .
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Proof. For each ε > 0, there exist matrices X = {xjk}j,k≥0 and Y = {yjk}j,k≥0 such
that X,Y ∈ Ξp, ‖X‖
2
Ξp
= ‖Y ‖2Ξp < ‖W‖Wp + ε and W = XY
t. Put
αj(ε) =
∑
l≥0
|xjl|
2p
1/2p and βk(ε) =
∑
l≥0
|ykl|
2p
1/2p .
Then ∑
j≥0
(αj(ε))
2p♯
1/2p♯ =
∑
k≥0
(βk(ε))
2p♯
1/2p♯ < ‖W‖Wp + ε.
We have
|wjk| =
∣∣∣∣∣∣
∑
l≥0
xjlykl
∣∣∣∣∣∣ ≤
∑
l≥0
|xjl|
2
1/2∑
l≥0
|ykl|
2
1/2 ≤ αj(ε)βk(ε).
Since the sequences {αj(ε)}j≥0 and {βk(ε)}k≥0 are uniformly bounded in ℓ
∞, one can
select a sequence {ει}ι≥0 such that the sequences {αj(ει)}j≥0 and {βk(ει)}k≥0 converge
in the weak-star topology of ℓ∞ to sequences α = {αj}j≥0 and β = {βk}k≥0. It is easy
to verify that α and β satisfy the requirements. 
Corollary 6.6. Let p ∈ (0, 1). Then Wp ⊂ ℓ
2p♯(Z2+) and ‖W‖ℓ2p♯ ≤ ‖W‖Wp .
Corollary 6.7. Let W = {wjk}j,k≥0 be a matrix in Wp, where p ∈ (0, 1]. Assume that
|wjk| ≥ 1 for all (j, k) ∈ Λ, where Λ is a finite subset Z
2
+. Then ‖W‖Wp ≥ |Λ|
1
2p♯ , where
|Λ| denotes the number of elements of the set Λ.
The following result shows that Theorem 6.5 is sharp.
Theorem 6.8. Let p ∈ (0, 1) and let W = {wj}j≥0 be a matrix of rank one. Then
W ∈ Wp if and only if W ∈ ℓ
2p♯ . Moreover, ‖W‖Wp = ‖W‖ℓ2p♯ .
Proof. Let wjk = ujvk, j, k ≥ 0, for sequences {uj}j≥0 and {vk}k≥0, and suppose
that ‖W‖
ℓ
2p♯ = ‖u‖ℓ2p♯ ‖u‖ℓ2p♯ . Let X = {ujak}j,k≥0 and Y = {vjak}j,k≥0, where a0 = 1
and aj = 0 for all j ≥ 1. Clearly, X,Y ∈ Ξp, ‖X‖Ξp = ‖u‖ℓ2p♯ and ‖Y ‖Ξp = ‖v‖ℓ2p♯ .
We have XY t = {ujvk}j,k≥0. Hence, ‖W‖Wp ≤ ‖u‖ℓ2p♯ ‖v‖ℓ2p♯ = ‖W‖ℓ2p♯ . The opposite
inequality follows from Theorem 6.5. 
Theorem 6.9. Let p ∈ (0, 1). Then ℓ∞ ⊗p ℓ
∞ 6⊂ Wp and Wp 6⊂ ℓ
∞ ⊗cp ℓ
∞.
Proof. To prove the first statement, it suffices to apply Theorem 6.8 and observe
that under the assumption rankW = 1, the matrix W belongs to ℓ∞ ⊗p ℓ
∞ if and only
if W ∈ ℓ∞(Z2+). The second statement follows from Theorems 5.5 and 6.4. 
The next example shows that in a sense Corollary 6.7 is sharp.
Example. Let W = {wjk}j,k≥0, where wjk = 1IS×T (j, k) for finite subsets S and T of
Z+. Then ‖W‖Wp = |S×T |
1
2p♯ . By Corollary 6.7, we have ‖W‖Wp ≥ |S×T |
1
2p♯ . To prove
the opposite inequality, we can consider the matrices X = {xjk}j,k≥1 and Y = {yjk}j,k≥1,
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where xjk = 1IS×{1}(j, k) and yjk = 1IT×{1}(j, k). It remains to observe that W = XY
t
and ‖X‖Ξp‖Y ‖Ξp = |S × T |
1
2p♯ . Note that ‖W‖Mp = ‖W‖ℓ∞⊗pℓ∞ = 1 if S × T 6= ∅.
7. Pisier’s sufficient condition
In this section we analyze another sufficient condition for a matrix to be a Schur
multiplier of Sp for p < 1. It is a consequence of a result of Pisier [Pis2]. We compare
this sufficient condition with the sufficient condition given in § 6.
For q ∈ (0,∞], we define the space Yq of scalar matrices by
Yq
def
= ℓq(ℓ∞) +
(
ℓq(ℓ∞)
)t
and we put
‖Z‖Yq
def
= inf{‖X‖ℓq(ℓ∞) + ‖Y ‖ℓq(ℓ∞) : Z = X + Y
t}, q ∈ [1,+∞],
‖Z‖qYq
def
= inf{‖X‖qℓq(ℓ∞) + ‖Y ‖
q
ℓq(ℓ∞) : Z = X + Y
t}, q ∈ (0, 1).
Clearly, Yq coincides with the set of matrices Z = {zjk}j,k≥0 such that |zjk| ≤ αj+βk,
j, k ≥ 0, for some nonnegative sequences α = {αj}j≥0 and β = {βk}k≥0 in ℓ
q. We get
the same space Yq if we require in addition that α = β.
It is easy to see that Y∞ = ℓ
∞(Z2) and ‖ · ‖Y∞ = ‖ · ‖ℓ∞(Z2).
Let us also observe that if W is a self-adjoint matrix of rank one, then W ∈ Yq if and
only if W ∈ ℓ2q(Z2). Indeed, suppose that W = {ujuk}j,k≥0 for a sequence {uj}j≥0. Let
{αj}j≥0 be a nonnegative sequence. Then |ujuk| ≤ αj + αk for all j, k ≥ 0 if and only if
αj ≥
1
2 |uj |
2 for all j ≥ 0.
Recall that in [AP1], with a given number p in (0, 2], we associated the number
p♭
def
=
2p
2− p
.
Let M(S2,Sp) be the space of matrices A = {ajk}j,k≥0 such that
A ⋆ B ∈ Sp whenever B is a scalar matrix in S2.
The following result was obtained by Pisier, see [Pis2], Theorem 5.1.
M(S2,Sp) = Yp♭
for all p ∈ (0, 2].
We need only the easy part of Pisier’s result, the inclusion
Yp♭ ⊂M(S2,Sp), 0 < p ≤ 2, (7.1)
We give here a proof of this inclusion for the reader’s convenience.
Proof of (7.1). The result is trivial if p = 2. Suppose that p < 2. Clearly, it suffices
to prove that ‖W ⋆ Z‖Sp ≤ ‖W‖ℓp♭ (ℓ∞)‖Z‖S2 for all W ∈ ℓ
p♭(ℓ∞) and all Z ∈ S2. Let
W = {wjk}j,k≥0 ∈ ℓ
p♭(ℓ∞). Put αj = supk≥0 |wjk| and α = {αj}j≥0. Then ‖W‖ℓp♭ (ℓ∞) =
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‖α‖ℓp♭ . Let Z = {zjk}j,k≥0 ∈ S2. Using the inequality ‖A‖Sp ≤ ‖A‖ℓp(ℓ2) for p ≤ 2, we
obtain
‖W ⋆ Z‖pSp ≤
∑
j≥0
∑
k≥0
|wjkzjk|
2

p
2
≤
∑
j≥0
αpj
∑
k≥0
|zjk|
2

p
2
≤
∑
j≥0
α
2p
2−p
j

2−p
2
∑
j≥0
∑
k≥0
|zjk|
2

p
2
= ‖W‖pℓp♭ (ℓ∞)‖Z‖
p
S2
. 
It is easy to see that (7.1) gives us a sufficient condition for a matrix to belong to Mp.
Corollary 7.1. Let 0 < p ≤ 2. Then Yp♭ ⊂Mp.
Let us prove that this sufficient condition does not cover the sufficient condition Wp ⊂
Mp, nor it is covered by the condition Wp ⊂Mp.
Theorem 7.2. Let p ∈ (0, 1]. Then Wp 6⊂ Yp♭ and Yp♭ 6⊂ Wp.
Proof. Clearly, ‖W‖Yq = ‖W‖Sq for any diagonal matrix W . This remark and
Theorem 6.4 implies that Wp 6⊂ Yp♭ for p ∈ (0, 1].
Let us show that Yp♭ 6⊂ Wp. Let W = {wjk}j.k≥0 with wjk = αj 6= 0 for all j, k ≥ 0,
where α ∈ ℓp♭ . Then W ∈ Yp♭ . However, W 6∈ Wp by Theorem 6.8. 
Theorem 7.3. Let p ∈ (0, 2]. Then Yq ⊂Mp if and only if 0 < q ≤ p♭.
Lemma 7.4. There exists an N ×N matrix Z = {zjk}0≤j,k≤N−1 such that |zjk| = 1
and ‖Z‖Mp = N
1
p
− 1
2 for all p ∈ (0, 2].
Proof. It is well known that there exists a unitary N×N matrix U = {ujk}0≤j,k≤N−1
such that |ujk| = N
−1/2. Put Z = N1/2U . Denote by IN be N × N matrix with
all entries equal to 1. Then Z = Z ⋆ IN , whence ‖Z‖Sp ≤ ‖Z‖Mp‖IN‖Sp . Clearly,
‖Z‖Sp = N
1
2‖U‖Sp = N
1
2
+ 1
p and ‖IN‖Sp = N . Hence, ‖Z‖Mp ≥ N
1
p
− 1
2 . To prove the
opposite inequality it suffices to observe that for every N ×N matrix A, we have
‖Z ⋆ A‖Sp ≤ N
1
p
− 1
2 ‖Z ⋆ A‖S2 ≤ N
1
p
− 1
2 ‖A‖S2 ≤ N
1
p
− 1
2‖A‖Sp . 
Proof of Theorem 7.3. If q ≤ p♭, the Yq ⊂ Yp♭ ⊂ Mp. It remains to prove that if
Yq ⊂Mp, then q ≤ p♭.
Suppose that Yq ⊂Mp for some q > p♭. Then there exists a constant c > 0 such that
‖W‖Mp ≤ c‖W‖Yq . Let us apply this inequality to the matrix W = {wjk}j,k≥0 such that
wjk
def
=
{
zjk, if max(j, k) ≤ N − 1,
0, if max(j, k) ≥ N,
where Z = {zjk}0≤j,k≤N−1 is the matrix constructed in the proof of Lemma 7.4. Then
‖W‖Mp = N
1
p
− 1
2 and ‖W‖Yq ≤ N
1/q. Hence, N
1
p
− 1
2 ≤ cN1/q for all N ≥ 1, and so
p−1♭ ≤ q
−1, i.e. q ≤ p♭. 
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Remark 1. It is easy to see that ℓ∞ ⊗p ℓ
∞ 6⊂ Yp♭ for p ∈ (0, 1]. Indeed, the infinite
matrix I∞ with entries identically equal to 1 belongs to ℓ
∞ ⊗p ℓ
∞ and does not belong
to Yp♭ . In the case p ∈ (0, 1), the authors do not know whether Yp♭ ⊂ ℓ
∞ ⊗p ℓ
∞ or not.
We conclude this section with a few observations.
Let A = {ajk}j,k≥0 be a Schur multiplier of Sp. It is said to be an absolute Schur
multiplier of Sp if every matrix B = {bjk}j,k≥0 satisfying |bjk| ≤ |ajk|, j, k ≥ 0, is also a
Schur multiplier of Sp. Denote by (Mp)C the space of absolute Schur multipliers of Sp.
We can use a similar same notation in a more general situation. Let X be linear subset
of ℓ∞(Z2+). Put
XC
def
= {X ∈ X : X ⋆ ℓ∞(Z2+) ⊂ X}.
Clearly, A ∈ (Mp)C if and only if A is a Schur multiplier from Sp into (Sp)C. It is
well known that (Sp)C = ℓ
p(ℓ2)+
(
ℓp(ℓ2)
)t
for p ∈ (0, 2], see [Pis2] in the case p < 1, the
cases p ∈ (1, 2) and p = 1 were considered in [LP] and [LPP].
It is easy to see that for p ∈ (0, 2], every matrix A in M(S2,Sp) is an absolute Schur
multiplier of Sp, i.e. M(S2,Sp) ⊂ (Mp)C for p ∈ (0, 2]. Hence, in Corollary 7.1 and
Theorem 7.3 the space Mp can be replaced with the space (Mp)C.
Remark 2. Let p ∈ (0, 2). Then M(S2,Sp) 6= (Mp)C. Indeed, it is easy to see
that a diagonal matrix belongs to Mp if and only if it belongs to (Mp)C. It remains
to observe that a diagonal matrix W belongs to M(S2,Sp) if and only if W ∈ Sp♭ and
apply Theorem 4.1.
This remark implies Yp♭ 6= (Mp)C for p ∈ (0, 2) which complements Corollary 7.1.
Remark 3. Let p ∈ (0, 2). Lemma 7.4 allows us to prove that there exist a matrix
A = {ajk}j,k≥0 and two sequences α = {αj}j≥0 and β = {βk}k≥0 in ℓ
2p♯ with nonnegative
terms such that |ajk| ≤ αjβk for all j, k ≥ 0 but A 6∈ Wp, see the proof of Theorem 7.3.
This remark implies that Wp 6⊂ (Mp)C for p ∈ (0, 1). This is another way to see that
Wp 6⊂ Yp♭ for p ∈ (0, 1), see Theorem 7.2.
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