Abstract. The description of the spatio-temporal dynamics of an extended active/dispersive medium, such as wave dynamics on a falling film, can be simplified considerably if the dynamics is dominated by a fixed number of solitary pulses separated by radiation-free flat substrates. Radiation is generated in a noise-free environment when excess mass drains out of a nonequilibrium (excited) pulse in the form of a spreading shelf and the radiation grows rapidly by feeding on the active substrate. However, this growth can be suppressed if the localized radiation packet is absorbed by a second pulse. It is shown that both the generation and suppression mechanisms can be quantitatively understood by analyzing the essential spectrum of the equilibrium pulse that determines how it attenuates an absorbed radiation wavepacket and a peculiar resonance pole that captures the drainage dynamics of an excited pulse. The instantaneous speed of a decaying pulse is shown to scale linearly with respect to its instantaneous amplitude and the length of the spreading shelf is shown to increase linearly. An approximate stability criterion is then developed for pulse trains to radiation disturbances and verified numerically by both direct simulation and a Floquet analysis for the generalized Kuramoto-Sivashinsky (gKS) equation.
Introduction.
There is now considerable experimental and numerical evidence that the spatio-temporal dynamics of many active/dissipative, excitable, and dispersive media are dominated by localized solitary pulses (waves). A physical system of particular interest to us is the falling film [1] , [2] , [3] , [4] whose pulses are separated by a wide span of substrate layer (flat film), which is remarkably smooth even though it is strictly unstable (active) due to inertia [2] . The average separation between pulses also increases downstream from the inlet so that the pulse density per unit length decreases. This coarsening stops at some position downstream as the average separation reaches an equilibrium value. The mechanism that drives this coarsening dynamics is that there are occasional "excited" pulses that travel faster than its front neighbors so that they eventually capture the front pulses to reduce the pulse density. These excited pulses are larger than the equilibrium pulses and travel faster. An equilibrium pulse stabilizes when the flow rate into the pulse equals the flow rate out in the frame moving with the pulse. We [4] have shown recently that this occurs for a pulse on a thin coating film when gravity steepens its front slope and a dimple (see Fig. 1 ) appears in front so that the resulting curvature induces a capillary pressure that reduces the flow in to match the flow out. For a large excited pulse, this suppression is excessive due to its steeper front slope and deeper dimple. As a result, the flow out exceeds the flow in and there is a net drainage of liquid mass from the excited pulse. The amplitude and speed of the pulse then decrease accordingly until Fig. 1 . Drainage from an excited pulse when excess mass is added to an equilibrium pulse for δ = 1. The draining mass in the back forms a shelf, which breaks up into an oscillatory tail. The snapshots begin at t = 0.5 with ∆t = 1.2 increments. equilibrium is established. Considerable experimental [5] , [6] and numerical [3] , [7] efforts have been expended to scrutinize the coalescence event between a bigger and faster excited back pulse and a smaller and slower equilibrium front pulse. Both experiments [5] and simulation [3] , [7] show that the speed differential between the two pulses decreases as mass drains from the back excited pulse. In fact, if the drainage rate is too high or the separation is too large, coalescence will not occur [3] .
If coalescence does occur, a new excited pulse is created from the two pulses which then attempts to capture the next pulse in front. The equilibrium is reached when all "excited" pulses have drained their excess mass without inducing further coalescence. We have statistically modeled the domino effect of successive coalescence during the coarsening stage and estimated the equilibrium state when coalescence ceases [7] .
Once equilibrium is reached, the pulses are nearly identical and their number remains the same but their spacing can be quite irregular and time-varying. Their large separation, however, allows the construction of a coherent structure theory [8] , [9] , [10] , [11] that captures the position of every pulse with a low-order dynamical system whose dimension is equal to the number of equilibrated pulses. Such a theory describes how the front and back neighbors of a pulse shift their position by exciting the slow translation mode, which has a zero eigenvalue in the absence of the neighbors due to translational symmetry. The possibility of describing the complex spatio-temporal dynamics of an extended system like the falling film with a low-order dynamical system is, hence, very attractive and one wonders if other extended dynamics can be simplified likewise. Localized wave patterns have now been found in Faraday instability, shear boundary layers, Taylor-Couette flow, sheared films, reactive media, etc. [2] , [7] , [11] and the dynamics of these extended-domain systems could be simplified if their coherent structures dominate over other patterns.
However, there are several stringent conditions that must be met before a coherent structure description is possible. The pulses must first be stable. Since the pulses approach the flat substrate in both directions and since the substrate is unstable in an active medium, the stability of a pulse must be defined locally with respect to localized disturbances. However, localized disturbances can also generate an expanding radiation packet that threatens to engulf a pulse unless it outruns or is outrun by the expanding and growing packet. (Radiation is used generically to describe a wavepacket of small-amplitude disturbance with a broad band of Fourier modes.) This localized disturbance is typically introduced by the excess mass that drains out of an excited pulse in a relatively noise-free environment. Pego and Weinstein [12] have developed a convective stability theory with a cut-off weighting function to estimate whether a pulse can outrun an expanding radiation sea for a purely dispersive medium. We have developed a simpler theory [13] , [14] valid even for dissipative/active media based on an estimate of the envelope that binds the unstable Fourier modes of the radiation packet. Explicit connection between the two theories will be made here.
The second condition is that there cannot be any annihilation of pulses due to coalescence and nucleation of new pulses from the radiation wavepackets. Both are determined by how the radiation is generated and how it is altered by the pulses. For the falling-film pulses, annihilation by coalescence is only possible if the mass draining out of an excited pulse is sufficiently slow, such that the pulse has sufficient speed differential to capture its front neighbor. Hence, one needs to estimate the mass drainage rate and its correlation with the pulse speed. Extensive experiments on decaying pulses on a falling film [3] , [5] , [6] , [15] have shown that, during the slow decay/drainage, the instantaneous speed scales linearly with respect to the instantaneous pulse amplitude, and both decay exponentially in time in a frame moving with the decaying pulse and linearly in space. A faithful theory must reproduce this observed decay dynamics. On the other hand, the mass that drains out of the decaying pulse generates radiation waves that can pick up more mass from the substrate medium and grow into new pulses. This generation dynamics typically involves a distinctive shelf behind the pulse that breaks up into radiation packets. While the original excited pulse survives the ordeal, the new pulses that grow out of the radiation clearly cannot be described by a dynamical system of fixed dimension.
The generation of new pulses from a localized wave packet can be suppressed if another pulse comes along and absorbs the growing radiation. However, since the radiation is mass-carrying, such pulse-radiation interaction can also drain mass into the absorbing pulse and excite it. The excited pulse, in turn, will drain and create more radiation behind it. However, provided that such radiation is attenuated by the absorption and is, hence, always swept up before it generates bona fide pulses, the finite-dimensional description remains accurate, with radiation exerting only a smallamplitude, stochastic influence. Failing that, complex radiation/pulse exchanges take place and a multitude of infinite dimensional, spatio-temporal dynamics becomes possible, including full-blown, spatio-temporal chaos. Such chaotic behavior may only be transient, however, if the average pulse separation can relax to a smaller value such that the radiation in between pulses has less time to grow and, hence, easier to sweep. Whether the pulses can absorb the radiating mass and retain it sufficiently long (to attenuate the radiation amplitude to the extent that new pulses will not form) then becomes a key issue in the dynamics.
In this report, we develop a general theory for when pulse-dominated low-dimensional dynamics is appropriate for an extended active/dispersive medium by analyzing both the drainage mechanism for radiation generation that determines whether pulse annihilation by coalescence will occur and the radiation suppression mechanism that prevents pulse nucleation for the gKS or Kawahara equation
This equation is a generic long-wave evolution equation for mass-conserving gradientflow systems [8] , [16] , [17] and it contains active, dissipative, and dispersive terms. For very thin falling films, h represents the film height measured from a reference substrate layer while the nonlinear, active, dispersive, and dissipative terms in (1.1) originate from kinematics, inertia, inertia/capillary, and capillary effects. Moreover, it yields localized pulse solutions which approach the zero substrate layer at both ends and propagate at constant speeds [8] , [18] . When the dispersion term vanishes (δ = 0), it reduces to the famed Kuramoto-Sivashinsky (KS) equation. We have established that the solitary pulses are unstable for δ < 0.137 to radiation packets [13] , [14] . As a result, irregular fluctuations (KS chaos when δ vanishes) and other complex spatiotemporal dynamics become possible when the pulses are overwhelmed by radiation instead of absorbing it. For larger δ, however, a coherent structure theory becomes a possibility as the pulses stabilize and are radiation-absorbing [8] , [18] , [19] , [20] . Nevertheless, the issue of radiation generation and suppression remains unresolved. That the gKS pulses generate wavepackets by draining mass is seen in our simulation of Figs. 1 and 2 for δ = 1 and δ = 5. Excess mass is added to a gKS pulse to simulate an excited pulse after coalescence. The excess mass drains slowly out of the back of the pulse in a frame moving at the speed of the equilibrium pulse. As observed in earlier simultations of Korteweg-deVri (KdV) equations [21] , the exiting mass forms a shelf which later breaks up into oscillatory wavepackets (radiation). In Fig. 2 , the excess mass (area) and speed of the draining pulse relative to the equilibrium are seen to decay exponentially in time with the same exponent and, hence, correlate linearly with each other. If there is an equilibrium pulse in front of the draining excited pulse, the latter's drainage rate and their separation determine whether the excited pulse will ever overtake and coalesce with the equilibrium pulse. It is then important to decipher the decay dynamics of the excited pulse observed in Figs. 1 and 2. In Fig. 3 , an equilibrium pulse at δ = 5 is allowed to overrun a slower moving wavepacket. It is seen that the transmission through the pulse effectively flattens the wavepacket, such that its amplitude is reduced considerably. This suppression does not allow the wavepacket to amplify under the destabilizing effect of the active medium and, hence, prevents nucleation of new pulses and destruction of old ones. In contrast to the severe attenuation of the wavepacket, the equilibrium pulse is scarcely affected by the transmission.
By constructing the essential and discrete spectra of an equilibrium pulse, we shall capture the radiation generation/suppression dynamics here and explain the correlation between the decaying speed and drainage dynamics of an excited pulse. Equilibrium states amenable to a coherent structure treatment are possible if one can find an average separation short enough to suppress radiation growth but long enough to prevent coalescence. While the technique is presented for pulses of the gradient-flow gKS equation, it should be extendable to any active medium with coherent structures (fronts, spirals, defects, etc.). For integrable systems that are difficult to analyze by exact inverse scattering transforms, the concept of resonance pole should also prove useful in capturing the integrable dynamics even though the medium is not active [12] .
2. Pulses and symmetry. Transforming (1.1) to the moving frame shifting with the speed c of a pulse and integrating once, we obtain the defining equation for Fig. 3 . Suppression of localized wave packet when it goes through an equilibrium pulse, which is relatively unaffected by the radiation transmission.
the equilibrium pulses
where q is the constant "flow rate" in the moving frame since (1.1) in the moving frame is of the gradient form
In free-surface flow like the falling film, this represents kinematic mass conservation where the change in the interfacial height h, measured from the flat substrate, is proportional to the negative gradient of the flow rate q. The pulses are, hence, parameterized by both δ and q with c being the "nonlinear eigenvalue." The basic pulse family corresponds to one with the same zero flow rate carried by the zero substrate layer q = 0. We shall show that, due to a Galilean symmetry, pulses for all other flow rates can be determined from this reference family by a simple boost of both the speed and the substrate height.
We have exhaustively constructed all zero flow rate pulses whose solution branches can be represented by c(δ) [14] , [18] . These pulses correspond to homoclinic orbits that are connected to the origin in a phase space representation of (2.1). At small δ, the origin is a hyperbolic fixed point with a real positive eigenvalue and a complex pair with negative real parts. The usual Shilnikov bifurcations associated with homoclinic orbits can occur for the single hump pulses and generate an infinite number of pulse trains (limit cycles in the phase space) with single-hump pulses [19] . Some of the multipeaked pulses also seem to originate from the single-hump pulses [18] in a manner reminiscent of a Shilnikov bifurcation, but they are beyond the description of standard Shilnikov theory [19] . All pulse families were found to be unstable, however, except for the single-hump pulse family which approaches the symmetric, dimpleless KdV soliton at large δ:
Note, however, instead of an entire family of KdV solitons parameterized by the amplitude (or speed), a unique one-hump pulse exists at a given δ-the KdV limit at infinite δ is a singular limit.
We note that there are two symmetries associated with these gKS pulses. Due to the translational symmetry, (2.1) is invariant to a shift
This symmetry then generates a one-parameter family from every pulse member at a given δ (and q). If we perturb this pulse slightly, it is reasonable to exptect it to adjust slowly to a nearby pulse of this family, viz. to translate slowly. To leading order in the disturbance, we, hence, expect a zero eigenvalue in the discrete spectrum. More explicitly, since h(x+ξ) ∼ h(x)+ξh x (x) for a small shift, we expect ξ to be a constant with respect to time (zero eigenvalue) and h x the eigenfunction of this zero mode
where L is the operator linearized about the pulse solution h(x). That (2.5) is indeed the case can be easily demonstrated. It should also be noted that h x = ∞ −∞ h x dx = 0 and this translation mode carries no mass. A higher-order disturbance, say in the form of a nearby pulse, then induces slow dynamics in the solution mode ξ(t) and one simply needs to project the perturbation onto the null-space spanned by h x to decipher the slow dynamics of ξ(t).
Another symmetry associated with every pulse is the Galilean symmetry [10] , [19] , [2] , [3] 
where the "boosted" pulse now has a different flow rate. Using (2.5), one can then generate pulses of all flow rates from the zero-flow rate pulse family. One expects another zero mode associated with the Galilean symmetry and, from the boost transformation (2.6), expects the eigenfunction to be a constant. In fact, it can be easily seen that this eigenfunction is a generalized one:
Hence, this speed mode due to Galilean invariance appears to be a generalized zero mode. As a result, a constant boost in substrate thickness χ 0 remains constant but induces a linearly increasing shift in time, ξ(t) = ξ 0 + 4χ 0 t, viz. a speed change of 4χ 0 . The different flow rate under a boosted pulse has induced a change in its speed to produce this secular growth in time. Such secular behavior would presumably be arrested by higher-order terms.
Pulses are seen to have different local substrates (shelfs) in simulations and experiments (observe the shelf on which the draining pulse sits in Fig. 1 ). Excited pulses formed after coalescence, in particular, seem to sit on a raised pedestal (shelf) [2] , [3] . It was then thought that this speed mode χ is another slow modulation, imposed by symmetry, that is important in pulse dynamics. This belief is strengthened by the observation that the same zero mode is indeed excited during long-wave modulation of periodic waves [22] . For periodic waves, the modulation stability theory is constructed from the neutrally stable speed and translational modes, which are both periodic over the wavelength in the short scale. In contrast, the eigenfunctions for a pulse must cover an infinite domain. To excite the speed model of (2.7), for example, an infinitely large amount of liquid mass is required, 1/4 = ∞. Not surprisingly, when we attempted to include this speed mode as a slow variable for pulses, we find that we cannot construct the appropriate adjoint eigenfunction in L 2 space to carry out the projection onto the position translation ξ and speed χ zero modes, viz. the generalized kernel of the adjoint of L is not two dimensional [3] . To remedy this, we had to adopt an ad hoc cut-off to permit the projection onto these modes. The ad hoc cut-off introduces a decay rate such that the generalized zero eigenvalue is shifted to a negative value.
In fact, the χ mode can never be excited in the infinite domain occupied by a localized pulse. A similar problem concerning the generalized speed mode ∂h ∂c of the KdV solution from a different symmetry was addressed by Pego and Weinstein [12] . They find that the projection can only be carried out in a weighted space and the generalized zero mode becomes a decaying mode known as a resonance pole. The weight then replaces the ad hoc cut-off we introduced earlier. In this report, we shall demonstrate that the essential spectrum serves as the true cut-off, such that the shelf behind the draining pulse can be constructed with a proper analysis involving the essential spectrum. In essence, the mass-carrying speed mode of (2.7) is not a proper discrete mode in an infinite domain because of the infinite mass it carries. Instead, the mass is carried by the essential spectrum which is unstable. The instability is global but not pertinent to the localized pulse however, when the masscarrying unstable radiation is convected away from the pulse by dispersion. The local effect can be captured by a discrete mode by shifting the essential spectrum to reveal a resonance pole, which describes how mass carried by radiation drains out of the pulse. Alternatively, the weight used by Pego and Weinstein can be used to focus on the local dynamics, but the decay dynamics is then viewed through a less physical weighted projection. In both formulations, however, the continuum has conveniently manifested itself as a resonance pole as in Landau damping in plasma physics, albeit only locally here. That the generalized speed mode χ is truly a decay mode for a gKS pulse has also been realized recently by Balmforth, Ierely, and Worthing [20] who assumed large periodicity without offering the decay rate. In contrast, the resonance pole concept can provide a specific estimate of the drainage rate. We shall use this approach to determine the dominant slow dynamics of the gKS pulse.
3. Pulse spectra and resonance pole. The dynamics of small disturbances to a particular pulse is determined by the linear equation
and we shall restrict ourselves to bounded disturbances. As a result, the disturbances can be expanded in terms of the eigenfunctions of the following infinite domain eigenvalue problem [14] :
Those eigenfunctions ψ k that approach zero at infinite |x| correspond to discrete eigenvalues λ k and a simple integration of (3.2) shows that all discrete modes contain no mass,
This is a legacy of the gradient-flow mass conservation form. The eigenfunction ψ(λ, x) = K(α, x)e iαx , which approaches bounded oscillation in the infinities belongs to the essential spectrum Γ defined by, for α ∈ (0, ∞),
Without loss of generality, the complex function K(α, x) is defined to approach unity at x → −∞ and the complex number r(α)e iθ(α) at x → +∞, where r(α) is known as the transmission coefficient and θ(α), the phase shift. Both r(α) and θ(α) are real numbers. Due to the localized nature of the pulse, K(α) approaches its asymptotic values at x → ±∞ only one pulse width from the pulse maximum, which can be conveniently used as the origin for x.
Construction of the discrete and essential spectra using Evans' function has been detailed in our earlier report [14] . We find that the multihump pulses have at least an unstable discrete eigenvalue while only the one-hump family with the limiting behavior (2.3) has a stable discrete spectrum. We find that this single-hump family has exactly two discrete eigenvalues for positive δ-the translational position mode ψ 1 = h x with a simple zero eigenvalue and a stable mode ψ 2 with an eigenfunction similar to h x . Both modes are shown in Fig. 4 . The essential spectrum is also depicted in the same figure and it clearly protrudes into the right-half of the complex plane. Any radiation wave packet is spanned by the essential spectrum. A particular eigenfunction of the essential spectrum is shown in Fig. 5 and it is clear that |K| = |ψ| has reached its asymptotic value, a pulse width σ (about 10 units for any δ) away from the pulse maximum. A Fourier mode within the radiation packet of wavenumber α will be attenuated by a factor of 1/r(a) as it travels through the pulse. As seen in Fig. 6 , r(α) exhibits a sharp maximum for the maximum-growing Fourier modes around α ∼ 1. The attenuation also decreases for increasing δ, such that the high-δ pulses do not attenuate passing wave packets at all. In fact, the KdV soliton has a transmission coefficient of unity! This suppression mechanism applies to both mass-carrying and zero-mean wave packet disturbances. However, with respect to the former disturbances, it suggests that mass carried by the radiation is not absorbed by the high-δ pulses and mass added to these pulses will quickly drain out. Fig. 4 . The typical spectra of a one-hump gKS pulse at δ = 2 with a simple zero λ 1 , corresponding to the translational mode, a stable discrete mode λ 2 , and a discrete resonance pole λ # . The eigenvalues are represented by stars and the resonance pole by a circle. The essential spectrum Γ is shifted by the weight and passes both the resonance pole and the stable mode λ 2 to exchange their roles.
Since all the discrete modes do not carry mass, the mass draining from an excited pulse, previously associated with the speed mode of the Galilean symmetry, must be carried by the radiation continuum of the essential spectrum. However, the fact that the essential spectrum contains a band of unstable modes seems to suggest that it cannot describe a decaying pulse in drainage. Actually, the growing modes are convected away from the pulse while their cumulative drainage effect in the vicinity of the pulse can be conveniently represented by a single stable mode-the resonance pole.
The radiation that drains out of the pulse, after appropriate attenuation, will accelerate and grow on the substrate. However, Pego and Weinstein [12] pointed out that if one places a weight that decays exponentially in the direction of negative x on the disturbance u, this distant growth can be filtered away and one could focus on the decay effect near the pulse. Hence, we use the e ax weight of Pego and Weinstein [12] on the disturbance u in (3.1), v = e ax u, and define a corresponding eigenvalue problem where φ = e ax ψ is the weighted eigenfunction that spans the weighted disturbance w(x, t). It is clear that the essential spectrum Γ a of L a is defined by shifting that of L in (3.3) by the transformation α → α + ia,
The net result is that the essential spectrum is shifted to the left in the complex plane as the real parts of λ decrease. This is demonstrated in Fig. 4 . The fact that a particular value of a exists that can shift the entire essential spectrum to the left-half plane implies that the pulse is stable. This is the essence of Pego and Weinstein's stability theory.
There is, however, a limit to how deep into the stable left-half plane Γ a can be shifted. There are certain locations in the complex λ plane that Γ a can not pass through. As a result, such points become part of Γ a as a increases and represent the most unstable portion of the asymptotic Γ a as a approaches infinity. These singularities are the saddle points defined by
where λ is given by (3.3). The complex saddle point α * yields a complex growth rate:
The shifted spectrum Γ a cannot pass through λ * such that a λ * lying to the left of the unshifted spectrum Γ cannot lie on the right of the shifted spectrum Γ a in the complex λ plane. Hence, if there exists a λ * that lies to the left of Γ but is in the right-half plane, there is no weight that can yield a stable Γ a . In other words, one cannot find a weight to ensure convective stability for the pulse with the theory of Pego and Weinstein. However, we have shown earlier by a steepest descent analysis of a direct Laplace transform solution of the linearized initial value problem that the saddle point wavenumber α * corresponds to the dominant wavenumber along the ray travelled by the equilibrium pulse in the laboratory frame [13] . The condition Re{λ * } < 0 is, in fact, the criterion we have derived for the pulse to escape unstable radiation. This then clarifies how Pego and Weinstein's stability theory for pulses in a purely dispersive medium can be connected to ours for an unstable medium. Our theory yields the result that only single-hump gKS pulses are stable and only for δ in excess of 0.137 [13] .
It can be easily shown that, unlike the essential spectrum which is shifted by the weight, the discrete spectrum of L is also a discrete spectrum of L a , with an important exception. The discrete eigenfunctions ψ k of L decay to zero as |x| → ∞ with an exponential rate determined by the roots α of the spatial characteristic polynomial
where λ k is the discrete eigenvalue corresponding to ψ and λ(α) is given by the dispersion relationship (3.3). The "unstable" spatial roots with positive real parts determine the decay rate of x → −∞ and "stable" ones with negative real parts the rate at x → ∞. As shown in our earlier work [14] , there is only one unstable spatial root α 1 to the left of Γ, while the other three have negative real parts. One then requires the discrete eigenfunction ψ k to decay as exp(α 1 x) as x → −∞ and as a linear combination of exp(α i x) (i = 2, 3, 4) as x → +∞. The vanishing of three modes at x → −∞ and one mode at x → +∞ then provides four equations for the fourthorder eigenvalue problem such that λ can be specified. However, one can, in principle, also construct functions which satisfy Lψ # = −λ # ψ # but do not decay to zero as x → −∞ on the left side of Γ. For example, one can require ψ k to grow as exp(α 2 x) as x → −∞ instead of decaying as exp(α 1 x). Three conditions still result at this infinity but they are now a different set of conditions. Since these eigenfunctions do not decay to zero, they are not part of the discrete spectrum and are called resonance poles [24] . We have found only one real and negative resonance pole (λ # < 0) for all one-hump gKS pulses with positive δ [14] , as shown in Figs. 4 and 7 .
These resonance poles also satisfy the weighted operator L a φ # = −λ # φ # , where φ # = ψ # e ax , but their decay properties can now change. Since the essential spectrum Γ a for L a is defined by λ a (α) for α real, when there is a discrete eigenvalue on the essential spectrum Γ a , one of the roots to the spatial characteristic polynomial (3.8) is purely imaginary. Consequently, as Γ a is shifted across the resonance pole λ # , the negative root α 2 crosses the imaginary axis and its real part becomes positive. Hence, as Γ a is shifted across the resonance pole, it becomes a bona fide discrete eigenvalue of L a . Conversely, if Γ a is shifted across the discrete eigenvalue λ 2 , it becomes a resonance pole to L a . The translational zero mode λ 1 , as shown earlier in [14] , remains an eigenvalue as Γ a passes by, due to a hole in the Riemann surface. Other rules on the exchange between eigenvalues and resonance poles can be found in [14] . For every stable one-hump pulse, we are able to shift Γ a such that λ # becomes a discrete eigenvalue of L a and λ 2 , a resonance pole as seen in Fig. 4 .
The presence of these resonance poles introduces a rare exception to the stability criterion Re{λ * } < 0. If there are unstable resonance poles to the left of Γ, even if Γ a can be shifted entirely to the left-half plane, the uncovered resonance poles are unstable and can destabilize the pulse. While we found some rare examples of this instability [14] , the resonance pole of the single-hump pulse is stable for positive δ and, hence, only represents decay dynamics. There are, hence, three possible mechanisms for a pulse to destabilize-unstable saddle points λ * , unstable resonance poles λ # (typically complex conjugates), and unstable discrete eigenvalues λ k .
Due to the exponential growth, ψ # = ∞, while its weighted counterpart φ # contains finite mass φ # = e ax ψ # = 0. As a result, the discrete spectrum of L a is now mass carrying. The shifted essential spectrum Γ a is also mass carrying but due to its far left position in the complex plane, it represents a very fast transient. Hence, the asymptotic decay rate of the weighted disturbance v(x, t) is governed solely by λ # . Since the original disturbance u = e −ax v is only slightly affected by the weight near the origin x = 0, the dynamics of the disturbance u around the pulse is also governed by λ # ; the local drainage rate is conveniently described by the resonance pole at large time. That the local cumulative effect of the original unstable essential spectrum Γ on drainage can be described at large time by a stable discrete mode is remarkable. It requires significant dispersion to convect the radiation backwards and sufficient growth to counter this drainage to produce a finite decay rate. The KdV equation, for example, has no resonance pole.
Actually, the resonance pole concept can be introduced in a more physical manner without the weights of Pego and Weinstein. We can use the discrete and essential spectra L to expand any localized disturbance to the pulse. By localized we mean the disturbance must decay sufficiently rapidly from zero at a rate to be specified later. That the two spectra form a complete basis for localized disturbances is also known from standard spectral theory. We, hence, expand the disturbance u(x, t) as
where A k and A(α) are the coefficients of expansion for the discrete and essential spectral, respectively. While the original expansion with the continuous eigenfunction would be carried out over the real wavenumber α, we can deform the contour of integration in the complex α plane by shifting it above the real line by a distance a. The expansion coefficient A(α) is also dependent on the shift, but we shall not include this dependence in our notation for convenience. This shift in the contour of integration corresponds to the weight of Pego and Weinstein and shifts the essential spectrum λ(α) in (3.3) to that of λ a in (3.5). In the complex λ space, this shift in the contour of integration then corresponds to a shift of Γ to Γ a -shifting the essential spectrum to the left. For δ > 0.137, λ * is in the left-half of the complex λ plane, as we have shown earlier [13] , and an a can always be found that shifts Γ a to the left-half plane as seen in Fig. 4 . Hence, there is no pole in the term exp{λ a (α)t} that prevents the deformation of the contour of integration in (3.9). With a properly localized disturbance, there is also no singularity in the coefficient A(α). Since K(α, x) blows up at −∞ for the resonance pole, the only pole in the integral of (3.9) is the resonance pole. Hence, by the residue theorem, if one shifts Γ a beyond λ # , the expansion (3.9) becomes
where b is such that Γ b is to the left of λ # and is completely in the left-half plane. If Γ b is shifted across λ 2 , such that the latter is transformed into a resonance pole, the eigenfunction ψ 2 can be omitted in the above expansion.
The use of ψ # in (3.10) seems problematic at first glance since it diverges as x → −∞. However, the shifted essential eigenfunctions K(α, x), corresponding to the shifted essential spectrum λ b (α), also diverge as x → −∞ and act collectively as a cut-off for the resonance pole eigenfunction ψ # , such that a bounded u(x, t) still results. While the shifted essential eigenfunctions diverge as x → −∞, they are also stable-the real parts of λ b (α) are negative. As a result, they decay locally near the pulse. Hence, the local large-time dynamics near the pulse are essentially independent of the essential spectrum. The large-time restriction arises from the fact that λ # is closer to the imaginary axis, than λ b (α) in the complex λ space. Hence, unlike Landau damping, the resonance pole here only dominates the local dynamics. Perhaps because of this, the present resonance pole, unlike Landau damping, is separable in x and t. However, due to the localized nature of the pulses, the local dynamics are exactly the ones of interest. In [13] , we have addressed the linearized initial value problem with a direct Laplace transform and have connected the saddle points (3.6) with largetime evolution of a localized disturbance. A similar attempt to connect the resonance pole to poles of the shifted dispersion relationship (3.5) in a direct Laplace transform formulation by one of us [25] has yielded little new information. The low-dimensional description of the present drainage dynamics is, hence, necessarily local in the current theory.
Transformation of (3.9) to (3.10), by distorting the contour of integration, simplifies the expansion drastically. Since Γ b is more stable than λ # , the continuum in (3.10) decays much more rapidly than λ # and can, in fact, be neglected at large time. Likewise, if we omit the very stable λ 2 mode, the large-time dynamics can be approximated by
That the dynamics of a continuum of modes, including unstable ones, can be described at large time by a single stable mode is extremely convenient! Note, however, ψ # (x) blows up as x → −∞ and the decay dynamics is meaningless far from the origin. The local validity of (3.11) will be scrutinized in more detail in the next section, but it is clear that the dominant dynamics of a stable gKS pulse is driven by two modes, a neutrally stable translation mode and a stable resonance pole mode. We also note that the stable continuum in the integral of (3.10) decay as e −bx in the positive x direction and the resonance pole and discrete modes decay in a manner dictated by (3.8). Such decay rates of the eigenfunctions in the shifted expansion then stipulate that the disturbance must decay sufficiently rapidly in the +x direction. We shall avoid a detailed estimate of the precise condition here. Nevertheless, we observe that (3.10) implies that a localized disturbance is expanded by a basis ψ # , which blows up at x = −∞ but decays in time. Actually, as mentioned earlier, the continuum in (3.10) also blows up negatively at −∞ and essentially serves as a cutoff to truncate the growing tail of λ # . We shall demonstrate this and use the essential spectrum and the resonance pole to construct the shelf behind a draining pulse in the next section. Since this requires a continuum of modes, we will not be able to obtain an estimate of its full profile but only its length.
There is also a subtle connection between the pulse spectra of the gKS and the KdV equations. The transformation h = wδ/4, t = τ /δ (3.12) converts the gKS equation (1.1) to a perturbed form of the KdV equation,
The solitary pulses of (3.13) are given by (2.3) in the limit of large δ and after proper transform. The same transform shows that the eigenvalues µ of pulses w * in (3.13) to the operator
are related to λ by
Hence, in the limit of large δ, the discrete eigenvalue λ 2 and the resonance pole λ # correspond to eigenvalues of (3.14) that both collapse to the origin. This is true since, as seen in Fig. 7 , both λ 2 and λ # approach constant asymptotes at large δ. As is well known, the KdV operator L ∞ = δ Lim → ∞L δ has three zero modes [12] , 16) where the first zero is the translational mode, the second generalized zero is a speed mode due to a symmetry of the KdV operator, and the third one is again the improper Galilean mode. These three modes are the singular limits of λ 1 , λ 2 , and λ # and the KdV soliton does not have a resonance pole. Nevertheless, since the last two modes of the KdV operator L ∞ are generalized zero modes, the eigenfunctions ψ 2 and ψ # near the origin must approach ψ 1 to create the degeneracy. Although we cannot offer a rigorous proof, it seems that in the "singular" KdV limit, the resonance pole moves up to the axis, appears in the branch cut, and emerges as a real eigenvalue.
In essence, δ and the shift b or the weight a break the degeneracy of (3.16) and "unfold" the generalized eigenvalues. As a result, for δ large, we expect both ψ 2 and ψ # to be very close to ψ 1 = h x , and that λ 2 and λ # are small eigenvalues. This is clearly evident in Figs. 7 and 8 where ψ # is compared to ψ 1 . Although ψ # blows up exponentially as x → −∞, its shape is very close to ψ 1 for x near zero and x → +∞. This is true even for moderately large δ of order unity.
This proximity to degeneracy allows us to approximate ψ # near the origin by (3.17) where λ # is close to zero as seen in Fig. 7 . Although (3.17) is strictly valid for large δ, we find it to be a good approximation, vix. ψ # is close to ψ 1 = h x , even for small δ in our numerically constructed spectrum. The difference f (x) also carries mass but blows up as ψ # at −∞. For positive x, (3.17) is actually valid even far from the origin as seen in Fig. 8 . It is only at −∞, where ψ # blows up while h x decays, that the difference grows. 4. Drainage and absorption. We shall first describe the drainage dynamics of Figs. 1 and 2 with the weighted projection of Pego and Weinstein and then augment it with the more detailed expansion of (3.10) and (3.11) . While the asymptotic drainage rate is immediately given by the resonance pole λ # , the property of λ # in (3.17) also provides important information about the drainage process. At large time, the behavior of u(x, t) near x = 0, as measured by v(x, t) = e ax u(x, t), can be estimated by expanding v(x, t) in terms of the discrete spectrum of L a , φ 1 , and φ # , and the essential spectrum Γ a . The essential spectrum decays very rapidly and since φ 1 is a simple zero mode, its coefficient remains constant in time. Hence, at large time and near the origin,
where a 0 is the initial value for the residue of the resonance pole mode. Transforming back to the original unweighted disturbance, we get
which is simply (3.11) if one substitutes λ 1 = 0, ψ 1 = h x , and (3.17). Since h x corresponds to a translation as seen in (2.4), the excited resonance pole mode causes Hence, the deviation speed decays aŝ
Although both the weighted projection and the complete expansion yield the same speed decay dynamics, they differ in the description of the amplitude decay of Fig. 2 . The weighted disturbance v(x, t) in (4.1) can be integrated immediately to yield
where f e ax > 0. Although v = ue ax is close to u , it nevertheless represents only a weighted projection of the disturbance u(x, t) and not the true mass u(x, t) . The value v is also dependent on the exponent a of the weighted function. One sees, however, from (4.4) that
and the excess weighted mass v also decays exponentially in time as the speed (4.3). As a result,v
The integral on the right is bounded since f decays more rapidly than e ax in the positive x direction, and although f (x) blows up to infinity in −∞ as seen in (3.17), the weight e ax suppresses this growth in the negative x direction as φ # = e ax ψ # is bounded in both directions. One can approximate the deviation mass (area)ŝ = u by v but the tightness of the approximation is often dependent on the weight a.
It is quite inaccurate, on the other hand, to approximate the measured deviation heightĥ by u(0, t) in (4.2). The mass-carrying resonance pole mode ψ # resembles h x near the origin (the maximum of the equilibrium pulse) as seen in (3.17) . However, the maximum of h x (and, hence, ψ # near the origin) is away from the origin as seen in Fig. 8 . As a result, when the disturbance is large, the maximum of the excited pulse lies not at the origin but shifts some place between the origin and the maximum of h x , as seen in Fig. 8 . For this reason, it is easier to measure the excess mass (area)ŝ instead of the excess amplitudeĥ of the excited pulse, although the two are clearly proportional to each other because the localized nature of ψ # near the origin stipulates a constant width.
To obtain a better estimate of the true area, however, we must return to the full expansion of (3.10) and examine how the shifted essential spectrum cuts off the growing tail of the resonance pole function ψ # to form a shelf. We shall ignore the translation mode ψ 1 here and write (3.10) as
We shall focus on the region behind the pulse (x < 0) and set K(α, x) to its unit asymptotic value. We shall now seek an estimate of the Fourier coefficient A(α) for a given a 0 to investigate how the essential spectrum cuts off the exponential growth of ψ # ∼ e ηx in the negative x direction with η < 0 being the growth exponent of ψ # (x) in −∞. It is defined by (3.3) ,
As is evident in Fig. 8 and explained in (3.17) , ψ # (x) is close to h x (x) near the pulse. Far behind the pulse, ψ # (x) grows exponentially by e ηx and departs form h x (x). We determine the amplitude ǫ of this exponential tail by extrapolating it backwards to the point where ψ # exhibits a minimum. This minimum (neck) of ψ # can be chosen as the origin for x and its tail then behaves as ǫe ηx . This amplitude ǫ is a function of the pulse and, hence, a function of δ and must be estimated numerically. Hence, there is a neck to ψ # , which separates the pulse region where it can be approximated by h x (x) and the exponentially growing tail. This neck is evident in Fig. 8 . The neck is several pulse widths to the left of the origin and the approximation K(α, x) = 1 used in (4.7) can still be safely imposed for the neck region and behind it. In fact, ψ # (x) in this exponentially growing tail can be approximated by
where we have shifted the origin x = 0 to the minimum of ψ # for convenience. The results do not depend on the location of the origin.
Since the disturbance u(x, t) vanishes in the tail region where (4.9) is valid, (4.7) can be written at time t = 0 as
It is then clear that the localized initial disturbance can be decomposed as an exponential tail and a cut-off represented by the integral in (4.10) to ensure u(x → −∞, 0) vanishes. This cut-off actually specifies A(α, x). A simple change of variable β = α − bi converts (4.10) to
for x < 0. It is then clear that A(β) is the Fourier coefficient of the function on the left-hand side of (4.11). A simple Fourier integral then yields
Inserting this into (4.7), one can then resolve the tail evolution and, in particular, the mass spreading in the form of a thinning shelf with an oscillatory edge,
is a positive cut-off function that blows up as e ηx in −∞ to cut off the exponential tail of ψ # . Initially, the localized disturbance representing the drained mass from the pulse is in the form of a discontinuous shock (shelf) as seen in (4.9). However, the step function H(−x) relaxes in time as seen in (4.14) as the shelf decreases in amplitude and its jump relaxes into the decaying oscillations seen in Figs. 1 and 2 . The draining mass spreads over the substrate in the form of a thinning shelf with an edge relaxed by decaying oscillations.
The length l s (t) and the thickness (width) w s (t) of this shelf can also be estimated by returning the origin to the position where the maximum of equilibrium pulse is located and denoting x * as the position of the neck of ψ # (x) in Fig. 8 . We also invoke approximation (3.17) for x > x * . Initially, the shelf length l s (t) is zero and the shelf edge is located at x * or x = 0 in the previous coordinate of (4.9). The total excess mass (area)ŝ at this instant is simplŷ
where f (x) is defined in (3.17) . For larger time, the edge moves behind x * to x * −l s (t). Although the edge now relaxes into decaying oscillations, we shall still approximate it as a jump. From (3.17) and (4.13), it is clear that the excess mass contained in the pulse in front of x * now decays aŝ
By mass conservation, this mass must drain into the shelf between x * and x * − l s (t). Approximating this region by (4.9), the area of the shelf is theñ
Equatingŝ tos, one obtains (4.19) and for t ≫ |λ # | Hence, the length of the shelf increases linearly but with different rates at small and large times.
Similarly, by using (4.16) to determine how much mass has drained into the shelf, one concludes that the thickness w s (t) of the shelf remains relatively constant at a 0 ǫ for t ≪ |λ # | −1 since the mass comes into the shelf at a linear rate while the shelf length also increases linearly. For t ≫ |λ # | −1 , however, the thickness decreases as t
Comparing (4.16) to the weighted excess mass of (4.5), it is clear that we have replaced the weighted norm f e ax with the cut-off norm f = ∞ x * f (x) dx, which is independent of the weighting function e ax . In real and numerical experiments, it is simple to measure the decrease in the area of the pulse captured by (4.16) . One can also estimate the excess amplitude by defining a "virtual height"ĥ h =ŝ/σ, (4.22) where σ is the pulse width. Both the excess area and the excess amplitude clearly decay exponentially in time with the same exponent λ # as the speed in (4.3). Combining (4.3) with (4.16), one obtainsŝ
which verifies the linear correlation between excess speed and excess mass (or amplitude) observed in many experiments [5] , [6] and simulations [3] , [7] of decaying pulses.
We have carried out an extensive numerical study of how the gKS pulse drains fluid as seen in Figs. 1 and 2 . The excess area and speed are all observed to decay exponentially in time with exponent λ # as seen in Fig. 7 . The linear correlation betweenĉ andŝ, predicted by (4.23), also fits the numerical data reasonably well, as seen in Fig. 9 , despite some arbitrariness in the neck position x * .
To show how the essential spectrum cuts off the growing tail of the resonance pole eigenfunction ψ # , we have subtracted the solution h(x, t), in our simulation of the gKS equation in Fig. 1 , from the pulse solution to obtain the disturbance u(x, t). At a particular time, we estimate a 0 and then use (4.9) to estimate the coefficients A(α) of the essential spectrum. In Fig. 10 , we compare the reproduced signal, according to (4.13) , to the simulated disturbance evolution. It is clear that the full drainage evolution is faithfully reproduced. This decaying resonance pole mode in the form of a shelf and the cut-off exercised by the essential spectrum as the shelf shifts to the left are also evident. A lump of mass is simply spread over the substrate behind the pulse. For the small-time drainage depicted, the shelf thickness remains relatively constant while its length l s (t) clearly increases linearly in time as predicted by (4.18) . This finite-volume drainage mechanism, with one side of the draining shelf bounded by the growing resonance pole mode and the other radiation represented by the oscillating edge, is characteristic of draining pulses whose decay dynamics are described by a resonance pole.
The radiation emitted by the drainage shelf in Fig. 10 will grow into pulses if a trailing pulse does not absorb it. Since this absorbing pulse will again emit the disturbance behind it, the radiation can only be suppressed if its amplitude is attenuated after each absorption inspite of the growth on the active substrate. The amplitude gained on the substrate is measured by the spatial growth rate [23] , and it is very sensitive to the phase speed since the latter determines the time a particular Fourier mode spends on the substrate. As such, for a given δ, there is a critical separation l c between two identical pulses beyond which radiation will not be suppressed in amplitude as it passes from the leading pulse to the trailing one. In this connection, we observe that, although the high δ pulses are less absorbing and suppress the radiation less, as seen from the transmission coefficient in Fig. 6 , the high dispersion on the substrate at large δ also implies that the radiation propagates faster and has less time to grow on the substrate. We shall show that the latter effect dominates and l c actually increases with δ such that in the KdV limit l c approaches infinity and the separation can become infinitely large.
To render these arguments more explicit, we first note that the Fourier mode with frequency ω = λ i (α r ), where λ i is the imaginary part of the eigenvalue in (3.3) for a real wavenumber α r emitted from the leading pulse, will grow in amplitude by the amount exp[α i (l − σ)] over the length of substrate l − σ, where α i is the imaginary part of the complex wavenumber, l is the separation between the two pulses, and σ the pulse width. The same mode, though, was attenuated in amplitude by a factor of 1/r(α r ) when it passed through the front pulse. Hence, for the critical condition when the amplitude of the Fourier mode entering the trailing pulse is equal to its amplitude entering the front pulse, Fig. 10a . Simulated evolution of the disturbance u(x, t) of a draining pulse at δ = 1.0 for t = 1.0, 2.0, 3.0, and 4.0. The shelf retains its width and recedes roughly linearly in time. The deviation from perfectly linear spreading is due to the stable shifted essential spectrum, the stable ψ 2 mode, and nonlinear effects. which relate the real and imaginary parts of the complex wavenumber through the transmission coefficient of Fig. 6 . However, the same Fourier mode with frequency λ i and wavenumber α r , when it first leaves the leading pulse, must also not grow temporally,
Since α i is related to α r by (4.25) for a mode that is spatially neutral, its temporal growth rate λ r is a function only of α r and l. In Fig. 11 , we depict the computed temporal growth rate λ r as a function of α r for several functions of l. As is evident, all Fourier modes are spatially neutral and temporally stable for l in excess of approximately l c = 2π/0.40. (The numerical estimate of l c is about 2π/0.43.) For l less than l c , all modes are spatially and temporally stable and any radiation mode will be suppressed by pulse absorption. Since unstable pulses cannot attenuate any growing radiation, we expect l c to approach zero as δ approaches 0.137, the limit of stable pulses. For the purely dispersive KdV limit at infinite δ, we expect l c to approach infinity as mentioned earlier since the substrate is not active.
In an earlier paper [18] , we have considered the Floquet stability of periodic waves with wavenumber α of the gKS equation. In the limit of small α, these periodic waves resemble a periodic lattice of equally separated single-hump pulses. It was found then that if the wavelength exceeds a critical value (α less than critical value α c ), the periodic waves are unstable and the Floquet growth rate resembles the substrate growth rate of (3.3). It is clear that this α c is simply 2π/l c of the above absorption theory, and in Fig. 12 we favorably compare the 2π/l c determined from the transmission coefficient of the essential spectrum Γ to the Floquet result. The critical α c goes to infinity at δ = 0.137 and zero at infinite δ as expected. In Fig. 13 , we show two sets of simulations where a small finite-mass disturbance is placed between the first two pulses of two periodic pulse trains whose separations are below and beyond l c , respectively. It is clear that the radiation is swept clean by one and the other produces additional dynamics as new pulses are generated from the radiation. In Fig. 13b , the former scenario applies. However, since the initial periodic train is not quite the asymptotic periodic state with a locked separation and amplitude, the suppression of the initial radiation packet also triggers an evolution towards the final periodic train with a lower speed as seen in the final six frames of the figure. There is also some residual nonlinear interaction with the radiation that seems to last for a long time but the final periodic pulse train is largely impervious to this interaction. The transients for the second scenario in Figs. 13a and 13c , when the unsuppressed initial wave packet grows into bona fide pulses, also seem to last indefinitely. However, Balmforth, Ierely, and Spiegel [19] have shown that for δ larger than a critical value, it will eventually die out and a regularly spaced pulse train with an average pulse separation less than l c will result. For δ smaller than this critical value, the final pulse train spacing can be anything from constant to chaotic. It is also possible that a sustained chaotic state, with continuous generation and annihilation of new pulses and radiation noise, is reached asymptotically at very small δ as shown by the latest work of Balmforth, Ierely, and Worthing [20] .
It should be emphasized that the suppression mechanism is not restricted to periodic pulse trains. The prior analysis can also be applied to an unevenly spaced train using (4.26) as a map to determine the growth/attenuation of the radiation packet as it passes through each pulse. We shall not study this in detail but simply show in Fig. 14 that a train with two spacings with α 1 > α c and α 2 < α c is still sufficient to suppress the radiation disturbance since there are more pulses with the shorter spacing α > α c .
5. Summary and discussion. We have clarified the drainage mechanism of an excited pulse with a distinctive spreading shelf that is a consequence of the cumulative local effect of the continuum of the entire stable and unstable essential spectrum, as represented by a single discrete stable resonance pole. One can use the drainage dynamics (4.3) and (4.16) to determine the minimum separation l min beyond which an excited pulse after coalescence cannot chase down its front neighbor to induce further coalescence, as we have done for the falling-film pulses in [3] . The final equilibrium pulse train, without further pulse annihilation by coalescence or pulse generation from growing radiation, must have an average spacing that is between l min and l c . Unfortunately, unlike the falling-film pulses, the coalescence analysis of the gKS pulses is more involved and we have yet to derive l min . Nevertheless, another lower bound on the separation was produced by our earlier Floquet theory [18] , which shows that any local patch of periodic waves with wavenumber larger than α s (δ) is unstable due to a sideband instability also observed in falling-film waves [23] . The corresponding separation l s = 2π/α s is shorter than l c and we can use l c and l s to bound the average separation of any equilibrium pulse train, which no longer changes its number of pulses. In Fig. 12 , we have plotted these two bands on equilibrium separation. Any nonchaotic asymptotic pulse train with a fixed number of pulses must have an average separation within this band. This selected equilibrium state will not have generation or destruction of pulses but the pulses need not lock up to form a periodic train. Nevertheless, coherent structure theory based on the translational mode of each pulse has shown that a steady pulse train always results after an exponentially long transient, although the spacing need not be constant [9] , [20] .
The current theory can be extended in two major directions. Earlier simulations of the gKS equation by Balmforth, Ierely, and Worthing [20] and the complex Ginzburg-Landau equation by van Hecke, de Wit, and van Saarloos [26] have shown that, even when radiation is prevented from gorwing into pulses, it can affect the dynamics of the robust pulses in a nontrivial manner beyond small-amplitude stochastic forcing. Nonlinear interaction between the pulse and a radiation wavepacket can create a locked state or an intermittent state and can even destabilize a linearly stable From Fig. 12 , the critical αc = 2π/lc is 0.27 for δ = 1 and 0.2 for δ = 5. Nucleation of new pulses is seen for unsuppressed localized disturbances initially between the first two pulses with α < αc and the number of pulses remains robust for α > αc, although there is some pulse-pulse interaction that breaks the periodic lattice. pulse. The dynamics of such nontrivial nonlinear pulse-radiation interaction can be captured by deriving weakly nonlinear amplitude equations for ξ 0 and a 0 in (4.1) through weighted projection onto the translational mode and the resonance pole. If, however, the dynamics involve long-range interaction between a pulse and a radiation wavepacket, such as the breakup of a spreading shelf, our local theory must then be extended beyond the vicinity of a pulse. The dynamics of the shifted essential spectrum now become important and a quasi-mode representation of this continuum to augment the dynamics of the resonance pole would then introduce an extremely desirable simplification of the long-range dynamics.
