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Abstract 
Decoding operation is the major obstacle associated with using a lat tice in communication appli- 
cations. There are two general methods for lattice decoding: i) The integer programming method 
based on geometry of numbers, and ii) The trellis method. This thesis has contributions to both 
methods, and provides results which make the cornparison between the two methods possible- 
Regarding method (i), Kannan's algorithrn, which is currently known as the fastest methad 
for the decoding of a general lattice, is analyzed. Based on a geometrical interpretation of this al- 
gorithm, it is shown that it is a specid case of a wider category of algorithms? called recursive cube 
search (RCS) algorithms. In this category, we improve Kaman's algorithm, and establish tight 
upper and lower bounds on the decoding complexity of lattices. The lower bounds prove that the 
RCS decoding complexity of any sequence of lattices with possible application in communications 
increases a t  least exponentially with dimension and coding gain. 
Regarding method (ii), we discuss and develop a universal approach to the construction and 
analysis of the trellis diagrams of lattices using their bases. Based on this approach, we derive 
tight upper bounds on the trellis complexity of lattices, and study the problem of finding minimal 
trellis diagrams for Iattices. The upper bounds both improve and generalize the previously known 
sirnilar results. Minimal trellis diagrams for many important 1at tices are also constructed. These 
trellises, which are novel in many cases, can be employed to efficiently decode the lattices via the 
Viterbi algorithrn. Moreover, we establish tight lower bounds on the trellis complexhy of lattices. 
For many of the obtained trellises, these lower bounds provide a proof for minimality. 
Finally, we derive some results in lattice theory with possible application in communications. 
These include an upper bound on covering radius of a lattice in terms of its successive minima. 
and an inequality on the coding gain of densest lattice packings in successive dimensions. 
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Chapter 1 
Introduction and motivation 
IR this thesis, we Livestigate the decoding complexity and the trellis structure of 
latticesl. Lattices have two main applications in communications: i) signaling over 
band-limited charnels, and ii) vector quantization. In both applications. a finite 
subset of points of an n-dimensional (n-D) lattice within a bounded supporting 
region of Rn is employed. This collection of points is c d e d  a lattice code. The 
major complexity associated with a lattice code is the process of decoding, which 
is finding the point of the code that has the smallest (Euclidean) distance to an 
input. Presenting an efficient decoding algorithm for a general lattice is one of the 
purposes of t his t hesis. 
There exis t very efficient algorithms for the decoding of well-known lat tices 
with high degree of structure, like the Leech lattice (see [25, pp. 443-4481, [33]' 
[74]). Most of these algorithms, however, cannot be applied to a general lattice. 
There are only two known general purpose methods to decode a lattice: the trellis 
approach, and the integer programming approach based on geornetry of numbers. 
'The results of this thesis have been partly presented in [4]-[12]. 
This thesis has contributions related to both methods. 
The trellis approach, mninly due to the valuable contributions of Forney (311. 
[36], [33], is currently one of the cornmon methods in communications for the de- 
coding of lattices. This approach, which can be applied to any lattice with a finite 
trellis (including rational lattices), is based on representing the lattice by a trellis 
diagram which reflect s the underlying group structure. The Viterbi algori thm [30] 
is then used to decode the treEs. Many people in the coding community believe 
that this method can appropriately estimate the effort required for decoding lat- 
tices. However, no proof has been given to this effect yet. The results of this thesis 
provide some strong evidence for verifying this conjecture. 
The problem of lattice decoding also lies at the heart of many integer program- 
ming problems [42], [39], [2], [43], [38]. The main approach to the decoding of 
lattices in integer programming is based on using a reduced basis for the lattice. 
The complexity of such decoding algorithms is composed of two parts: i) computing 
the reduced basis of the lattice, and ii) finding the nearest lattice point using this 
reduced basis. In the decoding problems encountered in communications, the lat- 
tice is fixed, so the basis reduction is performed just once and the resulting basis is 
then stored for subsequent uses. Thus the complexity of solving (i) is not of major 
concern. The fastest lattice decoding algonthm for solving (ii) in the context of 
integer programming appears to be that of Kannan [43]. 
In t his work, a geometrical interpret ation of Kannan's algorit hm, which clarifies 
some issues regarding the complexity of the algorithm, is given. Explicit upper 
and lower bounds on the complexity of Kannan's algorithm for a general lattice are 
derived. The bounds are in terms of the coding gain (7) and the dimension (n) 
of the lattice. For lattices with equal successive minima (ESM), a tighter upper 
bound and a stronger lower bound are obtained. Recalling that extremal lattices 
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(including the densest lattices) belong to the category of ESM-lattices, we observe 
that almost all of the lattices used in signal constellations have ESM. It is also 
proved that lattices &, Dn, and E: have ESM. This means that the lattices with 
application in the quantization of u n i f o d y  distributed inputs [25, p. 611 are also 
in the set of ESM-lattices. 
To reduce the cornplexity, we then moclify Kannan's algorithm. By the pre- 
computation of the covering radii of the lattice and its sub-lattices, the modifica- 
tions could be especially effective for the decoding of lattices used in communication 
applications. The modified algonthm employs the Korkui-Zolo tarev (K-Z ) reduced 
basis, and solves the decoding problem for an n-D lattice by reducing it to some 
subproblems of dimensionality n - 1. Explicit upper and lower bounds are derived 
on the complexity of the algorithm. The complexity results are also improved for 
ESM-lattices. Using the derived lower bound, it is shown that even by performing 
some exponential-time pre-comput ations (for computing the reduced basis, and the 
covering radü) , one cannot decode any sequence of lat tices wit h possible applica- 
tion in communications (7 3 1) in polynomial t h e .  This suggests that the integer 
programming approach is not going to be practically attractive for the decoding of 
dense lattices in high dimensions. The lower bound dso indicates that our upper 
bound results cannot be much improved. 
In this thesis, we also investigate the trellis structure and the trellis complex- 
ity of lattices. Trellis diagrams, which were introduced in the coding iiterature by 
Forney [29] in 1967 as a means of describing the Viterbi algorithm for the decoding 
of convolutional codes, appear to continue playing a very important role in cod- 
ing theory [28]. They establish close ties between block codes and convolutional 
codes, between lattices and block codes, and also between the structure of a group 
code and its decoding complexity. Following the work of [29], the application, 
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construction and complexity of trellises for block codes was the subject of some 
significant research 131, [79], (601, [31]. It was however Forney's p a p a  [31] which 
stimulated the current extensive interest in the area. In particular, the andysis of 
trellis complexity and the problem of h d i n g  minimal trelIises for block codes has 
attracted wide attention (for a list of references, see the related papers in [82], and 
the references therein). In the appendix of [XI, Forney showed that group codes. 
including lattices, have well defined trellis diagrams. Bowever, unlike block codes. 
the investigation of trellis diagrams of lattices has not received much attention yet. 
Except for [31], the works in this area are almost entirely limited to another work 
of Forney [33], and [69]-[?Il. 
Among other things in [31], Forney gave an algebraic derivation of trellis di- 
agrams for lattices. He also suggested that the trellis complexity and the coding 
gain of lattices should be studied together. Regarding the complexity of tre&ses, 
Forney's main concern was minimizing the number of states (331. He, however. 
noticed that for decoding purposes, the number of trellis edges is more important 
than the number of states [33]. In [33], focusing on the number of trellis states. 
Forney derived lower bounds on the complexity and constructed trelIis diagrams for 
some important low-dimensional la t tices: like Bames- Wall lat tices D4, Es, Ais A32, 
the Leech lat tice AZ4, and the Coxeter-Todd lat tice Klî. These constructions either 
met or nearly met the lower bounds. 
The problem of investigating the trellis complexity of lattices as a function of 
coding gain was then attacked by Tarokh and Blake [69], 1701. By introducing three 
complexity functions which represent state, edge and label group complexities of a 
trellis, they studied the least amount of decoding effort required to achieve a given 
coding gain. Their results, which are mainly lower bounds, show that for sufficicntly 
large coding gains 7, the average state and edge complexities of any trellis diagram 
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of lat tices grow at least exponentially with 7. Although th& results have shed Light 
on many aspects of the trellis complexity of lattices, there are still some questions 
unanswered. A major deficiency seems to be the lack of proper upper bounds on the 
trellis complexity of lattices. Such results enables one to compare the trellis method 
with the integer programming approach for decoding lat tices. Very recently, Tarokh 
and Vardy in a paper (711, which was received by the author at the final stages of 
this work, show (by some counter-examples) that the treUis complexity of a general 
rational lat tice cannot be upper bounded by either a function of dimension n or a 
function of 7. They also derive upper bounds on the trellis complexity of integral 
lot tices in terms of n and the determinant of the lat tice. In this thesis, these bounds 
are both irnproved and generalized. 
For linear block codes, it is well known that although the codes obtained by 
pemuting the coordinates are equivalent, their trellises are not equivdent in gen- 
eral [60]. One is therefore interested in hding a proper permutation of code digits 
to minimize the trellis complexity. For lattices, it appears that the problem of find- 
ing a proper coordinate system to minimize the trellis complexity (in some sense). 
or more generally speaking, any trellis cornplexity kind of problem is much more 
difficult . Nevertheless, the increasing interes t in lat tice codes for signaLing over 
band-limited charnels 1351, [18], [16], [17], and for vector quantization [27]. [81]' 
[21], and aiso the capability of lattice codes to achieve the capacity [26], [57], (721, 
[34], make the study of such problems of some importance. 
As a (trellis) coordinate system for an n-D lattice, one should deal with n mutu- 
ally orthogonal directions in Rn. A search for a proper coordinate system is there- 
fore much more complicated than just looking for a proper permutation. Another 
s igdcant  difference between trellis diagrams of block codes and those of lattices is 
that, for block codes, in any permuted coordinate system the number of (distinct) 
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paths in the trellis (N) is fixed and is equal to the number of codewords. For trellis 
diagrams of lattices, however, N can highly vary with difFerent coordinate systems. 
This motivates us to consider N as a measure of trellis complexity for lattices. In 
the present work, focusing on N as the main measure of trellis complexity, we relate 
the other complexity measures, incIuding the amount of computation required for 
the Viterbi a lgori th,  to N. We then discuss how searching for a proper trellis 
of a lattice (with a s m d  value of N) can be reduced to the problem of finding a 
proper basis of the lattice. Given a basis of a rational lattice, the constniction and 
analysis of the correspondhg trellis is explained in detail. This provides us with a 
strong tool to search for proper bases which result in less complex trellises. 
As a complement to the duality res J t s  of (331 on state complexity, we obtain 
some results which relate the sizes of the label groups, edge complexities and values 
of N for dual lattices. These duality results are used in both deriving upper bounds 
on trellis complexity, and finding trellis diagrams with small values of N. We c d  
a trellis of A mznznzal if it rninimizes N. For many important lattices like Barnes- 
Wall lattices BW,, root lattices and their duds D,, D,, En, En, (A,, Ag, n 5 9)' 
and the Leech lattice h24, we obtain basis matrices whicb result in minimal trellis 
diagrams. For some other lattices like &,Al ,  n > 9, and the Coxeter-Todd lattice 
Ktz ,  trellises with small values of N (probably not minimal) are obtained. The 
constnicted trellises, which are novel in many cases, can be employed to efficiently 
decode the lattices via the Viterbi algorithm. 
We also derive a range of upper bounds on different trellis complexity measures 
and for different categories of lattices. All the upper bounds are of a constructive 
nature. For integral lattices, the bounds which are in terms of n, and the successive 
minima or the determinant of the lattice, are substantially tighter than the similar 
results of [?Il. We are also able to extend our results to the more general category 
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of rational lattices. In specific, it is shown that for any n-D rational lattice A. 
the complexity of the trellis constructed based on any basis of A can be upper 
bounded by a function of n and the determinant of A. It  is worth noting that 
based on these results, we can find upper bounds on the trellis complexity of all 
the counter-examples given in [71]. 
The contents of this thesis are organized as follows: In Chapter 2, we f i s t  give 
an introduction to lattices and their trelIis construction. The Viterbi algorithm for 
the decoding of trellis diagrams of lattices is described next. We then discuss the 
different trellis complexity measures and their relationships. Chapter 3 contains our 
contributions to the lat tice decoding problem based on the integer prograrnming 
approach. In Chapters 4 and 5, we develop our results on the trellis structure of 
lattices. In Chapter 6, we obtain some more results in lattice theory with possible 
applications in coding. These indude an upper bound on the covering radius of a 
lattice in terms of its successive minima, and an inequality on the coding gain of 
densest lattice packings in successive dimensions. Findy, Chapter 7 is devoted to 
concluding remarks and suggestions for future research. 
Chapter 2 
In this chapter some definitions and facts about lattices are given. We then discuss 
the trellis construction of lat tices, and explain the application of Viterbi algorit hm 
to the trellis decoding of lat tices. Finally the last section of this chapter is devoted 
to discussions on different trellis complexity measures. 
2.1 Background on lattices 
Definition 2.1 A group G is a set that is  closed under a n  associative bznary op- 
eration *, and that has an  identity element e e G and an inverse g-' for every 
g C  G. 
A group G is called Abelian if the operation * is commutative, Le., if g * h = 
h * g, Vg, h E G. The order IGI of a group G is the number of its elements. 
Example 2.1 The set of integers modulo n, i e . ,  Zn = {O, 1 ,2 , .  . . , n - 11, is an 
A belzan group under addition modulo n. 
8 
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A subgroup Gl of G is a subset of G that is a group under the binary operation of 
G. A coset of a subgroup Gi in G is a subset g * Gl = ( g  *gl : 91 E Gl) of G, where 
g E G. Two cosets of Gi are either equd or disjoint. Every element of G belongs 
to one of these cosets. Hence, the set G/ Gl of the cosets of G1 in G is a partition of 
G. AU the cosets of Gl have the same size of 1 Gi 1. Thus the number of elements of 
G/ G1, called the index of Gl in G, is equd to 1 G(/ 1 Gi 1. It can be seen that G/ Gl 
forms a group under the operation 0 defined by (g * Gi) (g' * 4) = (g * g') * Gt .
This group is called the quotient group (of G modulo Gi). 
Definition 2.2 Let G and G be groups under the operations * and O ,  respec- 
tively. A group homomorphism !P : G + Gf is a rnapping such that Q ( g  * h)  = 
@ ( g )  O @(h) ,  Vg, h E G. G and G' are called isomorphic if there exists a group 
homornorphism P : G + Gr that is Loth one-to-one and onto. 
Let Etm be the m-dimensional (m-D) real vector space with the standard inner 
product (., .), and Euclidean length llxll = (x, x) i. The linear subspace generated 
by some subset of W" is denoted by span(-) ,  and its orthogonal complement by 
span(- -)'. A set of vectors V is cded  discrete if there exists a positive number p 
such that any two vectors of V have distance 2 p. 
Definition 2.3 A discrete, additive subgroup A of Rm is called a lattice. 
Definition 2.4 Every lattice A is generated as a n  Abelzan group by the integer 
linear combinations of some set of linearly independent vectors bi, . . . , b, E A, 
where the integer n(5 in) is called the dimension of the lattice A. The set of uectors 
bl, . . . , b, is called a basis of A, and the n x m matriz B = (bl,  . . . , b,) which has 
the b u s i s  vectors as its rows is called the basis matriz (or generator matriz) of A. 
The lattice A is also denoted by L(bi, .. . , b,) or L(B).  We use the brief no- 
tation span(A) to denote the real Spa. of the set of basis vectors, i.e., span(A) = 
span(bi, .. . , b,). 
Definition 2.5 A lattice A is called orthogonal (rectangular) if i t  h m  a bask B 
with matually orthogonal vectors. 
Definition 2.6 A n  n-D lattice A c Rm is called full-dimensional if n = m. 
Definition 2.7 A fundamental region of a lattice A is defined as a building block 
which, when tramlated 6y Zattice vectors, partitions span(A) luith just one luttice 
point in each copy. 
The Voronoi ce11 of a point v E A is an example of a fundamental region for 
A. It consists of those points of span(A) which are at least as close to v as to any 
other lattice point. 
It is known that a basis of a lattice is not unique. If bl, . . . , b, E Rm is a basis 
of the lattice A, then b;, . . . , bk is also a basis of A if and only if (8) there exists 
a unimodular matrix U (integer matrix with determinant f 1) such that U B  = BI. 
Definition 2.8 The determinant (or volume) of a lettice A, de t (A) ,  is defined by 
choosing a n y  b a i s  B = (bl, .. . , b,) of A and setting det(A) = [ d e t ( B B T ) ] 1 / 2 .  
where denotes t h e  transpose of B. 
For a fd-dimensional lattice? det(A) = Idet(B)(. Geometrically, det(A) is the 
common volume of the (n-D) fundamental regions of A, justifying the name "vol- 
ume" for the determinad. 
A sublattice Ai of a lattice A is a subgroup of A. The quotient group A/A1 is 
finite if and only if the dimension of Al is equal to the dimension of A. In t his case. 
lA/A1l = det(Ai)/det(A). 
Definition 2.9 On the space of n-D lattices, the (B, e)-neighborhood of a lattice A 
&th the b u s i s  matriz B = [bij] comists of al1 lattices having a basis B' = [bij], such 
that 
A I I  B - B' II= m ~ ( 1 b ; j  - bbl)  < E , 
8 J 
where e is an arbitrary positive number. 
Definition 2.10 The i-th successive minimum &(A) o j  a lattice A is the smallest 
real nvmber such that there are i linearly independent uectors in A of length at rnost 
Xi (A). 
Clearly, we have 
We cal1 a lattice ESM if its successive minima are equal. Obviously, lattices which 
are generated by their minimum-length vectors have the ESM property, although 
to the best of our knowledge the converse to this statement has not been proved. 
The notation X(A) &(A) is used to denote the length of a shortest nonzero vector 
in A. This is also equal to the minimum distance between lattice points. 
Definition 2.11 Consider an n-D lattice A. Assume that an n-D sphere of radius 
X(L)/2 is centered at each lattice point. This arrangement of spheres is called a 
lattice sphere pachng or b r i e f i  packing corresponding to the lattice A. 
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In a lat tice-based signal constellation, the constellation points belong to a lat tice 
A. As a m d e  rneasure of performance of the corresponding lattice code, coding 
gain is defined as 
The quantity 7(A) is the saving in the average energy due to using the lattice A for 
the transmission instead of using a rectangular grid of points with integer compo- 
nents (Zn lattice). In fact, 7(A) is a density measure for the packing corresponding 
to the lattice A, [%, p. 731. 
As an upper bound on the coding gain 7, Hennite's cowtant  7, is defined as 
the supremum value of 7 over all n-D lattices. It is known that 7, is attainable [37. 
p. 2671. The corresponding lattice, which results in the densest lattice sphere pack- 
ing in dimension n, is called the densest n-D lattice. The value of 7, is explicitly 
known only for n < 8. Minkowski's convex body theorem [37, p. 51) Mpfies that 
< 4n-'r(n/2 + I )~/" ,  wliich yields 7, 5 2n/3 for all n 2 2. For the sake of 7n - 
simplicity, we will usually use the inequality 7, 5 n, which holds for all values of 
n. It is also known that for large values of n, [25, p. 201, 
We fiequently use a famous result, due to Minkowski, which irnplies that for an 
n-D lattice A, [37, p. 1951' 
A, (A) . . . A,(A) 5 det(~)-y;'~ . 
The distance between a vector v and a lattice A is defined as the minimum 
distance between v and the points of A. 
Definition 2.12 The covering radius p(A) of a lattice A is the smallest nimber 
sach that all vectors v E span(A)  are at distance at most p(A)  from the httzce. 
For every n-D lattice A, each Voronoi cell V(p) of a lattice point p is an n-D 
polytope which has at  least two vertices at  distance p(A) £kom p. These are called 
the deep holes of A corresponding to p. 
To any ordered basis of A, Say bl, . . . ;b, E Wm, one can associate a set of Gram- 
Schmidt (G-S) vectors bl , .  . . , bn € Rm, which are computed using the following 
recursion: 
where the G-S coefficients, namely pu's, are equal to: 
(2.6) 
on the above relationships, the We have pi,; = 1, V i l  and p;,j = O for i < j .  Based 
G-S decomposition can be shown in matrix notation as 
where B has B I , .  . . , b, as its rows and [pi,j] is the lower triangular rnatrix of the 
G-S coefficients. The vector bi is the projection of bi on span(bl,. .. , bi-i)L. The 
vectors bl,  . . . : b, are mutually orthogonal and do not necessarily belong to A. In 
many parts of the thesis, it will be very helpfd to think of the basis vectors as being 
presented in the orthogonal CO-ordinate system of the G-S vectors. It can also be 
seen t hat 
Using (2.5) and (2.6), we see that if bl, . . . , b, have rational cc+ordinates, so do 
the 6;'s and they can be computed in polynomial time (with respect to the input 
size) f?om bi . . . . , b,. In this case, the E S  coefficients pi,j are rational too. 
The following lower bound &sts on the length of a shortest nonzero vector of 
a lattice A in terms of the lengths of its G-S vectors [58, p. 181, 
Let bl, . . . , bn be a fixed ordered basis of a lattice A. Given v E span(A) and 
i E (1, . . . , n), we use the notatiol v(i), respectively (bl, . . . , b, ), to denote 
the orthogonal projection of v, respectively A, on the spnn(b1, . . . , bi-1) L. In 
particular, ~ ( 1 )  = v and Ap)(bl,. . . , bn) = A. We also use A(i) as the short 
LI 
notation for A(;) (bl,  . . . , b,). Clearly, span(bl, . . . , bi) = span(b1, . . . , bi), for 1 5 
i 5 n, and bi(i), . . . , b,(i) is a basis of the lattice A[;)(bl,. . . , b,). 
Definition 2.13 Two lattices Al and Aa are called equzvalent, and demonstrated 
by Al A2, if they are the same up to rotation, reflection and scaling. We also 
refer to Al and Az as diflerent versions of the same lattice. 
Two basis matrices B1 and B2 define equivalent Lattices iff they are related by 
where c is a nonzero constant, U is a unimodular matrix, and O is an orthogonal 
matrix (OOT = I ,  where I is the identity matrix). 
Definition 2.14 A parameter of a lattice A is called a geometncal invariant of A 
i f  zt remains the same for different versions of A. 
Example 2.2 Neither the minimum distance nor the de teminan t  is a geometrical 
invariant of a lattice. The coding gain, given in (2.2), however is a geometrical 
invariant of a lattice. 
Definition 2.15 A lattice A Ls called rational (respectively integral) if the inner 
product of any  two uectors of A k a ~ational nunaber (respectzve~y a n  kteger) .  
A lattice A with a basis bl, . . . , b, is rational, respectively integral, ifT (bi, bj) E 
Q, respectively Z , for every i, j E (1, . . . , n), where Q is the set of rational numbers. 
Integral lattices are a subset of rational lattices. It can be seen that every 
rational lattice can be transformed to an integral lattice by a proper scaling. Let a 
rational lattice A have a basis bi, . . . , b,, and let C be the least comrnon multiple 
(km) of the denominators of the rational numbers (bi, bj) , i, j E (1: . . . , n}. A ~ S O  
let v denote the greatest common divisor (gcd) of the integers C(bi, bj) , i? j E 
1 , .  . . } Then. the lattice A with the basis JC/; bi, . . . , Jfi b, is 
integral (by definition, both the lcm and gcd, and thus both C and v are positive). 
In fact, d G  is the smdest scaling factor with this property (see Lemma 4.3). 
A subset of integral lattices is the set of integer lattices. An n-D lattice is called 
integer if it is a sublattice of Zn. Many important lattices have integer or integral 
versions [25]. 
Example 2.3 The 2-D hexagonal lattice A2 iS partly shown in Figure 2.1. The 
following mat& is a basis for a version of A2. 
It can be seen that in th& version, p = 1/d,  A = 1, and de t (A2)  = 1 d e t ( B )  1 = 
&/2. Using (2.2), ue thus have ?(A2) = 2/& In fact, A2 is the densest 2-0 
lattice. Rom Fipre  2.1, it can be seen that each point of A2 LS surrounded by  6 
points at distance A. The lattice therefore h m  ESM. The Voronoi cells are regdar 
hezagons, and each of them has 6 deep holes. It is a k o  eusy to see that this uerszon 
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of Az is rational, but not integral. Ho-wever, another version of A2, m'th the bask 
matrix B' =  fi^, is integral. 
Figure 2.1: The hexagonal lattice Aa, and one of its Voronoi cells. 
Definition 2.16 If A is a n  n-D lattice, then the set of al1 vectors in span(A) whose 
inner product with al1 elernents of A is an integer is a n  n-D lattice A', called the 
dual lattice of A. 
A lattice whose dual is itself is called self-dual. Let B be a basis for a lattice 
A, then there exists a matrix B' such that B ( B ' ) ~  = I .  It can be seen that B' is a 
basis for A' [19, pp. 23,241. Thus for a full-dimensional lat tice A, (B-')* forms a 
basis of A'. For dual lat tices, we also have 
Definition 2.17 Let lattices Al and & have basis matrices Bi and Bz, respectiuely. 
The direct sum lattice Al @ A2 is defined by the folloving bas& matrix: 
We also use the notation Am for the rn-fold direct sum of A. 
It is easy to see that det(Ai $ Az) = det(Al)det(A2). 
Throughout the t hesis, we frequently address the properties of some important 
known lat tices such as An, An (n 2 1) D,, Dn (n 2 3), En, En (n = 6.7,s). 
B W, (n = 2", m = 2,3, . . .), KI2,  and A24. For a comprehensive treatment, the 
reader is referred to the encyclopedic book of Conway and Sloane [25].  
2.2 Trellis diagrams of lattices 
In the following, to explain the algebraic derivation of trellis diagrams for lattices. 
we use an exposition similar to [33]. 
Let {O) = c Vi c O - -  c Vn = Rn be a sequence of vector spaces with 
dim(K)= i, and let Wi be the orthogonal complement of K-1 in for 1 < i 5 n. 
Clearly, dim(Wi)= 1. Also, suppose that A c V, is an n-D lattice. We use the 
A 
notations Pi = PK and Pwi for the projection operators onto the vector spaces 
A A 
and Wi, respectively. Let Ai = A n K, and Awi = A f~ Wi. It can be seen that A; 
and Awi have a lattice structure. 
To construct the trellis diagram T of the lattice A, we define the date  space 
Ci(A) of A at level i, O < i 5 n, as the quotient group Pi(A)/Ait and the label group 
G; (A) of A at trellis section i, 1 5 i 5 n, as the quotient group Pwi (A) /Awi.  The 
trellis T is then defined as a directed graph whose nodes at each level i, O 5 i 5 n. 
are the elements of Ci(A) .  Edges between levels i - 1 and i (in the trellis section 
i) are labeled by the elements of Gi(A). The set of all paths through the trellis 
corresponds to A, i.e., for each lattice point x E A, there is a path through T which 
starts fiom the initial state Co(A) and ends at the final state &(A). The path 
passes through the state sequence ~ ( x )  = (uo(x) ,  - , o,(x)), and the label sequence 
g(x) = ( g i ( x ) , - - * , g n ( x ) ) ,  where ai(x)  = Ai + Pi(x),  and g<(x)  = Awi + Pw(x)- 
Clearly, ao(x) = &(A), and a&c) = C,(A). 
In the above construction, we call the ordered system of subspaces {Wi):='=,. 
corresponding to the chah of &, . . . , V,, the trellis coordinate system of A for T. 
When no confusion can arise, we omit the word "trellisn in this context. We also 
use the expression standard coordinate system for the coordinate system of the m- 
D vector space, in which all the vectors are represented. The unit vectors of this 
coordinate system are denoted by (ui)zl. Note that hereafter, we assume all the 
trellises to be constmcted based on the above construction. 
In a trellis of the lattice A, the set of all possible state sequences c ( A )  is c d e d  
the state code, and the set of all possible label sequences g(A)  is cded  the label 
code. It can be seen that @(A) and g(A)  are isomorphic (361, and their cardinality. 
denoted by N ( A ) ,  is equal to the number of distinct paths in the trellis. Two paths 
are called distinct if they m e r  in at  lest  one state. 
We illustrate the construction of a trellis diagram by using the following example 
£rom [33]. 
Example 2.4 Consider the hezagonal lattice A2 of Example 2.3 shown in Fig- 
ure 2.1. In the trellis coordinate system of Wi = (1 ,  O), W2 = (0, l), A2 has 
the trellis of Figure 2.2. The label groups are GI = Ci = (1/2)2/2, and G2 = 
(&/~)z/(&)z. They are both isomorphic to  Zz. In fact, the state and label codes 
are also isomorphic to  Z2. Note that the two paths in the trellis correspond to  the 
cosets of the orthogonal sublattice Z @ &Z in A2. These cosets are distinguished 
by black and white dots in Figure 2.1. 
Figure 2.2: A trellis diagram of Aa. 
We Say A has a finite trellis if there exists a treUis diagram for A with a finite 
number of states (or edges). Clearly, the trellis approach can only be used for the 
decoding of lattices with finite trellis diagrams. This category of lattices, denoted 
by L, however, covers a wide range including the rational lattices. For an example 
of a lattice not in C, see [69]. We also use the notation 6 to denote the set of n-D 
lattices with finite trellis diagrams. 
In the above trellis construction, the state group Ci(A)  is finite ifF dim(Ai) = i, 
and Pi(A) has a lat tice structure, and the label group Gi(A)  is finite iff dM(Awi ) = 
1, and Pw (A) has a lattice structure. For a case where these conditions are not 
satisfied, see Example 2.5, '. 
It is not difficult to see that a lattice A belongs to f ,  iffit has an n-D orthogonal 
sublattice A'. In fact, in a given trellis coordinate system {Wi)y=l=, , A has a finite 
trellis iE dim(Awi) = 1, Vi .  In this case, the corresponding sublattice A' is equal 
to the direct sum Aw $ $ h W .  The trellis diagram can then be considered as 
an efficient way of representing A as the union of cosets of A' in A. Each coset is 
represented by a path through the trellis. The number of cosets, which is the same 
as the index of A' in A ([A/Afl ) .  is therefore equd to N ( A ) .  We consequently have 
det ( A f )  
= det(A) - 
Example 2.5 Consider the lattice A with the following basis matriz: 
It is easy to  see that the vectors vl = ( 2  + 4 , l )  and vz = ( 2  - f i, -1) are 
orthogonal and belong to  A. This zmplies that A E L2. The vectors vl  and v~ 
are ako the shortest vectors of A in the comesponding directions. Thus in the 
trellis coordinate system of (vl, v2), the corresponding orthogonal sublattice A' has 
a de t eminan t  of det(A1) = IIviIIIIv211 = 4,  and f i om (2.12), N ( A )  = 4.  
On the other hand, the G-S veetors of B are b, = (1,O) and bt = ( 0 ,  l), and 
in the (tre1li.s) coordinate systern o f ( b l ,  b,), we have AW = A n  span(b2) = ( 0 ) .  
'It has been mentioned by sorne authors, e.g., in [33] and 1711, that since an orthogond pro- 
jection is a linear transformation, so Pi(A) and fivi(A) are lattices. Using this assumption, it has 
been concluded in [71] that any trellis of a lattice h E C constructed based on a basis of A ( this 
construction is illustrated in detaii in Section 4.1) is finite. However, as Example 2.5 shows, this 
is not true in general. The fact that a projection operator is a linear transformation only resuits 
in the group property of P;(A) and &(A), not necessarily in having a discrete structure which 
is the other requirement for being a lattice. 
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This implies that the size of the label group Gz(A) is infinite. It can also be seen 
that Pw ( A )  = {(z1 + &z2) b1 : ri, t2 E Z). Clsing contradiction, this irnplies that 
Pwl (A)  does not have a lattice structme, and therefore the sizes of Cl(A) and Gl(A) 
are infinite too. 
We use the following definition from [48], [76]. 
Definition 2.18 A trellis is called proper (biproper) if the edges incident from any 
trellis d a t e  (and the set of edges incident to any trellis state) are labeled distznctly. 
Let T be the trellis of a iattice A E L in a given trellis coordinate system. In 
this coordinate system, it is known that T is the unique trellis of A (up to graph 
isomorphism) with the minimum number of states in each level [36]. Because of 
its group property, it can be seen that the label code of A is rectangular [48]. This 
dong with the fact that T has the minimum number of states in each level Mplies 
that T is biproper [48]. It is then concluded that T rninimizes a wide Mnety of 
trellis complexity measures, like the total number of states, the total number of 
edges, and the number of edges in each trellis section [76]. In fact, counting just 
the number of additions and cornparisons for the Viterbi algonthm2, it also implies 
that the trellis T minimizes the Viterbi decodiag complexity of the lattice in the 
given trellis coordinate system [76]. 
It is however, known that the trellis diagram of a lattice A E L is not unique. 
i.e., choosing different trellis coordinate systems results in different trellis diagrams. 
One is therefore interested in finding a less complex 
efficient decoding algori thm) . One way of rneasuring 
trellis (resulting in a more 
the trellis complexity is to 
'The Viterbi dgorithm will be explained in detail in Section 
consider all the quantities: nnmber of states, number of edges, and the sizes of 
the label groups [69], [70]. In this work, however, we focus more on N ( A )  as the 
measure of complexity. Although this fundament al geometric measure relates mos t 
closely to the complexity of the coset decoding of a lattice (note that the decoding 
of each coset of A' can be performed in polynomial time), it appears that in many 
cases, minimizing N results in trellises which are simpler (and have a lower Viterbi 
decoding complexity) than previously known trellis diagrams. 
W e  would like to emphasize a major clifference between the trellis diagrams of 
lat tices and those of block codes. The number of distinct paths in one-to-one trellis 
diagrams [76] (including biproper trellises) of a block code is always fixed and is 
equal to the number of codewords. This remains true even if one tries to minimize 
the trellis cornplexity of a code via pennuting the time axis. As we will see later. 
unlike block codes, for the trellis diagrams of lattices, N depends largely on the 
selection of the trellis coordinate system. It is therefore natural to search for a 
coordinate system which minimizes N in the corresponding trellis. Such a trellis is 
called minimal. 
It is important to note that permuting the coordinates in a given trellis c e  
ordinate system does not change the value of N in the corresponding trellis. It 
however can affect the other trellis complexity measures as can be seen later in 
Example 5.6. One can therefore h d  a low-complexity trellis by firs t minimizing N ,  
and then minimizing another complexity measure by permuting the coordinates in 
the obtained coordinate system. 
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2.3 The Viterbi algorithm 
In 1967, the Viterbi algorithm (VA) was originally proposed by Viterbi as a proof 
technique in the development of exponential error bounds for convolutional codes [78]. 
Forney subsequently recognized the VA as a maximum-likelihood decoding algo- 
rithm for these codes [29]. Later, Omura [63] showed that the VA could be viewed 
as an instance of the general class of techniques known as "dynamic programming' 
applied to a trellis. A comprehensive treatment of the VA and its applications can 
be fonnd in [30], or textbooks iike [56]. Here, we only discuss the application of the 
VA for the trellis decoding of lattices. 
Suppose that a trellis diagram T for an n-D lattice A c Rn, and an input 
x E Rn are given. In the corresponding trellis coordinate system (W;):='=,, let vi be 
a shortest vector of Awi, Le., Awi = Zvi- MSO, let x = Ci=, XiVi, where 
In each trellis section i, l 5 .i 5 n, we need to compute a metric for each element of 
the label group G;. Each edge is then labeled by the metnc of the corresponding 
label group element. Let (Z + aj)vi7 1 5 j 5 IGi17 be the elements of Gi, and c ~ v i  
denote the closest vector of the j-th element of G; to xivi. The metric 4, 1 5 i 5 
n, 1 5 j < IGil, is defined as J J  (c, - xi)vil12, i.e., the squared minimum distance 
between the elements of (Z + aj)v; (the j-th element of G;) and xivi- It is easy to 
see t hat 
% = aj + [x i  - ajJ 7 (2.14) 
where [t j denotes the closest integer to t. We therefore have 
It is easy to see that the following algorithm decodes x to  the nearest point of 
A. 
The Viterbi algorithm 
step 1: Set d(&) = 0, and SUT(&) = O, where O is the origin of Rn, SUT is an 
abbreviation for the surzrivor path, and d denotes the metric for the survivor path. 
Also set i = 1. 
step 2: For each state S at level i, denote the set of states a t  level i - 1 which 
are connected to S through an edge by P(S). For each element S' E P[S) :  add 
the metric for the edge connecking S' to S to d(Sf),  and select the minimum value 
among the results as d(S).  If the minimum value corresponds to E P(S), and if 
the edge between 3 and S is labeled by the j-th element of Gi, then set sur(S) = 
SUT[$) + G j v i .  
step 3: Increase i by one. Ifi < n, go to step 2. Otherwise, output sur(Ç,) as the 
closest lattice point to x. Clearly, d(&) contains the squared distance between x 
and sur(Ç,). 
In an efficient implementation of the VA, one does not need to  compute the 
survivor path for every state of the trellis. He ody  needs to keep track of the 
survivor paths for the states, and f i n d y  construct the output vector by back- 
tracking the survivor path for C,. 
2.4 Trellis complexity measures 
Let A E Ln have a finite trellis T with IZ;(A)l = si, for O 5 i 5 n, and IGi(A)l = gil 
for 1 5 i 5 n. Also suppose that T has edges in the trellis section it 1 5 i 5 n. 
Define S ( A )  = (CLo si - l)/n. &(A) = (x:=, %)ln, and G(A) = (xy='=, 
These parameters (introduced in [69]), which represent the trellis complexity per 
dimension, are related to N ( A )  by the following lemma. 
Lemma 2.1 Given afmizte trellis for a lotCice A E Ln, and letting the  corresponding 
parameters N(A) ,  S ( A ) ,  &(A), and 4(A) be d e j n e d  us aboue, we have 
Proof: From the construction of the trellis, and the fact that there exists at 
least one path passing through each state, we have so = s, = 1, and si 5 N ( A ) .  for 
1 5 i 5 n - 1. Adding up these relations, subtracting one, and dividing by n. we 
obtain S(A) 5 [(n - 1) N ( A )  + l]/n. This combined with the inequality 1 5 N(A) 
results in the upper bound of (2.16). It is easy to see that N ( A )  < sl - - s,. The 
inequality is satisfied with equality itf there is an edge between any two states in any 
two successive levels of the trellis. Combining this inequality with the arithmetic- 
geometric mean inequality of 
gives the lower bound of (2.16). 
It can be seen that 5 N ( A ) ,  1 5 i 5 n. Adding up these inequalities, and 
dividing the result by n resdts in the right hand side of (2.17). For the left hand 
side, let ri, 1 5 i 5 n, denote the number of edges incident from each state at level 
i - 1 (it is known from the group properties that this number is the same for every 
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state at level i - 1 [36]). We then have N ( A )  = ri r,, and ri = e i / ~ i - l ,  1 5 i 5 n. 
Combining these together and applying the inequality N ( A )  < so sn-1 we obt ain 
N2 5 el - G. This dong with the arithmetic-geometric mean inequahty completes 
the proof. 
Regarding (2.18), adding up the relations g. 5 ei 5 N ( A ) ,  1 < i _< n. and 
dividing the result by n, results in the upper bound. To get the lower bound. we 
first combine N ( A )  = T I  - - -rn with the inequalities Ti  5 gi, 1 < i 5 n, which come 
from the fact that the trellis is proper. Then the proof follows by applying the 
arithmetic-geometric mean inequality to the result. CJ 
Note that the bounds given in Lemma 2.1 are tight. In fact, all the bounds are 
satisfied with equality for the trivial trellis of integer lattice Zn consisting of n + 1 
states and n edges such that there is an edge between any two adjacent states. 
In the following, we derive lower and upper bounds on the nurnber of computa- 
tions required for the Viterbi algorithm in tems of N ( A ) .  
Lemma 2.2 Let a lattice A E Ln have a finite trellis T with the number of distinct 
paths equal to  N ( A ) .  T h e n  the number of computations C required for the Viterbi 
algorithm to decode A wing T ( a k o  referred to as the V i t e r l i  decoding complen ty )  
ProoE It can be seen that C > nE(A) [69]. Combining this with the lower 
bound of (2.17) results in the left hand side of (2.19). 
To derive the upper bounds, we use the same notations as those employed in 
Section 2.3. As the h s t  step for the decoding, we need to compute the coefficients 
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xi in (2.13). Assuming that the inner products (vi, v;), 1 5 i 5 n, have been pre- 
computed, this step requires at most 2n2 arithmetic operations ( n  multiplications. 
n - 1 additions, and one division for each xi). Also, for metric computations in 
each trellis section i, 1 5 i 5 n, using (2.15), the VA has to perform at most gi 
roundings, 2gi subtractions, g; squarings, and gi multiplications. For the transition 
fiom level i to level i + 1, O < i 5 n - 1, in addition to metric computations. the VA 
needs to perfom at most G+I additions, and ( G + ~  -sr+l) two-way comparisons. For 
the constructim of the output vector through the survivor path, based on (2.14). 
and assuming that the values [x; - ai] for the survïvor paths have already been 
computed and stored (during the computation of metrics), one needs to do at most 
n2 multiplications and n2 additions. Putting aIl these together results in the first 
upper bound of (2.19). Applying (2.16)-(2.18) to the f i s t  upper bound results in 
the second one. O 
As we already discussed, it is favorable to find orthogonal sublattices of A with 
their indices as s m d  as possible (corresponding to s m d  values of N ( A ) ) .  This will 
also tighten all the upper bounds of (2.16)-(2.19). 
Chapter 3 
Decoding lattices using the K-Z 
reduced basis 
In this chapter, we f is t  talk about some of the important lattices which have ESM. 
Then an introduction to the idea of basis reduction is presented, and the Korkin- 
Zolotarev (K-2) reduced basis is discussed. The proposed decoding algorithm is 
developed later in the chapter, followed by discussions on its complexity issues. 
We also explain Kannan's algorithm and establish upper and lower bounds on its 
complexi t y. 
We concentrate on the problem of using lattices in signal constellations. How- 
ever, the problems of lat tice-based channel coding and lat tice-based vector quanti- 
zation are closely related. In particular. the decoding algonthm discussed here can 
be used in both of these contexts. 
In this chapter, we assume the bases to be rational. This assumption is made 
only as a matter of computational concern, and all the lemmas, propositions, the- 
orems, and corollaries are valid for a general basis (consisting of vectors with real 
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element s ) . 
3.1 Extremal and ESM lattices 
An n-D lattice A. is called extremal ify(Ao) is a local maximum, Le.. if in the space 
of n-D lattices, there exists a neighborhood N of A. such that y(A) 5 7(Ao),  forA E 
N. Extremal lattices have relatively high coding gains and could be favorable in 
channel coding applications. Clearly, the extremal property of a lattice is invariant 
under scalings and/or orthogonal transformations of the lattice (it is geometricdy 
invariant). The next theorem, quoted fkom [37, p. 3001, is of great importance in 
the following discussions. 
Theorem 3.1 Each extremal lattice hm ESM. 
As the first corollary, it can be concluded that: 
Corollary 3.1 The densest lattices have ESM. 
Proof: The coding gain of the densest lattices are globdy maximum. and there- 
fore locally maximum. ( Another proof for this corollary, independent of Theorem 
3.1, is given in Appendix A). O 
Noting that Es, ET, and E8 are the densest lattices in thek corresponding di- 
mensions, it FoUows fiom Corollary 3.1 that they are ESM-lat tices. 
Coxeter proved that lattices An and Dn are extremal (see [37, p. 4041). Barnes 
and Wall constructed another infinite sequence of extremal lattices (BW,), which 
are probably the most famous lattices in communications. Two other well-known 
extmmal lattices are Leech (A24), and Coxeter-Todd (KI2) lattices. We therefore. 
ob t ain the following corollary. 
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CoroIlary 3.2 Lattices A, (n 2 l ) ,  D, (n 2 3), En (n = 6,7,8), BW,(n = 
2m, m = 2,3, . . .) , ilz4, and K12 belong to  the set of ESM-httices. 
IR spite of what might appear first, the condition of having ESM does not have 
a strong impact on the achievable coding gain for a lattice. Applying the condition 
Of & =  . . -= A,-, to the weU-known inequality det(A) 5 XI - A, [19, sec. VII1.21, 
results in the trivial bound of 7 2 1 on the coding gain. The bound is achieved 
for the integer lattice Zn. On the other hand, it is shown in [13] that, especially in 
large dimensions, obtaining large coding gains is possible without having ESM. 
The foIlowing lemma introduces some other groups of ESM-lattices. 
Lemma 3.1 Lattices AG (n  2 l), Dz (n 2 3), and En (n = 6,7,8) have ESM. 
Proof: Since the method of the proof is similar for the three groups of lattices. 
only the proof for An is given here. Consider the following n x (n + 1) basis matrix 
for An [25, p. 1151, 
B =  
For this version of An, we have A = d-. It is not difficult to see that the 
n vectors b,, b, + bl. bn + bz, . . . , b, + bn-i of the lattice are independent and 
have length A. 0 
Based on the above facts, we conclude that almost all of the lattices currently 
used in communications, either in channel coding or in quantization applications. 
have ESM. 
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3.2 Korkin-Zolotarev (K-2) reduced basis 
The algorithm for hding the closest point of Zn, the lat tice of n-D integer vectors. 
to an arbitrary point x E Rn is particularly simple. For a real number r: let [ rJ E Z 
A 
denote the nearest integer to r .  I t  is not difncult to see that [xJ = ( [xl J.. . . . [ x ~ J  ) 
is the dosest point of Zn to x. We c d  this rnethod of decoding the "round-off 
procedure". 
Let A be a lattice in Wm given by basis bl, . . . , b,, and suppose that x Rm is an 
arbitrary point. Let x = x'+x" with d E span(A) and x" E span(A)l. Clearly, the 
nearest point of A to x is the one nearest to XI. Let d = C:='=, wbi- The round-off 
procedure on b a i s  bl, . . . , b, in span(A) decodes x' to y = Cy=l [a;] bi- Geomet- 
rically, this is equivalent to employing a parallelotope decision region' spanned by 
vectors bl ,  . . . , b,, centered at each lattice point. It can be shown that although 
the round-off procedure is a polynomial-time algorithm and particularly efficient, it 
obtains the nearest point of the lattice iff the basis vectors are mutually orthogonal. 
Unfortunately, for lattices with 7 > 1, there does not exist such a basis (this can 
be casily proved by contradiction). 
The nice properties of orthogonal bases motivate searching for the bases of a 
lattice which are nearly orthogonal. The problem of transforming a given lattice 
basis into a basis consisting of vectors which are pairwise nearly orthogonal is called 
lattice b a i s  reduction2. 
The reduction theory, which has its historical roots in the 18-th century. was 
mainly motivated by the classical question of finding the minima of positive definite 
' ~ h e  decision region of a point p, belonging to a discrete collection of points {pi, p?, . . .) c 
span(A), consists of those points of span(A) which are decoded to pi. 
 ore generally, the concern of reduction theory is to select a basis with desirable properties 
from the set of al1 bases for a Iattice. 
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integral forms. Sever al distinct notions of reduction have been s tudied, including 
those associated to the names Hermite, Minkowski, Korkin-Zolotarev (K-2) , and 
more recently Lenstra-Lenstra and Lov&z (L3); see e-g., [37, pp. 147-1641. After the 
introduction of the L3 reduced basis, which can be computed in polynomial tirne, 
reduction theory has found many applications in a variety of areas (see, e.g.. [54]. 
[55], [42], [39], [2], [58], [43], 1381, [67, pp. 71-74]). It can be shown that for the 
decoding of lattices, the K-Z reduced basis is a more powedd tool than the L3 
reduced basis [13]. In the following, we explain the K-Z reduced bais  which is used 
in the decoding algorithms we study. 
Let A c Qm be a lat tice with ordered basis bl, . . . : b,! and the corresponding 
* 
G-S vectors bl , .  . . , b,. In the lattice decoding algorithm presented in Subsec- 
tion 3.3.1, one needs to check the distance between a given vector x E span(A) 
and a subset of the lattice vectors. The upper bound on the number of candidates 
needed to be checked depends on the lengths of the G-S vectors. Consequently. 
it is desirable to make these lengths as s m d  as possible by finding a properly re- 
duced basis of the lattice A. By the reduction theory introduced by Korkin and 
Zolotarev [47] the vectors of a basis can be selected such that the lengths of the 
corresponding G-S vectors are minimized successively, i.e., 
where X(A(i)) is the length of a shortest vector of the i-th projected lattice A(i) .  
In particular, 11 bi 11 = 11 bl 11 = X(A). This basis is called a Korkin-Zolotarev (K-2) 
reduced basis of A. 
It can be shown that each lattice has at least one K-Z reduced basis (see [43] 
or [66]). The K-Z reduced bases are extensively studied in [49]. There is no 
polynomial-time algorithm known for K-Z reduction. Finding a K-Z reduced basis 
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of a lat tice is ac tudy polynomial-time equivalent to finding a shortest vector of the 
Lat tice. The fastest known algorithm for K-Z reduction of a basis bl , . . . , b, E Z" 
with <p = max (llbll12,.  . , Ilbnl12) and m = O ( n )  has a theoretic worst case time 
bound of ,/%"+O(") + O(n4logV) arithmetic steps on O(n1ogp)-bit integers and is 
due to Schnorr [66]. This algorithm is an Mproved version of Kaman's shortest 
lat tice vector algorit hm [43]. 
Example 3.1 W e  obtain the following K-Z reduced bases for the Iattices D4 and 
In the following, we prove a proposition which is of great importance to its 
subsequent results. 
Proposition 3.1 Let bl, . . . , b, be a K-Z reduced b u i s  of o Iattice A, with Gram- 
Schmidt orthogonalization bl, . . . ,6,. Then, we have 
i ( A )  fo î  i = 1,. . . , n , (3-3) 
where &(A) is the i-th successive minimum of A. Al1 the znegaalities are satisfied 
with equalzty i f  the basis is orthogonal. 
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Proof: By the definition of &(A), there exist i linearly independent vectors of 
lattice A of length at most &(A). Under the projection A t A(i), at least one of 
these vectors, Say v, has a nonzero projection v(i). Therefore, we have X(A(i)) < 
IJv(i) 11. This inequality combined with the fact that Ilv(i)ll < llvll 5 &(A) results in 
X(A(i)) 5 Ai(A). Combining this with (3.2), T W ~  obtain llbill 5 &(A) fori = 1:. . . ,TL. 
If the K-Z basis is orthogonal, we have 11 bill = Ilbill , Vi, and therefore llbl 11 5 
llbzll 5 . . . 5 llbnll (one can obtain a K-Z reduced basis for a lattice A with an 
orthogonal basis simply by arranging the basis vectors in order of increasing length). 
Cornbining this with the definition of &(A), we obtain &(A) 5 Ilbill = 11bil17 Vi .  
This together with (3.3) results in I J ~ ; , , . I J  =&(A),  Vi .  O 
It is not difEicult to see that having all the inequalities in (3.3) satisfied with 
equality does not necessarily result in the orthogonality of the basis (a 2-D rect- 
angular lat tice with a non-or t hogonal basis is a s traight-forward counterexample) . 
It however, does result in the fact that the lattice is rectangular (to prove this, 
one could use the same approach as the one which will be employed in the last 
paragraph of the alternative proof for Theorem 6.1). 
Corollary 3.3 If b l , .  . . ,b, is a K-Z reduced b a i s  of an ESM-lattzce, then 
Proof: The proof follows by putting the result of Proposition 3.1 together with 
the facts that for an ESM-lattice XI = Xz = - = A, and for a K-Z reduced basis 
11&11 = A l .  0 
It is interesting to note that the above result can be equivalently expressed as 
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Comparing this equality with (2.9) gives another evidence for the strength of K-Z 
reduction. 
As already mentioned, in applications to communication systems, we assume 
that the cornputation devoted to finding a reduced ba i s  is performed once (off-line), 
and we do not consider this computation as a part of the decoding complexity. In 
the rest of the chapter, the lattices are assumed to be full-dimensional, i.e., n = m. 
Although this assumption simplifies some of the discussions, it does not reduce 
t heir generali t y. 
3.3 Lattice decoding problem 
In this section, fkst, we discuss Kannanls decoding algorithm and its complex- 
ity. Then, in Subsection 3.3.1, we propose some modifications which increase the 
efficiency of Kannan's dgorithm, especially in communication applications. The 
complexity bounds for the proposed algorithm are clerived in Subsection 3.3.2. 
Consider the following lattice decoding problem: 
(LDP) Given the vector x E Qn and lattice A = L(bi,. . , b,) C Qn7 find a 
lattice vector b = & Pjbj such that I ~ x  - bll is minimized. (3-5) 
Ln 1981, Van Emde Boas proved that the problem is NP-hard (731. A simpler 
proof was subsequently given by Kannan in 1987, [43]. More recently, it has been 
shown by Arora et al. that even approximating the solution within any constant 
factor is NP-hard [Il. Some other relevant results regarding the approximate solu- 
tions for LDP can be found in [2 ] ,  [38], [49]. 
The fastest (best upper bound on the complexity) known algorithm for solving 
LDP for a general lattice is due to Kannan [43]. This is an improved version of his 
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earlier work in [42]. Prior to [43], Helfrich [39] has also made some improvements 
in the ninning tirne of some of the dgorithms in [42]. In [43], Kannan uses the 
same reduced basis as used in this work3, and shows that for some particular il 
such that 1 1  Bi, 11 = max 1 1  bill7 j E (1, . . . n)? there exists a subset of Zn-'<+' of 
cardinality at most (n + Jn)(*-'l+') that contains the d u e s  (Pi, , .. . , P,) of the 
nearest point. Now, if b' solves the LDP for the vector x - Cy=il Pjbj and the 
lattice L(bl, . . . , b;, then b' + xy=il Ojb is a solution candidate of the problem 
for x and L(b17 .. . b,) . Therefore, the original problem can be reduced to at mos t 
(n + Jn)("-'l+') subproblems, each of dimensionality il - 1. In the following, we 
present a geometrical int erpretation for Kannan7s algorit hm which provides a bet ter 
understanding of some complexity issues discussed later. 
Let indices io, . . . , ir, where II 5 n is a constant integer, be successively d ehed  
by ((&j(( = maxi+<ij_,-i /(b,(j, for1 < j < k, with n + 1 = io > il > > ik = 1. 
Here il is the same index as defined in the last paragraph. A careful inspection 
of Kannan's algorithm [43] reveals that if ij q 5 ij-l - 1, then the algorithm 
recursively searches for the candidates b such that the projection length of (b - x) 
dong the G-S vector b, is at most ej  = J w / 2 .  T ~ U S  the algorithm 
may be thought of as searching among lattice points in a rectangular pardelepiped 
centered at x, with edges pointing parallel to the G-S vectors of the lattice. The 
edge length of the pardelepiped dong Bq is 21j. (Note that 4 > . . . > &). For 
simplicity, we think of such rectangular parallelepipeds as cubes, and we c d  the 
algorithms of this type 'kecursive cube search" (RCS) algorithms. As we will see 
later, our proposed algorit hm dso belongs to this category. 
=The reduced basis used by Kannan has an extra condition on the value of G-S coefficients 
pi,jq Le., I ~ i , , l  < 1/2 for 1 5 j < i 5 n. This condition, however, does not affect the G-S 
orthogonaiization of the basis. 
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The computational complexity of Kannan's algorithm depends on the values 
of i . . . , . One can see that il = 1 corresponds to the highest complexity. 
In this case, the original problem is reduced to at most (n + Jn)" O-dimensional 
subproblems. Each subproblem is solved by just checking the distance between x 
and a certain point of the lattice. It can be shown that the number of arithmetic 
operations for Kannan's algorithm is bounded above by (2n)nf0(1),4. This bound is 
obtained based on the amount of computation required for the worst case of il = 1, 
m d  the fact that the number of arithmetic operations needed to fmd a candidate 
and check its distance to the given vector is polynomially bounded by n. 
We are also interested in obtaining lower bounds on the complexity of such 
algorithms. To emphasize the importance of lower bounds, we pose the following 
question: "1s there any sequence of lattices with possible application in commu- 
nications (7 > 1) such that Kannan's algorithm can decode them in polynomial 
time for an arbitrary x?" . As we will see later, using the derived lower bound. the 
answer to this question is negative even if one finds the best possible basis. 
In the following, the number of lattice points N p ( * )  that should be checked is 
defined as the measure of decoding complexity. This can be easily translated in 
t ems  of the required number of arithmetic operations in O-notation. For both 
Kannan's and our proposed a lgor i th ,  Np( - )  depends not only on the selection of 
basis, but also on vector x and the structure of the lattice itself. The notation 
'Karman's result in [43] is, however, slightly different. It is claimed in Theorem 4.5 of [43] 
that the number of arithmetic operations performed by the algorithm is O(nn). The author 
believes that this is an under-estimation, since for the worst case of il = 1, even the number of 
candidates, i.e., (n + f in,  cannot be upper bounded by cnn, for any positive constant c. The 
misleading component in the proof turns out to be the wrong assumption that the maximum of 
{ ( i  - l ) / ( n  + Jn)}('-') for 1 5 i 5 n is attained at i = n. It is not difncult, however, to see that 
the maximum is 1, and is obtained for i = 1. 
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Np(x, A, B)  is therefore used for the number of candidates, where B is the basis 
matrix of the lattice. For the sake of simplicity, we sometimes use the notation 
Np instead of N,(x, A, B). We also sometitnes use the logarithm of the number of 
candidates (or more generdy, the logarithm of the complexity measure) as an index 
of complexity, referred to hereafter as the log-complezity (the base of the logarithm 
can be selected arbixarily ) . 
Let S denote the region of the space that an RCS algorithm searches to solve 
LDP. As a rough approximation for the complexity measure Np, one can consider its 
average value N,(A, B) , averaged over all vectors x which are uniformly dis tributed 
in a fundamental region of A. It can be seen that this is equal to 
where vol(S) is the volume of S. (Note that det(A) is &O the volume of a funda- 
mental region of A). 
Using Np as the rneasure of complexity, the complexity of Kannan's algonthm 
for the decoding of a general n-D lat tice, and for an arbitrary x is upper bounded 
by (R + an. This upper bound c m  be improved for ESM-lattices. 
Theorem 3.2 For an  n-D ESM-lattice A with coding gain 7 and K-Z reduced baszs 
B ,  and for any gzven vector x E Rn, the complezity of Kannan's algorithm satisfies 
Proof: Based on the notations already used in describing Kannan's algorithm, 
we have an upper bound of (2!j/l[6ql[) + 1 on the number of possible values for 
each integer ,Bq, where ij < q < ijdl - 1. For ESM-lattices, using Corollary 3.3, we 
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have lr = 1 (il = l), and each integer p,, q = 1,. . . ,n, takes at most (211/116,11) + 1 
different values. This corresponds to the following upper bound on Np. 
(3-8) 
For the last two steps, we have used the fact that 116,11 5 1lbi 11 for m = 1,. . . - n. 
The proof then follows by applying (2.8), the fact that for a K-Z reduced bais  
llblll = A, and the definition of coding gain to (3.8). CI 
In fact, for ESM-lattices, the algorithm searches among the lattice points in the 
cube centered at x, with its edges of length 2 4  and dong the G-S vectors. 
In Subsection 3.3.1, we mod@ Kannan's algorithm such that the length of each 
edge of the search cube is reduced. This implies that all the lower bounds derived 
on the complexity of the modified algorithm are also valid for Kannan's algorithm. 
The bounds, which are in t e m s  of coding gain and dimension, result in the fact 
that for any sequence of lattices with possible application in communications (7 2 
1). and any selected basis, the complexity of Kannan's algorithm grows at least 
exponentially wit h dimension and coding gain. 
3.3.1 Modified Kannan's algorit hm 
Consider the lattice decoding problem defined in (3.5). Based on the definition of 
covering radius, the candidates for the nearest vector of A to a given vector x are 
the lattice points inside the sphere of radius p(A), centered at x. There does not, 
however, exist a good algorithm for finding the lat tice points inside a sphere. The 
proposed approach for solving the LDP is to consider the lattice points inside a 
properly selected cube, centered at x. To search inside the cube, we devise the 
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following RC S algori t hm. 
Modified recursive cube search algorithm 
Let b be a candidate for the nearest vector of A = L(bl.. . . , b,) to a given vector 
can be checked by enumerating the coefficients f i  from Pn to pl' successively. This 
can be performed efficiently by notichg the fact that we just need to search for b 
among the lattice points such that 
where (b -x ) (n )  is the projection of b-x dong the G-S vector b,. The last inequal- 
ity in (3.9) enables us to enurnerate P, for the lattice points under consideration. 
Now, if b' solves the LDP for the vector x - ,&b, and the lattice L(bl,.  . . bn-i)' 
then b' + P,b, is a solution candidate of the problem for x and L(bl,  . . . b,). 
Therefore, the original problem can be reduced to several subproblems. each of 
A Let pi = p(L(bl,. . . , bi)), for i = 1,. . . ,n, and let S(X) denote the region of 
Rn that the algorithm searches to solve LDP for a given vector x. It is not diffcult 
eo see that S(x) is a cube, centered at x with its edges of length 2p1,. . . , 2pn, and 
dong the G-S vectors bl,  . . . , b, respectively. The volume of S(x) is therefore 
equal to 
n 
Note that, in general, the inequalities of the form pi 5 p, = p(A) ,  for i = 1, . . . , n, 
do not hold. Therefore, to reduce the complexity, one can select the edge iength of 
the search cube in the direction of bi to be the minimum of 2pi and 2p(A). Al1 the 
bowids derived later in Subsection 3.3.2 remain valid for this case. 
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Using the modified RCS algorithm, it appears that we only need to enumerate 
relatively few candidates fkom integer n-tupies (Pt, . . . , &,). To derive a proper 
uppcr bound on the number of candidates, we f is t  prove the following proposition. 
Proposition 3.2 Let bl, . . . , b, 6e an ordered basis of a lattice A, viath G-S or- 
thogonalization bl , .  . . ,6,. Then, s e  have 
where the inequality holds with eqaalzty if and only if there ezists an orthogonal 
bas& for A with the lengths of its vectors equal to Ilbill, i = 1 , .  . . , n. 
Proof: To each lattice point b, we assign a cubic sub-optimum decision region 
centered at b with its edges dong the G-S co-ordinates bl, . . . , b,. The edge lengths 
are selected as llblll,. . . ,116,11, respectively. It is not diacult to see that these cubic 
regions partition the Rn space (each of them is a fundamental region for the lattice). 
Using the fact that the maximum distance between a lattice point and the points of 
its decision region is d and the definition of covering radius, the inequality follows 
immediat ely. 
It is easy to see that if the basis is orthogonal, the inequality in (3.11) holds 
with equality. In this case, the Voronoi ceUs for the lat tice points coincide with the 
aforementioned cubic decision regions. We sketch a proof to show that if p ( A )  = d? 
then there exists a bais of A which is orthogonal. Suppose that such a basis does 
not exist. Consider an arbitrary lattice point b, and c d  its corresponding cubic 
decision region R(b). Except for the vertices of R(b), we have Ilb-vII < d ,  for every 
vector v E R(b).  Let p be an arbitrary vertex of R(b). Since we are assuming that 
A is not rectangular, and because of the congruence of the structure? there should 
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exist a decision region R(bf) adjacent to R(b) which has p at its intersection with 
R(b), but p is not a vertex of R(bf),  and therefore Ilbf - pl1 < d. It can be seen 
that if such a region does not exist, in other words if all the adjacent cubic regions 
have p as their vertex, then for the whole structure ail the adjacent cubes coincide 
in their vertices and consequently, the lat tice is rectangular and there should exist 
an orthogonal basis. This shows that there exists no vector v E Rn such that the 
distance between v and the lattice is greater than or equal to d, which results in 
p(A)  < d. 
It can be concluded from the proof of Proposition 3.2 that for any given x E Rno 
there exists a unique b E A such that x = b + Ch, l7;bi , - f < si < f . Vi .  where 
x is located inside the cubic decision region of point b. 
ln the following, we derive lower and upper bounds on NP(xl A, B) for the mod- 
ified RCS algorithm. 
Proposition 3.3 For any baszs B of a latt.ice A, and any x E Rn, the number of 
candidate points NP(x,  A, B )  of the rnodzfied RCS algorithm satZsfies 
Proof: We enurnerate Pi's from Pn to Pl, successively. This means that for 
each pi , i = 1, . . . , n, the values taken by Pi+i, . . . , P, have been already selected. 
Starting from ,&, using (3.9) and the fact that P, is an integer, we obtain the lower 
bound of (2pn/llb,ll) - 1 and the upper bound of (2pn/11b,11) + 1 on the number 
of possible values for Pn. Using a similar discussion for every i = lo . . . , n, the 
inequality follows. Note that for i = 1, pl - 11ii111/2, and the number of possible 
values for pl is at least 1. 0 
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Remark: Applying (2.8) and Proposition 3.2 to the upper bound of (3.12). we 
For a fixed lattice A, det(A) has a fixed value, and the bound in (3.13) is just 
a function of the lengths of the G-S vectors. This justifies the selection of K- 
Z reduced basis for the decoding algorithm. Note that although the ~~b;ll's are 
minimized successively for a K-Z reduced basis, this selection does not necessarily 
result in minimizing the upper bound of (3.13). 
The following example shows the superiority of the proposed algorithm over 
Kannan's method. 
Example 3.2 For Es, using the K-Z reduced busis giuen in Example 3.1, .we obtain 
the following lengths for the cowesponding G-S vectors: 2.000, 1.732, 1.633, 1.414. 
1.414, 1.225, 1.155, 1.000. Since Es has ESM, Kannan's algorithm searches in 
a cirbe of edge length J-> = 4.183, wiM edges dong the G-S vectors. 
This corresponds to enurnerating ut mos t  3,3,3,3,3,4,4, and 5 different values for 
pl, . . . , Pa, respectively. This results in Np 5 19440. For the modzfied algorithm. 
even by  searching in a cube of edge length 2p = 2 4  with edges along the G-S 
vectors, we enunerate at most 2,2,2,3,3,3,3, and 3 different values for pi, . . . . &, 
respectively. We  thus have Np 5 1944, which is ten times smaller than the bound 
for Kannan's algorithm. 
In an efficient implementation of the algorithm, one can simply update the 
dis tances hom point to point, and only keep the nearest vector b* E A to x found 
so far. Noting that the coefficient matrix in (2.7) is triangular, a more efficient 
irnplementation is possible if one uses the G-S CO-ordinates for representing the 
basis vectors. In this work, however, our main concern is the cornplexity bounds. 
From this point of view, it is clear that the number of required arithmetic operations 
for finding a candidate lattice point, and checking its distance to the given vector 
is polynomially bounded by n. Having selected the values , . . . , Pn, one can 
also use branch-and-bound, and prune any futther search of vectors of the form 
b = b' + Cy=k+l Oibi with b' f L(bl,. .. , bk), if (I(b - x ) ( k  + 1)11 > Ilbr - XII. 
where (b - x ) ( k  + 1) is the orthogonal projection of b - x on span(bi, .. . . bk)l .  
One can also stop enumerating pl when Il b -XII start s increasing. Moreover. there is 
a quick certificate for the closest vector of a lattice A to a given vector x, Le., if for a 
candidate b, Ilb-xII < A(A)/2, then b is the closest vector of A to x. This condition 
can be checked for each candidate, and if satisfied one can stop the algorithm5. It is 
conceivable that by embedding the above points in the algorithm, not every lattice 
vector in the cubic region S(x) must be examined. This, in particular? can affect 
the derived lower bounds on the complexity of RCS algorithms. However. this 
effect is presumably s m d ,  especially for the asymptotics of the algorithm, and in 
any case it cannot be mathematically andyzed in a reasonable way. 
3.3.2 Complexity bounds for the modined RCS algorithm 
Upper bounds on complexity 
Using Proposition 3.2, it is clear that Kannan's algorithm searches in a larger region 
of the space as compared to the modified algonthm, and consequently has a larger 
number of candidate points to check6. This implies that the upper bounds derived 
5This point was suggested by one of the reviewers of [9]. 
6Note that even if we use the upper bounds on pi's given by (3.11) instead of the pi's them- 
selves, in general, the algorithm still searches in a smailer cube and therefore has a lower corn- 
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for Kannan's algorithm are also d d  for the proposed algorithm. Tighter bounds. 
however, can be found as follows. 
Theorem 3.3 For an n-D lattice A with a K-Z reduced basis B ,  and for any x E 
Proof: Combining (3.3) with (3.13) results in 
where for the last step, we have used (2.1). Inequality (3.15) together with (2.4) 
completes the proof. a 
As a corollary of Theorem 3.3, we obtain the following upper bound on the 
complexi t y. 
Corollary 3.4 F o r  an  n-D lattice A vith a K-Z reduced busis B,  and for any 
X f2 Rn, 
For ESM-lattices, the bound in (3.14) can be improved as follows. The two 
bounds coincide for the densest lattices. 
plexity compared to Kannan's method. In this case, the difference between complexities could be 
especially large for the decoding of lattices with rnaxill6ill = ~lbill (induding ESM-lattices). 
Theorem 3.4 For an  n-D ESM-lattice A wi-th coding gain 7 and K-Z reduced basW 
B ,  and for any x E Rn, 
Proof: The result follows by applying Xi = - = A, to (3.15), and using (2.2) .0 
As a corollary of the above theorzm, we obtain the same upper bound as given 
in Theorem 3.2 on the complexity of the algorithm for ESM-lat tices. Using 7, 5 n. 
inequality (3.16) corresponds to the bound (2n)"+'(') for the required number of 
arithmetic operations, and to the log-complexity of n log n +- O(n) .  Although this 
bound cannot be improved for the densest lattices, for most ESM-lattices better 
complexity bounds can be found based on (3.7). 
Example 3.3 Consider Barnes- Wall lattices BWn(n = 2m, m 2 2 ) ,  with coding 
gain 7 = m. Substituting th& guantity in (3.7), v e  obtain N,(B W,) 5 (1 + 
Jn)"(n/2)"I4. It is not dificult to  see that the cowesponding log-complexity is 
(372 log n) /4 + O (n) . 
Lower bounds on complexity 
As we already know, solving LDP for a general lattice is NP-hard. Combining 
this fact with the widely believed conjecture of NP#P implies that no proposed 
algorithm can solve LDP for a general lattice in polynomial time. Now, one might 
ask the following question: "1s it possible to solve LDP in polynomial time in 
communication applications?". When posing this problem, one might have the 
idea of doing some pre-computations (e.g. finding an appropriate basis and/or 
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computing the covering radii of the lattice and its sub-lattices). In the following? 
we show that for lattices with sufticiently large coding gains (including all the 
lattices used in communications, with 7 2 l), there does not exist any basis such 
that using the proposed algorithm. and therefore Kannan's algorithm, one can solve 
LDP in polynomial t h e .  To show this, we f i s t  prove the fouowing theorem. 
Theorem 3.5 For an n-D lattice A with any b u i s  B ,  
Proof: For the modified RCS algorithm, using (3.6) and (3.101, we have 
A result, due to RySkov [64], implies that for an n-D lattice, p/X 2 ,/-. 
Applying this inequaüty for dimensions i = 1, . . . , n, to (3.19): and using the fact 
that X(L(bl,..  , bi) )  2 A(A), for i = 1,. . . , n, we obtain 
For the lad  stepo we have used the definition of y(A), and the fact that dm 
is a uniformly increasing function of i with the value of 1.1547 at i = 2. The proof 
then immediately follows from (3.20). O 
Note that for a K-Z reduced ba i s  A(L(bi,. . . ,bi)) = A(A), for i = 1,.  . . ;n. 
This, however, cannot imptove the lower bound of (3.18). The following corollary 
is a consequence of Theorem 3.5. 
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CoroUary 3.5 For an  n-D futtice A with u n y  basis B,  there  ezists some x E Rn 
such that 
NP(x, A, B) 2 0.866[1-333~(~)]"'~ . (3-21) 
Inequality (3.21) shows that for lattices with sufficiently large coding gains. and 
for a generai given vector x, the complexity of the modified RCS algorithm grows 
at least exponentially with n and 7. (Note that n > 7). 
As a complement to Theorem 3.4, we derive the following lower bound on the 
decoding complexity of ESM-lat tices which is somehow stronger than Corollary 3.5. 
Theorem 3.6 For an n-D ESM-lattice A with coding gain 7 and K-Z reduced bwis 
B ,  and f o r  any x E Rn, 
Proof: Starting from the lower bound of (3.12), we h s t  multiply it by 2p1/1161 ( 1  = 
1, then use (2.8), Corollary 3.3, RySkov's inequality for dimensions i = 1, . . . , n, and 
finally the fact that for a K-Z reduced basis X(L(bt, . . . , bi)) = X(A) fori = 1, . . . , n. 
to obtain 
Applying (2.2), and substituting i = 2 in all the terms in the above product com- 
plete the proof. (Note that is a uniformly increasing function of i) . O 
In the case of densest lattices and for large values of n, combining Theorem 3.6 
with the lower bound of (2.3) results in the log-complexity of at least (n/2)log n + 
O ( n )  for the decoding algorithm. 
CHAPTER 3. DECODING LATTICES USING THE K-Z REDUCED BASIS 49 
3.4 Conclusion 
Solving the lattice decoding problem (LDP) is the major obstacle associated with 
using a lattice in communication applications. There exisk very efficient algorithms 
for solving LDP in the case of lattices with strong algebraic structures. This is not. 
however, the case for a general lattice. In this work, we have obtained some results 
regarding the complexity of solving LDP for a general lattice. These results relate 
the decoding complexity to the coding gain 7 and the dimension n of the lattice. 
and are obtained based on a decoding approach which is an improved version of 
Kannan's algorithm. The complexity results have been improved for the important 
class of ESM-lattices. 
It has been shown that Kannan's algorithm, which is currently the fastest known 
algorithm for solving LDP for a general lattice, is actually a search method inside a 
rectmgular parallelepiped (cube) with edges dong the Gram-Schmidt vectors of the 
lattice. Explicit lower and upper bounds on the complexity of Kannan's algorithm 
have been derived. 
The proposed algorithm solves the LDP recursively by reducing the dimension 
of the problem by one in each step. I t  employs a Korkin-Zolotarev (K-2) reduced 
basis of the lattice, and to increase the efficiency for the decoding of lattices in 
communications, it also uses the knowledge of the covering radii of the lattice and 
its sub-lattices. I t  has been shown that the algorithm searches in a similar cube 
as Kannan's algorithm does, except that the edges of the cube are smaller for the 
proposed algorithm. Explicit lower and upper bounds in terms of 7 and n have 
been derived on the complexity of the algorithm. 
It  was proved in [70] that the trefis decoding complexity of lat tices grows expo- 
nentially with coding gain. In this work, using the derived lower bounds, we have 
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proved a paralle1 result for RCS algorithms, i-e., for any selected basis, the decoding 
complexity of any sequence of Iattices with possible application in communications 
(7 2 1) increases exponentially with dimension and coding gain. This suggests that 
RCS algorithms are not going to be attractive for the decoding of dense lattices 
in high dimensions. The lower b o n d  also indicates that our upper bound results 
cannot be much impr ~ e d .  
Using the derived bounds, we have obtained n log n+O(n) and (n/2)  log n+O(n) 
as upper and lower bounds on the decoding log-complexity of the densest lattices. 
respectively. It has also been shown that tighter upper bouuds in t e m s  of dimension 
can be found for many interesting sequences of ESM-lattices. 
Chapter 4 
Trellis complexity of lat t ices 
It is described how the problem of finding a proper trellis coordinate sys tem is re- 
duced to the problem of searching for a proper basis of the lattice. We also explain 
the Hermite Normal Form (HNF) of a lattice and discuss in more detail the con- 
struction and analysis of the trefis of a lattice, given its basis. In Section 4.2, some 
results relating the trellis complexity of dual lattices are established. These results 
are used later in Section 4.3 to develop upper bounds on the trellis complexity of 
lattices. They are also employed in Chapter 5 for finding low-complexity trellis 
diagrams. Moreover, we give Iower bounds on the trelLis complexity of lattices. 
4.1 More on trellis construction 
The following lemma, which is of key importance to the rest of this work, shows that 
the problem of finding a proper orthogonal sublattice (or a proper trellis coordinate 
system) for a lattice A E L can be rednced to the problem of finding a proper basis 
of A. 
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Lemma 4.1 Let A E Ln have a finite trellis defined by the sequence of vector 
spaces { O )  = & C V; c c V, = Rn, and let = Ki._, @ W;, 1 5 i 5 n. Then 
t h e ~ e  exists a basis {b17 , b,) of A svch that = span(bi, . b;), and Wi = 
span(&), for 1 5 i 5 n. 
Proof: We first inductively find vectors bl, , b,, that satisfy the conditions 
of the lemma, and then prove that they fom a basis for A. 
We begin by selecting bl as a shortest vector of the lattice Al. Now sup- 
pose that vectors bl,  - O - ,  b; have been chosen (1 5 i 5 n - 1). We then choose 
bi+l to be a lattice vector in Aicl with a minimum positive distance to K. Note 
that since dim(Ai) = i, 1 5 i < n, the above algorithm succeeds in every stage. 
By the constïuction, the n obtained vectors are independent. Moreover, = 
span(bl,- - , bi), and W; = span(bi), for 1 5 i < n. Now let IC be an arbi- 
trary point of A. It can be written as x = xibl + --• + xnbn, where xi's are real 
numbers. Let p; = xi - for i = 1,. . . ,n ,  where LEJ denotes the largest in- 
teger 5 [. Clearly, O < pi < 1. Vi .  Moreover, x' = Cy=l [xi] bi7 E L R ~  therefore 
X" = x - x' = Cr=l pibi are points of A. NOW by the choice of b,, pn = O. By 
the choice of b,-l, this implies that pn-1 = 0, etc.. Thus, the numbers x; are al1 
integers. This proves that the vectors bl, , b, form a basis for A. CI 
Lemma 4.1 also gives an algorithm for finding a basis which corresponds to a 
given trellis coordinate system. Note that in general, the converse of Lemma 4.1 
is not correct, Le., there exist lattices A E C with a basis matrix B such that the 
construction of Lemma 4.1 (based on B) does not result in a finite trellis for A. For 
an exarnple, see Example 2.5. 
However, for the important category of rational lat tices? the following lemma 
proves that the converse of Lemma 4.1 holds. Note that lat tices with rational bases 
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are special cases of rational lattices. 
Lemma 4.2 Let A be an n-D rational lattice. Then based o n  the construction of 
Lemma 4.1 for the trellis coordinate system, any basis (bl, - , b,) of A resvlts in 
a finite trellis for A. 
Proof: Using (2.5) and (2.6), it can be seen that for any basis B = (bl, , b,) 
of a rational lattice A, the G-S coefficients p u  are rational for a l l  values of i and 
j. This implies that the inverse G-S coefficient matrix in 61 = [ / x~ ,~] - 'B  is 
rational too, which in turn means that for any G-S vector b;, there exists a rational 
number such that *b; E A (the smallest value for ai is given in Proposition 4.2). 
Using this, we conclude that A has an n-D orthogonal sublattice with its ba is  dong 
the G-S vectors of B (dim(Awi) = 1, V i ) ,  which completes the proof. 0 
The combination of Lemmas 4.1 and 4.2 implies that for rational lattices the 
problems of ''hding a proper trellis coordinate system" and "finding a proper basis" 
are equivalent. Note that this equivalence is not one-to-one, Le., diaérent bases can 
result in the same coordinate system. Based on the above construction, it is also 
clear that N ( A )  dong with the other trellis complexity measures, like S(A), £(A)- 
and G(A), depend on the selected b a i s  for A. Thus we sornetimes use the notations 
N(A, B), S(A,  B), £(A, B ) ,  and Ç(A, B) to denote them. 
In the following, starting from a basis B = {bl, . . . , b,) of a lattice A E L, 
we explain in more detail the construction and analysis of the trellis diagram of A 
in the trellis coordinate system (Wi);=, = (span(bi))~='=,. Specifically, we suggest 
algonthms for finding state spaces, label groups, and the number of distinct paths 
in the trellis. These algorithrns can be easily implemented on a cornputer for the 
case of lattices with rational bases. For a general real basis (non-rational), one can 
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use an approximate rational basis. Note that this is what r e d y  happens when we 
represeat a non-rational number on a digital computer. Throughout our discussions. 
we assume that the necessary and suflicient condition for A to have a finite trellis 
constnicted based on B is satisfied, that is, A has an n-D orthogonal sublattice A' 
with its basis dong the G-S vectors of B. 
In [77], ar. algorithm for constructing the trellis diagrams of group codes over 
finite Abelian groups is given. In the particular case of lattices, this algorithm starts 
from a given basis matrix of a fd-dimensional lattice A, and constructs the trellis 
of A in a trellis coordinate system which is the same as the standard coordinate 
system. This can be considered as a special case of the more general construction 
presented here. Our approach to the problem is also different from the approach 
of [77]. 
As a tool in the rest of this thesis, the H e n n i t e  normal form (HNF) of a lattice 
t m s  out to be very usem. 
Definition 4.1 We call an n x n rational mat& X, a HNF of an  n-D lattice A if 
it is a basis matriz of A wzth the followzng propertzes': 
i. H is lower trianguhr, i.e., h i j  = O, O i j - 1, j = 2 , .  . . ,n, 
ii. hili > 0, fo r  i =  1 ,..., n, and 
Fi. hi,- 5 O and IhiYjl < hjTj7 for i > j, j = 1, - . ,n - 1. 
' ~ h i s  definition is slightly difFerent from the standard definition given in textbooks like [62]. 
and [67]. In fact, we have reversed the order of basis vectors to have the G-S vectors along 
the coordinate vectors. For the sake of simplicity, we have also reversed the order of coordinate 
vectors. By this selection, the first G-S vector G1 is dong the first coordinate vector ui, 6? is 
along UZ, and so on. 
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From the above definition, it is easy to see that 11 bill = hiVi, Vi. and thus 
It is known that the HNF of a lat tice is unique [67]. However in general, different 
versions of a lattice have different HNF's, e.g., if H is the HNF of a lattice A then 
cA(c > 0) has CH as its HNF. Starting fiom an  arbitrary n x n rational basis of A. 
or more generally, an m x n (m > n) rational matrix of full column rank with h 
as the integer span of its rows, one can always derive H by a series of elementary 
(unimodular) row operations in polynornial tirne [6Z], [67]. The importance of the 
HNF of a lattice in this work is that its G-S vectors are in the same directions as 
the coordinate vectors. This implies that, for our applications, the basis does not 
need to have the condition ri. Removing this condition, however. d e s  out the 
uniqueness of the HNF. 
We also need the following fmdamental result. 
Lemma 4.3 For the rational numbers pl/ql , . . . , pk/qk7 pi, qi E Z, qi # O ,  Y i ,  let 
M = km(ql, . . . , a). Then 
is the smallest positive number mch that Cpilqi E Z, V i .  
Proof: Without loss of generality, we assume that p;,qi > O, for all i. Let 
p be the smallest positive multiplier which results in a vector of integer products 
m = (ml , .  . ,mk) .  Assume that p < i. Also let n = (nl, . . . , nk )  denote the vector 
of integers obtained by multiplying the rational numbers by C. Clearly, mi < ni, Vi .  
A 
and nl/ml = = nk/mk = c. We now claim that c E Z. Otherwise, consider the 
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integer vector of the remainders r = (rl,. . . , rC), which is in the same direction as 
m and n, but has a shorter length. This contradicts the definition of p. 
The integer c > 1 is thus a common factor of nl, . . . , nk, which is in contradiction 
with the definition of n. Therefore, (' = P,* .  0 
Corollary 4.1 For the rational numbers pl/ql, . . . , pk/qk, pi: qi E Z, V i 7  let pi and 
q; be relatively prime for al1 i. Also let M = lcm(ql, . . . , qk). Then 
is the smallest positive number sach that cpi/qi E Z,Vi. 
Proof: The integer numbers M/ql, . . . , M/qk,  are relatively prime. It is also 
easy to see that the numbers M/qil and pj7 j = 1, . . . , k, j # i, are relatively prime 
for every i in (1,. . . , k). We thus have gcd(Mpl/ql, . . . , Mpk/pk) = gcd(pl, . . . , p k ) .  
This combined with Lemma 4.3 completes the proof. n 
In the following, we first describe the lat tices A*,., Ai, Pwi (A), and Pi (A),  as 
dehed in Section 2.2. Let cr; be the smallest positive number such that Wbi  E 
A. Based on the construction given in Lemma 4.1, Awi = a;llb;ll~, 1 5 i 5 
n. It is also easy to see that A. = {O), and A, = L(bl,-O-,bi), 1 5 i 5 n. 
Now let b = ,&bl + = + Ab,, Dj E Z, V j ,  be an arbitrary point of A. Then 
Pwi ( b  ) = (Pi + Pi+i pi+l,i + + @npn,i) bi, where p~ is the element in row i 
and column j of the G-S coefficient matrix. Suppose that the minimum absolute 
value of /3; + fli+ipi+l,i + - - + PnpnVi over dl lattice vectors b is denoted by 
?We first proved the Lemma for the case where the numerator and denominator of each rational 
nurnber are relatively prime. We then conjectured that the same result is also valid in general, 
where the numerators and denominators are not necessarily relatively prime. This proof is due to 
A. Kotlov in response to our conjecture. 
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It can then be easily seeo that Pwj(A) = q i l l  billz- We a h  note that fiom the 
definition, P;(A) = L(bl , .  . . , bi, Pi(bi+l), . . . , Pi(b,)), where L(*-0) denotes the 
integer linear combinations of the vectors. For the cornputation of N ( A ,  B ) ,  the 
following proposition suggests an algorithm. 
Proposition 4.1 Let A E Ln have a trellis constmcted based on  the b a i s  B = 
{bl, - , b,). Let {bl, , b,) be the correspondhg set of G-S vectors. Suppose 
that ai is defined as above. Then  N(A,  B )  = nr.'=, W. 
Proof: Following the previously used notations, we have hW, = cri llbillz, 1 5 
i 5 n. The corresponding orthogonal sublattice A' is therefore in the form of 
al l lb l l l~@ @ %116,11~? and has a determinant eqnal to det(At) = n:, Q;llbill. 
Now combining this with (2.8) and (2.12) completes the proof. 
To obtain the numbers ai, one can use the relation B = [/L~,~]-'B. The matrix 
is a lower triangular matrix with the elements of the main diagonal equal to 
one. For rational lattices, is rational, and the following proposition follows 
immediately fkom Lemma 4.3. 
Proposition 4.2 For [pij]-l rational, suppose that d l ,  = , Bi, 1 (j < i), denote its 
nonzero elements in rom i. Let M be the k m  of the denominators of these elements. 
In the case of a rational G-S coefficient matrix [pu], to determine the values of 
r)i, 1 5 i 5 n, in the description of Pw (A),  we fmt prove the following lemma. 
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Lemma 4.4 Let f(x) = alxi + - - O  + a,xn with a, x E Zn, a # O. Then the 
minimum of 1 f (x)l ouer al1 nonzero x E Zn is equal to gcd(al, . . . , a,). 
Proofi Using the integer version of Farkas' lemma 162, p. 1911, we can see that 
there does not exist any integer solution x for the equation f (x) = f c, where c E Z 
and O < c < gcd(al, . . . , a,). The same lemma also implies that there is a solution 
x E Zn for the equation f (x) = gcd(al, . . . , a,). O 
Proposition 4.3 We have 
where M is either the km of the denominators of nonzero elements among the 
G-S coeficients F;+~, ; ,  .. . , p,,;, if at least one of them is nonzero, o r  an arbitranj 
positive integer, othenuise. 
Proofi The proof follows from the definition of and Lemma 4.4. a 
Findy, to easily work with the lattice Pi(A),  we also need to find a basis for 
this lattice. For [pi,j] rational, this can be conveniently done by fliding the HNF 
of Pi(A) in the G-S coordinate system. 
After finding cross section lat tices Awi , Ai, and projection lat tices Pw (A),  Pi(A),  
one can easily obtain the state spaces and the label groups for the trellis of A. To 
construct the trellis, one also needs to fmd out about the connections between states 
in successive levels of the trellis, and their labelings. This task can be performed 
by checking some points of the lattice and tracking down their corresponding paths 
through the trellis, until all the paths are covered. The foIlowing example explains 
the construction of trellis diagrams of lattices, starting from their bases. It also 
shows how selecting different bases for a lat tice can affect the trellis complexity. 
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Example 4.1 The  folloving two basis matrices generate the checkerboa~d lattice 
D4: 
I n  this version, X = 8, and det(Dr) = 2. The comesponding G-S coeficient ma- 
trices and their inverses ure: 
Using Propositions 4.2 and 4.3, it is easy to see that al = (1, 2, 3, 21, ql = 
( , / ,  2 1 )  a = (1, 1 1  2 ,  and 7 = ( 2  / 2 , 1 2 , 1 ) .  Proposition 4.1 
then results in N ( D 4 ,  Bi) = 12, and N(D.4, B2) = 2. We therefore expect the trellis 
constructed based o n  Bz to  be less complex than the one constructed based on  Bi. 
Using quantities al, q,, a 2 ,  and q2 in gi = ai/qi, for 1 5 i 5 4,  we have 
gl = (2 ,6 ,6 ,2)  and g 2  = (2,2,2,2) .  Also for the sizes of state spaces, using si = 
det (Ai ) /de t (Pi (A)) ,  1 5 i < 4 ,  we obtain SI = (1,2,3,2,1)  and s2 = (1,2,2?2'  1). 
The corresponding trellis d iagram of D4 are given in Figure 4.1. Below each trellis 
section, the corresponding label group is given. If the label group of the trellis section 
i is isomorphzc to  Z, then the edges of this section are correspondingly labeled 
with the elements of 2,. It can be seen that in agreement wzth our prelimznary 
ezpectation based on  the values of N ( D I ,  BI) and N ( D 4 ,  B2), the complen'ty of 
trellis ( a )  constmcted based on  BI is much more than the complezity of trellis ( 6 )  
built based on B2. Also note that Bi and Bz dzfler only in the order of basis vectors. 
Figure 4.1: Two trellis diagrams of Dq. 
Remark: In [33], Forney has also given a trellis with two paths for the version 
RD4 of D4. In Example 4.1, however, we have been able to find a two-path tïellis 
without any need for searching among the different versions of D4. The following 
lemma shows that this can be generalized. 
Lemma 4.5 Dellis complezity is a geometn'cal invariant of a lattice. 
Proof: Before giving a proof, and to resolve any ambiguity? we would like to 
explain more about the lemma. It states that if we are able to find a trellis for 
a version of a lattice, we will also be able to construct the same trellis (up to 
isomorphism) for any other version of the lattice. 
Let Al E L have a trellis Tl constructed based on a basis B1. Suppose that 
A2 is a version of Al. It has therefore a form of A2 = cA1O, where c is a nonzero 
real number, and O is an orthogonal matrix. It is easy to see that the trellis made 
based on the basis Ba = cBIO for A2 is the same as Tl. O 
Remark: We believe that the findamental result of Lemma 4.5 has been more or 
less noticed by the researchers in the area. However, because of its importance. we 
found it useful to state it explicitly. 
Example 4.1 shows that the number of distinct paths in different trellis diagrams 
of a lattice could be very different. In fact, the following simple example shows that 
for a general basis B of a general lattice A, one cannot fuid a finite upper bound 
on N ( A ,  B) in terms of dimension andfor coding gain of the Ia t t i~e ,~ .  
Example 4.2 Consider the integer lattice Z2. It is easy to see that the following 
matriz is a basis matriz for ZZ: 
where p E Z is arbitrary. Then Wi = span((p, l)), W2 = span((1, - p ) ) ,  and the 
correspondzng orthogonal sublattice A' hm a determinant of det(Af) = + 1, ~which 
resvlts in N ( Z 2 ,  B)  = + 1. 
Note that in this example N can be easily upper bounded by a function of the 
input size. 
3~ similar example has been also given in [71]. 
In (711, it has been shown by some counter-examples that for a general rationai 
lattice, one cannot h d  any basis such that the complexity of the corresponding 
treUs is upper bounded by just a function of dimension or coding gain. It is 
important to note that all the resdts in [71] are obtained based on having the 
input size tend to infinity. This fact motivates searching for upper bounds which 
are directly a function of the input size. Among other things in Section 4.3. we 
derive upper bounds on the trellis complexity of lattices with rational bases. All the 
couder-examples of [?Il are covered under this category of lattices. The bounds 
depend on the input basis, the dimension, and the determinant of the lattice. 
We continue in the following section by presenting some resdts on the relation 
between the trellis complexity of dud lat tices. 
4.2 Duality results 
The following fundamental fact folIows from the results of [33]. A proof is also 
given for the sake of completeness. 
Lemma 4.6 Let A E Ln. Then in any trellis coodinate systern that A has a finite 
trellis, its dual A' has a finite trellis too. 
Proof: Suppose that A has a finite trellis in the coordinate system {Wi)g l .  
Then Pwi (A), and therefore its dual in Wi, Pwi (A)', are 1-D lat tices for all values of 
i. From the definition of dual lattices, the imer product of every point of Pwi (A)' 
with every point of Pwi(A) is an integer. This implies that the inner product of 
every point x of Pm (A)' with every point of A is also an integer, which concludes 
that x E A', and thus Pw(A)' 2 (A')w;. This in turn results in the fact that 
dim((A')wi ) = 1, V i ,  which completes the proof. O 
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In [33], Forney has proved that in any trellis coordinate system, the number of 
st ates a in any level i E {O, . . . , n) of the trellises of dual lat tices A and A' are the 
same. In the following, we prove a similar result for the sizes of the laber groups. 
Theorem 4.1 Let A E Ln. Then in any  tre2li.s coordinate system, the &es of 
the label groups of dual Zattices A and A' are the  same, i-e., gi(A) = gi(A*),  for 
i = 1, ..., n. 
Proof: Let A and A' have finite trellises in the given trellis coordinate system. 
Then for every i E { 1, . . . , n), we 
gi(A) = IPw~(A)/Aw;I = 
have 
In the second last step, we have used the facts that in span(Wi), (Awi)' = Pwi(AR). 
and (Pw (A))= = (A')m, (331, and also (2.10). 0 
Despite the nice relations between the state complexity profiles (and label com- 
plexity profiles) of dual lattices. it appears that there does not exist such a simple 
relation either between the number of distinct paths or between the number of 
edges in the trellises of dual lattices in the same coordinate system. However, we 
are able to relate these parameters as follows. For N ( A )  and N(AR), we f i s t  prove 
the following theorem. 
Theorem 4.2 For A E En, in any trellis coordinate sys tem that A and A* have 
finite trellises, we have 
n 
where gi is the  size of the label group in trellis section i. 
Proof: Let A' and A" denote the conesponding orthogonal sublattices of A 
and A' in the given coordinate system, respectively. We then have det(AU) = 
n:., det ((A*)wi ) . Combining this with the facts that gi = det ((A')wi )/ciet (Pwi (A')). 
and (Aw)- = Pwi (Am), we obtain det(AM) = n;=l(gi/det (Awi)). This in turn re- 
sdts in det(Att) = (& g;)/det (At). We then have 
N(A') = 
which completes the proof 
The following corollary 
Corollary 4.2 Let A be a 
a 
is an immediate consequence of Theorem 4.2. 
self-dual lattice. Then in any coordinate system that A 
has a finite trellis, we have N ( A )  = (n:=, gi)1'2- 
Corollary 4.2 also implies that in any coordinate system that a self-dual lattice 
has a fhite trellis, the corresponding quantity nyZl g; has to be a complete square. 
For an example, see the trellis of Es in Figure 5.1. 
Putting the fact that for every i = 1,. . . ,n, gi < N(A), together with Theo- 
rem 4.2, we get the following corollary. 
Corollary 4.3 For A E Ln, in any coordinate system that A and A' have finite 
trellises, we have N(A*) 5 N(A)"-'. 
As we will see later in Proposition 4.4, in many cases the above bound can be 
improved for integral lattices. We first prove the following lemma. 
Lemma 4.7 Let A be an integral lattice in Wm, and let V be an n-D subspace of 
A Rm such that the lattice Av = A n V h m  dimension n. Then the projection Zattice 
PV(A) is a sublattice of the dual lattice (Av)' in V .  
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Proofi For an integral lattice A, we have A C A', and therefore Pv(A) C 
Pv(AU). Combining this with Pv(Am) = (Av)', [33], cornpletes the proof. 
CoroIIary 4.4 Let A be a selj-dual lattice in Wm,  and let V be a n  n-D subspace of 
Rm such that the lattice Av hm dimension n. Then &(A) = (Av)'. 
Proposition 4.4 Let A E L be a n  integral lattice. Then in any coordinate system 
that A and A' have finite trellises. we have N(A') < N(A)det(A)? 
Proofi Using Lemma 4.7, we have det(Pwi(A)) 1 det((Awi)'). for i = 1:. . . . n. 
Combining this with gi = det(Awi)/det(Pwi(A)), i = 1,. . . .n ,  we obtain pi < 
det(Awi) / det((Awi)=) = det(Awi)2, i = 1, . . . , n. Applying these iriequalities to 
the result of Theorem 4.2, and using the fact that ny==, det(Awi) is equal to 
the determinant of the corresponding orthogonal sublattice A' of A, lead us to 
N(A)N(AS) 5 det(A')2. The proof then follows by combining this inequality 
with (2.12). 0 
Note that for a self-dual lattice, gi = det(Awi)2, i = 1,. . . . n, and the inequality 
of Proposition 4.4 is satisfied with equality. 
In the following, we give an upper bound on N ( K )  in terms of det(A), for A an 
integer lattice. 
Proposition 4.5 For A an integer lattice, we have N(A', H )  5 de t (A) ,  where H 
is the HNF of A-. 
Proofi Since A is a sublattice of Zn, the inner product of any vector of A with 
any vector of Zn is integer. This means that Zn 5 A'. Now by selecting H as 
the basis for A', the spans of G-S vectors ((Wi):='=l) will be dong the vectors of 
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the standard coordinate system ((u~)?=~). This implies that det(Ar) 5 det(Zn) = 
1, where Ar is the corresponding orthogonal sublattice of A'. We therefore have 
N(A', H) = det(A')/det(AR) < l/det(AR) = det(A), and the proof is complete. fl 
Note that since N ( A )  2 1, and for an integer lattice, det(A) 2 1, the bound 
in Proposition 4.5 is stronger than the one given in Proposition 4.4. In fact, as we 
will see in Section 5.4, the bound of Proposition 4.5 is achieved for all Di lattices. 
We finish this section by deriving an inequality relating &(A) and E(A') in the 
same trellis coordinate system. 
Theorem 4.3 For A E Ln, in any  coordinate system that A and A- have finite 
trellises, we have £(Aœ) 5 nE(h)'. 
Proof: Let for the lattice A-, the trellis parameters si, i = O, . . . , n, andg,', ri, i = 
1,. . . , n, be defined as in Section 2.4. Then by the definition of E, we have 
where we have used ri 5 &, i = 1, . . . , n, for the second last inequality, and the 
definition of Ç and S for the last step. It then follows from the identity of state 
and label complexity profiles of A and A' that E(AS) 5 nB(A)S(A). Combining 
this with the easily derived inequalities of Ç 5 E and S 5 E completes the proof. 
O 
4.3 Bounds on trellis complexity 
In this section, we present lower and upper bounds on the trellis complexity of 
lat tices. 
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4.3.1 Lower bounds on complexity 
In the following, a lower bound on N(A,  B) in terms of the coding gain and the 
dimension of A is given. We show that the bound, which was derived in [69], is 
quite tight, and is achieved by minimal trellises of many important lattices. 
Theorem 4.4 Let a lattice A E 6 &th coding gain 7 have a finite trellis con- 
structed based on  a bas& B. Then the number of distinct paths in this trellis. 
N(A, B ) ,  satisfies 
N ( A ,  B )  2 7n'2 . (4.5) 
The inequality is satisfied &th equality z f f  A hm n m u t u a l l ~  orthogonal vectors with 
their length equal t o  X(A) and along the G-S vectors of B. 
Proof: Suppose that A' is the corresponding orthogonal sub-lattice of A. Also. 
let (bi, . . . , bn) be a basis of A' with mutudy  orthogonal vectors. It is then easy 
to see that 
n 
det(Af) = 11 b:ll . (4-6) 
i=l 
Inequality (4.5) then follows by combining (4.6) with (2.12), and using the fact that 
1 1  bill 2 A(A), for i = 1, . . . , n, and h a l l y  applying (2.2). O 
Example 4.1 (Cont.) It is easy to see that N ( D 4 ,  B2) satisfies the inequalzty (4.5) 
with equality. Therefore B2 is the best basis for Dr in the sense that it minimizes 
N(D4, B ) ,  and the trellis of Figure 4.1(b) is a minimai trellis for D4. 
Example 4.3 Using Propositions 4.1 and 4.2, it can be seen that the "trellis- 
oriented" bmis matriz for the Leech lattice h24, giuen in [33], minimizes N(Az4 ,  B )  
with 224 distinct paths in the tre1Zi.s. 
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The following corollary cornes bom the fact that N is integer. 
Corollary 4.5 Le t  a lattice A E Ln with coding g a i n  7 have a finite trellis con- 
s t m c t e d  based o n  a b a s k  B. Then 
where denotes t he  smal les t  znteger 2 5. 
As we will see later in Chapter 5, the fact that N is an integer number, or in other 
words det(A) divides det(At), can more effectively be used if it is combined with 
the information regarding the structure of the lattice (the arrangement of lattice 
points). Note that although the condition of vectors b;, . . . , bn being mutually 
orthogonal is a stronger condition than det (A) dividing det (A'), in many situations 
it suffices to jus t use the latter condition. 
The following corollary shows that N ( A ,  B) has at least an exponential growth 
with r ( A ) ,  no matter what the selected basis for A is. 
CorolIary 4.6 Let A E Ln have  a coding gain 7 2 1, and a finite trellis c o n s t m c t e d  
based on a bmis B. T h e n  
WL B )  2 7 7 / 2  (4-8) 
Proof: Applying the inequality n 2 7, 2 7 to (4.5) proves the corollary. O 
Combining Theorem 4.4 with the lower bound results of Lemmas 2.1 and 2.2. 
we obtain the following corollary. 
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Corollary 4.7 Let A E Ln have a coding gain 7. Then for any jînite trellis of A. 
the corresponding parameters S( A), &(A), Ç(A) , and C satisfy 
Remark: Using the bounds given in (4.9)-(4.11), we can conclude that the treLlis 
complexity functions rl(7),  r2 (7 ) , and r3 (7 ) , as defined in [69], satisSr the inequal- 
ities ~ ~ ( 7 )  3 7'/2, ~ ~ ( 7 )  2 7,and ~ ~ ( 7 )  2 This is the same result as given in 
Theorem 3.4 of [69]. It has also been proved in [70] that for large values of 7' rl 
and TZ grow at least exponentidy. 
Using more elaborate discussions, we are able to improve the lower bound results 
of this section for some particular lattices. This will be illustrated in Chapter 5. 
4.3.2 Upper bounds on complexity 
As we already observed in Lernma 4.5, the trellis complexity is a geornetrical invari- 
ant of a lattice. It is therefore of interest to derive bounds on the trellis complexity 
which are functions of some other geometrical invariants of the lattice like coding 
gain. However, in the case of upper bounds and for a general lattice, we know 
that it is not possible to derive bounds which are just a function of 7 or n. In the 
following, however, we are able to derive a wide range of upper bounds on difFerent 
trellis complexity measures and for dinerent categories of lattices. In particular, 
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for integral lattices, the derived bounds which are in terms of n, and the successive 
minima or the determinant of the lattice are much tighter than the similar bounds 
of [7 11. 
Since the successive minima (including the minimum distance) and the deter- 
minant of a lattice change with scaIing, it is reasonable to rninimize them by proper 
scaling while keeping the integral property of the lattice. Combining the fact that 
a rational lattice always has an integral version with Lemma 4.5, one cm extend 
the application of these upper bound results to rational lattices. We show that the 
trellis complexity of "any" rational lattice A constructed based on "any" basis of A 
can be upper bounded by a function of n and det(A). We are also able to improve 
the bowids for ESM-lat tices. 
Throughout this section, we give the corresponding bases for the derived upper 
bounds. All the bounds are thus of a constructive nature. Note that the upper 
bounds of (711 on the trellis complexity of integral lattices are just existence results. 
We fbst start by the following proposition which can be conveniently used for 
the derivation of an upper bound on the trellis complexity of an arbitrary lattice 
given its basis matrix. 
Proposition 4.6 Le t  a lattéce A have un n x n b a i s  mat* B. Suppose that B 
c m  be converted to  an integer matriz  by multipltjing colurnn i with the  real nutnber 
xi, i = 1,. . . , n. Then we have 
wheie uj is the j-th coordinate vector. 
Proof: Let B' denote the matrix obtained fiom B by the above procedure, and 
let A and A' denote the determinant of B and B', respectively. Since B' is integer, 
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A F = Af(B1)-' is an integer matrix too. I t  then follows that the j-th row of F. 
Fj = ~ ' u j ( B ' ) - '  is an integer vector. We therefore have 4 B '  = Afuj E L(Bf) .  It 
is easy to see that b = (bl,. . , b n )  E L(B1) iff ( b l / x l : .  . . , b , / ~ , )  E A. We then 
have ( A t / z j ) u j  E A. This combined with the facts that A' = X I  g * - x n A ,  and 
det(A) = lAl, completes the proof. O 
Using Proposition 4.6, it is easy to see that selecting the trellis coordinate system 
{Wi}y=l to be the same as the standard coordinate system, determined by the unit 
vector: (u;):=~, we have 
The following proposition could be specifically useful for int eger lat tices. 
Proposition 4.7 Le t  A be an  n-D in teger  lattice, and le t  H be the  HNF of A. 
Then me have 
Proof: Let h l , .  . . , h, denote the rows of H.  Applying Proposition 4.6 to 
lattices L(hi7. .  . ,hj), with 11 = = +j  = 1, and for j = 1,. . . ,n, results in 
A 
V j  = (ni=, hiVi)uj E L(hl,. .. , hj), and therefore vj E A, for j = 1,. . . .n. NOW 
by choosing H as the ba i s  matrix for A, the G-S vectors are dong the coordinate 
vectors {uj)j",, This implies that for the corresponding orthogonal sublattice A'. 
we have det(Ar) < llvl (1 IIvnll. This combined with (2.12) and (4.1) completes 
the proof. O 
Using (4.1) combined with the fact that for an integer lattice hci is a positive 
integer for every value of i, we notice that each of the quantities (Ivjl(, j = 1.. . . .n. 
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in the above proof is upper bounded by det(A). Thus we obtain the following 
simpler upper bound on the number of distinct paths in the trellis of an integer 
lat tice- 
Theorem 4.5 For A an n-D integer lattice, we have 
where H is the HNF of A. 
The result of Theorem 4.5 can also be obtained kom (4.14), or by combining 
Corollary 4.3 with Proposition 4.5. 
Example 4.2 (Cont.) Using Theoren 4.5, we have N(Z2, H )  5 det(Z2), which 
results in N ( Z 2 ,  H )  = 1, where H = Iz is the HNF of Z2. We also note that bmed 
on Theorem 4.5, N(Zn, In) = 1, Vn, which corresponds to  the minimal trellis of Zn. 
As we will see later in Section 5.3, the bound of (4.16) is also achieved for all 
D, lat tices. 
As can be seen in the following theorem, for A an integer lattice, it is possible 
to derive upper bounds on S ( A ) ,  &(A), and Ç(A) which are (in many cases) tighter 
than the ones obtained by cornbining (2.16)-(2.18) with (4.16). (Note that for an 
integer lattice, det(A) 2 1). 
Theorem 4.6 For A an n -D integer lattice, we have 
where H is the HNF o f h .  
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Proof: Combining the upper bound of (2.16) with the result of Proposition 4.5' 
we have S(A', H') 5 det(A), where H' is the HNF of A*. Now if H is the KNF 
of A, then H and H f  introduce the same trellis coordinate system, and therefore 
according to the result of Forney in [33], we obtain S( A'. H f )  = S( A, H) . This 
completes the proof of inequality (4.17). 
In a similar way, inequalities (4.18) and (4.19) follow by combining (2.17) 
and (2.18) with Proposition 4.5 and applying Theorems 4.3 and 4.1, respectively. 
a 
The bounds of Theorem 4.6 are tight. In fact, inequalities (4.17) and (4.19) are 
both satisfied with equality for Zn and D, lattices. 
Remark: From the fact that ma% si(A, H) = maxi si(AN. H f )  < N(A', H')? and 
Proposition 4.5, we can also obtain rnw si(A, H) 5 det(A). Note that in [71], the 
only bound derived on the trellis complexity of integer lattices is &(ma% si) 5 
det (A), where the minimum is taken over all the trellis diagrams of A. 
In the fohwing, using Theorems 4.5 and 4.6, we derive upper bounds on the 
trellis complexity of a fi&-dimensional lattice with a rational basis. 
Theorem 4.7 Let a lattice A have a rationaln xn busis matrix B. Let M be the lcm 
of the denominators of nonzero elements in B, and let e = M/gcd(Mbl l ,  . . . , Mbnn). 
Then we have 
N(A,  H) <_ r("-l)det(~)"- '  , 
'('9 H ,  5 rdet(') 1 
&(A, H) 5 n ~ ~ " d e t ( h ) ~  , 
w, H) 5 r d e t ( N  ? 
where H is the HNF of A. 
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Proof: Since the proofs are similar, we only prove the first inequality. It is easy 
to see that CB E Zn*" (note that based on Lemma 4.3, C$ is the smallest such a 
number), and therefore [A is an integer lattice. It then follows from Theorem 4.5 
that N(tA, H') < det(tA)"-' = r("-')det(A)"-', where H' is the HNF of the 
lattice CA. At the last step, we have used det (<A) = rdet (A) .  The HNF of A, H. 
is equal to Hl/[. This combined with Lemma 4.5 results in N (  A, H) = N ( [ A ?  H f ) .  
Putting this together with the above inequality completes the proof. 0 
IR Theorem 4.7, C$ depends directly on the elements of the basis matrix. Note 
that using (4.14), one usually obtains a tighter upper bound on N than the one given 
in Theorem 4.7. The following example illustrates an application of Theorem 4.7. 
Example 4.4 In [71], as a counter-example for existence of proper upper bounds 
on  the trellis compplezity of lattices, the authors consider a sequence of rational 2 - 0  
lattices A generated by 
vhere pl, pz, p3, and p4 are distinct primes. They then show that by letting both pz 
and p4 grow, the number of distinct paths in a minimal trellis of A zncreases uithoat 
bound. 
Now, applying Theorem 4.7 to this example, we have [ = p2&, and consequently 
N ( A ,  H )  5 p:p3p4 A tzghter upper boand of the form N(A, H )  5 pzp3 can also be 
obtained vsing (4.14) with x1 = pz, and 1 2  = pr. 
There are different ways of extending the results of Theorem 4.7 to lattices with 
rational bases which are not full-dimensional, or more generally to rational lattices. 
One way is to find the smdest scaling factor which transforms the rational lattice 
to an integral lattice (see Section 2 4 ,  and then use the following upper bounds on 
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the trellis complexity of integral lattices. Another way is to notice that in the G-S 
coordinate system, multiplying colnmn i of the basis B of an n-D rational lattice 
A by 118;11, for i = 1, .  . . , n. resdts in a rational n x n matrix. This cornes from the 
fact that for a rational lattice the G-S coefficient matrix and the square n o m  of 
the G-S vectors are rational. Now for this matrix, defining ( in the same way as it 
was defined in Theorem 4.7, and applying (4.14), we obtain 
It is known that for a general rational lattice, there does not exist any basis such 
that the complexity of the corresponding trellis can be upper bounded by a function 
of -y or n. Interestingly, inequality (4.20) shows that for "any" rational lattice 
A, the complexity of the trellis constnicted based on "any" bais  of A is upper 
bounded by a function of n and det(A). In (4.20), however, ( depends directly on 
the selected basis for the lat tice. In the following, we derive upper bounds on the 
trellis complexity of integral lattices which are just a function of n and the lattice 
parameters (successive minima or determinant ) . 
To derive upper bounds on the trellis complexity of integral lattices, we employ 
a basis of the lattice which is reduced in the sense of Korkin and Zobtarev (K-Z 
reduced basis). Based on Lemma 4.2, it is clear that the corresponding trellis is 
finite. The following property of K-Z reduced bases has been proved in [49]. 
Lemma 4.8 Let  (bt , . . . , b,) be a K-Z reduced b u i s  of a lattice A, then 
Note that 7," ny.'=,(i + 3)/4 5 n2" / (4ne2 + o(1))" for n -t oo [49]. 
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Remark: .U the bounds given in [71] have been obtained using the fact that any 
n-D lattice A has a basis with fl:=l I l  bill 5 (2/&)"("-')/*det(~). Now for large 
values of n, comparing the logarithms of the bounds on (ny=, Ilbill)/det(A) in this 
inequality and (4.21), we notice that the bound in (4.21) is O(nlogn) while the 
bound used in [71] is 0 ( n 2 ) .  This means that for large values of n, all the bounds 
of [71] can be improved just by making the assumption of using a K-Z reduced basis 
for the lattice. 
The following lemma is of great importance to its subsequent results. 
Lemma 4.9 Let A be an 12-D integral lattice with an arbitrary bas& B = {bi, . . . . b,). 
Then 
si < det(h;)' , for i = 1, . . . , n , (4.22) 
where si is the nurnber of states ai! level i of the trellis ofA constructed based o n  B.  
Proof: By the definition, s; = IP;(A)/&-1 = det(&)/det(P;(A)). Using Lemma 
4.7, we obtain det(P;(A)) 2 det((Ai)*). Combining these with (2.10) completes the 
proof. 
Note that the bound of (4.22) is achieved for self-dual lattices. 
Remark: In [71], to obtain an upper bound on si for an integral lattice, the authors 
derive and use an inequality of the form si 5 det(Ai)2'. Substituting this inequality 
with (4.22) can also improve th& results substantially. 
Proposition 4.8 Let A Be an  n-D integral lattice with a K-Z reduced b u i s  B ,  and 
let N,s;, G, and gi be the parameters of the trellis of A constructed based on  B. 
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where Ai is the i-th successive minimum of A. 
Proof: We first prove (4.24) by applying det (A i )  = 1 1  bl 1 1  - 1 1  bill, and Proposi- 
tion 3.1 to (4.22). Inequalities (4.23) and (4.25) then follow from (4.24): using the 
facts that N 5 SI * sn-l, and gî 5 ei 5 si-isi, for i = 1, .  . . ,n, and S* = S, = 1. 
O 
Remark: In 1711, the main ingredient in deriving an upper bound on the num- 
ber of distinct paths in a trellis of an integral lattice A is a lemma which proves 
that if A has a basis bl, . . . , b,, then it &O has an orthogonal sublattice A' with 
det(Af) 5 n!(llblll IlbnII)2n- Based on the above discussions, it is not difficult to 
see that this inequality can be improved to det(A') 5 ( 1 1  bill llbn Il)''. TO prove 
this, we use the inequality N ( A ,  B) 5 1 1  Bi l12(n-1)  1 1  b2 112("-') 1 1  bn-i I l 2 ,  wbch is 
simiIar to (4.23) and is valid for any basis of A. Multiplying both sides of tltis 
inequality with det(A) = llblll lliinll, and using Ndet(A) = det(At), we obtain 
det(Af) < )lbl )12n-111b2])2n-3 llbnll. Cornbining this with llbîll 5 Ilbill, for i = 
1, .  . . , n, and using an assumption that the basis vectors are arranged in increasing 
n o m  order complete the proof. Note that the same inequality can also be ob- 
tained using an intermediate result of [71] itself. h Lemma 4 of [71], it has been 
proved that the vectors XI = bl and x< = d e t ( ~ ~ - l ) ~ b ~ ,  i = 2, .. . ,n, belong to A. 
NOW based on det(Ai-l) = ( lbl ( l**= llbi-l((, and ((bill 5 (Ibi((,tli, we have l l ~ ~ l l  < 
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llbtllZ - Ilbi-111211bill. This dong with the fact that det(A') 5 l l ~ ~ l l  IIx.~~? and 
using an assumption that the basis vectors are manged in increasing norm order 
lead to the result. 
Theorem 4.8 Let A be an n-D integral lattice with a K-Z reduced basis B ,  and let 
si, q? and gi be the parameters of the trellis of A constructed based on  B. Then 
Proof: Using (2.1). it is easy to obtain s; 5 (Al - for i = 1, . . . . n. - 1. 
fiom (4.24). The result in (4.26) then follows by combining these inequalities with 
(2.4). It is easy to see that (4.26) is also Mlid for i = O. To obtain the results 
of (4.27), we apply the same procedure to (4.25). One more step is required, i.e.? 
since for an integral lattice, Xi 2 1, i = 1,. . . ,n, we have di 5 ei 5 (A1 for 
i = 2 ,  ..., n-1. 0 
Theorem 4.9 Let A be an  n-D integral lattice with ESM. Now i f  B is a K-Z reduced 
bas& of A and si, e;, and gi are the parameters of the treliis of A constructed based 
on B ,  then 
si A ,  for i = O,.. .,n - 1 ,  (4.28) 
< + ,lz(n-i) ,gi 5 ei < x ~ ' - ~ ,  O i 1 .  - 1 , - (4.29) 
where X is the minimum distance of A. 
Proof: The results immediately follow by substituting X for all the successive 
minima Al,. .. , An in Proposition 4.8. Note that inequality (4.28) is trivially valid 
for i = O. 0 
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Theorem 4.10 Let A be a n  n-D integral Iattice with a K-Z reduced bas& B. Then 
Proof: It is ro t  difEcult to see that applying the inequalities of (2.1) to (4.23) 
results in N ( A ,  B) 5 (Al An)"-'. This combined with (2.4) completes the proof 
of (4.30). 
To derive the the bounds in (4.31) and (4.32), we use the results of Theorem 4.8 
dong with the facts that S 5 ma* si, and 5 E 5 ma% c. Note that 7, 2 1. Vn. 
and that for an integral lattice, det(A) > 1. O 
For ESM-lattices, the bounds of Theorem 4.10 can be improved as foLlows. 
Theorem 4.11 Let A be an n-D integral lattzce wzth ESM. Then for B a K-Z 
reduced bas-is of A, we have 
where X i s  the mznzmum distance of A. 
Proof: Inequality (4.33) follows fiom substituting X for all the successive min- 
ima in (4.23). Inequalities (4.34) and (4.35) are obtained by applying the results of 
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Theorem 4.9 to the defuitions of S and E, i.e., S = (C si- l)/n, and E = (x e)/n. 
It can be seen that the bounds of Theorem 4.11 are tighter than the ones in 
Theorem 4.10. For the densest lattices, the gaps between the bounds become 
smaller. In particdar. the two bounds given in (4.30) and (4.33) coincide for the 
densest lattices. It should also be noted that in all the upper bounds, 7, can be 
replaced by a function of n using the inequalities 7, 5 n, or 7n 5 2n/3, for n 2 2. 
For large values of n ,  one can also use the upper bound of (2.3). 
FinaDy, we notice that all the upper bounds of Theorems 4.9 and 4.11 are 
achieved for lat tices Zn (for inequalities (4.34) and (4.35), one should find the limit 
of the upper bounds as X -t 1. This is equal to 1). In fact, Theorem 4.11 implies 
that Zn is the only n-D integral lattice with ESM which has A = 1. Also for the 
integral version of the hexagonal lattice A2 with X(A2) = fi, d the inequalities 
in Theorems 4.9 and 4.11 are satisfied with equality. Note that the minimal trellis 
of AZ consists of two paths, and has two states at level one. 
Discussion: To compare the derived upper bounds in this thesis with those ob- 
tained in [71], we choose two inequalities (4.26) and (4.30), which have correspon- 
dences in [71]. The corresponding result of [71] states that for every n-D integral 
lattice A, there exists  a trellis such that 
Based on the fact that for an integral lattice det(A) 2 1, one can see the superiority 
of our bounds over the above results, especially for large values of n. Note that we 
are still able to improve the bounds of (4.26) and (4.30) for ESM-lattices, as can 
be seen in (4.28), and (4.33). 
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4.4 Conclusion 
By d e ~ v b g  bounds, we have investigated the tre& cornplexity of lattices to some 
extent. The discussions has been based on a universal approach to the construction 
and analysis of the trellis diagrams of lattices using their bases. Some res J t s  
relating the trellis complexity of dual lattices have been established. These results 
have been used in deriving upper bounds on the trellis complexity. The upper 
bound results both improve and generalize the similar results of [71]. 
Chapter 5 
Minimal trellis diagrams of 
lat t ices 
For clear reasons, finding low-complexity trellis diagrams for group codes is of 
importance. There has been a great amount of reseaxch devoted to addressing 
this problem for block codes, e.g., [60], [44], [45],[14],[32],[46],[15]. In most of these 
works, the authors concentrate on state complexity, and h d  permutations of the 
t h e  axis which result in low-complexity trellises for some categories of codes. In 
continuation to this extensive work on the subject, the general problem area is 
predicted to remain wide open and active for future research [28]. 
Despite the situation for block codes, search for low-cornplexity trellis diagrarns 
of lat tices (pardel  to the permutation problem for block codes) has not received 
much attention yet. In fact, the credit for taking the first and perhaps t b  only 
step towards this subject goes to Forney for his work in [33]. Here, we continue t his 
mission to a certain extent by devising simple algorithms for fmding lovr-complexit y 
(in many cases, minimal) trellises for a wide range of lattices. 
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In previous sections and by two examples we gave basis matrices for D4 and 
the Leech lattice which result in minimal trellis diagrams for these lat tices. In this 
chapter, we continue by obtaining low-complexity trellis diagrams of some other 
important lattices. In many cases, like Bames-WaIl lattices BW,, root lattices and 
their duals D,, D,, En, Ez, and A,,K, n < 9, we are also able to prove that the 
ob tained trellises are minimal. For proof, we either use (4.7), or derive tighter lower 
bounds on complexity which are achieved by the obtained trellises. 
To cstablish the new lower bounds, we use enumeration techniques which are 
based on the distance distribution of the shells of lattice points with respect to the 
origin, the arrangement of points on the firs t few shells of the lat tice, and the fact 
that the determinant of a lattice divides the determinant of any of its sublat tices. 
Alt hough t hese techniques are applied to some particular lat tices in t his thesis, they 
can also be applied to the other categories of lattices to either improve the lower 
bound of [rn/21 on the trellis complexity, or search for minimal trellises. 
It appears that finding a minimal trellis of a general lattice A is a very hard problem. 
To soIve it, one can search for n mutudy orthogonal vectors of A, b;, . . . , bn, which 
minimize nrSl Il b: 11. This is actudy the same as minimizing det (A'), where A' is 
an n-D orthogonal sublattice of A with basis vectors b:, . . . , bn. Let A be an n-D 
rational lattice with a given basis B. A trellis of A c a n  be constructed based on 
the basis B (see Section 4.1). Suppose that this trellis has a complexity No, and 
let x = xy=l wbi, a; E Z , Q i ,  be a candidate point of A for any of the vectors 
bi , . . . , bk, in the above description. Knowing the value of X(A), to obtain a treIlis 
of A with complexity lower than No (or to show that there does not exist such a 
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trellis), one only needs to search for x in the sphere centered at the origin with 
the radius of R = Nodet(h)/(X(A)"-'). This however could be a difficult task 
in general. One way of performing this task is to enumerate ai's from a, to al: 
successively, and by a method simiiar to the one presented in Section 3.3. Knowing 
more about the structure of A and the arrangement of its points can usually help 
to reduce R in the above algorithm, and therefore to make the problem more 
tractable. Such knowledge can also be employed to improve the bound of (4.7) 
on trellis complexity. It can even, rather simply, result in finding minimal trellises 
(without explicitly using the above algorithm), if it is properly combined with an 
enumeration metkod which enurnerates lattice points on the first few shells of the 
lattice. These are illustrated in the following sections for some famous lattices. 
On the other hand, as we explained in Section 4.1, for rational lattices finding a 
proper trellis coordinate system, which results in a s m d  value of N, is equivalent to 
finding a proper basis for the lattice. Thus to obtain a minimal trellis of a lattice A. 
one can search among all the possible bases for A. This is clearly a very hard task. 
even in s m d  dimensionalities. Note that different orderings of basis vectors result 
in different coordinate systems, and even for ody  cons ide~g  the different orderings 
of a given bais  for a lat ticeo the amount of computation explodes exponentidy 
wi t h dimension. 
Having an n xm bais  B of a lattice A, any other basis B' of A can be constructed 
(in the same standard coordinate system) by using B' = CIB, where U is an n x n 
unimodular matrix. To show the variety of unimodular operations, we List some of 
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them below: 
i. hterchanging two rows. 
ii. Multiplying a row by - 1. 
iii. Adding an integer multiple of a row to another one. 
The corresponding unimodular matrices can be easily constmcted 162, p. 1921. 
Note that the combination of any two unimodular operations (corresponding to 
the multiplication of the corresponding unimodular matrices) is also a unimodular 
operation. Despite the intractability of the problern of h d i n g  a minimal trellis for 
a lat tice via searching among its bases, it appears that in many cases just starting 
f?om a given basis matrix, and reordering the rows gives us good trellis diagrams 
(sometimes minimal). (See, e.g., Example 4.1). In the following, when we search 
for a low-complexity trellis of a lat tice by working on a given basis, we just permute 
the basis vectors. This is done as a complete search in s m d  dimensionalities (up 
to 8), and as a random search for n 2 9. We also notice that minimizing N does 
not necessady result in minimizing the other complexity measures of the trellis. 
In fact, it is not difFicult to find examples where two minimal treIlises of the same 
lattice have different values of S, Ç, or E (see, e-g., Example 5.6). Among the 
minimal trellis diagrams of a lattice, one might be interested in selecting the one 
which has a lower complexity with respect to another cornplexity measure. e.g., S. 
However, no attempt has been made to consider this aspect of the problem here. 
For the rest of this work, we need to define matrices &, n = 2m, m 2 1, by 
the following recursion: 
where $ denotes the direct sum operation, as defined in (2.11). Note that R, = R:. 
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We also have Ri = 21,, which means that &/fi is an orthogonal matrix. Let A 
be an n-D lattice (n = 2m) with a ba i s  matrix B. We denote a version of A by 
RA if it has a basis matrix equal to Ba. 
Given a trellis coordinate system SI = {Wi)Y",,, and a basis B for a lattice A? 
it fkequently happens that we need to find another basis B' for A such that the 
two ordered systems S2 = (span(R)}?=l=, and Si are the sarne. Let Ui denote the 
mat& with its rows equal to the unit vectors of the coordinate system SI. We 
first transform B to SI by computing BI = B(U~)=. Then by finding the HNF of 
BI,  we obtain a basis H in Si with its G-S vectors dong the coordinate system. 
The bais  Br is equal to H transformed back to the original coordinate system, i.e.. 
Br = HUl. 
5.2 Barnes- Wall lattices 
It can be seen that all the Barnes-Wall lattices BW,(n = 2m, m > 2) have n 
mutudy orthogonal vectors of length A, '. This in conjunction with Theorem 4.4 
and Lemma 4.1 indicates that there exists a basis B for each Barnes-Wall lat tice 
BW, such that N(B W,, B )  = 7n'2 = (n/2)"I4. In the following, starting from a 
given basis for a Barnes-Wd lattice A, we construct another basis which results in 
a minimal treLLis for A. 
Let G be a matrix with (1 ,O)  and (1,1) as its rows (the order of rows can be 
selected arbitrarily). Let Gem denote the m-fold Kronecker (tensor) product of G. 
'Forney has also noticed that certain interesting lattices A, including the Barnes-Wall lattices, 
have t his property. Equivalently, he has observed t hat these lat tices have orthogonal sublat tices 
A' such that IA/ArI = y ( ~ ) n 1 2 .  This result for Barnes-Wall lattices can also be obtained from the 
code fonnulas given in [3 11. 
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where the Kionecker product C D of matrices C = (G), 1 5 i 5 p. 1 5 j 5 q' 
and D is defined as 
cllD ci2D - c ~ , D  ( . . . . ) .  
52D - * -  4) 
A basis matrix for B W, can be formed by selecting the rows of matrices Gemt 
2Ge", . . . , 2Lm12JG@m which have a square norm equal to 2m-' or 2m. In this ver- 
sion, X(BW,) = and det(BW,) = (n/2)"I4, which confirms that r(BW,) = 
Jn/2. Starting from the above basis rnatrix of B W,, the following theorem gives 
an algorithm for finding a basis which rninimizes N(B W,, B). 
Theorem 5.1 Let A denote the above version of Barnes- ii-uii iattice BW,(n = 
Zrn, rn 2 2 ) .  For m odd, select matriz B to be the HNF of A. and for rn even. 
choose it us $H&, vhere H is the HNF of RA. Then B minimizes N ( A ,  B )  . ie.. 
N ( A ,  B) = (n/2)n/4. 
Proof: We prove the theorem by induction. For m = 2. the lattice BW4 is 
the same as D4. AS a basis matrix for this version of D4, we c m  use either the 
algorithm stated before, or simply select either one of the matrices Bi or Bz given 
in Example 4.1. S karting from one of these basis matrices as B, we f i s t  find the 
HNF of B&. Then by multiplying the result by 2% from the right, we obtain the 
following basis matrix for D4: 
Using Propositions 4.1 and 4.2, it is easy to see that N ( D 4 ,  B) = 2. 
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By Lemma 4.5, the above procedure for finding B implies that using the HNF 
of RD4 as the basis matrix minimizes N(RD4,  B). This in turn, by Theorem 4.4. 
concludes that RD4 has four of its shortest vectors along the coordinate vectors. 
Now for every m 2 3, and odd, the induction assumption similarly implies that 
RBW2m-i has 2m-' of its shortest vectors along the coordinate vectors. It is hown 
that B W2m = Il? W2m-i /RBW2m-i 12, where ( / l2 denotes the squaring construc- 
tion [31]. From the squaring construction and the fact that RBWZn-i has 2m-1 
shortest vectors along the coordinate system, it follows that BW2m has 2m of its 
shortest vectors along the coordinate vectors. Thus the HNF of B W2m minimizes 
N(BW2m, B). 
For m 2 4 and even, let the EFNF of BW2,-1 give the minimum number of 
distinct paths in the trellis of B W2*-i. This implies that B W2,-1 has 2"-' short- 
est vectors along the coordinate vectors. Since BW2m = IBWZm-~/RBW2m-~ 1 2 .  it 
can then be concluded that RBW2m has P of its shortest vectors along the coor- 
dinate vectors. This implies that the HNF of RBW2m, denoted by Hl minimizes 
N(RBW2m, B ) ,  and therefore the matrix iHR2m minimizes N(BW2", B ) .  O 
Example 5.1 The lattice BW8 Ls the Gosset lattice Es. The following basis matrix 
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of Es, which is actually its HNF, n z i n i r n i z  N(Es .  B ) ,  Le., N(E8, 6r) = 16. 
The  corresponding trellis of & is giuen in Figure 5.1. This trellis corresponds tu the 
"minimal code f o rmub"  of Es = 2Z8+(8, 4,4) for Es, luheîe the h e u r  code (8,4.4) 
is the first order binary Reed-Muller code [59 ,p .  3731. A trellis of E8 isomorphzc t o  
the trellis of  Figure 5.1, and constructed based on the same code formula has been 
also given in (331. Note that for another  trellis of Es given in [33] which minirnizes 
O O O O 
Figure 5.1: A minimal trellis diagram of E8. 
the nurnber ofs ta tes ,  we have N(E8,  B )  = 576, vhzch is m u c h  larger than 16. Thus 
we expect the  trellis of Figure 5.1 t o  decode Es more  eficiently. This is indeed the 
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case. The t ~ e l l i s  of [33] (with minimum number of states) has & = 7 and Ç = 6. 
compared to E = 5.5 and Ç = 2 for the aboue trellis. It also requires 33 two-way 
cornpaparisons for the VA, while this number for the trellis of Figure 5.1 is only 11. 
It can bs seen that for BW,, n 2 8, starting fiom the minimal trellis of D4: the 
trellis iteratively constructed based on the two-section trellis of squaring construc- 
tion [31] is also minimal. To see this, we notice that based on the construction of the 
two-section trellis, N(BWn) = IBWn12/RBWn/21N(BWn12)2, where we have used 
the fact that the minimal treIlises for BWn12 and RBWnla have the same number of 
distinct paths. This combined with IBWnI2/ RBWn12 1 = Y I 4 ,  [31], and the initial 
condition of N ( D 4 )  = 2 results in N(BWn) = (n/2)"/*. The two minimal trellises 
are however different, and the trellis constnicted based on Theorem 5.1 has a lower 
Viterbi decoding complexity. 
5.3 Lattices D, 
For n 2 3, Dn can be represented by the following basis matrix [25, p. 1171: 
For this version of D,, we have det (D,) = 2,  and X(Dn) = fi, which result in 
y(&) = 2(n-2)ln. Since D, is an integer lattice, Theorem 4.5 predicts that using 
the KNF of D, as the basis matrix, we obtain N(Dn,  H) 5 2"-'. In fact, it 
appears that N(Dn,  H) = 2"-'. We also note that the construction of D, based on 
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the (n. n - 1: 2) linear code consisting of dl codewords of even weight, and using 
construction A [25, p. 1381, expresses D, as the union of 2"-' cosets of 22". The 
conventional trellis of Dn based on this construction is given in Figure 5.2. There 
is however, some gap between this result and the lower bound of 7n/2 = 2(n-2)'2 
given in Theorem 4.4. We akeady observed in Example 4.1 that the minimal treUis 
of D4 achieves the lower bound. The code formula of lattices RD,, n = 2m. given 
in 1311, which expresses RDn as the union of 2(n-2)'2 cosets of 2Zn, also predicts 
that the above result can be improved (at least for LI,, n = 2m). 
Figure 5.2: Conventional trellis of Dn ccrresponding to D, = 22" + (n, n - 1,2). 
5.3.1 n even 
Using the basis matrix of (5.1), it can be seen that for n even, the n m u t u d y  
orthogonal vectors UI + UZ, UI - ~ 2 ,  UJ + ~ 4 ,  UJ - ~ 4 ,  . . . , u,-1 + u,, and un-1 - U, 
belong to the lattice D,, where ui is the i-th coordinate vector. Noticing the 
fact that all these vectors are shortest vectors of D,, and using Theorem 4.4 and 
Lemma 4.1, we conclude that there exiscists a b a i s  for D,, n even, that achieves the 
lower bound of Theorem 4.4. The following theorem gives such a basis. 
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Theorem 5.2 For Da, n even, let H denote the  HNF of the lattice RD,. Then 
N(Dn, H&/2)  = 2("-2)/2, i e . ,  the trellis constructed for LI, based on the bas& 
matriz H&/2 is a minimal frellis. 
Proof: Using the basis matrix B of (5.1), we can see that for n even, the lattice 
RD, with basis matrix BR, has n vectors of length X(RD,) = 2 dong the standard 
coordinate system. This together with the fact that for a HNF as a basis, the G- 
S vectors are dong the standard coordinate system, and Theorem 4.4 results in 
N(RDn, H) = r ( ~ ~ n ) " / 2  = 7(~, )n /2 .  Combullng this with Lemnta 4.5 completes 
the proof. O 
Example 5.2 Using the busis matriz of Theorem 5.2, eue obtain the trellis of Fig- 
ure 5.3 for DG. This trellis corresponds tc the minimal code formula RDs = 2Z6 + 
Figure 5.3: A minimal treliis diagram of Dg. 
(6,2,4), where the linear code (6,2,4) consists of codewords (000000); (110011), 
(111100), and (001111). 
It can be seen that in general, the minimal trellis diagram of D,, n even, con- 
structed based on the basis introduced in Theorem 5.2, has a form of Figure 5.4(a). 
An intermediate trellis section for this trellis diagram is given in Figure 5.4(b). 
CHAPTER 5. MINIMAL TRELLIS DIAGRAMS OF LATTICES 93 
Adding this trellis section to the middle part of the trellis diagram of D, results in 
the trellis diagram of Dn+2. It is easy to see that in the trellis of Figure 5.4(a). we 
have B(D,) = 2, S(D,) = (3n - 5 ) / n ,  and E(Dn) = 4(n  - 2)ln. 
Figure 5.4: (a) A minimal trellis diagram of Dn, n even. (b) A trellis section. 
Findy, we notice that the trellis of Figure 5.4(a) corresponds to the minimal 
code formula of RDn = 22" + (n, y, 4) for RDn),, n even. 
5.3.2 n odd 
For Dn, n odd, b y  permuting the basis vectors of (5.1), we are able to obtain trellises 
with N = &ynlZ. This is illustrated in the foflowing theorem. 
Theorem 5.3 For LIn, n odd, reordering the b a s i s  vectors of B (@ven in (5.1)), 
- 2(n-l)/2, let B = (bl, b2, bj,bs,brl,b7,ba, - . ,b,,bn-l)* Then N(Dn,B) - 
Proof: We prove the theorem by induction. It is easy to see that for D3, the 
basis ~3 = ( b l ,  b2, b3) results in N ( D 3 ,  &) = 2. Now assume that for nt 2 3, and 
A 
odd, the bais rnatrix B = B ~ ,  = (bl, b2: b3, b5, b4, bt, b6, . . . , bnl , bn, - 1 )  results 
in N(Dnl: B) = 2("1-')/~. It can be seen that the lattice Dn,+2 has the following 
basis matrix: 
~4 - - - Bnl+2 
Therefore, we have b: = b;, for i = 1,. . . ,nl. and consequently. a: = ai, for i = 
1,. . . , n t ,  where a: and ai are defined in Section 4.1, and are the corresponding 
parameters of lattices D,, and D,, respectively. Using Proposition 4.1, we then 
have WL1 +z, BI) = +la:l +2 N(Dn,, B). Based on the above definition of BI, 
L 
it is easy to see that kI+, = b:, and bii+2 = (0,. . . , 0,-1/2, -112). This 
combined with the definition of ai results in a;,+, = 1, and aLl+, = 2. Note 
that both vectors bkl+, and 2bh1+, are shortest vectors of D,1+2. Thus we have 
IV(&, +z, BI) = 2N(Dnl , B) = 2(n1+')/2, which completes the proof. CI 
Note that based on (4.7), we have N(D3, B) 2 2, which means that the basis 
B of the above theorem results in a minimal trellis for 4. The minimal trellis of 
D3 has two states in levels one and two. For the other d u e s  of n, the lower bound 
of (4.7) is improved in the following theorem. 
Theorem 5.4 For any trellis diagram of lattices D,, n odd, we have N 2 &y(~, ) " /~ .  
Proof: It is easy to see that for the version of D, considered here, the lengths 
of the nonzero vectors in increasing order are [25, p. 1181: 
J Z , 2 , ~ , J g , J I O  , - . .  
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It can also be seen that it is not possible to find an orthogonal sublattice A' of 
Dn, n odd, such that the lengths of its m u t u d y  orthogonal basis vectors bi, . . . , bn 
are all eqnal to A(&) = fi. The reason is that this dong with (4.6) results in 
det(At) = 2"12, which is not divisible by det(Dn) = 2, for n odd. Putting this case 
aside, the next best case for det(At) to be minimized is when just one of the vectors 
bi,. . . , bk has a length of 2 ,  while the others have still a length of a. This results 
in det (A') 2 2("+ ')12, and t hus N 2 2("-'Il2 = @y( D , ) " / ~ ,  which complet es the 
proof. 0 
Corollary 5.1 For lattices D,, n odd, the trellis d iag~ams  with N = 2(n-1 ) /2 .  con- 
structed based on the b u i s  B given in Theorem 5.3, are minimal. 
Example 5.3 Using the b u i s  introduced in Theorem 5.3, we obtain the minimal 
trellis diagram of Figure 5.5 for Dg. It can be seen that the label code is the linear 
O O O 
y 2 / 2 2  
Figure 5.5: A minimal treliis diagram of Dg. 
code (5,2,3) comisting of codewords (OOOOO), (00111), (11100), and (11011). 
In general, the minimal trellis diagram of D,, n odd, has the form of Figure 5.6. 
An intermediate trellis section for this treEs diagram is the same as the one for 
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The extra trellis section w3.t. Dn-1 
7 
The intermediate trellis section 
7
Figure 5.6: A minimal trellis diagram of D,, n odd. 
the trellis of LI,, n even, and is given in Figure 5.4(b). Adding this trellis section 
to the middle part of the trellis diagram of D,, n 2 5, results in the trellis diagram 
of Dn+2. Comparing Figures 5.4(a) and 5.6, one realizes that the only difference 
between trellises is that the trellis of D,? n odd, bas an extra section (as its third 
section) with respect to the trellis of D,-l.  It is also easy to see that in the minimal 
trellis of Figure 5.6, and for n 2 5, we have Ç(Dn) = 2, S(&) = 3(n - 2)ln. and 
E(D,) = 4(n - 2)ln. For n = 3, we have Ç(D3) = 2,S(D3) = 513, and E(D3) = 2. 
Note that although the conventional trellis of D,, given in Figure 5.2, minimizes 
the number of states, it has a higher Viterbi decoding complexity compared to 
the ainimal trellises of Dn obtained here. In specific, the number of two-way 
cornparisons required for the VA to decode the trellis of Figure 5.2 is more than 
twice what is needed for the decoding of our minimal trellises. 
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5.4 Lattices Di 
The folIowing matrix is a basis for Di, n 2 3, [25, p. 1201: 
For this version of D i ,  we have det(Dn) = 112, and X = a/2, n = 3, or X = 
1, n 2 4 It can be seen that r(Dj) = 1.191, and 7(D3 = 22/n0 n 2 4. Using 
Proposition 4.5, we obtain N(DZ, H) 5 det(D,) = 2, where H is the HNF of 
D,. On the other hand, based on (4.7), for any basis B' of Dn, N ( D ; ,  B') 2 2. 
Combining these resdts indicates that the trellis constructed based on the HNF of 
DE is a minimal trelLis with two distinct paths. Note that this is in agreement with 
the fact that Zn is a sublattice of D: with index two. In fact, Dn = Zn+1/2(n7 1. n ) ,  
where (n, 1, n) is the binary repetition code. It can be seen that the basis of (5.2) has 
also its G-S vectors dong the coordinate system, we therefore have N(DZ,  B) = 2. 
The corresponding trellis of Dn is given in Figure 5.7. 
Figure 5.7: A minimal trellis diagram of Dl. 
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The decoding of Di based on the trellis of Figure 5.7 is equivalent to the decod- 
ing of the union of two cosets of Zn in D;, [22]. The latter is known as the fastest 
method for the decoding of Dn. 
5.5 Lattices E,,E; 
In Section 5.2, a minimal trellis and the corresponding basis for Es(= E i )  were 
given. In the following, we find minimal trellises for Iattices &, E,', &, and E;. 
The following basis matrices generate E6 and Eg [25, pp. 126,1271: 
It is hown that A: is a sublattice of E6 with index 3 [25, p. 4471. This combined 
witb the fact that the minimal trelIis of A) has two paths indicates that there exists 
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a trellis diagram for Es with N 2 24. Using a permuted version of (5.3) with the 
order of basis vectors as (1,3,2,5,4,6), we obtain N ( E s )  = 16. The corresponding 
trellis is given in Figure 5.8(a). Using this result along with the fact that Ea, as an 
integral lattice, is a sublattice of E,' with index 3, we conclude that there exists a 
treUis of Ea with N < 48. In fact, Theorem 4.2 along with the result of Figure 5.8(a) 
for the sizes of the label groups, i.e., g = (2,2,4,2,4,2), shows that such a trellis 
has N = 16. We are also able to obtain a trellis of E,' with N = 16 by employing 
a permuted version of (5.4) with the order of basis vectors as (1,3,2,5,4,6).  The 
corresponding trellis of E,' is s h o w  in Figure 5.8(b). 
Note that by applying y(&) = 1.665 and 7(E, ' )  = 1.601 to ( 4 3 ,  we obtain 
N(E6, B) > 5 and N( Eg , Br) 2 5, for any bases B and B' of Eg and ES, respectively. 
These lower bounds along with the lengths of nonzero vectors, and the determinants 
of Es and Ea are given in Table 5.1. In this table, we also have the new improved 
lower bound of 16 on the t r e k  complexity of these lattices. This bound is derived 
in the following t heorem. 
Figure 5.8: (a) A minimal trellis diagram of Es. (b) A minimal trellis diagram of Ei. 
Theorem 5.5 For any trellis diagram of Zuttices E6, and El, we have N 2 16. 
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Proof: For any orthogonal sublattice Ar of Es, let {bi, . . . . bk) denote the set 
of mtitually orthogonal basis vectors of Ar. By enumerating the number of basis 
vectors of length A(&) = a, we exhaust all the possibilities for the lengths of 
these vectors. Examination of the minimal vectors of E6? given in [25, p. 1261. 
shows that there exist at most four of them which are mutudy orthogonal. We 
therefore start by the cases where four of the basis vectors have length fi. By 
examining the lengths of the vectors of Ea given in Table 5.1, and using (4.6), we 
then conclude that for det(Ar) to be the smallest integer multiple of det (Es) = fi, 
the best choice for the lengths of the other two vectors is either J6 and 6, or 2 
and a. This results in det(A1) 2 (fi)4(4fi), which together with (2.12) gives 
N > 16. 
A 
It is not difficult to see that for det(Ee) = fi to divide det(Ar), there must be at 
least one basis vector b: of Ar such that llbfll 2 6. For the cases where fewer than 
four of the basis vectors have length fi, this resdts in det (Ar) 2 ( f i ) 3 (22 )& .  and 
thus N 2 16. This completes the proof of IV(&) 2 16. 
For ES, the result can be proved by just examining the leiigths of the vectors 
of E,', given in Table 5.1. It can be seen that for any orthogonal sublattice Ar of 
E,', there must be at least one of its mutually orthogonal basis vectors bf with 
Ilb:ll 2 2. The reason is that it is not possible to select six numbers from the set 
r 
Lengths of nonzero vectors det(A) [7n/2] New L. B. 
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of numbers {2/ fi7 4, J10/3) such that their product forms an integer multiple 
of det (Ea) = 1/a. Moreover, for Et ,  there is no orthogonal pair of the vectors of 
length 2/& If there were, there would be at le& one vector of length 2&/& 
in E,'. Based on these, we then conclude that det(At) 2 ( 2 1 6 ) ( 2 ) ( 4 ) ~  = 16/fi, 
which results in N(E,') 2 16. 0 
CoroIlary 5.2 The trellises of E6, and Ea meth N = 16, giuen in Figures 5.8(a) 
and ( b ) ,  are minimal. 
5.5.2 Lattices E7 and E; 
It is known that Ei may be obtained by applying construction A [25. p. 1371 to 
the Little Hamming code (7,3,4). This corresponds to the code formula E7 = 
22' + (7,3,4) and the following basis for ET. 
It is then clear that 2Z7 is a sublattice of Ei with index 8, and therefore N ( E 7 ,  H) 5 
8, where H is the HNF of E7. In fact since the E S  vectors of B are also dong the 
coordinate system, we have N(E7,  B )  5 8. On the other hand, applying 7(E7) = 
Z6/' to Theorem 4.4 results in N(E7) 2 8, which means that the t r e h  of E7 
constructed based on (5.5) is a minimal trellis. This trellis is shown in Figure 5.9(a). 
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Figure 5.9: (a) A minimal trellis of &. (b) A minimal trellis of Ei.  
Since an integral version of ET is a sublattice of E; with index 2 [25, p. 1251. 
the above result for ET indicates the existence of a trellis for E; with at most 16 
distinct paths. In fact, applying the result of Figure 5.9(a) to Theorem 4.2 implies 
that constructing a trelLis of E; based on its HNF results in N = 16. The HNF 
of E; (as the dual of a version of E7 with the basis 812, where B is the rnatrix 
in (5.5)) is given below: 
The corresponding trellis is shown in Figure 5.9(b). This trellis demonstrates the 
code formula E; = 2Z7 + (7,4,3), where (7,4,3) is the Hamming code. Note that 
for B;, applying 7 = 1.656 to (4.7) gives the lower bound of N ( E ; )  2 6. In the 
foIlowing, we tighten this lower bound, and prove that the obtained trellis for E; 
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is in fact minimal. 
Theorem 5.6 For any tre1Zi.s diagram of E;, we have N 3 16. 
Proof: Consider a version of E; where the lengths of nonzero vectors in in- 
creasing order are equal to [25, p. 1251: 
This version has a determinant of det(E;) = 1/& Also let A' be an orthogonal 
sublattice of E;. We first notice that there are not any two of the 56 minimal vectors 
of E;, given in [25, p. 1251, which are orthogonal. Thus we just need to discuss two 
cases where either only one of the basis vectors of A' has a length of A( E;) = m. 
or none of the basis vectors has a length of m. For the former case, examining 
the lengths of the vectors of E;, and using the fact that det(Ar) must be an integer 
multiple of det (E; )  = 1/a, we condude that there is at least one basis vector b: 
of A' with 11 bill 2 A. This results in det(At) > (J37S)(&) (a)', and therefore 
N 2 24. For the latter case, it is easy to see thak det(Ar) 2 (fi)7, and thus 
N 2 16. a 
Corollary 5.3 The trellis of E; &th N = 16, shovm in Figure 5.9(b) ,  is minimal. 
5.6 Lattices A, 
The lat tice A,,, n 2 1, is defined as an integral lattice by the following set of points: 
A, = ( ( x O , x ~ ,  . . .,2,) E Zn+' : 20 + + I, = 0) - (5.7) 
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The following basis matrix corresponds to the above definition [25, p. 1091: 
For this version of An, we have X = fi, and det(&) = d m .  Based on The- 
orem 4.11, constructing a trellis diagram of A, using a K-Z reduced basis results 
in N < 2"("-'Il2. There is however a big gap between this upper bound and the 
lower bound of Theorem 4.4, which is N 2 2"I2(n + 1)-1/2. Using the basis B 
given in (5.8), we obtain a trellis with complexity N(An,  B) = n! . In the follow- 
ing, we irnprove this result by permuting the basis vectors of rnatrix B, and obtain 
trellis diagrams with relatively srnaIl values of N. Table 5.2 contains the resdts 
for A", n 5 16. The order of basis vectors is given in the second column. The 
information of the last column WU be used in Section 5.7. From Table 5.2, it is 
clear that the obtained trellises for lattices Al 2 Z, A2, and A3 D3 are minimal. 
Example 5.4 The trellis diagrams of & and Ag comtructed based on the bases 
given in Table 5.2 are showra in Figure 5.10. Later in this section, we &El proue 
that both of these trellises are minimal. 
It can be seen that for the above version of lattices &, n > 3, the hngths of 
nonzero vectors in increasing order are: 
The minimal vectors are all permutations of (1, -1,0,. . . , O), and the vectors with 
length 2 are all permutations of (1,1, -1, +O,. . . .O) .  It  is easy to see that for 
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Table 5.2: B a i s  matrices B, the number of distinct paths in the corresponding trellis 
N ( A ,  B), the lower bound on N, and the product of the sizes of the label groups 
for A, lattices (n $ 16). 
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Figure 5.10: (a) A minimal trellis of &. (b) A minimal trellis of As. 
two minimal vectors to be orthogonal, they cannot have any nonzero element in the 
same coordinate. Thus one can find at most [n/2] mutudy orthogonal minimal 
vectors of An. The following theorem is an immediate result of this. and the fact 
that the next shortest vector of A, has a length of at least 2. 
Theorem 5.7 The complezity N of any timellis diagram of lattices An satisfies 
Proof: Based on the above discussions, for any orthogonal sublattice A' of 
A,(n > 3),  we have det (A') 2 23n/4, for n even, and det(At) 2 2(3n-1)14, for n odd. 
The proof then follows fiom this combined with (2.12), and the fact that the lower 
bound on det(Af) for n odd is smaller than the one for n even. The lower bound of 
(5.9) is also achieved for minimal trellises of A,, n < 3. CI 
Comparing the fraction in the lower bound of Theorem 5.7 with = 2"12 1 (n+ 
1)'12 in (4.7) shows the improvement of the bound given in (5.9) over the one 
in (4.7). 
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For any specific value ofn > 3, the lowa bound of Theorem 5.7 can be improved 
using more elaborate discussions involving the arrangement of points of A,. In the 
following theozem using enurneration methods, we perform this task for 4 < n < 9. 
Theorem 5.8 Any trel2i.s diagram of lattzces A.,,, 4 5 n 5 9, satisfies N(A,)  2 L. 
where L is gzven in Table 5.3. 
Proof: The proofs for &, A5, and Ai are simple and similar, while it is more 
complicated to prove the result for Ag, As, and Ag. For the sake of brevity, here 
we just give the proofs for A4 and AG. 
For since there are at most 2 minimal vectors which are mutually orthogonal. 
we start the enumeration by considering the cases where two of the four mutually 
orthogonal basis vectors of an orthogonal sublattice A' have length a. In these 
cases, for det(Ar) to be an integer multiple of d e t ( 4 )  = A, we need two more 
vectors of & with the product of their lengths equd to an integer multiple of &. 
The best choice for the lengths which rninimizes det(At) is ei tha J8 and fi, or 
2 and a, both resulting in N 2 8. Clearly, for det(A,) = to divide det(Ar), 
A' must have a basis vector of length at least m. For the cases where fewer than 
two of the basis vectors have length &, this results in det(Ar) 2 (&)(2')(m). 
and thus N 2 8. 
For As, to apply the enumeration method, we need the arrangement of vectors 
on the fist few shells of the lattice. It can be seen that the vectors of Ag with norm 
fi are ail permutations of 
h(2, -1, -1, O, O, O, O) ,  and (1, 1, 1, -1, -1, -1, O), 
the vectors with norm J8 are all permutations of 
(2, -2,0,0,0,0, O),  and f (2,1, -1, -1, -1,0,0), 
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Table 5.3: New (L) and old (r7(h)"1*1) lower bounds on N(&), n 5 9, dong with the 
parameters m and k of the proposed algorithm for minimal trellises of A,. 
the vectors with norm are all permutations of 
(2, 1, -2, -17 O, O, O ) ,  and k (2, l7 1, -17 -1, -1, -II7 
and f indy the vectors with norm 6 are all permutations of 
k(3, -2, -1,0,0,0, O ) ,  f (2,2, -2, -1, -1,0, O), and f (3,1,  -1. -1. -1, -1.0). 
We f i s t  enurnerate all the possibilities based on the numbes of mutudy  orthogonal 
basis vectors of A' with length equd to X(A6) = fi. 
a) 3 of the 6 vectors, Say bi, b;, and b;, have length a: We continue by enumer- 
ating the possibilities for the number of 3 remaining orthogonal basis vectors wit h 
length 2. Examining the vectors of Ae with lengths fi and 2, it is not difficdt to 
see that one cannot find two orthogonal vectors of length 2 which are orthogonal 
to 3 rnutually orthogonal vectors of length fi. We thus need to only consider 2 
cases. i) 1 vector, Say b4, has length 2: In this case, for det(Af) to be an integer 
multiple of fi, we need two more vectors b; and b& of As such that Ilbkll 2 fi, 
Ilbé 1 1  2 4, and I l  b: 1 1  llbLll is an integer multiple of 6. Examining the vectors 
of Ag with lengths fi, one realizes that none of them is orthogonal to 3 mutu- 
ally orthogonal vectors of length 4. Also, it is not possible to find any vector 
of Ag with length a which is orthogonal to 4 m u t u d y  orthogonal vectors with 
lengths fi, fi, fi, and 2. Therefore the best choice for Ilb;ll and Ilbkll d i c h  
minimizes det(Ar) is either JI8 and J28. or J12 and J42, or J6 and 6. AU 
choices result in N 2 48. ii) no vector has length 2: For these cases, we have 
IIb:II 2 IIbkII 2 fi, IlbLlI 2 Js, Ilblpll[lbkllllbkll must be an integ- multi- 
ple of fi. Ex&g the vectors of Aa with length J6 reveals that one c-ot 
find two of them which are orthogonal to each other and also to b;, b;. and b3. 
For the cases with just one vector, say b:, with length 4, the best choice for I l  b; 1 1  
and I l  ba 1 1  to m"imize det (A'), as an integer multiple of fi, is eit her a and 
or and a, or and (we aLeady saw that this last case is impossible 
due to orthogonality conditions). All choices result in N 2 48. For the cases with 
no vector of length fi, we need to consider vectors bi, bk, and bi of Aa such that 
llb:Il 2 A, lb:11 2 J8, Ilbéll 2 J8, and Ilb!Jllb:llllbkll is an integer multiple of 
a. Based on the orthogonality conditions, none of the lengths l!b411, Ilb:ll, or 
I l  bk I I  can be equal to 6. It is not also possible to have two orthogonal vectors of 
length 0 which are orthogonal to bi, b;, and b3. The best choice is therefore to 
have Ilb:ll = Ilb:II = fi, and ((b&(( = a. This results in N > 48. 
b) 2 of the vectors have length 4: For f i  to divide det(A1), we need 4 more 
vectors with the product of their lengths equal to an integer multiple of 8. We 
enurnerate on the number of vectors with length 2. One cannot fmd 2 orthogonal 
vectors of As with length 2 which are also orthogonal to 2 vectors of length fi. 
We thus need to consider two cases. i) one vector has length 2: In this case. it 
can be seen that the best situation for minimizing det(Af), as an integer multiple 
of fi, happens if the 3 remaining vectors have either lengths &, 4, and JS8, or 
lengths 4, a, and a. Both cases result in N 2 48. ii) none of the vectors 
has length 2: The best selection for the lengths of the 4 remaining vectors is 4. 
J6, fi, and fi, which results in N 2 48. 
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c )  Only one vector has length fi: We need 5 more rnutudy orthogonal vectors 
with the product of their lengths equal to an integer multiple of 6, and also 
orthogonal to the f i s t  vector. We enumerate on the number of vectors of length 2. 
It c m  be seen that there exist at  most 3 mutually orthogonal vectors of length 2 
in As W e  therefore consider the following cases. i) 3 vectors have length 2: The 
best choice for the lengths of the remaining 2 vectors is either 4 and a, or f i  
and a. Both result in N 2 64. ii) 2 vectors or fewer have length 2: For f i  to 
divide det(At), there must be at  least one b a i s  vector of length at  le& fi. We 
thus have det(A') 2 &(22)(J6)2&1 and therefore N 2 48. 
d) None of the vectors has length fi: Noticing the fact that there exist at most 
3 mutudy orthogonal vectors of length 2 in Ae, we have det (A') 2 (23)(J6)20, 
and thus N > 68. O 
The same methods can also be applied to the other A, lattices to improve 
the lower bound of (5.9). However, by increasing the dimension, the number of 
enurneration steps required for having a tight lower bound is usually increased as 
weU. This results in cornplex and lengthy discussions which are difficult to handle. 
CoroIIary 5.4 The trellis diagrams comtructed Lased on the buses given in Ta- 
ble 5.2 for An, 4 5 n 5 9, m-th N = 8,8,48.16,96, and 128, respectzvely, are 
minimal. 
Our results on the minimal trellises of An, n 5 9, surprisingly suggest that, 
unlike lattices B W,, D,, and Dz, it is not likely to find a general structure for the 
minimal trellis diagams of all A, lattices. However, in the following, we propose 
an escient systematic algorithm for finding low-complexity trellises for A, lattices 
(arbitrary n). The algorithm results in minimal trellises for n 5 9. 
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The algorithm for trellis construction 
Let n - 1 = m + k, for n 2 2, where rn and k are non-negative integer numbers. 
Suppose that lattices A, and Ak, m, k # O, have orthogonal sublattices AL and 
A; with basis vectors VI,. . . ,v,, and wl, . . . , WL, respectively, where the vectors 
in each set are mutually orthogonal. Also, for the sake of simple representation, let 
A. = { ) be an Maginary lattice with no basis vector. Using the definition (5.7). 
one can see that the following n mutually orthogonal vectors belong to An: 
where t = ( I r  + i ) /g ,  s = ( m  + l) /g,  and g is the greatest common divisor of rn + 1 
and k + 1. Now, let N, and Nk be the complexity of trellises constructed based on 
A the quotient groups &/Am and Ak/A;, respectively (No = 1). We therefore have 
N, = det(Am)/ J- = (n:, IIv;ll)/Jm+l1 and Nk = llwill)/-- 
Considering the orthogonal sublattice A; of An with the vectors in (5.10) as its 
basis vectors, we obtain det(Ak) = (nz"=,l~;l])(nf=~ I ! W ~ I I ) I I Y ~ ~ ~ .  Constiucting a 
treIlis of A,, n = m + k + 1, based on A,/Ak, we thus see that if A, and Al. have 
trellises with complexity N, and Nk, respectively, then it is always possible to have 
a trellis of A, with the following complexity 
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Table 5.4: Old and new values of N(A,) ,  10 5 n 5 16, dong with the corresponding 
parameters rn, k,  in the proposed algorithm. 





Nl = 1 and that the corresponding sublattice A; has a basis vector (1, -1). the 
algorithm finds a trellis of A2 with complexity N2 = 2, based on the only possi- 
bility {m, k) = { l , O )  which satisfies m + k = 1 in the above construction. The 
- 
Lattice (A) 
N in Table 5.2 
New N 
{n, k)
corresponding orthogonal sublat tice Ai has the mutually orthogonal basis vectors 
y1 = (1, - 1, O ) ,  and y2 = ( I l l ,  -2). Similarly, by increasing n by one in each step, 
the algorithm continues to  find a trellis for each A,, n > 2, by enumerating all the 





the smallest N .  in (5.11). The corresponding mutually orthogonal basis vectors of 
An are obtained easily based on (5.10), and using the (previously found) results for 








{ 7 , 2 )  
It can be seen that the above algorithm results in the minimal trellises for n < 9. 
The corresponding parameters m and H are given in Table 5.3. For 10 < n 5 16. 
the results of the algorithm dong with the results obtained in Table 5.2 are lis ted 
in Table 5.4. One can see the improvement of the former over the latter for values 
of n = 11,12,14,15, and 16. As for the other values of n, it can be proved that the 
log-complexity (log, N) of the trellises obtained by the algorithm is upper bounded 
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by (nlog, n)/2 + O(n) .  The proof is similar, but more tedious than the proof given 
below for Theorem 5.9. Note that based on (5.9), the log-complexity of any trellis 
diagram of A,., is lower bounded by 3n/4+0(log n). The upper bound on complexity 
can be Mproved for the special case of n = 2* - 1, where p is a positive integer, or 
more generally for n = 2P1 + 2m - 1, where pi,pz are non-negative integers. 
Theorem 5.9 The compleaty  N, of the treilis of A,,, n = 2P - 1, p E Z+, obtained 
by the proposed algorithm, satisfies 
Proof: Choosing m = k = (n - 1 ) /2  in the algorithm, and using (5.11), we 
have N, 5 N&-l),2(n + 1)/2. Now since (n - 1)/2 = 2P-' - 1, N(n-i)/2 can also be 
upper bounded in a sirnilar way. Applying the same procedure p - 1 times (p 2 2) 
iteratively, we obtain 
where at the second last step, we have used Ni = 1, n + 1 = 2P, and the arithmetic- 
geometric series expression for the exponent of 2. It is also easy to see that (5.12) 
is satisfied for n = p = 1. 0 
The upper bound of (5.12) is quite tight. It is achieved for all the values of n 
in the f o m  of 2 P  - 1, given in Tables 5.3 and 5.4, i.e., n = 1,3,7,15. In fact, using 
similar methods as those employed in Theorem 5.8, we have been able to prove that 
the corresponding trellis of Al5 with N = 2048 is minimal (we already saw that the 
obtained trellises for Al, A3, and A7 are also minimal). This dong with the s m d  
gap between the upper bound of (5.12) and the lower bound of (5.9) has led us to 
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conjecture that the algorithm results in minimal trellises for An, n = 2P - II with 
complexity Nn = 2"/(n + 1). 
As a corollary of Theorem 5.9, we obtain a tight upper bound on the trellis 
complexity of a more general category of A, laltices. 
Corollary 5.5 The complexity Nn of the tre1Zi.s of A, n = 2Pl + 2h - 1, ~ 1 . ~ 2  E 
Z+ U { O ) ,  and pl 5 pz, obtazned by the proposed algorithm, satisfies 
Proof: The result is proved by choosing m = 2Pt - 1, and E = 2rn - 1, in the 
algorithm, and applying the result of Theorem 5.9 to (5.11) either for both N, and 
N k ,  when p,,p, 2 1; or for just Nk, when pl = O, pz > 1. Inequality (5.13) also 
holds for n = 1 (pl  =pz =O). 0 
Note that (5.13) reduces to (5.12) for n = 2P - L p  E Z+. The bound of 
Corollary 5.5 is achieved for n = 1,2,3,4,5,7,9,11,15, and 16, as can be checked 
using Tables 5.3, and 5.4. Since pl 2 0, it also results in N, < 2"-'. 
5.7 Lattices Ai 
The lattice An, n > 1. is defined as 
where A, has the definition of (5.7). The corresponding basis matrix has been given 
in (3.1). For this version ofAz, we have h = d m i ) ,  and det(A;) = il&-- 
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By constructing a trellis of A i  based on (3.1), we obtain N(A,, B )  = n! . However. 
by permuting the basis vectors, one can get a better result as explained in the 
following t heor em. 
Proof: Using a method similar to the proof of Theorem 5.3, it can be proved 
that for the trellis constructed based on B, we have N(AZ) = N(Ai-l) [Tl. 
Combining this with the initial condition of N ( A ; )  = 1 completes the proof. O 
Note that for n 5 8, Theorem 5.10 gives the best result achievable by permuting 
the basis vectors of (3.1) (all the permutations are tested) . For A; Z and A; Z A?, 
the basis of Theorem 5.10 results in a minimal trellis. For Aj, the result of this 
Theorem, which is N(A3,  B) = 4, can be improved by noticing that A j  r Dg: and 
that the minimal treKs of Dj has two distinct paths. 
For larger values of n, the resdt of Theorem 5.10 can be improved by applying 
the results of Table 5.2 or those of Tables 5.3 and 5.4 (corresponding to the trellis 
coordinate system of (5.10)) to Theorem 4.2. If An has a trellis with N(An) distinct 
paths and label groups with sizes gi, i = 1, . . . , n, then Ac will have a trellis with 
(n;==, gi)/N(An) distinct paths (in the same trellis coordinate system). It appears 
that although for 4 < n 5 10 and n = 13, the coordinates of Table 5.2 and those 
of Tables 5.3 and 5.4 result in the same N ( A z ) ,  for the other values of n, the latter 
results in a smaller N(AZ).  The best obtained results based on this method are 
listed in Table 5.5 for 4 5 n 5 16. 
It has been tested that the results of Table 5.5 are the best for n 5 7, in the sense 
that they are the minimum values of (nL, gi)/N(An) over all the permutations of 
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Table 5.5: Number of distinct paths in the treliis of A;, 4 5 n 5 16, in the same (trellis) 
coordinate system as the one given in Tables 5.3 and 5.4 for the corresponding A,. 
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basis vectors in (5.8). However, for n = 8, we are able to find a trellis for Ai 
with N = 128. To see this, we notice that a permuted version of (5.8), that is 
(bl, bs? bz, bs, b7? bs, b4, b8), resdts in a trellis with N = 128 and n:=, g; = 128~ 
for As. Combining this with Theorem 4.2 shows that A, has a trellis with N = 128 
in the same trellis coordinate system. For the other values of 9 5 n < 16, we have 
not been able to improve the results of Table 5.5 by this method. 
Note that there is also a big gap between the obtained results and the lower 
bounds of Corollary 4.5, listed in Table 5.5 as well. Later on, in Theorem 5.11. 
we prove that the obtained trelIises for A;,A;,A& and A,, are minimal. Also for 
A; and Ai, improving the results of Table 5.5, we find (trellis) coordinate systems 
which result in minimal trellises. 
Example 5.5 Minimal trellises for A; and A; aTe s h o m  in Figures 5.11(a) and 
( b ) ,  respectzvely. The trellises are obtained in the same coordinate systems as the 
ones gzven in Table 5.2 for minimal trellises of A4 and As. The corresponding busis 
matrices are: 
Note that, as expected, the trellises of F igu~e  5.11 have the same state and label 
complexity profiles as those of Figure 5.10. 
Theorem 5.11 Minimal t r e l h  diagrams of lattices A,, 4 5 n 5 9 ,  have complex- 
ities N = 8,16,48,32,48, and 256, respectively. 
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Figure 5.11: (a) A minimal treUis of A;. (b) A minimal trellis of Ai. 
Proof: The proof is based on direct enurneration of lattice points on the first few 
shells of A: lattices. On these shells, we search for a set of n mutually orthogonal 
vectors bi, . . . , bk, which minimizes det(A') = nr=, Il bill. TO proceed. we need the 
general foms of the vectors on the shds. Let x E An. It cm  be seen, based 
on the definition (5.14), that if at least one of the coordinates of x is zero, then 
ail the coordinates must be integer, and therefore x E A,. Knowing the forms 
of the vectors of A,, we then continue by listing the vectors of An in the form of 
x = z/(n+ l), and with llxll 5 M, where z E Zn+' has no zero coordinates, and M 
is the distance fiom the origin of the furthest shell which we are interested in. This 
"listing process" is performed based on the definition (5.14), and by sequentially 
checking the cases where n + 1' n, n - 1, . . . , 1 ,  and O of the coordinates of z are rtl, 
and selecting those which result in llxll 5 M. Then for the cases where none of the 
coordinates is k1, we continue by checking the instances with n + 1, n, n - 1, . . . ? 1, 
and O of the coordinates of z equal to I2, and so on. The process is stopped for 
fp, where p is the smallest integer which satisfies p > M / J ~ + I .  
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Using the general forms of the vectors, we are then able to study their orthogo- 
nality. The resulting knowledge dong with the fact that det(At) must be an integer 
multiple of 1/J=, eenables us to both obtain orthogonal sablattices A' with 
minimum determinant, and prove their minimality. In the following, we only prove 
the result for A;. The other proofs are similar, but more tedious. 
The lengths of nonzero vectors of Ai in increasing order are: 
3 2  23 The vectors on the f is t  three shells are all permutations o f f  (-a, i4), *(-, , , ) ?  
and (1, -1, 03), respective1y. It can be seen that no pair of vectors fiom the first 
two shells are orthogonal. Starting by ennmerating the number of vectors of length 
2/&, we therefore need to consider two cases: a) Only one of the 4 mutudy  
orthogonal vectors has length 2/&: We need 3 more vectors which are longer than 
with the product of th& lengths equal to an integer. AU three vectors thus 
c-ot have a Iength of fi. It is possible to have 2 vectors of length fi which 
are orthogonal to the fmt  vector. In this case, the next smdest integer length is 
2, and one can easily find a vector of length 2 which is orthogonal to all the three 
previously selected vectors (see Table 5.6). This results in N = 8. For the cases 
with fewer than 2 vectors of length JS, we have det(Ar) 2 ( 2 / & ) J 2 (  J14/512, and 
therefore N > - 8. b) None of the vectors has length 2/&: If one vector has length 
J675, since the product of the lengths must be an integer multiple of 1/&, the 
other three cannot all have a length of J2 Thus det(Ar) 3 J14/5), 
and N 2 9. If none of the vectors has length J6/5, then dearly det(A1) > (&)4, 
and therefore N 2 9. 
The results of Theorem 5.11 dong with the corresponding coordinate systems 
are given in Table 5.6. 
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n mutudy orthogonal vectors which resuit in a minimal trellis 
( -415. 1 5  1 1 115 ) ( O, -1. 1. O O ) 
( 0, 0, 0, -1, 1 1, ( o. -1, -1, 1, 1 )  
Table 5.6: The complexity N,;, of minimal treliises for 4, 4 5 n 5 9, and the corre- 
sponding treliis coordinate systems. 
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Example 5.6 Let VI = (0,0,0,-l , l) ,  v* = (0,-1,1,0,0), v3 = (0,-1,-1.1,l). 
and v4 = (-4/5,1/5,1/5,1/5,1/5). For A;, based on  Table 5.6, the trellis coordi- 
nate s y s t en  {Wi)$l = {vl, vzl vai v4) resvlts in a minimal trellis. It can be seen 
that this trellis is isomorphic to the tre1li.s of Figure 5.11(a), and thvs hm the sarne 
state, edge, and label group complezities. However b y permuting the coordinates to 
(Wi)?=, = {v4, VZ, VI, v3), we find another minimal trellis for A; with the following 
parameters: s = (1,4,8,4, l ) ,  e = (4,8,8,4), and g = (4,2,2,4). Cornpuring these 
parameters vith those of Figure 5.11(a) shows that this second trellis hm hzgher 
state and edge complezities. 
Note that the results of Theorem 5.11 have a significant improvement over the 
lower bounds of (4.7). These results also suggest that it is unlikely to find a general 
structure for minimal trellis diagrams of Ai lat tices. For larger values of n (n > 9) 
obtaining a minimal trellis by enurneration could be very dificult. One might 
prefer a simpler approach which results in a low-complexity treUs (without any 
guarantee for being minimal). As we observed before, one method is to use the 
same trellis coordinate system which results in a low-complexity treLlis for A,. In 
this case, using the fact that A, is a sublattice of An with index n + 1, we have 
N(A,)  5 (n + l ) N ( A , J .  In fact, in the coordinate system (5.10), 
and the bound can be improved to N(AZ) 5 (n + l)N(A,)/2. The reason is that 
for A l ,  the shortest vector in the direction of y, in (5.10) is gy,/(n + l), whi& has 
a length of at most l(yn11/2. 
Applying (5.11) to (5.15), we obtain 
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This suggests minimizing N(AZ) in the coordinate systems of the form (5.10) by 
checking different values of m and k which satis@ rn + k = n - 1. We however. 
notice that this search does not improve the resdts of Table 5.5, except for A,, 
where choosing {ml E )  = (O, 7) results in N ( A ; )  = 128. 
Findy, for n = 2P- 1, p 2 2, the results of the above algorithm can be improved 
by selecting a trellis coordinate system consisting of the qi = (7s + 1)/2 vectors (if 
( O ,  o , o ,  0 , o  , . . . ,  O , l , - 1 ) ,  
the q 2  = (n + 1)/4 vectors 
the qa = (n + 1)/8 vectors . . ., the q,-2 = 4 vectors 
and the q,-1 = 3 vectors 
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It is easy to see that all the above vectors belong to An, and are m u t u d y  orthogonal. 
It can be also seen that the complexity of the corresponding trellis is equal to 
For n = 15, this coordinate system results in N = 8192, which improves over 
N = 16384. obtained in the best coordinate system of the form (5.10). This method 
dso results in minimal trefises for Aj and A;. 
It can be seen that the log-complexity of trellises obtained based on the above 
methods is upper bounded by (nlog, n)/2 + O(n) .  Similar to the situation for A, 
lattices, this bound can be improved for some specific values of n. This is illustrated 
in the following theorem. 
Theorem 5.12 Choosing the trellis &th the lowest complexity arnong the trellises 
obtained by the above rnethods, the trellis complexity of An Iattices satisfies 
N(A;) 2n-2 , for n = 2P - 1. 
N(A;) 2--' , for n = 2Pi + 2E - 1 , 
N(A;) 5 n2"-~1-~ , for n = 2P1 + 2- , 
N(A;) 5 (n - 1)2"-P1-~ , for n = SP1 + 2m + 1 , 
N ( A Z )  5 3(n - 2)2"-Yl -3 , for n = 2 P l  + 2 w + 2 ,  
where p, pl, p2 are non-negative integers, with p 2 2, and pi 5 p2. 
Proof: The h t  inequality is a consequence of (5.17). The second inequality 
is obtained by choosing Cm, k) = (2Pl - 1,2m - 1), and applying Theorem 5.9 
to (5.16). The other inequalities are derived by choosing {ml E )  = {O, n - l), 
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{m. k) = (1, n - 2), {m, k) = (2, n - 3), . . . in (5.16), respectively, and applying 
Corollary 5.5. 0 
Note that although n = 2P - 1 is a special case of n = 2Pl + 2- - 1, the first 
inequality is stronger than the second inequality. 
The bounds of Theorem 5.12 are tight. In fact, based on the obtained results, it 
can be seen that the bounds are attained for n = 3,7,15, n = 1,2,4,5,8,9,11,16, 
n = 2,4,6,8,12,16, n = 5,9,13, and n = 6,10,14, respectively. In the following, we 
also derive a tight lower bound on the trellis complexity of AD lat tices for a general 
value of n. The relatively s m d  gap between the lower bound and the above upper 
bounds shows the satisfactory performance of the proposed algorithms in finding 
low-complexity trellises for A,. 
Theorem 5.13 The complen'ty N of any trellis diagram of At lattices (n 2 4 )  
satisfies 
Proof: Since the complexity of minimal trellises for lattices A;, 4 5 n < 9, 
satisfies the inequality, the result is proved for n 5 9. It can be seen that for 
A,, n > - 8, the lengths of nonzero vectors in increasing order are: 
The vectors on the first two shells are all permutations of rt(+ hn), and 
n-12 2 " - 1  
'(-GE n+i ), respectively. It is not difficult to see that no pair of these 
vectors are orthogonal. We therefore have N 2 J-(JZ)n-l/det(~;) = 
 fi^("-')/^, and the proof is complete. O 
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Cornparing the lower bound of (5.18) with 7n/2 = Jn+i(n/(n + 1))"l2 shows 
the considerable improvernent of the result given in Theorem 5.13 over the lower 
bound of (4.7). Also note that the result of Theorem 5.13 corresponds to a lower 
bound of 7212 + O (log n) on the log-complexity of any trellis of A,. 
The following mat& generates the Coxeter-Todd lattice K12 [25, p. 1281: 
For this version, we have X = 2, and det(K12) = 27, which results in 7 = 4 / a .  
In [33], Forney has considered some trellis constructions of KI2 as a complex E- 
lattice. To modify these trellises such that they represent KI2 as a real lattice, each 
edge can be replaced by a properly labeled minimal trellis of A2. The reason is 
that the set of Eisenstein integers E is the complex analog of the r d  hexagonal 
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lattice A2. I t  is known that KI2 contains Ai as a sublattice of index 64 [24]. (This 
corresponds to the complex code formula of Klz = 2 E6 + (6,3,4) given in [33]). 
This fact has been used to devise a decoding algorithm for K12 in [24]. I t  also shows 
that there exists a trellis of K12 with N 5 64 x 26 = 4096. 
By permuting the rows of (5.19), we obtain a basis for KI2 with the order of its 
vectors as (1,2,3,9,7,5,8,6,12,11, 10,4) which results in a trellis with N = 4096. 
The sizes of the label groups in all trellis sections are 4, and the number of states 
in different levels of the trellis are s = (1,4,16,64,64,64,64,64,64,16,4,4,1). Note 
that for KI2, inequality (4.7) results in the lower bound of N 2 152. This lower 
bound is improved in the following theorem. 
Theorem 5.14 For any trellis diagram of K12, tue have N 2 512. 
ProoE Let A' be a 12-D orthogonal sublattice of K12. We then proceed by 
enumerating the number of (mutually orthogonal) basis vectors of A' with their 
length equal to X(K12) = 2. For the above version of Ki2, it can be seen that the 
lengths of nonzero vectors are [25, p. 1291: 
2 : J S , & , J I o , J i z , J 1 4  ,... . 
Combining this with the fact that det(A') must be an integer multiple of 27, we 
conclude that for all the cases where the number of ba i s  vectors of length 2 is greater 
than 6, det (A') 2 (27) (lOX), and therefore N 2 1024. For the cases where exactly 
6 or fewer than 6 of the basis vectors have length 2, we have det(Af) 2 (2)6(J6)6. 
a n d t h u s N i 5 1 2 .  
Note that in the above proof, we have only used the information regarding the 
lengths of the vectors of Kla. More elaborate arguments involving the arrangement 
of lattice vectors, and their orthogonality conditions can probably result in a tighter 
lower bound. 
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5.9 Conclusion 
Low-complexity (in many cases minimal) trellis diagrams for some important lat- 
tices have been found. For B W,, D,, Dz, En, En, (An, A,, n < - 9), and il2*- we 
have obtained basis matrices which result in minimal trellises. The number of dis- 
tinct paths in some of these minimal trellises is much larger than We have 
also concluded that, despite the case for BW,, D, and Dc, it is not likely to find 
a general structure for the minimal trellises of R, and A: lattices. We however. 
propose simple algorithms for finding low-complexity trellis diagrams of A, and 
A: in any given dimension n. Except for Ag, these algorithms result in minimal 
treIlis diagrams for every other n 5 9. Finally, based on the s m d  gap between the 
derived upper and lower bounds on the cornplexity of the trellises obtained by the 
algorithms, and also the fact that many of these trellises are minimal for n 5 9. we 
conjecture that many of them are also minimal for n > 9 (especidy those for A,). 
Chapter 6 
Some results on lattice theory 
Covering radius, successive minima, and coding gain are important structural pa- 
rameters of a lattice. In the following two sections, we derive inequalities which 
relate the covering radius of a lattice to its successive minima, and the coding gains 
of densest lat tices in two successive dimensions toget h a .  
6.1 An upper bound on covering radius 
The inhomogeneous minimum and successive minima of a convex body with respect 
to a lattice [37, pp. 123,1241 play essential roles in the geometry of numbers. A well- 
known inequality connecting these parameters, for a bounded o-symmetric convex 
body K with respect to a lattice A in Rn, is the following [41]: 
where p(K, A) and X;(K, A) are the inhomogeneous minimum and the i-th succes- 
sive minimum of the body K with respect to the lat tice A, respectively. Inequality 
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(6.1) has been used by other researchers to derive upper bounds on p ( K ' A )  in 
texms of X1(K, A) and the volume of the body K, [20], [65], [68]. Further classical 
results of this type are due to Mahler, Hlawka, Kneser, Birch and others, see [37. 
pp. 98-1071- 
In this work, we give an analogue of (6.1) for the case that K is the n-D unit 
sphere Sn centered at the origin. In this case, p(S,,A) and &(Sn, A) are the so- 
called covering radius and the i-th successive minimum of the lat tice A, abbreviated 
by p ( h )  and & ( A ) ,  respectively. The derived bound which is tighter than (6.1) is 
given in the following Theorem. It is achieved ody in the case of orthogonal lat tices. 
Two alternate proofs, which are basically ge~metrical~ are given. 
Theorem 6.1 The covering radius p(A)  of a n  n-D lattice A satisfies 
where &(A) is the i - th  successive minimum of A. The inequality holds with equality 
iff there exists a n  orthogonal basis for A. 
Proof: As the fmt  proof, we use Propositions 3.1 and 3.2 together with the 
fact that every lattice has a K-Z reduced basis. O 
We also present an alternative proof for Theorem 6.1 which does not depend 
on the concept of basis reduction. To do so, we need the following fact from basic 
geometry of numbers [37, p. 191. 
Proposition 6.1 Let y,, . . . , y,, be n independent points of a given n-D lattice A. 
Then there exists a basis bi , .  . . , b, of A, such that 
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Alternative proof: Define a sequence of lattices A('), i = 1 , .  . . , n, such that 
A(') = A, and A('+'), i = 1, . . . , n - 1, is the orthogonal projection of A(') to 
.span(vi)', where V; E A(') satisfies l l ~ ~ l l  = x(A(')). We k s t  prove that 
p ( ~ ( i ) ) 2  5 LX(A('))~ + p(~( '+1) )2  for i = 1, . . . , n - 1 . 
4 
For any w E span(A(')), let w = w'fw", where w' E span(vi) and w" E span(v i ) l .  
Let x E span(h(')). By the definition of p ( ~ ( i + l ) ) ,  there exists b E A(') such that 
II(, - b)"ll < - p ( ~ ( i + l ) ) .  There also exists an integer k such that Il(x - b)' - Izvill 5 
A x(A( ' ) ) /~ .  Therefore u = b + kv ;  is a point of the lattice A(') satisfying 
which proves (6.3).  
Starting from i = 1, by combining the inequalities in (6.3) successivelyo and 
using the fact that p ( ~ ( n ) )  = $X(A(")) for the 1-D lattice A("), we obtain 
By the same discussion as given in the proof of Proposition 3.1, we also have 
x(A(')) 5 &(A). This combined with (6.4) proves (6.2). 
Suppose that A has an orthogonal basis bl , . . . , b,. It is not difncult to see 
that mmging the basis vectors in order of inueasing length, we obtain 1 1  bill = 
1 1  bill = &(A) for i = 1, . . . , n. Combining this fact with Proposition 3.2, we have 
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To prove the "only if" part, we note that if (6.2) holds with equality? then 
X(A(')) = &(A), for dl i, and for a ~ y  set of vectors {v' : Vi € Ilvil[ = 
X(A(')) ; i = 1, .  . . , n - 1). This results in the fact that there exist mutually orthog- 
onal vectors YI, .. . , y, E A such that llyill = &(A), Vi. Applying Proposition 6.1 
for successive values of i, statting from i = 1, and using the defini tion of successive 
minima along with the fact that Yi I yj7 for i # j ,  we conclude that there exists a 
basis bl, . . . , b, for A such that bi = *y i ,  Vi.  0 
For ESM-lat tices, inequality (6.2) reduces to 
Inequality (6.5) is satisfied with equality only for the cubic lattices which are equiv- 
alent to the lattice Zn. This results in a characterization of the Zn lattice, Le.. Zn 
is the only n-D ESM-lattice (up to equivalence) which satisfies (6.5) with equality. 
or equivalently, Zn has the largest covering radius in the set of n-D ESM-lat tices. 
For an n-D ESM-lattice A, there is a well-known conjecture in the geometry of 
numbers which asserts that the covering radius p(A) satisfies 
This conjecture has only been proved for dimensions n 5 6 (see [37, p. 6171). 
Selecting a K-Z reduced basis bi , . . . , b, for an n-D ESM-lattice A, and using 
Proposition 3.1, we have det(A) = n;., llbill 5 X(A)". This indicates that the 
bound in (6.6) is tighter than the one in (6.5). The two bounds coincide for cubic 
lat tices. 
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6.2 An inequality on Hermite's constants in suc- 
cessive dimensions 
The problem of finding dense lattice packings (large 7) is of great importance in both 
mathematics and communications [37, pp. 385-4111, [25, pp. 66-74]. The maximum 
value of y in a given dimension n is denoted as 7,, and is called Hermite's constant. 
The value of 7, is known only for the dimensions n 5 8 [37, p. 4101. It has never 
been proved that 7, is an increasing funetion of n, dthough this is very likely to 
be true. In this work, we establish a lower bound on 7, in terms of 7,-1 and n. 
The bound is derived using a densely constructed n-D lattice which is composed 
of pardel layers. Each layer is a translated version of a densest (n - 1)-D lattice. 
The layers are placed such that the lattice points in one layer are orthogonally 
projected to the deep holes of the two adjacent layers. This, dong with the proper 
adjustment of the spacing between the layers, helps to increase the coding gain. 
In deriving the bound on r,, we make use of a lower bound on the covering 
radius of a lat tice ( p )  in terms of its minimum distance (A)  and dimension (n)  
which is due to RySkov [64]. For large values of n, the derived bound on 7, is 
improved through establishing a lower bound on p in terms of X and n which is 
tighter than RySkov's bound (for n > 42). 
It should also be noted that Mordell and Oppenheim, independent of each other, 
have obtained an upper bound of the form (r,-i)(n-1)I("-2) on y,. see [37, p. 3761. 
This, in conjunction with the lower bound presented here, provides a tight range 
for 7, in terms of yn-l. 
It is known how to build up a packing in Rn kom a given lattice packing 
(corresponding to a lattice A) in Pn-' by extending the latter to a layer of spheres 
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in Rn (with centers a t  the points of A), and staeking congruent layers as densely 
as possible [50]-[53], [23]. In fact, it appears that the densest lattices in dimensions 
n 5 8 have a layer structure, see e.g., [25, p. 1641. Ln the above construction. we 
c d  the lattice A the base for the resulting packùig. As explained before, we select 
the base to be a densest (n - 1)-D lattice. To preserve the lattice property, we 
form the successive layers by translating the base with a fixed n-D vector, called 
the generator vector, successively. The generator vector is selected such that the 
density (coding gain) of the resulting lattice is as large as possible. 
h the following, we give a simple proof for a lower bound on covering radius p in 
terms of minimum distance X which is helpfd in following the rest of this work. 
The original proof, due to RySkov [64], is more complicated and applies to a general 
uniform system of points. We need the following lemma fiom [64]: 
Lemma 6.1 The  length of the smallest edge of an arbitrary n-D s i m p l e z  located 
inside a n  n-D sphere of radius r is upper bounded by [2(n + l)/n]1'2~. This  bound 
is achieved only for a regular simplez i m c r i b e d  in the sphere. 
Theorem 6.2 For an n-D lattice A, we have 
Proof: Consider a sphere S(v) of radius p(A) centered at an arbitrary deep hole 
v of the lattice A. Since v is the common vertex of some adjacent n-D polytopes 
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(Voroiioi ceus of A), it is located at the intersection of at least n hyper-planes 
(which are the facets of the corresponding Voronoi ce&). It is not then difficult to 
see that v is the deep hole corresponding to at least n + 1 adjacent Voronoi celIs. 
This means that there exist at least n + 1 lattice points on the surface of S(v). Let 
the minimum distance between these points be denoted by d. We have X(A) 5 d. 
Considering the aforementioned n + 1 Iattice points as the vertices of a simplex, and 
using Lemma 6.1, we obt ain d 5 [2(n + l ) /n ]1 /2p(~) .  Combining these inequalities 
proves the theorem. 
It is interesting to note that (6.7) is satisfied with equality for the densest one- 
and twci-dimensional lat tices, i.e., the integer lat tice Z and the hexagonal lat tice. 
Inequality (6.7) could be also obtained by combining the upper bound on the 
density of packings given by Rogers (see [25, p. 19]), with the lower bound on the 
thickness of coverings due to Coxeter, Few and Rogers (C-F-R) (see (25, p. 40]).' 
It is clear from the above observation that by tightening either bound, one can 
improve the inequality given in (6.7). Rogers' bound is the best known bound 
for n 5 42, [25, p. 201. For n > 42, the Kabatiansky-Levenshtein (K-L) bound 
(see [25, pp. 2642651) takes over [25, p. 201. There does not, however, exist a 
simple expression for the K-L bound except for large values of n. Combining K-L 
and C-F-R bounds for large values of n, as given in [25, p. 191 and [25, p. 401. 
respectively, we obtain 
which is tighter than (6.7). 
'Note that both of these results had been available quite a while before the publication of 
Ryskov's bound in [64]. 
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6.2.2 Main result 
Let Ab be an (n - 1)-D lattice with basis bl ,  . . . , bnml, where bi = (biyl , . . . . biVn-i). 
and let v = (vi, . . . , be a deep hole of Ab. We construct an n-D lattice A 
using the following generat or matrix 
where h is a properly selected positive number. It is easy to see that the lattice 
A has a Iayer structure with the base lattice Ab, and the generator vector bk = 
( v  , . . . , v ,  h) .  As we will see later, the selection of v as a deep hole helps to 
increase the coding gain (density) of A. It is easy to show that 
To maximize the coding gain of A, we would like to select h as the smalles t number 
such that At f A(A) = A(Ab) A. Choosing a proper value for h requhes checking 
the distance between lattice points in dif3erent layers. The value of h also depends 
A 
on the values of p = p(Ab) and A. We select Ab to be a densest (n - 1)-D lat tice. 
denoted by Since we do not know much about the structure of Ln-l, for a 
general value of n, we choose 
This selection guarantees that, except for the lattice points in two adjacent layers. 
the distance between the other lattice points is at least A. It is easy to see that 
the minimum distance between lattice points in two adjacent layers is d m - .  
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Therefore, to keep A' equal to A, we also need 
ha 2 X~ - P2 . 
The value of h is selected as the srnallest 
(6.11). The corresponding value is denoted by 
number satisfying both (6.10) and 
ho. We have 
According to (6.12), the value of ho depends on the range of p (as determined by 
A). However, later in Proposition 6.3, we will present an upper bound on ho which 
depends only on X and n. This upper bound wil be used in conjunction with the 
following proposition t O derive our main result . 
Proposition 6.2 We have 
Proof: The proof follows using the definition (2 .2) ,  and the facts that A' = X 
and (6.9). 
Proposition 6.3 We have 
7 
Proof: We consider the following two cases: 
i)  p 2 In this case, the result foUows by applying inequality (6.7) to the 
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firs t expression of (6.12). 
ii) p > &/2. In this case, using (6.12), we obtain ho = X/2 which also satisfies 
(6.13). 0 
Theorem 6.3 (main result) We have 
Proof: Using Proposition 6.2, and the facts that Ab = and rn 2 y(A).  
we obtain 
The proof then follows by applying (6.13) to (6.15). O 
Note that inequality (6.14) is satisfied with equality for n = 2. 
For large values of n, applying ( 6 4 ,  and using the same arguments as in the 
proofs of Proposition 6.3 and Theorem 6.3, we can find a tighter bound than (6.14) 
n-l  1 "-L 
> (2-345)E7,ni . (6.16) 
It can be seen that the expression 2n/(n + 1) in (6.14) is always less than 2. 
This, unfortunately, implies that the inequality (6.14) cannot result in the proof 
of y, 2 7n-l for any interesthg values of n, i.e., n 2 10. The reason is that to 
conclude such a result fiom (6.14), we need to have 7,-1 5 2n/(n+l) < 2. However. 
referring to Tables 1.2 and 1.3 of [25], we observe that there already exist lattices 
in dimensions n 2 9 which have coding gains larger than 2. It is not difEcult to see 
that combining K-L and C-F-R bounds for n > 42 cannot help either. 
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It seems, however, natural that one tries to prove 7, 3 7,4 for certain values of 
n 2 10 by the proper improvement of inequality (6.7) for the corresponding densest 
lattices. For the densest lattices in dimensions n 2 9, we expect the number of 
lattice points on the surface of S(v), as defined in Theorem 6.2, to be larger than 
n + 1. To make inequality (6.7) tighter for these lattices, one might be able to use 




This thesis has made contributions to solving the lattice decoding problem and 
investigating its complexity. It has also contributed to the exploration of the trellis 
structure and the trellis complexity of lattices. Some results on lattice theory with 
possible coding applications have also been developed. 
The upper bounds derived in this thesis on the complexity of RCS algorithms. 
which are in terms of the dimension n and the coding gain of the lattice, are 
so far the best known bounds on the decoding complexity of a general lattice. As 
for the trellis method, however, there does not exist an upper bound on the trellis 
complexity of lattices which is just a function of n or 7. There are also some lattices 
which do not have a finite trellis, and therefore cannot be decoded by the trellis 
method. Despite these facts, based on the resdts developed in this thesis, we are 
able to compare the RCS and trellis methods for each specific lattice with a finite 
trellis diagram. 
As an example, using RCS algorithms, the decoding log-complexity of D, lat- 
tices is bounded above and below by n log n / 2  + O(n)  and O@), respectively. Ap- 
plying the Viterbi algorithm to the minimal treIlis of D,, it can be seen, based on 
the first upper bound of (2.19), that the decoding log-complexity of D, is upper 
bounded by 2 log n + 0 ( 1 ) .  Cornparison of the bounds shows that the trellis method 
is more efficient than RCS methods for the decoding of D,, especially for large val- 
ues of n. A similar result also holds for Dn. As another example, we consider the 
sequence of Barnes-Wd lattices BW,. When decoded by RCS algorithms' BW, 
has a decoding log-complexity which is upper bounded by (3nlog n)/4 + O(n) .  %y 
applying the trellis method to a minimal trellis of BW,, even by using the second 
upper bound of (2.19), the bound on log-complexity is reduced to (n log n ) / 4 + 0 ( n ) .  
Note that for RCS methods, this is a lower bound on the decoding log-complexity 
of BWn. 
The above examples provide evidence that the Viterbi algorith, when applied 
to a minimal trellis of a Lattice with strong algebraic structure, can outperform the 
RCS methods. This is rnainly due to the fact that RCS algorithms are not able to 
employ such a structure to reduce the complexity. They however remain the fas test 
algorithms for the decoding of a general lattice. 
There are a few directions in which the contributions of this work can be ex- 
tended. hproving the bounds on the complexity of RCS algorithms is of definite 
interes t, although our results imply that this is not very likely. 
Developing efficient algorithms to ftid minimal trellis diagrams of lattices is an 
important and challenging problem. In particular, a continuation of this work could 
be to find minimal trellises for Klz, and the other A, and Ai lattices. Forney has 
also suggested the extension of our arguments to complex lattices. In particular, 
he has posed some problems on the investigation of minimal trellis diagrams for 
complex lat tices. 
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It has been proved in [40] that the problem of finding a coordinate permutation 
that minimizes the number of states at a given level in the trellis of a binary linea. 
block code is NP-hard. We conjecture that the problem of h d i n g  a minimal trellis 
of a lattice, given its basis, is also NP-hard. 
Another problem would be to h d  a trellis among the minimal trellises of a 
lat tice which minimizes anot her complexity measure (in addition to the number 
of distinct paths N). One can also study the problem of minimizing the other 
trellis complexity measures Iike the number of edges, instead of minimizing N. 
Improvements over the bounds on the trellis complexity of lattices is also of gea t  
interest. 
It has been shown in [71] that the trellis complexity of rational lattices cannot 
be upper bounded by either a function of n or a h c t i o n  of 7. A more natural and 
chaIlenging problem is to answer the following question: "1s it possible to upper 
bound the trellis cornplexity of rational lattices by a function of n (and/or y), and 
the size of the basis?" . 
Investigating the interplay between the performance and the decoding complex- 
ity of lattice codes is an important fundamental problem. With this regard, devising 
approximate decoding algorithrns which are practically simple is an interesting re- 
search area. One might aiso want to look into the problem of constructing lattices 
wi t h simple trellis structures. 
A very interesting and extremely difficult problem is, of course, to prove or 
disprove that 7, is an increasing fimction of n. 
Appendix A 
An independent proof for 
Corollary 3.1 
Corollary 3.1 The densest lattices have ESM. 
Proof: Suppose A to be an arbitrary n-D lattice with successive minima 
A , .  . A .  Combining (2.4) with the fact that XI 5 Ai for 1 < i 5 n - 1. re- 
sults in X;-'X, 5 det (A)$'~. Dividing both sides of the last inequality by A; and 
using (2.2), we obtain Xn/A1 < (rn/7(~))n'2. For the densest lattice(s), we have 
~ ( h )  = +yn, and the inequality results in A, 5 XI. Comparing this with (2.1) proves 
the corollary. 0 
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