As semantically-enabled applications require high-quality ontologies, developing and maintaining as correct and complete as possible ontologies is an important, although difficult task in ontology engineering. A key step is ontology debugging and completion. In general, there are two steps: detecting defects and repairing defects. In this paper we formalize the repairing step as an abduction problem and situate the state of the art with respect to this framework. We show that there still are many open research problems and show opportunities for further work and advancing the field.
Introduction
In recent years many ontologies have been developed. Intuitively, ontologies can be seen as defining the basic terms and relations of a domain of interest, as well as the rules for combining these terms and relations. They are a key technology for the Semantic Web. The benefits of using ontologies include reuse, sharing and portability of knowledge across platforms, and improved documentation, maintenance, and reliability. Ontologies lead to a better understanding of a field and to more effective and efficient handling of information in that field.
Developing ontologies (see [1] for a survey on ontology libraries) and their alignments is not an easy task and often the resulting ontologies are not consistent or complete. Such ontologies, although often useful, also lead to problems when used in semantically-enabled applications. Wrong conclusions may be derived or valid conclusions may be missed. Semantically-enabled applications require high-quality ontologies and mappings. A key step towards this is completing and debugging, i.e., detecting and repairing defects in the ontologies and their alignments.
Defects in ontologies can take different forms (e.g., [2] ). Syntactic defects are usually easy to find and to resolve. Defects regarding style include such things as unintended redundancy. More interesting and severe defects are the modeling defects such as missing is-a relations, and semantic defects such as unsatisfiable concepts and inconsistent ontologies. Modeling defects usually require domain experts to detect and repair them.
For instance, as an example of modeling defects, in [3] it was shown that for the two ontologies used in the Anatomy track in the Ontology Alignment Evaluation Initiative (OAEI, yearly event for evaluation of ontology alignment systems), at least 121 and 83, respectively, is-a relations that are correct in the domain are missing in these ontologies. It is also known that people that are not expert in knowledge representation often misuse and confuse equivalence, is-a and part-of (e.g. [4] ). Regarding semantic defects, in [2] , e.g., it was shown that the TAMBIS ontology contained 144 unsatisfiable concepts.
Defects in ontologies clearly influence the correctness of the intended modeling of a domain. Further, defects can have a large influence on the performance of semantically-enabled applications that use the ontologies. For instance, in ontology-based search, queries are refined and expanded by moving up and down the hierarchy of concepts. Incomplete structure in ontologies influences the quality of the search results. As an example, suppose we want to find articles in the MeSH (Medical Subject Headings, http://www.nlm.nih.gov/mesh/, controlled vocabulary of the National Library of Medicine, US) Database of PubMed (http://www.ncbi.nlm.nih.gov/pubmed/) using the term Scleral Disease in MeSH. By default the query (performed on March 4, 2019) will follow the hierarchy of MeSH and include more specific terms for searching, such as Scleritis. In this example run we retrieved 4615 documents. However, if the relation between Scleral Disease and Scleritis is missing in MeSH, we will miss 609 articles in the search result. (In earlier work, e.g., [5] , the missed articles amounted to up to 55% of the original result.)
As more and more new ontologies were being developed, many with overlapping information, multiple ontologies were used in semantically-enabled applications. This, however, led to the need to detect the overlapping information in ontologies and mappings between the ontologies were created. A set of mappings between ontologies is called an alignment. These mappings are needed for a number of different tasks such as data integration, data warehousing, query answering, web service retrieval and B2B applications. An ontology network is a set of ontologies and alignments between these ontologies. Many ontology alignment systems that produce alignments, have been developed. As more and more ontologies are aligned, more and more mappings become available, and a number of systems and portals have been set up that store these (e.g., BioPortal (http://bioportal.bioontology.org/), Unified Medical Language System (http://www.nlm.nih.gov/research/umls/about_umls.htm)). However, for all but the smallest ontologies, the mappings generated by tools and even by domain experts, contain mistakes and/or are not complete. For instance, BioPortal contains mappings for the OAEI Anatomy track with ca 20% of the mappings not correct and ca 20% of the correct mappings missing.
The study in [6] collected data using interviews and questionnaires from 148 ontology engineering projects from industry and academia in different areas such as information systems, commerce, multimedia and tourism. One of the findings was that quality of the developed ontologies is a major concern. Most projects did minor testing but tools for aiding in ontology evaluation may result in major efficiency gains. Further, one of the few ontology development methodologies that explicitly introduces ontology debugging and alignment is an extension of the eXtreme Design Methodology [7] .
In this paper we review approaches for raising the quality of ontologies by repairing them. In general, completing and debugging requires two steps. In the detection step, for which much work exists, defects are found using different approaches including inspection, ontology learning or evolution (e.g., [8, 9] ), using linguistic and logical patterns (e.g., [10, 11, 12, 13, 14, 15, 16] ), by using knowledge intrinsic to an ontology network (e.g., [17, 18, 19, 20] ), or by using machine learning and statistical methods (e.g., [21, 8, 22, 23] ).
In the repairing step the detected wrong information is removed and missing information is added. In this paper we focus on the repairing step which can be formalized as an abduction problem and for which there still are many open research problems. In Sect. 2 we formalize ontology repair (completion and debugging) as an abductive reasoning problem and introduce different preference relations between solutions that are relevant to this problem. In Sect. 3 and 4 we discuss the state of the art based on our formalization for ontologies and ontology networks, respectively. We discuss debugging, completion and the combination of these. Finally, we give some open problems in Sect. 5.
Ontology Repair
In this section we focus on repairing ontologies represented in description logics, where we have already detected wrong and missing information. We only discuss ontologies at concept level (sometimes called 'schema' level) and not populated ontologies. We define this problem as an abductive reasoning problem and, as a repairing problem can have many solutions, we discuss preference relations between these. 
Formalization
Def. 1 formalizes the repair of an ontology for which missing and wrong information is given. An ontology is represented by a TBox T with its set of atomic concepts C. The identified missing and wrong information is represented by a set M of missing axioms, and a set W of wrong axioms. To repair the TBox, a set A of axioms that are correct according to the oracle should be added to the TBox and a set D of axioms that are not correct according to the oracle should be removed from the TBox such that the new TBox is consistent, the missing axioms are derivable from the new TBox and the wrong axioms are not derivable from the new TBox. As an example, consider the CDP in Fig. 1 . Then R 1 , R 2 , R 3 , R 4 and R 5 are all repairs of the CDP.
In general, the set of all axioms that are correct according to the domain and the set of all axioms that are not correct according to the domain are not known beforehand. Indeed, if these sets were given then we would only have to add the axioms of the first set to the TBox and remove the axioms in the second set from the TBox. The common case, however, is that we do not have these sets, but T: {ax1: P 1 ⊑ P 2 , ax2: P 1 ⊑ P 3 , ax3: P 1 ⊑ ¬P 4 , ax4: P 2 ⊑ P 4 , ax5: P 2 ⊑ P 5 , ax6: P 3 ⊑ P 5 , ax7: P 3 ⊑ P 6 , ax8: P 4 ⊑ P 7 , ax9: P 5 ⊑ ∀s.P 8 , ax10: P 6 ⊑ ∃s.¬P 8 } C: {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 } Or(X) = true for X = ax2, ax3, ax4, ax5, ax7, ax8, ax9, P 7 ⊑ P 3 ; Or(X) = false for X = ax1, ax6, ax10, P 7 ⊑ P 5 , instead can rely on a domain expert that can decide whether an axiom is correct according to the domain or not. Therefore, in the formalization we introduce an oracle Or that represents the domain expert and that when given an axiom, returns true or false.
Influence of the quality of the oracle.
For Or we identified the following interesting cases. The first case is the allknowing oracle. In this case the oracle's answer is always correct. This is the ideal case, but may not always be achievable. Most current work considers this kind of oracle. In the second case, the limited all-knowing oracle, if Or answers, then the answer is correct, but it may not know the answer to all questions. This case represents a domain expert who knows a part of the domain well. An approximation of this case is when there are several domain experts who may have different opinions and we use a skeptical approach. Only if all domain experts give the same answer regarding the correctness of an axiom, do we consider the answer. In the third case Or can make mistakes regarding the validation of axioms. Axioms that are not correct according to the domain may be validated as correct and vice versa. This is the most common case. Although most current work assumes an all-knowing oracle, recent work used, in addition to an all-knowing oracle, also oracles with specific error rates in the evaluation of ontology alignment systems [24] . A lesson learned was that oracles with error rates up to 30% were still beneficial for the systems. The fourth case represents situations where no domain expert is available and there is no validation of axioms, such as in fully automated systems.
As noted, most current work considers an all-knowing oracle. With an allknowing oracle we can check that ∀ p ∈ M: Or(p) = true, and ∀ q ∈ W : Or(q) = false and if this is not the case, we can remove the falsely identified defects. Therefore, we can, without loss of generality, assume that the axioms in M really are missing, and the axioms in W really are false. Further, regarding repairs, when using an all-knowing oracle, we know that all added axioms in A are correct according to the domain and all removed axioms in D are false according to the domain. Further, for an all-knowing oracle, we know that A ∩ D = ∅ (and then
When using other oracles, we cannot be sure that the given missing and wrong axioms really are missing and wrong, respectively. Therefore, oracles that make mistakes or do not know the correctness of all axioms may start with wrong input. Also, wrong axioms may be added and correct axioms may be removed during the repairing. These issues may have a negative effect on the quality of the repaired ontology.
In practice, when using domain experts, it is not possible to know which kind of domain expert is used. When only one domain expert is available it is reasonable for the systems to assume that an all-knowing expert is used, although we should be aware that mistakes can occur. The more domain experts are available, a skeptical approach or a voting approach may be used for raising the quality of the ontology.
Preference relations
As there may exist many possible repairs for a given CDP, and not all are equally interesting, it is necessary to define preference relations between repairs.
Basic preferences
From the completion perspective of a complete-debug-problem it is important to find repairs that add to the ontology as much information as possible that is correct according to the domain, while from the correctness perspective as much wrong information as possible should be removed. Def. 2 and 3 formalize these intuitions, respectively. Further, Def. 4 defines a classical preference relation for abduction problems related to removing redundancy.
Definition 2 (more complete) Let S = (A, D) and S
′ , we also say that S is preferred to S ′ with respect to ⊂.)
As examples, for the CDP in Fig. 1 we have that R 1 and R 2 are equally complete, but R 1 is less incorrect than R 2 . Further, R 2 and R 3 are equally incorrect and complete, and R 1 is less incorrect and more complete than R 4 .
Preferred repairs with respect to a basic preference
Based on these preference relations we can define repairs that are preferred with respect to one particular preference relation (Def. 5 -7).
Definition 5 (maximally complete) A repair S = (A, D) for CDP(T, C, Or, M, W ) is said to be maximally complete (or preferred with respect to 'more complete') iff there is no repair S
′ which is more complete than S.
Definition 6 (minimally incorrect) A repair S = (A, D) for CDP(T, C, Or, M, W ) is said to be minimally incorrect (or preferred with respect to 'less incorrect') iff
there is no repair S ′ which is less incorrect than S.
Definition 7 (subset minimal) A repair S for CDP(T, C, Or, M, W ) is said to be subset minimal (or preferred with respect to ⊂) iff there is no repair S
As examples, for the CDP in Fig. 1 we have that R 3 and R 4 are subset minimal. Depending on the validity of axioms not shown in Fig. 1 , R 1 , R 2 , R 3 and R 5 may be maximally complete while R 1 may be minimally incorrect.
Combining preferences
In practice, however, all of the criteria regarding completeness, correctness and redundancy are desirable. Therefore, we define different ways to combine these criteria. First, we need to define when a repair dominates another repair with respect to preference relations (Def. 8). Then we define the combination of preferences with priority to one of the preference relations (Def. 9) and with equal priority for the preference relations (Def. 10).
Definition 8 (dominate) Let S = (A, D) and S
′ = (A ′ , D ′ ) be
two repairs for CDP(T, C, Or, M, W ). S dominates S
′ with respect to a set of preference relations P ⊆ {more complete, less incorrect, ⊂} if S is more than or equally preferred to S ′ for all preference relations in P ∧ S is more preferred to S ′ for at least one of the preference relations in P.
Definition 9 (combining with priority to one of the preference relations) Let X ∈ {more complete, less incorrect, ⊂}. Let P ⊆ {more complete, less incorrect, ⊂} \ {X}. A repair S for CDP(T, C, Or, M, W ) is said to be X-optimal with respect to P iff S is preferred with respect to X and there is no other repair that is preferred with respect to X and dominates S with respect to P.
Definition 10 (combining with equal priority) A repair S for CDP(T, C, Or, M, W )
is said to be skyline-optimal with respect to P iff there is no other repair that dominates S with respect to P.
We note that if a repair is X-optimal with respect to P, then it is skylineoptimal with respect to P {X}.
As examples, for the CDP in Fig. 1 we have that R 3 and R 4 are ⊂-optimal with respect to {less incorrect}. Depending on the validity of axioms not shown in Fig. 1 , R 3 may be ⊂-optimal with respect to {more complete} and R 1 can be less-incorrect-optimal with respect to {more complete} and {more complete, ⊂} and more-complete-optimal with respect to {less incorrect}.
The advantage of maximally complete and more-complete-optimal repairs is that a maximal body of correct information is added to the ontology and for the latter without redundancy and with removing as much wrong information as possible. The advantage of minimally incorrect and less-incorrect-optimal repairs is that a maximal body of wrong information is removed from the ontology and for the latter without redundancy and with adding as much correct information as possible. Although these are the most attractive repairs, in practice it is not clear how to generate such repairs, apart from a usually infeasible brute-force procedure that checks the correctness of all axioms with the oracle. (Although a strategy can be devised to check all without asking the oracle for each axiom, the number of requests will still be large.) Repairs prioritizing subset minimality ensure that there is no redundancy. The advantage of removing redundant axioms is the reduction of computation time as well as the reduction of unnecessary user interaction. However, in some cases redundancy may be interesting. For instance, developers may want to have explicitly stated axioms in the ontologies even though they are redundant. This can happen, for instance, for efficiency reasons in applications or as domain experts have validated asserted axioms, these may be considered more trusted than derived axioms. Further, focusing on redundancy may lead to less complete or more incorrect repairs. Skyline-optimal is a relaxed criterion. When, for instance, P = {more complete, less incorrect}, then a skyline-optimal repair with respect to P is a preferred repair with respect to correctness for a certain level of completeness, or a preferred repair with respect to completeness for a certain level of correctness. In practice, as it is not clear how to generate morecomplete-optimal and less-incorrect-optimal repairs, a skyline-optimal repair may be the next best thing and, in some cases (e.g., Sect. 3.2) it is easy to generate a skyline-optimal repair. However, in general, the difficulty lays in reaching as high levels of completeness and as low levels of incorrectness as possible.
State of the art-ontologies
Most of the current work has focused on the correctness or the completeness of ontologies, but very few work has dealt with both. However, a naive combination of a completion step and a debugging step does not necessarily lead to repairs for the combined problem. In this section we discuss current work.
Correctness
When only dealing with repairing the inconsistency or incoherence of Tboxes (semantic defects), only wrong information is dealt with. Therefore, in Def. 1, M = ∅ and A = ∅. In most current approaches the domain expert is not included. This means that choices are made solely based on the logic and that correct axioms may be removed from the ontologies. Therefore, not all solutions may actually be repairs as defined in Def. 1 as requirement (ii) may not be satisfied.
There is much work on repairing semantic defects. Most approaches are based on finding explanations or justifications for the defects using a glass-box or blackbox approach [2] . A glass-box approach is based on the internals of the reasoning algorithm of a description logic reasoner. A black-box approach uses a description logic reasoner as an oracle to determine answers to standard description logic reasoning tasks such as concept satisfiability or subsumption with respect to an ontology.
A general approach for repairing incoherent ontologies is the following (adapted from [25] ). (For inconsistent ontologies we can use a similar approach.) For a given set of unsatisfiable concepts for an ontology, compute the minimal explanations for the defects, i.e., the minimal reasons for the unsatisfiability of concepts. These minimal reasons for the unsatisfiability of a concept are sets of axioms and are called minimal unsatisfiability-preserving sub-TBoxes (MUPS) or justifications for the unsatisfiability. We need to compute these MUPS or justifications for all unsatisfiable concepts. From these we can compute the minimal incoherencepreserving sub-TBoxes (MIPS) which are the smallest sets of axioms in the original Tbox that cause that TBox to be incoherent. To repair the incoherent TBox, we need to remove at least one axiom from each MIPS. We now define the notions in this general repairing approach formally.
The definition of MUPS is given in Def. 11. A MUPS in a consistent TBox can be seen as a justification (Def. 12) for an unsatisfiable concept. Indeed, if we instantiate ψ in Def. 12 with P ⊑ ⊥ we obtain the MUPS for P . The definition of MIPS is given in Def. 13.
Definition 11 (MUPS) [25] Let T be a TBox and P be an unsatisfiable concept in T . A set of axioms T ′ ⊆ T is a minimal unsatisfiability-preserving sub-TBox (MUPS) if P is unsatisfiable in T
′ and P is satisfiable in every sub-TBox T ′′ T ′ .
Definition 12 (Justification) (similar to [26]) Let T be a consistent TBox and T |= ψ. A set of axioms T ′ ⊆ T is a justification for ψ in T if T ′ |= ψ and
∀T ′′ T ′ : T ′′ |= ψ
Definition 13 (MIPS) [25] Let T be an incoherent TBox. A TBox T ′ ⊆ T is a minimal incoherence-preserving sub-TBox (MIPS) if T
′ is incoherent and every sub-TBox T ′′ T ′ is coherent.
As mentioned, to repair the incoherent TBox, we need to remove at least one axiom from each MIPS. Essentially, this means we should compute a hitting set (Def. 14) of the set of MIPS and remove the hitting set from the TBox. In [25] these hitting sets are called pinpoints. Complexity results regarding this problem are given in [27, 28, 29] .
Definition 14 (hitting set) ([30]) Let T be a collection of sets. A hitting set for T is a set H ⊆ S∈T S such that ∀S ∈ T : H ∩ S = ∅.
As an example, consider the TBox in Fig. 1 . This TBox is incoherent with unsatisfiable concepts P 1 and P 3 . The set of MUPSs for P 1 is {{ax1, ax3, ax4}, {ax2, ax6, ax7, ax9, ax10}} while the set of MUPSs for P 3 is {{ax6, ax7, ax9, ax10}}. The set of MIPSs is {{ax1, ax3, ax4}, {ax6, ax7, ax9, ax10}}. A possible hitting set is {ax1, ax6}.
In general, there may be several hitting sets for the set of MIPS. Different approaches use different heuristics for ranking the possible repairs.
The first tableau-based algorithm for debugging of an ontology was proposed in [31, 25] . (For an overview of how a tableau-based reasoner works, see, e.g., [32] .) The work was motivated by the development of the DICE (Diagnoses for Intensive Care Evaluation) terminology. A glass-box approach was used for an ALC reasoner. The branches in the tableau-based reasoner were used to compute MUPS. The MIPS were computed by taking a subset-reduction of the union of all MUPSs, where the subset-reduction of a set S of TBoxes is the smallest sub-set of S such that for all TBoxes T in S there is a TBox T' in the subset-reduction that is a subset of T [31] . Computing MUPS and MIPS for an unfoldable ALC TBox was shown to be in PSPACE. Computing hitting sets takes linear time for the non-minimal case while the problem is NP-complete for the minimal case [25] . This approach was implemented for unfoldable ALC TBoxes in the system MUPSter [33] . The tableau algorithm in [34] can be seen as an extension of this work. It computes maximally satisfiable sub-TBoxes and does not need individual steps for computing MUPS and applying the hitting set algorithm. The DION system [33] uses a bottom-up algorithm to compute MUPS. It is based on for an unsatisfiable concept P finding two sets of axioms Σ and S such that P is satisfiable in S, but not in Σ S. Then subsets S ′ of Σ are computed such that P is unsatisfiable in S S ′ . By removing redundancy from these sets we obtain MUPS. For efficiency reasons not all sets of axioms are checked, but the search is guided by a relevance function, e.g., by using only axioms that are in some way relevant to the unsatisfiable concept. In [2] a glass-box technique is used to compute MUPS (called set of support in [2] ) for OWL ontologies (SHOIN ). In [26] a method was proposed to calculate all justifications of an unsatisfiable concept. Both a glass-box and black-box technique are presented for computing a single justification. The glass-box technique is an extension from [2] , while the black-box technique is based on an expansion stage where axioms are added to an initially empty set until a concept becomes unsatisfiable and a shrinking step where extraneous axioms are removed. Then given an initial justification, a black-box method computes all justifications using a variation of the hitting set tree algorithm [30] .
As there may be different ways to repair the ontologies and as computing justifications can be expensive, different heuristics and optimization approaches have been proposed (e.g., [35] ). In [25] a heuristic is used stating that axioms appearing in more MIPSs are likely to be more erroneous. Therefore, axioms appearing in the most MIPSs are removed first (or, in other words, are first added to the hitting set). In [36] an arity-based heuristic is used which is similar to the heuristic in [25] . Further, [36] introduces heuristics based on the impact on the ontology when an axiom is removed and based on test cases applied by a user, e.g., by specifying desired and undesired entailments, which may be seen as an oracle that has validated certain entailments a priori. They also propose using provenance information about the axioms as well as the syntactic use of the elements in the axioms in the other axioms in the ontology to rank the axioms. Reiter's hitting set algorithm is modified to take the axiom rankings into account. In [2] root concepts are repaired first. A root concept is an unsatisfiable concept for which a contradiction in its definition does not depend on the unsatisfiability of another concept. The other unsatisfiable concepts are then derived concepts. Repairing root concepts may automatically repair derived concepts. In [37] a notion of relevance between axioms is defined and used to guide the computation of justifications. Patterns explaining unsatisfiability are used in [38] to optimize finding MUPS. In [39] it is possible to require that certain axioms are derivable from the repaired ontology. Further, queries are generated regarding the correctness of axioms and based on the answer of an oracle repairs will be accepted or rejected.
An approach that has not been proposed earlier, but that follows naturally from the definitions and preferences of Sect. 2, is to use the oracle for the axioms in the MIPSs. For every MIPS, remove the axioms ax such that Or(ax) = true. If at least one of the MIPS becomes the empty set, then there is no repair unless we are willing to remove correct information. Assuming we have non-empty MIPSs after the removal of correct axioms, a hitting set would result in a repair. When redundancy is removed, we obtain a subset minimal repair. Another possibility, as we have checked the correctness using the oracle, is to use all remaining axioms in all MIPSs (as for these axioms ax we have that Or(ax) = false). This repair is less incorrect than the repairs obtained using hitting sets. There are also approaches that map the debugging problem into a revision problem (e.g., [40, 41] |= could be initialized with M). The approach in [40] is an interactive method where questions are asked to an oracle to decide whether axiom is correct or not, and then consequences are computed and revision states are updated iteratively. The decision on which questions to ask are based on the computation of an axiom impact measure. In [41] a MIPS approach is used in the definition of the revision operator.
Completeness
Most of the work on completing ontologies has dealt with completing the is-a structure of ontologies. An all-knowing oracle is often assumed. Therefore, in Def. 1, ∀ p ∈ M: Or(p) = true, W = ∅ and D = ∅.
There is not much work on the repairing of missing is-a structure. Most approaches just add the detected missing is-a relations. This conforms to the solution where A = M. When T ∪M is consistent and ∀ p ∈ M: Or(p) = true, we are guaranteed that M is a solution. In the case all missing is-a relations were detected in the detection phase, this is essentially all that can to be done (except for removing redundancy, if so desired). If not all missing is-a relations were detected -and this is the common case -there are different ways to repair the ontology which are not all equally interesting and we can use the earlier defined preference relations.
As these approaches do not deal with correctness, Def. 3 and 6 are not used, and ⊂ D should be removed in Def. 4. In Def. 8 and 10, P = {more complete, ⊂}. In Def. 9, 'less incorrect' should be removed. In this case, the semantically maximal solutions in [42] are a special case of the maximally complete repairs where only subsumption axioms between atomic concepts are used. Further, the X-optimal and skyline-optimal repairs combine only completeness and subset minimality.
Interactive solutions to this completion problem have been proposed for taxonomies [3, 43, 44] , for EL TBoxes [42, 44] and for ALC TBoxes [45] . All algorithms compute logically correct solutions which then need to be validated for correctness according to the domain by a domain expert. It is assumed that the axioms M and A represent subsumption between atomic concepts in the ontologies. The algorithms for taxonomies and (normalized) EL TBoxes (unified notation in [44] ) require that T ∪M is consistent and ∀ m ∈ M: Or(m) = true, and thus M is a repair. The algorithms start with a first step that computes skyline-optimal repairs with respect to { more complete, ⊂ } for each missing is-a relation. This step is different for different representation languages of the TBox. For taxonomies the algorithm tries to find ways to repair a missing is-a relation P 1 ⊑ P 2 by adding axioms of the form P
is-a relations of the form ∃r.P 1 ⊑ ∃r.P 2 are repaired by repairing P 1 ⊑ P 2 . For EL ++ also role hierarchies and role inclusions need to be taken into account. Then the algorithms combine and modify these repairs into a single skyline-optimal repair for the whole set of missing is-a relations. Further, the algorithms repeat this process iteratively by solving new completion problems where the new M is set to the added axioms in A in the previous iteration. The union of the sets of added axioms of all iterations (with optionally removal of redundancy) is the final repair. It is shown that the skyline-optimal repairs (including the final repair if redundancy is removed) found during the iterations of the new completion problems are skyline-optimal repairs for the original completion problem that are equally or more complete than the repairs found in the first iteration. Complexity results for the existence problem (does a repair exist?), relevance problem (does a repair containing a given axiom exist?) and necessity problem (do all repairs contain a given axiom?) in general and with respect to different preferences are given for EL and EL ++ in [42, 44] . In [45] an approach is proposed for ALC TBoxes by modifying a tableau-based reasoner. Repairs are found by closing leaf nodes in the completion graphs generated by trying to disprove missing is-a relations using the tableau reasoner. Open leaf nodes are closed by finding pairs of statements of the form x : P and x : ¬N and asserting then that P ⊑ N. Additionally, the same technique as for taxonomies is applied.
A non-interactive solution, i.e., without validation of an oracle, that is independent of the constructors of the description logic (e.g., tested with ontologies with expressivity up to SHOIN (D)) is proposed in [46] . In contrast to the previous approaches where the repairs only contain subsumption axioms between existing concepts, this approach introduces justification patterns that can be instantiated with existing concepts or 'fresh' concepts. Further, the notion of justification pattern-based repairs is introduced which are a kind of repairs that are subsetminimal. Methods for computing all justification patterns as well as justificationbased repairs are given.
Completeness and correctness
There is very little work on dealing with both completeness and correctness. In [20, 19] two versions of the RepOSE system are presented that allow for debugging and completing the is-a structure of ontologies (and mappings between ontologies) in an iterative and interleaving way. Wrong information is removed by calculating justifications and allowing a user to mark wrong is-a relations. Missing information is added using the techniques in Sect. 3.2. As the system always warns the user of influences of new additions or deletions on previous changes, the system can guarantee a repair if such exists, but it does not always guarantee a skyline-optimal solution.
State of the art -ontology networks
An ontology network is a collection of ontologies and pairwise alignments between these ontologies. Completing and debugging of such ontology networks has received more and more attention. Similar to single ontologies, also for networks the quality is dependent on the availability of domain experts and completely automatic systems may reduce the quality [47] .
Our definitions in Sect. 2 and 3 can be used for ontology networks by creating a TBox from the network (i.e., it includes all axioms of all TBoxes from the ontologies and treats all mappings in all alignments in the network as axioms) and using this TBox in the definitions. It also follows that the techniques for single ontologies can be used for ontology networks. However, in much of the current research the axioms in the ontologies in the network and the axioms in the alignments are distinguished and treated differently.
The field of ontology alignment [48] deals with completeness of alignments (and thus only completion of the alignments, not of the ontologies in the networks). Many ontology alignment systems have been developed and overviews can be found in, e.g., [49, 50, 51, 48, 52, 53, 54] and at the ontology matching web site (http://www.ontologymatching.org). Usually ontology alignment systems take as input two source ontologies and output an alignment. Systems can contain a pre-processing component that, e.g., partition the ontologies into mappable parts thereby reducing the search space for finding mapping suggestions. Further, a matching component uses matchers that calculate similarities between the entities from the different source ontologies or mappable parts of the ontologies. They often implement strategies based on linguistic matching, structurebased strategies, constraint-based approaches, instance-based strategies, strategies that use auxiliary information or a combination of these. Each matcher utilizes knowledge from one or multiple sources. Mapping suggestions are then determined by combining and filtering the results generated by one or more matchers. Common combination strategies are the weighted-sum and the maximum-based strategies. The most common filtering strategy is the threshold filtering. Many systems output the found mappings suggestions as an alignment. However, it is well-known that to improve the quality user validation is necessary and several systems allow for user interaction in the different steps of the alignment including validation. Some systems also introduce other components such as recommendation of the settings for the different components in the system, e.g., [55] .
Regarding correctness, most approaches deal with mapping repair where mappings rendering the network incoherent or inconsistent are removed. Usually, the axioms in the ontologies are considered more trustworthy than the mappings and thus mappings are removed, rather than axioms in the ontologies. Although detection of defects can be different for different existing systems, justification-based techniques are often used for the repairing as in [56] , and the Radon [57] , AL-COMO [58] , LogMap [59, 60] and AgreementMakerLight [61] systems. Additional heuristics than the ones in Sect. 3 could be used. For instance, the conservativity principle [62] states that the integrated ontology should not induce any change in the concept hierarchies of the input ontologies. In [58, 63, 61] the confidence values of the mappings are taken into account and in [56] a semantic similarity measure between concepts in the mappings is used.
Similar to the case of ontologies, some approaches for ontology networks use a revision approach, e.g., [64, 65, 66] . Usually, the ontologies remain the same, but the set of mappings is revised.
An approach that distinguishes between axioms in the ontologies and in the alignments, but gives equal priority to them using approaches in Sect. 3 is [19, 20] .
Opportunities
In this paper we have defined a framework for completing and debugging ontologies and shown the state of the art in the field. It is clear that many research opportunities still exist.
Within the framework
Many approaches have been proposed regarding correctness, but finding (preferred) repairs in an acceptable time is still an issue. Further, few approaches make use of an oracle.
There is relatively few work on dealing with completeness. The system that allows for user interaction deals with light-weight ontologies, while the work that allows for higher expressivity is non-interactive.
Even fewer work deals with completion and correctness. We need work on algorithms guaranteeing different kinds of preferred repairs, for instance, to find skyline-optimal solutions with as high levels of completeness and as low levels of incorrectness as possible.
There is also a need for complexity results of the completion-debugging problem, and for optimization techniques and heuristics.
Further, most work deals with all-knowing oracles and ways to deal with other kinds of oracles are needed.
Also, one of the most needed contributions is the development of tools.
Extensions based on current work
The formalization of the problem may be extended by using the notion of background knowledge which represents parts of the ontology that are asserted to be correct and therefore should not be changed [39] . Another extension is axiom weakening [67, 68, 69] where for debugging, instead of removing axioms, some axioms may be weakened, e.g., an equivalence axiom becomes a subsumption axiom.
Further, some approaches deal with populated ontologies and use the instances in detection or repairing, e.g., [70, 71, 72] . 
