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Abstract
We obtain explicit formulae for the values of the 2v − j minors, j = 0, 1, 2 of some
infinite families of matrices of order 2v constructed from supplementary difference sets of
the form 2 − {v; k1, k2; λ}. This allows us to obtain information on the growth problem for
families of matrices with moderate growth. Several examples specifying the pivot pattern of
these matrices are presented and a conjecture about their pivot structure is posed.
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1. Introduction
Let A = [aij ] ∈ Rn×n. We reduce A to upper triangular form by using Gaussian
elimination with complete pivoting (GECP) [14]. Let A(k) = [a(k)ij ] denote the matrix
obtained after the first k pivoting operations, so A(n−1) is the final upper triangular
matrix. The diagonal entries of that final matrix are called pivots and are denoted
by pi , i = 1, 2, . . . , n. Matrices with the property that no exchanges are actually
needed during GECP are called completely pivoted (CP). The following problem
arises during the elimination process.
The growth problem
Let g(n,A) = max
i,j,k
|a(k)ij |/|a(0)11 | denote the growth factor associated with GECP
on A and g(n) = sup{ g(n,A)/A ∈ Rn×n }. The problem of determining g(n) for
various values of n is called the growth problem.
The importance of the growth factor
For the solution of the linear system A · x = b the most popular numerical method
used for its solution is Gaussian elimination with pivoting. The following theorem
holds for the computed solution.
Theorem 1 [14]. Let A · x = b be an m by n system, and let A be an m by n
matrix. The computed solution x¯ using Gaussian elimination with pivoting is the
exact solution of the system (A + A) · x¯ = b, where
‖A‖∞  (n3 + 2n2 + 2n) · g(n) · u1‖A‖∞,
u1 denotes the unit roundoff error. Thus the stability of the computed solution heavily
relies on the value of the growth factor g(n). The question naturally arises is: How
large can the growth factor g(n) be for an arbitrary matrix A of order n? When Gaus-
sian elimination with partial pivoting is used it can be proved [14] that g(n)  2n
whereas when Gaussian elimination with complete pivoting is used it can be proved
[14] that g(n)  [n · 2 · 3 12 · · · n 1n−1 ] 12 . Both these bounds do not provide stability
when they are replaced in the error formula of Theorem 1 and are not realistic
since in practice matrices with large growth factor rarely appear. In [1] Cryer did
numerical experiments in which he computed g(n,A), doing complete pivoting on
n × n matrices A with entries chosen randomly from the interval [1,−1] and for
sizes up to n = 8. He had to generate over 50,000 3 × 3 examples before finding one
with g(3, A) > 2. Also the largest g(n,A) he obtained by testing 10,000 random
matrices for sizes up to n = 8 was 2.8348. We also performed experiments with ran-
dom matrices from [1,−1] and the largest g(n,A) we encountered for GECP for size
n = 1000 was 7.010859. The theoretical bound for this value of n is 8652740.061.
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One of the curious frustrations of the growth problem is that it is quite difficult to
construct any examples of n × n matrices A having growth factor even close to n.
This led scientists to conjecture that the expected growth factor of a random matrix
will always be less than its dimension [14,1]. In [3] this conjecture was proved to be
false.
Connection of the growth problem with values of minors
It can be shown that g(n,A) = 1|a11| max{p1, p2, . . . , pn}. Let us denote by A(j)
the absolute value of the determinant of the leading j × j principal submatrix. It can
be proved [1] that
g(n,A) = max
{
1, max
1kn−1
∣∣∣∣A(k + 1)a11A(k)
∣∣∣∣
}
.
Thus, the magnitude of the pivots appearing after the application of GE operations
on a CP matrix A is given by
pj = A(j)/A(j − 1), j = 1, 2, . . . , n, A(0) = 1. (1)
Thus, the determination of the pivot structure, when complete pivoting is used, is
connected with the computation of minors. Thus progress in the study of the growth
problem seems to be closely related to specification of formulae for the values of
minors.
A Hadamard matrix of order n × n is a matrix with elements ±1 and HHT = nI .
In numerical experiments Hadamard matrices are the only matrices giving growth
factor equal to their order. The equality g(n,A) = n has been proved for a certain
class of n × n Hadamard matrices [2]. The general conjecture posed by Cryer [1]
that g(n,A) = n if and only if A is Hadamard still remains unsolved. An algorithm
computing minors of Hadamard matrices has been proposed [8]. This algorithm can
help to the study of the growth problem for Hadamard matrices.
Since Hadamard matrices constitute a special class of Weighing matrices, it is
also of interest to study their growth factor. It has been observed that weighing
matrices of order n and weight n − 1 can give g(n,A) = n − 1 [4]. In [5] the pivot
structure of (1,−1) incidence matrices of SBIBD(v, k, λ) is studied. In [6,7] are
given the pivots of 2 − {2s2 + 2s + 1; s2, s2; s(s − 1)} and 2 − {s2 + s + 1; s(s−1)2 ,
s(s+1)
2 ; s(s−1)2
}
sds, and D-optimal designs made from them. Calculations have given
moderate values of growth for these D-optimal designs. An open problem concer-
ning the possibility of finding (1,−1) 2v × 2v CP D-optimal designs having growth
greater than 2v was posed. The above classes of matrices when they used for the
solution of a linear system they guarantee its stability. Such systems can appear in
applications. More specifically, in statistical design theory suppose we are given p
objects to be weighed in n weighings with a chemical balance having no bias. Then
the readings can be represented by the linear model X · w + e = y, where X is a
Hadamard or a weighing matrix according to the experimental situations (see [9]).
In the present paper we obtain a framework for finding explicit formulae for the
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values of minors of some infinite families of matrices constructed from supplemen-
tary difference sets.
A set of k residues D = {a1, . . . , ak} modulo v is called a (v, k, λ) difference set
or cyclic difference set, if for every d ≡ 0(mod v) there are exactly λ ordered pairs
(ai, aj ), ai , aj ∈ D such that ai − aj ≡ d(mod v).
For the purpose of this paper we will define two supplementary difference sets
2 − {v; k1, k2; λ}, abbreviated as sds, to be two circulant (or type 1) v × v matrices
B1 and B2, with entries 0 or 1, which have exactly ki entries +1 and v − ki entries
0, i = 1, 2 respectively, in each row and column and for which the inner product
of any pair of distinct rows of [B1 B2] is λ. The (1,−1) incidence matrices of Bi ,
are obtained by letting Ai = 2Bi − Jv , i = 1, 2, where Jv is the v × v matrix of all
ones. For basic definitions and more details about sds and circulant (type 1) matrices
the interested reader can refer to [13]. For all classes below, the matrix A has order
2v and is defined by
A =
[
A1 A2
AT2 −AT1
]
. (2)
Note that A satisfies
A1A
T
1 + A2AT2 = 4(k1 + k2 − λ)Iv + 2(v − 2(k1 + k2 − λ))Jv
= (2v − )Iv + Jv,
where  = 2v − 4(k1 + k2 − λ), and Iv is the identity matrix of order v.
If X is a v × v matrix with XXT = aIv + bJv , then (det X)2 = a(v−1)(a + bv).
So when
AAT = (2v − )I2v + J2v,
det A = (2v − )v−1(2v + (v − 1)).
In the sequel we will study three types of sds, which are defined as follows.
SDS I
When v = 4t + 1 is a prime power, there exists a supplementary difference set
with parameters 2 − {v; v−12 , v−12 ; v−32 } = 2 − {4t + 1; 2t, 2t; 2t − 1} , found by
using the quadratic residues as one set and the quadratic non residues as the other,
see [11,12]. These were first used to construct Hadamard matrices by Paley [10].
Their incidence (1,−1) matrices A1 and A2 satisfy the relation
A1A
T
1 + A2AT2 = (2v + 2)Iv − 2Jv.
SDS II
When v = 4t − 1 is a prime power, the quadratic residues modulo v form a differ-
ence set with parameters (v, k, λ) = (4t − 1, 2t − 1, t − 1), this result also appears
in Paley [10]. Thus, if we take this difference set twice we form a
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2 − {v; v−12 , v−12 ; v−32 } = 2 − {4t − 1; 2t − 1, 2t − 1; 2t − 2} sds. Exactly the same
parameters and method can also be used if v = 4t − 1 = p(p + 2) where p and
p + 2 are both prime powers (twin prime difference set). The same parameters also
arise, but used as in SDS I for 2 − {2t + 1; t, t; t − 1} SDS where 4t + 3 is prime
power (Szekeres difference sets), see [13].
The (1,−1) incidence matrices are identical for quadratic residues and twin prime
power difference sets, say P = A1 = A2, and then we have
2PP T = (2v + 2)Iv − 2Jv.
For SDS I and II we can write
AAT = (2v + 2)I2v − 2J2v.
It is easy to use the determinant simplification theorem [6] to see that for SDS I and
SDS II we have:
det A = 2v(v + 1)v−1. (3)
We also examine another method of constructing sds given in [15].
SDS III
When v = 25 + 4b2 ≡ 13(mod 16) is a prime power, we consider the following
2 − {v; v−14 , v−12 ; 5v−1716 } sds. In this case we have
A1A
T
1 + A2AT2 =
(
7v + 5
4
)
Iv +
(
v − 5
4
)
Jv,
det A = 2−2v(7v + 5)v−1(v2 + 2v + 5).
As an example for v = 29 we obtain a 2 − {29; 7, 14; 8} sds, which gives
A1A
T
1 + A2AT2 = 52Iv + 6Jv.
Since from supplementary difference sets we can obtain “Hadamard-like” matrices,
it is interesting to study the growth problem for this class of matrices. In the present
paper we get values for the pivots of matrices given in (1) formed from 2 − {v; k1,
k2; λ}, v  3 sds. Calculations have given moderate values of growth for SDS I and
II and a conjecture concerning their growth problem is posed. For SDS III an open
problem concerning the possibility of finding a (1,−1)2v × 2v CP matrix A having
growth greater than 2v is posed.
2. Minors of size (2v − 1)
Suppose we use two circulant matrices to make a ±1 matrix A from 2 − {v; k1,
k2; λ} sds
A =
[
A1 A2
AT2 −AT1
]
. (4)
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.
. λ1 ones
k1 1 1
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h rows
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1 −
− 1
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. k1 − λ1 ones
i rows − 1
v − k1 − −
minus
.
.
.
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.
. v − 2k1 + λ1 minus
− −
1 1
.
.
.
.
.
. λ2 ones
j rows 1 1
k2 1 −
ones
.
.
.
.
.
. k2 − λ2 minus
1 −
− 1
.
.
.
.
.
. k2 − λ2 ones
k rows − 1
v − k2 − −
ones
.
.
.
.
.
. v − 2k2 + λ2 minus
− −
Fig. 1.
We first note that
A1A
T
1 + A2AT2 = (2v − )Iv + Jv,
where  = 2v − 4(k1 + k2 − λ), that is the inner product of any pair of rows is  or
zero.
AAT =
[
(2v − )Iv + Jv 0
0 (2v − )Iv + Jv
]
(5)
so det(A) = (2v − )(v−1)(2v + (v − 1)).
Now we choose any column from A and make it the first column. We then permute
the rows until the first two columns have the structure given in Fig. 1.
Note λ = λ1 + λ2. From the remaining 2v − 2 columns of A, v − 2 columns of
A have inner product  with columns one and two, whereas v columns have inner
product 0 with columns one and two. For any pair of rows of AT in h or j , or, one
row in h and one in j , the inner product is . Similarly for i and k. If a pair of rows
has one in h and the other in i or k the inner product is 0.
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The first column will be removed to form a 2v × (2v − 1) matrix B. The inner
product 2v × 2v matrix BBT is symmetric, and after performing on it appropriate
permutations of rows and columns, has the form
(h, i, j, k, 2v)
=


h︷ ︸︸ ︷
(2v − + 1)I + (− 1)J
i︷ ︸︸ ︷
(+ 1)J
(+ 1)J (2v − + 1)I + (− 1)J
−J J
J −J
j︷︸︸︷
−J
k︷︸︸︷
J
J −J
(2v − + 1)I + (− 1)J (+ 1)J
(+ 1)J (2v − + 1)I + (− 1)J

 ,
where 2v = h + i + j + k. Then by the Determinant Simplification Theorem [6]
det(h, i, j, k, 2v) is equal to
(2v − (− 1))2v−4
∣∣∣∣∣∣∣∣
2v + (h − 1)(− 1) (+ 1)h
(+ 1)i 2v + (i − 1)(− 1)
−j j
k −k
−h h
i −i
2v + (j − 1)(− 1) (+ 1)j
(+ 1)k 2v + (k − 1)(− 1)
∣∣∣∣∣∣∣∣
.
To find the (2v − 1) × (2v − 1) minors we remove any row and any column of A
to get D. The matrix DDT is obtained from (h, i, j, k, 2v) by removing a row
and the corresponding column and performing on it appropriate permutations of
rows and columns. Removing a row is equivalent by taking 2v − 1 rows and re-
moving a column is equivalent by considering h − 1 or i − 1 or j − 1 or k − 1
columns. Thus det DDT is det(h − 1, i, j, k, 2v − 1) or det(h, i − 1, j, k, 2v −
1) or det(h, i, j − 1, k, 2v − 1) or det(h, i, j, k − 1, 2v − 1).
In the following, we study the values of the (2v − 1) × (2v − 1) minors for the
SDS I–III mentioned in the Introduction.
Lemma 1. The (2v − 1) × (2v − 1) minors of the matrix A given in (1), formed
from 2 − {v; k1, k2, ; λ} sds for SDS I and II are
0 or 2v · (v + 1)v−2.
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Proof. For SDS I, II matrix A is constructed from 2 − {4t + 1; 2t, 2t; 2t − 1} or 2 −
{4t − 1; 2t − 1, 2t − 1; 2t − 2} SDS respectively. For  = 2v − 4(k1 + k2 − λ),
k1 = k2 = λ + 1 the above determinant becomes
(2v + 3)(2v−3)(−(4v − 3)(2v + 3)2
+8(2v + 3)(v2 + (v − 1)(k1 + k2 − λ)) − 16(v(v − 1)(k1 + k2 − λ)),
where either
h = k1, i = v − k1, j = k2, k = v − k2
or
h = k2, i = v − k2, j = v − k1, k = k1.
By the reasoning above we can say:
For SDS I we have v = 4t + 1, h = 2t , i = 2t + 1, j = 2t , k = 2t + 1, 2v =
2(4t + 1), substituted into det(h − 1, i, j, k, 2v − 1), det(h, i, j − 1, k, 2v − 1),
det(h, i − 1, j, k, 2v − 1), and det(h, i, j, k − 1, 2v − 1) to obtain the results
for SDS I. Specifically the (2v − 1) × (2v − 1) minor is
(1) det(h − 1, i, j, k, 2v − 1) 12 = 0.
(2) det(h, i − 1, j, k, 2v − 1) = (2v + 2) 2v−52 · (128t + 64) 12 = 2v · (v + 1)v−2.
(3) det(h, i, j − 1, k, 2v − 1) 12 = 0.
(4) det(h, i, j, k − 1, 2v − 1) 12 = (2v + 2) 2v−52 · (128t + 64) 12 = 2v · (v + 1)v−2.
For SDS II we have v = 4t − 1, h = 2t − 1, i = 2t , j = 2t − 1, k = 2t , 2v =
2(4t − 1), substituted into det(h − 1, i, j, k, 2v − 1), det(h, i, j − 1, k, 2v − 1),
det(h, i − 1, j, k, 2v − 1), and det(h, i, j, k − 1, 2v − 1) to obtain the results
for SDS II. Specifically the (2v − 1) × (2v − 1) minor is
(1) det(h − 1, i, j, k, 2v − 1) 12 = 0.
(2) det(h, i − 1, j, k, 2v − 1) 12 = (2v + 2) 2v−52 · (128t) 12 = 2v · (v + 1)v−2.
(3) det(h, i, j − 1, k, 2v − 1) 12 = 0.
(4) det(h, i, j, k − 1, 2v − 1) 12 = (2v + 2) 2v−52 · (128t) 12 = 2v · (v + 1)v−2. 
Lemma 2. The (2v − 1) × (2v − 1) minors of the matrix A given in (1), formed
from 2 − {v; k1, k2, ; λ} sds for SDS III are
2s · (3v2 + 5), 2s · (v2 + 8v + 15), 4s · (v2 + 3v) or 4s · (v2 + v + 10),
where s = 2−2v(7v + 5)v−2.
Proof. For SDS III matrix A is constructed from 2 − {v; v−14 , v−12 ; 5v−1716 } sds when
v = 25 + 4b2 ≡ 13(mod 16) is a prime power. For  = 5 + b2, we substitute the
226 C. Koukouvinos et al. / Linear Algebra and its Applications 406 (2005) 218–234
following, h = 6 + b2, i = 19 + 3b2, j = 12 + 2b2, k = 13 + 2b2, 2v = 50 + 8b2,
into det(h − 1, i, j, k, 2v − 1), det(h, i, j − 1, k, 2v − 1), det(h, i − 1, j,
k, 2v − 1), and det(h, i, j, k − 1, 2v − 1) we obtain the result for SDS III. Spe-
cifically the (2v − 1) × (2v − 1) minor is
(1) det(h − 1, i, j, k, 2v − 1) 12 = (7b2 + 45)23+4b2(6b4 + 75b2 + 235) =
2−2v+1 · (7v + 5)v−2 · (3v2 + 5).
(2) det(h, i − 1, j, k, 2v − 1) 12 = (7b2 + 45)23+4b2(2b2 + 15)(b2 + 7) =
2−2v+1 · (7v + 5)v−2 · (v2 + 8v + 15).
(3) det(h, i, j − 1, k, 2v − 1) 12 = (7b2 + 45)23+4b2(4b2 + 25)(b2 + 7) =
2−2v+2 · (7v + 5)v−2 · (v2 + 3v).
(4) det(h, i, j, k − 1, 2v − 1) 12 = (7b2 + 45)23+4b2(4b4 + 51b2 + 165) =
2−2v+2 · (7v + 5)v−2 · (v2 + v + 10). 
3. Minors of size (2v − 2)
We use for matrix A the structure that was described for the minors of size 2v − 1.
To find the (2v − 2) × (2v − 2) minors we remove two rows and two columns of A
to get the generic matrix C. In expanded form this gives for detC, simplified by the
Determinant Simplification Theorem [6], the value (2v − )v−5√detD. The matrix
D is given by

N1 u2 u3 (+ 2)u4 −2u5 0 0 2u8
u1 N2 (+ 2)u3 u4 0 −2u6 2u7 0
u1 (+ 2)u2 N3 u4 0 2u6 −2u7 0
(+ 2)u1 u2 u3 N4 2u5 0 0 −2u8
−2u1 0 0 2u4 N5 u6 u7 (+ 2)u8
0 −2u2 2u3 0 u5 N6 (+ 2)u7 u8
0 2u2 −2u3 0 u5 (+ 2)u6 N7 u8
2u1 0 0 −2u4 (+ 2)u5 u6 u7 N8


,
where u1, u2, . . . , u8 are the numbers of rows (and columns) in the minor normalized
as in the case for 2v − 1. It holds that Ni = 2v − 2 + (ui − 1)(− 2) and u1 +
u2 = h, u3 + u4 = i, u5 + u6 = j, and u7 + u8 = k.
Diagramatically, we have used the matrix form[
A1 A2
AT2 −AT1
]
=
[
B1 B2
B3 B4
]
.
Thus in order to proceed, the evaluation of
√
detD is required. For ease of this
calculation we consider three cases. For case I both rows and columns are removed
from B1; for case II one row is from B1 and one from B3 but both columns are from
A1; for case III one row is from B1 and one from B3 and one column is from B1 and
one column is from B2.
C. Koukouvinos et al. / Linear Algebra and its Applications 406 (2005) 218–234 227
Cases I and II
Here we use Fig. 1 to enumerate all possible cases for 2v − 2 in Table 1.
Many of the cases in Table 1 are permutations of each other and do not need to be
considered separately.
Case III
To help understand Case III we recall that in this case one column removed comes
from the columns with k1 + k2 ones per column and the other from the columns with
Table 1
Number of rows of each case I and II
u1 u2 u3 u4 u5 u6 u7 u8
λ1 − 2 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2
λ1 − 1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 − 2 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2
λ1 k1 − λ1 − 1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 − 2 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 − 1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 2 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 − 1 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 − 1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 − 2 k2 − λ2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 − 1 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 − 2 k2 − λ2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 − 1 k2 − λ2 − 1 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 − 1 k2 − λ2 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 − 2 v − 2k2 + λ2
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 − 1 v − 2k2 + λ2 − 1
λ1 k1 − λ1 k1 − λ1 v − 2k1 + λ1 λ2 k2 − λ2 k2 − λ2 v − 2k2 + λ2 − 2
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Table 2
Number of rows of each case III
u1 u2 u3 u4 u5 u6 u7 u8
ρ − 2 k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ − 1 ρ v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ − 1 v − k1 − k2 + ρ k1 − ρ
ρ − 1 k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ − 1 k1 − ρ
ρ − 1 k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ − 2 k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ − 1 k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ k2 − ρ − 1 ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ − 1 v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ − 1 k1 − ρ
ρ k1 − ρ − 1 k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ k2 − ρ − 2 v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ − 1 k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ − 1 ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ ρ − 1 v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ − 1 k1 − ρ
ρ k1 − ρ k2 − ρ − 1 v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ − 2 k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ − 1 ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ ρ − 1 v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ ρ v − k1 − k2 + ρ − 1 k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ − 1 k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ − 2 ρ v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ − 1 ρ − 1 v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ − 1 ρ v − k1 − k2 + ρ − 1 k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ − 1 ρ v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ − 2 v − k1 − k2 + ρ k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ − 1 v − k1 − k2 + ρ − 1 k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ − 1 v − k1 − k2 + ρ k1 − ρ − 1
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ − 2 k1 − ρ
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ − 1 k1 − ρ − 1
ρ k1 − ρ k2 − ρ v − k1 − k2 + ρ k2 − ρ ρ v − k1 − k2 + ρ k1 − ρ − 2
v − k1 + k2 ones per column in the original design (Table 2). This means the generic
form of these two columns is as shown in Fig. 2.
Note they have inner product zero.
Lemma 3. The (2v − 2) × (2v − 2) minors of the matrix A given in (1), formed
from 2 − {v; k1, k2, ; λ} sds for SDS I and SDS II are
0, 2v · (v + 1)v−3 or 2v+1 · (v + 1)v−3.
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column of B1 column of B2
1 1
1
.
.
. ρ ones
1 1
1 k1 −
.
.
. ones
.
.
. k1 − ρ minus
1 −
− 1
.
.
.
.
.
. k2 − ρ ones
− v − k1 1
− ones −
.
.
.
.
.
. v − k1 − k2 + ρ minus
− −
1 1
1
.
.
. k2 − ρ ones
1 1
1 k2 −
.
.
. ones
.
.
. ρ minus
1 −
− 1
.
.
.
.
.
. v − k1 − k2 + ρ ones
− v − k2 1
− minus −
.
.
.
.
.
. k1 − ρ minus
− −
Fig. 2.
Proof. For SDS I we have: λ1 + λ2 = λ = 2t − 1, k1 = k2 = 2t and v = 4t + 1.
The expressions for ui, i = 1, . . . , 8 were calculated in each case. Maple was then
used to evaluate the determinant for D giving the required result. Cases I and II
gave the values 0 and 214 · (2t + 1)4. Case III gave the values 0, 214 · (2t + 1)4 and
216 · (2t + 1)4. Multiplying by (2v + 2)v−5 gives the required result.
For SDS II we have: λ1 + λ2 = λ = 2t − 2, k1 = k2 = 2t − 1 and v = 4t − 1.
The expressions for ui, i = 1, . . . , 8 were calculated in each case. Maple was then
used to evaluate the determinant for D giving the required result. Cases I and II gave
the values 0 and 218 · t4. Case III gave the values 0, 218 · t4 and 220 · t4. Multiplying
by (2v + 2)v−5 gives the required result. 
Lemma 4. The (2v − 2) × (2v − 2) minors of the matrix A given in (1), formed
from 2 − {v; k1, k2, ; λ} sds for SDS III are
24 · p · (v − 5), 25 · p · (v2 − 4v − 5), 22 · p · (3v2 + 5),
230 C. Koukouvinos et al. / Linear Algebra and its Applications 406 (2005) 218–234
22 · p · (v2 + 8v + 15), 23 · p · (v2 + 3v), 23 · p · (v2 + v + 10),
22 · p · (v2 − 6v + 5), p · (13v2 − 2v + 5), p · (5v2 + 14v + 125),
p · (7v + 5) · (v + 3), p · (5v2 − 26v + 5), p · (v2 − 18v + 65),
p · (13v2 − 18v + 85), 22 ·5p · (v + 3) or p · (v2 − 2v − 15) = 1, 3, 4,
where p = 2−2v+2 · (7v + 5)v−3.
Proof. For SDS III we have: λ1 + λ2 = λ = 5v−1716 , k1 = 6 + b2, k2 = 12 + 2b2
and v = 25 + 4b2. The expressions for ui, i = 1, . . . , 8 were calculated in each case.
Maple was then used to evaluate the determinant for D giving the required result. We
found the values
4p(b2 + 5), 4p(b2 + 5)(2b2 + 13), 2p(6b4 + 75b2 + 235),
2p(2b2 + 15)(b2 + 7), 2p(b2 + 7)(4b2 + 25), 2p(4b4 + 51b2 + 165),
4p(b2 + 5)(b2 + 6), 4p(b2 + 7)(b2 + 5), p(13b4 + 162b2 + 505),
p3(b2 + 7), p(5b2 + 31)(b2 + 5), p(b2 + 5)(b2 + 3),
p(13b4 + 158b2 + 485), 5p(b2 + 7), p(b2 + 5)(b2 + 7),
3p(b2 + 5)(b2 + 7) or p(5b4 + 66b2 + 225),
where p = (7b2 + 45)2. Cases I and II give the first eight values whereas Case III
give all the values except the two first ones. Multiplying by (7b2 + 45)20+4b2 gives
the required result. 
4. Pivot structure for some infinite families of matrices
Theorem 2. Let A be a 2v × 2v CP matrix given in (1) formed from 2 − {v; k1,
k2, ; λ} for SDS I and II. Reduce A by GE. Then the last pivot p2v is v + 1. The
second to last pivot p2v−1 is v + 1 or v+12 .
Proof. From (3) the magnitude of the two last pivots appearing after the application
of GE operations on a CP A, constructed from the ± incidence matrices of SDS I
and SDS II, are given by
p2v = A(2v)
A(2v − 1) , p2v−1 =
A(2v − 1)
A(2v − 2) .
From (2) and Lemmas 1 and 3 we have that p2v = v + 1, p2v−1 = v + 1, or v+12 . 
In [5] it was shown that for Brouwer’s SBIBD(2s2 + 2s + 1, s2, 12 s(s − 1)) that
the first four pivots are equal to 1, 2, 2, 4, v  7 whereas the fifth pivot may be 2 or
3. The same proof holds for SDS I, II, and III families. Also, the same proof that the
fifth pivot may be 2 or 3, as the one given in [5], holds for the SDS I family.
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We observed the growth pattern of families SDS I and SDS II, by computing
the pivot structure of 10,000 equivalent matrices. When we kept the first seven and
the last seven pivots, for the SDS I family, at least 6 different pivot structures were
detected for v = 5, 223 for v = 13, 268 for v = 17 and 317 for v = 29. For the SDS
II family, at least 337 different pivot structures were detected for v = 11, and 324
for v = 15. In Tables 3 and 4 we present some of the pivot patterns and the attained
growth that have been found in our calculations.
Conjecture. Let A be a 2v × 2v CP matrix given in (1) formed from 2 − {v; k1,
k2, ; λ} for SDS I and II. Reduce A by GE. Then we conjecture
(i) g(2v,A) = v + 1.
(ii) Every pivot before the last has magnitude at most v + 1.
Next, we study the pivot structure for the SDS III family.
Theorem 3. Let A be a 2v × 2v CP matrix given in (1) formed from 2 − {v; k1,
k2, ; λ} for SDS III. Reduce A by GE. Then the last pivot p2v is 7v+52 · v
2+2v+5
3v2+5 ,
7v+5
2 ·
v2+2v+5
v2+8v+15 ,
7v+5
4 · v
2+2v+5
v2+3v or
7v+5
4 · v
2+2v+5
v2+v+10 .
Proof. From (3) and Lemma 2 we have for the matrix given in (1) formed from
2 − {v; k1, k2, ; λ} for SDS III, the results in Table 5 where the first row gives the
Table 3
Growth factors and pivots patterns for SDS I
v Growth Pivot pattern
5 6 (1, 2, 2, 2, 4, 4, 3, 3, 6, 6)
5 6 (1, 2, 2, 2, 4, 4, 4.5, 4, 3, 6)
5 6 (1, 2, 2, 2, 4, 4, 3, 3, 6, 6)
13 14 (1, 2, 2, 4, 3, 103 ,
16
5 , . . . , 7, 7, 14, 7, 14)
13 14 (1, 2, 2, 4, 3, 103 ,
16
5 , . . . , 7, 7, 7, 14, 14)
13 14 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 7, 7, 14, 7, 14)
13 14 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 7, 14,
28
3 , 7, 14)
17 18 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 10,
54
5 , 12, 9, 18)
17 18 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 10, 9, 18, 12, 9, 18)
17 18 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 9, 9, 18, 9, 18)
17 18 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 9, 9, 9, 18, 18)
29 30 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 15, 15, 15, 30, 30)
29 30 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 15, 15, 30, 15, 30)
29 30 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 15, 15, 30, 30, 30)
29 30 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 15,
45
2 , 20, 15, 30)
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Table 4
Growth factors and pivots patterns for SDS II
v Growth Pivot pattern
7 8 (1, 2, 2, 4, 2, 4, 4, 2, 4, 4, 8, 4, 8, 8)
7 8 (1, 2, 2, 4, 3, 103 , 3.2, 4, 4, 4, 4, 4, 8, 8)
11 12 (1, 2, 2, 4, 3, 103 ,
16
5 , . . . ,
20
3 ,
36
5 , 8, 6, 12)
11 12 (1, 2, 2, 4, 2, 4, 4, . . . , 6, 6, 12, 6, 12)
11 12 (1, 2, 2, 4, 2, 4, 4, . . . , 6, 6, 6, 12, 12)
11 12 (1, 2, 2, 4, 2, 4, 4, . . . , 152 ,
36
5 , 8, 6, 12)
15 16 (1, 2, 2, 4, 2, 4, 4, . . . , 10, 485 ,
32
3 , 8, 16)
15 16 (1, 2, 2, 4, 2, 4, 4, . . . , 323 , 12,
32
3 , 8, 16)
15 16 (1, 2, 2, 4, 2, 4, 4, . . . , 323 , 8, 16, 8, 16)
15 16 (1, 2, 2, 4, 2, 4, 4, . . . , 323 , 8, 8, 16, 16)
19 20 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 12,
40
3 , 10, 20, 20)
31 32 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 16, 16, 32, 16, 32)
Table 5
The only possible values of p2v for SDS III
M2v 2−2v(7v + 5)v−1(v2 + 2v + 5)
M2v−1
2s · (3v2 + 5) 7v+52 · v
2+2v+5
3v2+5

2s · (v2 + 8v + 15) 7v+52 · v
2+2v+5
v2+8v+15
♦
4s · (v2 + 3v) 7v+54 · v
2+2v+5
v2+3v

4s · (v2 + v + 10) 7v+54 · v
2+2v+5
v2+v+10
values of M2v , the first column gives the values of M2v−1 and the entries are p2v =
M2v
M2v−1 . 
We evaluated the growth pattern of family SDS III, by computing the pivot struc-
ture of 10,000 equivalent matrices. Keeping the first seven and the last seven pivots,
at least 8231 different pivot structures were detected for v = 29. The entries of
Table 5 marked with  appeared in our computations. In Table 6 we present some
of the pivot patterns and the attained growth that have been found in our calculations
achieved.
Remark 1. We experimented with 2v = 58. The theoretical values for M2v−1 are
37.18987342, 53.4181818, 86.41176471, or 50.65517241. In our calculations we
found always p2v = 37.18987342 or p2v = 50.65517241. This leaves as an open
problem the existence of a 58 × 58 matrix having growth equal to 86.41176471. The
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Table 6
Growth factors and pivots patterns for SDS III
v Growth Pivot pattern
29 50.655172 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 24.721311, 26, 50.655172)
29 50.655172 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 26, 26, 50.655172)
29 37.189873 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 16.564516, 26, 37.189873)
29 37.189873 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 19.559633, 25.048780, 37.189873)
29 37.189873 (1, 2, 2, 4, 3, 103 ,
18
5 , . . . , 19.732143, 24.164706, 37.189873)
SDS I family for the 58 × 58 matrix gives growth 30, thus a considerably smaller
value than the ones attained in SDS III family.
Remark 2. We could calculate all the theoretical second last pivots by writing the
quotients M2v−1
M2v−2 . However as there are 68 cases, we only give those we found experi-
mentally and which are: 26, 25.048780 and 24.164706. The following quotients give
the value of 26:
2s · (3v2 + 5)
22 · p · (3v2 + 5) ,
2s · (v2 + 8v + 15)
22 · p · (v2 + 8v + 15) ,
22s · (v2 + 3v)
23p · p · (v2 + 3v) ,
22s · (v2 + v + 10)
23 · p · (v2 + v + 10) .
The value of 25.048780 appears from the quotient 2s·(3v
2+5)
p·(13v2−18v+85) , whereas the value
of 24.164706 appears from the quotient 2s·(3v
2+5)
p·(13v2−2v+5) .
5. Conclusions
In the present paper we formulated a framework for finding the analytical values
of minors of infinite families of matrices constructed from supplementary difference
sets. We studied the application of these values to the growth problem. The theoret-
ical values of the last pivot p2v that appear in Table 5 pose an interesting problem:
Can all these values appear when GECP is applied to a ±1 matrix A constructed from
2 − {v; k1, k2; λ} SDS? The entry marked with ♦ in Table 5 is greater than the order
2v of the matrix. Thus, if this entry appears in practice, then we can construct in a
straightforward manner (and not using sophisticated techniques as the ones proposed
in [3]) a matrix having growth greater than its dimension. Also many quotients for
the second to last pivot have theoretically values larger than the dimension 2v of the
matrix, but we do not know if it is possible to appear in practice too. Generally, from
the Conjecture that we posed matrices A of the above type can generate a stable
process when GECP is applied on them.
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