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ABSTRACT
Aims. We characterise the relation between the gas and dust content of the interstellar medium towards young stellar objects in the
Orion Nebula Cluster.
Methods. X-ray observations provide estimates of the absorbing equivalent hydrogen column density NH based on spectral fits. Near-
infrared extinction values are calculated from intrinsic and observed colour magnitudes (J − H) and (H − Ks) as given by the VISTA
Orion A survey. A linear fit of the correlation between column density and extinction values AV yields an estimate of the NH/AV
ratio. We investigate systematic uncertainties of the results by describing and (if possible) quantifying the influence of circumstellar
material and the adopted extinction law, X-ray models, and elemental abundances on the NH/AV ratio.
Results. Assuming a Galactic extinction law with RV = 3.1 and solar abundances by Anders & Grevesse (1989, Geochim. Cos-
mochim. Acta, 53, 197), we deduce an NH/AV ratio of (1.39 ± 0.14) × 1021 cm−2 mag−1 for Class III sources in the Orion Nebula
Cluster where the given error does not include systematic uncertainties. This ratio is consistent with similar studies in other star-
forming regions and approximately 31% lower than the Galactic value. We find no obvious trends in the spatial distribution of NH/AV
ratios. Changes in the assumed extinction law and elemental abundances are demonstrated to have a relevant impact on deduced AV
and NH values, respectively. Large systematic uncertainties associated with metal abundances in the Orion Nebula Cluster represent
the primary limitation for the deduction of a definitive NH/AV ratio and the physical interpretation of these results.
Key words. dust, extinction – X-rays: ISM – infrared: ISM – stars: pre-main sequence
1. Introduction
The characteristics and evolution of the interstellar medium
(ISM) are closely connected to major astrophysical questions
in areas such as molecular cloud evolution, star and planet for-
mation, and galactic evolution. Undoubtedly, knowledge of the
properties of ISM constituents, i.e. gas and dust, and in particular
the relation between them is vital when characterising inter-
stellar environments. In this study, we describe the relation-
ship between gas column density NH and dust extinction AV
towards young stellar objects (YSOs) in the Orion Nebula Clus-
ter (ONC). Simplistically, measurements of these quantities to-
wards the same object are expected to be correlated since mat-
ter is traced for the same distance along the same line of sight
and the gas and dust components are assumed to coincide spa-
tially. The ratio NH/AV is frequently used synonymously with
the gas-to-dust mass ratio, but although the quantities are related,
the conversion is not straightforward. A number of factors influ-
ence this relation, such as dust grain properties and elemental
abundances, which in general are difficult to constrain observa-
tionally and thus necessitate several additional assumptions. The
? The catalogue is only available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/593/A7
assumptions made during data analysis and the interpretation of
observational results need to undergo careful consideration in or-
der to ensure the reliability of deduced physical properties, e.g.
NH/AV and the gas-to-dust mass ratio.
In the Milky Way, previous studies using multiple inde-
pendent methods have found a uniform NH/AV ratio ∼2 ×
1021 cm−2 mag−1 (e.g. Bohlin et al. 1978; Predehl & Schmitt
1995; Watson 2011) and a gas-to-dust mass ratio ∼100 for re-
gions dominated by diffuse interstellar matter throughout the
sky. Towards young, star-forming regions, observed NH/AV ra-
tios are typically lower than or similar to the value in the diffuse
ISM (e.g. Vuong et al. 2003; Winston et al. 2010; Pillitteri et al.
2013). The origin of this difference is unclear, although the liter-
ature provides several possible explanations: altered grain prop-
erties in cold, dense environments caused by, for example, grain
growth (e.g. Goldsmith et al. 1997; Roman-Duval et al. 2014),
lower metal abundances in star-forming regions (Vuong et al.
2003), and a lower gas-to-dust mass ratio (e.g. Bohlin et al.
1978; Vuong et al. 2003).
The ONC provides excellent conditions for this study despite
observational difficulties arising from nebulosity and high, non-
uniform extinction in the region as well as its complex three-
dimensional structure (see e.g. O’Dell 2001). At a distance of
414 pc (Menten et al. 2007) it is the nearest massive star-forming
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region, making it a prime target for numerous observational stud-
ies. The wealth and high quality of available data in various
wavelength ranges are crucial ingredients for data analysis since
they allow for a statistical evaluation of results, the constraining
of stellar parameters, and the selection of highly reliable data
points from a large sample.
2. Data
This study utilises observations in the X-ray range from the
Chandra Orion Ultradeep Project (COUP), in the near-infrared
(NIR) from the VISTA Orion A survey, and in the mid-infrared
(MIR) from the Spitzer Orion survey. While the gas column
density is frequently derived from Lα absorption at UV wave-
lengths, X-ray observations provide an alternative method for
inferring this quantity. In the X-ray range, photoelectric absorp-
tion dominates the observed extinction. Consequently, the ab-
sorption cross section is characterised by cut-offs corresponding
to the energies of electronic transitions and is determined by the
column density of elements in the absorbing medium. If a set of
elemental abundances is assumed, the equivalent hydrogen col-
umn density can thus be deduced from observations of X-ray
spectra. This approach provides certain advantages over UV ob-
servations, as summarised by Vuong et al. (2003): X-ray absorp-
tion is capable of tracing the total hydrogen column density since
it is not sensitive to the physical or chemical state of absorbing
elements and probes material to higher extinctions. These char-
acteristics are particularly relevant for the investigation of the
ONC region presented here. In contrast, extinction due to dust
is deduced from NIR observations by comparison with the stars’
intrinsic colours, requiring the assumption of an extinction law.
Data in the MIR regime are used for YSO classification. Since
circumstellar material can possibly alter the derived NH/AV ratio
(see Sect. 4.2.1), the classification of YSOs and in particular a
distinction between IR-excess and discless sources is essential
for this study. In the following sections, all the employed data
sets are described in more detail along with further data process-
ing steps. The spatial distribution of objects is shown in Fig. 1.
2.1. COUP
The COUP catalogue (Getman et al. 2005) is based on Chandra
ACIS observations from 2003 with a total exposure time of
approximately ten days. It provides X-ray properties of 1616
point sources including spectral fitting results. Getman et al.
(2005) used a one- or two-component thermal plasma emis-
sion model (MEKAL code as implemented in Xspec, based on
models by, among others, Mewe et al. 1985 and Liedahl et al.
1995) modified by a single absorption component (Wabs
code as implemented in Xspec, based on cross-sections by
Morrison & McCammon 1983) to model the X-ray spectra. So-
lar abundances were adopted from Anders & Grevesse (1989)
and stellar coronal metal abundances were assumed to be propor-
tional to the Sun’s photospheric abundances by a factor of 0.3 for
all sources (see discussion of this value in Sect. 4.2.4). The rel-
evant fitting parameter for this study is the equivalent hydrogen
column density NH. The influence of the adopted X-ray model
components and solar abundance values on the derived column
density is discussed in Sects. 4.2.3 and 4.2.4. As an estimate of
the error in NH, the statistical 1σ error from the fit and a constant
value of 1021 cm−2 are added. This constant factor is introduced
so that uncertainties, in particular for low column densities, are
more accurately reflected, as these typically show unrealistically
small statistical errors considering the difficulty of determining
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Fig. 1. Spatial distribution of objects in the sample in galactic coordi-
nates. Green stars indicate the positions of the brightest OB stars in the
region. Filled circles correspond to sources with an identified spectral
class and reliable NH and AV values.
NH values based on the low-energy end of X-ray spectra. In order
to only include sources with reliable NH values, several groups of
objects are excluded from the sample: Sources which are flagged
in the COUP catalogue as having exhibited problems during the
fit (non-empty entry in the sFlags column, which is Col. 17 in
Table 6 of Getman et al. 2005) or as providing only an upper
limit on the column density, and sources with a reduced χ2 value
of less than 0.5 or larger than 2.0 are excluded. The resulting
sample contains 728 sources.
2.2. VISTA Orion A survey
As part of VISION (Vienna Survey in Orion), the VISTA
Orion A survey covers ≈18.3 deg2 of the sky spanning the en-
tire Orion A molecular cloud (Meingast et al. 2016). The authors
created a new reduction pipeline in order to optimise spatial res-
olution, and produced images as well as a source catalogue in
the JHKs NIR bands containing almost 800 000 objects. Com-
plications due to the highly variable background during source
extraction near the Orion Nebula are addressed and described in
the survey paper by Meingast et al. (2016).
We chose the matching radius between the COUP and VI-
SION catalogues based on the investigation of a histogram of
separations between X-ray and NIR sources up to 3′′ taking only
the closest match for each COUP source into account. With a bin
size of 0.1′′ we find a peak in the number of matched sources
between 0.2′′ and 0.3′′. The matching radius is chosen as the
separation at which the number of matched sources is equal to
1% of the peak value. We thus employ a matching radius of
1′′, yielding a sample of 1292 COUP objects with NIR coun-
terparts, 655 of which with reliable NH values. The sample is
then restricted to sources with magnitude measurements in all
three bands, ensuring that extinction values are deduced from
two valid NIR colours for all objects. Additionally, we compare
the VISION data to the JHKs values given in the COUP cata-
logue, which include data obtained by the NIR camera ISAAC at
the ESO Very Large Telescope for the inner quarter of the COUP
A7, page 2 of 10
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field (Getman et al. 2005). The comparison generally shows ex-
cellent agreement between the two data sets. Any sources with
magnitude differences larger than 1 mag in any band are ex-
cluded from the sample. Thus, 465 objects with reliable data in
both the X-ray and NIR regime constitute the correlated sample.
Dust extinction values are deduced from NIR colour mag-
nitudes using the NICER algorithm (Lombardi & Alves 2001),
which estimates AV based on intrinsic and observed NIR colours
and an assumed extinction law. Here, we adopt the extinction law
as given by Cardelli et al. (1989) with a ratio of total to selective
extinction AV/E(B − V), denoted as RV , of 3.1. Implications of
higher RV values are discussed in Sect. 4.2.2. A set of intrinsic
colours, (J − H)0 and (H − K)0, is deduced for each individual
source by employing information on their spectral type: Source
positions are correlated with an optical survey of the ONC by
Hillenbrand et al. (2013), providing the spectral type for each
matched source. Intrinsic NIR colours are then obtained by asso-
ciating spectral types with empirically derived intrinsic colours
as given by Scandariato et al. (2012). For 239 sources with reli-
able X-ray and NIR data, intrinsic colours can be deduced with
this method. These objects constitute our final sample. An un-
certainty of 2 subclasses in the spectral type and an additional
error of 0.03 accounting for the uncertainty of the colour mag-
nitudes for each spectral type are assumed. The final products
are dust extinction values AV and their corresponding uncertain-
ties, which are calculated by taking both photometric errors and
uncertainties of intrinsic colours into account.
2.3. Spitzer Orion survey
A survey of the Orion A and B clouds was conducted by the
Spitzer Space Telescope (Megeath et al. 2012), mapping the re-
gions in five bands within the MIR regime. The point source
catalogue produced from these observations contains almost
300 000 sources which have been classified according to pro-
cedures based on those described by Gutermuth et al. (2009)
and Kryukova et al. (2012). This source classification scheme
is aimed at identifying a reliable sample of IR-excess sources
by applying cuts in colour−colour and colour−magnitude dia-
grams. As it does not attempt to identify Class III sources, an
additional cut is necessary. In this study, the objects in the final
sample show a bimodal distribution in the difference between
the observed magnitudes in the 3.6 µm and 4.5 µm IRAC wave-
bands, [3.6]−[4.5] (see Fig. 2). We thus use this quantity to sep-
arate IR-excess from discless sources: all objects which are not
flagged as an IR-excess source by Megeath et al. (2012) and ex-
hibit a colour magnitude [3.6]−[4.5] < 0.2 are considered dis-
cless sources. Since all objects in the final sample show X-ray
emission, we identify all discless sources within this sample as
Class III YSOs. In the final sample of 239 objects, we find a
counterpart in the Spitzer point source catalogue for 195 sources,
106 of which are flagged as disc stars and one as a protostar. Fol-
lowing the procedure described above, we identify 70 sources
as Class III objects, leaving a total of 62 YSOs unclassified.
Of these, 44 are not classified because no match with a Spitzer
source is found, 8 owing to missing measurements in the [3.6]
and/or [4.5] waveband, and 10 YSOs were not classified as
IR-excess sources by Megeath et al. (2012) while not fulfilling
the criteria of a Class III YSO. Throughout the analysis, the
entire sample (including unclassified sources) and two subsam-
ples including exclusively either IR-excess or Class III sources
are used. A catalogue of objects in the final sample along with
the main properties used in this work is made available at the
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Fig. 2. Diagrams used to identify Class III objects in the final sample.
Upper panel: colour−magnitudes. For 90% of sources the uncertainties
are lower than those represented by the error bars in the upper left corner
of the figure. Median errors are smaller than the symbol size. Lower
panel: colour−magnitudes [3.6]−[4.5].
CDS. Table 1 lists the column names and descriptions of this
catalogue.
3. Results
A comparison of hydrogen column density and extinction for
the final sample shows, upon a first visual inspection, a distinct
correlation between the two parameters with some scatter (see
Fig. 3). The trend suggests an NH/AV ratio below the value for
the diffuse ISM in the Milky Way with the majority of data points
(76%) below the NH/AV = 2 × 1021 cm−2 mag−1 relation. Con-
sidering different YSO evolutionary classes, no significant dif-
ference in the slope of the relation or magnitude of scatter can
be found between IR-excess and Class III sources. However, a
noticeable group of data points well above the Galactic relation
can be observed between extinction values of ∼5 and 8. Except
for two unclassified YSOs, all other objects within this group
are identified as disc sources. Furthermore, the single protostar
within the sample has an exceptionally high column density of
∼6 × 1022 cm−2 mag−1 at AV ∼ 7. Possible explanations for this
behaviour of protostars and YSOs with discs are discussed in
Sect. 4.2.1. In addition to astrophysical reasons, inferring high
column densities from X-ray fits can be caused by the degen-
eracy of the fit with respect to the plasma temperature and NH.
The best-fit model might thus underestimate the plasma tempera-
ture and overestimate the column density. In particular, this phe-
nomenon is relevant for objects with flares which may harden the
X-ray spectrum and may be associated with higher plasma tem-
peratures. We inspected the COUP light curves (Getman et al.
2005) of the outlying sources with considerably higher NH/AV
ratios and found that several showed possible signs of flaring
during the observations. Nevertheless, not all YSOs in this group
exhibit flares, necessitating other explanations for their high col-
umn density values. In the case of the object classified as a
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Table 1. Description of columns in the catalogue of the final sample available at the CDS.
Column number Column name Description
1 COUP_no COUP identification number
2 RA RA from the COUP catalogue
3 Dec Dec from the COUP catalogue
4 NH NH from the COUP catalogue [cm−2]
5 NH_err 1σ error of NH as assumed in this work [cm−2]
6 VISION_no VISION identification number
7 J J magnitude from VISION [mag]
8 J_err 1σ error of J magnitude from VISION [mag]
9 H H magnitude from VISION [mag]
10 H_err 1σ error of H magnitude from VISION [mag]
11 Ks Ks magnitude from VISION [mag]
12 Ks_err 1σ error of Ks magnitude from VISION [mag]
13 sptype Spectral type as deduced from Hillenbrand et al. (2013)
14 JH0 Intrinsic (J − H) magnitude as deduced from Scandariato et al. (2012) [mag]
15 JH0_err 1σ error of intrinsic (J − H) magnitude [mag]
16 HK0 Intrinsic (H − Ks) magnitude as deduced from Scandariato et al. (2012) [mag]
17 HK0_err 1σ error of intrinsic (H − Ks) magnitude [mag]
18 AV AV for RV = 3.1a as deduced in this work [mag]
19 AV_err 1σ error of AV for RV = 3.1 as deduced in this work [mag]
20 class Classification (p – protostar, d – disc star, cl3 – Class III source, uncl – unclassified)
Notes. (a) AV for RV = 5.5 can be calculated by multiplication with the factor 1.18 (see Sect. 4.2.2).
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Fig. 3. Equivalent hydrogen column density NH versus extinction in the
V-band AV . For 90% of sources the uncertainties are lower than those
represented by the grey error bars in the lower right corner of the figure.
Median values of errors are indicated by the black error bars. The solid
black, orange, and blue lines are linear fits to the entire sample, IR-
excess sources only, and Class III objects only, respectively. The shaded
area and dotted orange or blue lines indicate the 1σ confidence band of
the fits. The dashed grey line corresponds to the NH/AV ratio of the
diffuse ISM in the Milky Way, NH = 2 × 1021 cm−2 mag−1 · AV .
protostar, the VISION images reveal a second source at a small
projected distance of ∼1.4′′ that is not part of the COUP cat-
alogue. The unusual NH/AV ratio of the protostar in the final
sample might thus be a result of confusion with or contamina-
tion by this second source.
We now quantify the relation between column densities and
extinction values for three samples, namely the entire sample,
IR-excess sources only, and Class III sources only, by calculat-
ing linear fits to the data points. An orthogonal distance regres-
sion routine (ODRPACK as implemented in the Python library
Scipy, Jones et al. 2001) is employed to enable the consideration
of errors in both column density and extinction. The fits yield the
following relations
N(all)H = (1.36 ± 0.08) × 1021 cm−2 mag−1 · AV
+ (0.10 ± 0.34) × 1021 cm−2,
N(IRex)H = (1.43 ± 0.14) × 1021 cm−2 mag−1 · AV
+ (−0.63 ± 0.68) × 1021 cm−2, and
N(III)H = (1.39 ± 0.14) × 1021 cm−2 mag−1 · AV
+ (0.39 ± 0.47) × 1021 cm−2,
for the entire sample, IR-excess sources only, and Class III
sources only, respectively. Given uncertainties correspond to sta-
tistical 1σ errors from the fit. The intercept is included as a
fit parameter in order to account for any systematic offsets that
could occur, e.g. due to incorrect estimation of intrinsic colours.
Since the best-fit values for the intercept are compatible with
zero within their 1σ uncertainties for all three samples, the data
are unlikely to suffer from such offsets. The fits confirm a lower
ratio of NH/AV compared to the value in the diffuse ISM by ap-
proximately 31%, and that different YSO classes exhibit similar
best-fit parameters and uncertainties. The numerical results re-
ported here are deduced from column densities taken directly
from the COUP catalogue, which assumes solar abundance val-
ues by Anders & Grevesse (1989). The NH/AV ratio based on
revised abundances by Asplund et al. (2009) can be found in
Sect. 4.2.4.
A7, page 4 of 10
B. Hasenberger et al.: Gas absorption and dust extinction towards the ONC
Fig. 4. Spatial distribution of sources in the final sample in galactic
coordinates, colour-coded by their individual NH/AV value. Class III
sources are indicated by a thicker symbol outline. Green stars indicate
the positions of the brightest OB stars in the region. No obvious trends
in the distribution of NH/AV values can be observed.
The spatial distribution of NH/AV values calculated for indi-
vidual sources is shown in Fig. 4. No obvious global gradients
or clusters of stars with similar ratios can be found.
To test the robustness of the fits, two experiments are con-
ducted. In the first experiment, we employ the jackknife method
by removing a single source from the sample and refitting the re-
duced data set using the same routine as described earlier. This
is done for every source in the sample and the resulting slope
and intercept values are measured. In the second experiment, a
random choice of sources constituting 10% of the full sample are
removed before refitting the remaining data points. The results of
1000 simulations of this kind are obtained. Removing individual
sources from the sample, all objects cause changes of the order
of a few 1019 cm−2 mag−1 or less in the derived slope (see Fig. 5).
For 95% of objects, the difference in the slope from the fit to the
entire sample is less than 1.1×1019 cm−2 mag−1. Even in the case
of removing 10% of sources from the data set, the distribution of
parameters drops quickly as one moves away from the best-fit
value for the full sample (see Fig. 6): in 95% of all simulations,
the resulting slope deviates by less than 6.8 × 1019 cm−2 mag−1.
We thus conclude that the fits are not dominated by a small sub-
set of the sample, but correctly represent the general trend con-
tained within the data.
4. Discussion
4.1. Comparison to previous studies
Table 2 summarises key information on previous studies of the
NH/AV ratio in the diffuse ISM and various star-forming regions.
The comparability of these studies is limited, however, owing to
the large differences in sample size and consideration of system-
atic effects. Regarding the sample size, this work is among the
largest studies of X-ray absorption and dust extinction in a star-
forming region. The importance of large sample sizes for these
comparisons is also noted by Vuong et al. (2003), who refrain
from reporting NH/AV ratios for several nearby star-forming
Fig. 5. Difference between best-fit parameters for the entire sample and
the sample reduced by one source. The first and last bins contain all data
points below the lowest or above the largest labelled value on the x-axis,
respectively. Left panel: slope of the linear function k. Right panel: in-
tercept of the linear function d.
Fig. 6. Same as Fig. 5, but for the sample reduced by 10% of the to-
tal number of objects in the final sample. There are no simulations for
which the refitted parameters assume values beyond the x-axis limits.
Dashed lines indicate statistical 1σ uncertainties of the fit to the entire
sample.
regions, including Orion, owing to the small number of data
points in their final sample.
Despite deviations in data analysis procedures, it is evident
from the reported NH/AV values that the ISM typically exhibits
a ratio larger than or equal to those found in star-forming re-
gions. This effect is commonly explained by grain growth in the
cold, dense, and dark environment of molecular clouds which
leads to higher extinction values (e.g. Carrasco et al. 1973;
Cardelli & Clayton 1988). Vuong et al. (2003) argue, however,
that it is possible to attribute the lower NH/AV ratio towards
ρ Oph purely to a difference in metallicity with respect to
the ISM. In addition, there appears to be a trend for low-
mass star-forming regions such as Serpens (Winston et al. 2007),
NGC 1333 (Winston et al. 2010), or L1641 (Pillitteri et al. 2013)
to show lower NH/AV ratios than regions which harbour one or
more OB stars such as RCW 108 (Wolk et al. 2008) or RCW 38
(Winston et al. 2011). This phenomenon has been associated
with ablation of dust grains by UV radiation from massive stars
(Pillitteri et al. 2013).
For the ONC, the NH/AV ratio derived here is lower than in
the diffuse ISM and is consistent with values typically found in
star-forming regions. Following the hypothesis of grain growth
in molecular clouds and destruction of large grains by UV radi-
ation as mentioned above, sources further away from OB stars
should show lower NH/AV values. The main contributors to the
UV flux in the ONC are the Trapezium stars; however, no ob-
vious radial gradient in NH/AV originating from these stars can
be found. Still, this experiment is not capable of falsifying the
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Table 2. Selection of previous studies employing X-ray observations to derive NH/AV in star-forming regions or the diffuse ISM of the Milky Way.
Target region NH/AV Number of Comments Reference
[cm−2 mag−1] data points
Diffuse ISM
2.2 × 1021 <638a X-ray absorption towards supernova remnants Watson (2011)
1.8 × 1021 29 X-ray scattering halos around point sources Predehl & Schmitt (1995)and supernova remnants
2.2 × 1021 7 X-ray absorption towards diffuse sources Gorenstein (1975)
2.2 × 1021 5 X-ray absorption towards supernova remnants Ryter et al. (1975)b
L1641 0.8 × 1021 211 includes 133 Class III YSOs Pillitteri et al. (2013)c
IRAS 20050+2720 1.2 × 1021 21 includes 10 Class III YSOs Günther et al. (2012)
NGC 1333 1.0 × 1021 26 includes 7 Class III YSOs Winston et al. (2010)
Serpens 0.7 × 1021 <60d includes <21d Class III YSOs Winston et al. (2007)
ρ Oph 1.5 × 1021 22 sample consists entirely of Class III YSOs Vuong et al. (2003)
RCW 38 1.7 × 1021 43 includes 16 Class III YSOs Winston et al. (2011)
RCW 108 2.0 × 1021 117 Class III YSOs not discussed separately Wolk et al. (2008)
ONC 1.4 × 1021 239 includes 70 Class III YSOs this work
Notes. (a) The authors do not report the number of data points used in their analysis, but state that they included 638 Gamma-ray bursts in their
sample, while the data quality for “a significant fraction” of objects is not sufficient to derive column densities. (b) The listed NH/AV ratio has
been calculated from the NH/E(B − V) value reported in the paper by assuming RV = 3.1. (c) The listed NH/AV ratio has been calculated from
the NH/AK value reported in the paper by assuming AK/AV = 0.11 as given by Cardelli et al. (1989) for RV = 3.1. (d) The authors do not report
the number of data points used in their analysis, therefore the stated number includes sources with insufficient X-ray counts for the derivation of
column densities.
hypothesis as several critical aspects of the influence of UV ra-
diation on dust grains are not considered (in part because they are
unknown), including the three-dimensional arrangement of stars
within the cluster and the attenuation of UV radiation within the
medium it pervades.
4.2. Investigation of assumptions and complications
During the data analysis in this study, a number of assumptions
have to be made in order to estimate the amount of gas and dust
along the line of sight, namely the extinction law towards the
source, X-ray emission and absorption models, and an associ-
ated set of elemental abundances. While commonly neglected in
studies of gas absorption and dust extinction, the influence of
these assumptions on the final result is evaluated in this work by
considering a different shape of the extinction law, more recent
X-ray spectral models, and an update of solar abundance values.
As both hydrogen column density and dust extinction probe
material all along the line of sight up to the location of the source,
variations in the properties of the pervading matter along the
line of sight additionally affect the measurement. In the case that
gas and dust are not well-mixed, as suggested by Hopkins & Lee
(2016) for certain properties of the medium, NH and AV would
not correlate for some sources. Similarly, X-ray and NIR ob-
servations towards the same source could trace slightly differ-
ent lines of sight as emission in these two regimes has distinct
physical and thus possibly also spatial origins. The correlation
between NH and AV might be lost if the lines of sight are not
identical and therefore different media are probed. In addition,
the COUP and VISION observations were not conducted simul-
taneously, introducing uncertainties due to variability into the
analysis. Since YSOs in earlier evolutionary classes are more
variable than Class-III sources in both the NIR and X-ray regime
(Flaccomio et al. 2012; Rice et al. 2015), variability might be
more problematic for the analysis of IR-excess sources in our
sample. All of the mentioned effects could be the origin of some
of the scatter in the comparison of NH and AV , and are generally
difficult to avoid or quantify. Nevertheless, observations in the
MIR allow for the evolutionary classification of objects and thus
enable the removal of sources which are likely to possess sig-
nificant amounts of circumstellar material such as envelopes or
discs.
4.2.1. Circumstellar material
In the literature, a number of different mechanisms associ-
ated with circumstellar material are considered as possible rea-
sons for a change in the NH/AV ratio. Several are connected
to a change in grain properties in the vicinity of the star,
for example grain growth and planet formation. Furthermore,
Dullemond & Natta (2003) investigated the influence of scat-
tering off dust grains in circumstellar discs on the emerging
spectrum and demonstrate that this effect is relevant in the NIR
and MIR regimes. Taking both gravitational settling of grains in
the disc and grain growth into account, Rettig et al. (2006) and
Horne et al. (2012) show that the observed gas-to-dust ratio is
significantly lower for discs which are seen edge-on. For a given
source, it is difficult to predict which of the mentioned effects are
relevant and to what extent they influence the observed NH/AV
ratio. However, Class III sources, possessing little or no circum-
stellar material, are not affected by these processes and are thus
more reliable tracers of the interstellar NH/AV ratio.
In an attempt to avoid the contribution of circumstellar ma-
terial to derived extinction values, a different method could be
applied. Instead of dereddening NIR colours of YSOs to their
intrinsic colours using the NICER algorithm, it is possible to
deredden sources along a given extinction vector to a locus of
intrinsic colours in the NIR colour−colour diagram. For sources
with discs, this locus would correspond to empirically derived
colours, e.g. by Meyer et al. (1997) for classical T Tauri stars
(CTTS) in Taurus, which would ideally produce AV values un-
affected by the circumstellar disc. However, there are a number
of uncertainties introduced by this approach: First, assuming a
CTTS locus for the ONC would require the locus to be derived
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from a region of stars with similar properties, such as spectral
types, stellar radii, or disc accretion rates (Meyer et al. 1997).
Investigating whether a CTTS locus from the literature is ap-
propriate for stars in the ONC and the systematic errors arising
from this effect is challenging because of the various stellar and
disc parameters which influence the locus. Second, the CTTS lo-
cus is associated with uncertainties due to the scatter of intrinsic
colours around this line in the colour−colour diagram, adding to
the overall systematic error in derived extinction values. Third,
the comparability of NIR and X-ray observations might be com-
promised if AV values are corrected for the effects of circum-
stellar material, while NH values are not. As a result, we do not
deredden disc sources to a CTTS locus and employ one method
to derive AV values consistently for all YSO classes. The un-
known effect of circumstellar material on extinction and hydro-
gen column density measurements is accounted for by excluding
IR-excess sources from the sample used to derive the NH/AV ra-
tio. We therefore expect the value derived solely from data for
Class III objects to be the most representative measurement of
this ratio in the ISM towards YSOs in the ONC.
Previous studies which also used YSO classification to avoid
objects possibly surrounded by discs or envelopes report di-
verse relations between the overall NH/AV ratio of IR-excess
and Class III sources. Several authors find higher values for
IR-excess sources than Class III YSOs (Winston et al. 2007,
2010; Wolk et al. 2010), while the opposite is the case, for ex-
ample in the L1641 region (Pillitteri et al. 2013). Günther et al.
(2012) do not detect a difference in NH/AV between IR-excess
and Class III sources. For the ONC, the NH/AV values deduced
by fitting the sample of IR-excess and Class III objects separately
are consistent within their errorbars. The largest occurring devi-
ation in NH within the extinction range studied here (AV = 0 to
14) is only ∼1021 cm−2. As noted by Günther et al. (2012), possi-
ble explanations include the following: The extinction law could
be similar for interstellar and circumstellar matter or any mate-
rial surrounding the source might not contribute significantly to
the measured extinction value since AV is dominated by cloud
material rather than circumstellar matter.
Although no substantial difference in NH/AV is found be-
tween the IR-excess and Class III source samples, the evolution-
ary class can still provide crucial information on the position of
individual objects in the NH-versus-AV diagram. In particular,
a conspicuous group of outliers with high values of NH/AV con-
sists almost entirely of disc sources, suggesting that disc material
has a significant impact on the NH/AV ratio for these objects. Val-
ues of NH/AV that are considerably higher than predicted by the
Galactic relation have also been found for a sample of nearby
classical T-Tauri stars (Günther & Schmitt 2008). Findings from
the literature and this study therefore highlight the importance
of including YSO classification in studies of the ISM when
analysing lines of sight towards YSOs. Discs and envelopes
around YSOs represent environments in which grain growth
can occur (Kwon et al. 2009; Ricci et al. 2010; Testi et al. 2014).
Models by Ormel et al. (2011) suggest that as grains grow to µm
sizes the NIR colour excess increases, resulting in higher ex-
tinction values, while it decreases if grains become larger than
∼10 µm. Furthermore, the inclination of the circumstellar disc
may alter the observed ratio between gas absorption and dust ex-
tinction: Horne et al. (2012) find that this value can be higher
than the interstellar ratio by factors of up to several tens for
discs which are not seen edge-on. The literature thus provides
at least two possible astrophysical causes for the exceptionally
high NH/AV ratios we deduce for a number of IR-excess sources
Table 3. Selection of studies deriving RV towards the ONC.
RV Reference
3.0 Walker (1969)
3.1 Penston et al. (1975)
a ,
Da Rio et al. (2010)
3.7–5.4b Johnson (1967)
4.8 Méndez (1967)
5.23–5.5b Cardelli et al. (1989)
5.5
Costero & Peimbert (1970),
Mathis & Wallenhorst (1981),
Da Rio et al. (2016)
≥5.5 Lee (1968)
Notes. (a) The authors report a normal extinction law for the ONC but do
not explicitly state a value for RV . (b) The range represents the minimum
and maximum RV value the authors found for the observed stars.
in our sample, namely dust grains of very large (>∼10 µm) sizes,
and an effect of the viewing angle on the disc.
4.2.2. Extinction law
The shape of the extinction law can be characterised by
the parameter RV , which is dependent on dust grain proper-
ties such as the size distribution, shape, or composition (e.g.
Mathis & Whiffen 1989; Kim et al. 1994; Weingartner & Draine
2001; Fitzpatrick & Massa 2007). While these dependencies are
generally complex, it has been established that larger grains lead
to higher values of RV . For the diffuse ISM in the Milky Way,
RV = 3.1. Up to this point, all calculations have been conducted
assuming the same RV for the ONC. However, there is no clear
consensus on the value of RV in the ONC; several authors sup-
port a value close to the RV of the diffuse ISM while others find
an anomalous RV of ∼5.5 (see Table 3). An extinction law dif-
ferent from the Galactic relation towards stars in the ONC was
observed almost 80 years ago by Baade & Minkowski (1937),
who suggested that this phenomenon is related to an altered
grain size distribution. In regions of cold and dense material
such as molecular clouds, RV values different from the Galactic
value are now commonly attributed to grain growth in these en-
vironments (e.g. Carrasco et al. 1973; Cardelli & Clayton 1988;
Draine 1990; Foster et al. 2013). In order to assess the influence
of the adopted extinction law on our results, the analysis is re-
peated assuming RV = 5.5. Owing to the steeper slope of the
extinction law in the NIR range, AV values are decreased lead-
ing to an NH/AV ratio higher by ∼18%. For Class III sources
only,
N(III)H = (1.62 ± 0.16) × 1021 cm−2 mag−1 · AV
+ (0.42 ± 0.47) × 1021 cm−2.
The NH/AV ratio towards the ONC is then closer to, but still
clearly below the Galactic relation. An anomalous extinction law
found previously for the ONC is thus not sufficient to entirely
explain the difference in NH/AV between the diffuse ISM in the
Milky Way and the ONC region. Nevertheless, this experiment
shows that changes in grain properties are able to account for a
part of the discrepancy, and that therefore a lower-than-Galactic
NH/AV ratio does not necessarily imply a lower gas-to-dust mass
ratio. Considering the intricate connections between dust grain
characteristics and RV , and the uncertainty associated with the
value of RV , no firm conclusions on grain properties are possible
in this context.
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Fig. 7. Equivalent hydrogen column densities calculated using Phabs
and APEC (PA) versus Wabs and MEKAL (WM) models. Solid
lines indicate equality. Upper panel: for both PA and WM, abun-
dances by Anders & Grevesse (1989) are adopted. Lower panel: for
PA, abundances by Asplund et al. (2009) are adopted, and for WM by
Anders & Grevesse (1989). The dashed grey line is intended as a guide
to the eye and corresponds to 1.33 · NH (WM).
4.2.3. X-ray models
Spectral fit data reported in the COUP catalogue are based
on X-ray fits of thermal plasma emission (MEKAL) and ab-
sorption (Wabs) models which have been revised recently.
The APEC emission model (Smith et al. 2001) incorporates
an extended database of atomic transitions and the Phabs
absorption model uses updated extinction cross-sections by
Balucinska-Church & McCammon (1992) and Yan et al. (1998).
In addition, the adopted solar abundances cannot be altered for
the Wabs model, which invariably assumes the set of abun-
dances by Anders & Grevesse (1989). This implies that the in-
fluence of abundances on the deduced column density values
(see Sect. 4.2.4) cannot be investigated using the Wabs absorp-
tion model. For both the Wabs and Phabs model, the elemental
abundances of the absorbing medium are fixed to the given so-
lar values. The X-ray emitting plasma, however, can be set to
have abundances proportional to the Sun’s by a factor given as a
parameter in the MEKAL and APEC models.
In order to asses the changes in NH introduced by using
revised X-ray models, the grouped COUP spectra are refitted
with one or two APEC components modified by a single Phabs
absorption term. Initial values for the absorbing column density
as well as the temperature of the plasma emission are set to the
corresponding best-fit values given in the COUP catalogue. The
number of emission components and assumed abundance values
are also adopted from the catalogue.
Generally, hydrogen column densities derived with Wabs-
MEKAL and Phabs-APEC models are compatible with each
other (see Fig. 7, upper panel). The revised models systemati-
cally produce slightly lower NH values, an effect that can be as-
cribed to the difference between the absorption models. It is typi-
cally small compared to statistical errors or systematic uncertain-
ties stemming from, e.g. the adopted extinction law or elemental
abundances. The majority of sources for which the derived NH
values do not agree well are characterised by high values of χ2
when using the Phabs and APEC models, indicating that the fit
may not represent the global minimum of χ2. These outliers are
therefore not considered as evidence of systematic trends. We
thus conclude that the revision of X-ray models does not lead to
a substantial change in derived NH values in the context of this
study.
A recent study by Corrales et al. (2016), however, shows that
fitting X-ray spectra with absorption models such as Phabs leads
to overestimated column density values as these models do not
account for X-ray scattering. The authors model and fit Chandra
spectra assuming that radiation is scattered by a homogeneous
ISM between the observer and the source, and other properties
typical for the observation of Galactic X-ray binaries. From this
analysis, they find that NH values are overestimated by at least
25% if models without scattering are used. In order to estimate
the relevance of X-ray scattering for YSOs in the ONC, a de-
tailed model, for example of dust properties and the spatial ar-
rangement of the X-ray source and the scattering medium, is re-
quired. Since this is beyond the scope of this study, no statement
on a possible systematic error introduced by the neglect of X-ray
scattering can be made. In all cases, this effect cannot be the
cause of the lower NH/AV ratio towards the ONC with respect to
the diffuse ISM in our Galaxy since including scattering in our
X-ray analysis could only reduce derived NH values.
4.2.4. Elemental abundances
The assumption of elemental abundances is required to calculate
line flux levels and interpret X-ray absorption, which is caused
primarily by heavier elements such as C, N, and O, as an equiv-
alent hydrogen column density. Abundances in the Orion Neb-
ula have been shown to be similar to the Sun’s (Esteban et al.
2004), justifying the use of solar values for this region. Coro-
nally active stars, however, exhibit lower metal abundances than
the Sun owing to the inverse FIP effect (see e.g. reviews by
Güdel & Nazé 2009; Laming 2015). This phenomenon can be
accounted for by assuming a metallicity <1 for stellar coronal
abundances in the spectral emission model. During the fitting
process of the COUP data, Getman et al. (2005) adopted solar
abundance values as given by Anders & Grevesse (1989) and a
metallicity of 0.3 for the X-ray emitting plasma. In the follow-
ing, we discuss the implications of these two assumptions.
Since the study by Anders & Grevesse (1989), elemental
abundances have been revised for both the ISM (Wilms et al.
2000) and the Sun (Asplund et al. 2009). The effects of these
modifications on deduced column densities are difficult to es-
timate a priori, although examples from the literature can be
found. In a study of the gas-to-dust ratio towards ρ Oph,
Vuong et al. (2003) obtain NH values ∼20% higher when
adopting updated ISM abundances by Wilms et al. (2000). An
A7, page 8 of 10
B. Hasenberger et al.: Gas absorption and dust extinction towards the ONC
increase of ∼30% in NH is reported if the recently revised so-
lar abundances by Asplund et al. (2009) are assumed for X-ray
studies of supernova remnants (Foight et al. 2016). We employ
a similar approach as in the previous section and refit the COUP
spectra using updated X-ray models, Phabs and APEC, and solar
abundances by Asplund et al. (2009). The stellar coronal metal
abundance is fixed at 0.3 relative to solar for this experiment.
A comparison of NH values derived with different sets of
abundances shows that the updated abundances produce column
densities higher by ∼33% (see Fig. 7, lower panel), consistent
with the analysis by Foight et al. (2016). We refit the relation be-
tween NH and AV in our final sample using these increased values
by applying the same quality criteria on the X-ray fitting results
(a reduced χ2 value higher than 0.5 and lower than 2.0) as for the
fits in the COUP catalogue, and the same orthogonal distance re-
gression algorithm as described in Sect. 3. For Class III sources
only, the fit yields a slope of (1.72 ± 0.25) × 1021 cm−2 mag−1 if
an extinction law with RV = 3.1 is assumed, and (2.04 ± 0.30) ×
1021 cm−2 mag−1 if RV = 5.5. In both cases, the uncertainties
are larger than if abundances by Anders & Grevesse (1989) are
assumed. This might be a consequence of the smaller sample
size, namely 158 objects with 42 classified as Class III sources,
due to the additional fit quality criterion we imposed. Although
the NH/AV ratios derived when assuming the revised solar abun-
dances are systematically higher, the 1σ confidence bands over-
lap. In addition, they are compatible with the Galactic NH/AV
ratio, and appear to challenge our previous findings. However,
studies of the gas-to-dust ratio in the diffuse ISM using X-rays
also require the assumption of elemental abundances, and the
corresponding value of 2.0 × 1021 cm−2 mag−1 for the NH/AV
ratio was established before the revised solar abundance values.
As demonstrated by Foight et al. (2016), the assumption of up-
dated abundances in analyses of the diffuse ISM would likewise
produce a higher gas-to-dust ratio. The difference between the
NH/AV ratios towards the ONC and the diffuse ISM would thus
remain unchanged if the assumptions on the proportionality of
abundances to solar values hold.
For the emission component of X-ray model spectra, sub-
solar metal abundances are regularly assumed for YSOs in
star-forming regions (Imanishi et al. 2001; Feigelson et al. 2002;
Getman et al. 2005; Güdel et al. 2007) since lower metallicities
have been found for young stars, e.g. in ρ Oph (Kamata et al.
1997; Imanishi et al. 2001). We convinced ourselves of the va-
lidity of this factor by comparing column densities derived
when adopting a metallicity of 0.3 and 1.0. Solar abundances
by Asplund et al. (2009) and updated X-ray models, Phabs and
APEC, were used in both cases. The results show that such a
change in metallicity does not appear to result in a systematic
change in NH, as both positive and negative differences occur at
a given column density. However, a clear trend can be observed
when comparing reduced χ2 values of the fits. Assuming subso-
lar metal abundances yields a lower reduced χ2 value for 86%
of sources in the final sample, suggesting that models adopting
a metallicity of 1.0 systematically produce worse fits to the data
than subsolar metallicities, confirming that a factor of 0.3 rela-
tive to solar abundances is a reasonable choice for our sample.
Vuong et al. (2003) present the possibility that the lower
NH/AV ratio in ρ Oph compared to the Galactic value is caused
entirely by lower metal abundances in this region. In order
to investigate whether this scenario is also plausible for the
ONC, the assumed abundances relative to solar values, i.e. as
given by Anders & Grevesse (1989) or Asplund et al. (2009),
are compared to recent results on abundances in the ONC.
Esteban et al. (2004) find similar but slightly higher abundances
O Ne Mg Si S Ar Ca Fe Ni
10-7
10-6
10-5
10-4
10-3
Anders+ 1989 (x0.3)
Asplund+ 2009 (x0.3)
Maggio+ 2007
Schulz+ 2015
Fig. 8. Abundances as deduced by different authors for elements ob-
served by Maggio et al. (2007). Elements on the x-axis are arranged
by atomic number. Error bars indicate 68% and 90% uncertainty lim-
its for the results by Schulz et al. (2015) and Maggio et al. (2007),
respectively.
in the Orion Nebula relative to solar values from the analysis of
555 emission lines at wavelengths between 3100 and 10 400 Å.
For the absorbing component of the X-ray model, the argument
by Vuong et al. (2003) is thus not valid.
Considering the abundances in the X-ray emitting stellar at-
mospheres, Maggio et al. (2007) and Schulz et al. (2015) pro-
vide recent measurements for the ONC. As can be seen in
Fig. 8, most elements exhibit large differences between the var-
ious studies. Abundances derived by Maggio et al. (2007) are in
many cases consistent with or higher than the solar values, while
the abundances by Schulz et al. (2015) lie mostly (although not
exclusively) below these levels. We are thus unable to draw the
overall conclusion that stellar coronal abundances correspond-
ing to a metallicity of 0.3 relative to solar values overestimate
the true metal abundances in YSOs in the ONC region since the
observed abundances are not consistently lower than the values
assumed in our analysis. Still, this argument cannot be consid-
ered sufficient to exclude the scenario suggested by Vuong et al.
(2003) as this comparison of elemental abundances and any in-
terpretation of it are complicated by the fact that the measured
abundances are associated with relatively large error bars and
that several elements critical for modelling X-ray spectra, such
as C and N (Wilms et al. 2000), lack abundance measurements
from observations of X-ray emitting stars in the ONC region
altogether.
Overall, the elemental abundances can be identified as the
most important contributor to systematic uncertainties consid-
ered in this study, since neither circumstellar material nor the
choice of X-ray spectral models have a relevant effect on our
results, and realistic changes in the assumed extinction law cause
deviations of only ∼18% in NH/AV . Evidently, the precise mea-
surement of metal abundances in the ONC is crucial for a reliable
determination of the NH/AV ratio in this region.
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5. Conclusions
The relation between gas column density and dust extinction
towards point sources in the ONC is investigated. Spectral fits
to X-ray data are employed to deduce an equivalent hydrogen
column density NH, while NIR colour magnitudes and spectral
classification allow for the calculation of dust extinction values
AV . A linear relation between the two parameters is found which
suggests an NH/AV ratio of (1.39 ± 0.14) × 1021 cm−2 mag−1
for RV = 3.1, the given error representing statistical uncer-
tainties only. This ratio is considerably lower than the ratio
observed in the diffuse ISM and is consistent with values in
other star-forming regions. Comparing the NH/AV values de-
duced for samples of IR-excess and Class III objects only, no
substantial difference is detected, indicating the limited influ-
ence of circumstellar material. The assumption of an anoma-
lous extinction law with RV = 5.5 raises the NH/AV ratio to
(1.64 ± 0.16) × 1021 cm−2 mag−1. Using updated X-ray models
(Phabs and APEC instead of Wabs and MEKAL) does not pro-
duce significantly different column densities. Adopted elemental
abundances, however, are shown to have a significant impact on
deduced NH values while being poorly constrained towards the
ONC.
The size and quality of data sets used in this study have
allowed us to derive an NH/AV ratio with small statistical er-
rors and to thoroughly investigate possible sources of system-
atic uncertainties. We find that systematic unknowns, in particu-
lar those associated with elemental abundances, introduce large
uncertainties to our result which are difficult to control. Based
on reasonable assumptions, an important statement can be made
nonetheless: if the metal abundances in the ONC and the dif-
fuse ISM are well described by solar values, the NH/AV ratio
in the ONC is lower than in the diffuse ISM by ∼18−31% (for
RV = 5.5−3.1).
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