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Final Report: Model-based optimal experimental design for complex physical systems 
Project Overview
Experimental data play an essential role in developing and refining models of physical systems. Data are used to infer model parameters, to improve the accuracy of model-based predictions, to assess the validity of models, and to improve design and decision-making under uncertainty. Yet experimental observations can be difficult, time-consuming, and expensive to acquire. In this context, maximizing the value of experimental observations-designing experiments to be optimal by some appropriate measure-is a critical task. Experimental design encompasses questions of where and when to measure, which variables to interrogate, and what experimental conditions to employ. While theory and algorithms for optimal design have been developed for many linear parameter estimation problems, rigorous and computationally tractable methods for optimal design with nonlinear simulation-based models have been sorely lacking.
This project addresses open challenges in optimal experimental design (OED) for complex physical systems, taking a Bayesian decision theoretic approach. Our focus has been on generically nonlinear systems and information theoretic design objectives, for which existing theory and computational tools have been inadequate. As described below, our goal has been to develop new mathematical formulations, estimation approaches, and approximation strategies to make rigorous OED feasible for systems accessible only through computational simulation. Work in this project had two major thrusts:
• Innovations in batch optimal experimental design, where all experiments are planned simultaneously before they are implemented. A key output of this thrust is a new multiple importance sampling scheme for estimating expected information gain (EIG). EIG is a central measure of the information due to an experiment, and our new estimator achieves multiple orders of magnitude smaller error (bias and variance), for a given computational effort, than previous schemes.
Coupled with this estimator is a new formulation for focused experimental design, i.e., experimental design in the presence of nuisance parameters. Very often the goal of an experiment is to learn about a particular quantity of interest, yet other aspects of the system remain uncertain. Focused design maximizes the expected information gain in the marginal distribution of the parameters of interest without ignoring these other uncertainties; it can lead to very different design configurations than previous (unfocused) schemes. A natural extension of focused experimental design is the notion of experimental designs that account for model error, when model error is itself captured by a statisical inadequacy or discrepancy model.
• New formulations and computational methods for sequential optimal experimental design. Typical current practice for designing multiple experiments uses suboptimal approaches:
open-loop design that chooses all experiments simultaneously with no feedback of information, or greedy design that optimally selects the next experiment without accounting for future observations and dynamics. By contrast, sequential optimal experimental design (sOED) is free of these limitations.
We have rigorously formulated sOED as a dynamic programming (DP) problem, and developed new numerical tools to enable DP in the context of nonlinear models with continuous (and often unbounded) parameter, design, and observation spaces. Two major techniques are employed to make solution of the DP problem computationally feasible. First, the optimal policy is sought using a one-step lookahead representation combined with approximate value iteration. This approximate dynamic programming method couples backward induction and regression to construct value function approximations. It also iteratively generates trajectories via exploration and exploitation to further improve approximation accuracy in frequently visited regions of the state space. Second, transport maps are used to represent belief states, which reflect the intermediate posteriors within the sequential design process. Transport maps offer a finite-dimensional representation of these generally non-Gaussian random variables, and also enable fast approximate Bayesian inference, which must be performed millions of times under nested combinations of optimization and Monte Carlo sampling.
Collectively, this work has advanced the state of the art in optimal experimental design, yielding new computational approaches applicable to a wide range of Air Force relevant problems, ranging from object detection and inverse scattering to UAV path planning. The technical accomplishments are detailed below.
Technical Accomplishments

Efficient methods for focused experimental design
We examine the optimal design of experiments when the experimental goal is the inference of a subset of model parameters. In many scenarios, models have physical parameters and tuning parameters, but we may wish to prioritize information gain in the physical parameters over information gain in the tuning parameters.
We formulate the experimental design problem in a decision-theoretic framework where the objective function is the expected information gain in only the parameters of interest. In a Bayesian setting, the information gain in the parameters of interest is represented by the difference in information carried by the prior and posterior distributions, which reflect our knowledge of the model parameters before and after observing data, respectively. Unlike existing formulations, we look at the information gain in the marginal distributions of the parameters of interest-where the influence of other so-called nuisance parameters have been integrated out-so that our objective function only reflects information gain in the parameters of interest. This allows us to exploit tradeoffs in learning between subsets of model parameters which may be overlooked if our objective were information gain in all of the model parameters.
In practice, most experimental design problems do not yield themselves to a fully analytic treatment of the expected utility. Existing approaches for estimating the expected information gain suffer from significant limitations due to computational expenses where a two order-of-magnitude gain in computational efficiency would be required even to discriminate among the enumerated designs. To this end, we have developed an efficient layered, incremental multiple importance sampling scheme for estimating the expected information gain that has the requisite orders-of-magnitude reduction in estimator error required to make solving the exact optimal design problem tractable.
Instead of using a naive Monte Carlo estimator which draws samples from the prior distribution to estimate the posterior quantities of interest-which can be extremely inefficient when the prior and the posterior differ significantly, as is the case when data are informative-our approach incrementally approximates the posterior distribution using information from existing Monte Carlo samples that would have been discarded by the naive estimator, and remains asymptotically unbiased by using the posterior approximations indirectly as biasing distributions for unbiased importance sampling estimates. With this approach, we not only observe significant pointwise reduction in bias and variance, but we also observe a reduction in the sensitivity of the estimator bias with respect to the experimental design, which is especially important in the context of optimal design where correlations between the bias in the objective function and the design variable can result in suboptimal results.
We used our approach on two experimental design problems, a 4-dimensional linear Gaussian problem where three of the four parameters are nuisance parameters. The gain matrix has entries that are functions of the 1-dimensional design parameter that were chosen to create a clear tradeoff between designs. In Figure 1 , we observe the orders-of-magnitude decrease in the estimator error, and how using the new approach allows us to find the correct optimal design at d = 1. The second example describes a Mössbauer spectroscopy experiment, where the goal is to choose measurement locations on the horizontal axis that result in data that are informative for inferring the parameters that describe an absorption peak. In Figure 2 , we plot the posterior densities upon observing simulated data, and observe that the variance in the marginal densities for the parameters of interest are smaller when we explicity target those parameters in our focused experimental design framework. 
Sequential optimal experimental design
Formulation
Common practice for designing a sequence of experiments uses suboptimal approaches: batch design that has no feedback, or greedy (myopic) design that optimally selects only the next experiment without accounting for future effects and dynamics. The sequential optimal experimental design (sOED) has the advantages of 1. making use of newly acquired information during the design process to guide designs of subsequent experiments (i.e., feedback), and 2. taking into account of all future effects and dynamics.
We now seek the optimal policy, which consists of functions that decide what the best design is, given the updated current situation (state) (see Figure 3 ). The sOED problem for N experiments involves finding the optimal policy π * ≡ {µ * 0 , . . . , µ * N −1 }, that maximizes the expected utility (reward):
Here
is the design for the kth experiments, y k is the observations, x k is the state (composed of a belief state component x k,b that describes uncertainty, and physical state component x k,p that describes deterministic factors), g k is the stage reward, and g N is the terminal reward. The states must adhere to the system dynamics x k+1 = F k (x k , y k , d k ), and the policy is subject to any design space constraints
We focus on designing experiments to infer the model parameter θ from noisy observations y k . To achieve this, we adopt a Bayesian perspective, and choose the belief state to be the posterior x k,b = θ|d 0 , y 0 , . . . , d k−1 , y k−1 , system dynamics to be Bayes' theorem, and terminal reward to be the Kullback-Leibler (KL) divergence from the final posterior to the initial prior-an informationmeasuring criterion. Equation 1 is difficult to solve directly, but can be expressed in an equivalent form using the principle of dynamic programming (DP), that is easier to tackle:
The J k (x k ) functions are called value functions, and the optimal policy is described by the argument that maximizes the right hand side of these equations.
Approximate dynamic programming
Equations 2 and 3 must be solved approximately and numerically using approximate dynamic programming (ADP) techniques. We take an approach using the "one-step lookahead" representation, whose underlying idea is to construct functionsJ k that approximate J k , for all k. Once these approximate value functionsJ k are constructed, the approximate optimal policy can then be extracted via one step of lookahead:
for k = 0, . . . , N − 1, and withJ
We choose to numerically representJ k using a simple and intuitive parametric linear architecture, and construct them through the backward induction procedure:
Here r k is a vector of scalar coefficients, and φ k are basis functions or features. The induction procedure starts at the end withJ N (x N ) ≡ g N (x N ) and then proceeds backwards from k = N − 1 to k = 1. A suitable selection for the approximation operator Π is linear regression, which offers flexibility for generating regression points from a combination of exploration and exploitation strategies. We further developed an iterative method to improve the exploitation strategy as we gain a better understanding of the characteristics of good policies from samples generated throughout the procedure.
Transport maps
While ADP addresses the optimality aspect of sOED, another major difficulty remains: to numerically represent non-Gaussian, continuous random variable posteriors (i.e., belief states) that arise naturally from inference for nonlinear models. In particular, we need to use a representation that allows Bayesian inference to be performed many (millions of) times in a feasible manner under different candidate designs, observations, and priors within the ADP procedure. A suitable choice is the transport map, that is a function T that transforms a random variable z to another random variable ξ such that ξ A special form of multivariate transport map that has a triangular structure-the KnotheRossenblatt (KR) map-is particularly useful for performing Bayesian inference repeatedly. For example in one experiment, with d being the design variable, y the observations, and θ the parameter to be inferred, we can construct a KR map on the joint distribution of (d, y, θ):
where ξ 1 , ξ 2 , ξ 3 are i.i.d. standard Gaussians. Because of the triangular structure of variable dependence, Bayesian inference with a particular design d * and observations y * simply involves conditioning (i.e., substituting) these values into the last row of the joint map, to arrive the corresponding posterior map. As a result, this inference via conditioning process can be repeated for different designs and observations at an extremely low computational cost. This concept is extended to multiple experiments, leading to a higher-dimensional joint map that allows Bayesian inference to be carried out easily for any number of experiments. The joint map is also easy to construct, as they involve solving a convex optimization problem that can be easily separated into independent sub-problems for each dimension, and requires only samples from the target distribution which is available through the aforementioned exploration and exploitation. The use of transport maps plays a crucial role in making the overall sOED method tractable.
Results
The sOED method is successfully demonstrated on realistic applications of optimal sensor placement. In the scenario of a chemical/biological contaminant spill, we design a sequence of locations for measuring contaminant concentrations for the purpose of inferring the contaminant source location. This sequential design problem requires a balance of planning ahead for future wind conditions, attaining high measurement signals, and reducing vehicle movement costs, which is captured withing the method developed.
In one example, we design four experiments in one-dimensional physical space. In a more challenging setting, designing three experiments in two-dimensional physical space, the histograms for designs d 0 , d 1 , and d 2 from 1000 simulated trajectories are shown in Figure 6 . Each d k has two components, corresponding to the two physical space dimensions. The movement trend of the sensor corresponds to the expectation of future wind conditions that starts blowing to the north and northeast. The pairwise and marginal distributions from samples used to construct the joint map, and samples generated from that map are shown in Figure 7 . The distributions exhibit extremely non-Gaussian, heavy-tail, and even multi-modal behavior. Nonetheless, the map is still able to capture these characteristics well, with the map-generated distributions (right) matching well with their counterparts that were used to construct the map (left). 
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