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Abstract
We investigate the bipartite fidelity Fd for a lattice model described by a logarithmic CFT: the
model of critical dense polymers. We define this observable in terms of a partition function on the
pants geometry, where d defects enter at the top of the pants lattice and exit in one of the legs.
Using the correspondence with the XX spin chain, we obtain an exact closed-form expression for Fd
and compute the leading terms in its 1/N asymptotic expansion as a function of x = NA/N , where
N is the lattice width at the top of the pants and NA is the width of the leg where the defects exit.
We find an agreement with the results of Ste´phan and Dubail for rational CFTs, with the central
charge and conformal weights specialised to c = −2 and ∆ = ∆1,d+1 = d(d−2)8 .
We compute a second instance F˜2 of the bipartite fidelity for d = 2 by imposing a different
rule for the connection of the defects. In the conformal setting, this choice corresponds to inserting
two boundary condition changing fields of weight ∆ = 0 that are logarithmic instead of primary.
We compute the asymptotic expansion in this case as well and find a simple additive correction
compared to F2, of the form −2 log((1 + x)/(2
√
x)). We confirm this lattice result with a CFT
derivation and find that this correction term is identical for all logarithmic theories, independently
of c and ∆.
Keywords: Entanglement, bipartite fidelity, dense loop models, logarithmic conformal field theory.
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1 Introduction
A physical system is said to be entangled if performing a measure locally affects the physical behaviour
in other parts of the system that are far away. Entanglement is a concept that is purely quantum; it
has no classical counterpart. The recent resurgence of interest for entanglement [1–10] stems from its
importance in quantum information theory, condensed matter physics and high energy physics.
One way to measure the entanglement of a system is via the entanglement entropy, or bipartite
Von Neumann entropy [11]. Let us suppose that the physical system is partitioned in two parts A and
B, and that it is in a pure state |φ〉. The entanglement entropy SA is then defined as
SA = −tr(ρA log ρA), ρA = trB(ρ), ρ = |φ〉〈φ|, (1.1)
where trB indicates a trace on the degrees of freedom in B. For statistical models that are not critical,
the entanglement entropy satisfies an area law [6, 12]: it is proportional to the area of the boundary
between A and B. For off-critical quantum models defined on a one-dimensional lattice, this boundary
is zero-dimensional and the entanglement entropy saturates to a constant value as the system size N
increases to infinity. In stark contrast, at criticality, the entanglement entropy for these one-dimensional
systems diverges logarithmically with N . The overall constant is predicted by conformal field theory
(CFT) [4] to be proportional to the central charge c,
SA =
ac
6
logN +O(1), (1.2)
where a is the number of contact points between A and B. In particular, a equals 2 for periodic
boundary conditions, whereas it equals 1 if one end of A is attached to a boundary. The entanglement
entropy is therefore a real-valued observable that allows one to detect quantum phase transitions.
A second observable that shares many features with entanglement entropy is the fidelity [13–16].
In general, the fidelity is defined as the overlap between the groundstates of two systems that differ
by a perturbation. In the case where the system is partitioned into two subsystems A and B, one
expresses the Hamiltonian H = HAB of the full system as
HAB = HA +HB +H int, (1.3)
where H int is the part of HAB that involves degrees of freedom of both A and B, and is taken as the
perturbation. The groundstates of HAB, HA and HB are denoted by |φAB〉, |φA〉 and |φB〉 respectively.
The (logarithmic) bipartite fidelity FA,B is defined as [17,18]
FA,B = − log
∣∣∣∣ 〈φA ⊗ φB |φAB〉√〈φAB |φAB〉〈φA|φA〉〈φB |φB〉
∣∣∣∣2, (1.4)
where we use the notation 〈φA ⊗ φB | ≡ 〈φA| ⊗ 〈φB |. If the system is completely disentangled, then
each of these groundstates can be decomposed as a tensor product of states living on the individual
sites of the lattice, |φ〉 = ⊗j|φj〉. If |φj〉 is independent of j and N , then FA,B = 0. In the other cases,
FA,B is a positive real number.
An integrable quantum model in one dimension often underlies a statistical model in two di-
mensions [19]. The transfer matrices T (u) for the latter commute at different values of the spectral
parameter u, and the Hamiltonian of the former is obtained as a leading term in the expansion of T (u)
around u = 0. From its definition in terms of scalar products of groundstates, the bipartite fidelity
then has an interpretation in terms of ratios of partition functions in the two-dimensional model. The
overlap 〈φA ⊗ φB|φAB〉, in particular, is related to the partition function on the so-called pants geom-
etry, whose lattice is equipped with a long vertical slit. This is illustrated in Figure 1. The sizes of
the subsystems A and B are denoted by NA and NB and satisfy NA +NB = N . Likewise, the scalar
products in the denominators in (1.4) are tied to partition functions on rectangles of width N , NA
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Figure 1: (a) A one-dimensional quantum system and its division in two parts A and B. (b) The
two-dimensional lattice on the pants corresponding to the scalar product 〈φA ⊗ φB|φAB〉.
and NB . The bipartite fidelity is equal to a ratio of partition functions on these domains, in the limit
where the height M of the lattices grows to infinity.
Analogously to the entanglement entropy, the bipartite fidelity can also be used to detect quantum
phase transitions. It satisfies an area law away from criticality and has extra logarithmic divergences
at the critical point [17]. For critical lattice models in 1 + 1 dimensions, Ste´phan and Dubail [17,
18] performed a thorough investigation of the universal behaviour of FA,B using CFT and obtained
expressions for the leading terms in its 1/N asymptotic expansion. In the simplest case where all
three states correspond to the vacuum of the CFT, as in (1.4), their result is an application of the
Cardy-Peschel formula [20] and the leading logN term has the coefficient c/8, where c is the central
charge. More generally, the bipartite fidelity can be defined, as in (1.4), in terms of three eigenstates
|φAB〉, |φA〉 and |φB〉 that do not correspond to the vacuum. The leading terms then depend on the
weights ∆i of four fields ϕi, i = 1, 2, 3, 4, that account for changes in the boundary condition, and FA,B
has an interpretation as a four-point function of these fields. In the two-dimensional model, these fields
are inserted at infinity in each extremity of the pants lattice, as well as on the endpoint of the slit, see
Figure 1 (b). The lattice width N is taken to infinity with the aspect ratio x = NA/N kept fixed in
the range (0, 1). The resulting 1/N expansion reads [18]
FA,B =
( c
8
+ ∆2
)
logN + f(x) + g(x)
logN
N
+O(N−1), (1.5)
where
f(x) =
[
c
24
(
2x− 1 + 2
x
)
+
(4
3
− 2
x
)
∆1 +
∆2
3
− 2∆3
3
+
(4
3
− 2x
)
∆4
]
log (1− x)− log Υ(x) (1.6)
+
{
x→ 1− x;∆1 ↔ ∆3
}
+ C,
and C is a non-universal constant that is independent of x. Here, Υ(x) is the function that appears in
the four point function of the fields ϕ1, . . . , ϕ4 in the upper-half plane H. It depends on the anharmonic
ratio and reads 〈
ϕ1(z1)ϕ2(z2)ϕ3(z3)ϕ4(z4)
〉
H
= Υ(ζ)×
∏
16i<j64
z
∆ˆ/3−∆i−∆j
ij (1.7)
with
zij = zi − zj , ζ = z12z34
z13z24
, ∆ˆ = ∆1 +∆2 +∆3 +∆4. (1.8)
The notation {x→ 1− x;∆1 ↔ ∆3} on the second line of (1.6) indicates that the content of the first
line must be duplicated but with x replaced by 1 − x and ∆1 exchanged with ∆3. The function g(x)
4
in (1.5) is also given in [18] and takes the form of a universal function times a non-universal prefactor
known as the extrapolation length Ξ:
g(x) = Ξ×
[
∆4 − c
24
+
( c
24
−∆1
)1
x
+
( c
24
−∆3
) 1
1− x
]
. (1.9)
Up until now, there have been only few cases where the bipartite fidelity was computed explicitly
via an exact lattice derivation. It was computed for the XX spin chain with free boundary conditions
in [18] for the special case x = 1/2 and N = 4n a multiple of 4. It was also obtained [21] for the
XXZ chain at the anisotropy ∆ = −1/2 with real magnetic fields at the endpoints. This last result is
for a single eigenstate, namely the special groundstate that has miraculous combinatorial properties.
The bipartite fidelity was also computed by Weston [22, 23] for the XXZ chain in the infinite chain
directly, for generic values of ∆ in the range −∞ < ∆ < −1. In this case, the model is not critical
and the result is a function of the correlation length ξ. A first objective of this paper is to provide a
new lattice derivation of the bipartite fidelity for a critical model at finite-size and an investigation of
its asymptotics valid for all x. We shall achieve this for a family of boundary conditions labeled by a
positive integer d, with the corresponding observables denoted by Fd.
All of the current knowledge regarding the universal behaviour of the bipartite fidelity applies
to models for which the underlying CFT is rational. In particular, the conformal prediction (1.6) for
f(x) was obtained in [18] by assuming that the fields ϕ1, . . . , ϕ4 are primary. It is by now well known
that many lattice models in statistical mechanics are described by logarithmic CFTs [24]. Typically,
this occurs if the model is defined in terms of non-local observables, or if some of the local Boltzmann
weights are not positive real numbers. In these cases, in addition to the primary fields, the CFT can
include logarithmic partners for some of the primaries whose correlation functions have logarithmic
corrections to the usual power law behaviour [25]. A second objective of the current paper is thus to
provide a first calculation of the bipartite fidelity in the case where the fields inserted on the boundary
are logarithmic. The corresponding observable is denoted F˜2.
We pursue these two objectives by defining the bipartite fidelity for the model of critical dense
polymers [26]. This is a dense loop model in which the loops have a vanishing fugacity: β = 0. It is
the simplest model in the family of logarithmic minimal models [27], with the central charge and the
conformal weights of the Kac table given by
c = −2, ∆r,s = (2r − s)
2 − 1
8
. (1.10)
This model can be mapped to a free fermionic quantum chain: the XX spin chain, with the Uq(sℓ2)-
invariant boundary fields of Pasquier and Saleur [28] applied to the two endpoints. Our calculation will
exploit the integrability of the model and the known diagonalisation of its Hamiltonian and transfer
matrix to compute Fd and F˜2.
The outline of this paper is as follows. In Section 2, we define the bipartite fidelities Fd and F˜2 for
the model of critical dense polymers and express these in the framework of the Temperley-Lieb algebra
TLN (β) at β = 0. We first write these using bilinear forms defined on the standard and projective
modules of this algebra, and second as matrix elements in the XX chain. In Section 3, we use the
known diagonalisation of the XX spin chain to express Fd in terms of overlaps between groundstates of
the spin chain. These are expressed as determinants using Wick’s theorem and subsequently in closed
form using an identity of Cauchy. Our final result for the asymptotic expansion is Theorem 1, which
is also given in this section. Its technical proof is relegated to Appendix A. Section 4 then presents
the similar results for F˜2: it is written in terms of overlaps in the spin chain which are evaluated in
closed form, with the final result given in Theorem 2. In this section, we also give a derivation of the
universal behaviour of F˜2 using CFT arguments. Final comments are given in Section 5.
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Figure 2: A configuration of the model of critical dense polymers on the pants geometry, with M = 3,
N = 14, NA = 8 and NB = 6.
2 Bipartite fidelity, the Temperley-Lieb algebra and critical dense
polymers
2.1 Critical dense polymers on the pants geometry
We study the loop model of critical dense polymers on the pants lattice. In Figure 2, we depict
this lattice as a 4M × N rectangle with a vertical slit. The slit divides the lower segment in two
subsegments A and B, of respective lengths NA and NB , and extends halfway across the rectangle. A
given configuration of the loop model is a selection, for each face of the lattice, of one of these two tiles:
or .
The boundary condition consists of a collection of arcs connecting neighboring nodes called simple
arcs and vertical loop segments called defects. The left and right edges of the rectangle are decorated
with simple arcs. The same applies to the interior of the slit. The top segment is made of a collection
of d defects, which we choose to be adjacent and attached to the leftmost nodes, and N−d2 arcs. On the
bottom segment, the subsegment A is decorated with d defects, also attached to the leftmost nodes,
and NA−d2 arcs. The subsegment B has only simple arcs.
The loop segments drawn on the tiles and on the boundary form loops. Some of those are closed
and are referred to as bulk loops. In the model of critical dense polymers, bulk loops have the fugacity
zero. Loop segments can also connect two defects from the boundary. We refer to this as a boundary
loop. In defining the partition function ZABd , we assign a fugacity one to a boundary loop if it connects
the top and bottom segments, and a fugacity zero if it connects two defects of the same segment. The
weight Wσ of a configuration σ is then the product of the fugacities wℓ of its loops ℓ: Wσ =
∏
ℓwℓ. In
other words, if a configuration σ has one or more loops with fugacity zero, its global Boltzmann weight
is also zero. It has weight one otherwise. The partition function on the pants geometry, denoted ZABd ,
is defined as
ZABd =
∑
σ
Wσ. (2.1)
We define three more partition functions: ZA∪Bd , Z
A
d and Z
B
2 . These are defined with the same choices
of fugacities for the bulk and boundary loops, but on lattices without slits, namely on the rectangular
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Figure 3: The lattices corresponding to the partition functions ZABd , Z
A∪B
d , Z
A
d and Z
B
2
lattices given in Figure 3. The logarithmic bipartite fidelity is then defined as
Fd = − lim
M→∞
log
(
ZABd(
ZA∪Bd Z
A
d Z
B
2
)1/2
)2
, (2.2)
where the defect number d is taken to be greater or equal to one.
The choice to include ZB2 in the denominator is justified as follows. We note that for the other
dense loop models for which the fugacity of bulk loops is non-zero, the natural choice is to write ZB0
in the denominator instead of ZB2 . For the model of critical dense polymers, this partition function is
ZB0 = 0. As argued in [29], the reference partition function in this case is instead Z
B
2 .
In this same paper, it was also underlined that the boundary condition consisting of two neighbor-
ing defects forced to connect together corresponds, from a CFT perspective, to a logarithmic field in
a rank-two Jordan cell. Correlation functions involving this field are expected to have logarithmic be-
haviours. To investigate this in the current context, we study a second instance of the bipartite fidelity
for d = 2, denoted F˜2. We define Z˜AB2 to be the partition function on the pants geometry of Figure 2,
but with different fugacities for the boundary loops. In computing the weights of configurations for
Z˜AB2 , a boundary loop is given fugacity zero if it connects a defect from the top segment to one of the
bottom segment, and a fugacity one if it connects two defects of the same segment. Bulk loops still
have fugacity zero. We similarly define Z˜A∪B2 and Z˜
A
2 , with the same fugacities as for Z˜
AB
2 , but on the
lattices of Figure 3. The second logarithmic bipartite fidelity is then defined as
F˜2 = − lim
M→∞
log
(
Z˜AB2(
Z˜A∪B2 Z˜
A
2 Z
B
2
)1/2
)2
, (2.3)
where we note that the last factor in the denominator is ZB2 and not Z˜
B
2 .
2.2 The Temperley-Lieb algebra at β = 0
In this section, we express the various partition functions defined in Section 2.1 in the language of
the Temperley-Lieb algebra TLN (β = 0). The corresponding expressions involve the standard and
projective modules over this algebra, the bilinear forms over these modules and the transfer tangle for
the model of critical dense polymers.
The algebra TLN(β). The Temperley-Lieb algebra [30–35] is a unital, associative algebra generated
by the linear span of connectivities. A connectivity is a diagram drawn inside a rectangular box with
N marked nodes on its top segment and N more on its bottom segment. Inside the box, the nodes
are connected pairwise by non-intersecting loop segments. A subset of the connectivities, namely the
identity connectivity I and N − 1 connectivities denoted by ej , with j = 1, . . . , N − 1, generate this
algebra. These are depicted as:
I = ...
1 2 3 N
, ej = ... ...
1 j N
. (2.4)
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The product a1a2 of connectivities in TLN (β) is obtained as follows: one stacks a2 above a1 and
straightens the loop segments to obtain a new connectivity. If bulk loops are created, they are erased
at the cost of multiplicative factors of β. Here are some examples for N = 4:
e1e2 = = , e2e1e3 = = , (2.5a)
(e1e2)(e2e1e3)(e1e2) = = β
2 = β2e1e3e2. (2.5b)
With products of the ej generators, one can produce any connectivity in TLN (β). The diagrammatic
definition for the product of connectivities is then equivalent to a set of relations satisfied by the
generators:
(ej)
2 = β ej , ejej±1ej = ej , ejek = ekej (|j − k| > 1). (2.6)
These are the defining relations of TLN (β). The value of β pertaining to the model of critical dense poly-
mers is β = 0. The algebra TLN (0) is non-semisimple. Below, we describe the standard and projective
modules over the Temperley-Lieb algebra, which will allow us to compute Fd and F˜2 respectively.
The standard modules VN,d. The standard modules VN,d are built on the vector space generated
by link states on N nodes with d defects. These are diagrams drawn above a segment with N marked
nodes, wherein nodes are either connected pairwise or occupied by a defect that cannot be overarched.
Here are the link states for the standard modules for N = 4, 5:
V4,0 : , V4,2 : , V4,4 : , (2.7a)
V5,1 : , (2.7b)
V5,3 : , V5,5 : . (2.7c)
The action of a connectivity a in TLN (β) on a link state v in VN,d, denoted a v, uses diagrammatic
rules similar to those defined for the product of connectivities. One draws v above a, straightens the
loop segments and reads the new link state produced at the bottom segment of a. If two defects
connect, the result is set to zero. Otherwise the result of a v is this new link state, with contractible
loops replaced by multiplicative factors of β. For β = 0, this implies that if one or more contractible
loops are formed, then a v = 0. Here are examples for N = 4:
= β , = β2 , = 0 . (2.8)
The projective modules PN,2. We define the modules PN,2 for TLN (0) with N even. The vector
space is spanned by link states with d = 0 and d = 2 defects. For example, for N = 4, PN,2 has
dimension five and its link states are the first five states in (2.7a).
The action of a ∈ TLN (0) on v ∈ PN,2 also uses the diagrammatic construction. One draws v above
a and reads the new link state from the diagram. If there are contractible loops in this diagram, the
result is set to zero, as it is for the standard action for β = 0. However, in contrast with the standard
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action, if two defects connect, the result is not set to zero. For example, in PN,2, the calculations of
(2.8) become
= 0 , = 0 , = . (2.9)
The third calculation gives a link state with weight one in PN,2, whereas this prefactor vanishes in
VN,2. In contrast, the first two are in fact obtained identically in PN,2 and in VN,d, but here they
vanish because β = 0.
In the modules PN,2, the number of defects is not a conserved quantity, as it may happen that the
initial and final states respectively have d = 2 and d = 0 defects. Moreover, we note that PN,2 has a
submodule isomorphic to VN,0. To distinguish between the actions in VN,d and PN,2, in the following
we indicate explicitly which module is involved, and write for instance a v
∣∣
VN,d
or a v
∣∣
PN,2
.
Bilinear forms for TLN(0). For the model of critical dense polymers, the Gram bilinear form is an
invariant form on VN,d defined as follows. Let v, v
′ be two link states in VN,d. Performing a vertical flip
of v and connecting its nodes to those of v′, we obtain a diagram where the loop segments form closed
loops or connect defects together. The Gram product of v and v′, denoted v ·v′, equals 1 if the number
of closed loops is zero and all defects from v are connected to defects of v′. Otherwise, v · v′ = 0. To
illustrate, for v1 = , v2 = and v3 = , we have
−→ v1 · v2 = 1, −→ v1 · v3 = 0, −→ v2 · v3 = 0. (2.10)
One can also check that v1 · v1 = v2 · v2 = v3 · v3 = 0. We note that v ·w = 0 if v,w ∈ VN,0. The Gram
bilinear forms used in the computations below involve VN,d with d > 1.
We define a second bilinear form, defined on the module PN,2. The link states in this module have
either 0 or 2 defects. For two such link states v and v′, we denote this second product by v ⊙ v′. As
for the Gram product, we draw the diagram where v is flipped vertically and its nodes are attached
to those of v′. If the number of closed loops is zero, the defects of v are connected among themselves,
and likewise for those of v′, then v ⊙ v′ = 1. Otherwise, v ⊙ v′ = 0. In the examples above, we have
v1 ⊙ v2 = 0, v1 ⊙ v3 = 1, v2 ⊙ v3 = 0. (2.11)
The transfer tangle. The double-row transfer tangle for the model of dense polymers is an element
of TLN (0) defined as [26]
D(u) =
1
sin 2u
. . .
. . .
. . .
. . .
u
π
2 − u
u
π
2 − u
u
π
2 − u
︸ ︷︷ ︸
N
, u = cos u + sinu ,
(2.12)
where u is the spectral parameter. We refer to the value u = π4 , for which both tiles have equal weights,
as the isotropic point. Later, we use the shorthand notation D = D(π4 ). Indeed, the weight Wσ of
a loop configuration, defined in terms of the loop fugacities only, assumes that the two tiles have the
same weight.
The transfer tangle satisfies a number of identities: (i) it satisfies crossing symmetry, namely
D(π2 − u) = D(u), (ii) it satisfies the periodicity property D(u + π) = D(u), (iii) it evaluates to the
identity at u = 0: D(u = 0) = I. The transfer tangles also commute at different values of the spectral
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parameter, [D(u),D(v)] = 0, and therefore generate a commuting family of elements of TLN (0). The
Hamiltonian H of the model is related to the transfer tangle via the relation
D(u) = I − 2uH +O(u2), H = −
N−1∑
j=1
ej , (2.13)
and is also in this commuting family.
Crucially, the transfer tangle satisfies an inversion identity [26]:
D(u)D(u+ π2 ) = I
(
cos2Nu− sin2Nu
cos2 u− sin2 u
)2
. (2.14)
This implies that, in any representation of TLN (0), the eigenvalues Λ(u) of D(u) are of the form
Λ(u) =
⌊
N−1
2
⌋∏
j=1
(
1 + ǫj sin 2u sin tj
)(
1 + µj sin 2u sin tj
)
, tj =
{ jπ
N N even,
(2j−1)π
2N N odd,
(2.15)
where ǫj and µj are in {+1,−1}. Different eigenvalues then correspond to different choices of the signs
ǫj and µj.
The partition functions. The various partition functions defined in Section 2.1 are written using
the tools defined above. We assign the upper labels AB, A and B to the transfer tangles and link
states to indicate which system or subsystem they pertain to. We find
ZABd = 2
2MN (vAd ⊗ vB0 ) ·
(
DA ⊗DB)M(DAB)MvABd ∣∣VN,d , (2.16a)
ZA∪Bd = 2
2MNvABd · (DAB)2MvABd
∣∣
VN,d
, (2.16b)
ZAd = 2
2MNAvAd · (DA)2MvAd
∣∣
VNA,d
, (2.16c)
ZB2 = 2
2MNBvB2 · (DB)2MvB2
∣∣
VNB,2
, (2.16d)
and
Z˜AB2 = 2
2MN (vA2 ⊗ vB0 )⊙
(
DA ⊗DB)M(DAB)MvAB2 ∣∣∣
PN,2
, (2.17a)
Z˜A∪B2 = 2
2MNvAB2 ⊙
(
DAB
)2M
vAB2
∣∣∣
PN,2
, (2.17b)
Z˜A2 = 2
2MNAvA2 ⊙
(
DA
)2M
vA2
∣∣∣
PNA,2
, (2.17c)
where
vd = ...
d︷ ︸︸ ︷
(2.18)
and v ⊗ w indicates that w is attached to the right of v. The powers of 2 ensure that each tile has
weight 1 instead of 1√
2
as it does in (2.12) for u = π4 .
2.3 Bipartite fidelify from the XX spin chain
The next step of the computation is to rewrite the formulas for the partition functions relevant for the
bipartite fidelity in terms of matrix elements in the XX spin chain.
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The XX representation. The XX representation of TLN (0) is defined on the vector space (C
2)⊗N .
We use the canonical basis
|↑〉 =
(
1
0
)
, |↓〉 =
(
0
1
)
(2.19)
for C2 and the Pauli matrices σx = ( 0 11 0 ), σ
y =
(
0 −i
i 0
)
and σz =
(
1 0
0 −1
)
. The generators ej are
represented by the following matrices [28]:
XN (ej) = I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸
j−1
⊗

0 0 0 0
0 i 1 0
0 1 i−1 0
0 0 0 0
⊗ I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸
N−j−1
(2.20)
where I2 = ( 1 00 1 ). It is indeed not hard to check that these matrices satisfy the defining relations
(2.6) of TLN (0). The generators also commute with the total magnetisation S
z = 12
∑N
i=1 σ
z
i . As a
consequence, the representation XN splits as a direct sum of smaller representations labelled by the
eigenvalues m of Sz, given by −N2 , −N−22 , . . . , N2 .
In this representation, the Hamiltonian is the XX Hamiltonian with the Uq(sℓ2)-invariant boundary
magnetic fields of Pasquier and Saleur [28]:
H = XN (H) = −1
2
N−1∑
j=1
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
− i
2
(σz1 − σzN ). (2.21)
Likewise, the representative ofD(u) in the XX representation, denoted D(u), is the double-row transfer
matrix of the six-vertex model: D(u) = XN (D(u)). We use the notation D = D(
π
4 ) for the transfer
matrix at the isotropic point.
Embedding VN,d and PN,2 in the spin chain. There exists a map from link states to spin states
that intertwines the representations VN,d and XN . For a given link state v, we define its image in
(C2)⊗N under this map as |v〉. Locally, it is defined as
| 〉 = ω |↑↓〉+ ω−1 |↓↑〉, | 〉 = |↓〉, ω = eiπ/4. (2.22)
In general, to obtain the spin state corresponding to a given link state, we repeatedly apply the local
rules for each arc and each defect. For instance, for N = 4, we have
| 〉 = ω |↓↓↑↓〉+ ω−1 |↓↓↓↑〉, (2.23a)
| 〉 = ω2 |↑↓↑↓〉+ |↑↓↓↑〉+ |↓↑↑↓〉+ ω−2 |↓↑↓↑〉, (2.23b)
| 〉 = ω2 |↑↑↓↓〉+ |↑↓↑↓〉+ |↓↑↓↑〉+ ω−2 |↓↓↑↑〉. (2.23c)
Link states in VN,d are therefore mapped to spin states of magnetisation m = −d2 . The map is indeed
a homomorphism, namely one can check that
XN (ej)|v〉 = |ejv〉
∣∣
VN,d
(2.24)
for j = 1, . . . , N − 1 and v ∈ VN,d. This map also has the property that it preserves the bilinear
form for the standard modules. Indeed, defining 〈v| = |v〉t, where the upper label t stands for real
transposition, we have 〈v|v′〉 = v · v′, for each v, v′ ∈ VN,d. For example,
〈 | 〉 = 0, 〈 | 〉 = 1, 〈 | 〉 = 0. (2.25)
Clearly, if v ∈ VN,d and v′ ∈ VN,d′ with d 6= d′, then 〈v|v′〉 = 0.
11
There exists a similar map for PN,2. For v ∈ PN,2, we denote its image under this map as |v˜〉. The
local relations are
| ˜ 〉 = ω |↑↓〉+ ω−1 |↓↑〉, | ˜ 〉 = 1
2
(
ω−1|↑↓〉+ ω |↓↑〉). (2.26)
For a given v ∈ PN,2, these relations are applied locally to each arc and to the defects, to produce an
element of (C2)⊗N . For example, for N = 4, we have
| ˜ 〉 = 1
2
(|↑↓↑↓〉+ ω−2 |↑↓↓↑〉+ ω2 |↓↑↑↓〉+ |↓↑↓↑〉), (2.27a)
which is not identical to (2.23a). The spin states corresponding to and under this map
coincide with those in (2.23b) and (2.23c). This map is also a homomorphism of representations,
namely
XN(ej)|v˜〉 = |e˜jv〉
∣∣
PN,2
. (2.28)
It also preserves the bilinear form ⊙ defined on PN,2: 〈v˜|v˜′〉 = v ⊙ v′ for v, v′ ∈ PN,2. For instance, we
have
〈 ˜ | ˜ 〉 = 0, 〈 ˜ | ˜ 〉 = 0, 〈 ˜ | ˜ 〉 = 1. (2.29)
The partition functions. Because the maps defined above are homomorphisms of TLN (0) repre-
sentations and preserve the bilinear forms, we can translate the expressions (2.16) and (2.17) for the
partition functions as matrix elements in the XX spin chain. We obtain:
ZABd = 2
2MN 〈vAd ⊗ vB0 |
(
DA ⊗DB)M(DAB)M |vABd 〉, (2.30a)
ZA∪Bd = 2
2MN 〈vABd |(DAB)2M |vABd 〉, (2.30b)
ZAd = 2
2MNA〈vAd |(DA)2M |vAd 〉, (2.30c)
ZB2 = 2
2MNB 〈vB2 |(DB)2M |vB2 〉, (2.30d)
and
Z˜AB2 = 2
2MN 〈v˜A2 ⊗ v˜B0 |
(
DA ⊗DB)M(DAB)M |v˜AB2 〉, (2.31a)
Z˜A∪B2 = 2
2MN 〈v˜AB2 |
(
DAB
)2M |v˜AB2 〉, (2.31b)
Z˜A2 = 2
2MNA〈v˜A2 |
(
DA
)2M |v˜A2 〉, (2.31c)
where we recall that 〈v ⊗ w| ≡ 〈v| ⊗ 〈w|.
2.4 Diagonalisation of the Hamiltonian
The diagonalisation procedure for the XX Hamiltonian is standard and uses the Jordan-Wigner trans-
formation. For the Uq(sℓ2)-invariant chain, it was studied in [36, 37]. The first step is to write H
as
H = −
(N−1∑
j=1
c†j+1cj + c
†
jcj+1
)
− i
(
c†1c1 − c†N cN
)
(2.32)
where the cj and c
†
j are the canonical fermionic operators
cj = (−1)j−1
( j−1∏
k=1
σzk
)
σ−j , c
†
j = (−1)j−1
( j−1∏
k=1
σzk
)
σ+j , (2.33)
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with σ± = (σx ± iσy)/2. Recalling that ω = eiπ/4, the second step is to perform a Fourier transform of
these operators, by defining
ηk =
1
κk
N−1∑
j=1
sin(πkjN ) aj , η
t
k =
1
κk
N−1∑
j=1
sin(πkjN ) a
t
j , κk =
√
N cos(πkN ), (2.34)
where
aj = ω cj + ω
−1cj+1, atj = ω c
†
j + ω
−1c†j+1. (2.35)
These operators satisfy the fermionic relations
{aj , atk} = δj,k−1 + δj,k+1, {ηk, ηtℓ} = δk,ℓ, {aj , ak} = {atj , atk} = {ηk, ηℓ} = {ηtk, ηtℓ} = 0. (2.36)
The Hamiltonian can be expressed in Jordan-normal form using these operators. For N odd, the
resulting expression is diagonal and takes the form
H =
N−1∑
k=1
λkη
t
kηk, λk = −2 cos(πkN ) (N odd). (2.37)
The set of operators ηk and η
t
k, with k = 1, . . . , N − 1, is complemented with two extra operators,
φ =
1
κφ
N∑
j=1
i−(j−1)cj , φt =
1
κφ
N∑
j=1
i−(j−1)c†j, (2.38)
where
κφ = 1 (N odd). (2.39)
These operators satisfy the anticommutation relations
{φt, φ} = 1, {φt, ηk} = {φ, ηtk} = {φ, ηk} = {φt, ηtk} = 0 (N odd). (2.40)
The full set thus consists of N creation operators and N annihilation operators. By acting with the N
creation operators on the reference state |0〉 = |↓ · · · ↓〉, one obtains a basis for the 2N eigenstates of
H. In terms of these fermions, the magnetisation operator reads
Sz = −N
2
+ φ†φ+
N−1∑
k=1
η†kηk (N odd). (2.41)
For N even, the set of operators ηk and η
t
k, with k ∈ {1, . . . , N−22 } ∪ {N+22 , . . . , N − 1} is comple-
mented with the operators
χ = −ω
√
2
N
N∑
j=1
i−(j−1)
(⌊ j
2
⌋− N4 ) cj, χt = −ω
√
2
N
N∑
j=1
i−(j−1)
(⌊ j
2
⌋− N4 ) c†j , (2.42)
as well as with the operators φ and φt in (2.38), with the constant κφ set to
κφ = ω
√
N
2
(N even). (2.43)
The anticommutation relations in this case are
{φ, χt} = {φt, χ} = 1, {φt, φ} = {χt, χ} = {φ, χ} = {φt, χt} = 0 (N even). (2.44)
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All the anticommutators involving the operators ηk and η
t
k and one of φ, φ
t, χ and χt also vanish. In
terms of these operators, the Hamiltonian takes the form
H = φtφ+
N−1∑
k=1
k 6=N/2
λkη
t
kηk, λk = −2 cos(πkN ) (N even). (2.45)
The operators ηtk, φ
t and χt form a set of N creation operators. Acting on the reference state |0〉 with
these operators, one obtains a full basis of eigenstates and generalised eigenstates, of dimension 2N .
The magnetisation operator then reads
Sz = −N
2
+ φ†χ+ χ†φ+
N−1∑
k=1
k 6=N/2
η†kηk (N even). (2.46)
2.5 Groundstates
Except for the case of magnetisation zero, the groundstate eigenspace of H restricted to the sector
of magnetisation m has dimension one. Recalling from Section 2.3 the relation d = −2m, we choose
to denote the groundstate of magnetisation m by |w−2m〉 = |wd〉 and the corresponding eigenvalue by
Λd(u). In terms of the fermions, this state takes the form
|wd〉 = ηt1ηt2 . . . ηt(N−d)/2|0〉 (d 6= 0). (2.47)
For N even and d = 0, the eigenspace is two-dimensional,
|w0〉 = φtηt1ηt2 . . . ηtN/2−1|0〉, |wˆ0〉 = χtηt1ηt2 . . . ηtN/2−1|0〉, (2.48)
and the states form a rank-two Jordan cell:
H|w0〉 = h0|w0〉, H|wˆ0〉 = h0|wˆ0〉+ |w0〉, h0 = 1− cot( π2N ). (2.49)
These states are also generalised eigenstates for the transfer matrix D(u). The groundstate eigenvalue
corresponds to a specific choice for the unfixed signs in (2.15) according to a selection rule [26,36]. For
the groundstate, these are given by ǫj = µj = 1 for j = 1, . . . ,
N−2
2 . The eigenvalue then reads
Λ0(u) =
N−2
2∏
j=1
(
1 + sin 2u sin tj
)2
. (2.50)
The transfer tangle D(u) mixes |w0〉 and |wˆ0〉 in a rank-two Jordan cell:
D(u)|w0〉 = Λ0(u)|w0〉, D(u)|wˆ0〉 = Λ0(u)|wˆ0〉+ f(u)|w0〉, (2.51)
where f(u) is a yet undetermined function of u.
To evaluate f(u), we note that D(u), like D(u), is a centered Laurent polynomial in the variable
eiu, of degree width at most 4N − 4. This also holds true for Λ0(u) and f(u), because |w0〉 and |wˆ0〉
are independent of u. In fact, we see from (2.50) that Λ0(u) has the degree width 4N − 8. We proceed
to compute D(u)D(u+ π2 )|wˆ0〉 in two ways:
D(u)D(u+ π2 )|wˆ0〉 =
(
cos2Nu− sin2Nu
cos2 u− sin2 u
)2
|wˆ0〉 = Λ0(u)Λ0(u+ π2 )|wˆ0〉, (2.52)
D(u)D(u+ π2 )|wˆ0〉 = D(u)
(
Λ0(u+
π
2 )|wˆ0〉+ f(u+ π2 )|w0〉
)
= Λ0(u)Λ0(u+
π
2 )|wˆ0〉+
(
Λ0(u)f(u+
π
2 ) + f(u)Λ0(u+
π
2 )
)|w0〉. (2.53)
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The two results must coincide, implying that
f(u)
f(u+ π2 )
= − Λ0(u)
Λ0(u+
π
2 )
. (2.54)
The right-hand side is a ratio of Laurent polynomials in eiu. One computes Λ0(u+
π
2 ) from (2.50) and
finds that there are no factors that cancel out between the numerator and denominator. As a result,
we have that f(u), which is itself a Laurent polynomial, must be proportional to Λ0(u):
f(u) = p(u)Λ0(u), p(u) =
2∑
j=−2
αje
iju, (2.55)
where the αj are yet undetermined. The remaining Laurent polynomial p(u) is centered and has degree
width at most four, ensuring that f(u) is centered and has degree width at most 4N − 4. To solve for
the αj , we note that f(u) satisfies a set of relations due to the symmetry properties of D(u) that are
listed below (2.12):
f(u) = f(π2 − u), f(u) = f(u+ π), f(u = 0) = 0. (2.56)
From these, we find that p(u) = α sin(2u), for some non-zero constant α. To determine α, we use
(2.13), (2.49) and (2.51) to obtain a final constraint for f(u),
− 1
2
df(u)
du
∣∣∣
u=0
= 1, (2.57)
from which we obtain α = −1. The final result is f(u) = − sin(2u)Λ0(u) and indeed satisfies (2.54).
3 Exact results for the bipartite fidelity for primary fields
In this section, we apply Wick’s theorem to derive closed-form expressions for the bipartite fidelity Fd
for critical dense polymers.
3.1 Ratios of partition functions in the limit M → ∞
To compute the bipartite fidelity, we extract the leading behaviours of the partition functions (2.30)
as M tends to infinity. We start with (2.30a):
ZABd = 2
2MN
(
〈vAd |(DA)M ⊗ 〈vB0 |(DB)M
)(
DAB
)M |vABd 〉. (3.1)
The state |vd〉 can be written using the fermions atj as
|vd〉 = atd+1atd+3atd+5 · · · atN−1|0〉. (3.2)
The identity matrix restricted to the eigenspace of magnetisation m = −d/2 is of the form
I
∣∣
Sz=−d/2 = |wd〉〈wd|+ . . . (d 6= 0), I
∣∣
Sz=0
= |wˆ0〉〈w0|+ |w0〉〈wˆ0|+ . . . (3.3)
where the next terms involve states that are not groundstates. We therefore have
(DAB)M |vABd 〉 = (ΛABd )M |wABd 〉〈wABd |vABd 〉+ . . . , (3.4a)
〈vAd |(DA)M = (ΛAd )M 〈vAd |wAd 〉〈wAd |+ . . . , (3.4b)
〈vB0 |(DB)M = (ΛB0 )M 〈vB0 |wˆB0 〉〈wB0 |+ (ΛB0 )M−1 〈vB0 |wB0 〉︸ ︷︷ ︸
=0
(
ΛB0 〈wˆB0 |+MfB〈wB0 |
)
+ . . . , (3.4c)
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where we use the notation Λd = Λd(
π
4 ) and f = f(
π
4 ). The next-order corrections are exponentially
small in M compared to the leading terms. The overlap 〈vB0 |wB0 〉 vanishes because the state |w0〉
contains a fermion φt which anticommutes with aj for each j and satisfies 〈0|φt = 0. We thus find
ZABd = 2
2MN (ΛABd Λ
A
d Λ
B
0 )
M 〈wABd |vABd 〉 〈vAd |wAd 〉 〈vB0 |wˆB0 〉 〈wAd ⊗ wB0 |wABd 〉+ . . . . (3.5)
Repeating the same exercise for ZA∪Bd , Z
A
d and Z
B
2 , we find
ZA∪Bd ≃ 22MN (ΛABd )2M 〈wABd |vABd 〉2, ZAd ≃ 22MNA(ΛAd )2M 〈vAd |wAd 〉2, ZB2 ≃ 22MNB (ΛB2 )2M 〈vB2 |wB2 〉2,
(3.6)
where ≃ denotes an equality up to terms that are exponentially small in M compared to the leading
term. We also note that the eigenvalues of the sectors d = 0 and d = 2 are equal: Λ2 = Λ0. From
(2.2), the bipartite fidelity Fd reads
Fd = − log
(〈vB0 |wˆB0 〉
〈vB2 |wB2 〉
〈wAd ⊗ wB0 |wABd 〉
)2
. (3.7)
3.2 Fermionic operators in the different subsystems
In this subsection, we introduce the fermionic operators specific to the subsystems A and B and present
the anticommutation relations that they satisfy with the fermions of the full system. The computation
of (3.7) is carried out using the states
|wABd 〉 = ηt1 · · · ηtN−d
2
|0〉 , |wAd ⊗ wB0 〉 = ηA,t1 · · · ηA,tNA−d
2
φB,tηB,t1 · · · ηB,tNB−2
2
|0〉 (3.8)
where
ηAk =
1
κAk
NA−1∑
j=1
sin(πkjNA )aj , φ
B = ω−1
√
2
NB
N∑
j=NA+1
i−(j−NA−1) cj , (3.9a)
ηBk =
1
κBk
N−1∑
j=NA+1
sin(πk(j−NA)NB )aj , κ
A
k =
√
NA cos(
πk
NA
), κBk =
√
NB cos(
πk
NB
). (3.9b)
The transpose of these fermions are denoted ηA,tk , η
B,t
k and φ
B,t.
The overlaps are computed using Wick’s theorem. Let θk and ϑ
t
ℓ be fermionic annihilation and
creation operators. This theorem states that
〈0|θL . . . θ2θ1ϑt1ϑt2 . . . ϑtL|0〉 =
L
det
k,ℓ=1
{θk, ϑtℓ}. (3.10)
The ratio 〈vB0 |wˆB0 〉/〈vB2 |wB2 〉 is easily computed using this equality. Both the numerator and the
denominator are expressed as determinants, and after a simple argument, we find
〈vB0 |wˆB0 〉
〈vB2 |wB2 〉
= ω2
√
NB
2
. (3.11)
The other overlaps involve fermions of both the full system and the subsystems A and B. To compute
them, we introduce the rescaled operators
η˜k =
N−1∑
j=1
sin(πkjN ) aj , k = 1, . . . , N − 1, (3.12)
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and likewise for η˜Ak and η˜
B
k , by removing the constants κ
A
k and κ
B
k in (3.9). These operators have the
advantage of being well defined for k = N/2. All the fermionic operators appearing in 〈wAd ⊗ wB0 |wABd 〉
can in fact be written in terms of the η˜k. Indeed, we have η˜k = κkηk and, for N even, η˜N
2
= (ωκφ)φ.
The same holds for the operators of the subsystems A and B. With this convention, Wick’s theorem
yields
〈vB0 |wˆB0 〉
〈vB2 |wB2 〉
〈wAd ⊗ wB0 |wABd 〉 =
( (NA−d)/2∏
k=1
κAk
(NB−2)/2∏
k′=1
κBk′
(N−d)/2∏
ℓ=1
κℓ
)−1
detMd (3.13)
where
[Md]k,ℓ =
 {η˜
A
k , η˜
t
ℓ} k = 1, . . . , NA−d2 ,
{η˜B
k−NA−d
2
, η˜tℓ} k = NA−d2 + 1, . . . , N−d2 ,
ℓ = 1, . . . , N−d2 . (3.14)
The anticommutators appearing in this matrix are
{η˜Ak , η˜tℓ} = (−1)k
cos(πℓN ) sin
(
πk
NA
)
sin(πℓx)
cos
(
πk
NA
)− cos(πℓN ) , {η˜Bk , η˜tℓ} = −
cos(πℓN ) sin
(
πk
NB
)
sin(πℓx)
cos
(
πk
NB
)− cos(πℓN ) , (3.15)
where
x =
NA
N
(3.16)
is the aspect ratio.
3.3 Closed form for the overlaps
In computing the determinant of Md, we find that all the trigonometric functions appearing in the
numerators in (3.15) factor out. Because Md is defined in two parts, this is a non-trivial result. It
stems from the fact that the ℓ-dependent factors in the numerators are identical. In contrast, the same
factorisation does not occur for the XX spin chain with free boundary conditions. Exact asymptotics
in this case were only obtained for x = 1/2 in [18]. The ratio of overlaps in (3.13) becomes
〈vB0 |wˆB0 〉
〈vB2 |wB2 〉
〈wAd ⊗ wB0 |wABd 〉 =
NA−d
2∏
k=1
sin
(
πk
NA
)
κAk
NB−2
2∏
k=1
sin
(
πk
NB
)
κBk
N−d
2∏
ℓ=1
cos(πℓN ) sin(πℓx)
κℓ
× detCd (3.17)
where
[Cd]k,ℓ =

[
cos
(
πk
NA
)− cos(πℓN )]−1 k = 1, . . . , NA−d2 ,[
cos
(
π(k−(NA−d)/2)
NB
)
− cos(πℓN )
]−1
k = NA−d2 + 1, . . . ,
N−d
2 ,
ℓ = 1, . . . , N−d2 .
(3.18)
The determinant is evaluated using Cauchy’s identity:
b
det
k,ℓ=a
( 1
wk − zℓ
)
=
∏
a6k<ℓ6b(wℓ − wk)(zk − zℓ)∏b
k,ℓ=a(wk − zℓ)
. (3.19)
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The result is
detCd =
∏
16k<k′6
NA−d
2
(
cos
(
πk′
NA
)− cos ( πkNA )) ∏
16k<k′6
NB
2
(
cos
(
πk′
NB
)− cos ( πkNB ))
×
NA−d
2∏
k=1
NB
2∏
k′=1
(
cos
(
πk′
NB
)− cos ( πkNA )) ∏
16ℓ<ℓ′6N−d
2
(
cos
(
πℓ
N
)− cos (πℓ′N ))
×
NA−d
2∏
k=1
N−d
2∏
ℓ=1
(
cos
(
πk
NA
)− cos (πℓN ))−1
NB
2∏
k=1
N−d
2∏
ℓ=1
(
cos
(
πk
NB
)− cos (πℓN ))−1 . (3.20)
We note that the equalities (3.17) and (3.20) hold in the case where gcd(NA, N) = 1 for N odd,
and gcd(NA2 ,
N
2 ) = 1 for N even. If these conditions are not met, it can happen that some factors in the
numerator and denominator are zero. When this happens, the number of zeros in the numerator and
denominator are always equal and the correct finite result is obtained by taking a limit on NA in the
generic expressions. In fact, our asymptotic analysis in Appendix A presupposes that NA and N satisfy
these coprimality conditions. The resulting functions are continuous in the aspect ratio x = NA/N ,
and in the scaling limit, any value x ∈ (0, 1) can be approched with these conditions.
3.4 Asymptotic expansion
With the closed-form formulas (3.17) and (3.20), we derive the asymptotic expansion of Fd for large N .
The aspect ratio x is set to a constant in the interval (0, 1). The result is stated in the next theorem.
Theorem 1. The bipartite fidelity Fd has the following 1/N expansion:
Fd =− 2
8
logN +
[
− 1
12
(
2x− 1 + 2
x
)
+
(
4
3
− 2
x
)
∆1,d+1 +
(
4
3
− 2x
)
∆1,d+1
]
log(1− x)
+
[
− 1
12
(
2(1 − x)− 1 + 2
1− x
)
− 2
3
∆1,d+1 +
(
4
3
− 2(1 − x)
)
∆1,d+1
]
log x− 2 log Υd(x)
+ 3 logA− 1
4
[
1 + log
(π
8
)]
+O (N−1) (3.21)
where
Υd(x) = (1− x)−
2
3
∆1,d+1x
1
3
∆1,d+1 , ∆r,s =
(2r − s)2 − 1
8
, (3.22)
and A ≈ 1.282427 is the Glaisher-Kinkelin constant.
The proof is given in Appendix A. This result exactly matches the conformal prediction (1.5) of Ste´phan
and Dubail [18] for the bipartite fidelity. The coefficient of the leading logN term is consistent with
the known value c = −2 of the central charge for critical dense polymers and the conformal weight
∆2 = 0 of the field inserted at the end of the slit. It is indeed clear that, in the two-dimensional model
defined on the pants geometry (see Figure 2), there is no change of boundary conditions at the end of
the slit, and the weight of the identity field indeed vanishes.
The constant term has precisely the predicted form f(x) given in (1.6) for a two-point function
of primary fields in CFT. The fields ϕ1 and ϕ4 have the dimension ∆1 = ∆4 = ∆1,d+1, which is the
known value for the boundary changing operator that accounts for the insertion of d defects on a
boundary [29,38]. The two other fields are identity fields, with ∆2 = ∆3 = 0. The function Υd(x) has
the correct form that ensures that the four-point function (1.7) reduces to the usual power-law formula
for the two-point function. The non-universal constant in (1.6) is given by
C = 3 logA− 1
4
(
1 + log
(π
8
))
= −3ζ ′(−1)− 1
4
log
(π
8
)
, (3.23)
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where ζ(z) is the Riemann zeta function. We also note that Fd has no term proportional to N−1 logN .
Comparing with the predicted form (1.9) of the function g(x), we deduce that the extrapolation length
Ξ vanishes in the present case.
4 Exact results for the bipartite fidelity for logarithmic fields
In this section, we calculate the bipartite fidelity F˜2 with lattice and field theoretical approaches. In
the following, N , NA and NB are all even integers.
4.1 Ratios of partition functions in the limit M → ∞
We start from (2.3) and (2.31) and apply the ideas used in Section 3.1 to the computation of F˜2. For
Z˜AB2 , we have:
Z˜AB2 = 2
2MN
(
〈v˜A2 |(DA)M ⊗ 〈v˜B0 |(DB)M
)(
DAB
)M |v˜AB2 〉. (4.1)
In this case, 〈v˜A2 |, 〈v˜B0 | and |v˜AB2 〉 all have zero magnetisation. We find
(DAB)M |v˜AB2 〉 = (ΛAB0 )M |wAB0 〉〈wˆAB0 |v˜AB2 〉
+ (ΛAB0 )
M−1
(
ΛAB0 |wˆAB0 〉+MfAB|wAB0 〉
)
〈wAB0 |v˜AB2 〉+ . . . , (4.2a)
〈v˜A2 |(DA)M = (ΛA0 )M 〈v˜A2 |wˆA0 〉〈wA0 |+ (ΛA0 )M−1〈v˜A2 |wA0 〉
(
ΛA0 〈wˆA0 |+MfA〈wA0 |
)
+ . . . , (4.2b)
〈v˜B0 |(DB)M = (ΛB0 )M 〈v˜B0 |wˆB0 〉〈wB0 |+ . . . , (4.2c)
where, as compared with the previous calculation, 〈wAB0 |v˜AB2 〉 and 〈v˜A2 |wA0 〉 are non-zero. In computing
Z˜AB2 , the leading-order term in the large-M expansion vanishes because 〈wA0 ⊗ wB0 |wAB0 〉 = 0. This
occurs because 〈wA0 ⊗ wB0 |φt = 0. We therefore compute the next term in the large-M expansion and
find
Z˜AB2 = 2
2MNM(ΛAB0 Λ
A
0 Λ
B
0 )
M 〈wAB0 |v˜AB2 〉〈v˜A2 |wA0 〉〈v˜B0 |wˆB0 〉
×
( fAB
ΛAB0
〈wˆA0 ⊗ wB0 |wAB0 〉+
fA
ΛA0
〈wA0 ⊗ wB0 |wˆAB0 〉
)
+ . . . . (4.3)
Repeating the derivations for Z˜A∪B2 and Z˜
A
2 , we find
Z˜A∪B2 = 2
2MN (2M)(ΛAB0 )
2M−1fAB0 〈wAB0 |v˜AB2 〉2, Z˜A2 = 22MNA(2M)(ΛA0 )2M−1fA0 〈v˜A2 |wA0 〉2. (4.4)
The function f(u) is computed in Section 2.5. Setting u = π4 , we obtain f(
π
4 )/Λ0(
π
4 ) = −1. Recalling
that the denominator in (2.3) involves ZB2 which is computed in (3.6), we find the following expression
for F˜2:
F˜2 = − log
(
1
2
〈vB0 |wˆB0 〉
〈vB2 |wB2 〉
(〈wˆA0 ⊗ wB0 |wAB0 〉+ 〈wA0 ⊗ wB0 |wˆAB0 〉))2. (4.5)
We note that, had F˜2 been defined with Z˜B2 in the denominator instead of ZB2 , the argument of the
logarithm in (2.3) would have vanished trivially in the limit.
4.2 Closed form for the overlaps
To obtain a closed-form expression for F˜2, it is easier to compare with (3.7) and compute the difference
F˜2 −F2:
F˜2 −F2 = −2 log
(
1
2
〈wˆA0 ⊗ wB0 |wAB0 〉+ 〈wA0 ⊗ wB0 |wˆAB0 〉
〈wA2 ⊗ wB0 |wAB2 〉
)
. (4.6)
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The three overlaps appearing in the right side are expressed in terms of the fermionic operators as
〈wˆA0 ⊗ wB0 |wAB0 〉 = 〈0|ηBNB
2
−1 · · · η
B
1 φ
BηANA
2
−1 · · · η
A
1 χ
A φtηt1 · · · ηtN
2
−1|0〉, (4.7a)
〈wA0 ⊗ wB0 |wˆAB0 〉 = 〈0|ηBNB
2
−1 · · · η
B
1 φ
BηANA
2
−1 · · · η
A
1 φ
A χtηt1 · · · ηtN
2
−1|0〉, (4.7b)
〈wA2 ⊗ wB0 |wAB2 〉 = 〈0|ηBNB
2
−1 · · · η
B
1 φ
BηANA
2
−1 · · · η
A
1 η
t
1 · · · ηtN
2
−1|0〉, (4.7c)
with
φA = ω−1
√
2
NA
NA∑
j=1
i−(j−1) cj , χA = −ω
√
2
NA
NA∑
j=1
i−(j−1)
(⌊ j
2
⌋− NA4 ) cj . (4.8)
The other fermionic operators for the subsystems A and B are defined in (3.9). We have the anticom-
mutation relations
{ηAj , φt} = 0, {χA, φt} =
√
x, {ηBk , φt} = 0, {φB , φt} = 0, (4.9a)
{ηAj , χt} = 0, {φA, χt} =
√
x, {ηBk , χt} = 0, {φB , χt} = (−1)
NA
2
√
1− x. (4.9b)
Recalling that NA is even, we use these anticommutation relations to rewrite the first two overlaps in
(4.7) as
〈wˆA0 ⊗ wB0 |wAB0 〉 =
√
x 〈0|ηBNB
2
−1 · · · η
B
1 φ
BηANA
2
−1 · · · η
A
1 η
t
1 · · · ηtN
2
−1|0〉, (4.10a)
〈wA0 ⊗ wB0 |wˆAB0 〉 =
√
x 〈0|ηBNB
2
−1 · · · η
B
1 φ
BηANA
2
−1 · · · η
A
1 η
t
1 · · · ηtN
2
−1|0〉
+
√
1− x 〈0|ηBNB
2
−1 · · · η
B
1 η
A
NA
2
−1 · · · η
A
1 φ
A ηt1 · · · ηtN
2
−1|0〉,
(4.10b)
and therefore
〈wˆA0 ⊗ wB0 |wAB0 〉
〈wA2 ⊗ wB0 |wAB2 〉
=
√
x, (4.11a)
〈wA0 ⊗ wB0 |wˆAB0 〉
〈wA2 ⊗ wB0 |wAB2 〉
=
√
x+ (−1)N2 (1− x)√
x
〈0|η˜BNB
2
−1 · · · η˜
B
1 η˜
A
NA
2
· · · η˜A1 η˜t1 · · · η˜tN
2
−1|0〉
〈0|η˜BNB
2
· · · η˜B1 η˜ANA
2
−1 · · · η˜
A
1 η˜
t
1 · · · η˜tN
2
−1|0〉
. (4.11b)
The right side of this last equality is written in terms of the rescaled operators η˜k defined in (3.12). To
evaluate the remaining ratio, we use the identity
η˜ANA
2
= η˜N
2
− (−1)NA2 η˜BNB
2
(4.12)
in the numerator. The first term with η˜N/2 vanishes because this operator anticommutes with all the
other operators. For the second term, by anticommuting η˜BNB/2 towards the left across the operators
η˜Bk , we find that the numerator is proportional to the denominator, with the overall factor (−1)N/2.
The result is
〈wA0 ⊗ wB0 |wˆAB0 〉
〈wA2 ⊗ wB0 |wAB2 〉
=
√
x+
(1− x)√
x
=
1√
x
. (4.13)
Putting the results together, we obtain the following theorem.
Theorem 2. The bipartite fidelity F˜2 satisfies the relation
F˜2 −F2 = −2 log
(
1 + x
2
√
x
)
. (4.14)
Interestingly, this result holds for finite values of N .
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4.3 CFT derivation of the universal behaviour
In this subsection, we derive the conformal prediction for the bipartite fidelity for logarithmic fields.
We consider a logarithmic conformal field theory at an arbitrary value c of the central charge that
includes a pair (ϕ,ω) of boundary fields of conformal weight ∆ in a rank-two Jordan cell, where ϕ is
primary and ω is its Jordan partner. On the upper-half plane H, the correlation functions for these
fields are
〈ω(z0)ω(z1)〉H = λ1λ2 − 4λ0λ1 log(z0 − z1)
(z0 − z1)2∆ , 〈ω(z0)ϕ(z1)〉H =
λ1
(z0 − z1)2∆ , 〈ϕ(z0)ϕ(z1)〉H = 0.
(4.15)
Under a conformal transformation y = y(z), the fields ϕ and ω satisfy the transformation laws [39]
ϕ(y)→
(dy
dz
)−∆
ϕ(z), ω(y)→
(dy
dz
)−∆(
ω(z)− 2λ0ϕ(z) log
(dy
dz
))
. (4.16)
For the model of critical dense polymers, the central charge is c = −2. In [29], it is argued that
the boundary field that accounts for the insertion of two adjacent defects forced to connect together is
a logarithmic field ω(z) of conformal dimension ∆ = 0. In contrast, the field that inserts a simple arc
on the boundary is identified with the identity field ϕ(z). It also has weight ∆ = 0.
The lattice calculation considered in Sections 4.1 and 4.2 then corresponds to a ratio of two-point
correlation functions of these fields. Indeed, in the context of logarithmic CFT, the bipartite fidelities
F∆ and F˜∆ are defined similarly to their lattice analogs (2.2) and (2.3). They are expressed in terms of
partition functions defined on four domains DAB , DA∪B , DA and DB, each with specific fields inserted
at two ends of the domains. The domains DA∪B , DA and DB are infinite horizontal strips where the
lower edge is the real axis and the upper edge corresponds to the line with imaginary parts N , Nx and
N(1 − x) respectively. The domain DAB is the pants domain. It has the same upper and lower edges
as DA∪B but has an added separation between the subsystems A and B in the form of a half-line from
iN(1− x) to −∞+ iN(1− x). The domains DAB , DA∪B, DA are depicted in Figure 4, along with the
upper-half plane that serves as the reference domain for the calculation. The bipartite fidelities F∆
and F˜∆ are then defined as
F∆ = −2 log
∣∣∣∣ ZAB∆(ZA∪B∆ ZA∆ZB∆)1/2
∣∣∣∣, F˜∆ = −2 log ∣∣∣∣ Z˜AB∆(Z˜A∪B∆ Z˜A∆ZB∆)1/2
∣∣∣∣. (4.17)
In these expressions, Z∆ corresponds to a two-point function of the primary field with its logarith-
mic partner, 〈ϕ(y0)ω(y1)〉, whereas Z˜∆ is the correlation function of the logarithmic field with itself,
〈ω(y0)ω(y1)〉. In each case, the points y0 and y1 are assigned to the top boundary of the strip, namely
Im(y0) = Im(y1) =

N on DAB and DA∪B,
Nx on DA,
N(1− x) on DB.
(4.18)
The real parts of y0 and y1 are set to −m and +m and are sent to −∞ and +∞ in the limit. The
corresponding expressions are expected to be well-behaved as m → ∞ and to reproduce the results
obtained from the lattice.
To reproduce the results of Section 4.2, we investigate the difference F˜∆−F∆. Its explicit expres-
sion in terms of two-point correlation functions is
F˜∆ −F∆ = −2 log |Γ∆|, (4.19a)
Γ∆ = lim
m→∞
〈ω(−m+ iN)ω(m+ iN)〉DAB
〈ω(−m+ iN)ϕ(m + iN)〉DAB
×
(〈ω(−m+ iNx)ϕ(m + iNx)〉DA
〈ω(−m+ iNx)ω(m+ iNx)〉DA
〈ω(−m+ iN)ϕ(m + iN)〉DA∪B
〈ω(−m+ iN)ω(m+ iN)〉DA∪B
)1/2
. (4.19b)
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N
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y DAB
0 gN (∞)gN (0+)
gN (0−) gN (−∞)
N
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0 gNx(∞)gNx(0+)
gNx(0−) gNx(−∞)
Nx
y DA
Figure 4: The upper-half plane H is mapped to the three domains DAB, DA∪B and DA via the trans-
formations y = f(z), y = gN (z) and y = gNx(z).
It is independent of the choice of reference partition function on the domain DB.
The map that sends H to a horizontal strip of height h is
gh(z) =
h
π
log z. (4.20)
Likewise, the map that sends H to DAB is
f(z) =
N
π
(
x log z + (1 − x) log(z − 1)) − N
π
(
x log x+ (1− x) log(1− x)). (4.21)
Along with the known correlation functions (4.15) on H and the transformation laws (4.16), these maps
allow us to compute the two-point functions on DAB, DA∪B and DA.
Correlation functions on the horizontal strips. We start by computing the correlation functions
on DA. With y = gNx(z) and y
′ = Nxπz , we find
〈ω(y0)ϕ(y1)〉DA =
(
g′Nx(z0)
)−∆(
g′Nx(z1)
)−∆〈ω(z0)ϕ(z1)〉H = (z0z1π2
N2x2
)∆
λ1
(z0 − z1)2∆ (4.22)
and
〈ω(y0)ω(y1)〉DA =
(
g′Nx(z0)
)−∆(
g′Nx(z1)
)−∆
×
[
〈ω(z0)ω(z1)〉H − 2λ0
(
log
(
Nx
πz0
)
〈ϕ(z0)ω(z1)〉H + log
(
Nx
πz1
)
〈ω(z0)ϕ(z1)〉H
)]
=
(
z0z1π
2
N2x2
)∆
λ1
(z0 − z1)2∆
(
−4λ0 log(z0 − z1) + λ2 − 4λ0 log
(
Nx
π
)
+ 2λ0
(
log(z0) + log(z1)
))
= 〈ω(y0)ϕ(y1)〉DA
(
−4λ0 log
(
e
piy0
Nx − epiy1Nx )+ λ2 − 4λ0 log(Nx
π
)
+ 2λ0
π
Nx
(y0 + y1)
)
. (4.23)
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Hence, the ratio is
〈ω(−m+ iNx)ω(m+ iNx)〉DA
〈ω(−m+ iNx)ϕ(m + iNx)〉DA
= −4λ0 log
(
2 sinh
(πm
Nx
))
+ λ2 − 4λ0 log
(
Nx
π
)
. (4.24)
The same ratio of correlation functions on DA∪B is obtained by setting x = 1 in (4.24):
〈ω(−m+ iN)ω(m+ iN)〉DA∪B
〈ω(−m+ iN)ϕ(m + iN)〉DA∪B
= −4λ0 log
(
2 sinh
(πm
N
))
+ λ2 − 4λ0 log
(
N
π
)
. (4.25)
The leading-order terms in the large-m expansion are linear:
〈ω(−m+ iNx)ω(m+ iNx)〉DA
〈ω(−m+ iNx)ϕ(m+ iNx)〉DA
= −4λ0πm
Nx
+O(1), (4.26a)
〈ω(−m+ iNx)ω(m+ iNx)〉DA∪B
〈ω(−m+ iNx)ϕ(m+ iNx)〉DA∪B
= −4λ0πm
N
+O(1). (4.26b)
Correlation functions on the pants domain. We perform the same calculations on the domain
DAB. With y = f(z) and y
′ = Nπ
(
z−x
z(z−1)
)
, we find
〈ω(y0)ϕ(y1)〉DAB = f ′(z0)−∆f ′(z1)−∆〈ω(z0)ϕ(z1)〉H
=
(
π2
N2
z0(z0 − 1)
z0 − x
z1(z1 − 1)
z1 − x
)∆
λ1
(z0 − z1)2∆ . (4.27)
A calculation similar to the one for the strip domains gives
〈ω(y0)ω(y1)〉DAB
〈ω(y0)ϕ(y1)〉DAB
=− 4λ0 log(z0 − z1) + λ2 − 4λ0 log
(
N
π
)
− 2λ0 log
(
z0 − x
z0(z0 − 1)
z1 − x
z1(z1 − 1)
)
. (4.28)
The next step is to express the right side in terms of y0 = −m + iN and y1 = m + iN . Obtaining a
closed-form expression for z(y) is not possible, and we instead resort to series expansions for large m.
In this regime, the points z0 and z1 approach the values 0
− and −∞ respectively. We find
z0 = −e−
pi(m+a)
Nx +
(1− x
x
)
e−
2pi(m+a)
Nx +O
(
e−
3pi(m+a)
Nx
)
, (4.29a)
z1 = −e
pi(m−a)
N + (x− 1) +O
(
e−
pi(m−a)
N
)
, (4.29b)
where
a = −N
π
(
x log x+ (1− x) log(1− x)) (4.30)
is the additive constant appearing in (4.21). It turns out that computing F˜2 − F2 only requires the
leading-order terms in (4.29). Inserting the series expansions for z0 and z1 in (4.28), we again find a
leading term that is linear in m:
〈ω(−m+ iN)ω(m+ iN)〉DAB
〈ω(−m+ iN)ϕ(m+ iN)〉DAB
= −2λ0πm
N
(
1 + x
x
)
+O(1). (4.31)
Final result. We combine (4.19), (4.26) and (4.31) and find
F˜∆ −F∆ = −2 log
(
1 + x
2
√
x
)
. (4.32)
This is precisely identical to the lattice result (4.14)! Remarkably, the final expression for this difference
is independent of the value of the central charge c and of the conformal weight ∆ of the two fields. It
also does not depend on the constants λ0, λ1 and λ2 that appear in the two-point function.
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5 Conclusion
In this paper, we defined and investigated two instances of the bipartite fidelity for the model of critical
dense polymers: Fd and F˜2. We obtained closed-form expressions at finite lattice size N and computed
the leading terms of their asymptotic 1/N expansions as a function of the aspect ratio x = NA/N .
In both cases, the leading term is (−2)8 logN , which is consistent with the known value c = −2 of the
central charge for the model of critical dense polymers. The next leading term is constant. For Fd, we
find that it has precisely the form (1.6) predicted by Ste´phan and Dubail, with the conformal weights
of the field that accounts for the insertion of d defects on the boundary equal to ∆1,d+1 =
d(d−2)
8 .
This is consistent with earlier known results for the weights of these fields [29, 38]. The constant
term for F˜2 was also computed; it differs from the value of the same constant for F2 by the simple
factor −2 log((1 + x)/(2√x)). This lattice result was confirmed by a CFT argument, with the simple
factor understood to be universal. Finally, the next-leading term predicted by Ste´phan and Dubail,
proportional to N−1 logN , is zero for both Fd and F˜2, indicating that the (non-universal) extrapolation
length Ξ in (1.9) vanishes. A similar vanishing of the N−1 logN term was previously observed in [21]
for the XXZ spin chain at the combinatorial point. In this case, the authors argue that the central
charge and the conformal weights are such that the expression inside the bracket in (1.9) vanishes, thus
preventing a measure of the extrapolation length.
The extrapolation length plays a prominent role in the study of surface critical phenomena [40].
In the context of CFT, it is a non-universal constant appearing in a perturbation of the stress-energy
tensor that displaces the position of the boundary [18]. It also impacts the behaviour of one-point
correlation functions near a corner. For the XX chain with no boundary magnetic fields, Dubail and
Ste´phan computed the N−1 logN contribution to the bipartite fidelity and found Ξ = 1. In this case,
the momenta of the fermions are of the form πjN+1 . In contrast, the fermionic momenta for the chain
investigated in the current paper are of the form πjN , leading to a vanishing extrapolation length. It
is then tempting to conjecture that, for momenta of the form πjN+δ , the quantity N + δ is an effective
length for the system from which the extrapolation length can be read directly. To test this, it would
be interesting to investigate the more general case where a field h is applied to the endpoints of the
spin chain.
Few observables allow one to measure directly the central charge c of a conformally invariant
model. The finite-size corrections to the eigenvalues of the transfer matrix [41,42], in particular, only
allow a measurement of the effective central charge, ceff = c − 24∆min, where ∆min is the smallest
conformal weight in the subsector of the theory corresponding to the boundary conditions that are
considered. For the model of critical dense polymers, the effective central charge is ceff = −2 for N
even and ceff = 1 for N odd. The results of this paper thus suggest that the bipartite fidelity indeed
allows one to measure c and not just ceff. In parallel, for the entanglement entropy, it was initially
argued that for such theories, SA only allows one to measure the effective central charge [43]. However
it was later understood [44] that in these cases, because the Hamiltonian H is not hermitian, SA can
be defined in two ways, depending on whether the state 〈φ| in (1.1) is taken to be the left groundstate
of H or the hermitian transpose of the right groundstate. The leading coefficient in (1.2) is c in the
former case and ceff in the latter case. In the present paper, the state 〈φA ⊗ φB | appearing in (1.4) is
the left eigenstate of DA(u) ⊗ DB(u). This is automatically built-in from our choice to define Fd in
(2.2) in terms of partition functions of the loop model. Presumably, by repeating our derivation, but
with 〈φA ⊗ φB | equal to |φA ⊗ φB〉†, one would find a 1/N expansion with the first term proportional
to the effective central charge.
In terms of the representation theory of the Temperley-Lieb algebra, our definition of Fd corre-
sponds to attaching the standard representation VN,d at two ends of the pants lattice, and the standard
representation VN,0 at the third end. Likewise, F˜2 corresponds to attaching the projective represen-
tation PN,2 on two ends, and VN,0 on the third. The zoo of representations of the Temperley-Lieb
algebra at β = 0 includes many more projective representations, as well as zig-zag modules [34]. One
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may of course wonder how the asymptotic behaviour of the bipartite fidelity is modified if these other
representations are attached to the three ends of the pants geometry. In particular, by attaching non-
vacuum representations to all three ends, it may be possible to use the bipartite fidelity to compute
the structure constants of the conformal three-point functions. It remains to be seen whether such a
computation is again expressible as a matrix entry in the spin-chain representation of TLN (β).
We conclude by noting that many generalisations of our derivations are worthy of investigation.
One could for instance repeat the calculation for the model of polymers in the framework of the one-
boundary Temperley-Lieb algebra, wherein the loops touching the boundary are given a weight β′. The
case of the same model on a lattice with periodic boundary conditions is also worthwhile: Ste´phan and
Dubail gave a conjecture for the leading universal behaviour for this case [17], and it would allow us
to elucidate the question of whether the central charge of the logarithmic minimal models on periodic
geometries depends on the fugacity α of the non-contractible loops. One could also try to repeat our
calculation away from β = 0, and we expect that the calculation of the overlaps in this case will be
feasible using algebraic Bethe ansatz techniques.
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A Asymptotics
In this appendix, we give the computational details needed to obain the asymptotic expansion (3.21) of
the logarithmic bipartite fidelity from the closed formulas (3.7), (3.17) and (3.20). The main ingredients
used are:
(i) the Euler-Maclaurin formula:
b∑
i=a
f(i) =
∫ b
a
f(x)dx+
f(a) + f(b)
2
+
∞∑
k=1
B2k
(2k)!
(f2k−1(b)− f2k−1(a)), (A.1)
where the Bk are the Bernoulli numbers,
(ii) the integral formula for the log Γ(z) function:
log Γ(z) =
∫ ∞
0
dt
t
{
(z − 1)e−t − e
−t − e−zt
1− e−t
}
, Re z > 0, (A.2)
(iii) the exact product formula:
n−2
2∏
ℓ=1
sin
(
πℓ
n
)
=
n−2
2∏
ℓ=1
cos
(
πℓ
n
)
=
n
1
2
2
n−1
2
(n even). (A.3)
The lattice dimensionsNA andN are assumed to satisfy gcd(NA, N) = 1 for N odd and gcd(
NA
2 ,
N
2 ) = 1
for N even.
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A.1 Closed forms
With (3.17) and (3.20), we write (3.7) as
Fd = −2
(
log
∣∣P0(N,x, d)∣∣ − log ∣∣P1(N,x, d)∣∣ − log ∣∣P2(N, 1− x, d)∣∣
+ log
∣∣P2(Nx, 1−xx , d)∣∣+ log ∣∣P3(N,x, d)∣∣ + log ∣∣P3(N, 1− x, 0)∣∣+ log ∣∣P3(N, 1, d)∣∣) (A.4)
where
P0(N,x, d) =
Nx−d
2∏
k=1
sin
(
πk
Nx
)√
Nx cos
(
πk
Nx
)
N(1−x)−2
2∏
k=1
sin
(
πk
N(1−x)
)√
N(1− x) cos ( πkN(1−x))
N−d
2∏
ℓ=1
cos(πℓN ) sin(πℓx)√
N cos
(
πℓ
N
) ,
P1(N,x, d) =
Nx−d
2∏
k=1
N−d
2∏
ℓ=1
(
cos
(
πk
Nx
)− cos (πℓN )) ,
P2(N,x, d) =
Nx
2∏
k=1
N−d
2∏
ℓ=1
(
cos
(
πk
Nx
)− cos (πℓN )) ,
P3(N,x, d) =
∏
16k<k′6Nx−d
2
(
cos
(
πk′
Nx
)− cos ( πkNx)) .
(A.5)
We recall that x = NA/N , NB = N(1 − x) is even and N , Nx and d have the same parity so that
N − d and Nx− d are even numbers too.
In the following, we derive the 1/N expansion of the logarithm of each product in (A.5). For
P0(N,x, d), we use (A.3) with n = NB. We express the other products in terms of the cardinal sine
function s[x] = sin(x)/x by transforming the differences of cosines into products of sines. We find
P0(N,x, d) = N
− 2N−2d−3
4 x−
Nx−d
4 (1− x)−N(1−x)−34 2−N(1−x)−14
×
Nx−d
2∏
k=1
sin
(
πk
Nx
)√
cos
(
πk
Nx
)
N−d
2∏
ℓ=1
√
cos
(
πℓ
N
)
sin(πℓx), (A.6a)
log |P1(N,x, d)| =
(
Nx− d
2
)(
N − d
2
)
(−2 logN + 2 log π − log 2)
+ g(N,x, d, d) + h(N,x, d, d) + Y+ (N,x, d) + Y− (N,x, d) (A.6b)
− 2X
(
1
4
, N, x, d
)
− 2X
(
1
4
, N, 1, d
)
,
log |P2(N,x, d)| = Nx
2
(
N − d
2
)
(−2 logN + 2 log π − log 2)
+ g(N,x, d, 2) + h(N,x, d, 2) + log Γ
(
N − d
2
+ 1
)
− logN (A.6c)
+ log 2− log Γ
(
d
2
)
+ Y˜+ (N,x, d) + Y˜− (N,x, d)
− 2X
(
1
4
, N, x, 0
)
− 2X
(
1
4
, N, 1, d
)
,
log |P3(N,x, d)| =
(
Nx− d
2
)(
Nx− d− 2
2
)(
− logN − log x+ log π − 1
2
log 2
)
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+ i
(
Nx− d
2
+ 1
)
+
1
2
Y+ (Nx, 1, d) +
1
2
Y− (Nx, 1, d) (A.6d)
− 2X
(
1
4
, N, x, d
)
− 1
2
X
(
1
2
, N, x, d
)
,
where
X(a,N, x,m) =
Nx−m
2∑
k=0
log s
[
2πa
N
(
k
x
)]
, g(N,x, d,m) =
Nx−m
2∑
k=1
N−d
2∑
ℓ=1
log
(
k
x
+ ℓ
)
, (A.7a)
Y±(N,x,m) =
Nx−m
2∑
k=0
N−m
2∑
ℓ=0
log s
[
π
2N
(
k
x
± ℓ
)]
, h(N,x, d,m) =
Nx−m
2∑
k=1
N−d
2∑
ℓ=1
log
∣∣∣∣kx − ℓ
∣∣∣∣ , (A.7b)
Y˜±(N,x,m) =
Nx
2∑
k=0
N−m
2∑
ℓ=0
log s
[
π
2N
(
k
x
± ℓ
)]
, i(N) =
N−2∑
k=1
N−1∑
ℓ=k+1
log(ℓ+ k) + log(ℓ− k). (A.7c)
A.2 Asymptotic behaviour of P0(N,x, d)
In order to access the 1/N expansion of P0(N,x, d), we need to simplify the trigonometric products in
(A.6a). For that matter we use (A.3) and similar identities,
n−2
2∏
ℓ=1
∣∣ sin(πℓmn )∣∣ = n2n2 (m,n even, gcd(m2 , n2 ) = 1), (A.8a)
n−1
2∏
ℓ=1
∣∣ sin(πℓmn )∣∣ = n 12
2
n−1
2
(n odd, gcd(m,n) = 1), (A.8b)
n−1
2∏
ℓ=1
cos(πℓn ) =
1
2
n−1
2
(n odd). (A.8c)
We use (A.3) together with (A.8c) to find the intermediate results
log
N−d
2∏
ℓ=1
cos
(
πℓ
N
)
=
d− 1
2
logN − N − 1
2
log 2− d− 2
2
log π − log Γ
(
d
2
)
+O (N−2) ,
log
N−d
2∏
ℓ=1
sin
(
πℓ
N
)
=
1
2
logN − N − 1
2
log 2 +O (N−2) ,
(A.9)
for both parities of N . We use (A.8a) and (A.8b) to derive an exact expression for the term∏(N−d)/2
ℓ=1 sin(πℓx) in (A.6a). We find
log
n−d
2∏
ℓ=1
∣∣sin (πℓmn )∣∣ =

log n− n2 log 2−
d
2
−1∑
ℓ=1
log
∣∣sin(πℓmn )∣∣ ( m,n evengcd(m2 , n2 ) = 1
)
,
1
2 log n− n−12 log 2−
d−1
2∑
ℓ=1
log
∣∣∣cos(πmn (ℓ− d2))∣∣∣ ( m,n oddgcd(m,n) = 1 ),
1
2 log n− n−12 log 2−
d−1
2∑
ℓ=1
log
∣∣∣sin(πmn (ℓ− d2 ))∣∣∣ ( m even, n oddgcd(m,n) = 1 ).
(A.10)
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The identities (A.9) and (A.10) applied in (A.6a) imply
log P0(N,x, d) =
N
4
(−2 logN − (1− x) log(1− x)− x log x− 4 log 2)
+
1
4
(
(2d+ 9) logN + 3 log(1− x) + 3 log x+ 5 log 2)
−

1
2
log 2 +
d
2
−1∑
j=1
log |sin(πjx)| +O (N−2) for N, d even,
1
2
logN +
d−1
2∑
j=1
log
∣∣∣cos(πx(j − d2))∣∣∣+O (N−2) for N, d odd.
(A.11)
A.3 Asymptotic behaviour of P1(N,x, d), P2(N,x, d) and P3(N,x, d)
In order to understand the asymptotic behaviour of P1(N,x, d), P2(N,x, d) and P3(N,x, d) in (A.6),
we need to understand the functions X, Y±,Y˜±, g, h and i in (A.7).
The functions X, Y± and Y˜±. We first define the integrals
I0(a) =
∫ 1
0
log s [πaz] dz, (A.12a)
I±(x) =
∫ x
0
log s
[
π(z ± x)
4x
]
dz, (A.12b)
J±(x) =
∫ x
0
∫ x
0
log s
[
π(y ± z)
4x
]
dy dz, (A.12c)
where we recall that s[x] = sin(x)x . We make repeated use of Euler-MacLaurin formula (A.1) and obtain
the 1/N expansions
X(a,N, x,m) =
Nx
2
I0(a) + 1−m
2
log s[πa] +O (N−1) , (A.13a)
Y+(N,x,m) =
N2
4x
J+(x) + Nx
2
(
1
2x
+
1
2
)
I0
(1
4
)
+
N
2
(
1
2x
+
1
2
− m
2
(
1 +
1
x
))
I+(x)
− 4− 6m(x− 1)
2 + 4x(−3 + x) + 3m2(1 + x2)
24x
log s
[π
4
]
+
2− 6m(1 + x)2 + 3m2(1 + x)2 + 2x(3 + x)
24x
log s
[π
2
]
+O (N−1) , (A.13b)
Y−(N,x,m) =
N2
4x
J−(x) + Nx
2
(
1
2x
+
1
2
)
I0
(1
4
)
+
N
2
(
1
2x
+
1
2
− m
2
(
1 +
1
x
))
I−(x)
+
4− 6m(x+ 1)2 + 4x(3 + x) + 3m2(1 + x2)
24x
log s
[π
4
]
+O (N−1) , (A.13c)
Y˜+(N,x,m) =
N2
4x
J+(x) + Nx
2
(
1
2x
+
1
2
)
I0
(1
4
)
+
N
2
(
1
2x
+
1
2
− m
2
)
I+(x)
− 4 + 4x(−3 + x) + 3mx(2 + (−2 +m)x)
24x
log s
[π
4
]
+
2 + 2x(3 + x) + 3mx(−2 + (−2 +m)x)
24x
log s
[π
2
]
+O (N−1) , (A.13d)
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Y˜−(N,x,m) =
N2
4x
J−(x) + Nx
2
(
1
2x
+
1
2
)
I0
(1
4
)
+
N
2
(
1
2x
+
1
2
− m
2
)
I−(x)
+
4 + 4x(3 + x) + 3mx(−2 + (−2 +m)x)
24x
log s
[π
4
]
+O (N−1) . (A.13e)
Remarkably, all the terms in (A.13) that contain the integrals defined in (A.12) identically cancel in
the combination (A.4).
The function i. We express i(N) in (A.7) in terms of the Gamma function and Barnes’ G-function:
Γ(z + 1) = z Γ(z), G(z + 1) = Γ(z)G(z). (A.14)
Indeed, using the duplication formula for the Gamma function,
Γ(2k) =
22k−1√
π
Γ(k)Γ
(
k +
1
2
)
, (A.15)
we obtain
i(N) =− (N − 2)(N − 1) log 2 + N − 2
2
log π + logG(2N − 1)− logG(N + 1)
− logG
(
N − 1
2
)
+ logG
(
3
2
)
.
(A.16)
The asymptotic behaviour of the Barnes’ G-function is known,
logG(z) =
(
(z − 1)2
2
− 1
12
)
log(z − 1)− 3(z − 1)
2
4
+
z − 1
2
log(2π) +
1
12
− logA+O (z−1) , (A.17)
where A ≃ 1.282427 is the Glaisher-Kinkelin constant. With (A.17), we find
i(N) =N2
(
logN − 3
2
+ log 2
)
+
N
2
(
−5 logN + 5 + log
(π
4
))
− log π
+
1
24
(−12 logA+ 23 logN + 1− 7 log 2) +O (N−1) . (A.18)
The functions g and h. An inspection of (A.4), (A.6b), (A.6c) and (A.6d) shows that the two
functions g and h only appear through their sum, which we denote by gh(N,x, d,m). Moreover, and
this will be crucial, we only need to compute the following specific combination:
Cgh(N,x, d) ≡ 2
(
gh(N,x, d, d) + gh(N, 1 − x, d, 2) − gh(Nx, 1−xx , d, 2)
)
. (A.19)
The first step is to rewrite the functions g and h as integrals. The way this can be done differs
for the two functions, and for h, also depends on the value of m, equal to d or 2. In each case,
the passage to an integral expression is achieved using the integral representation of log Γ(z) given in
(A.2). In doing so, we obtain sums of integrals which are separately divergent (the integrands have
non-integrable singularities at t = 0). Because the functions g and h are finite, these divergencies
must cancel when summed up. As we intend to compute the integrals separately, we regularise them
by restricting the domain of integration to [ǫ,+∞). For each such integral, we will compute the first
terms in an expansion in ǫ at order O(ǫ). All terms that are divergent as ǫ → 0 should eventually
cancel out. We denote the regularised functions by gǫ and hǫ.
By using the identity z = Γ(z + 1)/Γ(z), the summation over ℓ in g is telescopic and yields
g(N,x, d,m) =
Nx−m
2∑
k=1
[
log Γ(kx + 1 +
N−d
2 )− log Γ(kx + 1)
]
. (A.20)
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With (A.2), the summation over k can be explicitly carried out, leading to
gǫ(N,x, d,m) =
(Nx−m)(N−d)
4
∫ ∞
ǫ
dt
t
e−t −
∫ ∞
ǫ
dt
t
1− e−(N−d)t/2
et − 1 ·
1− e−(Nx−m)t/2x
et/x − 1 . (A.21)
For m = d, the summation over ℓ in the function h yields
h(N,x, d, d) =
Nx−d
2∑
k=1
[
log Γ(kx)− log
∣∣Γ(kx − N−d2 )∣∣] =
Nx−d
2∑
k=1
[
log Γ(kx)− log
∣∣Γ(d2 + 2−d2x − kx)∣∣], (A.22)
where the last equality follows from the change of variable k → Nx−d2 + 1 − k. Using the identity
Γ(z)Γ(1 − z) = πsinπz , and then the integral representation of log Γ(z), we obtain
h(N,x, d, d) =
Nx−d
2∑
k=1
log
∣∣ sin (π(kx + (2−d)(x−1)2x ))∣∣
π
+
Nx−d
2∑
k=1
[
log Γ(kx) + log Γ(
k
x +
(2−d)(x−1)
2x )
]
, (A.23)
and subsequently
hǫ(N,x, d, d) =
Nx−d
2∑
k=1
log
∣∣ sin (π(kx + (2−d)(x−1)2x ))∣∣
π
+ (Nx−d)(N−d−2)4
∫ ∞
ǫ
dt
t
e−t
− (Nx− d)
∫ ∞
ǫ
dt
t
1
et − 1 +
∫ ∞
ǫ
dt
t
1 + e−(d−2)(1−x)t/2x
1− e−t ·
1− e−(Nx−d)t/2x
et/x − 1 . (A.24)
For m = 2, the same procedure would lead to using the integral representation of log Γ(z) for
Re z < 0. Instead we carry out the summation over k first. The other steps are similar and yield
h(N,x, d, 2) = − (Nx−2)(N−d)4 log x+
N−d
2∑
ℓ=1
[
log Γ(Nx2 − ℓx)− log
∣∣Γ(1− ℓx)∣∣] (A.25)
= − (Nx−2)(N−d)4 log x+
N−d
2∑
ℓ=1
log
| sin(πℓx)|
π
+
N−d
2∑
ℓ=1
[
log Γ(ℓx) + log Γ
(
(ℓ+ d2 − 1)x
)]
,
and
hǫ(N,x, d, 2) =
N−d
2∑
ℓ=1
log
| sin(πℓx)|
π
− (Nx−2)(N−d)4 log x+ (Nx−4)(N−d)4
∫ ∞
ǫ
dt
t
e−t
− (N − d)
∫ ∞
ǫ
dt
t
1
et − 1 +
∫ ∞
ǫ
dt
t
1 + e−(d−2)xt/2
1− e−t ·
1− e−(N−d)xt/2
ext − 1 . (A.26)
In the above expressions for gǫ and hǫ, one can distinguish two types of integrals: those for which
the integrand decays exponentially fast with N (because they contain a factor e−aNt), and those which
do not depend on N at all. We start with the first category, bearing in mind that we are interested
in the asymptotic value of the integrals to order N−1 logN . All terms of order N−1 or smaller will be
neglected.
The integrals we have to evaluate are of the form
∫∞
ǫ e
−aNtF (t) where the function F (t) decays
exponentially fast at infinity but generically has a pole at the origin of finite order (smaller or equal
to 3 in all cases). Expanding F (t) in a Laurent series around the singularity t = 0, the positive power
part of the expansion can be neglected since a power of tk, upon integration, contributes a finite term
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proportional to N−k−1. In particular, no term proportional to N−1 logN can be produced. For the
negative powers of t, we use the following results, valid for any positive n, large or not:∫ ∞
ǫ
dt
t
e−nt = − log ǫ− log n− γ +O (ǫ) , (A.27a)∫ ∞
ǫ
dt
t2
e−nt =
1
ǫ
+ n log ǫ+ n log n+ n(γ − 1) +O (ǫ) , (A.27b)∫ ∞
ǫ
dt
t3
e−nt =
1
2ǫ2
− n
ǫ
− n
2
2
log ǫ− n
2
2
(
log n− 3
2
+ γ
)
+O (ǫ) , (A.27c)
where γ ≃ 0.57722 is the Euler constant.
For some of the integrals which do not depend on N , we also use the following integral:∫ ∞
ǫ
dt
t
1
eαt − 1 =
1
αǫ
+
1
2
log ǫ+
1
2
log α+
γ
2
− 1
2
log(2π) +O (ǫ) , α > 0. (A.28)
The formulas (A.27) and (A.28) are easily derived from the following two convergent integrals, given
in [45, eqs. (3.429) and (3.427.4)]:∫ ∞
0
dt
t
(
e−t − 1
1 + t
)
= −γ,
∫ ∞
0
dt
t
e−t
( 1
et − 1 −
1
t
+
1
2
)
= 1− 1
2
log(2π). (A.29)
When computing gh(N,x, d,m), we are free to regularise the functions gǫ and hǫ′ with two pa-
rameters ǫ and ǫ′ that can differ. The convenient choice turns out to be ǫ = ǫ′ for m = d and ǫ = xǫ′
for m = 2. For instance, we combine an integral from (A.21) with a second integral from (A.26) and
find
−
∫ ∞
ǫ
dt
t
1
et − 1 ·
1
et/x − 1 +
∫ ∞
ǫ′
dt
t
1
1− e−t ·
1
ext − 1 =
∫ ∞
ǫ
dt
t
1
et − 1 (A.30)
and the resulting integral is of the form (A.28) with α = 1. We then encounter only two integrals
that are not expressible as the integrals in (A.27) and (A.28). Both are independent of N . They read,
respectively for m = d and m = 2,∫ ∞
ǫ
dt
t
e−(
d
2
−1)(1−x)t/x
(1− e−t)(et/x − 1) and
∫ ∞
ǫ
dt
t
e−(
d
2
−1)xt
(1− e−t)(ext − 1) . (A.31)
By subtracting counterterms, their ǫ-expansion can be expressed in terms of the following two conver-
gent integrals I1(x) and I2(x),
I1(x) =
∫ ∞
0
dt
t
{ e−(d2−1)(1−x)t/x
(1− e−t)(et/x − 1) −A(t;x) e
−t(1+x)/(2x)
}
, (A.32a)
A(t;x) =
[ x
t2
+
1− d2(1− x)
t
+
11− 12d+ 3d2 + 6xd(2 − d) + x2(3d2 − 1)
24x
]
, (A.32b)
and
I2(x) =
∫ ∞
0
dt
t
{ e−(d2−1)xt
(1− e−t)(ext − 1) −B(t;x) e
−t(1+x)/2
}
, (A.33a)
B(t;x) =
[ 1
xt2
+
1− d2 + 1x
t
+
11 + 12x(2 − d) + x2(11− 12d + 3d2)
24x
]
, (A.33b)
to which must be added the divergent integrals of the counterterms, well under control by using (A.27).
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Putting all together, we obtain the following expression of gh(N,x, d,m) for m = d,
gh(N,x, d, d) =
N2x
2
(
logN − 32
)
+
N
2
[
d(x+ 1) + log 2 + x log(4π) − d(x+ 1) logN]
+
(1− 3d+ 32d2)(1 + x2)− 3x(3− 2d− d2)
12x
(
logN − log
(1 + x
2x
))
+
d2 − 1
2
log
(1 + x
2x
)
+ (1− d) log 2− d+ 1
2
log(2π)− 1
2
log x− (x+ 1)(5 − 3x+ 4d(x− 1))
16x
+ I1(x)
+
Nx−d
2∑
k=1
log
∣∣ sin (π(kx + (2−d)(x−1)2x ))∣∣
π
+O (N−1) , (A.34)
and for m = 2,
gh(N,x, d, 2) =
N2x
2
(
logN − 32
)
+
N
2
[
(dx+ 2) + (x+ 1) log 2 + log(2π) − (dx+ 2) logN]
+
1− 3x(1 − 3d) + x2(1− 3d+ 32d2)
12x
(
logN − log
(1 + x
2x
))
+ (d− 12 ) log
(1 + x
2x
)
− d
2
log 2
− d+ 1
2
log(2π) +
(x+ 1)(4dx − 5(x+ 1))
16x
+ I2(x) +
N−d
2∑
ℓ=1
log
| sin(πℓx)|
π
+O (N−1) . (A.35)
Finally, in order to evaluate the combination Cgh(N,x, d), we need to compute the combination
I1(x) + I2(1− x)− I2(1−xx ). Since both I1 and I2 are convergent, we can make the change of variable
t→ xt in the first term, I1(x), and in the third one, I2(1−xx ). Doing this yields
I1(x) + I2(1− x)− I2(1−xx ) =
∫ ∞
0
dt
t
{
e−(
d
2
−1)(1−x)t
1− e−t
[ e−t
1− e−xt +
1
e(1−x)t − 1
]
− e
−(d
2
−1)(1−x)t
(1− e−xt)(e(1−x)t − 1)
−A(xt;x) e−t(1+x)/2 −B(t; 1− x) e−t(2−x)/2 +B(xt; 1−xx ) e−t/2
}
. (A.36)
The three terms on the first line miraculously cancel out, leaving the integral of the three terms on the
second line. It is easily carried out by using the formulas (A.27),
I1(x) + I2(1− x)− I2(1−xx ) =
17
16
− x
2
+
d
2
(x− 1) + (1− 3d+
3
2d
2)(1 + x2)− 3x(1− d)2
12x
log (1 + x)
+
5− 6d+ 32d2 − x(5− 9d+ 3d2) + x2(1− 3d+ 32d2)
12(1− x) log (2 − x). (A.37)
The function Cgh(N,x, d) may then be computed. We simplify the sum of logarithms of trigono-
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metric functions in (A.35) with (A.10). A similar identity is used for (A.34). The result reads
Cgh(N,x, d) =N
2
(
(1− x+ x2)(logN − 32 ) + x(x− 1)x log x
)
+ N
(
(2− 2x+ d+ dx)(1− logN) + (d+ 2x− dx) log x+ 2 log 2
)
+ d2 logN − 3d log 2− log
(π
2
)
+
2x− (2− 6d+ 3d2)(1 − x)2
12x
log(1− x)− 10− 10x+ 2x
2 + 6d(2 − x− x2) + 3d2(1− x)2
12(1 − x) log x
+

logN − 2
d
2
−1∑
j=1
log |sin(πjx)| +O (N−1) for N, d even,
log 2− 2
d−1
2∑
j=1
log
∣∣∣cos(πx(j − d2))∣∣∣+O (N−1) for N, d odd.
(A.38)
In computing (A.4), we find that the sums of logarithms of trigonometric functions from (A.38) simplify
with those in (A.11). Combining (A.4), (A.6b) to (A.6d), (A.11), (A.13), (A.18) and (A.38), we obtain
(3.21) for both parities of N and d, ending the proof of Theorem 1. As noted earlier, the final result
contains no N−1 logN term.
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