Signature-based detection relies on patterns present in viruses and provides a relatively simple and efficient method for detecting known viruses. At present, most anti-virus systems rely primarily on signature detection.
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Introduction
Malware are programs that infect a machine and perform malicious actions on that machine.
Viruses, worms and trojan horses are some typical categories of malware. The first PC virus, called Brain, was created in 1986; it infected the boot sector of the storage media [21] . Since the creation of Brain, virus creation and detection methodologies have evolved considerably [21] . Virus creators try to evade popular detection mechanisms. Once a virus bypassed an anti-virus system and infects a large number of computers, virus detection mechanisms are generally updated to prevent further infections.
Virus programmers have created several types of viruses that attempt to bypass certain detection systems [21] . Polymorphic viruses spread to host machines after encrypting their code with unique keys to hide their signature. In contrast, metamorphic viruses change their signature by altering their code [15] . The ultimate goal of an antivirus program is to develop a security mechanism that is strong enough to detect any virus and prevent further infection.
However, the detection mechanisms currently available do not detect all types of viruses. In particular, metamorphic viruses are difficult to detect. In this project, we implement a metamorphic technique that evades any signature-based detection system. We then show that a machine learning technique can efficiently detect these types of viruses.
Early stages
During the early stages of virus creation, virus programmers tried to infect a large number of victims throughout the world. Viruses created were similar in their type of infection, but the malicious actions performed were different. Viruses were created to corrupt the disk system, email accounts, private networks, etc. The methods used to infect a host machine and spread to other machines were similar for all these viruses. Virus detection systems attempted to detect the infections based on the signature files and actions performed by viruses. Most of the early stage viruses were detected based on their signatures. As virus detection systems detected and stopped the infections with increasing strength, virus programmers started implementing new methods for creating viruses and spreading the infections.
During recent years, the number of malicious programs has grown rapidly. According to security experts, the number of viruses will be more than a million before the end of this decade [16] .
Even though there the number of viruses has drastically increased, patches and removal tools for most of the viruses have been created immediately after their appearance. In addition, the infections spread by these malware are decreasing. For example, the amount of infections spread by email attachment viruses has reduced from one in 40 to one in 1000 in the last 10 years. This decrease in infections is due to efficient intrusion detection systems [16] . On a similar note, virus writers are developing new techniques to create and spread viruses without being detected. Thus, an intelligent intrusion detection system is necessary to handle different types of viruses.
Stealth Viruses
Stealth viruses are the first step taken by virus programmers to elude virus detection systems. These types of viruses take control of the file management system and conceal the changes it has made to the infected files. Due to the stealth nature, these types of viruses reside in memory and hide from virus detection systems. These viruses corrupt the files and sometimes encrypt the data present in the files [21] . When virus scanners attempt to scan the files, viruses redirect them to the proper data location and avoid detection. In order to detect such memory resident viruses, virus detection systems were built so that the active memory could be scanned for infections before the files were scanned. These types of detection systems worked more effectively when executed from a compact disc or floppy disk, which is write-protected. Brain, Frodo and Whale are some of the popular stealth viruses [21] .
Polymorphic Viruses
Polymorphic viruses try to bypass virus detection systems by mutating themselves through self-encryption [5] . The code encryption implemented in polymorphic viruses hides the signature of virus files. The code is encrypted using different keys for the victim host machines. The decryption engine is attached in the code itself, which will then decrypt the code and execute the virus. This type of viruses is harder to detect since signature is hidden using encryption. Figure 1 illustrates different variants of a typical polymorphic virus. Although the code is encrypted, the decryption engine used is the same. In order to bypass the detection systems, these viruses use multiple encryption schemes and carry different decryption engines [17] . While decrypting the code, one of the decryption engines is used. So this type of viruses can be possibly detected using emulation based detection systems [2] . The virus named 1260 was the first polymorphic virus; it paved the way to the creation of sophisticated polymorphic viruses with different techniques for encryption and decryption.
Metamorphic Viruses
Metamorphic viruses modify their code to produce an equivalent one during propagation [3] . These viruses attempt to evade detection through static analysis by implementing code obfuscation techniques. Such techniques implemented are swapping interchangeable instructions, inserting garbage instructions and introducing conditional jumps to produce the child virus [9] .
The child virus will basically do the same function but will have a different signature. In this method, the signature of a virus is broken by changing the order of instructions without altering the control flow. A sophisticated type of this virus will generate code based on the host's operating system by translating the instructions to the corresponding machine code [8] . Figure 2 illustrates different variants of a typical metamorphic virus.
Figure 2: Generations of a Metamorphic Virus [17]
The detection of these viruses using their signature is challenging since the signature is broken in each version of the virus. In order to detect such metamorphic viruses, the detection system should be designed to extract the essential instructions of the virus from virus instance.
This extracted instruction set should be used to detect the viruses of that type [9] . An antivirus scanner extracts the opcode pattern from an executable file and searches the signature database for the input opcode pattern. The input opcode pattern is considered as the signature of the input file. If a match is found in the signature database, the input file is classified as the corresponding virus family matched in the signature database. For example, if the signature of the input file is 83EB 0274 EB0E 740A 81EB 0301 0000, then this will be searched in the signature database and the file will be classified as W32/Beast virus since 83EB 0274 EB0E 740A 81EB 0301 0000 is the signature of the W32/Beast virus [18] . A similar search pattern used to detect Stoned virus is shown in Figure 3 [18] . 
Anomaly based virus detection
Anomaly based detection systems monitor the processes on a host machine for any abnormal activity. If any abnormal activity is identified, the system raises an alarm signaling the possible presence of malware [15] . In this detection technique, the system uses the collected heuristics to categorize an activity as normal or malicious. Even though chances of false alarm are relatively higher in this method, it is more reliable because it is also capable of detecting new viruses. The important thing to note is that raising a false alarm is not as potential harmful as allowing a new virus. However, these systems can be trained gradually by intruders to consider abnormal behavior as normal. Thus, system will fail to detect the abnormal activity in such cases [15] .
Emulation based detection
The emulation based detection is an effective method where a virus is executed in a virtual environment by emulating the instructions in the virus code. This type of detection is used to detect polymorphic, as well as metamorphic, viruses. The virus instance can be executed in the virtual environment in order to identify instruction sequence or behavior of the virus [21] . In addition to the virtual environment, code optimization techniques can be applied to the execution process to decrease the time for detection. Table 1 lists the strength and weakness of these detection methods. 
Code obfuscation techniques
Metamorphic viruses use one or more code obfuscation techniques to produce different metamorphic versions of the same virus. The obfuscation techniques are used in this method to break the signatures of the virus files. Therefore, most of the virus programmers will implement as many as possible obfuscation techniques to bypass the intrusion detection systems. In some cases, the obfuscation techniques implemented may help the detection systems detect the viruses. This is due to the excess amount of obfuscation implemented rather than the obfuscation required to bypass the detection system. The code obfuscation techniques implemented in various viruses are shown in Table 2 . 
Garbage Instructions
Inserting garbage instructions like NOP instructions or opaque predicates in between the actual code blocks is a simple obfuscation technique used in all of the virus generators. These garbage instructions will not alter the functionality of the code but will increase the size of the code. Viruses that contain garbage instructions are hard to detect using the signatures since these instructions break the signature of the virus. The garbage instructions should be inserted within a threshold value. If the number of garbage instructions is high, the intrusion detection systems can easily detect the abnormality in the code. In our code obfuscation engine, the garbage instructions are inserted at random with a threshold value. Also, the instructions inserted between the blocks are not similar.
Instruction Reordering
In this method, the instructions in the virus code are reordered in a random fashion and control flow is adjusted to make it execute in the same order. This is accomplished by providing labels for each reorder and then using conditional jump instructions to jump the control to the labels. Thus, the instructions are reordered inside the code without altering the control flow. This method of obfuscation is well known for bypassing signature detection since it changes the order of opcode sequence. The instructions are reordered in such a way that it does not introduce too many jump instructions. If too many jump instructions are inserted, the intrusion detection systems may detect the abnormal behavior and report that as malware. Figure 4 shows an example of code reordering 
Subroutine Reordering
In this method, the subroutines in the virus code are reordered without changing the control flow of the virus code. This method is similar to instruction reordering where the subroutines are reordered using labels and conditional jump instructions.
Interchangeable Instructions
In this method, the instructions that have many equivalent instructions performing the same operation are replaced by one of its equivalent instructions. This introduces a smaller amount of metamorphism since the opcode pattern is changed due to this method. Thus, the metamorphic versions of a virus will have a different pattern of opcode but perform the same functionalities. This method is only successful for signature detection systems because it totally detects the viruses based on the opcode pattern. Also, the obfuscation introduced through this this obfuscation method, are disassembled using any disassembler, these obfuscation are removed.
Swapping of registers
This is a similar method to Interchangeable instructions; instead of replacing instructions, the registers are replaced with equivalent registers. The underling idea is same in both the methods, which try to change the opcode pattern and bypass the signature detection. This technique was used in the generation of W95/Regswap virus [18] . Table 3 provides an example of code obfuscation used by the Next Generation Virus Construction Kit (NGVCK) [21] . Machine learning techniques can be applied to detect metamorphic viruses since they can be used to detect patterns between the generations of a specific family of virus. These detected patterns from a training model that can be used to test any input instance for similarities.
Neural networks
The Neural networks can be implemented in detecting viruses that possess a specific set of features. Initially, the features of a virus should be analyzed and the networks should be trained based on the features [7] . Then, the network model can be used to identify viruses that contain most of the features present in the model. These network models are well known for detecting viruses that are not in the same family as the training model, but possess some of the malicious features from the training model.
The efficiency of these network models also depends upon the threshold values for the minimum number of features to be present in a test file. A higher threshold value trains the network model to detect viruses only from the specific virus family whereas a lower threshold value results in higher false positive rates. This detection technique was implemented in IBM Antivirus program to detect boot sector viruses. The program was able to detect the boot sector viruses efficiently with a very low false positive rate [7] . This is because the scanner was able to cover most of the features of boot sector viruses in the network model.
Data mining techniques
Most data mining techniques are rule based methods that train the models with a set of rules about the functionality of the viruses. The training model classifies the test files based on the rules covered by those files [22] . Once again, the chance of false positives is high in this case. However, this technique is used widely for pattern detection in a large set of data.
Researchers have shown that the data mining techniques produce effective results when multiple data mining models are combined.
Hidden Markov models
Hidden Markov models (HMM) are statistical models used to analyze and understand a
Markov process and provide a result based on a series of observations related to the process. This is a state machine based model, which completely relies on the current state and does not consider the past states. This model is used to take decisions based on a process using the observations that are obtained as input to the model. However, the underlying process is always hidden in this model and the observations and results are only visible to the outside world. It is demonstrated in [22] that hidden Markov models (HMMs) could be used for detection of metamorphic viruses.
Training the model
The HMM can be trained for a particular model using the observations and state transitions from a training set. Once the model is trained on a training data set, it is able to detect the similar patterns from any set of observations and make state transitions according to that. In this project,
we train a HMM model with the observations for a particular metamorphic virus family. Once the model is trained, it is able to detect the metamorphic viruses using the similarities between the opcode patterns.
In this project, a metamorphic virus generator is implemented in Perl, which satisfies the conditions specified in [4] . This engine generates metamorphic versions of a seed virus, which is given as input. It also implements code obfuscation techniques, like instruction reordering and garbage insertion, to produce the metamorphic versions of a virus.
Implementation method
The input virus code is split into smaller blocks of code and then reordered using conditional jump instructions and labels. The number of instructions in each block is set to a variable and it is initially set to six. The virus code is split into blocks based on conditions provided in [4] . The code blocks should not end with a jump instruction or a NOP instruction. In addition to that, the entire virus code should be present in the code section of the assembly file.
Viruses, which contain a part of the code in the data section, could not be given as input to the generator. After splitting the code into smaller blocks of code, the blocks are randomly shuffled.
Then, labels are placed for each block of code and the control flow is then maintained by placing conditional jump instructions for each block. The code obfuscation techniques implemented in the generator are instruction reordering and garbage insertion. The overall process of the code obfuscation process is shown in Figure 5 .
The low level description of the functions performed by the code obfuscation engine is:
• Any valid instruction present in the assembly file is identified
• Block generator generated the blocks based on the following specific conditions.
• The first and last block of the code should not be changed.
• The last instruction of the block could not be a label, JMP and NOP
• Insert garbage instructions within a minimum threshold value. Also, the inserted instructions should not have affected the original virus code.
• The block numbers are generated using permutation at random.
• Then, the output file is written with the code blocks written in the order computed through permutation
The garbage insertion is implemented in the generator as an optional element. The amount of garbage instructions inserted could be controlled using a threshold value. Based on the threshold value selected, the garbage instructions, such as dummy copy instructions and opaque predicates, are inserted in between each pair of code blocks. The garbage instructions are inserted into the virus code after the blocks shuffling is done. Since the amount and content of obfuscation is varied every time for each generation of a virus, the metamorphic form generated has a different signature every time. The generator has been tested with virus families like NGVCK, Phalcon Skism G2 and PS-MPC. 
Testing the HMM Model
The HMM engine is tested using the 40 ASM files that remained in the set of 200 files disassembled using IDA Pro. In addition to these 40 files, the test set also includes 25 other family viruses and 40 clean files. The other family viruses are included in the test case to ensure that scores between the family viruses and other viruses are different. We perform a k-fold cross validation with the data set provided as input to test the HMM model. It splits the input data set with 200 files into 5 equal sets. Among these five sets, four sets of files are used for training the model and one set is used to test the trained HMM model. We analyzed viruses generated using different virus generators like MPCGEN (Phalcon/Skism Mass Code Generator), G2 (Generation 2 Virus Generator), VCL32 (Virus Creation Lab for Win32) and NGVCK (Next Generation Virus Creation Kit). In each test case, the popular anti-virus scanners could not detect the generated virus files. We were able to successfully bypass the signature detection, but, irrespective of the seed viruses that were used, HMM engine was able to detect the viruses effectively. In addition to that, the HMM engine was able to clearly distinguish between virus files and normal files.
Experimental Setup
Virus creation, analysis and testing were executed using the setup listed in Table 4 . 
Creation of Seed Virus
The seed virus, which was given as the input to the code obfuscation engine, was created using a virus construction kit. Virus generators that we used for this implementation were MPCGEN (Phalcon/Skism Mass Code Generator), G2 (Generation 2 Virus Generator), VCL32
(Virus Creation Lab for Win32) and NGVCK (Next Generation Virus Creation Kit). These generators were downloaded from the vxheaven website. Each constructor had specific instructions and options to create a seed virus. Seed viruses were created following the instructions given by the virus construction kits. When the created ASM file of the seed virus was compiled, the anti-virus scanners detected the executables as the corresponding virus. This test was done to ensure that the anti-virus scanner used for testing the obfuscated files was able to detect the seed virus. The screenshot of the security alert displayed as soon as the seed virus is compiled is shown in Figure 8 . 
Testing Signature Detection
Viruses created using the code obfuscation engine were assembled and compiled using TASM and TLINK to produce executables of the viruses. These viruses were scanned using popular anti-virus scanners like Avast and McAfee. The post-scan summary is shown in Figure   10 and Figure 11 .
Figure 10: Scanning the generated metamorphic viruses using McAfee
These scanners were not able detect these executables as viruses since the signature was totally broken with the help of code obfuscation engine.
Figure 11: Scanning the generated metamorphic viruses using Avast
The log file generated by Avast antivirus after the scan is also provided. The log file did not have any information about malicious executables. The screenshot of the log file is shown in Figure 12 . 
Testing using HMM Model
A HMM model was trained using the viruses generated and then tested against variants.
The executables generated to test the antivirus scanners were disassembled using IDA Pro, and the ASM files produced were given as the input for the HMM Model. Then, we perform a k-fold validation with 800 iterations and 5 sets of 40 viruses each. Among the five sets, four sets were used for training the model and one set was used for testing the model. The number of observation symbols was in the range from 40 to 42 and the total number of observations ranged from 41472 to 42151. The HMM score graph is shown in Figure 13 .
Figure 13: HMM Scores graph
This project's main goal is to show that the metamorphic viruses generated satisfying the conditions in [4] will bypass the signature detection systems. This is due to the code obfuscation techniques implemented in generating the metamorphic viruses. The second goal of the project is to prove that the machine learning methods are effective in detecting these metamorphic viruses.
In our second phase, a HMM model is trained using datasets from different metamorphic viruses and then used to detect the metamorphic viruses generated using the code obfuscation engine developed in the previous phase.
We performed a five-fold cross validation by dividing the data set containing 200 viruses into five equal sets. Among these five sets, four sets were used for training the HMM model and the excluded set was used to test the model. Since it follows five-fold cross validation, five different models were generated and tested for efficient results. Finally, we were able to conclude that metamorphic viruses generated by following the conditions in [4] successfully evaded signature detection. The experiment results clearly showed that HMM models were able to detect these metamorphic viruses efficiently.
In this project, we obfuscated the code by inserting garbage instructions and shuffling the code blocks without altering the control flow. The HMM model was able to detect the opcode patterns in these viruses even after obfuscation. This implementation can be improved further by strengthening the code obfuscation process. The techniques currently used by metamorphic generators are not producing variants that challenge HMM models. The obfuscation process should be able to replace one or more instructions with a different set of equivalent instructions performing same functions. As a result, viruses will contain different opcode sequences which might be challenging to detect by an HMM model.
The disassembly process implemented in our implementation takes considerable amount of time to prepare the input data files for HMM detection. Virus executables were disassembled using IDA Pro disassembler. Due to this, the time taken for the detection process is relatively more than signature detection. This time factor can be reduced by designing a disassembler that can speed up this process by extracting the opcodes from the raw binary file. If a faster disassembly process is implemented, the HMM models can be used to analyze a large set of virus variants and increase the efficiency of the detection. 
