The lognormal (LN) and gamma-gamma (GG) distributions are compared to simulated and experimental data of the irradiance fluctuations of a Gaussian beam wave propagating through the atmosphere along a horizontal path, near the ground, in the moderate-to-strong turbulence regime. Irradiance data were collected simultaneously at three receiving apertures of different sizes. Atmospheric parameters were inferred from the measurements and scintillation theory and were used to develop the parameters for the theoretical probability density functions. Numerical simulations were produced with the same C n 2 value as the experimental data. Aperture-averaging effects were investigated by comparing the irradiance distributions for the three apertures at two different values of the structure parameter C n 2 , and, hence, different values of the coherence radius 0 . For the moderate-to-strong fluctuation regime, the GG distribution provides a good fit to the irradiance fluctuations collected by finite-sized apertures that are significantly smaller than 0 . For apertures larger than or equal to 0 , the irradiance fluctuations appear to be LN distributed.
Introduction
The performance of a lasercom system operating in the atmosphere is reduced by optical turbulence, which causes irradiance fluctuations in the received signal (scintillation). The result is a randomly fading signal. Fade statistics for lasercom systems are determined from the probability density function (PDF) of the irradiance fluctuations. To determine the reliability of free-space optics systems, it is essential to have a mathematical model that accurately describes the PDF of the randomly fading irradiance signal. It is desirable to have a tractable, closed-form expression for the PDF that is valid under all conditions of irradiance fluctuations. In addition, the parameters of the PDF should depend directly on atmospheric parameters.
As early as the 1970s, it was widely accepted that the irradiance fluctuations obey lognormal (LN) statistics in the weak fluctuation regime, 1 but no PDF model existed for the moderate-to-strong fluctuation regime. 1, 2 It was later shown that a single family of density functions is inadequate to describe the irradiance fluctuations due to the nonstationary nature of atmospheric turbulence. Nonstationary scattering models were found to be governed by doubly stochastic processes, which are obtained by calculating the expected value of a conditional density function with a random, fluctuating mean. The mean of the conditional distribution is said to be smeared or modulated by the distribution of the mean. 3, 4 Several different modulations of two PDFs have been proposed as the distribution function for the irradiance fluctuations associated with a small-aperture receiver. In strong atmospheric turbulence, both the K distribution [5] [6] [7] [8] and the lognormally modulated exponential (LNME) distribution 9 agree well with experimental data. The IK distribution 3, 10 ; the lognormally modulated Rician (LNMR) distribution, 1,2,11 also known as Beckmann's PDF 12 ; and the gamma-gamma (GG) distribution 4, 8, 13 are candidates to describe the PDF of the irradiance fluctuations under all conditions of atmospheric turbulence. Both simulation 12 and experimental 14 data for spherical waves show strong support for the LNMR distribution in weak, moderate, and strong irradiance fluctuations. Also the GG distribution is supported by simulation data in all fluctuation regimes. 13 The comparisons of theoretical PDFs with experimental or simulation data mentioned above are based on plane and spherical waves propagating along horizontal paths and use irradiance data collected by small (point) apertures. Some previous work exists that involves larger receiving apertures in the moderate-to-strong turbulence regime. 9, 15 They indicate that receiver-aperture-averaged irradiance is LN for sufficiently large apertures. As mentioned above, the LN distribution was believed to describe the irradiance fluctuations in weak turbulence. However, it was recently shown that irradiance fluctuations for plane and spherical waves propagating horizontally and collected by point apertures in the weak fluctuation regime are not truly LN. 16, 17 Experimental results, 14 as well as simulation data, 16, 18 show deviations from LN statistics in the tails of the distribution. Theoretically, it has been shown that the PDF cannot be truly LN in the weak regime of turbulence by retaining perturbation terms up to second order in the Rytov approximation. 17 Simulation data of Gaussian beam waves 19, 20 show that even the first-order term in the Rytov approximation has a nonlognormal behavior in the weak fluctuation regime when beam wander takes place. This occurs for focused beams along horizontal paths 19 and collimated beams along ground-to-space paths. 19, 20 This work involves experimental data of a slightly diverged Gaussian beam wave propagating horizontally, near ground, in the moderate-to-strong regime of optical turbulence. Irradiance data were collected at three receiving apertures of different diameter. The path average values of important atmospheric parameters were inferred from the measurements and used to reproduce the experimental data with numerical simulations. The probability density of the irradiance fluctuations was calculated from both experimental data and simulation values for the three receiver apertures for both moderate and strong atmospheric turbulence. Comparisons were made with the LN and GG distributions. These distributions are attractive to work with because of their closed-form expressions and direct dependence on atmospheric parameters. Scintillation theory for the on-axis portion of a Gaussian beam wave was used in the calculations for the theoretical PDFs. However, for this particular experimental setup, spherical wave theory would give comparable results for the statistics of the laser beam.
Aperture Averaging and Probability Density Function Models

A. Scale Sizes
Scintillation, defined as the normalized irradiance fluctuations at the receiving aperture, is caused by a randomly changing refractive index along the propagation path. Pockets of air with constant index of refraction form turbulence cells called eddies, which range in scale size from the inner scale of turbulence l 0 to the large scale of turbulence L 0 . Large-scale sizes have a refractive (focusing) effect on an optical wave, while small-scale sizes cause the wave to diffract. The refractive and diffractive scattering processes result in scintillation. In general, the diffractive small-scale contribution to scintillation is caused by scale sizes smaller than the Fresnel zone ͑L͞k͒ 1͞2 or the spatial coherence radius 0 , whichever is smallest, while the refractive large-scale effect is caused by scale sizes larger than the Fresnel zone or the scattering disk L͞k 0 , whichever is largest. Consequently, in the moderate-to-strong fluctuation regime medium-sized eddies, smaller than the scattering disk and larger than the coherence radius, are ineffective in producing scintillation and will not contribute to the irradiance fluctuations. 17 
B. Aperture Averaging
If a receiving aperture is larger than a spatial scale size that produces the irradiance fluctuations, the receiver will average the fluctuations over the aperture and the scintillation will be less compared to scintillation measured with a point receiver. 21 It has been shown that aperture averaging causes a shift of the relative spatial frequency content of the irradiance spectrum toward lower frequencies, since the fastest fluctuations caused by small-scale sizes average out. 22 Hence, the scintillation measured by a receiving aperture is produced by scale sizes larger than the aperture.
In strong turbulence, there is a two-scale behavior in the irradiance flux variance obtained by a finitesize receiving aperture. A sharp decrease in scintillation is observed for increasing aperture sizes up to the coherence scale, 0 , after which there is a leveling effect, followed by a second decrease in the irradiance flux variance when the aperture exceeds the scattering disk L͞k 0 . 21, 22 The leveling effect arises since medium-scale sizes are inefficient in producing scintillation in strong turbulence. Hence, if a receiving aperture is larger than 0 in strong turbulence, the small-scale scintillation is mostly averaged out. This should affect the PDF of the irradiance fluctuations since existing models, developed for point receivers, are obtained by modulating the small-and largescale distributions. Intuitively, in strong turbulence, aperture averaging should shift the PDF toward the distribution of the large-scale fluctuations. The largescale fluctuations are assumed to be LN in both the LNMR and the LNME distributions, while it is assumed to be gamma distributed in the GG distribution.
C. Lognormal Distribution
The LN distribution is obtained by modeling the incoming field of an optical wave as a product of the scattered field from several independent scatterers. Taking the logarithm of the product and applying the central limit theorem result in a LN distributed field. 2 Theoretically, the LN distribution follows from the Rytov approximation, which is valid under weak irradiance fluctuations and is based on a perturbation expansion in the exponent of the field. If only the first-order perturbation term is considered, the logarithm of the amplitude of the field can be expressed in terms of an integral over the refractive index fluctuations along the propagation path. The region of integration can be divided into numerous subregions, in which the refractive index fluctuations are uncorrelated. Therefore, by the central limit theorem, the logarithm of the amplitude is normally distributed. As a consequence, the logarithm of the irradiance is also normally distributed, and hence, the irradiance has a LN distribution. 23 However, since the secondorder phase perturbation is not Gaussian, the irradiance fluctuations cannot be truly LN in the weak fluctuation regime. 17 A LN distributed normalized irradiance ͑͗I͘ ϭ 1͒ is described by 17
where ln I 2 is the log-irradiance variance, which is related to the scintillation index I 2 by the relation 17
where ln is the natural logarithm. In weak tur-
is approximately equal to I 2 . In the moderate-to-strong fluctuation regime it is important to use the relation in Eq. (2).
D. Gamma-Gamma Distribution
The GG distribution for the irradiance is obtained by a modulation between the small-scale irradiance y and the large-scale irradiance x 13, 17 :
where x and y are assumed to be gamma distributed and statistically independent. A conditional PDF for the irradiance is given by the small-scale irradiance, which is assumed to have a fluctuating mean that is smeared, or modulated, by the distribution of the large-scale fluctuations. The unconditional PDF for the irradiance is a doubly stochastic process and is obtained by taking the expected value of the unconditional PDF, which results in the GG distribution 13, 17 :
where I is the normalized irradiance, ⌫͑x͒ is the gamma function, and K ͑x͒ is the modified Bessel function of the second kind. ␣ and ␤ are the parameters of the PDF, which represent the effective numbers of large-and small-scale scatterers, respectively. They are related to the scintillation index by calculating the second moment of the GG distributed irradiance 13, 17 :
It follows from Eq. (3) that the second moment can also be written as
where x 2 and y 2 are the large-and small-scale normalized variances (scintillation), respectively. Hence, the parameters of the GG distribution are identified as the inverse of the large-and small-scale scintillations:
␤ ϭ 1
Recently developed scintillation theory, 17, 22, 24, 25 valid in all regimes of turbulence, relates the small-and large-scale scintillations to the strength of turbulence and the inner and outer scales for various optical waves. Consequently, the parameters in the GG distribution are directly related to the atmospheric parameters l 0 , L 0 , and C n 2 . For a Gaussian beam wave, the relations are found in Ref. 17 . The scintillation index, which is the parameter in the LN distribution, is related to the large-and small-scale log-irradiance variances, ln x 2 and ln y 2 , respectively 17 :
Experiment and Simulation
A. Experimental Data
The experiment was conducted during 7-11 February 2005, at a laser range located near Adelaide, South Australia. The terrain was dry grassland. A continuous-wave laser operating at 1550 nm was launched horizontally into free space via a 45 mm diameter collimator, mounted 2.1 m above ground. The transmitted power was approximately 22 dBm (150 mW) and the beam divergence was measured to be 0.46 mrad (full angle). After propagating 1500 m along a horizontal path through the atmosphere, the beam was detected by three germanium photodiodes of 1, 5, and 13 mm diameter. No lenses were placed in front of the detectors. The detectors were mounted on a tripod, positioned 2.2 m above ground, and the signal was captured with a sampling rate of 10 kHz. Great caution was taken to avoid clipping in the received irradiance data. Data were taken in 5 min intervals, and the background radiation was measured before and after each run.
During the data collection, the weather ranged from full sunshine to mostly sunny, with air temperatures in the range of 18-27°C and wind speeds between 0 and 7 m͞s (cross wind speed of 0 -5 m͞s). A more detailed description of the experiment is found in Ref. 26 .
The probability density of the natural logarithm of the normalized irradiance was determined for each receiver aperture for 5 min intervals of collected data. To obtain the true experimental irradiance, the background noise was subtracted from each data point. The background noise was estimated to be the mean value of the background measurement taken before and after each 5 min interval of collected data. The normalized irradiance was obtained by dividing each corrected data point by the 5 min average of the corrected data. To capture the behavior in the tails of the PDF, the natural logarithm of the normalized irradiance, referred to as the normalized log irradiance, was calculated and used to sort the data into histogram bins. For values of the normalized log irradiance between Ϫ5 and Ϫ2, the bin width was 1. For values from Ϫ2 to 2, and from 2 to 5, the corresponding bin widths were 0.2 and 0.5. The different bin widths were used to avoid empty bins. The number of data points in each bin was calculated for the 5 min time interval. The probability density was obtained by dividing the number of data points in each bin by the bin width and the total number of data points in the time interval ͑3 ϫ 10 6 ͒. The midpoint of the normalized log irradiance in each bin was used as the corresponding log-irradiance value for the experimental probability density when plotting the PDF.
To compare the PDF of the experimental data with theory and simulation data, the atmospheric conditions along the propagation path are required. Optical measurements, in combination with a scintillation theory developed by Andrews et al. 17, 25 were used to infer the refractive index structure parameter C n 2 , the inner scale of turbulence l 0 , and the outer scale of turbulence L 0 , along the propagation path. 26 The theoretical expressions for the scintillation index, at a fixed range and wavelength, depend on four parameters: C n 2 , l 0 , L 0 , and D. By specifying three different collecting aperture sizes, and measuring the corresponding scintillation index experimentally, a minimization problem for the atmospheric parameters was created. It was solved numerically with the downhill simplex method, 26, 27 which is a multidimensional minimization algorithm that requires only function evaluations, not derivatives. The experimental scintillation index was measured for the same 5 min of data used to calculate the PDF, at each receiving aperture (1, 5, and 13 mm diameter).
Two sets of 5 min intervals of experimental data, collected at 8:47 a.m. 
The LN and GG distributions for the log irradiance are obtained by the following transformation of variables:
where z ϭ ln I is the normalized log irradiance. The ␣ and ␤ parameters in the GG distribution and ln I 2 in the LN distribution were calculated from the inferred C n 2 , l 0 , and L 0 values by using expressions from the scintillation theory for a Gaussian beam wave presented in Refs. 17 and 26.
B. Simulation
To reproduce the experimental results, a numerical simulation of the propagation of a Gaussian beam in atmospheric conditions was performed using a wave-optics code. The wave-optics code is based on a split-step technique, in which the light waves are propagated in the transformed domain and the effect of atmospheric turbulence along the propagation path is simulated by a series of uncorrelated random phase screens. These phase screens are generated under the Markov approximation in the spectral domain by generating a set of Gaussian distributed random numbers with zero mean and variances given by
where A are the random harmonic amplitudes associated with the transverse wave vectors , k is the propagating field wavenumber, ⌬z is the thickness of the phase screen along the propagation path, ⌬ is the grid spacing in the transverse frequency domain, and ⌽ n ͑ ͒ is the spectral power density of the refractive index fluctuations. Kolmogorov's spectrum was used and inner-and outer-scale effects ignored. By applying the Fourier transform to the random amplitudes A , the random phase fluctuations ⌬ lm are generated over an N ϫ N grid. This procedure is repeated at each phase screen along the path. To overcome the problem of undersampling at the lowest spectral frequencies, a subharmonics technique was used with a spectral correction in the subharmonic regime. 28, 29 The simulated beam was a diverging Gaussian beam focused at a distance F 0 ϭ Ϫ69.9 m (calculated from the experimental divergence angle of 0.46 mrad) behind the transmitter and with a transmitter beam radius of W 0 ϭ 1.59 cm. W 0 is defined as the radius at which the irradiance is e Ϫ2 of its on-axis value and fulfills the ratio W 0 ϭ ͱ8D, where D ϭ 4.5 cm is the beam hard aperture diameter at the transmitter. The beam was propagated along a 1.5 km horizontal path, which was divided into 15 equivalent phase screens, each covering a distance z ϭ 100 m. The free-space wavelength was ϭ 1.55 m, and the turbulence strength was either C n 2 ϭ 6.47 ϫ 10 Ϫ14 or C n 2 ϭ 4.58
, corresponding to the two experimental cases. Each phase screen included a total number of 700 grid points along each dimension, separated by a 1.573 mm grid spacing, thus making the total screen width 1.1 m in both transverse dimensions. The two larger receiver apertures (5 and 13 mm) used in the experiment were simulated by averaging the irradiance values at the receiver plane over a circular area with the same aperture diameter, centered at the optical axis. The 1 mm aperture was compared with the irradiance values measured at a single pixel located at the optical axis. The pixel square area is 2.47 mm 2 in the simulations, whereas the circular area of the 1 mm aperture is smaller by a factor of . Hence, a circular receiver aperture of diameter 1͞2 Ϸ 1.8 mm has the same area as the pixel. To simulate the PDF of the irradiance fluctuations, a total number of 40,000 irradiance values were obtained for each different case. The probability density of the simulated values of the normalized log irradiance was obtained in a similar way as described for the experimental data. Since the simulation data were obtained using the Kolmogorov spectrum, the parameters of the theoretical PDFs could be calculated by ignoring inner-and outer-scale effects in the theoretical expressions for the log-irradiance variance, ln I 2 , and the ␣ and ␤ parameters. However, the scintillation index calculated directly from the simulation data does not match predictions made by the scintillation theory. Hence, the ln I 2 parameter in the LN distribution was determined by using Eq. (2) with the scintillation index calculated directly from the simulation data. The ␣ and ␤ parameters in the GG distribution were obtained by doing a best fit to the simulation data, while maintaining the relationship
where the scintillation index I 2 was calculated directly from the simulation data.
Results
A comparison between the experimental and simulation data for all three receiving aperture sizes and the two cases of turbulence strength (C n 2 ϭ 6.47 ϫ 10
Ϫ14
and C n 2 ϭ 4.58 ϫ 10
Ϫ13
) is shown in Fig. 1 . Each subplot shows the results from one receiving aperture and one turbulence condition. The circles show the probability density function for the normalized log irradiance ln(I) obtained from the experimental data. The values of ln(I) corresponding to each circle are the midpoints of each histogram bin. The crosses display the PDF determined from the simulation values. In all cases, the experimental and simulation data have a close fit.
The parameter values used to determine the theoretical PDFs for ln(I) are displayed in Table 1 . For the experimental data, the parameter values were calculated using scintillation theory and atmospheric parameters (C n 2 , l 0 , and L 0 ) inferred from the two different cases of experimental data. The inferred atmospheric parameters are also shown in Table 1 .
, where k is the wavenumber and L is the propagation distance, is provided since it is a commonly used turbulence parameter. The parameter values for the theoretical PDFs for the simulation data were obtained by calculating I 2 directly from the simulation data and by doing a best fit for the ␣ and ␤ parameters. The ␣ and ␤ parameters were used to obtain the GG distribution. As shown in Table 1 , the weak turbulence approximation I 2 Ϸ ln I 2 does not hold. Hence, it is important to use the ln I 2 value when calculating the LN PDF.
Comparisons between the theoretical PDFs and the experimental and simulation data are displayed in Figs. 2 and 3 , respectively. The solid curve represents the GG distribution, while the dashed curve is the LN distribution. Each subplot shows the results from one receiving aperture and one turbulence condition. The comparisons with the theoretical PDFs are focused on the tail of the PDF for small irradiance values, since that is the important region of the PDF when predicting fade statistics for lasercom systems. The comparisons between data and theory are significantly different for the two different turbulence conditions and receiving apertures of different sizes. As shown in Figs. 2 and 3 , both the simulation and experimental data for C n 2 ϭ 6.47 ϫ 10 Ϫ14 have a close fit to the GG distribution for both the 1 and 5 mm receiving apertures. For C n 2 ϭ 6.47 ϫ 10 Ϫ14 and the 13 mm aperture, the experimental data support a GG distribution, while the simulation data lie between the GG and LN distributions. For C n 2 ϭ 4.58 ϫ 10
, the simulation data for the 1 mm receiving aperture fall between the GG and LN distributions, while the simulation data for the 5 mm aperture have a close fit to the LN distribution. For the two smaller apertures, the resolution of the experimental results in the tail of the PDF for small irradiance values is not good enough to draw any conclusions. For C n 2 ϭ 4.58 ϫ 10 Ϫ13 and the 13 mm aperture, the experimental data support the LN distribution and the simulation data are closer to the LN distribution than the GG distribution. The comparisons between data and theory are summarized in Table 2 . Figure 4 shows a graph of the Fresnel zone ͑L͞k͒ Figure 4 shows that the first case with C n 2 ϭ 6.47 ϫ 10 Ϫ14 takes place in the onset of strong turbulence, since it occurs when the Fresnel zone, scattering disk, and the coherence radius are of equal size. Everything to the right of the interception is considered strong turbulence. Hence, the second case with C n 2 ϭ 4.58 ϫ 10 Ϫ13 takes place in the regime of strong atmospheric turbulence. Note that the size of the receiving apertures relative to the coherence radius is different for the two turbulence cases. All aperture diameters are smaller than the coherence radius for C n 2 ϭ 6.47 ϫ 10
Ϫ14
, but only the 1 mm aperture is significantly smaller for C n 2 ϭ 4.58 ϫ 10
Ϫ13
. The labels GG and LN correspond to where the data support the GG and the LN PDFs, respectively, while GG͞LN denotes where the data lie between the two distributions.
Discussion
The shift from a GG distribution to a LN distribution for the 5 mm aperture as the strength of turbulence increases is clearly seen in Figs. 3(c) and 3(d). As seen in Fig. 4 , in the case of the GG distribution, the 5 mm aperture is significantly smaller than the coherence radius, but the two quantities are of similar size in the case of the LN distribution. Also the 13 mm aperture irradiance has a LN distribution when it is larger than the coherence radius in strong turbulence. The comparison between the receiver-aperture size and the coherence radius is of interest because scale sizes larger than the coherence radius and smaller than the scattering disk are ineffective in producing scintillation in the moderate-to-strong fluctuation regime. Hence, all small-scale scintillation is produced by scale sizes smaller than the coherence radius and their contribution to the irradiance fluctuations is averaged out when the receiving aperture is larger than or similar in size to the coherence radius. Consequently, under these conditions, the doubly stochastic process that describes the irradiance fluctuations for a point receiver goes into a single distribution-the PDF of the large-scale fluctuations. These results indicate that the large-scale fluctuation is LN, which is in agreement with the assumptions made for the LNMR (Ref. 11) and LNME (Ref. 9) distributions. The doubly stochastic PDF, developed for a point receiver, accurately describes the irradiance fluctuations collected from apertures significantly smaller than the coherence radius in the moderate-to-strong turbulence regime. With aperture diameters slightly smaller than the coherence radius, portions of the small-scale scintillation are still modulating the large-scale fluctuations, which result in deviations from both the LN distribution and the doubly stochastic process. Based on previous results from a spherical wave, 9 it is assumed that the irradiance fluctuations will be LN in the weak regime of turbulence if the collecting aperture is larger than or equal to the Fresnel zone.
A gamma distribution was unsuccessfully fitted to the data in Figs. 2(f), 3(d), and 3(f) (the results are  not shown in the graphs) . Hence, the large-scale fluctuations do not appear to be gamma distributed, as is assumed in the GG distribution. However, the GG distribution agrees well with the data for receiver apertures that are significantly smaller than the coherence radius in the moderate-to-strong fluctuation regime. The closed-form GG distribution is thus an attractive alternative to the more complicated LNMR distribution, which has an integral representation with poor convergence properties. In fact, the gamma distribution can approximate both the LN and the Rician distributions, which are the modulated densities in the LNMR PDF. Hence, the GG distribution can be seen as a tractable, closed-form approximation to the LNMR PDF. 13 As shown in Fig. 1 , the PDF obtained from the experimental data agrees well with the PDF corresponding to the simulation values for all three receiveraperture sizes and both cases of turbulence strength. This confirms that the method used to infer atmospheric parameters from the experimental data yields reasonable C n 2 values, since the simulation data were produced with the inferred C n 2 values. Because the numerical simulation ignores inner-and outerscale effects, no conclusions can be made about the accuracy of the inferred inner-and outer-scale values.
Another observation made in Fig. 1 is that the simulation results yield lower probability levels for low irradiance values than the experimental data do, even though the simulation results are based on 40,000 irradiance readings, while the experimental results used three million data points. When collecting the experimental data, linear amplifiers were used and great caution was made to avoid clipping of large peaks in the irradiance, since clipping would skew the PDF. As a result, the resolution for small irradiance readings was limited. The results are believed to improve if logarithmic amplifiers are used. However, the main reason for the lack of low probability levels for small experimental irradiance values is most likely due to background noise. To remove the impact of the background noise on the PDF, the mean value of the background measurement taken before and after each 5 min interval of collected data was subtracted from each data point. Nevertheless, as seen in Figs. 1(e) and 1(f), the experimental data reach the same probability level for small irradiance values ͑10
Ϫ3
͒ as the simulation data. This analysis was made under the assumption of no beam wander effects. The assumption was confirmed by the simulation data, which indicated that no beam wander took place.
Conclusions
For the moderate-to-strong fluctuation regime, the GG distribution provides a good fit to the irradiance fluctuations collected by finite-sized apertures that are significantly smaller than the coherence radius 0 . For apertures larger than or equal to the coher- ence radius, the irradiance fluctuations are LN distributed. The doubly stochastic distribution, obtained by modulating the small-and large-scale scintillations and developed for point receivers, will go into a single distribution describing the large-scale fluctuations as the receiving aperture exceeds the coherence radius and small-scale fluctuations are reduced by aperture averaging. Consequently, the large-scale scintillation appears to be LN.
