This paper deals with a convex stochastic optimization problem in deep learning and provides appropriate learning rates with which useful adaptive learning rate optimization algorithms, such as Adam and AMSGrad, for training deep neural networks can solve the problem. In particular, concrete constant learning rates are provided to approximate a solution of the problem. Moreover, sufficient conditions for diminishing learning rates are provided to ensure that any accumulation point of the sequences generated by the adaptive learning rate optimization algorithms almost surely belongs to the solution set of the problem. The adaptive learning rate optimization algorithms are examined in numerical experiments. In particular, the experiments show that the algorithms with constant learning rates perform better than ones with diminishing learning rates.
Introduction
The main objective of the field of deep learning is to train deep neural networks [1] , [2] , [3] , [4] appropriately. One way of achieving the objective is to devise useful methods for finding model parameters of deep neural networks that reduce certain cost functions called the expected risk and empirical risk [5, Section 2] . Accordingly, optimization methods are needed for minimizing the expected (or empirical) risk, i.e., for solving stochastic optimization problems in deep learning.
The classical method for solving a convex stochastic optimization problem is the stochastic approximation (SA) method [6, Algorithm 8.1], [7] , [8, (2.1) ] which is a first-order method using the stochastic (sub)gradient of an observed function at each iteration. Modifications of the SA method, such as the mirror descent SA method [8, Subsection 2.3] and the accelerated SA method [9, Subsection 3.1], have been presented.
As the field of deep learning has developed, useful algorithms based on the SA method and incremental methods [10] have been presented to adapt the learning rates of all model parameters. These algorithms are called adaptive learning rate optimization algorithms [6, Subchapter 8.5] . For example, some algorithms use momentum [6, Subchapter 8.3.2] or Nesterov's accelerated gradients [11, Subchapter 2.2] , [6, Subchapter 8.3.3] . The AdaGrad algorithm [12, Figures 1 and 2 ], [6, Algorithm 8.4 ] is a modification of the the mirror descent SA method, while the RMSProp algorithm [6, Algorithm 8.5 ] is based on AdaGrad. Ada-Grad and RMSProp both use element-wise squared values of the stochastic (sub)gradient.
The Adam algorithm [13, Algorithm 1] , [6, Algorithm 8.7] , which is based on momentum and RMSProp, is a powerful algorithm for training deep neural networks. The performance measure of adaptive learning rate optimization algorithms is called the regret (see (4.2) for the definition of regret), and the main objective of adaptive learning rate optimization algorithms is to achieve low regret. However, there is an example of a convex optimization problem in which Adam does not minimize the regret [14, .
The AMSGrad algorithm [14, Algorithm 2] was presented to guarantee the regret is minimized and preserve the practical benefits of Adam. In particular, AMSGrad must use diminishing learning rates [14, Theorem 4] to optimize deep neural network models. When adaptive learning rate optimization algorithms with diminishing learning rates are applied to complicated stochastic optimizations, the learning rates are approximately zero for a number of iterations, which implies that using diminishing learning rates would not be implementable in practice. Even if algorithms with diminishing learning rates could be made to work, we would need to empirically select suitable learning rates to increase their convergence speed. However, it is too difficult to select in advance suitable diminishing learning rates that guarantee sufficiently quick convergence since the selection significantly affects the model parameters [6, Subchapter 8.5] .
Another issue of adaptive learning rate optimization algorithms is that they cannot directly solve the convex stochastic optimization problem, while they can minimize the regret and achieve a low regret. Since the primary goal of training deep models is to solve the convex stochastic optimization problem in deep learning by using optimization algorithms, we need to develop optimization algorithms that solve the convex stochastic optimization problem directly.
In this paper, we propose an adaptive learning rate optimization algorithm (Algorithm 1) for solving the convex stochastic optimization problem in deep learning. The advantage of the proposed algorithm is that it uses constant learning rates. In the case of constant learning rates, we can show that it approximately solves the convex stochastic optimization problem (Theorem 3.1). The rate of convergence of the proposed algorithm with constant learning rates is also determined to show its efficiency. We also discuss how to set appropriate constant learning rates to increase the convergence speed of the algorithm. We find that the proposed algorithm can solve convex stochastic optimization problems from the viewpoints of both theory and practice.
The proposed algorithm can also use diminishing learning rates. We provide sufficient conditions for the diminishing learning rates to ensure that the algorithm can solve the convex stochastic optimization problem; concretely speaking, any accumulation point of the sequence generated by the algorithm almost surely belongs to the solution set of the convex stochastic optimization problem (Theorem 3.2). We also determine the rate of convergence of the algorithm with diminishing learning rates to establish its performance.
We compare the proposed algorithm with the existing adaptive learning rate optimization algorithms, such as Adam and AMSGrad, and show that the proposed algorithm based on Adam or AMSGrad can solve the convex stochastic optimization problem while the existing algorithms cannot solve it (Section 4). We numerically compare the performances of these algorithms in text classification. The numerical results show that the proposed algorithm with constant learning rates performs better than Adam and AMSGrad, which were analyzed in [13, Theorem 4.1] and [14, Theorem 4] (Section 5).
This paper is organized as follows. Section 2 gives the mathematical preliminaries and states the main problem. Section 3 presents the adaptive learning rate optimization algorithm for solving the main problem and analyzes its convergence. Section 4 compares the proposed algorithm with the existing ones. Section 5 numerically compares the behaviors of the proposed algorithm with constant learning rates and with diminishing learning rates. Section 6 concludes the paper with a brief summary.
Mathematical Preliminaries

Notation and Definitions
N denotes the set of all positive integers and zero. R d denotes a d-dimensional Euclidean space with inner product ·, · , which induces the norm · . S d denotes the set of d × d symmetric matrices, i.e., A point u ∈ ∂f (x) is said to be a subgradient of f at x.
E[X] denotes the expectation of a random variable X. The history of the process ξ 0 , ξ 1 , . . . up to time n is denoted by ξ [n] = (ξ 0 , ξ 1 , . . . , ξ n ). For the random process ξ 0 , ξ 1 , . . ., let E[X|ξ [n] ] denote the conditional expectation of X given ξ [n] = (ξ 0 , ξ 1 , . . . , ξ n ). Unless stated otherwise, all relations between random variables are supported to hold almost surely. (A2) f :
Convex Stochastic Optimization Problem
where ξ is a random vector whose probability distribution P is supported on a set Ξ ⊂ R d1 and F :
Then,
We will examine Problem 2.1 under the following conditions [8, (A1), (A2), (2.5)].
(C1) There is an independent and identically distributed sample ξ 0 , ξ 1 , . . . of realizations of the random vector ξ;
(C2) There is an oracle which, for a given input point (
is well defined and is a subgradient of f at x, i.e., g(x) ∈ ∂f (x);
(C3) There exists a positive number M such that, for all
Proposed Algorithm
This section describes the following algorithm (Algorithm 1) for solving Problem 2.1 under (C1)-(C3).
Algorithm 1 Adaptive learning rate optimization algorithm for solving Problem 2.1
m n := β n m n−1 + (1 − β n )G(x n , ξ n ) 4:m n := m n 1 −β n+1 5:
Find d n ∈ R d that solves H n d = −m n 7:
x n+1 := P X,Hn (x n + α n d n ) 8:
n ← n + 1 9: end loop Since H n := diag(h n,i ) (h n,i > 0) implies that there exists H −1 n = diag(h −1 n,i ), step 7 in Algorithm 1 can be expressed as
We can see that Algorithm 1 adapts the learning rate α n /((1−β n+1 )h n,i ) for each n ∈ N and each i = 1, 2, . . . , d. Throughout this paper, we call the parameters α n and β n sub-learning rates for the learning rate α n /((1 −β n+1 )h n,i ). The convergence analyses of Algorithm 1 assume the following conditions.
in Algorithm 1 satisfies the following conditions:
(A3) h n+1,i ≥ h n,i for all n ∈ N and all i = 1, 2, . . . , d;
(A4) For all i = 1, 2, . . . , d, a positive number B i exists such that sup{h n,i : n ∈ N} ≤ B i ;
and (x n ) n∈N := ((x n,i )) n∈N is the sequence generated by Algorithm 1.
Assumption (A5) holds under the boundedness condition of X, which is assumed in [8, p.1574 ] and [14, p.2] . Here, we provide some examples of (H n ) n∈N satisfying (A3) and (A4) for when X is bounded (i.e., (A5) holds). First, we consider H n and v n (n ∈ N) [13, 
Step 7 in Algorithm 1 implies that (x n ) n∈N ⊂ X. Accordingly, the boundedness of X ensures that (G(x n , ξ n )) n∈N is almost surely bounded [15, Proposition 16.17(iii) ], that is,
Moreover, from the definition of v n and the triangle inequality, we have, for all n ∈ N,
Induction thus shows that, for all n ∈ N, v n = ( d i=1 |v n,i | 2 ) 1/2 ≤ M 1 , almost surely, which, together with the definition ofv n , implies that v n = (
. Accordingly, we have, for all n ∈ N and all i = 1, 2, . . . , d,
The definition ofv n andv −1 = 0 ensure that, for all n ∈ N and all i = 1, 2, . . . , d,
which implies that (A4) holds. 1 Adam uses H n = diag(v 1/2 n,i ). We usev n = (v n,i ) := (max{v n−1,i ,v n,i }) in (3.2) so as to satisfy (A3). The modification of H n defined by diag(v Next, we consider H n and v n (n ∈ N) [14, Algorithm 2] defined for all n ∈ N by Algorithm 2] . A discussion similar to the one showing that H n and v n defined by (3.2) satisfy (A3) and (A4) ensures that H n and v n defined by (3.3) satisfy (A3) and (A4); i.e., for all n ∈ N and all i = 1, 2, . . . , d,
Constant sub-learning rate rule
The following is the convergence and convergence rate analyses of Algorithm 1 with constant sub-learning rates. The proof of Theorem 3.1 is given in Section 7.
where (x n ) n∈N is generated by Algorithm 1 with α n := α and β n := β (n ∈ N). Then, for all n ≥ 1,
Algorithm 1 with α n := α and β n := β is as follows (see also (3.1)):
where (g n,i ) := G(x n , ξ n ). Assumptions (A3) and (A4) guarantee that (h n,i ) n∈N (i = 1, 2, . . . , d) converges to h ⋆ i > 0. Accordingly, the sequence of learning rates (α/((1 − β n+1 )h n,i )) n∈N (i = 1, 2, . . . , d) converges to α/h ⋆ i > 0; i.e., the sequence of learning rates does not converge to zero. Therefore, we can see that Algorithm 1 with constant sub-learning rates is implementable in practice. Inequality (3.4) in Theorem 3.1 indicates that Algorithm 1 with small constant sub-learning rates α = 1 10 a1 and β = 1 10 a2 (a 1 , a 2 > 0) (3.6) approximates a solution of Problem 2.1 in the sense of
The previously reported results in [13, Algorithm 1] and [14, Section 5] used a fixed parameter β := 0.9. Meanwhile, (3.4) and (3.6) show that using small constant sub-learning rate β is an appropriate way to speed up the convergence of Algorithm 1.
Diminishing sub-learning rate rule
The following is the convergence and convergence rate analyses of Algorithm 1 with diminishing sub-learning rates. The proof of Theorem 3.2 is given in Section 7.
Then, any accumulation point of (x n ) n∈N almost surely belongs to X ⋆ , and Algorithm 1 satisfies, for all n ∈ N,
whereM andB are defined as in Theorem 3.1, (β n ) n∈N ⊂ (0, b] ⊂ (0, 1), andb := 1 − b. In particular, if α n := 1/n η (η ∈ [1/2, 1)) and if (β n ) n∈N and (γ n ) n∈N are such that +∞ n=1 β n < +∞ and γ n+1 ≤ γ n (n ∈ N) 2 , then Algorithm 1 achieves the following convergence rate:
Algorithm 1 with diminishing sub-learning rates α n and β n is as follows (see also (3.1)):
The sub-learning rates α n := 1/n η (η ∈ [1/2, 1)) and β n := λ n (λ ∈ (0, 1)) satisfy +∞ n=1 β n = λ/(1 − λ) and γ n+1 ≤ γ n (n ∈ N).
Assumptions (A3) and (A4) guarantee that (h n,i ) n∈N (i = 1, 2, . . . , d) converges to h ⋆ i > 0. Accordingly, the sequence of learning rates (α n /((1 −β n+1 )h n,i )) n∈N (i = 1, 2, . . . , d) converges to zero. This means that Algorithm 1 with diminishing sub-learning rates would not be implementable in practice. However, Theorem 3.2 guarantees the convergence of Algorithm 1 with diminishing sub-learning rates to a solution of Problem 2.1, in contrast to Theorem 3.1. The same discussion in (3.6) implies that diminishing sub-learning rates α n = O(1/n η ) and β n = O(λ n ) (n ≥ 1), for example, α n = 1 10 a1 n η and β n = λ n 10 a2 (a 1 , a 2 > 0) (3.8) can be used to approximate a solution of Problem 2.1, where η ∈ [1/2, 1) and λ ∈ (0, 1).
Comparison of Algorithm 1 with the Existing Algorithms
Adam and AMSGrad
The main objective of adaptive learning rate optimization algorithms is to solve Problem
where T is the number of training examples, f t (·) = F (·, t) : R d → R (t = 1, 2, . . . , T ) is a differentiable, convex loss function, and X ⊂ R d is bounded, closed, and convex (i.e., (A5) holds). The performance measure of adaptive learning rate optimization algorithms to solve problem (4.1) is called the regret on a sequence of (f t (x t )) T t=1 defined as follows:
where (x t ) T t=1 ⊂ X is the sequence generated by a learning algorithm. Adam [13, Algorithm 1], [6, Algorithm 8.7 ] is useful for training deep neural networks; it is defined as follows. Theorem 4.1 in [13] indicates that Adam (4.3) with α t := α/ √ t (α > 0) ensures that there is a positive real number D such that R(T )/T ≤ D/ √ T . However, Theorem 1 in [14] shows that a counter-example to Theorem 4.1 in [13] exists.
To guarantee convergence and preserve the practical benefits of Adam, the following method, called AMSGrad [14, Algorithm 2], was proposed:
(4.4)
The AMSGrad algorithm has the following property [14, Theorem 4, Corollary 1], [13, Corollary 4.2] : Suppose that β t :=βλ t (β, λ ∈ (0, 1)), γ :=β/ β < 1, and α t := α/ √ t (α > 0). Then, there exist positive real numbersD i (i = 1, 2, 3) such that
Hence, AMSGrad ensures that there is a positive real numberD such that
From the discussion in (3.7), the sequences of the learning rates (α t /((1 −β t+1 ) √v t,i )) in Adam (4.3) and (α t / v t,i ) in AMSGrad (4.4) converge to zero when t diverges. Hence, Adam (4.3) and AMSGrad (4.4) would not be implementable in practice.
Proposed algorithm based on Adam
We will consider Algorithm 1 with (3.2), i.e., for all n ∈ N,
whereβ,β ∈ [0, 1) and v −1 =v −1 := 0 ∈ R d . The difference between Adam (4.3) and algorithm (4.6) is in the definitions of m n and H n . The discussion in (3.2) guarantees that algorithm (4.6) satisfies (A3) and (A4). Accordingly, Theorem 3.1 indicates that algorithm (4.6), with α n := α and β n := β =β, for solving problem (4.1) satisfies, for all n ≥ 1,
and lim sup
This implies that, if we can use sufficiently small constant learning rates α and β (see, e.g., (3.6)), then algorithm (4.6) approximates the solution of problem (4.1). Although the previously reported results in [13, 14] considered only the case where (α t ) T t=1 is diminishing (e.g., α t := α/ √ t), the above result from Theorem 3.1 guarantees that algorithm (4.6) with constant sub-learning rates can solve problem (4.1).
Moreover, Theorem 3.2 indicates that any accumulation point of (x n ) n∈N generated by algorithm (4.6), with α n := 1/n η (η ∈ [1/2, 1)) and β n :=βλ n (λ ∈ (0, 1)) (see also (3.8) ), almost surely belongs to the solution set of problem (4.1), and that algorithm (4.6) satisfies, for all n ≥ 1,
This implies that algorithm (4.6) with diminishing sub-learning rates can solve problem (4.1).
Proposed algorithm based on AMSGrad
Next, we consider Algorithm 1 with (3.3), i.e., for all n ∈ N,
m n := m n (i.e.,β := 0) v n = (v n,i ) := (max{v n−1,i , v n,i }) ,
whereβ,β ∈ [0, 1) and v −1 =v −1 := 0 ∈ R d . Algorithm (4.8) with n = 1, 2, . . . , T coincides with AMSGrad (4.4). From the discussion in (3.3), algorithm (4.8) satisfies (A3) and (A4). Theorem 3.1 thus indicates that algorithm (4.8), with α n := α and β n := β =β, for solving problem (4.1) satisfies, for all n ≥ 1,
Therefore, if we can use sufficiently small constant learning rates α and β (see, e.g., (3.6)), then algorithm (4.8) approximates the solution of problem (4.1), as in (4.7). As a result, algorithm (4.8) with constant sub-learning rates can solve problem (4.1), while Adam (4.3) and AMSGrad (4.4) cannot solve it. From Theorem 3.2, any accumulation point of (x n ) n∈N generated by algorithm (4.8), with α n := 1/n η (η ∈ [1/2, 1)) and β n := λ n (λ ∈ (0, 1)) (see also (3.8) ), almost surely belongs to the solution set of problem (4.1), and algorithm (4.8) satisfies, for all n ≥ 1,
Although the previously reported results in [13, 14] (e.g., (4.5)) show that the regret achieves a low value for a sufficiently large parameter T , but the point x T defined by each of Adam (4.3) and AMSGrad (4.4) does not always approximate a solution of problem (4.1), as can be seen in (4.5). Meanwhile, the above result from Theorem 3.2 indicates that algorithm (4.8) with diminishing sub-learning rates can solve problem (4.1).
Numerical Experiments
We examined the behavior of Algorithm 1 with different sub-learning rates in text classification on the AG NEWS dataset in PyTorch 3 . The characteristics of the dataset are as follows. The number of words is 1,308,844, the number of labels is 4, the number of training datasets is 120,000, the number of test datasets is 7,600, the number of parameters in neural networks is (d =) 41,883,140, and the mini-batch size is 16. The adaptive learning rate optimization algorithms withβ = 0.999 andβ = 0.9 used in the experiments 4 were as follows: Algorithm 1 with constant sub-learning rates:
• ADAM-C1: Alg. (4.6) with α n = 10 −3 and β n = 0.9
• AMSG-C1: Alg. (4.8) with α n = 10 −3 and β n = 0.9
• ADAM-C2: Alg. Table 1 shows the elapsed time for the algorithms. It indicates that the elapsed time for Algorithm (4.6) (resp. Algorithm (4.8)) for each epoch was about 125 s (resp. 117 s) regardless of the sub-learning rate. This implies that the elapsed time for Algorithm (4.8) based on AMSGrad was shorter than the elapsed time for Algorithm (4.6) based on Adam. Tables 2 and 3 list the average values of cross entropy and the classification accuracies of the algorithms for each epoch. Table 2 indicates that, for the algorithms with constant sub-learning rates, ADAM-C3 and AMSG-C3 (i.e., Algorithms (4.6) and (4.8) with α n = β n = 10 −2 ) had lower cross entropy losses than those of the other algorithms. In particular, Tables 1 and 2 show that AMSG-C3 converged fastest. Table 3 shows that ADAM-C3 and AMSG-C3 had high accuracy in the early stage. A similar trend was observed in the numerical results in [16, Table III ] and [17, Table 2 ], showing that the stochastic optimization algorithms with a constant step size 10 −2 had high accuracy in multiclass classification. Tables 2 and 3 show that the algorithms with diminishing sub-learning rates sometimes performed well, but sometimes not so well. ADAM-D1 and AMSG-D1 (i.e., Algorithms (4.6) and (4.8) with α n = 10 −3 / √ n and β n = 10 −3 /2 n ) did not converge to a solution of Problem 2.1 within five epochs. Meanwhile, ADAM-D4 and AMSG-D4 performed better 5 The average value was computed in accordance with https://pytorch.org/tutorials/beginner/text_sentiment_ngrams_tutorial.html. than the other algorithms with diminishing sub-learning rates. These tables also show that ADAM-C2 and AMSG-C2 (resp. ADAM-C3 and AMSG-C3) performed better than ADAM-D2 and AMSG-D2 (resp. ADAM-D3 and AMSG-D3). This fact implies that optimization algorithms with diminishing learning rates would not be implementable in practice.
The above discussion shows that adaptive learning rate optimization algorithms using constant sub-learning rates are useful for training neural networks. 
Conclusion
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Lemma 7.1 Suppose that (A1)-(A2) and (C1)-(C2) hold. Then, for all x ∈ X and all n ∈ N,
Hn .
Proof: Let x ∈ X and n ∈ N be fixed arbitrarily. From the definition of x n+1 and the nonexpansivity of P X,Hn , we have, almost surely,
Moreover, the definitions of d n , m n , andm n ensure that
whereβ n := 1 −β n+1 . Hence, almost surely,
Hn . (7.1)
The condition x n = x n (ξ [n−1] ) (n ∈ N) and (C1) guarantee that
which, together with (C2), implies that
Therefore, the lemma follows by taking the expectation of (7.1). ✷ Hn ] ≤B 2M 2 /(1 −β) 2 , whereB := sup{min i=1,2,...,d h n,i : n ∈ N} < +∞.
Proof: The convexity of · 2 , together with the definition of m n and (C3), guarantee that, for all n ∈ N,
Induction thus ensures that, for all n ∈ N, . From x 2 Hn = H n x 2 for all x ∈ R d and the definitions of d n and m n , we have that, for all n ∈ N, N) . From (7.2) andB := sup{min i=1,2,...,d h n,i : n ∈ N} ≤ max i=1,2,...,d B i < +∞ (by (A4)), we have that, for all n ∈ N,
which completes the proof. ✷ The convergence analysis of Algorithm 1 is as follows.
Theorem 7.1 Suppose that (A1)-(A5) and (C1)-(C3) hold and (γ n ) n∈N defined by γ n := α n (1 − β n )/(1 −β n+1 ) and (β n ) n∈N satisfy γ n+1 ≤ γ n (n ∈ N) and lim sup n→+∞ β n < 1.
Then, the sequence (x n ) n≥1 defined byx n := (1/n) n k=1 x k satisfies 
whereβ n := 1−β n+1 ≤ 1 (n ∈ N). The condition lim sup n→+∞ β n < 1 ensures the existence of b > 0 such that, for all n ∈ N, β n ≤ b < 1. Letb := 1 − b. Then, the convexity of f implies that, for all n ≥ 1,
Therefore, (7.4) ,
h 1,i /γ 1 ], and (A4) imply, for all n ∈ N,
which, together with γ n := α n (1 − β n )/(1 −β n+1 ) andb := 1 − b, implies
The Cauchy-Schwarz inequality, together with D := max i=1,2,...,d sup{(x n,i −x i ) 2 : n ∈ N} < +∞ (by (A5)) and E[ m n ] ≤M (n ∈ N) (by Lemma 7.2), guarantees that, for all n ∈ N, This completes the proof. ✷ Theorem 7.1 leads to Theorems 3.1 and 3.2. Proof of Theorem 3.1: Let α n := α ∈ (0, 1) and β n := β = b ∈ (0, 1), which satisfy the conditions γ n+1 ≤ γ n (n ∈ N) and lim sup n→+∞ β n < 1 in Theorem 7.1. Accordingly, from Theorem 7.1, for all n ≥ 1,
This completes the proof. ✷ Proof of Theorem 3.2: Theorem 7.1 obviously implies that Letx ∈ X be an arbitrary accumulation point of (x n ) n∈N ⊂ X. Since there exists (x ni ) i∈N ⊂ (x n ) n∈N such that (x ni ) i∈N converges almost surely tox, the continuity of f and (7.10) imply that E [f (x) − f ⋆ ] = 0, and hence,x ∈ X ⋆ . Let α n := 1/n η (η ∈ [1/2, 1)) and let (β n ) n∈N and (γ n ) n∈N be such that +∞ n=1 β n < +∞ and γ n+1 ≤ γ n (n ∈ N). When η = 1/2, we have that lim n→+∞ 1/(nα n ) = lim n→+∞ 1/ √ n = 0 and 1 n n k=1 α k ≤ 1 n n k=1
where the first inequality comes from the Cauchy-Schwarz inequality and the second inequality comes from n k=1 (1/k) ≤ 1 + ln n. Hence, lim n→+∞ (1/n) n k=1 α k = 0. Therefore, (7.9) implies that
In the case where η ∈ (1/2, 1), we have that lim n→+∞ 1/(nα n ) = lim n→+∞ 1/n 1−η = 0 and 
