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Re´sume´ – Les interfaces cerveau-machine (BMI: Brain-Machine Interface) sont des syste`mes de communication directe entre
un individu et une machine ne reposant pas sur les canaux de communication standard que sont nos nerfs pe´riphe´riques et
nos muscles. Dans une BMI, l’activite´ ce´re´brale de l’utilisateur est enregistre´e, analyse´e et traduite en commandes destine´es a` la
machine. Nous pre´sentons quelques caracte´ristiques de l’activite´ ce´re´brale qui peuvent eˆtre exploite´es comme source d’information
dans une BMI. Ensuite, nous de´crivons les principales approches de traitement et de classification des signaux mises en œuvre
dans les BMIs. Enfin, nous terminons par un bref e´tat de l’art de la recherche franc¸aise sur les BMIs et pre´sentons quelques
perspectives a` court-terme.
Abstract – Brain-machine Interfaces (BMI) are systems allowing direct communication between an individual and a machine
that do not rely on standard human communication channels, i.e. peripheral nerves and muscles. In a BMI, brain activity is
recorded, analyzed and translated into commands sent to the machine. We present several features of brain activity that can be
used for communication in a BMI. Then, we describe the main approaches to brain waves processing and classification that have
been described in the literature related to BMIs. We conclude this paper with a brief presentation of the research effort on BMIs
in France and present a few short-term prospects.
1 Introduction
Certains patients atteints par un accident vasculaire ce´-
re´bral grave restent dans un e´tat de paralysie musculaire
comple`te (LIS : Locked-In Syndrom). Le meˆme handicap
moteur tre`s se´ve`re touche les personnes atteintes de scle´-
rose late´rale amyotrophique (SLA ou maladie de Lou Geh-
rig) durant les derniers stades de la maladie. Dans la plu-
part des cas, ces affections laissent toutes leur faculte´s
mentales aux personnes qui en sont atteintes, mais leur
interdit toute communication avec leur entourage. Les in-
terfaces cerveau-machine sont l’approche qui semble ac-
tuellement la plus prometteuse pour pallier ce handicap.
Une interface cerveau-machine, ou BMI (Brain-Machine
Interface), est constitue´e des e´le´ments suivants : en en-
tre´e, on trouve un sous-syste`me charge´ d’acque´rir et de
nume´riser les signaux lie´s a` l’activite´ ce´re´brale de l’utili-
sateur ; ensuite, un sous-syste`me est charge´ de traiter ces
signaux et de les traduire en commandes envoye´es a` la
machine ; enfin, une partie des re´sultats est pre´sente´e a`
l’utilisateur sous une forme aise´ment compre´hensible afin
de constituer une boucle permettant l’apprentissage (bio-
feedback). Dans cet article, nous nous focalisons sur les
deux premiers e´le´ments de cette chaˆıne, les aspects lie´s
a` la communication palliative n’entrant pas directement
dans les the´matiques aborde´es durant le colloque.
L’activite´ ce´re´brale d’un individu se manifeste par l’ap-
parition de potentiels e´lectriques et de champs magne´-
tiques au niveau de son craˆne. Ce sont souvent les po-
tentiels e´lectriques qui sont enregistre´s dans le cas des
BMIs, que ce soit au niveau du cuir chevelu (scalp-EEG :
e´lectroence´phalogramme), a` la surface du cortex (ECoG :
e´lectrocorticogramme), ou avec des e´lectrodes implante´es
dans le cerveau.
Les interfaces BMI qualifie´es d’asynchrones analysent
les amplitudes, fre´quences ou phases des rythmes ce´re´-
braux normalement relie´s a` l’activite´ volontaire de l’in-
dividu, lesquels sont notamment de´tecte´s dans l’EEG a`
l’aplomb des aires sensorimotrices du cortex [1]. Par exem-
ple, l’amplitude du rythme µ se modifie non seulement
durant un mouvement re´el, mais e´galement quand l’indi-
vidu imagine qu’il re´alise un mouvement. Une autre ap-
proche, initialement propose´e par Farwell et Donchin [2],
est utilise´e dans certaines BMI qualifie´es de synchrones.
Elle consiste a` de´tecter dans les signaux EEG des poten-
tiels e´voque´s par des stimuli perc¸us par l’individu (ERP :
Event Related Potentials). L’interface ge´ne`re les stimuli
puis de´tecte dans les signaux les potentiels e´voque´s par
ces derniers. La description de ces deux approches fait
l’objet de la deuxie`me partie de cet article.
Les signaux mesurant l’activite´ e´lectrique cere´brale ont
des caracte´ristiques tre`s diverses selon le niveau d’invasi-
vite´ de l’interface. Les potentiels d’action, enregistre´s sur
l’axone d’un neurone individuel, sont des signaux tre`s brefs
(spikes) et relativement simples car similaires a` des impul-
sions. A l’oppose´, les signaux enregistre´s a` la surface du
craˆne re´sultent de la superposition des activite´s e´lectriques
de plusieurs millions de neurones et de ce fait leur analyse
directe est tre`s complexe. Afin d’ame´liorer la qualite´ des
signaux, des techniques tre`s varie´es ont e´te´ propose´es dans
la litte´rature [3]. Elles sont de´crites dans la troisie`me par-
tie de cet article.
Enfin, des informations plus riches, ne´cessaires pour as-
surer la communication entre l’individu et la machine,
doivent eˆtre de´duites des signaux pre´traite´s. Il convient
dans un premier temps d’extraire des signaux un nombre
limite´ d’e´le´ments caracte´ristiques concentrant la majeure
partie de l’information utile initiale. Ensuite, une me´thode
de classification de donne´es, exploitant ces e´le´ments carac-
te´ristiques, permet d’identifier l’e´tat d’activite´ ce´re´brale
de l’individu. Les techniques d’extraction d’attributs et de
classification utilise´es dans les BMIs sont tre`s variables se-
lon que l’interface est de type synchrone ou asynchrone [4].
Ces me´thodes sont pre´sente´es dans la quatrie`me et der-
nie`re partie.
2 BMI asynchrones et synchrones
Lors de l’utilisation d’une BMI asynchrone, l’individu
interagit avec le syste`me quand il le de´cide, en modifiant
de fac¸on volontaire son activite´ ce´re´brale. La BMI de´-
tecte cette modification dans les signaux EEG et la trans-
forme en commandes. Habituellement, dans les BMI asyn-
chrones, les signaux de commande sont continus, ce qui
signifie qu’ils permettent un controˆle progressif des e´le´-
ments pre´sents dans l’interface, par exemple la position
d’un curseur. Plusieurs signaux de´coulant de l’activite´ ce´-
re´brale sont utilise´s dans les interfaces asynchrones :
Potentiels corticaux lents (SCPS : Slow Cortical Poten-
tial Shifts). Les SCPSs sont des variations tre`s progressives
du potentiel cortical moyen, durant de quelques centaines
de millisecondes jusqu’a` plusieurs secondes. La plupart des
individus peuvent apprendre a` controˆler leur potentiel cor-
tical afin de provoquer une variation positive ou ne´gative,
qui est ensuite transforme´e en commande par la BMI. Un
retour d’information visuel (bio-feedback), ge´ne´ralement
un affichage sous forme simple de son potentiel cortical,
est fourni a` l’utilisateur afin de l’aider durant le processus
d’apprentissage [5].
Activite´ oscillatoire sensorimotrice. L’activite´ ce´re´brale
enregistre´e a` l’aplomb du cortex sensorimoteur se modi-
fie durant l’activite´ motrice, lors de la planification du
mouvement ou encore pendant que l’individu imagine qu’il
re´alise un mouvement. Plus pre´cise´ment, l’e´nergie des si-
gnaux dans la bande de fre´quences µ (8-15Hz) et la bande
β (15-35Hz) de´croˆıt dans l’he´misphe`re oppose´ au coˆte´ ou`
se de´roule le mouvement (controlate´ral) et augmente dans
l’autre (ipsilate´ral). Les changements, en amplitude et en
fre´quence, sont tre`s variables d’un individu a` l’autre et
ils e´voluent fortement au cours du temps. Graˆce au bio-
feedback, il est e´galement possible d’apprendre a` controˆler
ces variations dans le cas de mouvements imagine´s, afin de
piloter une BMI a` un ou deux degre´s de liberte´ [1].
Signaux EEG spontane´s. Quand un individu re´alise une
taˆche mentale, autre que celle correspondant a` des mouve-
ments re´els ou imagine´s, son activite´ e´lectrique ce´re´brale se
trouve e´galement modifie´e. Des taˆches complexes, qui en-
traˆınent l’activation de larges groupes de neurones, comme
le calcul mental ou le fait d’imaginer des mouvements
d’objets dans l’espace, ont une influence non ne´gligeable
sur les signaux EEG. L’activation de zones spe´cifiques du
cerveau peut eˆtre identifie´e par la BMI durant une phase
d’apprentissage afin d’eˆtre ensuite utilise´e pour comman-
der la machine [6].
Dans une BMI synchrone, ce n’est pas l’activite´ spon-
tane´e du cerveau qui est enregistre´e, mais sa re´ponse a`
un stimulus. Cette dernie`re est de´tecte´e dans les signaux
puis transforme´e en commande. Du fait que cette re´ponse
ce´re´brale est une caracte´ristique inne´e de l’individu, l’uti-
lisation de ce type de BMI ne´cessite en ge´ne´ral un ap-
prentissage tre`s limite´. Deux types principaux de re´ponses
ce´re´brales sont utilise´s dans les BMIs synchrones :
Potentiels e´voque´s visuels de bas-niveau (SSVERs : Stea-
dy State Visual Evoked Responses). Les SSVERs appa-
raissent normalement dans le cortex visuel primaire apre`s
un stimulus visuel. Des formes tre`s texture´es, comme des
damiers comportant des cases blanches et noires, dont le
contraste est module´ a` une fre´quence fixe, entraˆınent l’ap-
parition de tre`s forts potentiels de type SSVER. Ces der-
niers se manifestent comme une augmentation de l’am-
plitude du signal EEG dans la bande de fre´quence cor-
respondant a` celle du stimulus. Les utilisateurs peuvent
apprendre a` controˆler l’amplitude de leurs SSVERs graˆce
au bio-feedback et ensuite utiliser ce talent pour interagir
avec la BMI [6].
Potentiels e´voque´s par un e´ve`nement (ERPs : Event Re-
lated Potentials). Les ERPs sont des signaux e´lectriques
de faible dure´e qui sont engendre´s par une re´ponse du cer-
veau a` des stimuli exte´rieurs, qu’ils soient visuels, auditifs
ou encore tactiles. Le temps de latence se´parant le stimu-
lus de l’ERP de´pend de la complexite´ de la taˆche mentale
que le stimulus a suscite´. Par exemple, les ERPs de type
P300 apparaissent environ 300 millisecondes apre`s le sti-
mulus, d’ou` leur appellation. Ils sont relie´s a` une taˆche
cognitive, comme le fait de compter les apparitions d’un
type particulier de stimulus. Dans les BMIs exploitant les
ERPs, des motifs spatio-temporels spe´cifiques a` l’individu
et de´crivant son activite´ ce´re´brale apre`s stimulus sont de´-
tecte´s dans les signaux EEG puis utilise´s afin de ge´ne´rer
des commandes binaires [2].
Dans les BMIs synchrones, les stimuli sont pre´sente´s a`
l’utilisateur a` une cadence tre`s rapide afin d’augmenter
le de´bit d’informations permettant la communication. Le
syste`me de´tecte les re´ponses aux stimuli en classant des
e´le´ments caracte´ristiques extraits des signaux EEG. Ces
interfaces de´livrent des signaux tout ou rien, ce qui revient
a` actionner un interrupteur, qui permettent de se´lection-
ner une option parmi plusieurs pour le fonctionnement de
la machine.
Une interface BMI synchrone tre`s connue est le ”matrix
speller”, qui permet a` l’utilisateur d’e´peler des mots en se´-
lectionnant des symboles organise´s sous forme de matrice.
Les lignes et les colonnes de cette matrice sont intensi-
fie´es dans un ordre ale´atoire, approximativement cinq fois
par seconde. L’utilisateur, qui focalise son attention sur
un symbole particulier, doit compter le nombre d’intensi-
fications qui affectent ce symbole. Le fait de compter les
stimuli est une taˆche cognitive qui entraˆıne l’apparition
d’ERPs de type P300. De ce fait, la de´tection des ERPs
dans les signaux EEG permet de de´terminer quelle ligne et
quelle colonne contient le symbole se´lectionne´ par l’utili-
sateur. Un tel syste`me permet d’e´peler deux a` trois lettres
par minute.
3 Pre´traitement des signaux
L’e´tape de pre´traitement a deux principaux objectifs, a`
savoir l’e´limination des arte´facts et l’ame´lioration du rap-
port signal sur bruit des signaux. Dans le cas des signaux
EEG enregistre´s sur le scalp, les arte´facts proviennent de
potentiels e´lectriques parasites engendre´s par des activi-
te´s de l’individu autres que celle visant a` piloter l’inter-
face : mouvements des muscles — e´lectromyogramme :
EMG, e´lectrocardiogramme : ECG, ou encore e´lectro-ocu-
logramme : EOG — clignements des paupie`res, etc. . . Les
signaux sont e´galement entache´s d’un bruit re´sultant de
la superposition des champs e´lectriques issus de larges po-
pulations de neurones dont l’activite´ n’est pas associe´e a`
la taˆche re´alise´e par l’individu.
Parmi les techniques de pre´traitement, certaines font
intervenir une combinaison des signaux issus de plusieurs
e´lectrodes, ce qui s’apparente a` un filtrage spatial. Elles ex-
ploitent le fait que les sources d’informations utiles sont en
ge´ne´ral assez localise´es alors que les sources de bruit sont
plus diffuses. De ce fait, un filtre spatial de type passe-
haut conserve les informations et atte´nue le bruit. Parmi
les filtres simples, le plus utilise´ est certainement le Lapla-
cien introduit initialement par McFarland [7], qui consiste
a` soustraire a` un signal la moyenne des signaux recueillis
sur les e´lectrodes voisines. Cette me´thode est beaucoup
plus efficace que le fait de soustraire la moyenne calcule´e
sur la totalite´ des e´lectrodes (Common Average : CAR).
Des techniques de filtrage spatial plus e´labore´es, mais
qui ne´cessitent une adaptation a` l’individu et meˆme par-
fois aux conditions d’acquisition des signaux, ont e´te´ de´-
crites dans la litte´rature [3]. On peut citer l’analyse en
composantes principales (PCA) ou en composantes inde´-
pendantes (ICA) dont l’objectif est de se´parer les sources
de bruit des sources d’information par un filtrage dont les
coefficients sont calcule´s a` partir de signaux d’une base
d’apprentissage. La me´thode CSP (Common Spatial Pat-
tern), qui permet de calculer les coefficients du filtre spa-
tial en recherchant des structures organise´es dans l’en-
semble des signaux, a e´galement e´te´ utilise´e re´cemment.
Il faut souligner que ces me´thodes restent partiellement
supervise´es, du fait que les signaux significatifs doivent
eˆtre se´lectionne´s parmi tous les re´sultats disponibles.
Les techniques de reconstruction et de localisation de
sources peuvent e´galement eˆtre conside´re´es comme des
pre´traitements. Leur objectif est de calculer une estima-
tion de l’activite´ corticale de l’individu a` partir des me-
sures EEG. Cela consiste a` re´soudre un proble`me inverse,
a` savoir la de´termination des positions et orientations des
dipoˆles e´lectriques e´le´mentaires a` partir du champ e´lec-
trique re´sultant de la combinaison de leurs effets. Plusieurs
techniques relevant de cette approche ont e´te´ applique´es
avec succe`s au pre´traitement des signaux dans les BMIs,
notamment l’algorithme sLORETA (Standardized low re-
solution brain electromagnetic tomography) [8].
4 Classification des signaux
Deux excellentes pre´sentations de l’e´tat de l’art concer-
nant la classification des signaux dans les BMIs ont e´te´
publie´es re´cemment [3, 4]. Du fait que ce proble`me est
tre`s complexe — haute dimensionalite´, apprentissage par-
fois non supervise´ et/ou taille limite´e de l’ensemble d’ap-
prentissage — il a suscite´ de nombreux travaux dans les
e´quipes spe´cialise´es dans la classification automatique de
donne´es. Les deux e´tapes cle´s sont en premier lieu l’extrac-
tion de vecteurs caracte´ristiques discriminants a` partir des
donne´es brutes et en second lieu la classification re´alise´e
sur la base de ces vecteurs. Les me´thodes de´crites dans la
litte´rature concernant ces deux e´tapes sont tre`s diffe´rentes
selon qu’il s’agit de classer les donne´es issues d’une BMI
asynchrone ou synchrone.
Dans le cas des interfaces asynchrones, la plupart des
me´thodes d’extraction de vecteurs caracte´ristiques exploi-
tent les connaissances acquises par les neurophysiologistes.
Le traitement vise alors a` mettre en e´vidence une pro-
prie´te´ des signaux lie´e a` une activite´ ce´re´brale particu-
lie`re. Par exemple, dans les BMIs qui exploitent les varia-
tions temporelles des potentiels corticaux lents, un simple
filtrage passe-bas est utilise´, alors que dans les interfaces
utilisant les rythmes sensorimoteurs, il s’agira plutoˆt d’ex-
traire la puissance du signal dans la gamme de fre´quences
du rythme µ. Ces caracte´ristiques sont mises en e´vidence
au moyen de transformations temps-fre´quence ou encore
par des filtres auto-re´gressifs [3].
La classification des signaux est ensuite re´alise´e sur la
base de vecteurs caracte´ristiques de´finis dans un espace de
relativement faible dimension. Dans certains cas tre`s sim-
ples, l’e´tape de classification consiste meˆme en un simple
seuillage d’un signal mis en e´vidence lors du pre´traite-
ment [7]. En re`gle ge´ne´rale, dans le cas des BMIs asyn-
chrones, l’objectif de l’e´tape de classification est de de´-
terminer l’e´tat mental de l’individu. Cele ne pose pas de
proble`me particulier lorsque les e´tats mentaux potentiels
sont connus par avance, c’est a` dire quand la technique de
classification peut eˆtre supervise´e [4].
Dans le cas des interfaces synchrones, comme les re´-
ponses a` un stimulus varient tre`s fortement d’un individu
a` l’autre, les caracte´ristiques discriminantes sont souvent
extraites des signaux par apprentissage. Les donne´es de
l’ensemble d’apprentissage sont analyse´es soit dans le do-
maine temporel, soit dans un domaine transforme´, par
exemple apre`s une transformation en ondelettes. A ce ni-
veau de l’analyse, le principal proble`me rencontre´ est celui
de la re´duction des dimensions de l’espace contenant les
vecteurs caracte´ristiques [9].
Par la suite, la classification fait habituellement inter-
venir seulement deux classes : celle caracte´risant l’e´tat
standard de l’individu et celle de´crivant les re´ponses ef-
fectives a` un stimulus qualifie´ de cible. Comme le rapport
signal sur bruit des signaux initiaux est tre`s faible, les
deux classes se recouvrent fortement et meˆme des classi-
fieurs tre`s performants aboutissent a` un taux d’erreur non
ne´gligeable. De ce fait, les traitements sont re´ite´re´s sur un
nombre plus ou moins important de re´ponses successives
afin de diminuer l’influence du bruit par moyennage.
Quand la dimension de l’espace des caracte´ristiques est
e´leve´e, par exemple si on utilise comme vecteur caracte´-
ristique tous les e´chantillons de toutes les e´lectrodes dans
le domaine temporel, un simple classifieur line´aire permet
the´oriquement de bien se´parer les classes. En revanche,
l’apprentissage des parame`tres de ce classifieur est proble´-
matique du fait que le nombre d’e´le´ments de l’ensemble
d’apprentissage est faible en regard de la dimension de
l’espace [9]. A l’oppose´, quand on limite au pre´alable la
dimension du vecteur caracte´ristique par des transforma-
tions adapte´es, les classifieurs non-line´aires — notamment
les me´thodes a` noyaux — ou les combinaisons de classi-
fieurs sont bien plus performants [10].
5 Etat actuel des recherches
A l’heure actuelle, les BMIs constituent un domaine de
recherche en pleine expansion. Dans le monde, environ six
laboratoires e´taient identifie´s comme travaillant dans ce
domaine en 1994. En 1999, lors du premier congre`s inter-
national sur les BMI, les chercheurs e´taient issus de 38
laboratoires diffe´rents. Au dernier workshop organise´ en
2005 par le Wadsworth Center, plus de 100 laboratoires
e´taient repre´sente´s.
En France, les activite´s de recherche lie´es aux BMIs
commencent a` se mener de fac¸on concerte´e, du fait que
de nombreux laboratoires ont de´veloppe´ de solides com-
pe´tences durant la dernie`re de´cennie. La premie`re re´union
de porte´e nationale sur les BMIs, qui a eu lieu a` Lille en
avril 2006, a regroupe´ plus de quarante chercheurs issus
de quinze laboratoires1. Ces e´quipes de recherche struc-
turent actuellement leurs activite´s, par l’interme´diaire de
re´unions acade´miques — notamment graˆce au soutien du
GDR STIC-Sante´2 et de l’IFRATH3 — ou graˆce a` des
projets de recherche finance´s par l’ANR, tels que le projet
OpenVIBE4.
Bien que les recherches sur les aspects fondamentaux
aient rapidement progresse´ durant les dernie`res anne´es,
tre`s peu d’expe´rimentations ont e´te´ mene´es en dehors du
cadre clinique. Graˆce au soutien de la fondation Altran5,
les chercheurs du Wadsworth Center ont de´veloppe´ une
interface BMI qui est teste´e depuis juin 2006 sur plusieurs
patients. A notre connaissance, ce genre d’expe´rimenta-
tion n’a pas encore e´te´ re´alise´ en France. Ce sont des inter-
faces de ce type que nous de´veloppons actuellement dans
nos laboratoires respectifs, afin de pouvoir tester d’une
fac¸on similaire les techniques re´centes de communication
palliative base´es sur les BMIs.
1http ://www-bci.univ-lille1.fr/
2http ://stic-sante.org/
3http ://ifrath.free.fr/
4http ://www.irisa.fr/siames/OpenViBE/
5http ://www.fondation-altran.org/
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