Abstract-Many kernel classifier construction algorithms adopt classification accuracy as performance metrics in model evaluation. Moreover, equal weighting is often applied to each data sample in parameter estimation. These modeling practices often become problematic if the data sets are imbalanced. We present a kernel classifier construction algorithm using orthogonal forward selection (OFS) in order to optimize the model generalization for imbalanced two-class data sets. This kernel classifier identification algorithm is based on a new regularized orthogonal weighted least squares (ROWLS) estimator and the model selection criterion of maximal leave-one-out area under curve (LOO-AUC) of the receiver operating characteristics (ROCs). It is shown that, owing to the orthogonalization procedure, the LOO-AUC can be calculated via an analytic formula based on the new regularized orthogonal weighted least squares parameter estimator, without actually splitting the estimation data set. The proposed algorithm can achieve minimal computational expense via a set of forward recursive updating formula in searching model terms with maximal incremental LOO-AUC value. Numerical examples are used to demonstrate the efficacy of the algorithm.
I. INTRODUCTION

M
ODEL EVALUATION in terms of good generalization performance is essential in the development and analysis of data-based learning algorithms for the construction of object classifiers. A fundamental concept in the evaluation of model generalization capability is that of cross validation [1] , e.g., leave-one-out (LOO) cross validation is often used to estimate generalization error by choosing amongst different network architectures [1] . The study of classifiers for improving model generalization capability has been widely researched [2] - [10] . In most model combinatory approaches, it is assumed that a set of different classifiers with some reasonable performances are readily available. Cross validation, as required in most algorithms for model generalization evaluation, contributes significantly to computational cost. Clearly, the overall computational cost is intensive for most model combinatory approaches. Alternatively, in order to produce an individual model with good generalization for regression/classification, there has been sig- nificant research on kernel-model-based construction/selection approached, such as support vector machine (SVM), relevance vector machine (RVM), and orthogonal forward regression (OFR), etc., [11] - [14] . The efficient construction of a sparse model representation is crucial in generating a model that is easy to use and generalizes well. A class of forward orthogonal least squares (OLS) algorithms to select model regressors in a forward regression manner by virtue of their contributions to the model, which are measured by some objective function for model construction, have been developed [14] - [19] . For the construction of a sparse regression model that generalizes well, regressors are incrementally appended in an efficient forward regression procedure while minimizing the LOO errors [18] , [19] . For the two-class classification problem, sparse kernel classifiers can be constructed via incrementally maximizing the Fisher ratio of class separability using the orthogonal forward selection (OFS) procedure [20] , [21] . Alternatively, the data-structure-preserving criterion has been introduced as a neuron selection criterion to improve model generalization [22] . Recent work [23] has developed an OFS procedure based on minimizing the LOO misclassification rate for constructing a two-class classifier. It has been shown in [18] , [19] , and [23] that LOO cross validation for good model generalization can be performed efficiently, without resort to either actually splitting the estimation data set or utilizing an additional validation data set due to orthogonalization decomposition used in forward selection. Many techniques on classifier construction, including kernel classifier of standard SVM, RVM, or OFS, are based on classification accuracy as a performance metric. This type of performance metric may break down if the class distribution is not well balanced, or if the two types of misclassification costs are skewed [9] , [24] . A common problem in learning the imbalanced data sets using classification accuracy as modeling objective function is that a trained classifier tends to classify all examples to the major class [25] . Boosting algorithms have been developed [25] , [26] based on the optimal setting of the margin given by imbalanced data sets, in which the parameter estimator uses unequal weights for data samples based on their margins. There has been considerable interest in cost-sensitive classification [9] , [25] - [27] . An essential characteristic of cost-sensitive classifiers is that they can successfully handle imbalanced data and/or skewed misclassification cost. In [27] , the cost is defined as a general performance metric including the costs of misclassification errors and experiments. In the context of SVM kernel classifiers, techniques have been introduced for imbalanced training data sets including a control sensitivity loss function [28] , a kernel boundary alignment (KBA) algorithm [29] , and a proximal SVM algorithm [30] . A novel concept of using autoassociator neural network to be trained only by one particular class data samples has been proposed by Japkowicz [31] . The associator is applied to new data samples by comparing its reconstruction error to a threshold. In the context of -nearest neighbor classifiers [2] , a neighbor-weighted -nearest neighbor (NKKNN) algorithm has been introduced and applied to imbalanced text categorization [32] . A theoretically sophisticated model combinatory approach known as random forest (RF) is shown to be the most accurate classifier for many benchmark data sets [5] . One remarkable feature of the RF is that it does not overfit since its generalization error converges asymptotically to a limit as the number of trees in the forest becomes large. There are other valuable original approaches developed for learning from imbalanced data sets through sampling techniques [33] , [34] . The techniques of cost-sensitive learning and sampling has been introduced in an RF classifier for imbalanced data sets [35] with superior classification performance.
Fundamental to the modeling of imbalanced data sets is the receiver operating characteristics (ROCs) which is a classical methodology from signal detection theory [36] , [37] . The ROC analysis has been widely used in medical diagnosis [37] and is receiving considerable attention in the machine learning research community [9] . It has been shown that the ROC approach is a powerful tool both for making practical choices and for drawing scientific conclusions [24] . The cost of misclassification is described in [9] , in which the ROC convex hull (ROCCH) method has been introduced to manage (via combining or voting) classifiers. One of the performance metrics used in the ROC analysis [9] , [36] , [37] is to maximize the area under curve (AUC) of an ROC, which is equivalent to the probability that for a pair of randomly drawn data samples from the positive and negative groups respectively, the classifier ranks the positive sample higher than the negative sample in terms of "being positive."
In all the aforementioned OLS or OFS algorithms [14] - [21] , [23] , the model parameters are based on a least squares or a regularized lease squares estimator, with equal weighting for all data points in estimation. Intuitively, this type of estimator, if used for imbalanced data, will produce unfavorable classification results for the minority class. As the forward selection model construction algorithms are computationally efficient algorithms in producing parsimonious kernel models, it is then desirable to develop new forward selection model construction algorithms for building two-class classifiers from imbalanced data sets, and this is the objective of this paper. Note that in forward-orthogonal-selection-based algorithms, two cost functions are generally utilized. These are as follows: 1) a parameter estimation cost function which is used to derive parameters for candidate models, such as least squares parameter estimators; and 2) model selective criteria, which are used to decide amongst the candidate models, i.e., which term to be included into the model in each forward regression step. From previous analysis, it is seen that there are two feasible approaches in order to identify a classifier suitable for imbalanced data sets: i) for model performance criteria, the criteria as in ROC analysis are preferable to classification accuracy as model selective criteria; and ii) for parameter estimators, applying unequal weighting factors for data points instead of equal weighting as used in most least squares solutions in forward regression algorithms.
Consequently, we derive the proposed algorithm containing two elements specifically for effectively handling imbalanced data sets. First, by combining the concepts of LOO cross validation and AUC, the model generalization metrics via leaveone-out area under curve (LOO-AUC) is used as the objective function to select the model kernels in a forward selection manner. For a two-class classification problem with imbalanced data samples, and/or imbalanced misclassification cost, it is helpful to build up a parameter estimator using some cost function that is sensitive to the data sample's importance for classification [25] , [26] . Another element of this paper is to introduce a new forward regression model structure selection algorithm, the forward regularized orthogonal weighted least squares algorithm (FROWLS), in which the parameter estimation cost function is sensitive to their class labels, i.e., by assigning more weights on the error due to a data sample in the minority class, but less weights on the error due to a data sample in the majority class.
This paper is organized as follows. Section II initially introduces the ROC plane and LOO-AUC which forms the basic idea of model generalization evaluation for imbalanced data sets. Section III introduces the new kernel classifier identification algorithm for imbalanced data sets, by using forward selection algorithm based on a new regularized orthogonal weighted least squares algorithm as parameter estimator and a maximal LOO-AUC as model selective criterion. It is shown that LOO-AUC can be calculated via analytic formula based on a new regularized orthogonal weighted least squares algorithm as a parameter estimator, rather that actually splitting the estimation data set owing to orthogonalization procedure. The proposed algorithm can achieve minimal computational expense via a set of forward recursive updating formulas in the search of terms with maximal LOO-AUC. Finally, the proposed two-class kernel classifier construction algorithm is presented using OFS by directly maximizing the LOO-AUC in order to optimize the model generalization for imbalanced data sets. Numerical examples are used to demonstrate the efficacy of the algorithm in Section IV and conclusions are given in Section V.
II. ROC PLANE AND AUC
Consider a data set consisting of -dimensional data samples that belong to a two-class set, i.e., , where is used to denote the class type for each data sample . Assume that there are positive data samples with and negative data samples , respectively . In this paper, the minority class is referred to as the positive class . Let a two-class classifier be formed using the data set. The performance of the classifier may be evaluated using the counts of data samples defined via the confusion matrix of Table I . Clearly and . The true positive rate (TP) is the proportion of positive data samples that were correctly identified, as given by [37] TP (1) The false positive rate (FP) is the proportion of the negatives data samples that were incorrectly classified as positive, as calculated using [37] FP (2) Note that maximizing classification accuracy (CA) of CA (3) is a commonly used performance metric, which is equivalent to minimizing the misclassification rate of the classifier. Alternatively, a classifier can be mapped as a point in two-dimensional (2-D) ROC plane with coordinates as {FP, TP}, as shown in Fig. 1 . By connecting this point with and , we get the ROC curve for a nonprobabilistic or hard classifier. ROC analysis is commonly applied in visualizing model performance, decision analysis, and model combinations [9] with extensive scope and applications [36] , [37] . The ROC is a graph showing the conditional probability of classifying positive samples as positive plotted against the conditional probability of classifying negative samples as positive [37] . From left to right, the ROC represents the variation of performance of the classifier if the criterion of choosing positive becomes more lenient. The ROC curve shows the tradeoff between TP and FP that acknowledges the fact that the capacity of any classifier cannot increase TP without also increasing FP. The area under the ROC curve AUC is one of the performance metrics in the ROC analysis [9] , [36] , [37] , which is equivalent to the probability that, given a pair of randomly drawn data samples from the positive and negative groups, respectively, the classifier ranks the positive sample higher than the negative sample in terms of "being positive." Note that an AUC of 0.50 means that the diagnostic accuracy is equivalent to a pure random guess, and an AUC of 1 means that the classier distinguishes class examples perfectly. One way of selecting classifier is based on using a classifier which maximizes the AUC of a ROC, which can be calculated by AUC TP FP (4) for the ROC curve of a single hard classifier as shown in Fig. 1 . Equation (4) can be easily adjusted to cope with cost-sensitive classification if the misclassification costs are skewed [9] , or other performance metrics derived from TP and FP are used. Clearly, the AUC of (4) is a classifier metric with a tradeoff between high TP and low FP. Note that if the data set is completely balanced with , then AUC CA [see (3)]. However, for imbalanced data sets, this equivalence no longer holds. By separating the performance of a classifier into two terms that represent the performance for two classes, respectively, in comparison to the classification accuracy of (3) which only has a single term, this enables the possibility to manage the classification performance for imbalanced data.
Alternatively, cross-validation criteria are metrics that measure model's generalization capability [1] . One commonly used version of a cross validation is the LOO cross validation. The idea is that, for a given classifier model structure, each data point in the estimation data set is sequentially set aside in turn, a classifier is estimated using the remaining data, and the predicted label is derived for the data point that was removed. By excluding the th data example in estimation data set, the output of the model for the th data example using a model estimated by using remaining data examples is denoted as , or in short . We can use the LOO-AUC as the metrics for model generalization in terms of AUC performance, as calculated by
where TP FP (6) in which the indicator functions for TP and for FP are defined as if and otherwise if and otherwise. In order to optimize the model structure of a classifier in terms of maximal LOO-AUC, the model selective criterion by using the maximization AUC in (5) is used in this paper. For linear in the parameter model, it has been shown [18] , [19] , [23] that LOO cross validation for better model generalization can be performed efficiently based on the orthogonal decomposition due to the fact that LOO errors can be derived using algebraic operations rather than actually splitting the training data set. Consequently, we achieve good model generalization performance without resort to an additional validation data set. In Section III, a new forward orthogonal weighted least squares (FOWLS) classifier construction algorithm is introduced based on the model selective criterion of maximizing LOO-AUC given by (5) , in which a set of forward recursive updating formula for fast calculation of LOO-AUC is developed based on the kernel classifier model representation in orthogonal form.
III. FROWLS FOR CLASSIFIER CONSTRUCTION
Consider the kernel classifier with (7) where denotes the classifier kernels. is the number of kernels and is the estimated class label for . , denotes the classifier weights. The Gaussian kernel functions are used in this paper, where the centers 's are to be selected from the full set of input vectors as a subset, and is the width parameter assumed to be appropriately chosen by the user.
Given the training data set , define the kernel matrix in which . Over the training data set, (7) can be written in vector form as (8) where , and is model residual vector with .
is the classifier's weight vector.
is the classifier output vector. Geometrically, a set of weight vectors of the kernel model defines a hyperplane of (9) dividing the data into two classes.
The LOO predicted label of a kernel classifier of (7), is given by , in which is the model prediction evaluated using the th data sample, from a model estimated from the data set , i.e., the th data sample is removed from for estimation. By definition, we have and , so that TP FP (10) with . The basic idea in the proposed algorithm is that the efficient evaluation of LOO-AUC can be achieved through the fast calculation of . In the following, it will be shown that the calculation of can be performed efficiently without actually splitting the training data set. An analytic formula of is given in Section III-B, based on a new regularized orthogonal weighted least squares (ROWLS) classifier estimator as introduced in Section III-A.
A. ROWLS Parameter Estimation
For a two-class problem, sparse kernel classifiers can be constructed using the OFS procedure [20] , [21] , [23] . A common feature of these algorithms is that least squares type parameter estimators have been used for parameter estimation. Note that parameter estimators that directly optimize classification performance are generally difficult to find due to the factors such as unknown probability function of the data distribution, or possibly nondifferentiable objective functions. The advantage of using a least-squares-type parameter estimator is that the classifier can be easily obtained, but the disadvantage is that they are not directly derived by optimizing the results of classification, or the cost of classification. The OFS procedure [20] , [21] , [23] can effectively alleviate this disadvantage as we initially use least squares type parameter estimator for generating candidate models, followed by direct evaluation of these models in terms of classification performance, i.e., minimizing the LOO misclassification rate [23] . The model selection step can, therefore, guarantee that the best model in terms of classification performance is found amongst the candidate models.
A common scenario in learning the imbalanced data sets is that the trained classifier tends to classify all examples to the major class [25] . In practice, it is often very important to have accurate classification for the minority class, e.g., in the application of abnormality detection. For this purpose, in the proposed algorithm, the maximization of LOO-AUC is used as the model selection criterion to choose from candidate models. However, in order to guarantee that the final model has a high value of LOO-AUC, it is necessary to make sure that the parameter estimation for candidate models is appropriate for imbalanced data. Intuitively, for imbalanced data, least squares or regularized lease squares estimator with equal weighting for all data points will produce unfavorable classification results for the minority class, which has a much smaller influence than the majority class to the resultant parameter estimates, and hence the decision boundary. A basic idea is that it is helpful to build up a parameter estimator using some cost function that is sensitive to data sample's importance for classification [25] , [26] in order to produce better candidate models. In this paper, the parameter estimator is based on the following cost function: (11) in which is the weight for minority class as defined by the user through trials. Note that if , then the aforementioned cost function for parameter estimator becomes the same as used in [20] , [21] , and [23] . The cost function (11) gives more weights to data points in the minority class to alleviate the potential problem of classifying all examples to the major class, because, as demonstrated in Fig. 2 , the previous parameter cost function has a similar effect as that of [26] in that the hyperplane as given by (9) is forced away from the minority class. 
The solution for the classifier's weight vector is readily available from using backward substitution.
B. Analytic Formula for Evaluating
Based on the regularized orthogonal least squares model parameters given by (18) , the model residuals can be represented by (19) The LOO model residual is given by (20) It has been shown [19] that for regularized orthogonal least squares estimator, the LOO model residuals can be derived using an algebraic operation rather than actually splitting the training data set based on the Sherman-Morrison-Woodbury theorem [38] . For models evaluated using regularized orthogonal weighted least square parameter estimates, it can be shown that the LOO model residuals are given by (see Appendix) (21) which has the same form as in regularized orthogonal least squares parameter estimates [19] . Consequently
Hence (23) Multiplying both sides of (23) with , and applying , yields (24) so that (25) in which (16) was applied. The simplicity of (25) is due to: 1) the linear-in-the-parameters model structure so that (21) is valid; and 2) the orthogonal procedure to enable the matrix inversion in (21) to be applied to the diagonal matrix .
C. FOWLS Maximal LOO-AUC Classifier Construction Algorithm
In the following, it is shown that computational expense associated with kernel classification determination can be significantly reduced by utilizing the forward regression process via a recursive formula. In the forward regression process, the model size is configured as a growing variable . Consider the model construction by using a subset of regressors , that is a subset selected from the full model set consisting of initial regressors [given by (7) ] to approximate the system. By replacing with a variable model size , and with , (25) is represented by (26) where , . can be represented using the following recursive formula: (27) Thus, the LOO-AUC for a new model with size increased from to is calculated by
where . This is advantageous in that, for a new model whose size is increased from to , we only need to adjust both numerator and the denominator based on that of the model of size , with a minimal computational effort. In order to construct a sparse -term classifier that maximizes the value of LOO-AUC as given by (5), a FOWLS model construction approach is applied that incrementally adds a kernel per forward regression step. The Gram-Schmidt procedure is used to construct the orthogonal basis in a forward regression manner [18] , [19] . At each regression step, the regressor with the maximal LOO-AUC AUC is selected. 
3) The procedure is monitored and terminated at the derived k = n step, when AUC
Otherwise, set k = k + 1, and go to step 2).
This algorithm is presented with some predetermined parameters , , and . Note that the setting of user-defined parameters more or less affect the classification performance. It seems that if the ultimate goal is the classification performance, then all parameters including , , and should be also optimized.
However, the task of both model structure identification of the kernel classifier and nonlinear/nondifferentiable parameters optimization simultaneously is to solve an intractable problem. In order to obtain a tradeoff between model performance and algorithmic complexity, it is a common practice to set some parameters empirically because suboptimal approaches are often preferable in practical data modeling algorithms/applications.
Remarks:
1) The parameter is an important parameter introduced to increase the flexibility of dealing with different degrees of imbalances in the data sets. The effects of will be investigated in Section IV through simulations. It will be shown that the empirical results conform to the initial analysis in Section III-A, e.g., models obtained by increasing from 1 will increase both TP and FP until a balanced model is found.
2) The classification performance is quite robust to the width , as long as this is chosen in a wide range in the same scale of the input data set. Note that the input data samples should be standardized if the input variables are not in the same range. A simple way of locating a good choice of is to use a simple grid search.
3) Note that the regularization parameters may be optimized iteratively using the evidence procedure [12] , [39] , [19] for regression and balanced data set classification. Further research on the suitability of the procedure over imbalanced data set is necessary as the underlying assumption of the procedure may no longer be suitable for imbalanced data sets. Nevertheless, it may be useful to set the regularization parameter as a small positive parameter [40] to improve numerical stability and overcome overfitting for some noisy data and/or small data set. 4) An estimate of the computational cost of the algorithm at the training stage , with and . For a large data set, a subset of randomly drawn data samples from training data samples may be used to control the computational cost. Note that the proposed classifier generally has a minimal model size bringing the advantage of the minimal computational cost when applying to new data set.
IV. ILLUSTRATIVE EXAMPLES
Illustrative examples are reported in the following to examine the operation of the proposed algorithm in deriving single classifiers based on incrementally maximizing LOO-AUC performance in a forward regression manner. Simulation results using -fold cross validation are used to indicate model generalization capabilities based on multiple specifications. It is shown that the results from the proposed approach are comparable with other approaches.
Example 1: For this synthetic data set, an estimation data set with two features and was generated, with the majority class of mean vector and the covariance matrix as the identity matrix. The minority class has a mean vector of and the same identity matrix as the covariance matrix. The estimation data set consists of 100 data samples from and ten data samples from . A test data set with the same Fig. 3 . Evolution of LOO-AUC versus the classifier size for the synthetic data set using the proposed algorithm. distribution was also generated, providing 1000 data samples for the majority class and 100 data samples for the minority class.
By using the estimation data set, the Gaussian kernel function is used as basis functions, where is set as 1. All estimation data examples were used to form the candidate center set . The regularization parameter was set as 1 10 . Taking 10 for illustration, the proposed maximal LOO-AUC-based forward selection algorithm (LOO -AUC OFS) was applied. The modeling process is illustrated in Fig. 3 , in which it is seen that LOO-AUC increases over the forward regression step up to model size 3.
To illustrate the effect of the proposed algorithm of achieving a more balanced classification results for both classes, the full set of 110 kernels was used to construct a kernel classifier with regularized least squares parameter estimator (KRLS). The regularization parameter 1 10 was applied. Other algorithms used for comparison are the -nearest neighbor classifiers (1-NN and 3-NN) . For imbalanced data sets, there are several performance metrics widely used for comparison. All of them are based on values in the confusion matrix of Table I . The performance on TP and FP can be used to generate a single performance metric as geometric mean (G-mean), defined by
The G-mean value is a metric which favors balanced classification performance for two classes. In addition to TP, FP, and G-mean, there are precision [41] and F-measure [41] as defined by Precision (34) and F-measure Precision TP Precision TP (35) Simulation results of the three methods over the test data set that has not been involved in model construction are shown in Table II and Fig. 4 . From Table II , it is seen that the proposed algorithm has better tradeoff between TP and FP than both the -nearest neighbor classifier and the conventional KRLS parameter estimator based on F-measure and G-mean values. From  Fig. 4 , it is clearly seen that the decision boundary of the threeterm kernel classifier as derived by the proposed algorithm is further away from the minority class than that of the KRLS. This example shows that the proposed algorithm has the effect of achieving better classification for the minority class and more balanced classification results for both classes. Note that the main computational cost of KRLS is the matrix inversion estimated as for the full data sets as centers. This means Fig. 4 . Synthetic test data set and the decision boundary of (a) the regularized least squares 110-center kernel classifier with equal data weighting and (b) the derived three-term kernel classifier by the proposed algorithm. that it is impractical for KRLS to be applied to very large data samples. In addition, both KRLS and -nearest neighbor classifier will certainly be more computational expensive when evaluating new data samples as they all involve calculation through the full estimation data set.
Example 2: The Pima Indians diabetes data set obtained from the University of California at Irvine (UCI) repository [42] contains 768 samples from two classes with 500 negative samples and 268 positive samples. The positive class is interpreted as "tested positive for diabetes." There are eight input features for the data samples. Initially, all eight input features are normalized to the range using the operation:
, , , for . Then, the Gaussian kernel function is used as the basis functions, where is set as 1. As shown in Fig. 5 , initially taking 2 and based on the whole data set, the model construction process using LOO-AUC model term selection is demonstrated by automatically deriving a kernel classifier with nine centers. The regularization parameter 1 10 was applied. Then, the eightfold cross validation was used to investigate the effectiveness of the proposed algorithm. The proposed algorithm with various values of were experimented with regularization parameter as 1 10 , in comparison with alternative approaches. The results of -nearest neighbor (1-NN and 3-NN) and a kernel classifier were used for comparison; the latter is based on the regularized least squares algorithm using all estimation data as centers and the regularization parameter of 1 10 . The results of the eightfold cross validation are shown in Table III . For models derived using equal weighting for data samples, the models have a low TP, i.e., weak detection capability for diabetes. The variation in performance in terms of TP and FP with respect to that of parameter is examined. is increased from 1 to 2.5 at a step of 0.5; it increased the detection capability at the cost of an increased FP. Based on G-mean and F-measures, it can be concluded that the choice of around two produced better models.
The models derived using the LOO -AUC OFS algorithm in eightfold cross-validation experiments have model sizes in the range of 4-24 centers.
Example 3: Haberman's survival data set obtained from the UCI repository [42] is from a study on the survival of patients who had undergone surgery for breast cancer. The data set contains data samples of 306 patients with 225 negative samples . Then, the Gaussian kernel function is used as a basis function, where is set as 1. The proposed algorithm with various values of was experimented with regularization parameter as 1 10 , in comparison with the -nearest neighbor (1-NN and 3-NN) and a kernel classifier that are based on the regularized least squares algorithm using all estimation data as centers and the regularization parameter of 1 10 . The results of the twofold cross validation are shown in Table IV . For models derived using equal weighting for data samples, the models have a low TP, i.e., weak detection capability for the positive class. Experiments on the proposed algorithm were carried out by increasing from 1 to 4 at a step of 1. It is clear that TP is increased at the cost of an increased FP. Based on the G-mean and F-measures, it can be concluded that the choice of around three produced better models.
Example 4:
The austempered ductile iron (ADI) material data set for automotive camshaft application [43] is used to study why fatigue cracks are initiated from the graphite nodules within the microstructure. There are nine features and two class labels ("crack" and "no crack"). The data set is very imbalanced with a total of 2923 samples in which 116 samples are "crack class," and 2807 samples are "no crack class." A cost-sensitive support vector machine (CS-SVM) and a cost-sensitive SUPANOVA model [43] were applied to investigate the data set [43] . The cost-sensitive SUPANOVA model used one-norm regularization to derive a reduced model set trading model interpretability with classification performance. They used a reduced training data set of 90 "crack" and 700 "no crack" data samples.
We used random drawn data samples consisting of 90 "crack" and 700 "no crack" data samples from the data set, and the process was repeated 16 times to obtain eight pairs of training/testing data set in order to make a comparison with results of [43] . Initially, all nine input features are normalized to the range using the operation: , , , for . Then, the Gaussian kernel function is used as a basis function, where is set as 1. For each pair of training/testing data set, all the data samples in the training data set were used to form the candidate center set . The regularization parameter was set as 1 10 . The proposed maximal LOO-AUC-based forward selection algorithm LOO -AUC OFS was applied while was varied from 1 to 20. The classification results of the eight trials were listed in Table V . The results are quoted from [43] for comparison. The CS-SVM approach in [43] used a control sensitivity loss function [28] including weights for slacking variables of two classes, respectively. Lee [43] used a grid search by varying in the range [0.01, 10 000], and the best model in terms of best G-mean was found the model with ( 1, 0.1). To provide the overall performance on other criteria on precision, F-measure, G-mean, and weighted accuracy for SVM, CS-SVM, and SUPANOVA, these values are added based on Table I , (1), (2) , and (33)- (35) . It can be concluded that the choice of around 10-12 produced better models with competitive performance with the best CS-SVM ( 1, 0.1). For 12, the model size is between 3-7.
Example 5: The Satimage data set from the UCI repository [42] obtained from [44] contains 36 attributes that are numerical values for nine neighborhood pixels in four frequencies, and six class labels [44] denoting types of soil (or crop) of the centered pixel. There are 9.73% samples of the data set from class 4 (damp grey soil) as the least prevalent class, and this was chosen to be classification target in this study . Data with other class labels were combined as a major class "not class 4," containing 90.27% samples of the data set . The total number of data samples is 6435. The data set was split into ten pairs of training/test data sets using tenfold cross validation. The size of each training data set is, therefore, 5791. For each training data set in turn, the experiments were repeated to obtain results for in the range of between 1-10. Initially, all 36 input features are normalized to the range using the operation: , , , for . Then, the Gaussian kernel function is used as a basis function, where is set as 1. In order to reduce the computational cost, 20% randomly drawn training data samples ( 1158) rather than all the training data samples were used to form the candidate center set . The regularization parameter was set very small as 1 10 since the training data set size is large. The proposed maximal LOO-AUC-based forward selection algorithm LOO -AUC OFS was repeatedly applied to each training data set with different . The derived model size are between 15-30. In Table VI , the tenfold cross-validation results of the proposed approach were listed together with some other imbalanced data classifiers quoted from [35] for reference. It is worth mentioning that the RF approach used in [35] is a sophisticated classification tree approach with unparallel classification accuracy [5] . Note that the model derived from LOO -AUC OFS algorithm with a proper tends to achieve high performance over minority class trading off performance in the majority class. We do not claim the superiority over other imbalanced data modeling methods, as the best tradeoff between TP and FP is dependent upon the application. The purpose of the paper is to investigate the applicability of the algorithm for imbalanced data, especially in its capability to achieve a good balanced performance through the objective function (5) . Note that it is easy to modify the algorithm by using other model selective criteria, e.g., F-measure (35) in order to derive models with better performance for the specific measure of interest. The example indicates that the proposed algorithm can achieve good classifiers with simple model structure.
V. CONCLUSION
Classification algorithms have often been developed with the aim to obtain good classification accuracy, i.e., to minimize the misclassification rate over all data samples. In real applications, imbalanced data sets are common where the objective is to achieve a high accuracy for minority class as well as that of majority class. Conventional classifiers tend to produce unfavorable classification results for minority class unless the issues caused by the imbalance between classes are addressed in an appropriate manner. A new two-class kernel classifier construction algorithm uses OFS in order to optimize the model generalization for imbalanced data sets. The new kernel classifier identification algorithm is based on a new ROWLS and the model selective criterion of a maximal LOO-AUC of the ROCs. The new regularized orthogonal weighted least squares algorithm as parameter estimator is developed in the framework of forward orthogonal selection. Based on the orthogonalization procedure, the computing of LOO-AUC is performed using analytic formula rather than actually splitting the estimation data set. Consequently, the proposed algorithm can achieve minimal computational expense via a set of forward recursive updating formula in the search of terms with maximal LOO-AUC value. Several examples have been provided to demonstrate the proposed algorithm is a viable, highly computational, and efficient alternative approach for building two-class classifier for imbalanced data sets.
APPENDIX LOO MODELING RESIDUALS OF REGULARIZED OWLS
Following (18) , the regularized parameter vector estimator based on orthogonal weighted least squares algorithm is (36) where is a unit matrix. Substitute (36) into (19) of the model residual representation to yield (37) If the data sample indexed at is deleted from estimation data set, the regularized LOO model parameter vector based on OWLS is given by (38) where denotes the weighted output vector , with its th element as . and denote the LOO regression matrix and weighted output vector, respectively. By derivation, it can be shown that (39) (40) The LOO modeling errors evaluated at , based on the regularized orthogonal weighted least squares, are given by (41) Equation (39) and using the matrix inversion lemma yields (42) and (43) Substituting (40) and (43) into (41) yields (44) Applying (37) to (44) yields (45) intelligent control, neural networks, pattern recognition, learning theory, and
