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Abstract
Let  be an open-bounded domain in RN(N3) with smooth boundary . We are concerned
with the multi-singular critical elliptic problem
−u −
k∑
i=1
iu
|x − ai |2
= Q(x)|u|2∗−2u, u ∈ H 10 (), (∗)
where i ∈ R, 2∗ = 2NN−2 , ai ∈  (1 ik) and Q(x) is a positive bounded function on
. Using Moser iteration, we prove the asymptotic behavior of solutions for (∗) at points
ai (1 ik). By exploiting the effect of the coefﬁcient of the critical nonlinearity, we, by
means of a variational method, establish the existence of positive and sign-changing solutions
for problem (∗).
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1. Introduction and main results
Let  be an open-bounded domain in RN(N3) with smooth boundary . We are
concerned with the following problem:
⎧⎪⎪⎨⎪⎪⎩
−u −
k∑
i=1
iu
|x − ai |2 = Q(x)|u|
2∗−2u in ,
u = 0 on ,
(1.1)
where i ∈ R, 2∗ = 2NN−2 , ai ∈  (1 ik) and Q(x) is a positive bounded function
on .
u ∈ H 10 () is said to be a weak solution of problem (1.1) if u satisﬁes
∫

(
∇u · ∇v −
k∑
i=1
iuv
|x − ai |2 − Q(x)|u|
2∗−2uv
)
dx = 0 ∀v ∈ H 10 (). (1.2)
By the standard elliptic regularity argument, we have u ∈ C2(\{a1, a2, . . . , ak})∩C1
(\{a1, a2, . . . , ak}). It is well known that the nontrivial solutions of problem (1.1) are
equivalent to the corresponding nonzero critical points of the energy functional
I0(u) = 12
∫

(
|∇u|2 −
k∑
i=1
iu
2
|x − ai |2
)
dx − 1
2∗
∫

Q(x)|u|2∗ dx u ∈ H 10 (). (1.3)
In recent years, much attention has been paid to the existence of nontrivial solutions
for the following problem:
⎧⎨⎩−u − 
u
|x − a|2 = u + |u|
2∗−2u in ,
u = 0 on ,
(1.4)
where a ∈ ,  ∈ (0, ¯), ¯ = (N−22 )2 and  ∈ R.
Jannelli [16] considered problem (1.4) and proved that if 0 <  ¯−1, then problem
(1.4) admits a positive solution for all  ∈ (0, 1()); if ¯−1 <  < ¯, and  = B1(0),
then there exists ∗ ∈ (0, 1()), such that problem (1.4) admits a positive solution if
and only if  ∈ (∗, 1()), where 1() is the ﬁrst eigenvalue of the positive operator
−− |x|2 with Dirichlet boundary condition. Cao and Peng [7] also considered problem
(1.4) and proved that for N7,  ∈ [0, ¯− 4), problem (1.4) possesses at least a pair
of sign-changing solutions for any  ∈ (0, 1()). Cao and Han [6] proved that if
 ∈ [0, ¯ − (N+2
N
)2), then problem (1.4) admits a nontrivial solution for all  > 0.
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Ferrero and Gazzola [13] also obtained some results for problem (1.4). Other relevant
papers see [2,5,10,12–14,19], and the references therein.
However, as far as we know, there are little results on problem (1.1).
Let X be a Banach space. A functional J ∈ C1(X,R) is said to satisfy the (P.S.)
condition at the level c if any sequence {un} ⊂ X, such that as n −→ ∞
J (un) → c, dJ (un) → 0 strongly in X∗
contains a subsequence converging in X to a critical point of J. In this paper, we will
take J = I0 and X = H 10 ().
Set D1,2(RN) = {u ∈ L2∗(RN) | |∇u| ∈ L2(RN)} . For i ∈ [0, ¯), a ∈ RN , deﬁne
Si := inf
u∈D1,2(RN)\{0}
∫
RN
(
|∇u|2 − i u2|x−a|2
)
dx
(
∫
RN |u|2∗ dx)
2
2∗
. (1.5)
From [13,16], Si is independent of any  ⊂ RN in the sense that if
Si () := inf
u∈H 10 ()\{0}
∫

(
|∇u|2 − i u2|x−a|2
)
dx
(
∫
 |u|2∗ dx)
2
2∗
,
then Si () = Si (RN) = Si .
Let i =
√
¯ + √¯− i , ′i = √¯ − √¯− i , Catrina and Wang [8] proved that
Si is achieved by the function
Ui ,a(x) =
(4N(¯− i )/(N − 2))
N−2
4(
|x − a|
′
i√
¯ + |x − a|
i√
¯
)√¯ .
Moreover, for  > 0, V ai ,(x) = −
N−2
2 Ui ,a(
x
 ) satisﬁes
{−u − i u|x−a|2 = |u|2∗−2u in RN\{a},
u −→ 0 as |x| −→ ∞.
(1.6)
From Theorem B in [9], all the positive solutions of problem (1.6) must have the
form of V ai ,(x). Moreover, V
a
i ,
(x) achieves Si .
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Without loss of generality, throughout this paper we assume that there exists an i0,
0 i0 < k ( k2) , such that
i00 < i0+1i0+2 · · · k (i0 = 0 if i0 = 0),
k∑
i=i0+1
i < ¯ =
(
N − 2
2
)2
.
To proceed, we need the following assumptions:
(H1) There is an l, i0 + 1 lk, such that
min
{
S
N
2
i0+1
Q(ai0+1)
N−2
2
,
S
N
2
i0+2
Q(ai0+2)
N−2
2
, . . .
S
N
2
k
Q(ak)
N−2
2
}
= S
N
2
l
Q(al)
N−2
2
and
Q(x) = Q(al) + o(|x − al |2) as x −→ al.
(H2) There exists an x0 ∈ \{a1, a2, . . . , ai0} ({a1, a2, . . . , ai0} = ∅ if i0 = 0), such
that Q(x0) is a strict local maximum satisfying
Q(x0) = QM = max

Q(x)
and
Q(x) − Q(x0) = o(|x − x0|2) as x −→ x0.
Moreover,
k∑
i=1
i
|ai−x0|2 > 0 if x0 = ai (1 ik).
(H3) 0 < l ¯− 1 and
k∑
j=1
j =l
j
|al−aj |2 > 0, where l is given in (H1).
By Hardy inequality (see [2]):
∫

u2
|x − ai |2 dx
1
¯
∫

|∇u|2 dx ∀u ∈ H 10 (),
we derive that
( ∫
(|∇u|2 −
k∑
i=1
iu
2
|x−ai |2 ) dx
) 1
2 is an equivalent norm of H 10 () from
k∑
i=i0+1
i < ¯.
Our main results are the following:
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Theorem 1.1. Assume that N3 and Q is a positive bounded function on . Then
any solution u ∈ H 10 () of problem (1.1) satisﬁes
|u(x)|C
k∑
i=i0+1
|x − ai |−
√
¯+√¯−i ∀x ∈ \{ai0+1, ai0+2, . . . , ak}. (1.7)
In particular,
|u(x)|C|x − ai |−
√
¯+√¯−i ∀x ∈ B0(ai)\{ai}, i0 + 1 ik. (1.8)
Furthermore, if i0 = 0 and u is positive, then there exists an m0 > 0, such that
u(x)m0|x − ai |−
√
¯+√¯−i ∀x ∈ B0(ai)\{ai}, (1.9)
where 0 > 0 small enough such that B0(ai) ⊂  (1 ik) and aj /∈ B0(ai) for
every j ∈ {1, 2, . . . , k}\{i}.
Remark 1.2. Theorem 1.1 shows the characterization of the local asymptotic be-
havior of solutions for problem (1.1). Meanwhile, if i01, it also reveals that for
i0 (i i0), solutions of (1.1) have no singularity at points {ai}i i0 . Especially,
Theorem 1.1 characterizes the exact behavior of positive solutions for (1.1) at points
{ai}i i0+1.
Theorem 1.3. Suppose that (H1)–(H3) hold. Then problem (1.1) has at least one pos-
itive solution.
Based on the results of Theorems 1.1, 1.3, we can establish the existence of sign-
changing solutions to problem (1.1). For this purpose, we need to replace the assumption
(H3) by
(H3)′ 0 < l ¯− 4 and
k∑
j=1
j =l
j
|al−aj |2 > 0, where l is in (H1).
Theorem 1.4. Assume that (H1), (H2), (H3)′ hold. Then problem (1.1) admits one pair
of sign-changing solutions ±u satisfying.
∫

|u|2∗−2uv(u) dx = 0,
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where v(u) is the ﬁrst eigenfunction of the weighted eigenvalue problem
⎧⎪⎪⎨⎪⎪⎩
−
(
+
k∑
i=1
i
|x − ai |2
)
v = Q(x)|u|2∗−2v in ,
v = 0 on .
Since the functional I0 does not satisfy (P.S.) condition due to the lack of compactness
of the embeddings
H 10 () ↪→ L2
∗
() and H 10 () ↪→ L2(, |x − a|−2 dx) with a ∈ .
The standard variational argument is not applicable directly. We need to analyze care-
fully the effect of the coefﬁcient Q and the energy range where I0 satisﬁes the (P.S.)
condition. We prove Theorems 1.1 by Moser iteration method (see [15]), and Theorem
1.3 by critical point theory. By constructing a dual set, Tarantello [21] obtained a pair
of sign-changing solutions for problem (1.4) with  = 0; Ghoussoub and Yuan [14]
dealt with more general case of problem (1.4) and got analogous results. In their pa-
pers, either  = 0 or the term |x|−2 is replaced by |x| with  ∈ (0, 2). In this case,
the solutions with which they constructed dual sets are regular, and they can easily get
the desired estimates by the L∞-norm of these solutions. Nevertheless, in this paper,
nontrivial solutions of problem (1.1) are singular, so the arguments used in [14,21]
are no longer applicable. In order to prove Theorem 1.4, we have to avoid the use of
L∞-norm. Thanks to Theorem 1.1, we can use the asymptotic estimates of solutions
of (1.1) to obtain our desired results.
Throughout this paper, we denote the norm of H10() by ‖u‖H10() = (
∫
 |∇u|2 dx)
1
2 ;
the norm of Lt()(1 t < ∞) by ‖u‖Lt () = (
∫
 |u|t dx)
1
t and positive constants
(possibly different) by C.
2. Asymptotic behavior of solutions for (1.1)
Before giving the proof of Theorem 1.1, we introduce a preliminary lemma, which
is a variant of Theorem 2.3 in [20].
Lemma 2.1. Let  be a bounded neighborhood of points a1, a2, . . . , ak (k2) in RN
(N3). Assume that V ∈ LN2 () and g ∈ Lq(), q2. If u ∈ H 10 () is a weak
solution of
−u −
k∑
i=1
iu
|x − ai |2 − V (x)u + u = g in ,
338 D. Cao, P. Han / J. Differential Equations 224 (2006) 332–372
where  is such that the linear operator on the left-hand side is positive, then
u ∈
⋂
p<plim
Lp() with plim = 2∗ min
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
q
2
,
√
¯
√
¯−
√
¯−
k∑
i=i0+1
i
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
Proof. The proof is similar to that of Theorem 2.3 in [20]. For reader’s convenience, we
give a sketch of the proof. Since
i0∑
i=0
i0,
k∑
i=i0+1
i < ¯ =
(
N−2
2
)2
and V ∈ LN2 (),
the operator − −
(
k∑
i=1
i
|x−ai |2 + V (x) − 
)
I is positive for large . We can assume
that g is positive, the general case is obtained by decomposing g = g+ − g−, where
g+ = max{g, 0}, g− = max{−g, 0}.
Let Wk = min
{
k∑
i=i0+1
i
|x−ai |2 + V (x), k
}
and uk ∈ H 10 () be the unique solution
of
−uk −
i0∑
i=0
iuk
|x − ai |2 − Wk(x)uk + uk = g in .
Clearly, uk is positive. Set unk = min{uk, n} and assume that uk ∈ Lp() for some
pq. Note that (unk)p−1 ∈ H 10 () so that multiplying the above equation by (unk)p−1
in the weak sense we obtain for any  > 0
4(p − 1)
p2
∫

|∇((unk) p2 )|2 dx
= (p − 1)
∫

(unk)
p−2|∇unk |2 dx

∫

W+k (x)(u
n
k)
p dx +
∫
∩{uk>n}
knp−1uk dx +
∫

g(unk)
p−1 dx
C‖g‖Lq()‖unk‖p−1Lp() +
⎛⎝¯−1 k∑
i=i0+1
i + 
⎞⎠∫

|∇((unk) p2 )|2 dx
+C()‖unk‖pLp() + k
∫
∩{uk>n}
(uk)
p dx,
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where we use the Hardy inequality and the fact that for each  > 0, there exists
C() > 0, such that for any v ∈ H 10 (),∫

|V (x)|v2 dx
∫

|∇v|2 dx + C()
∫

v2 dx.
A direct calculation shows that if p < 2plim2∗ , then ¯
−1 k∑
i=i0+1
i <
4(p−1)
p2
. Hence,
choosing  sufﬁciently small and using the Sobolev inequality, we infer that
‖unk‖p
L
2∗p
2 ()
C(p)
(
‖g‖p
Lq() + ‖unk‖pLp() + k
∫
∩{uk>n}
(uk)
p dx
)
.
Since by assumption uk ∈ Lp(), taking the limit as n → +∞ yields
‖uk‖p
L
2∗p
2 ()
C(p)
(‖g‖p
Lq() + ‖uk‖pLp()
)
,
so that uk ∈ L 2
∗p
2 (). The above estimate is uniform with respect to k, we deduce
that u ∈ L 2
∗p
2 (). Starting with p = 2, we can use recursively the above process to
improve the integrability order of u, as long as p < 2plim2∗ . The result follows. 
Remark 2.2. Let u ∈ H 10 () be a solution of (1.1). In view of Lemma 2.1, we have
u ∈ Lp(), ∀p < plim = 2N
N − 2 − 2
√
¯−
k∑
i=i0+1
i
. (2.1)
The following lemma is a generalization of Brezis–Kato’s theorem [3].
Lemma 2.3. Let 0 be an open-bounded region in RN (N3), 0 ∈ 0, 0 and
a ∈ LN2 (0). Assume that u ∈ H 1(0) satisﬁes
−u +  u|x|2 = a(x)u in 0 (2.2)
in the weak sense of∫
0
(
∇u · ∇+  u|x|2 − a(x)u
)
dx ∀ ∈ H 10 (0).
Then u ∈ Lq(0) ∀1q < ∞.
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Proof. By Sobolev inequality, we have u ∈ Lp(0) for any p ∈ [2, 2	], where 	 =
N
N−2 . Let y ∈ 0, and R > 0 be suitably small, such that BR(y) ⊂ 0. Choosing
 = 
2uup−2m ∈ H 10 (0), where m > 1, um = min{|u|,m}, 
 ∈ C∞0 (BR(y)) with the
property: 0
1, 
 = 1 in Br(y), r < R and |∇
| 4R−r . Then from (2.2), we have∫
0

2up−2m |∇u|2 dx + 2
∫
0

uup−2m ∇u · ∇
 dx
+ (p − 2)
∫
0

2up−2m |∇um|2 dx + 
∫
0

2u2up−2m
|x|2 dx
=
∫
0
a(x)
2u2up−2m dx. (2.3)
Observe that for any  > 0
∣∣∣∣2 ∫
0

uup−2m ∇u · ∇
 dx
∣∣∣∣ ∫
0

2up−2m |∇u|2 dx + C()
∫
0
u2u
p−2
m |∇
|2 dx. (2.4)
From (2.3), (2.4), and using Sobolev inequality, we obtain
(∫
0
∣∣
uup2 −1m ∣∣2∗ dx) 22∗
C
∫
0
∣∣∇ (
uup2 −1m ) ∣∣2 dx
C
∫
0
∣∣∇
∣∣2u2up−2m dx + C ∫
0

2up−2m |∇u|2 dx + C
∫
0

2up−2m |∇um|2 dx
C
∫
0
∣∣∇
∣∣2u2up−2m dx + C ∫
0
a(x)
2u2up−2m dx
C
∫
0
∣∣∇
∣∣2u2up−2m dx + C(∫
BR(y)
∣∣a(x)|N2 dx) 2N (∫
0
∣∣
uup2 −1m ∣∣2∗) 22∗ . (2.5)
Taking R > 0 sufﬁciently small, such that C
( ∫
BR(y)
∣∣a(x)|N2 dx) 2N  12 . Then from (2.5),
we get
(∫
Br(y)
∣∣uup2 −1m ∣∣2∗ dx) 22∗ (∫
0
∣∣
uup2 −1m ∣∣2∗ dx) 22∗ C ∫
0
∣∣∇
∣∣2u2up−2m dx. (2.6)
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Note that u ∈ Lp(0) for any p ∈ [2, 2	]. Using Fatou’s lemma in (2.6) and passing
to the limit by taking m → ∞, we conclude that
‖u‖
L
	p
Br (y)
‖u‖Lp(0) < ∞.
By the unit partition principle, we infer that ‖u‖L	p(0) < ∞. Repeating the above
process, we infer that u ∈ L	2p(0), and then u ∈ L	j p(0) for any integer j, which
implies that u ∈ Lq(0) ∀q ∈ [2,∞) =
∞⋃
j=1
[2	j , 2	j+1]. 
Proof of Theorem 1.1. We need to consider two cases for i
i0 + 1 ik; 1 i i0 (1 i0 < k).
For i0 + 1 ik. Set v(x) = |x − ai |
√
¯−√¯−i u(x). We claim that v ∈ H 10 (, |x −
ai |−2(
√
¯−√¯−i ) dx). Indeed, by Hardy inequality, we obtain∫

|x − ai |−2(
√
¯−√¯−i )|∇v|2 dx
=
∫

|x − ai |−2(
√
¯−√¯−i )
×
∣∣∣∣|x − ai |√¯−√¯−i∇u − (√¯−√¯− i) |x − ai |√¯−√¯−i−2(x − ai)u∣∣∣∣2 dx
2
∫

(
|∇u|2 +
(√
¯−√¯− i)2 |u|2|x − ai |2
)
dx

2(¯+ (√¯−√¯− i )2)
¯
∫

|∇u|2 dxC.
After a direct calculation, we deduce that for any x ∈ \{a1, a2, . . . , ak}, v satisﬁes
−div(|x − ai |−2(
√
¯−√¯−i )∇v) = Q(x)|x − ai |−2∗(
√
¯−√¯−i )|v|2∗−2v
+
k∑
j=1
j =i
j v
|x − aj |2|x − ai |2(
√
¯−√¯−i ) . (2.7)
By the elliptic regularity theory, v ∈ C2(\{a1, a2, . . . , ak})∩C1(\{a1, a2, . . . , ak}).
Let  > 0 be small enough such that aj /∈ B(ai) for j = i. Choosing i =

2i vv
2(s−1)
m ∈ H 10
(
, |x − ai |−2(
√
¯−√¯−i ) dx
)
, s,m > 1, vm = min{|v|,m}, 
i ∈
342 D. Cao, P. Han / J. Differential Equations 224 (2006) 332–372
C∞0 (B(ai)) with the property: 0
i1, 
i = 1 in Br(ai)), r <  and |∇
i | 4−r .
Then from (2.7), we have∫

|x − ai |−2(
√
¯−√¯−i )∇v · ∇ dx
=
∫

Q(x)|x − ai |−2∗(
√
¯−√¯−i )|v|2∗−2vi dx
+
k∑
j=1
j =i
j
∫

vi
|x − aj |2|x − ai |2(
√
¯−√¯−i ) dx. (2.8)
Furthermore, (2.8) can be rewritten as∫

|x − ai |−2(
√
¯−√¯−i )
×(2
ivv2(s−1)m ∇
i · ∇v + 
2i v2(s−1)m |∇v|2 + 2(s − 1)
2i v2(s−1)m |∇vm|2) dx
=
∫

Q(x)|x − ai |−2∗(
√
¯−√¯−i )
2i |v|2
∗
v2(s−1)m dx
+
k∑
j=1
j =i
j
∫


2i |v|2v2(s−1)m
|x − aj |2|x − ai |2(
√
¯−√¯−i ) dx. (2.9)
By Cauchy inequality, we have for any  > 0 small∣∣∣∣2 ∫

|x − ai |−2(
√
¯−√¯−i )
ivv2(s−1)m ∇
i · ∇v
∣∣∣∣

∫

|x − ai |−2(
√
¯−√¯−i )
2i v2(s−1)m |∇v|2 dx
+C()
∫

|x − ai |−2(
√
¯−√¯−i )|∇
i |2|v|2v2(s−1)m dx. (2.10)
By the choice of the cut-off function 
i ,∣∣∣∣∣∣∣
k∑
j=1
j =i
j
∫


2i |v|2v2(s−1)m
|x − aj |2|x − ai |2(
√
¯−√¯−i ) dx
∣∣∣∣∣∣∣
C
∫

|x − ai |−2(
√
¯−√¯−i )
2i |v|2v2(s−1)m dx. (2.11)
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Taking  = 12 in (2.10), and inserting (2.10), (2.11) into (2.9), we get
∫

|x − ai |−2(
√
¯−√¯−i )(
2i v2(s−1)m |∇v|2 + 4(s − 1)
2i v2(s−1)m |∇vm|2) dx
C
∫

|x − ai |−2(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx
+C
∫

|x − ai |−2∗(
√
¯−√¯−i )
2i |v|2
∗
v2(s−1)m dx. (2.12)
Now we recall the Caffarelli–Kohn–Nirenberg inequality (see [8]):
(∫

|x − ai |−bp|w|p dx
) 2
p
Ca,b
∫

|x − ai |−2a|∇w|2 dx ∀w ∈ H 10 (, |x − ai |−2a dx), (2.13)
where −∞ < a < N−22 , aba + 1, p = 2NN−2+2(b−a) and Ca,b is a positive constant
depending on a, b.
In the sequel we take a = b = √¯ − √¯− i < N−22 in (2.13), then p = 2∗.
Choosing w = 
ivvs−1m , together with (2.12), we derive that
(∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx) 22∗
Ca,a
∫

|x − ai |−2(
√
¯−√¯−i )|∇(
ivvs−1m )|2 dx
2Ca,a
∫

|x − ai |−2(
√
¯−√¯−i )
×
(
|∇
i |2|v|2v2(s−1)m + 
2i v2(s−1)m |∇v|2 + (s − 1)2
2i v2(s−1)m |∇vm|2
)
dx
Cs
∫

|x − ai |−2(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx
+Cs
∫

|x − ai |−2∗(
√
¯−√¯−i )
2i |v|2
∗
v2(s−1)m dx. (2.14)
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Since u ∈ Lp(), ∀p < 2N
N−2−2
√√√√¯− k∑
i=i0+1
i
(see Remark 2.2), we may choose
N
2
< q <
N(N − 2)
2
(
N − 2 − 2
√
¯−
k∑
i=i0+1
i
) ,
then
(2∗ − 2)q < 2N
N − 2 − 2
√
¯−
k∑
i=i0+1
i
and 2 <
2q
q − 1 < 2
∗.
Therefore we deduce that for any  > 0,∫

|x − ai |−2∗(
√
¯−√¯−i )
2i |v|2
∗
v2(s−1)m dx
=
∫

|x − ai |−2(
√
¯−√¯−i )|u|2∗−2|
ivvs−1m |2 dx
‖u‖2∗−2
L(2∗−2)q ()‖|x − ai |−
√
¯+√¯−i
ivvs−1m ‖2
L
2q
q−1 ()
‖u‖2∗−2
L(2∗−2)q () ×
(
‖|x − ai |−
√
¯+√¯−i
ivvs−1m ‖L2∗ ()
+C(N, q)− N2q−N ‖|x − ai |−
√
¯+√¯−i
ivvs−1m ‖L2()
)2
C2
(∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx) 22∗
+C− 2N2q−N
∫

|x − ai |−2(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2 dx. (2.15)
Inserting (2.15) into (2.14), we obtain
(∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx) 22∗
Cs2
(∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx) 22∗
+Cs
∫

|x − ai |−2(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx
+Cs− 2N2q−N
∫

|x − ai |−2(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2 dx. (2.16)
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Taking  = 1√
2Cs
in (2.16), we conclude that
(∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx) 22∗
Cs
∫

|x − ai |−2(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx, (2.17)
where  = 2q2q−N > 0.
We can see that
∫

|x − ai |−2∗(
√
¯−√¯−i )|
i |2
∗ |v|2v2∗s−2m dx

∫

|x − ai |−2∗(
√
¯−√¯−i )∣∣
ivvs−1m ∣∣2∗ dx.
So from (2.17), we get
(∫

|x − ai |−2∗(
√
¯−√¯−i )|
i |2
∗ |v|2v2∗s−2m dx
) 2
2∗
Cs
∫

|x − ai |−2(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx
Cs
∫

|x − ai |−2∗(
√
¯−√¯−i )(
2i + |∇
i |2)|v|2v2(s−1)m dx. (2.18)
Using the choice of the cut-off function 
i , we deduce that
(∫
Br(ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2∗s−2m dx
) 2
2∗
 Cs

(− r)2
∫
B(ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2s−2m dx. (2.19)
Choosing s∗ > 0 such that for i0 + 1 ik,
N
N − 2 < s
∗ < N
N − 2 − 2√¯− i ,
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we deﬁne the sequence
sn = s∗
(
2∗
2
)n
, n = 0, 1, 2, . . .
and take s = sn in (2.19), then
(∫
Br(ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2sn+1−2m dx
) 1
2sn+1

(
Csn
(− r)2
) 1
2sn
(∫
B(ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2sn−2m dx
) 1
2sn
. (2.20)
Let 0 be sufﬁciently small positive number satisfying B20(ai) ⊂⊂ , aj /∈ B0(ai)
for any j = i and rn = 0(1 + n0), n = 0, 1, 2, . . . . Taking  = rn and r = rn+1 in
(2.20), we derive that
(∫
Brn+1 (ai )
|x|−2∗(
√
¯−√¯−i )|v|2v2sn+1−2m dx
) 1
2sn+1

(
Csn
(0 − 20)n0
) 1
2sn
(∫
Brn (ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2sn−2m dx
) 1
2sn
 · · ·

(
C
(1 − 0)0
) ∞∑
n=0
1
2sn

−
∞∑
n=0
n
2sn
0
×
∞∏
n=0
s

2sn
n
(∫
Br0 (ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2s∗−2m dx
) 1
2s∗
. (2.21)
It is not difﬁcult to verify that
∞∑
n=0
1
2sn
= 1
2s∗
∞∑
n=0
(
2
2∗
)n
C,
∞∑
n=0
n
2sn
= 1
2s∗
∞∑
n=0
n
(
2
2∗
)n
C, (2.22)
∞∏
n=0
s

2sn
n = (s∗)

2s∗
∞∑
n=0
( 22∗ )
n(2∗
2
) 
2s∗
∞∑
n=0
n( 22∗ )
n
C. (2.23)
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By the choice of s∗, we deduce
2∗ < 2s∗ < 2N
N − 2 − 2√¯− i
and then ∫
Br0 (ai )
|x − ai |−2∗(
√
¯−√¯−i )|v|2v2s∗−2m dx

∫
Br0 (ai )
|x − ai |(2s∗−2∗)(
√
¯−√¯−i )|u|2s∗ dx
(diam)(2s∗−2∗)(
√
¯−√¯−i )
∫

|u|2s∗ dxC. (2.24)
Inserting (2.22)–(2.24) into (2.21), we obtain that
‖vm‖L2sn+1 (B0 (ai ))
‖vm‖L2sn+1 (Brn+1 (ai ))
(diam)
2∗(√¯−√¯−i )
2sn+1
(∫
Brn+1 (ai )
|x − ai |−2∗(
√
¯−√¯−i )v2v2sn+1−2m dx
) 1
2sn+1
C.
Note that sn+1 → ∞ as n → ∞. Letting n → ∞ in the above inequality, we infer
that
‖vm‖L∞(B0 (ai ))C. (2.25)
Passing to the limit in (2.25) by taking m → +∞, we get for any i0 + 1 ik
|u(x)|C|x − ai |−
√
¯+√¯−i ∀x ∈ B0(ai)\{ai}. (2.26)
Now we consider the case: 1 i i0 (1 i0 < k). Let  > 0 be sufﬁciently small
such that aj /∈ B(ai) for any j = i. Choosing i = 2i uu2(s−1)m ∈ H 10 (B(ai)), where
s,m > 1, um = min{|u|,m} and i ∈ C∞0 (B(ai)) satisfying 0i1; i ≡ 1 in
Br(ai), r <  and |∇i | < 4−r . Then from (1.1), we have for 1 i i0 (i01)∫
B(ai )
(
∇u · ∇i − i
ui
|x − ai |2
)
dx
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=
∫
B(ai )
Q(x)|u|2∗−2ui dx +
k∑
j=1
j =i
j
∫
B(ai )
ui
|x − aj |2 dx,
that is,
∫
B(ai )
(
2iuu2(s−1)m ∇i · ∇u + 2i u2(s−1)m |∇u|2 + 2(s − 1)2i u2(s−1)m |∇um|2
)
dx
=
∫
B(ai )
Q(x)2i |u|2
∗
u2(s−1)m dx +
k∑
j=1
j =i
j
∫
B(ai )
2i |u|2u2(s−1)m
|x − aj |2 dx. (2.27)
Note that for any  > 0,
∣∣∣∣2 ∫
B(ai )
iuu
2(s−1)
m ∇i · ∇u
∣∣∣∣

∫
B(ai )
2i u
2(s−1)
m |∇u|2 dx + C()
∫
B(ai )
|∇i |2|u|2u2(s−1)m dx (2.28)
and by the choice of the cut-off function i ,
∣∣∣∣∣∣∣
k∑
j=1
j =i
j
∫
B(ai )
2i |u|2u2(s−1)m
|x − aj |2 dx
∣∣∣∣∣∣∣ C
∫
B(ai )
2i |u|2u2(s−1)m dx. (2.29)
Taking  = 12 in (2.28), from (2.27)–(2.29), we obtain∫
B(ai )
(
2i u
2(s−1)
m |∇u|2 + 4(s − 1)2i u2(s−1)m |∇um|2
)
dx
C
∫
B(ai )
(
2i + |∇i |2
)|u|2u2(s−1)m dx + C ∫
B(ai )
2i |u|2
∗
u2(s−1)m dx. (2.30)
By Lemma 2.3, u ∈ Lq(B(ai)) with 1 i i0 for any q1. Choosing q > N2 , we
have
(2∗ − 2)q > 1 and 2 < 2q
q − 1 < 2
∗.
D. Cao, P. Han / J. Differential Equations 224 (2006) 332–372 349
Therefore we derive for any  > 0,∫
B(ai )
2i |u|2
∗
u2(s−1)m dx
=
∫
B(ai )
|u|2∗−2|iuus−1m |2 dx
‖u‖2∗−2
L(2∗−2)q (B(ai ))
‖iuus−1m ‖2
L
2q
q−1 (B(ai ))
‖u‖2∗−2
L(2∗−2)q (B(ai ))
× (‖iuus−1m ‖L2∗ (B(ai ))
+C(N, q)− N2q−N ‖iuus−1m ‖L2(B(ai ))
)2
C2
(∫
B(ai )
∣∣iuus−1m ∣∣2∗ dx) 22∗
+C− 2N2q−N
∫
B(ai )
∣∣iuus−1m ∣∣2 dx. (2.31)
From (2.30), (2.31), and by Sobolev inequality, we obtain
(∫
B(ai )
∣∣iuus−1m ∣∣2∗ dx) 22∗  C ∫
B(ai )
∣∣∇(iuus−1m )∣∣2 dx
 Cs2
(∫
B(ai )
∣∣iuus−1m ∣∣2∗ dx) 22∗
+Cs
∫
B(ai )
(
2i + |∇i |2
)|u|2u2(s−1)m dx
+Cs− 2N2q−N
∫
B(ai )
∣∣iuus−1m ∣∣2 dx.
Similar to that of the case: i0 + 1 ik, we ﬁnally obtain
‖u‖L∞(B(ai ))C for any 1 i i0,
which, together with (2.26), implies that (1.7), (1.8) hold.
Now we prove (1.9). Remark that, at this point, only positive solutions will be
considered. Set 0 < t0 < 0, and n(t) = min|x−ai |=t v(x), t0 t0, such that
n(t0) = At−2
√
¯−i
0 + B, n(0) = A
−2√¯−i
0 + B,
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where
A = n(0) − n(t0)

−2√¯−i
0 − t
−2√¯−i
0
, B = n(0)t
−2√¯−i
0 − n(t0)
−2√¯−i
0
t
−2√¯−i
0 − 
−2√¯−i
0
.
It is easy to verify that
−div
(
|x − ai |−2(
√
¯−√¯−i )∇(|x − ai |−2
√
¯−i )
)
= 0 ∀x ∈ \{ai}. (2.32)
Noting that i > 0 (1 ik, i0 = 0). Combining (2.7) with (2.32), we get
−div
(
|x − ai |−2(
√
¯−√¯−i )∇
(
v − (A|x − ai |−2
√
¯−i + B)
))
= Q(x)|x − ai |−2∗(
√
¯−√¯−i )|v|2∗−2v
+
k∑
j=1
j v
|x − aj |2|x − ai |2(
√
¯−√¯−i ) > 0 in \{ai}.
By the choice of A and B we have
v(x)A|x − ai |−2
√
¯−i + B ∀x ∈ (B0(ai)\Bt0(ai)).
Therefore, by the maximum principle, we obtain
v(x)  A|x − ai |−2
√
¯−i + B
= |x − ai |
−2√¯−i − −2
√
¯−i
0
t
−2√¯−i
0 − 
−2√¯−i
0
n(t0) + t
−2√¯−i
0 − |x − ai |−2
√
¯−i
t
−2√¯−i
0 − 
−2√¯−i
0
n(0)
 |x − ai |
2
√
¯−i − t2
√
¯−i
0
|x − ai |2
√
¯−i − t2
√
¯−i
0 
−2√¯−i
0 |x − ai |2
√
¯−i
n(0)
for all x ∈ B0(ai)\Bt0(ai).
Letting t0 → 0, we conclude v(x)n(0) = min|x−ai |=0 v(x) > 0, ∀x ∈ B0(ai)\{ai}. 
3. Existence of positive solutions for (1.1)
In this section, we will use the Mountain Pass lemma (see [1]) to establish the
existence of a positive solution for (1.1). To do this, we need to show that I0 satisﬁes
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(P .S.)c condition for c in a suitable interval, and then to show I0 has a suitable (P .S.)c
sequence. We start with a lemma concerning the (P .S.)c condition of I0.
Lemma 3.1. The functional I0 deﬁned in (1.3) satisﬁes (P .S.)c condition with
c < c∗ = 1
N
min
⎧⎨⎩ S
N
2
l
Q(al)
N−2
2
,
S
N
2
0
Q
N−2
2
M
⎫⎬⎭ .
Proof. Let {un} ⊂ H 10 () satisfy as n −→ ∞
I0(un) −→ c < c∗, dI0(un) −→ 0 strongly in H−1().
By Hardy inequality, we get ‖un‖H 10 ()C. Therefore, up to a subsequence, we may
assume that
un ⇀ u weakly in H 10 ();
un ⇀ u weakly in L2(, |x − ai |−2 dx) for 1 ik;
un ⇀ u weakly in L2
∗
();
un −→ u a.e. on .
Then u ∈ H 10 () is a weak solution of problem (1.1).
Hence, by the concentration compactness principle [17], there exists a subsequence,
still denoted by {un}, at most countable set J , a set of different points {xj }j∈J ⊂
\{a1, a2, . . . , ak}, real numbers ˜xj , ˜xj , j ∈ J and ˜ai , ˜ai , ˜ai (1 ik) such that
|∇un|2 ⇀ d˜ |∇u|2 +
∑
j∈J
˜xj xj +
k∑
i=1
˜aiai ,
|un|2∗ ⇀ d˜ = |u|2∗ +
∑
j∈J
˜xj xj +
k∑
i=1
˜aiai ,
|un|2
|x − ai |2 ⇀ d˜ =
|u|2
|x − ai |2 + ˜aiai .
By Sobolev inequalities, we infer that
S0˜xj
2
2∗  ˜xj for j ∈ J and Si ˜ai
2
2∗  ˜ai − i ˜ai , 1 ik.
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We claim that J is ﬁnite and that for any j ∈ J , either ˜xj = 0 or Q(xj )˜xj  S
N
2
0
Q
N−2
2
M
.
In fact, assume  > 0 small enough such that for any 1 ik, ai /∈ B(xj ) (j ∈ J ).
Let j be a smooth cut-off function centered at xj satisfying
0j 1, j (x) =
{
1 if |x − xj | 2 ,
0 if |x − xj |, and |∇
j
 | 4 .
By our assumptions, we have
〈dI0(un), unj 〉 =
∫

|∇un|2j dx +
∫

un∇un∇j dx
−
k∑
i=1
i
∫

|un|2j
|x − ai |2 dx −
∫

Q(x)|un|2∗j dx, (3.1)
lim
n→∞
∫

|∇un|2j dx =
∫

j d˜
∫

|∇u|2j dx + ˜xj , (3.2)
lim
n→∞
∫

Q(x)|un|2∗j dx =
∫

Q(x)j d˜ =
∫

Q(x)|u|2∗j dx + Q(xj )˜xj , (3.3)
lim
→0 limn→∞
∣∣∣∣ ∫

un∇un∇j dx
∣∣∣∣
 lim
→0 limn→∞
((∫

|∇un|2 dx
) 1
2
(∫

|un|2|∇j |2 dx
) 1
2
)
C lim
→0
(∫

|u|2|∇j |2 dx
) 1
2
C lim
→0
⎛⎝(∫
B(xj )
|∇j |N dx
) 1
N
(∫
B(xj )
|u|2∗ dx
) 1
2∗
⎞⎠
C lim
→0
(∫
B(xj )
|u|2∗ dx
) 1
2∗ = 0, (3.4)
lim
→0 limn→∞
k∑
i=1
i
∫

|un|2j
|x − ai |2 dx = 0 (3.5)
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and
lim
→0
∫

|∇u|2j dx = 0 and lim
→0
∫

Q(x)|u|2∗j dx = 0. (3.6)
Inserting (3.2)–(3.6) into (3.1), we deduce
0 = lim
→0 limn→∞ 〈dI0(un), un
j
 〉 ˜xj − Q(xj )˜xj . (3.7)
On the other hand, S0˜xj
2
2∗  ˜xj for j ∈ J , which together with (3.7), deduces that
˜xj = 0 or Q(xj )˜xj  S
N
2
0
Q
N−2
2
M
. Thus J is ﬁnite.
Now we consider the possibility of concentration at the points ai (1 ik). Letting
 > 0 be small enough such that for any j ∈ J , xj /∈ B(ai)(1 ik), and i be a
smooth cut-off function centered at ai satisfying
0i1, i(x) =
{
1 if |x − ai | 2 ,
0 if |x − ai |, and |∇
i
|
4

.
Then we have
lim
→0 limn→∞
∫

|∇un|2i dx = lim→0
∫

i d˜ lim→0
(∫

|∇u|2i dx + ˜ai
)
= ˜ai ,
lim
→0 limn→∞
∫

Q(x)|un|2∗i dx = lim→0
∫

Q(x)i d˜
= lim
→0
(∫

Q(x)|u|2∗i dx + Q(ai)˜ai
)
= Q(ai)˜ai ,
lim
→0 limn→∞
∫

|un|2i
|x − ai |2 dx = lim→0 limn→∞
∫

i d˜ = lim→0
(∫

|u|2i
|x − ai |2 dx + ˜ai
)
= ˜ai ,
lim
→0 limn→∞
∫

un∇un∇i dx = 0, lim→0 limn→∞
∫

|un|2i
|x − aj |2 dx = 0 for j = i.
Hence, we conclude that
0 = lim
→0 limn→∞ 〈dI0(un), un
i
〉 ˜ai − i ˜ai − Q(ai)˜ai . (3.8)
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On the other hand, Si ˜ai
2
2∗  ˜ai − i ˜ai , which together with (3.8), deduces
Si ˜ai
2
2∗ Q(ai)˜ai .
Therefore, ˜ai = 0 or ˜ai 
( Si
Q(ai )
)N
2 for every 1 ik.
From the above arguments, we conclude that
c = I0(un) − 12 〈dI0(un), un〉 + o(1)
= 1
N
∫

Q(x)|un|2∗ dx + o(1)
= 1
N
(∫

Q(x)|u|2∗ dx +
∑
j∈J
Q(xj )˜xj +
k∑
i=1
Q(ai)˜ai
)
.
If there exists a j ∈ J such that ˜xj = 0, or there is an i ∈ {1, 2, . . . , k}, such that
˜ai = 0, then we infer that
c 1
N
min
⎧⎨⎩ S
N
2
1
Q(a1)
N−2
2
,
S
N
2
2
Q(a2)
N−2
2
, . . . ,
S
N
2
k
Q(ak)
N−2
2
,
S
N
2
0
Q
N−2
2
M
⎫⎬⎭ . (3.9)
Noting that i0 for i i0, and Q(ai)QM for i = 1, 2, . . . , k, we have Si S0 for
i i0, and thus
S
N
2
i
Q(ai )
N−2
2
 S
N
2
0
Q
N−2
2
M
for i i0. From (3.9), we derive that
c 1
N
min
⎧⎪⎨⎪⎩
S
N
2
i0+1
Q(ai0+1)
N−2
2
,
S
N
2
i0+2
Q(ai0+2)
N−2
2
, . . . ,
S
N
2
k
Q(ak)
N−2
2
,
S
N
2
0
Q
N−2
2
M
⎫⎪⎬⎪⎭ = c∗,
which contradicts the assumption that c < c∗. Hence, up to a subsequence, we derive
that un −→ u strongly in H 10 (). 
Set ua,(x) = (x)V a,(x) = −
N−2
2 (x)U,a( x ), where a ∈ , 0 <  < ¯,  ∈
C∞0 (B(a)) satisﬁes: 01 and  ≡ 1, ∀x ∈ B 2 (a). Then we have
Lemma 3.2. For any 0 <  < ¯,
∫

(
|∇ua,|2 − 
(ua,)
2
|x − a|2
)
dx = S
N
2
 + O
(
2
√
¯−) , (3.10)
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
|ua,|2
∗ dx = S
N
2
 + O
(

2N
N−2
√
¯−) (3.11)
and for any  ∈ RN\{0},
∫

|u0,|2
|x + |2 dx =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2
||2
∫
RN
U2,0(x) dx + o(2) if  < ¯− 1,
C2N
||2 
2∣∣ log ∣∣+ O(2) if  = ¯− 1, (3.12)
where C =
( 4N(¯−)
N−2
)N−2
4
, N is the volume of the unit ball in RN .
Proof. Following [5], we easily get (3.10) and (3.11). Now we prove (3.12).
For any  ∈ RN\{0}, we have
∫

|u0,|2
|x + |2 dx
=
∫
B(0)
(2 − 1)|V 0,|2
|x + |2 dx +
∫
B(0)
|V 0,|2
|x + |2 dx
= 
−(N−2)
||2
∫
|x|<
U2,0
(x

)
dx + −(N−2)
∫
|x|<
(
1
|x + |2 −
1
||2
)
U2,0
(x

)
dx
+ −(N−2)
∫

2 <|x|<
(2 − 1)U2,0
(
x

)
|x + |2 dx = A1() + A2() + A3(). (3.13)
Next we estimate Ai() (i = 1, 2, 3), respectively, in two cases:  < ¯−1;  = ¯−1.
For  < ¯− 1, we easily verify that ∫ RN U2,0(x) dx < ∞. So,
A1() = 
−(N−2)
||2
∫
|x|<
U2,0
(x

)
dx
= 
2
||2
∫
|x|< 
U2,0
(
x
)
dx
= 
2
||2
∫
RN
U2,0
(
x
)− 2||2
∫
|x| 
U2,0
(
x
)
dx
= 
2
||2
∫
RN
U2,0
(
x
)+ o(2); (3.14)
356 D. Cao, P. Han / J. Differential Equations 224 (2006) 332–372
∣∣A2()∣∣ = −(N−2)∣∣∣∣ ∫ |x|<
(
1
|x + |2 −
1
||2
)
U2,0
(x

)
dx
∣∣∣∣
= 2
∣∣∣∣ ∫ |y|< 
−2|y|2 − 2y · 
|y + |2||2 U
2
,0(y) dy
∣∣∣∣
 2
∫
|y|< 
2|y|2 + 2|y|||
|y + |2||2 U
2
,0(y) dy
 
3(+ 2||)
(|| − )2||2
∫
|y|< 
|y|U2,0(y) dy (require  < ||)
 C3
∫ 

0
tN(
t
′√
¯ + t
√
¯
)2√¯ dt
 C3
(∫ 1
0
tN−2′ dt +
∫ 

1
tN−2 dt
)
 C3 + C
⎧⎪⎪⎨⎪⎪⎩
3 if  < ¯− 94 ,
3
∣∣ log ∣∣ if  = ¯− 94 ,
2
√
¯− if ¯− 94 <  < ¯.
(3.15)
So,
A2() = o(2) if  < ¯− 1. (3.16)
∣∣A3()∣∣ = ∣∣∣∣−(N−2) ∫ 
2 <|x|<
(2 − 1)U2,0
(
x

)
|x + |2 dx
∣∣∣∣
 C
−(N−2)
(|| − )2
∫

2 <|x|<
U2,0
(x

)
dx (require  < ||)
 C2
∫ 


2
tN−1(
t
′√
¯ + t
√
¯
)2√¯ dtC2√¯−.
Thus,
A3 () = O
(
2
√
¯−) for  < ¯. (3.17)
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Inserting (3.14), (3.16), (3.17) into (3.13), we get
∫

|u0,|2
|x + |2 dx =
2
||2
∫
RN
U2,0(x) dx + o(2) for  < ¯− 1. (3.18)
For  = ¯− 1, we have
A1() = 
−(N−2)
||2
∫
|x|<
U2,0
(x

)
dx
= C
2
N 
2
||2
∫ 

0
tN−1(
t
N−4
N−2 + t NN−2
)N−2 dt
= C
2
N 
2
||2
⎛⎜⎝∫ 
1
dt
t
+
∫ 

1
⎛⎜⎝ tN−1(
t
N−4
N−2 + t NN−2
)N−2 − 1t
⎞⎟⎠ dt
+
∫ 1
0
tN−1(
t
N−4
N−2 + t NN−2
)N−2 dt
⎞⎟⎠ . (3.19)
The last integral exists and the second integral is established as follows:
∣∣∣∣ ∫ 
1
⎛⎜⎝ tN−1(
t
N−4
N−2 + t NN−2
)N−2 − 1t
⎞⎟⎠ dt∣∣∣∣ = ∫ 
1
(1 + t 4N−2 )N−2 − t4
t (1 + t 4N−2 )N−2
dt

∫ 

1
1 + Ct 4(N−3)N−2
t (1 + t 4N−2 )N−2
dt

∫ 

1
t−
N+2
N−2 dtC. (3.20)
Combining (3.20) with (3.19), we get
A1() =
C2N
||2 
2∣∣ log ∣∣+ O(2) for  = ¯− 1. (3.21)
∣∣A2()∣∣ = −(N−2)∣∣∣∣ ∫ |x|<
(
1
|x + |2 −
1
||2
)
U2,0
(x

)
dx
∣∣∣∣
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 C22
∫
|y|< 
2|y|2 + 2|y|||
|y + |2||2(|y|N−4N−2 + |y| NN−2 )N−2 dy

C2N 
2
(|| − )2||2
∫ 

0
(2t2 + 2||t)tN−1(
t
N−4
N−2 + t NN−2 )N−2 dt (require  < ||)
 C2
(∫ 

1
(
2t + 2||) dt + ∫ 1
0
(2t2 + 2||t)tN−1(
t
N−4
N−2 + t NN−2 )N−2 dt
)
C2,
which implies that
A2() = O(2) for  = ¯− 1. (3.22)
In addition, it follows from (3.17) that
A3() = O(2) for  = ¯− 1. (3.23)
From (3.21)–(3.23), we derive
∫

|u0,|2
|x + |2 dx =
C2N
||2 
2∣∣ log ∣∣+ O(2) for  = ¯− 1. (3.24)
Therefore, (3.12) follows from (3.13), (3.18) and (3.24).
Lemma 3.3. Under the assumptions of Theorem 1.3, there is a nonnegative function
v ∈ H 10 ()\{0}, such that sup
t0
I0(tv) < c∗, where c∗ is given in Lemma 3.1.
Proof. We need to distinguish the following two cases:
Case I:
S
N
2
l
Q(al)
N−2
2
<
S
N
2
0
Q
N−2
2
M
; Case II: S
N
2
l
Q(al)
N−2
2
 S
N
2
0
Q
N−2
2
M
.
In Case I, we infer that
c∗ = 1
N
S
N
2
l
Q(al)
N−2
2
.
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By the assumption (H1), for any 
 > 0, we derive that∣∣∣∣ ∫

Q(x)|uall ,|2
∗ dx −
∫

Q(al)|uall ,|2
∗ dx
∣∣∣∣

∫

|Q(x) − Q(al)||uall ,|2
∗ dx
C

∫
B(al )
|x − al |2|uall ,|2
∗ dxC
2,
which, together with (3.11), implies that
∫

Q(x)|uall ,|2
∗ dx=Q(al)S
N
2
l +O
(

2N
N−2
√
¯−l
)
+o(2) for i0+1 lk. (3.25)
From (3.10), (3.12), (3.25) and the assumption (H3), we infer that
sup
t0
I0(tu
al
l ,
) = 1
N
⎛⎜⎝∫

⎛⎜⎝|∇uall ,|2 − l |uall ,|2|x − al |2 −
k∑
j=1
j =l
j
|uall ,|2
|x − aj |2
⎞⎟⎠ dx
⎞⎟⎠
N
2
×
(∫

Q(x)|uall ,|2
∗ dx
)−N−22
= 1
N
⎛⎜⎝S N2l −2 ∫
RN
U2,0(x) dx
k∑
j=1
j =l
j
|aj−al |2 +O
(
2
√
¯−)+o(2)
⎞⎟⎠
N
2
×
(
Q(al)S
N
2
l + O
(

2N
N−2
√
¯−l
)
+ o(2)
)−N−22
<
S
N
2
l
NQ(al)
N−2
2
if l < ¯− 1. (3.26)
Similarly, we also infer that (3.26) holds for l = ¯− 1.
In Case II, we have c∗ = S
N
2
0
NQ
N−2
2
M
. It follows from [5] that
∫

|∇ux00,|2 dx = S
N
2
0 + O(N−2) (3.27)
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and ∫

|ux00,|2
∗ dx = S
N
2
0 + O(N).
Then by the assumption (H2), we deduce∫

Q(x)|ux00,|2
∗ dx = Q(x0)
∫

|ux00,|2
∗ dx + o(2) = QMS
N
2
0 + o(2). (3.28)
If x0 = ai for some i ∈ {i0 + 1, i0 + 2, . . . , k}, we derive from Sj < S0 for any
i0 + 1jk that
c∗ = min
⎧⎪⎨⎪⎩
S
N
2
i0+1
Q(ai0+1)
N−2
2
,
S
N
2
i0+2
Q(ai0+2)
N−2
2
, . . .
S
N
2
k
Q(ak)
N−2
2
⎫⎪⎬⎪⎭

S
N
2
i
Q(ai)
N−2
2
<
S
N
2
0
Q(x0)
N−2
2
, (3.29)
which is impossible in Case II. So x0 = ai for any i0 + 1 ik. Furthermore, by the
assumption (H2), we infer x0 = ai for any 1 ik.
Similar to the proof of (3.12) in Lemma 3.2, we conclude that
k∑
i=1
i
∫

|ux00,|2
|x − ai |2 dx =
k∑
i=1
i
∫
B(0)
|u00,|2
|x+x0−ai |2 dx
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2
∫
RN
U20,0(x) dx
k∑
i=1
i
|x0−ai |2 +o(
2) if N5,
842
∣∣ log ∣∣ k∑
i=1
i
|x0−ai |2 + O(
2) if N = 4,
(3.30)
where 4 is the volume of the unit ball in R4.
Using the assumption (H2) and from (3.27), (3.28) and (3.30), we deduce
sup
t0
I0(tu
x0
0,) =
1
N
⎛⎝∫

⎛⎝|∇ux00,|2 − k∑
j=1
j
|ux00,|2
|x − aj |2
⎞⎠ dx
⎞⎠
N
2
×
(∫

Q(x)|ux00,|2
∗ dx
)−N−22
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= 1
N
(
S
N
2
0 − 2
∫
RN
U20,0(x) dx
k∑
j=1
j
|x0 − aj |2 + O(
N−2) + o(2)
)N
2
×
(
QMS
N
2
0 + O(N) + o(2)
)−N−22
<
S
N
2
0
NQ
N−2
2
M
if N5.
For N = 4, we get
sup
t0
I0(tu
x0
0,) =
1
4
⎛⎝∫

⎛⎝|∇ux00,|2 − k∑
j=1
j
|ux00,|2
|x − aj |2
⎞⎠ dx
⎞⎠2
×
(∫

Q(x)|ux00,|4 dx
)−1
= 1
4
(
S20 − 842
∣∣ log ∣∣ k∑
j=1
j
|x0 − aj |2 + O(
2)
)2
×
(
QMS
2
0 + O(4) + o(2)
)−1
<
S20
4QM
.
From the above arguments, we can ﬁnd a nonnegative function v ∈ H 10 ()\{0} such
that sup
t0
I0(tv) < c∗. 
Proof of Theorem 1.3. Set c = inf
∈
max
t∈[0,1] I0((t)), where
 = { ∈ C([0, 1], H 10 ())∣∣ (0) = 0, I0((1)) < 0}.
For any u ∈ H 10 ()\{0}, by Hardy inequality, we have
I0(u) = 12
∫

(
|∇u|2 −
k∑
i=i0+1
iu
2
|x − ai |2 −
i0∑
i=0
iu
2
|x − ai |2
)
dx − 1
2∗
∫

Q(x)|u|2∗ dx
 1
2
⎛⎝1 − 1
¯
k∑
i=i0+1
i
⎞⎠∫

|∇u|2 dx − QM
2∗S
N
N−2
0
(∫

|∇u|2 dx
) N
N−2
.
Thus there exists a sufﬁciently small positive number  such that
b := inf‖u‖
H10 ()
= I0(u) > 0 = I0(0).
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Since I0(tv) → −∞ as t → ∞, where v ∈ H 10 ()\{0} is from Lemma 3.3. Hence,
there exists t0 > 0 such that ‖t0v‖H 10 () >  and I0(t0v) < 0. By the Mountain Pass
lemma [1], there exists a sequence {un} ⊂ H 10 () satisfying
I0(un) −→ c, dI0(un) −→ 0.
By Lemma 3.3, we have c sup
t∈[0,1]
I0(tt0v) sup
t0
I0(tv) < c∗. By Lemma 3.1, {un}
has a subsequence, still denoted by {un}, such that
un −→ u strongly in H 10 ().
Consequently u is a critical point of I0 and thus is a solution of problem (1.1). c is
a critical value of the functional I0. In order to obtain positive solutions of (1.1), we
replace I0(u) in (1.3) by I+0 (u) deﬁned as following:
I+0 (u) =
1
2
∫

(
|∇u|2 −
k∑
i=1
iu
2
|x − ai |2
)
dx − 1
2∗
∫

Q(x)(u+)2∗ dx u ∈ H 10 (),
where u+ = max{u, 0}. Repeating the above arguments, we could obtain a critical point
u0 of I+0 , which satisﬁes
⎧⎪⎨⎪⎩−u0 −
k∑
i=1
iu0
|x−ai |2 = Q(x)(u
+
0 )
2∗−1 in ,
u = 0 on .
u0 > 0 for x ∈  follows from the maximum principle. 
4. Existence of sign-changing solutions for (1.1)
In this section, we will use results of Theorems 1.1, 1.3 to establish the existence
of sign-changing solutions of (1.1). We ﬁrst give some preliminary notations.
For  > 0 small, we deﬁne
I(u) = 12
∫

(
|∇u|2 −
k∑
i=1
iu
2
|x − ai |2
)
dx − 1
2∗ − 
×
∫

Q(x)|u|2∗− dx u ∈ H 10 (). (4.1)
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Set
c1, = inf
u∈
I(u), where  = {u ∈ H 10 ()\{0}
∣∣〈dI(u), u〉 = 0}. (4.2)
Denote by u0 the positive solution of (1.1) established in Theorem 1.3. Then c1,0 can
be characterized (see [22]) by
c1,0 = I0(u0) = inf
u∈0
I0(u), where 0 = {u ∈ H 10 ()\{0}
∣∣〈dI0(u), u〉 = 0}.
By a similar argument of Lemma 1.1 in [21], we conclude that c1, → c1,0 as  → 0.
Following [21], we ﬁrst manage to obtain the statement of Theorem 1.4 in the
“subcritical" case, and then prove Theorem 1.4 by taking  → 0. To this purpose,
we shall use the Ljusternik–Schnirelman theory for even functionals (see [18,21]): let
A ⊂ H 10 () be a closed, bounded set which is Z2-symmetric (i.e., u ∈ A ⇒ −u ∈ A).
The Krasnselski genus i(A) is deﬁned for the set A by
i(A) = inf{n ∣∣ there exists an odd and continuous map h : A → Rn\{0}}.
Fix  > 0 and let S = {u ∈ H 10 ()
∣∣‖u‖H 10 () = }. Deﬁne
H = {h : H 10 () −→ H 10 () odd, homeomorphism},
and set
F2 = {A closed, Z2 − symmetric
∣∣i(h(A) ∩ S)2, ∀h ∈ H}.
Then we have
Proposition 4.1. There exists a sufﬁciently small positive number ∗ such that for every
 ∈ (0, ∗), the Dirichlet problem
⎧⎪⎨⎪⎩−u −
k∑
i=1
iu
|x−ai |2 = Q(x)|u|2
∗−2−u in ,
u = 0 on ,
(4.3)
admits a nontrivial solution u satisfying∫

|u|2∗−2−uv(u) dx = 0,
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where v(u) is the ﬁrst eigenfunction of the weighted eigenvalue problem⎧⎪⎨⎪⎩−
(
+
k∑
i=1
i
|x−ai |2
)
v = Q(x)|u|2∗−2−v in ,
v = 0 on .
Moreover, c2, = inf
A∈F2
sup
u∈A
I(u) = I(u).
Proof. Since the proof is similar to that of Proposition 1.1 in [21], we omit its details
here. 
Lemma 4.2. Under the assumptions of Theorem 1.4, there exists  > 0 and 0 > 0
such that ∀ ∈ (0, 0),
c2,c1, + c∗ − , (4.4)
where c∗ is given in Lemma 3.1.
Proof. As in the proof of Lemma 3.3, we also need to consider two cases:
Case I:
S
N
2
l
Q(al)
N−2
2
<
S
N
2
0
Q
N−2
2
M
; Case II: S
N
2
l
Q(al)
N−2
2
 S
N
2
0
Q
N−2
2
M
.
In Case I, c∗ = 1
N
S
N
2
l
Q(al)
N−2
2
. Let u0 and uall , be given as before. Set A = span
{u0, uall ,}. Clearly, A ∈ F2, so
c2, sup
v∈A
I(v) = sup
s,t∈R
I(su0 + tuall ,).
We can see that for  > 0 sufﬁciently small, lim
s,t→∞ I(su0 + tu
al
l ,) → −∞, we can
assume that |s| + |t |C. Therefore,
I(su0 + tuall ,)
= 1
2
∫

(
|∇(su0 + tuall ,)|2 −
k∑
i=1
i |su0 + tuall ,|2
|x − ai |2
)
dx
− 1
2∗ − 
∫

Q(x)|su0 + tuall ,|2
∗− dx
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c1, + I0(tuall ,) +
|t |2∗
2∗
∫

Q(x)|uall ,|2
∗ dx − |t |
2∗−
2∗ − 
∫

Q(x)|uall ,|2
∗− dx
+C
∫

|u0|2∗−1uall , dx + C
∫

|u0|2∗−1−uall , dx
+C
∫

u0|uall ,|2
∗−1− dx, (4.5)
where we have used the following inequality (see [14], for example):
|a + b|q |a|q + |b|q − C(|a|q−1|b| + |a||b|q−1) for q1.
Set ′l =
√
¯−√¯− l , l = √¯+√¯− l . Using (1.8), we conclude that∫

u0|uall ,|2
∗−1− dx
C
∫
B(al )
|x − al |−(
√
¯−√¯−l )∣∣uall ,∣∣2∗−1− dx
C−
(N−2)(2∗−1−)
2 −
√
¯+√¯−l+N
∫ 

0
tN−1 dt
t
√
¯−√¯−l
(
t
′
l√
¯ + t
l√
¯
)(2∗−1−)√¯
C
√
¯−l+
√
¯C
√
¯−l (4.6)
and ∫

|u0|2∗−1uall , dx
C
∫
B(al )
|x − al |−(2∗−1)(
√
¯−√¯−l )uall , dx
C−(2∗−1)(
√
¯−√¯−l )−N−22 +N
∫ 

0
tN−1 dt
t(2
∗−1)(√¯−√¯−l )
(
t
′
l√
¯ + t
l√
¯
)√¯
C
N+2
N−2
√
¯−l
(∫ 1
0
tN−1−(2∗−1)(
√
¯−√¯−l )−′l dt
+
∫ 

1
tN−1−(2∗−1)(
√
¯−√¯−l )−l dt
)
C
√
¯−l . (4.7)
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Similar to the proof of (4.7), we also have
∫

|u0|2∗−1−uall , dxC
√
¯−l . (4.8)
Inserting (4.6)–(4.8) into (4.5), we get
I(su0 + tuall ,)
c1, +
S
N
2
l
NQ(al)
N−2
2
+ 1
2∗
∫

Q(x)|tuall ,|2
∗ dx − 1
2∗ − 
∫

Q(x)|tuall ,|2
∗− dx
+O
(

√
¯−l
)
− K(), (4.9)
where K() =
{
C2 if l < ¯− 1,
C2
∣∣ log ∣∣ if l = ¯− 1.
Choosing  > 0 small enough, we derive that for l < ¯− 4
O
(

√
¯−l
)
− K() − 2 for some constant  > 0. (4.10)
Now choose 1 > 0 small enough, so that
1
2∗
∫

Q(x)|tuall ,|2
∗ dx − 1
2∗ − 
∫

Q(x)|tuall ,|2
∗− dx for  ∈ (0, 1). (4.11)
From (4.9)–(4.11), we infer that in Case I
c2,c1, +
S
N
2
l
NQ(al)
N−2
2
−  for any  ∈ (0, 1).
In Case II, we have c∗ = S
N
2
0
NQ
N−2
2
M
. It follows from Sl < S0 that the maximum
point x0 of Q is different from al . Let B = span{u0, ux00,}. Obviously, B ∈ F2, and
consequently
c2, sup
v∈B
I(v) = sup
s,t∈R
I(su0 + tux00,).
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Similar to the proof of (4.5), we also have
I(su0 + tux00,)
= 1
2
∫

(
|∇su0 + tux00,|2 −
k∑
i=1
i |su0 + tux00,|2
|x − ai |2
)
dx
− 1
2∗ − 
∫

Q(x)|su0 + tux00,|2
∗− dx
c1, + I0(tux00,) +
|t |2∗
2∗
∫

Q(x)|ux00,|2
∗ dx − |t |
2∗−
2∗ − 
∫

Q(x)|ux00,|2
∗− dx
+C
∫

|u0|2∗−1ux00, dx + C
∫

|u0|2∗−1−ux00, dx + C
∫

u0|ux00,|2
∗−1− dx.
(4.12)
Since ‖u0‖L∞(B(x0))C. Following [5], we get∫

u0|ux00,|2
∗−1− dx =
∫
B(x0)
u0|ux00,|2
∗−1− dx
 C−
(2∗−1−)(N−2)
2 +N
∫ 

0
tN−1dt
(1 + t2) (2∗−1−)(N−2)2
 CN−22 , (4.13)
∫

|u0|2∗−1ux00, dx =
∫
B(x0)
|u0|2∗−1ux00, dxC
∫
B(x0)
u
x0
0, dxC
N−2
2 . (4.14)
Similarly, ∫

|u0|2∗−1−ux00, dxC
N−2
2 . (4.15)
Inserting (4.13)–(4.15) into (4.12), we obtain
I(su0 + tux00,)c1, +
S
N
2
0
NQ
N−2
2
M
+ |t |
2∗
2∗
∫

Q(x)|ux00,|2
∗ dx
−|t |
2∗−
2∗ − 
∫

Q(x)|ux00,|2
∗− dx + O(N−22 ) − L(),
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where L() =
{
C2 if N5,
C2
∣∣ log ∣∣ if N = 4.
Similar to that of Case I, we can ﬁnd 2 > 0 such that
c2,c1, +
S
N
2
0
NQ
N−2
2
M
−  for any  ∈ (0, 2).
Thus, taking 0 = min{1, 2}, we conclude that there is a constant  > 0, such that
c2,c1, + c∗ −  for any  ∈ (0, 0). 
Proof of Theorem 1.4. It is not difﬁcult to verify that ‖u‖H 10 ()C, ∀ ∈ (0, 0).
Set u+ (x) = max{u(x), 0}, u− (x) = min{u(x), 0}, x ∈ . Clearly, u± (x) /≡ 0 and
u± ∈ H 10 (). Then we also have ‖u± ‖H 10 ()C. Up to a subsequence, we may assume
that
u± ⇀ u
± weakly in H 10 ().
Since u± ∈ , we have
I(u
±
 )c1,. (4.16)
Since c1, → c1,0 as  → 0, and
I(u
+
 ) + I(u− ) = I(u) = c2,c1, + c∗ − ,
we obtain for  > 0 sufﬁciently small by (4.16)
I(u
+
 )c
∗ −  (4.17)
and
K1‖u+ ‖L2∗ ()K2 (4.18)
with suitable positive constants K1 and K2.
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We claim that u+ /≡ 0. Assume by contradiction that u+ ≡ 0 in . Similar to the
proof of Lemma 3.1, we have as  → 0
|∇u+ |2 ⇀ d˜
∑
j∈J
˜xj xj +
k∑
i=1
˜aiai ,
|u+ |2
∗
⇀ d˜ =
∑
j∈J
˜xj xj +
k∑
i=1
˜aiai ,
|u+ |2
|x − ai |2 ⇀ d˜ = ˜aiai
and
S0˜xj
2
2∗  ˜xj for j ∈ J and Si ˜ai
2
2∗  ˜ai − i ˜ai , 1 ik.
Moreover,
either ˜xj = 0 or ˜xj 
(
S0
QM
)N
2
for any j ∈ J
and either ˜ai = 0 or ˜ai 
(
Si
Q(ai)
)N
2
for any 1 ik.
So if there exists a j ∈ J , such that ˜xj = 0, or there is an i ∈ {1, 2, . . . , k}, such that
˜ai = 0, then we conclude that
c∗ −   lim
→0
I(u
+
 )
= 1
N
lim
→0
∫

(
|∇u+ |2 −
k∑
i=1
i (u
+
 )
2
|x − ai |2
)
dx
 1
N
{∑
j∈J
˜xj +
k∑
i=1
(
˜ai − i ˜ai
)}
 1
N
{∑
j∈J
S0˜xj
2
2∗ +
k∑
i=1
Si ˜ai
2
2∗
}
 1
N
⎧⎨⎩ S
N
2
l
Q
N−2
2 (al)
,
S
N
2
0
Q
N−2
2
M
⎫⎬⎭ = c∗,
which is a contradiction.
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Hence, ˜xj = 0 for any j ∈ J and ˜ai = 0 for 1 ik, and then
lim
→0
∫

|u+ |2
∗ dx
(
min

Q(x)
)−1
lim
→0
∫

Q(x)|u+ |2
∗ dx = 0, (4.19)
which contradicts (4.18).
Thus u+ /≡ 0. Similarly, u− /≡ 0. Set u = u+ + u−. Clearly, u changes sign in 
and u ⇀ u weakly in H 10 (). Consequently, 〈dI0(u),〉 = 0, ∀ ∈ H 10 (), i.e., u is
a weak nodal solution of (1.1). In fact, a subsequence of {u} converges strongly to u
in H 10 (). To see this, noting that u ∈ 0, hence I0(u)c1,0. Let w = u − u. Then
w ⇀ 0 weakly in H 10 (). By Brézis–Lieb lemma [4], we conclude that
c1, + c∗ −   I(u + w)
= c1,0 + 12
∫

(
|∇w|2 −
k∑
i=1
i |w|2
|x − ai |2
)
dx
− 1
2∗ − 
∫

Q(x)|w|2∗− dx + o(1). (4.20)
Since c1, → c1,0 as  → 0, we derive from (4.20) that
1
2
∫

(
|∇w|2 −
k∑
i=1
i |w|2
|x − ai |2
)
dx − 1
2∗ − 
×
∫

Q(x)|w|2∗− dxc∗ − + o(1). (4.21)
Repeating the proof of (4.19), we can deduce that
lim
→0
∫

Q(x)|w|2∗ dx = 0. (4.21)
By the fact that u is a critical point of I, we have
0=〈dI(u), u〉 = 〈dI0(u), u〉+〈dI(w), w〉+o(1)=〈dI(w), w〉+o(1). (4.22)
From (4.21), (4.22), we derive that
lim
→0
∫

|∇w|2dx 
⎛⎝1 − ¯−1 k∑
i=i0+1
i
⎞⎠−1 lim
→0
∫

(
|∇w|2 −
k∑
i=1
i |w|2
|x − ai |2
)
dx
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=
⎛⎝1 − ¯−1 k∑
i=i0+1
i
⎞⎠−1 lim
→0
∫

Q(x)|w|2∗− dx = 0,
which implies that w → 0 strongly in H 10 (). Therefore, {u} admits a subsequence
strongly converges to the sign-changing function u in H 10 (). By the continuity of v(u)
on u (see [21]), we can complete the proof of Theorem 1.4. 
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