Using the back-propagation (BP) to train neural networks requires a sequential passing of the activations and the gradients, which forces the network modules to work in a synchronous fashion. This has been recognized as the lockings (i.e., the forward, backward and update lockings) inherited from the BP. In this paper, we propose a fully decoupled training scheme using delayed gradients (FDG) to break all these lockings. The proposed method splits a neural network into multiple modules that are trained independently and asynchronously in different GPUs. We also introduce a gradient shrinking process to reduce the stale gradient effect caused by the delayed gradients. In addition, we prove that the proposed FDG algorithm guarantees a statistical convergence during training. Experiments are conducted by training deep convolutional neural networks to perform classification tasks on benchmark datasets. The proposed FDG is able to train very deep networks (>100 layers) and very large networks (>35 million parameters) with significant speed gains while outperforming the state-of-the-art methods and the standard BP.
Introduction
In recent years, deep neural networks, e.g., convolutional neural network (CNN) [15] and recurrent neural network [8, 4] , have demonstrated great success in numerous highly complex tasks. Such success is built, to a great extent, on the ability to train extremely deep networks enabled by ResNet [7] or other techniques with skip-connection-like structures [25, 24, 9, 6] . Training networks with back-propagation (BP) [22] is a standard practice but it requires a complete forward and backward pass before the parameter update can be finished. This easily leads to inefficiency especially for training deeper networks, which is recognized as the lockings [12] (i.e., forward, backward and update lockings) inherited from the standard BP. The existence of these lockings keeps the majority of the network on hold during the training, thereby compromising the efficiency.
In order to improve the efficiency, there have been a number of contributions of decoupling the training by splitting the network into multiple modules to facilitate model parallelization. These techniques can be roughly categorized into two groups: the backward-unlocking (BU) methods and the local error learning (LEL) methods.
The BU-based methods have access to the global information from the top layer and could break the backward locking. An additional benefit is that they often introduce no extra trainable parameters while enabling decoupling behaviors. Nonetheless, a full forward pass is still required in advance of any parameter update. One important motivation for these techniques is to promote biological plausibility, which focuses on removing the weight symmetry and the gradient propagation from the BP. Feedback alignment (FA) [17] removes the weight symmetry by replacing symmetrical weights with random ones. Direct feedback alignment [19] following the FA replaces the BP by unlocking the backward pass and enables a simultaneous update for all layers. However, these biologically [1] . On the other hand, the delayed gradients provide another solution of breaking the backward pass. The recently proposed decoupled learning using delayed gradients (DDG) [11] is able to train extremely deep (up to 110 layers) CNNs and shows no performance loss in certain cases while reducing the training time. Since the DDG is still constrained by the forward locking, the computation time could only be reduced by about 50% even with multiple GPUs.
The LEL-based methods use the local information and are more promising in terms of decoupling ability. This is because they are able to fully decouple (breaking the forward, backward and update lockings) the neural network training. The full decoupling is achieved by building auxiliary local loss functions to generate local error gradients, severing the gradient flow between the adjacent modules. The decoupled neural interface (DNI) proposed in [12] is one of the pioneers exhibiting parallel training potential for neural networks. This technique uses a local neural network to generate synthetic error gradients for the hidden layers so that the update could happen before completing either the forward or the backward pass. However, the DNI has been shown less capable of learning well and even exhibiting convergence problems in deeper networks [11] . In [18] , local classifiers with cross-entropy loss are adopted showing potentials to train the hidden layers simultaneously. It has been shown that the local classifier alone fails to match the performance of a standard BP. In [20] , a similarity measure combined with the local classifier is introduced to provide local error gradients. The mixed loss functions can produce classification performances comparable with or even better than the BP baselines but are currently tested only in VGG-like networks (≤ 13 layers). Very recently, the depth problem of the LEL-based methods is alleviated by decoupled greedy learning (DGL) [2] , which is able to train extremely deep networks (≥ 100 layers) while maintaining comparable performance against a standard BP. The common sacrifice that any LEL technique has to make is the introduction of extra trainable parameters imposed by auxiliary networks. For instance, to match the standard BP, the local learning in [20] needs to train several times more parameters.
In summary, both BU-based and LEL-based methods can decouple the training of neural networks while obtaining comparable performances against the standard BP. In comparison, LEL-based methods lead in fully decoupling the network learning but introduce extra trainable parameters. The BU-based methods behave in the opposite way. In this paper, we propose a fully decoupled training scheme using delayed gradients (FDG) sharing both merits of the BU-based and the LELbased techniques (see Table 1 ). Although we adopt delayed gradients like the DDG [11] and other asynchronous SGD methods [5, 16, 26] , the proposed FDG utilizes a different training scheme, which is more efficient and has better generalization ability. The main contributions of this work are as follows:
• We propose the FDG, a novel training technique that breaks the forward, backward and update lockings without introducing extra trainable parameters. We also develop a gradient shrinking (GS) process that can reduce the stale gradient effect caused by utilizing the delayed gradients.
• Theoretical analysis is provided showing that the proposed technique guarantees a statistical convergence under certain conditions.
• We conduct experiments by training deep CNNs and show that the proposed FDG obtains comparable or even better performances on benchmark datasets while reducing a significant amount of computation time.
Background
In this section, we provide some basic background knowledge for training a feedforward neural network. The forward, b ackward and update lockings are also revisited.
Assume we need to train an L-layer network. The l th (l ≤ L) layer produces an activation z l = A l (z l−1 ; θ l ) by taking z l−1 as its input, where A l is an activation function and θ l ∈ R n l is a column vector representing the weights in layer l. The sequential generation of the activations constructs the forward locking [12] since z l will not be available before all the dependent activations are obtained.
ni denote the parameter vector of the network. Assume f is a loss function that maps a high-dimensional vector to a scalar. The learning of the feedforward network can then be summarized as the following optimization problem:
where x represents the input-label information (or training samples). We will drop the x in (1) in this paper for convenience:
The gradient descent algorithm is often used to solve (1) by updating the parameter θ iteratively. At iteration t, we have
where γ t is the learning rate and
ni is the gradient vector obtained by g
. If the training sample size is large, we apply stochastic gradient descent (SGD) as a replacement by obtaining the gradient vector with respect to f x t (θ t ) where x t is a mini-batch of x. Such a replacement is based on the following realistic assumption:
To obtain the gradient vectors, the BP (also known as the chain rule) can be employed. One could calculate the gradients in layer l from the gradients in layer j (j > l):
which also indicates a dependency of g t l on g t j . In other words, the gradients in layer l would remain unavailable until the gradient computations of all the dependent layers are completed. This is also known as the backward locking [12] in BP. The existence of this locking prevents the update of θ t l before θ t j . In addition, the parameter update must come after executing the forward pass. This is recognized as the update locking [12] . In the following, we will show that a full decoupling (including breaking the forward, backward and update lockings) can be achieved.
Fully Coupled Neural Network Learning
In this section, we give details of the proposed FDG. This technique provides a fully decoupled asynchronous learning algorithm with a gradient shrinking (GS) process that is able to reduce the accuracy loss caused by the delayed gradients.
The Proposed FDG
We first split the network into K modules with each module containing a stack of layers. Then we rewrite θ t , g t in terms of modules as We can observe that there is a delay of 2(K − k) of gradients from the last module to module k.
• backward: after receiving the delayed error gradientsĝ t−2 m k+1 from module k + 1, we run BP to compute the gradients for each layer:ĝ
, and then update the module through
After that, we save error gradients in the first layerĝ t m k for communication.
• forward: run the input through this module and save the activation z ...
where d K,k (t) = t − 2(K − k) indicating that there is a delay of 2(K − k) of gradients from module K to module k (see Figure 1(b) ). In module K, no delay is expected because it interacts with the label information directly. It is easily noticed that the backward, forward and communication steps break the forward and the backward lockings since all the modules can be trained in parallel as shown in Figure 1(b) .
On the other hand, different from the traditional training strategy which forwards the input before backwarding the error gradients, we do the backward pass first and update the module before producing the module output. This update-before-forward strategy also breaks the update locking.
The Gradient Shrinking Process
Using the delayed gradients enables model parallelization but could also lead to certain performance loss. This is a common phenomenon observed in algorithms with stale gradients [3] . To compensate the performance loss, we introduce a gradient shrinking (GS) process before back-propagating the delayed error gradients through each module.
Negative gradients from earlier iterations
The delayed gradient The GS process works in a very straightforward manner. At iteration t, before backwarding the delayed error gradients through module k, we shrink the error gradients by multiplying it with a shrinking factor β (0 < β ≤ 1). This can be shown by rewritingĝ
Then the module is updated through (5). In particular, if β = 1, the GS process is not used.
The GS process works similarly by scaling the learning rate in the corresponding module, determining how much we should move towards the direction of the negative gradients. We can interpret this process in an intuitive way shown in Figure 2 . The delayed error gradients, especially with longer delays, would lead to deteriorated performance [3] . Figure 2(a) shows a scenario where the delayed gradients cause the learning to miss the local minimum to a large margin. By using the shrunk delayed gradients, we could have better chances of reducing the stale gradient effect (see Figure 2 (b) for an illustration). The proposed FDG with the GS process is summarized in Algorithm I with SGD optimizer.
Comparison to DDG [11] : Although the DDG also adopts the delayed gradients, we have shown that the proposed FDG breaks all the lockings while the DDG only succeeds in unlocking the backward pass. Additionally, the GS process is proposed to process the delayed gradients while the DDG feeds them directly to the modules. The effectiveness of the GS process will be illustrated in experiments.
Algorithm I: FDG (SGD)
Required: learning rate γ t , number of split modules K, gradient shrinking factor β.
• Split the network into K modules and initialize them with θ • forward the input through module k; produce and save the activation z t m k+1 −1 .
• else:
• update the module (without delay).
• forward the input through module, calculating the loss.
• do BP for the module with respect to the loss; save the error gradients of the first layer g t mK . for k = 2, . . . , K, do (communication):
• clone the activation of module k − 1 as the input of module k.
• clone the error gradients of the first layer in module k as the delayed gradients of module k − 1.
Convergence Analysis
In this section, we prove that the proposed FDG in Algorithm I guarantees a statistical convergence. This proof is mainly based on two commonly used assumptions as follows. Assumption 1. The gradient of the loss function f (θ) is Lipschitz continuous. This means there
Assumption 2. The second moment of the stochastic gradient is bounded. This means there exists a constant M ≥ 0 such that:
Under Assumptions 1 and 2, we can obtain the FDG's convergence property that is similar to the DDG's [11] in the following theorem. 
where
As shown in Theorem 1, the behavior of the expected loss value E[f (θ t+1 )] is controlled by the learning rate γ t . If the right side of (11) is less than zero, i.e.,
the FDG guarantees convergence statistically. The proof of Theorem 1 is provided in the supplementary materials.
Experiments
In this section, we conduct experiments with several ResNet-like structures on image classification tasks (on CIFAR-10 and CIFAR-100 [14] datasets). The conducted experiments show that the proposed FDG is able to obtain comparable or better results against the state-of-the-art methods and the BP baselines while accelerating the training significantly. The source code and trained models will be publicly available 1 .
Implementation Details: We implement our proposed method in Pytorch platform [21] , and evaluate it using ResNet [7] and WRN [25] models on CIFAR-10 and CIFAR-100 [14] . These datasets are pre-processed with standard data augmentation (i.e., random cropping, random horizontal flip and normalizing [7, 9] ). We use SGD optimizer with an initial learning rate of 0.1. The momentum and weight decay are set as 0.9 and 5 × 10 −4 respectively. All the models are trained using a batch size of 128 for 300 epochs. The learning rate is divided by 10 at 150, 225 and 275 epochs. Our experiments are run using one or more Tesla K80 GPUs. The test errors of the FDG are reported by the median of 3 runs. Table 2 : The Top 1 errors for various CNN structures on CIFAR-10 dataset under a split number K=2. "-" indicates that the results are not reported in the original paper. Results with " * " are rerun using our training strategy. We use γ t = 0.01 to warm up the training of ResNet-110 for 3 epochs. 
Compare with BP and State-of-the-Art Methods
We compare performances of four different methods, including the BP, the DDG [11] , the DGL [2] and our proposed FDG. The DNI [12] is not included as its performance deteriorates severely with deeper networks [11] .
CIFAR-10:
We begin by reporting the classification results on the CIFAR-10 dataset, which includes 50000 training and 10000 testing color images with 10 classes. The networks are trained using 50000 training samples without any validation and we report the test error at the last epoch. In this CIFAR-10 experiment, we split the original network roughly at the center into two modules (K=2) and train them asynchronously and independently in 2 GPUs. In the conventional ResNet structures, we rerun the BP baselines in [7] using our training strategy, which gives better results than those reported in [11] and [2] . Since we use SGD instead of Adam [13] in the experiments, the improved baselines might be because the adaptive optimizers (e.g., Adam) are more prone to over-fitting [23] .
The corresponding classification results are reported in Table 2 . We can observe that our proposed method is able to achieve lower classification errors than all the state-of-the-art methods. The proposed FDG is validated by reporting the individual results with and without the GS process. By shrinking the delayed error gradients, the generalization abilities of these ResNet-like networks are enhanced to even surpass their BP counterparts. In particular, the improvements in ResNet-20 and WRN-28-10 are not trivial. The delayed gradients can be treated as the up-to-date gradients with noises. This poses difficulties for the networks to learn, but it also introduces certain regularization during training, which explains the improved performances. We also provide the learning curves (see the top panel in Figure 3 ) for ResNet-56 and ResNet-110. It is clear that our proposed method is able to converge in the same way a standard BP does throughout the training process. In particular, the error rate of 3.85% by decoupling the WRN-28-10 is a new state-of-the-art result for the CIFAR-10 among the published decoupling techniques. 
CIFAR-100:
We now study the classification performance (K=2) on CIFAR-100, which contains the same number of training and testing samples as CIFAR-10 but with 100 classes. The training strategy follows the CIFAR-10 experiment and the performance is reported by the Top 1 error rate.
We also rerun the baselines using our training strategy, which again overtake the baselines provided in [11] . The classification results are reported in Table 2 . We observe that the proposed FDG again beats the state-of-the-art methods by improving their classification performances by at least 2%. More importantly, the classification performances of the proposed FDG are able to match the rerun BP baselines. The learning curves shown in the bottom panel of Figure 3 indicate the proposed method converges in the same way as the standard BP. The Top 1 error rate of 19.08% is also a new state-of-the-art result for the CIFAR-100 dataset among the published decoupling methods. 
The Impact of the GS Process
We empirically evaluate the impact of the GS process by experimenting with various values of the shrinking factor β. This evaluation is conducted by training the ResNet-20 on CIFAR-10 dataset. The bar chart in Figure 4 (a) reports the Top 1 error rates. We notice that the results for the proposed FDG are able to surpass the BP baseline with a small effort of tunning the β. This also shows that the introduction of the GS process does enhance a network's generalization ability.
Speed Gains for Scaling to More GPUs
In this experiment, we study the performance of ResNet-56 on CIFAR-10 by splitting it into K=3 and K=4 modules with each module trained in an independent GPU. The conducted experiment is to show the empirical behaviors of the proposed FDG in presence of more split modules. The results are shown in Table 4 where we list the test errors of FDG with K = 2, 3, 4 against the BP. It becomes more obvious that more split modules have caused the FDG to lose accuracy. By enforcing the GS process, the classification performances can be restored to the BP baselines. The improved performances indicate that the GS process plays an essential role in reducing the stale gradient effect especially with more split modules. Table 4 also shows that the use of more GPUs significantly reduces the computation time by more than 55% 2 . On the other hand, as indicated in Figure 4 (b)-(c), the convergence behaviors of the FDG with K = 3, 4 still exhibit little difference from the BP. 
Conclusion
In this paper, we utilize the delayed gradients to develop a novel training technique FDG that is able to break the forward, backward and update lockings for neural network learning. We have also introduced the gradient shrinking process that can help reduce the stale gradient effect caused by the delayed gradients. In addition, theoretical analysis has shown that the proposed FDG guarantees a statistical convergence under certain conditions. Finally, we conduct experiments on CNNs, showing that the FDG outperforms the state-of-the-art methods and obtains comparable or even better performances against the standard BP while significantly accelerating the training process.
