Highly correlated internally contracted multireference configuration interaction wave functions are used to calculate the potential energy and spin-orbit coupling functions for the lowest electronic states of CO 2+ dication. Using these functions, the positions and lifetimes of the corresponding vibronic states are evaluated by means of log-phase-amplitude, stabilization, and complex-scaling methods within the framework of a multichannel Schrödinger analysis. For the first time in the literature, the calculated lifetimes are in good agreement with the experiment, thereby proving the reliability of the predicted characteristics and adequacy of the used theory for a theoretical study of other molecular dications.
I. INTRODUCTION
Small, multiply charged molecular ions are of topical interest in science, especially due to their roles in extreme environments, such as planetary atmospheres, circumstellar envelopes, and interstellar regions ͑for more details see, e.g., Refs. 1-5͒. Generally, due to the strong electrostatic repulsion of their charged centers, the multiply charged ions are thermochemically unstable. However, quite frequently, chemical bonding can overcome this repulsion and make these ions fairly stable or, at least, metastable. A key stability aspect concerns the relative positions of the potential energy asymptotes of the ions and the corresponding chargeseparated fragments and the positions of the molecular vibronic levels. The stability of individual molecular states also depends strongly on the shape of the potential energy curves, their relative positions, and interstate electronic couplings. Consequently, the actual lifetimes acquire values which may vary over a fairly wide range of values. For instance, experimentally determined lifetimes of CO 2+ range from a few tenths of a nanosecond to several seconds. [6] [7] [8] [9] [10] From the dynamic point of view, the lifetimes are determined by the tunnelings through the potential barriers and by the predissociations mediated by the electronic couplings, such as the spin-orbit couplings ͑see, e.g., Ref. 8͒. The theoretical evaluation of the lifetimes is thus limited only by the knowledge of the potential energy and electronic coupling functions. In principle, these potentials can be derived from vibrationally resolved spectral data. Presently, such data are accessible mainly by means of the threshold photoelectrons coincidence ͑TPEsCO͒ technique, 11, 12 the time-of-flight photoelectron-photoelectron coincidence ͑TOF-PEPECO͒ method, 13 the time-of-flight Doppler-free kinetic energy release ͑DFKER͒ spectroscopy, 7 the double charged transfer ͑DCT͒ technique, 14 and, ideally, rotationally resolving optical spectroscopy. [15] [16] [17] So far, however, mostly due to the scarcity and limited accuracy of the available experimental data, no experimental "multichannel" potentials have been derived from the experiment. A natural way of overcoming this situation is the theoretical modeling based on a highly accurate ab initio evaluation of the molecular potentials and their critical testing by comparison with the experiment. Although it is extremely difficult to calculate these potentials with spectroscopic accuracy, the ab initio approach has been adopted in a long series of theoretical studies and has been found to be useful in many respects. In the case of CO 2+ , for instance, the comprehensive sets of potential energy functions ͑PEF's͒ were published by Wetmore et al., 18 Larsson et al., 19 and Eland et al. 20 The most accurate potentials are those of Eland et al. who rely on a full valence multireference configuration interaction ͑MRCI͒ treatment. These potentials provide very good agreement between the experiment and the theory regarding spectroscopic constants, photo-double-ionization spectra, and band origins of the vibrational progressions of several quasibound electronic states. Veseth 21 computed vibrationally resolved partial cross sections for photoionization of CO + and from these results deduced information on the equilibrium internuclear distance of the CO 2+ 3 ⌸ ground state. The spin-orbit couplings ͑SOC's͒ among the three lowest electronic states X 3 ⌸, a 1 ⌺ + , and 3 ⌺ − of CO 2+ were calculated by Andersen et al. 8 as residues of linear response functions of multiconfigurational self-consistent-field ͑SCF͒ states. 22 Using their ab initio data, Andersen et al. 8 have completed their study by evaluating the electronic predissociation rates of the vibrational levels of the X 3 ⌸ and a 1 ⌺ + electronic states from the solution of the exterior complex dilated multichannel Schrödinger equation, describing nuclear motion. The same ab initio data were also used by Bouhnik et al. 9 in an approximate evaluation of the sought rates by means of the Fermi-Wentzel golden rule formula ͑the vibrational wave functions used in these calculations were obtained using the log-amplitude-phase method 23 ͒. Interestingly, the approximate values of the rates were found in close agreement with their "exact" counterparts. Both sets of the theoretical data, however, are in striking disharmony with the experiment. Therefore, aiming to resolve this confusion, we find it desirable to calculate the predissociation rates once again, using a more accurate theoretical procedure and involving a more extended set of electronic states. The required potential energy and spin-orbit coupling functions are evaluated using internally contracted multireference configuration interaction ͑icMRCI͒ wave functions. The approximate "one-dimensional" tunneling rates/lifetimes are evaluated using the log-phase-amplitude method, 23 and the numerically exact ͑multichannel͒ predissociation rates/ lifetimes accounting for the spin-orbit interactions are calculated using the stabilization [24] [25] [26] and complex-scaling methods. 27, 28 The latter computational approaches have proved to be fairly reliable in our previous treatment of the quasibound states of van der Waals molecules [29] [30] [31] and predissociation resonances of diatomic molecules. 32 All the mentioned methods are described briefly in Sec. II.
II. COMPUTATIONAL METHODS

A. Potential energy curves and spin-orbit couplings
Ab initio calculations were carried out using the MOLPRO suite of ab initio programs. 33 The atomic orbital basis sets were cc-pVXZ, X =5, 6. 34 The molecular orbitals for the CI treatment of CO 2+ were obtained in both the one-state and the state-averaged complete-active-space SCF ͑CASSCF͒ calculations with equal weights for the participating states of the same spin multiplicity in C 2v symmetry. With the ccpV6Z basis set, the full active space consisted of 1 −6, 1, and 2 orbitals with all electrons ͑AE͒ correlated. This led to a total of 5220 configuration state functions ͑CSF's͒ in the X 3 ⌸, 5154 in the A 3 ⌺ + , and, e.g., 5196 in the 3 ⌺ − state. The PEF's were calculated using the icMRCI method. 35, 36 The number of uncontracted configurations was about 4.1 ϫ 10 8 -7.9ϫ 10 8 . In calculating excitation energies and KER, a generalized Davidson correction 37 was employed. For the sake of comparison, some PEF's of CO 2+ were calculated, using the spin-restricted coupled cluster method with singles, doubles and a perturbative estimate of triple excitations ͓RCCSD͑T͔͒. 38, 39 The SO integrals were evaluated with the icMRCI wave functions, using the Breit-Pauli operator, as implemented in the MOLPRO code. Due to the limitation of this program, only the spdf orbital subset of the cc-pV5Z basis set with the valence electrons correlated was employed in the SO calculations.
B. Resonance calculations
The energies of vibronic states were obtained by numerical integration of the Schrödinger equation of the system Hamiltonian Ĥ . The positions and lifetimes of the quasibound levels of CO 2+ were evaluated using three different approaches: the log-amplitude-phase method for solving one-dimensional problems ͑SO interaction disregarded͒ and the stabilization and complex-scaling methods based on the coupled treatment of the electronic states by means of SO interaction.
The log-amplitude-phase method of Sidky and Ben-Itzhak 23 is a modification of the earlier Milne method. 40 This approach which takes advantage of the oscillatory structure of the wave function provides an efficient way for locating resonances: the local maxima in the energy derivative of a phase are identified as resonance peaks, the resonance widths are calculated from the Breit-Wigner line shape formula.
The stabilization method [24] [25] [26] is based on the fact that the wave functions for resonance states closely resemble the wave functions for bound states. The energies of resonance states are stable when a basis set parameter, e.g., the dissociative coordinate R, is varying. In contrast, the energies associated with the nonresonant states increase monotonically as R decreases. So the key idea of the boxing variant of the method is a repeated diagonalization of an appropriate Hamiltonian Ĥ in a series of enclosing boxes with their varying box size R: R 0 ഛ R ഛ R 0 + ⌬R. Plots of the eigenfunction of the Hamiltonian E͑R͒ as a function of R are known as the stabilization diagram.
The primary result of this method is an average density of states ͑E͒, from which the resonance energies and widths can be determined by the Lorentzian fitting. The average density of states was evaluated as
The total phase shift ͑E͒ has been obtained from the stabilization diagram using the formula
where n is the contribution from the nth eigenvalue E n ͑R͒ defined by
where R is the current size of the coordinate box and R n ͑E͒ is a function obtained using the numerical inversion of E n ͑R͒.
Using the Breit-Wigner formula, the resonance energies and widths have been obtained by fitting ͑E͒ near a resonance energy to
where E res and ⌫ res are the energy and the width of the resonance and b ͑E͒ is the background term. The width of a metastable state is related to its lifetime through the uncertainty relationship = ប / ⌫.
In the complex-scaling method, 27 the sought resonance characteristics are obtained from complex eigenvalues of a complex-scaled Hamiltonian. The advantage of this method is that the resonance solutions are square integrable, so the Schrödinger equation can be solved by bound-state techniques. The complex-scaled Hamiltonian Ĥ ͑x͒ is obtained from the physical Hamiltonian Ĥ ͑x͒ by complex scaling of the coordinate x, such that Ĥ ͑x͒ = Ĥ ͑xe i ͒, where is a complex-scaling parameter 0 ഛ Ͻ / 4. The complex-scaled Hamiltonian for the CO 2+ dissociation is obtained by the complex transformations of the kinetic energy operator, potential, and SO coupling, such that
with approach that the potentials are coupled between each other by the SO operator. The complex transformations of SO coupling is straightforward also as Ĉ ͑x͒ = C͑xe i ͒. Resonances are obtained as solutions of Ĥ ͑x͒ and are characterized by -independent complex eigenvalues. The complex resonance eigenvalues,
define the resonance positions E res and widths ⌫ res , respectively. Resonance states appear in the spectrum of Ĥ ͑x͒ for being larger than a critical value given by The eigenfunctions and eigenvalues of Ĥ ͑x͒ are obtained in a finite box using a Fourier basis set. Resonance eigenvalues are obtained in the finite basis set as the stationary points with respect to variation of the scaling parameter,
In order to enable the construction of the complex-scaled Hamiltonian ͓Eq. ͑5͔͒, the potential energy V͑x͒ and SO coupling C͑x͒ are represented by analytical functions which allow for their analytical continuation to the complex plane x → xe i . The potential and SO coupling Hamiltonian matrices are calculated using a discrete variable representation.
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III. RESULTS AND DISCUSSION
The PEF's of the ground and eight excited electronic states of CO 2+ , calculated at the icMRCI/cc-pV6Z/AE level, are displayed in Fig. 1 20 All the calculated spectroscopic constants are presented in Table A in the supplementary material. 41 The quality of the computational treatment can also be assessed by a comparison of the computed band origins for the vibrational progressions of several electronic states of CO 2+ ͑excitation energies from the CO ground state͒ with the previously reported experimental and theoretical data ͑see Table I͒ . The agreement of our icMRCI+ Q values with the TOF-PEPECO data seems to be even slightly better than that obtained by Eland et al. 20 for their unshifted theoretical values. Another important quantity which can be compared with the experiment and used to characterize the decay mechanism is the kinetic energy released upon unimolecular dissociation of CO 2+ . In this connection, it is noteworthy that only the ground state 3 ⌸ and the purely repulsive 3 ⌺ − state have the lowest common asymptotic atomic limit C + ͑ 2 P u ͒ +O + ͑ 4 S u ͒. Using the one-state calculation of the X 3 ⌸ state at the icMRCI+Q/V6Z/AE level of theory, we have been able to obtain energies of up to R = 250 bohrs. An extrapolation to infinity was performed using an assumed 1 / R functional form. For the The SO couplings among the six lowest dicationic states
and c 1 ⌬ as a function of internuclear distance are displayed in Fig. 2 ͑some spin-orbit matrix elements are zero due to symmetry͒. The most striking feature of these interactions is the R dependence of the matrix element connecting the 3 ⌺ − and 1 ⌺ + states, which is by far the largest in the range 3.2Ͻ R Ͻ 4.6 bohrs. In the limited interval of the internuclear C-O separations, similar behavior has also been found by Andersen et al. 8 By contrast, the SO a 1 ⌺ + − X 3 ⌸ and 3 ⌺ − − X 3 ⌸ interactions calculated using the icMRCI method differ from those of Andersen et al., although the ͑global͒ minimum of the former SO curve lies at a similar internuclear distance ͑ϳ3 bohrs͒.
The tunneling ͑one dimensional͒ widths of the vibrational levels supported by the quasibound adiabatic potentials were calculated using the log-phase-amplitude method of Sidky and Ben-Itzhak. 23 For the X 3 ⌸, a 1 ⌺ + , b 1 ⌸, and A 3 ⌺ + states, these data are very close to the previously reported values of Eland et al. 20 Our calculations show that both the extension of the basis set ͑V5Z → V6Z͒ and the inclusion of all electrons into correlation mostly decreases the width of the vibrational states. These results confirm the well-known fact that tunneling lifetimes are extremely sensitive to the basis set and the details of the potential. The tunneling lifetimes for some lower vibrational levels of the c 1 ⌬, d 1 ⌺ + , and e 1 ⌺ + states ͑cf. Table II͒ are long enough for tunneling through the potential barrier to be partly responsible for the dissociation of CO 2+ from these states. However, as noted by Larsson et al., 15 it is difficult to populate the low-lying vibrational levels due to the long-range bonding nature of the c 1 ⌬ state. For the d 1 ⌺ + state, the tunneling lifetimes are supposed to be of the same order of magnitude as the electronic predissociation rates. [7] [8] [9] However, it should be kept in mind that for quasibound electronic states, where the spin-orbit induced predissociation is possible, the tunneling widths represent lower bounds to real widths. For the e 1 ⌺ + state, the tunneling mechanism could play a role in a predissociation dynamics, since the SOC TABLE I. Band origins for vibrational progressions of the CO 2+ dication determined from experiment and ab initio calculations. The energy zero in the calculations is the X 1 ⌺ + , v =0, J = 0 state of CO. The data are in eV. h E͑v =0͒ calculated from E 0 using the formula E͑0͒ = E 0 + e /2− e x e / 4 with the data given in Table 2 integrals between the e 1 ⌺ + and 3 ⌬ states are zero due to symmetry. As can be seen from Table II , the tunneling lifetimes for the v = 2 and 3 vibrational states are of the order of milliseconds and nanoseconds, respectively.
The real ͑multichannel͒ linewidths were obtained by solving the system of the coupled channel Schrödinger equations,
where the diagonal and off-diagonal elements of the potential energy matrix V͑R͒ consist of the adiabatic potential energy functions ͑Fig. 1͒ and the SO interactions ͑Fig. 2͒, respectively, y͑R͒ is a column vector, and I is the unity matrix. To get fully converged results for the observed states, the six lowest electronic states
1 ⌬, and A 3 ⌺ + had to be involved. In the actual stabilization calculations, R 0 was fixed at 1.7 bohr, R was varied from 1.7 to 6.1 bohrs by the increment of 0.001 bohr, and Eq. ͑9͒ was solved using the renormalized Numerov method. 42 The calculated positions and lifetimes of the probed states are collected in Tables III and  IV. A typical detail of the global stabilization diagram and the corresponding density of states are illustrated in the supplementary material 41 by Figs. A and B , respectively.
The complex-scaling calculations were performed using polynomially smoothed potential and SO coupling functions ͑see Eqs. A and B and Tables B and C in the supplementary 41 ͒. The polynomial approximation is not fully quantitative, especially for the SO couplings, and limits thus accuracy of the calculated characteristics. As a matter of fact, the corresponding errors affect the sought characteristics for the observed states more than the couplings of these states with the c 1 ⌬ and A 3 ⌺ + states. Consequently, the latter states were excluded from our scheme. The actual calculations were performed variationally using 300 basis functions, 1.7 ഛ R ഛ 7.2 bohrs, and varying from 0.0001 to 0.06. The calculated energy positions and lifetimes are collected together with their stabilization counterparts in Tables III and  IV 12 It can be seen that for the majority of states the vibrational energies obtained by both theoretical methods differ very slightly and lie between the respective experimental data.
The main result of this study, i.e., the lifetimes of the vibrational states of the lowest electronic states, is reported and compared with the experimental and other theoretical data in Table IV . It should be noted that both the stabilization and complex-scaling methods can provide accurate estimates only for lifetimes shorter than 10 s. Yet, it is still possible to deduce from the calculations that the X 3 ⌸, v = 0 and v = 1 levels are the only quasistable levels with lifetimes of much longer than 10 s. This qualitative result is in a good agreement with the limit Ͼ 3.8 s, determined by means of a heavy ion storage ring 8 and with = 0.8 ms measured by Andersen et al. 8 and reassigned by Hochlaf et al., 11 respectively. The lifetime ͑X 3 ⌸ , v =2͒ = 0.61 s obtained using the more accurate stabilization method compares favorably with = 0.2± 0.1 s which relied upon double photoionization using synchrotron radiation 6 and 0.32± 0.22 s determined using the 3D-fragment imaging technique. 9 For this vibrational state, the complex scaling yields a somewhat higher value ͑3.9 s͒. The lifetime of higher vibrational levels decreases dramatically as their energy increases. The computed values for v = 3 and 4 states are consistent with the experimental upper bounds determined by the DFKER spectroscopy 7 and the double photoionization. 6 On the contrary, the theoretical estimates obtained by Larsson et al., 15 Andersen et al., 8 and Bouhnik et al. 9 are in a profound disharmony with experiment.
For the a 1 ⌺ + , v = 0 state, our computed lifetimes are again much longer than 10 s, being in accord with = 6 ms measured by Andersen et al. 8 and reassigned by Hochlaf et al. 11 Among all studied vibronic states of CO 2+ , the most information is reported for the v =1 ͑a 1 ⌺ + ͒ vibrational state. The experimental values range from 0.6 to 0.7 s. The stabilization method gives a lifetime of 0.67 s, which is, fortuitously, the same as that based on the simultaneous measurement of kinetic energy release and lifetime by Bouhnik et al. 9 The complex-scaling procedure again leads to a higher value ͑5 s͒ than the stabilization method.
