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Abstract
The Boltzmann H-theorem implies that the solution to the Boltzmann equation tends to an equilibrium, that
is, a Maxwellian when time tends to infinity. This has been proved in varies settings when the initial energy
is finite. However, when the initial energy is infinite, the time asymptotic state is no longer described by a
Maxwellian, but a self-similar solution obtained by Bobylev-Cercignani. The purpose of this paper is to rigorously
justify this for the spatially homogeneous problem with Maxwellian molecule type cross section without angular
cutoff.
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1 Introduction
Consider the homogeneous Boltzmann equation
∂tf(t, v) = Q(f, f)(t, v), v ∈ R3, t ∈ R+ (1.1)
with initial data
f(0, v) = f0(v) ≥ 0, v ∈ R3, (1.2)
where the non-negative unknown function f(t, v) is the distribution density function of particles with velocity v ∈ R3
at time t ∈ R+. The right hand side of (1.1) is the Boltzmann bilinear collision operator corresponding to the
Maxwellian molecule type cross section
Q(g, f)(v) =
∫
R3
∫
S2
B
(
v − v∗
|v − v∗| · σ
)(
f(v′)g(v′∗)− f(v)g(v∗)
)
dσdv∗. (1.3)
Here for σ ∈ S2
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ,
1
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from the conservation of momentum and energy,
v′ + v′∗ = v + v∗, |v′|2 + |v′∗|2 = |v|2 + |v∗|2.
The Maxwellian molecule type cross section B(τ) in (1.3) is a non-negative function depending only on the
deviation angle θ = cos−1( v−v∗|v−v∗| ·σ). As usual, θ is restricted to 0 ≤ θ ≤ pi2 by replacing B(cos θ) by its “symmetrized”
version [B(cos θ) + B(pi − cos θ)]10≤θ≤pi/2. Moreover, motivated by inverse power laws, throughout this paper, we
assume
lim
θ→0+
B(cos θ)θ2+2s = b0 (1.4)
for positive constants s ∈ (0, 1) and b0 > 0.
As in [7, 8, 9, 11, 16], the Cauchy problem (1.1) and (1.2) is considered in the set of probability measures on R3.
For presentation, we first introduce some function spaces defined in the previous literatures. For α ∈ [0, 2], Pα(R3)
denotes the probability density function f on R3 such that∫
R3
|v|αf(v)dv <∞,
and moreover when α ≥ 1, it requires that ∫
R3
vjf(v)dv = 0, j = 1, 2, 3.
Following [7], a characteristic function ϕ(t, ξ) is the Fourier transform of f(t, v) ∈ P0(R3) with respect to v:
ϕ(t, ξ) = fˆ(t, ξ) = F(f)(t, ξ) =
∫
R3
e−iv·ξf(t, v)dv. (1.5)
For each α ∈ [0, 2], set P˜α(R3) = F−1 (Kα(R3)) with K(R3) = F(P0(R3)) and
Kα(R3) =
{
ϕ ∈ K(R3) : ‖ϕ− 1‖Dα <∞
}
.
Here the distance Dα between two suitable functions ϕ(ξ) and ϕ˜(ξ) with α > 0 is defined by
‖ϕ− ϕ˜‖Dα ≡ sup
06=ξ∈R3
|ϕ(ξ)− ϕ˜(ξ)|
|ξ|α .
Then the set Kα(R3) endowed with the distance Dα is a complete metric space. It follows from Lemma 3.12 of [7],
that Kα(R3) = {1} for all α > 2 and the embeddings {1} ⊂ Kα(R3) ⊂ Kβ(R3) ⊂ K(R3) hold for 2 ≥ α ≥ β ≥ 0.
The advantage of considering the Maxwellian molecule cross section is that the Bobylev formula is in a simple
form. That is, by taking the Fourier transform (1.5) of the equation (1.1) leads to the following equation for the new
unknown ϕ = ϕ(t, ξ):
∂tϕ(t, ξ) =
∫
S2
B
(
ξ · σ
|ξ|
)(
ϕ
(
t, ξ+
)
ϕ
(
t, ξ−
)− ϕ(t, ξ)) dσ, (1.6)
where we have used
ϕ(t, 0) =
∫
R3
f(t, v)dv = 1.
Here,
ξ+ =
ξ + |ξ|σ
2
, ξ− =
ξ − |ξ|σ
2
(1.7)
satisfying
ξ+ + ξ− = ξ, |ξ+|2 + |ξ−|2 = |ξ|2. (1.8)
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From now on, we consider the Cauchy problem for (1.6) with initial condition
ϕ(0, ξ) = ϕ0(ξ). (1.9)
For α ∈ (2s, 2], it is shown in [7, 11, 12] that this Cauchy problem admits a unique global solution ϕ(t, ξ) ∈
C
(
[0,∞),Kα(R3)) for every ϕ0(ξ) ∈ Kα(R3). Moreover, f(t, ·) ∈ L1(R3) ∩H∞(R3) for any t > 0 if F−1(ϕ0)(v) is
not a single Dirac mass, cf. [12, 13].
To study the large time behavior of the solution, it depends on whether the initial energy is finite or not, and in
the above setting, it depends on the parameter α, cf. [2, 7, 8, 9, 11, 12, 14, 15, 16] and the references cited therein:
• When α = 2, the initial datum has finite energy so that the solution tends to the Maxwellian defined by
the initial datum. This was indeed proved in the early work by Tanaka [15] using probability theory in the
weak convergence in probability. And it was also proved later in [9, 14, 16] by using analytic methods about
convergence in Toscani metrics. Moreover, if some moment higher than the second order is assumed to be
bounded, the convergence in the D2+δ−distance with δ > 0 is shown to be exponentially decay in time, cf. [9];
• When 2s < α < 2, the initial energy is infinite so that the solution will no longer tend to an equilibrium, but
to a self-similar solution
fα,K(t, v) = e
−3µαtΨα,K
(
ve−µαt
)
constructed in [5, 6], where
µα =
λα
α
, λα ≡
∫
S2
B
(
ξ · σ
|ξ|
)( |ξ−|α + |ξ+|α
|ξ|α − 1
)
dσ. (1.10)
Here, K > 0 is any given constant and Ψα,K(v) is a radially symmetric non-negative function satisfying∫
R3
Ψα,K(v)dv = 1, Ψˆα,K(ξ) ∈ Kα(R3), lim|η|→0
1− Ψˆα,K(η)
|η|α = K. (1.11)
The regularity of the self-similar solution in H∞(R3) was proved in [12, 13]. However, the convergence to the
self-similar solution fα,K(t, v) is not well understood even though there are some works, cf. [6, 7, 8] about
pointwise convergence in radially symmetric setting or in weak topology with scaling. In fact, even how to
show convergence in distribution sense has been a problem.
The main difficulties in studying the convergence to the self-similar solutions come from the fact that the self-
similar solution has infinite energy and it decays to zero exponentially in time except in L1 norm. The purpose
of this paper is to show strong convergence holds when α ∈ (max{2s, 1}, 2] under some conditions on the initial
perturbation.
For this, we first consider the D2+δ distance between two solutions. For f0(v) ∈ P˜α(R3) and g0(v) ∈ P˜α(R3), as
in [9, 10], set
P˜ (t, ξ) = e−AtP˜ (0, ξ),
P˜ (0, ξ) =
1
2
3∑
j,l=1
ξjξlPjl(0)X(ξ), (1.12)
Pjl(0) =
∫
R3
(
vjvl − δjl
3
|v|2
)
(f0(v)− g0(v))dv,
where
A =
3
4
∫
S2
B
(
σ · ξ
|ξ|
)(
1−
(
σ · ξ
|ξ|
)2)
dσ, (1.13)
δjl is the Kronecker delta and X(ξ) ≡ X(|ξ|) is a smooth radially symmetric function satisfying 0 ≤ X(ξ) ≤ 1 and
X(ξ) = 1 for |ξ| ≤ 1 and X(ξ) = 0 for |ξ| ≥ 2.
The first result in this paper on the D2+δ time asymptotic stability of the solutions is given by
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Theorem 1.1. Suppose f0(v), g0(v) ∈ P˜α(R3) for α ∈ (max{2s, 1}, 2]. Let fˆ(t, ξ) and gˆ(t, ξ) be the corresponding
two global solutions of the Cauchy problem (1.6) with initial data fˆ0(ξ) and gˆ0(ξ) respectively. Assume for some
δ ∈ (0, α] ∩
(
0, Aµα
)
, the initial data satisfy
∫
R3
|v|2(f0(v)− g0(v))dv = 0, (1.14)

∫
R3
|v|2|f0(v)− g0(v)|dv < +∞,∥∥∥fˆ0(·)− gˆ0(·)− P˜ (0, ·)∥∥∥D2+δ < +∞.
(1.15)
Then there exists some positive constant C1 > 0 independent of t and ξ such that∥∥∥fˆ(t, ·)− gˆ(t, ·)− P˜ (t, ·)∥∥∥
D2+δ
≤ C1e−η0t, t ≥ 0. (1.16)
Here, η0 = min {A− δµα, B} and
B =
∫
S2
B
(
σ · ξ
|ξ|
)(
1−
∣∣∣∣cos θ2
∣∣∣∣2+δ − ∣∣∣∣sin θ2
∣∣∣∣2+δ
)
dσ, cos θ =
σ · ξ
|ξ| . (1.17)
Note that for the D2+δ convergence to the self-similar solution, one can simply take g0 = Ψα,K(v). Based on this,
in order to obtain a convergence in strong topology, such as in the Sobolev norms, we will give a uniform in time
estimate on the solution in HN -norm that is given in
Theorem 1.2. For max {1, 2s} < α < 2, assume that f0(v) ∈ P˜α(R3) satisfies (1.14)-(1.15) and is not a single
Dirac mass, g0(v) = Ψα,K(v). Then for any given positive constant t1 > 0 and any N ∈ N, there exists a positive
constant C2(t1, N) independent of t such that
sup
t∈[t1,+∞)
{
‖f(t, ·)‖HN
}
≤ C2(t1, N). (1.18)
Consequently, there exists a positive constant C3(t1, N) independent of t such that∥∥∥f(t, ·)− fα,K(t, ·)∥∥∥
HN
=
∥∥∥f(t, v)− e−3µαtΨα,K (ve−µαt) ∥∥∥
HN
≤ C3(t1, N)e−
η0t
2 (1.19)
holds for any t ≥ t1. Since
e−
3µαt
2
∥∥∥Ψα,K(·)∥∥∥
L2
≤
∥∥∥fα,K(t, ·)∥∥∥
HN
≤ e− 3µαt2
∥∥∥Ψα,K(·)∥∥∥
HN
, (1.20)
(1.19) and (1.20) imply that when
µα <
η0
3
, (1.21)
the convergence rate given in (1.19) is faster than the decay rate of the self-similar solution itself. Hence in this case,
the infinite energy solution f(t, v) converges to the self-similar solution fα,K(t, v) exponentially in time.
Remark 1.1. Since µα → 0+ as α→ 2, the condition (1.21) holds when α is close to 2.
For the case with finite energy, the above stability estimates give a better convergence description on the solution
obtained in the previous literatures, which extends the exponential convergence result in the Toscani metrics D2+δ
with δ > 0, cf. [9], to the Sobolev space HN (R3) for any N ∈ N. In fact, we have
Stability of Self-similar Solutions to the Homogeneous Boltzmann Equation 5
Corollary 1.1. Suppose that f0(v) ∈ P2(R3) is not a single Dirac mass and satisfies∫
R3
|v|2f0(v)dv = 3,
∥∥∥fˆ0(·)− µ(·)− P˜ (0, ·)∥∥∥D2+δ < +∞, (1.22)
for some positive constant δ ∈ (0, 2] with µ = (2pi)− 32 e−|v|2/2. Then for any N ∈ N, there exist positive constants
C4, C5(t1, N) > 0 independent of t such that∥∥∥fˆ(t, ·)− µ(·)− P˜ (t, ·)∥∥∥
D2+δ
≤ C4e−η1t, t > 0, (1.23)
and
sup
t∈[t1,+∞)
{
‖f(t, ·)‖HN
}
≤ C5(t1, N), t ≥ t1. (1.24)
Here t1 > 0 is any given positive constant and η1 = min {A,B}.
A direct consequence of (1.23) and (1.24) gives∥∥∥f(t, ·)− µ(·)∥∥∥
HN
≤ C6(t1, N)e−
η1t
2 , (1.25)
for some positive constant C6(t1, N) depending only on t1 and N .
Remark 1.2. Two comments on the above two theorems:
• By Lemma 2.6, sufficient conditions for the requirements (1.15) and (1.22) are∫
R3
|v|2+δ |f0(v)− g0(v)| dv < +∞,
and ∫
R3
|v|2+δ |f0(v)− µ(v)| dv < +∞,
respectively.
• The convergence rate in Corollary 1.1 is faster than the corresponding rates in Theorem 1.1 and Theorem 1.2.
Before the end of the introduction, we list some notations used throughout the paper. Firstly, C, Ci with i ∈ N,
and O(1) are used for some generic large positive constants and ε, κ stand for some generic small positive constants.
When the dependence needs to be explicitly pointed out, then the notations like C(·, ·) are used. For multi-index
β = (β1, β2, β3), ∂
β
v = ∂
β1
v1 ∂
β2
v2 ∂
β3
v3 . And A . B means that there is a constant C > 0 such that A ≤ CB, and A ∼ B
means A . B and B . A.
The rest of this paper will be organized as follows: Some known results concerning the global solvability, stability,
and regularity of solutions to the Cauchy problem (1.6) and (1.9) in Kα(R3) are recalled in Section 2. Moreover,
some properties of the approximations of the initial data in Kα(R3) will also be given in this section. And then the
proofs of Theorem 1.1, Theorem 1.2, and Corollary 1.1 will be given in the next three sections respectively.
2 Preliminaries
In this section, we wil first recall the global solvability, stability and regularity results on the Cauchy problem (1.6)
and (1.9) obtained in [5, 6, 7, 8, 11, 12, 13]. And then we will study the properties of the approximation f0R(v) on
the initial data f0(v) defined in (2.3) for later stability estimates.
For the Cauchy problem (1.6) and (1.9), the following estimates are proved in [7, 8, 11, 12, 13].
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Lemma 2.1. For α ∈ (2s, 2], if ϕ0(ξ) ∈ Kα(R3), then the Cauchy problem (1.6) and (1.9) admits a unique global
classical solution ϕ(t, ξ) ≡ fˆ(t, ξ) ∈ C ([0,∞),Kα(R3)) satisfying∥∥∥ϕ(t, ·)− 1∥∥∥
Dα
≤ eλαt
∥∥∥ϕ0(·)− 1∥∥∥Dα . (2.1)
If ψ(t, ξ) ∈ C ([0,∞),Kα(R3)) is another solution with initial data ψ0(ξ) ∈ Kα(R3), then∥∥∥ϕ(t, ·)− ψ(t, ·)∥∥∥
Dα
≤ eλαt
∥∥∥ϕ0(·)− ψ0(·)∥∥∥Dα . (2.2)
Furthermore, if f0(v) = F−1(ϕ0)(v) is not a single Dirac mass, then f(t, ·) ∈ L1(R3) ∩ Pβ(R3) ∩H∞(R3) for t > 0
and 0 < β < α.
And for self-similar solution fα,K(t, v) constructed in [5, 6], by [12, 13], we have
Lemma 2.2. For α ∈ (2s, 2) and a constant K > 0, there exists a radially symmetric function Ψˆα,K(ξ) ∈ Kα(R3)
satisfying (1.11) such that
fα,K(t, v) = e
−3µαtΨα,K
(
ve−µαt
)
is a solution of the Cauchy problem (1.1) with initial datum Ψα,K(v). Moreover, Ψα,K(t, ·) ∈ L1(R3) ∩ Pβ(R3) ∩
H∞(R3) for 0 < β < α.
The relation between Pα(R3) and Kα(R3) was given in [7] and [12] and it can be stated as follows.
Lemma 2.3. It holds that
(i). For α ∈ (0, 2], if h(v) ∈ Pα(R3), then hˆ(ξ) ∈ Kα(R3);
(ii). For α ∈ (0, 2], if hˆ(ξ) ∈ Kα(R3), then for any 0 < β < α, h(v) ∈ Pβ(R3).
Since the energy of the initial data is infinite, for analysis, we will first approximate it by a cutoff on the large
velocity so that the moment of any order is bounded. And then it remains to show that the solution with this kind of
approximation has uniform bound independent of the cutoff paremeter. On the other hand, the approximate solution
can not be arbitrary because it has to be in the function space Kα.
For α ∈ (2s, 2] and f0(v) ∈ P˜α(R3), let X(v) be the smooth function defined in the construction of P˜ (t, ξ) and
set XR(v) = X(v/R), define
f0R(v) = f˜0R
(
v + afR
)
, f˜0R(v) =
f0(v)XR(v)∫
R3
f0(v)XR(v)dv
(2.3)
with
afR =
∫
R3
vf˜0R(v)dv =
∫
R3
vf0(v)XR(v)dv∫
R3
f0(v)XR(v)dv
. (2.4)
The properties of the approximation function are given in
Lemma 2.4. For 1 < β < α ≤ 2, if we choose R > 0 sufficiently large, then
(i). fˆ0R(ξ), gˆ0R(ξ) ∈ K2(R3), and for sufficiently large R > 0 it holds
∥∥∥fˆ0R(·)− gˆ0R(·)∥∥∥D2 ≤ C7
1 + ∫
R3
|v| (f0(v) + g0(v)) dv +
∫
R3
|v|2 |f0(v)− g0(v)| dv
 . (2.5)
Here the positive constant C7 depends only on
∫
R3
(1 + |v|β)(f0(v) + g0(v))dv;
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(ii). For 1 < β < α ≤ 2 and sufficiently large R > 0, f0R(v) ∈ Pβ(R3) with Pβ(R3)−norm being uniformly bounded,
precisely, ∫
R3
|v|βf0R(v)dv .
∫
R3
(
1 + |v|β) f0(v)dv. (2.6)
Thus ∥∥∥fˆ0R(·)− 1∥∥∥Dβ . 1, ∥∥∥fˆ0R(·)− fˆ0(·)∥∥∥Dβ . 1, (2.7)
and
lim
R→+∞
∥∥∥fˆ0R(·)− fˆ0(·)∥∥∥Dβ = 0. (2.8)
Proof. We first prove (2.6)-(2.8). Since it is straightforward to verify (2.6), (2.7) is a direct consequence of (2.6)
and Lemma 2.3. We only prove (2.8) as follows: For this, note that
lim
R→+∞
∫
R3
f0(v)XR(v)dv = 1.
Choose R sufficiently large, we have∫
R3
f0(v)XR(v)dv ≥ 1
2
,
∫
R3
g0(v)XR(v)dv ≥ 1
2
. (2.9)
Thus ∣∣∣afR∣∣∣ ≤ 2
∣∣∣∣∣∣
∫
R3
vf0(v)XR(v)dv
∣∣∣∣∣∣ (2.10)
= 2
∣∣∣∣∣∣
∫
R3
vf0(v) (1−XR(v)) dv
∣∣∣∣∣∣ ≤ 2R1−β
∫
R3
|v|βf0(v)dv.
Similarly,
|agR| ≤ 2R1−β
∫
R3
|v|βg0(v)dv. (2.11)
From (2.9), (2.10), and the fact that∣∣∣fˆ0R(ξ)− fˆ0(ξ)∣∣∣ ≤ ∫
R3
|f0R(v)− f0(v)| dv
≤
∫
R3
f0(v)XR(v)dv
−1 ∫
R3
∣∣∣f0 (v + afR)− f0(v)∣∣∣ dv
+
∫
R3
f0(v)XR(v)dv
−1 ∫
R3
f0(v)
∣∣∣∣∣∣XR
(
v + afR
)
−
∫
R3
f0(v)XR(v)dv
∣∣∣∣∣∣ dv,
we obtain
lim
R→+∞
sup
ξ∈R3
∣∣∣fˆ0R(ξ)− fˆ0(ξ)∣∣∣ = 0. (2.12)
On the other hand, fˆ0(ξ) ∈ Kα(R3) implies that
∥∥∥1− fˆ0∥∥∥Dα . 1. Consequently, for 1 < β < α ≤ 2, it holds that∣∣∣1− fˆ0(η)∣∣∣
|η|β ≤
∥∥∥1− fˆ0∥∥∥Dα |η|α−β ,
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so that for each ε > 0, there exists a δ1(ε) > 0 such that
∣∣∣1− fˆ0(η)∣∣∣
|η|β <
ε
2
(2.13)
holds for any |η| < δ1.
Choose β˜ ∈ (β, α) so that
∥∥∥1− fˆ0R∥∥∥Dβ˜ is bounded by a constant independent of R because of (2.7). Then
∣∣∣1− fˆ0R(η)∣∣∣
|η|β ≤
∥∥∥1− fˆ0R∥∥∥Dβ˜ |η|β˜−β . |η|β˜−β < ε2 (2.14)
provided that |η| < δ2(ε) for some sufficiently small δ2 > 0.
(2.13) together with (2.14) imply that for any ε > 0 and |η| < δ = min {δ1, δ2}, we have
∣∣∣fˆ0R(η)− fˆ0(η)∣∣∣
|η|β ≤
∣∣∣1− fˆ0R(η)∣∣∣
|η|β +
∣∣∣1− fˆ0(η)∣∣∣
|η|β < ε. (2.15)
And (2.8) follows directly from (2.12) and (2.15).
Now it remains to prove (2.5). Set
k(v, ξ) =
e−iv·ξ + iv · ξ − 1
|ξ|2 , (2.16)
then
∣∣∣fˆ0R(ξ)− gˆ0R(ξ)∣∣∣
|ξ|2 =
∣∣∣∣∣∣∣
∫
R3
k (v − afR, ξ) f0(v)XR(v)∫
R3
f0(v)XR(v)dv
− k (v − agR, ξ)
g0(v)XR(v)∫
R3
g0(v)XR(v)dv
 dv
∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣
∫
R3
(
k
(
v − afR, ξ
)
− k (v − agR, ξ)
) f0(v)XR(v)∫
R3
f0(v)XR(v)dv
dv
∣∣∣∣∣∣∣︸ ︷︷ ︸
I1
(2.17)
+
∣∣∣∣∣∣∣
∫
R3
k (v − agR, ξ)
 f0(v)XR(v)∫
R3
f0(v)XR(v)dv
− g0(v)XR(v)∫
R3
g0(v)XR(v)dv
 dv
∣∣∣∣∣∣∣︸ ︷︷ ︸
I2
.
Firstly, from (2.9), (2.11) and the fact
|k (v − agR, ξ)| . |v − agR|2 ,
we have
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I2 ≤ 2
∣∣∣∣∣∣
∫
R3
k (v − agR, ξ) (f0(v)− g0(v))XR(v)dv
∣∣∣∣∣∣
+4
∣∣∣∣∣∣
∫
R3
k (v − agR, ξ) g0(v)XR(v)
∫
R3
(f0(v)− g0(v))XR(v)dv
 dv
∣∣∣∣∣∣
.
∫
R3
(
1 + |v|2) |f0(v)− g0(v)| dv + ∫
R3
(
1 + |v|2) g0(v)XR(v)
∣∣∣∣∣∣
∫
R3
(f0(v)− g0(v)) (1−XR(v)) dv
∣∣∣∣∣∣ dv (2.18)
.
∫
R3
(
1 + |v|2) |f0(v)− g0(v)| dv + ∫
R3
(
1 + |v|β) g0(v)dv ·R2−β ·
∣∣∣∣∣∣
∫
R3
(f0(v)− g0(v)) (1−XR(v)) dv
∣∣∣∣∣∣
.
∫
R3
(
1 + |v|2) |f0(v)− g0(v)| dv + ∫
R3
(
1 + |v|β) g0(v)dv · ∫
R3
|v|2−β |f0(v)− g0(v)| dv
.
∫
R3
(
1 + |v|2) |f0(v)− g0(v)| dv ·
1 + ∫
R3
(
1 + |v|β) g0(v)dv
 .
For I1, by noticing∣∣∣k (v − afR, ξ)− k (v − agR, ξ)∣∣∣ = |ξ|−2 ∣∣∣e−i(v−afR)·ξ (e−i(agR−afR)·ξ − 1)+ i(agR − afR) · ξ∣∣∣ , (2.19)
we have for |ξ| ≥ 1 that ∣∣∣k (v − afR, ξ)− k (v − agR, ξ)∣∣∣ . ∣∣∣agR − afR∣∣∣ . R1−β . (2.20)
For |ξ| ≤ 1, it holds that∣∣∣k (v − afR, ξ)− k (v − agR, ξ)∣∣∣
. |ξ|−2
∣∣∣∣[(1 +O(1) |v − agR| |ξ|)(−i(agR − afR) · ξ +O(1) ∣∣∣agR − afR∣∣∣2 |ξ|2)+ i(agR − afR) · ξ]∣∣∣∣
.
∣∣∣agR − afR∣∣∣2 + |v − agR| ∣∣∣agR − afR∣∣∣+ |v − agR| ∣∣∣agR − afR∣∣∣2 |ξ| (2.21)
. (1 + |v|)R1−β .
Thus, (2.19), (2.20) and (2.21) imply that∣∣∣k (v − afR, ξ)− k (v − agR, ξ)∣∣∣ . 1 + |v|, (2.22)
and consequently
I1 .
∫
R3
(1 + |v|)f0(v)dv. (2.23)
Inserting (2.18) and (2.23) into (2.17) yields (2.5) and this completes the proof of Lemma 2.4.
Now let
PRjl (0) ≡
∫
R3
(
vjvl − δjl
3
|v|2
)
(f0R(v)− g0R(v)) dv (2.24)
be the approximation of Pjl(0) defined by (1.12)3. The following lemma gives the convergence of P
R
jl (0) to Pjl(0) as
R→ +∞.
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Lemma 2.5. Assume ∫
R3
|v|2 |f0(v)− g0(v)| dv < +∞, (2.25)
then
lim
R→+∞
PRjl (0) = Pjl(0). (2.26)
Proof. Notice that
PRjl (0) =
∫
R3
(
vjvl − δjl
3
|v|2
) f0 (v + afR)XR (v + afR)− f0 (v + agR)XR (v + agR)∫
R3
f0(v)XR(v)dv
dv
+
∫
R3
f0(v)XR(v)dv
−1 ∫
R3
(
vjvl − δjl
3
|v|2
)
(f0 (v + a
g
R)− g0 (v + agR))XR (v + agR) dv (2.27)
+
∫
R3
(
vjvl − δjl
3
|v|2
)
g0 (v + a
g
R)XR (v + a
g
R)

∫
R3
f0(v)XR(v)dv
−1 −
∫
R3
g0(v)XR(v)dv
−1
 dv
=
∫
R3
[((
vj − afRj
)(
vl − afRl
)
− δjl
3
∣∣∣v − afR∣∣∣2)− ((vj − agRj) (vl − agRl)− δjl3 |v − agR|2
)]
f0(v)XR(v)∫
R3
f0(v)XR(v)dv
dv
︸ ︷︷ ︸
I3
+
∫
R3
((
vj − agRj
)
(vl − agRl)−
δjl
3
|v − agR|2
)
(f0(v)− g0(v))XR(v)∫
R3
f0(v)XR(v)dv
dv
︸ ︷︷ ︸
I4
+
∫
R3
(
vjvl − δjl
3
|v|2
)
g0 (v + a
g
R)XR (v + a
g
R)
∫
R3
(f0(v)− g0(v))XR(v)dv∫
R3
f0(v)XR(v)dv ·
∫
R3
g0(v)XR(v)dv
dv
︸ ︷︷ ︸
I5
.
We have from ∣∣∣∣((vj − afRj)(vl − afRl)− δjl3 ∣∣∣v − afR∣∣∣2
)
−
((
vj − agRj
)
(vl − agRl)−
δjl
3
|v − agR|2
)∣∣∣∣
.
∣∣∣afR − agR∣∣∣ |v|+ |agR|2 + ∣∣∣afR∣∣∣2 ,
and (2.9) that for R ≥ R1
|I3| .
(
|agR|+
∣∣∣afR∣∣∣) ∫
R3
(1 + |v|)f0(v)dv.
This together with (2.10)-(2.11) imply that
lim
R→+∞
I3 = 0. (2.28)
For I5, if R is sufficiently large, we have from (2.9), (2.11) and the assumption (2.25) that
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|I5| .
∣∣∣∣∣∣
∫
R3
(
vjvl − δjl
3
|v|2
)
g0 (v + a
g
R)XR (v + a
g
R)
∫
R3
(f0(v)− g0(v))XR(v)dv
 dv
∣∣∣∣∣∣
.
∫
R3
(
1 + |v − agR|2
)
g0 (v + a
g
R)XR (v + a
g
R)
∣∣∣∣∣∣
∫
R3
(f0(v)− g0(v)) (1−XR(v)) dv
∣∣∣∣∣∣ dv
.
∫
R3
(1 + |v|β)R2−βg0(v)XR(v)
∣∣∣∣∣∣
∫
R3
(f0(v)− g0(v)) (1−XR(v)) dv
∣∣∣∣∣∣ dv
. R2(1−β)
∫
R3
(1 + |v|β)g0(v)dv
∫
R3
|v|β |f0(v)− g0(v)|dv
 . R2(1−β).
Thus
lim
R→+∞
I5 = 0. (2.29)
Finally for I4, from (2.10), (2.11), the assumption (2.25) and lim
R→+∞
∫
R3
f0(v)XR(v)dv = 1, the dominated convergence
theorem yields
lim
R→+∞
I4 =
∫
R3
(
vjvl − δjl
3
|v|2
)
(f0(v)− g0(v))dv = Pjl(0). (2.30)
Inserting (2.28), (2.29) and (2.30) into (2.28) gives (2.26). This completes the proof of the lemma.
In the last lemma of this section, a sufficient condition for (1.15) on f0(v)− g0(v) used in Theorem 1.1 is given.
Lemma 2.6. Let 0 < δ ≤ 1, it holds that∥∥∥fˆ0(·)− gˆ0(·)− P˜ (0, ·)∥∥∥D2+δ .
∫
R3
(
1 + |v|2+δ) |f0(v)− g0(v)|dv. (2.31)
Proof. In fact, by the assumption (1.14), we have
fˆ0(ξ)− gˆ0(ξ)− P˜ (0, ξ) =
∫
R3
e−iv·ξ − 1 + iv · ξ − 1
2
3∑
j,l=1
ξjξlX(ξ)
(
vjvl − δjl
3
|v|2
) (f0(v)− g0(v))dv
=
∫
R3
e−iv·ξ − 1 + iv · ξ − 1
2
3∑
j,l=1
ξjξlX(ξ)vjvl
 (f0(v)− g0(v))dv.
The Taylor expansion of e−iv·ξ − 1 + iv · ξ to the second order implies that∣∣∣∣∣∣e−iv·ξ − 1 + iv · ξ − 12
3∑
j,l=1
ξjξlX(ξ)vjvl
∣∣∣∣∣∣ . |v|2|ξ|2,
and the Taylor expansion to e−iv·ξ − 1 + iv · ξ − 12
3∑
j,l=1
ξjξlX(ξ)vjvl to the third order gives
∣∣∣∣∣∣e−iv·ξ − 1 + iv · ξ − 12
3∑
j,l=1
ξjξlX(ξ)vjvl
∣∣∣∣∣∣ . (1 + |v|3) |ξ|3.
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Thus interpolation yields ∣∣∣∣∣∣e−iv·ξ − 1 + iv · ξ − 12
3∑
j,l=1
ξjξlX(ξ)vjvl
∣∣∣∣∣∣ . (1 + |v|2+δ) |ξ|2+δ,
for 0 < δ ≤ 1. With this, (2.31) follows. And this completes the proof of the lemma.
3 Proof of Theorem 1.1
To prove Theorem 1.1, as in [7], we first approximate the cross section by a sequence of bounded cross sections
defined by
Bn(s) = min {B(s), n} , n ∈ N. (3.1)
Then consider
∂tHn +Hn =
1
σn
∫
R3
∫
S2
Bn
(
(v − v∗) · σ
|v − v∗|
)
Hn(v
′)Hn(v′∗)dσdv∗, (3.2)
Hn(0, v) = H0(v). (3.3)
Here
σn =
∫
S2
Bn
(
ξ · σ
|ξ|
)
dσ. (3.4)
For α ∈ (max{2s, 1}, 2] and f0(v), g0(v) ∈ P˜α(R3), let f0R(v) and g0R(v) be the approximation of f0(v) and
g0(v) constructed in the previous section. Since f0R(v), g0R(v) ∈ P2(R3) ⊂ K2(R3), it follows from Lemma 2.1
that the Cauchy problem (3.2)-(3.3) with H0(v) = f0R(v) ( H0(v) = g0R(v)) admits a unique non-negative global
solution FnR(t, v) (G
n
R(t, v)) satisfying Fˆ
n
R(t, ξ) ∈ C
(
[0,∞),K2(R3)) (GˆnR(t, ξ) ∈ C ([0,∞),K2(R3))). Moreover, for
max{2s, 1} < β < α ≤ 2, (2.2), Lemma 2.3 and Lemma 2.4 imply that
∥∥∥FˆnR(t, ·)− Fˆn(t, ·)∥∥∥Dβ ≤ eλnβ t ∥∥∥fˆ0R(·)− fˆ0(·)∥∥∥Dβ . eλnβ t,∥∥∥GˆnR(t, ·)− Gˆn(t, ·)∥∥∥Dβ ≤ eλnβ t ‖gˆ0R(·)− gˆ0(·)‖Dβ . eλnβ t. (3.5)
Here Fn(t, v) and Gn(t, v) denote the unique non-negative solutions of the Cauchy problem (3.2)-(3.3) with initial
data f0(v) ∈ P˜α(R3) and g0(v) ∈ P˜α(R3) respectively, and
λnα =
1
σn
∫
S2
Bn
(
ξ · σ
|ξ|
)( |ξ+|α + |ξ−|α
|ξ|α − 1
)
dσ. (3.6)
Furthermore,∫
R3
|v|2FnR(t, v)dv =
∫
R3
|v|2f0R(v)dv < +∞,
∫
R3
|v|2GnR(t, v)dv =
∫
R3
|v|2g0R(v)dv < +∞.
Consequently, Lemma 2.1 yields∥∥∥FˆnR(t, ·)− GˆnR(t, ·)∥∥∥D2 ≤ ∥∥∥fˆ0R(·)− gˆ0R(·)∥∥∥D2 . 1, t > 0. (3.7)
Noticing that ∣∣∣FˆnR(t, ξ)− Fˆn(t, ξ)∣∣∣ ≤ |ξ|β ∥∥∥FˆnR(t, ·)− Fˆn(t, ·)∥∥∥Dβ ≤ |ξ|βeλnβ t ∥∥∥fˆ0R(·)− fˆ0(·)∥∥∥Dβ ,
where (3.5) has been used, from (2.8), we have
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Lemma 3.1. The limit
lim
R→+∞
(
FˆnR(t, ξ), Gˆ
n
R(t, ξ)
)
=
(
Fˆn(t, ξ), Gˆn(t, ξ)
)
holds uniformly, locally with respect to t ∈ R+ and ξ ∈ R3.
Putting
ΦnR1 (t, ξ) = Fˆ
n
R(t, ξ)− GˆnR(t, ξ)− P˜nR(t, ξ) (3.8)
with
P˜nR(t, ξ) =
1
2
e−Ant
3∑
j,l=1
PRjl (0)ξjξlX(ξ), (3.9)
An =
3
4σn
∫
S2
Bn
(
ξ · σ
|ξ|
)[
1−
(
ξ · σ
|ξ|
)2]
dσ,
we now deduce the equation for ΦnR1 (t, ξ). Set
Qˆ+n
(
Fˆ , Gˆ
)
=
1
σn
∫
S2
Bn
(
ξ · σ
|ξ|
)
Fˆ (t, ξ+)Gˆ(t, ξ−)dσ. (3.10)
Since FˆnR(t, ξ) and Gˆ
n
R(t, ξ) satisfy 
∂tFˆ
n
R + Fˆ
n
R = Qˆ
+
(
FˆnR, Fˆ
n
R
)
,
∂tGˆ
n
R + Gˆ
n
R = Qˆ
+
(
GˆnR, Gˆ
n
R
)
,
we have
∂tΦ
nR
1 + Φ
nR
1 = −
(
∂tP˜
n
R + P˜
n
R
)
+ Qˆ+
(
ΦnR1 , Fˆ
n
R
)
+ Qˆ+
(
GˆnR,Φ
nR
1
)
+Qˆ+
(
P˜nR, Fˆ
n
R
)
+ Qˆ+
(
GˆnR, P˜
n
R
)
, (3.11)
ΦnR1 (0, ξ) = fˆ0R(ξ)− gˆ0R(ξ)− P˜nR(0, ξ).
Let
Φn1 (t, ξ) = Fˆ
n(t, ξ)− Gˆn(t, ξ)− P˜n(t, ξ). (3.12)
By taking R → +∞, we have from Lemma 3.1 and Lemma 2.5 that ΦnR1 (t, ξ) → Φn1 (t, ξ) uniformly, locally with
respect to t ∈ R+ and ξ ∈ R3 as R→ +∞. To derive the equation for Φn1 (t, ξ), we firstly study
EnR(t, ξ) = Qˆ
+
(
P˜nR, Fˆ
n
R
)
+ Qˆ+
(
GˆnR, P˜
n
R
)
−
(
∂tP˜
n
R(t, ξ) + P˜
n
R(t, ξ)
)
. (3.13)
In fact, for EnR(t, ξ), we have
Lemma 3.2. It holds that
lim
R→+∞
EnR(t, ξ) = E
n(t, ξ), (3.14)
uniformly, locally with respect to t ∈ R+ and ξ ∈ R3. And En(t, ξ) satisfies
|En(t, ξ)| ≤
O(1)|ξ|2+δe−
(
An− δλ
n
α
α
)
t
, |ξ| ≤ 1,
O(1)e−Ant, |ξ| ≥ 1
(3.15)
for any δ ∈ (0, α] ∩
(
0, αAnλnα
)
and some positive constant O(1) independent of t, ξ, R and n.
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Proof. Since
EnR(t, ξ) = −
(
∂tP˜
n
R(t, ξ) + P˜
n
R(t, ξ)
)
+
1
2σn
3∑
j,l=1
e−AntPRjl (0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξ+j ξ
+
l X(ξ
+) + ξ−j ξ
−
l X(ξ
−)
]
dσ
+
1
2σn
3∑
j,l=1
e−AntPRjl (0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξ+j ξ
+
l X(ξ
+)
(
FˆnR(t, ξ
−)− 1
)
+ ξ−j ξ
−
l X(ξ
−)
(
GˆnR(t, ξ
+)− 1
)]
dσ,
it follows from Lemma 3.1 and Lemma 2.5 that
lim
R→+∞
EnR(t, ξ) = E
n(t, ξ) (3.16)
uniformly, locally with respect to t ∈ R+ and ξ ∈ R3. Here
En(t, ξ) = −
(
∂tP˜
n(t, ξ) + P˜n(t, ξ)
)
+
1
2σn
3∑
j,l=1
e−AntPjl(0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξ+j ξ
+
l X(ξ
+) + ξ−j ξ
−
l X(ξ
−)
]
dσ
︸ ︷︷ ︸
I6
(3.17)
+
1
2σn
3∑
j,l=1
e−AntPjl(0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξ+j ξ
+
l X(ξ
+)
(
Fˆn(t, ξ−)− 1
)
+ ξ−j ξ
−
l X(ξ
−)
(
Gˆn(t, ξ+)− 1
)]
dσ
︸ ︷︷ ︸
I7
,
and
P˜n(t, ξ) =
1
2
e−Ant
3∑
j,l=1
Pjl(0)ξjξlX(ξ). (3.18)
To estimate the bounds on I6 and I7, firstly note that for |ξ| ≥ 1,∣∣∣Fˆn(t, ξ)∣∣∣ ≤ 1, ∣∣∣Gˆn(t, ξ)∣∣∣ ≤ 1
imply that
|En(t, ξ)| ≤ O(1)(1 +An)e−Ant ≤ O(1)e−Ant. (3.19)
Here we have used the fact that An has a uniform upper bound for any n ∈ N.
If |ξ| ≤ 1, then |ξ±| ≤ 1 so that X(ξ±) ≡ 1. Hence, as obtained in [9], we have
ξ−j ξ
−
l + ξ
+
j ξ
+
l =
1
2
(
ξjξl + |ξ|2σjσl
)
,
and
1
σn
∫
S2
Bn
(
ξ · σ
|ξ|
)
σjσldσ =
2An
3
δjl + (1− 2An) ξjξl|ξ|2 .
Then
I6 =
1
2σn
3∑
j,l=1
e−AntPjl(0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξ+j ξ
+
l + ξ
−
j ξ
−
l
]
dσ
=
1
4σn
3∑
j,l=1
e−AntPjl(0)
∫
S2
Bn
(
ξ · σ
|ξ|
)[
ξjξl + |ξ|2σjσl
]
dσ
=
1
4
3∑
j,l=1
e−AntPjl(0)ξjξl +
1
4
3∑
j,l=1
e−AntPjl(0)
[
(1− 2An)ξjξl + 2An
3
δjl|ξ|2
]
= (1−An)P˜n(t, ξ) = ∂tP˜n(t, ξ) + P˜n(t, ξ).
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Thus for |ξ| ≤ 1, it holds that
I6 −
(
∂tP˜
n(t, ξ) + P˜n(t, ξ)
)
= 0. (3.20)
For I7 when |ξ| ≤ 1, we have from the assumption f0(v), g0(v) ∈ P˜α(R3) and Lemma 2.1 that∣∣∣Fˆn(t, ξ)− 1∣∣∣ ≤ |ξ|α ∥∥∥Fˆn(t, ·)− 1∥∥∥Dα ≤ eλnαt|ξ|α ∥∥∥fˆ0(·)− 1∥∥∥Dα ,∣∣∣Gˆn(t, ξ)− 1∣∣∣ ≤ |ξ|α ∥∥∥Gˆn(t, ·)− 1∥∥∥Dα ≤ eλnαt|ξ|α ‖gˆ0(·)− 1‖Dα .
The above estimates together with
∣∣∣Fˆn(t, ξ)∣∣∣ ≤ 1 and ∣∣∣Gˆn(t, ξ)∣∣∣ ≤ 1 imply that
∣∣∣Fˆn(t, ξ)− 1∣∣∣+ ∣∣∣Gˆn(t, ξ)− 1∣∣∣ ≤ O(1)|ξ|εαeελnαt (3.21)
for any ε ∈ (0, 1]. Consequently, for |ξ| ≤ 1,
|I7| ≤ O(1)|ξ|2+εαe−(An−ελnα)t. (3.22)
(3.20) together with (3.22) imply that
|En(t, ξ)| ≤ O(1)|ξ|2+εαe−(An−ελnα)t, |ξ| ≤ 1. (3.23)
With (3.19) and (3.23), let δ = εα, the estimate (3.15) follows immediately. This completes the proof of the
lemma.
Now by letting R → +∞ in (3.11), we get from Lemma 2.5, Lemma 3.1 and Lemma 3.2 that Φn1 (t, ξ) =
Fˆn(t, ξ)− Gˆn(t, ξ)− P˜n(t, ξ) solves
∂tΦ
n
1 + Φ
n
1 = Qˆ
+
(
Φn1 , Fˆ
n
)
+ Qˆ+
(
Gˆn,Φn1
)
+ En(t, ξ), (3.24)
Φn1 (0, ξ) = fˆ0(ξ)− gˆ0(ξ)− P˜n(0, ξ). (3.25)
Here En(t, ξ) satisfies (3.15). By Lemmas 2.5, 3.1 and 3.2, Φn1 (t, ξ), Fˆ
n(t, ξ), Gˆn(t, ξ) and E
n(t, ξ) are continuous
functions of (t, ξ) ∈ R+ × R3 and satisfy (3.24) in the sense of distribution. Since Φn1 (t, ξ), Fˆn(t, ξ), Gˆn(t, ξ), and
En(t, ξ) are uniformly bounded, ∂tΦ
n
1 (t, ξ) is also uniformly bounded so that Φ
n
1 (t, ξ) is globally Lipschitz continuous
with respect to t. Hence (3.24) holds almost everywhere. Furthermore, by the continuity of Φn1 (t, ξ), Fˆ
n(t, ξ), Gˆn(t, ξ)
and En(t, ξ), we have that ∂tΦ
n
1 (t, ξ) is a continuous function of (t, ξ) ∈ R+ × R3 and consequently Φn1 (t, ξ) satisfies
(3.24) everywhere.
The next lemma is about the upper bound on ‖Φn1 (t, ·)‖D2+δ for some δ ∈ (0, α] ∩
(
0, αAnλn
)
.
Lemma 3.3. If ‖Φn1 (0, ·)‖D2+δ < +∞ with δ ∈ (0, α] ∩
(
0, αAnλn
)
, then
‖Φn1 (t, ·)‖D2+δ . e−η
n
0 t. (3.26)
Here ηn0 = min
{
Bn, An − δλ
n
α
α
}
with
Bn =
1
σn
∫
S2
Bn
(
σ · ξ
|ξ|
)(
1−
∣∣∣∣cos θ2
∣∣∣∣2+δ − ∣∣∣∣sin θ2
∣∣∣∣2+δ
)
dσ, cos θ =
σ · ξ
|ξ| . (3.27)
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Proof. The proof is divided into two steps, the first step is to show that
Φn1 (t,ξ)
|ξ|2+δ ∈ L∞(R3). Indeed, for κ > 0, we
have from (3.24) that (
Φn1 (t, ξ)
|ξ|2 (|ξ|δ + κ)
)
t
+
Φn1 (t, ξ)
|ξ|2 (|ξ|δ + κ)
=
1
σn
∫
S2
Bn
(
σ · ξ
|ξ|
)[
Φn1 (t, ξ
+)
|ξ+|2 (|ξ+|δ + κ)
|ξ+|2 (|ξ+|δ + κ)
|ξ|2 (|ξ|δ + κ) Fˆ
n(t, ξ−) (3.28)
+Gˆn(t, ξ+)
Φn1 (t, ξ
−)
|ξ−|2 (|ξ−|δ + κ)
|ξ−|2 (|ξ−|δ + κ)
|ξ|2 (|ξ|δ + κ)
]
dσ +
En(t, ξ)
|ξ|2 (|ξ|δ + κ) .
On the other hand, by letting R→ +∞ in (3.7), we have from Lemma 3.1 that for t > 0∥∥∥Fˆn(t, ·)− Gˆn(t, ·)∥∥∥
D2
≤
∥∥∥fˆ0(·)− gˆ0(·)∥∥∥D2 . 1. (3.29)
(3.29) together with the definition of P˜n(t, ξ) imply that
Φn1 (t, ξ)
|ξ|2 (|ξ|δ + κ) ∈ L
∞(R3), t > 0,
for any κ > 0. Hence, by (3.28), Lemma 3.2 and the fact that |ξ±| ≤ |ξ|, |Fˆn(t, ξ)| ≤ 1, |Gˆn(t, ξ)| ≤ 1, we can deduce
by using the Gronwall inequality that there exists a positive constant C(T ) > 0 independent of κ, n and ξ such that
sup
0 6=ξ∈R3
{ |Φn1 (t, ξ)|
|ξ|2 (|ξ|δ + κ)
}
≤ C(T ), (3.30)
holds for 0 ≤ t ≤ T . Here T > 0 is any given positive constant.
Since the positive constant C(T ) > 0 in (3.30) is independent of κ, we have from (3.30) by letting κ→ 0+ that
sup
06=ξ∈R3
{ |Φn1 (t, ξ)|
|ξ|2+δ
}
≤ C(T ), 0 ≤ t ≤ T. (3.31)
With (3.31), set
Φn2 (t, ξ) =
Φn1 (t, ξ)
|ξ|2+δ , (3.32)
we can get from (3.24) and the fact |ξ±|2 = |ξ|2±ξ·σ|ξ|2 = |ξ|
2(1±cos θ)
2 that
∂tΦ
n
2 + Φ
n
2 =
1
σn
∫
S2
Bn
(
ξ · σ
|ξ|
)[
Φn2 (t, ξ
+)Fˆn(t, ξ−)
∣∣∣∣cos θ2
∣∣∣∣2+δ (3.33)
+Gˆn(t, ξ+)Φn2 (t, ξ
−)
∣∣∣∣sin θ2
∣∣∣∣2+δ
]
dσ +
En(t, ξ)
|ξ|2+δ .
A direct consequence of (3.33) yields
|∂tΦn2 + Φn2 | ≤ (1−Bn) ‖Φn2 (t, ·)‖L∞ +O(1)e−(An−δλ
n
α/α)t. (3.34)
Since 0 < Bn < 1, we can apply the argument used in [9] to have
|Φn2 (t, ξ)| ≤ O(1)e−η0t, (3.35)
so that (3.26) follows. This completes the proof of the lemma.
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We now turn to prove Theorem 1.1. Let Fn(t, v) and Gn(t, v) be the unique solutions of the Cauchy problem
(3.2)-(3.3) with initial data f0(v) and g0(v) respectively, then{
fn(t, v) ≡ Fn (σnt, v) ,
gn(t, v) ≡ Gn (σnt, v) ,
(3.36)
solve 
∂tfn + σnfn =
∫
S2
Bn
(
σ·(v−v∗)
|v−v∗|
)
fn(v
′)fn(v′∗)dv∗dσ,
fn(0, v) = f0(v),
(3.37)
and 
∂tgn + σngn =
∫
S2
Bn
(
σ·(v−v∗)
|v−v∗|
)
gn(v
′)gn(v′∗)dv∗dσ,
gn(0, v) = g0(v),
(3.38)
respectively.
The estimate (3.26) in Lemma 3.3 gives∥∥∥Fˆn(t, ·)− Gˆn(t, ·)− P˜n(t, ·)∥∥∥D2+δ ≤ O(1)e−ηn0 t. (3.39)
Putting (3.36) and (3.39) together yields∥∥∥fˆn(t, ·)− gˆn(t, ·)− P˜n (σnt, ·)∥∥∥D2+δ ≤ O(1)e−σnηn0 t. (3.40)
Noticing that
lim
n→+∞σnAn = A, limn→+∞σnBn = B, limn→+∞σnλ
n
α = λα,
we have
lim
n→+∞σnη
n
0 = η0, lim
n→+∞ P˜
n (σnt, ξ) = P˜ (t, ξ). (3.41)
On the other hand, it is shown in [7, 11] that
(
fˆn(t, ξ), gˆn(t, ξ)
)
→
(
fˆ(t, ξ), gˆ(t, ξ)
)
uniformly as n→ +∞, locally
in with respect to (t, ξ) ∈ R+ × R3. By (3.40), we obtain from (3.41) that∥∥∥fˆ(t, ·)− gˆ(t, ·)− P˜ (t, ·)∥∥∥
D2+δ
. O(1)e−η0t. (3.42)
(3.42) is exactly (1.16) and thus the proof of Theorem 1.1 is completed.
4 Proof of Theorem 1.2
To prove Theorem 1.2, compared with Theorem 1.1, we only need to obtain the uniform HN (R3)−estimate (1.18)
on f(t, v) and the key point is to deduce the following coercivity estimate.
Lemma 4.1. There exists a sufficiently large positive constant t1 > 0 such that∫
S2
B
(
ξ · σ
|ξ|
)(
1−
∣∣∣fˆ(t, ξ−)∣∣∣) dσ ≥ κe2sµαt|ξ|2s , if |ξ| ≥ 2, (4.1)
holds for any t ≥ t1 and some positive constant κ > 0 which depends only on t1.
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Proof. Notice that
Ψˆα,K(ξ) ∈ Kα(R3), Ψα,K(v) ∈ L1(R3) ∩H∞(R3),
∫
R3
Ψα,K(v)dv = 1,
we have from Theorem 1.1 of [12] that for 1 < β < α < 2 that Ψα,K(v) ∈ Pβ(R3), and consequently Lemma 3 of [1]
shows that there exists a positive constant κ1 > 0 independent of t and ξ such that
1−
∣∣∣Ψˆα,K(ξ)∣∣∣ ≥ κ1 min{1, |ξ|2} .
Hence, we have
1−
∣∣∣Ψˆα,K (eµαtξ)∣∣∣ ≥ κ1 min{1, ∣∣eµαtξ∣∣2} , ∀(t, ξ) ∈ R+ × R3. (4.2)
On the other hand, we have from the D2+δ−stability estimate given in Theorem 1.1 that∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣ ≤ O(1)|ξ|2+δe−η0t + ∣∣∣P˜ (t, ξ)∣∣∣
≤ κ2
(|ξ|2+δ + |ξ|2) e−η0t (4.3)
holds for any (t, ξ) ∈ R+ × R3 with a constant κ2 > 0 independent of t and ξ.
A direct consequence of (4.2) and (4.3) is
1−
∣∣∣fˆ(t, ξ)∣∣∣ ≥ (1− ∣∣∣Ψˆα,K (eµαtξ)∣∣∣)− ∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣
≥ κ1 min
{
1,
∣∣eµαtξ∣∣2}− κ2 (|ξ|2+δ + |ξ|2) e−η0t, ∀(t, ξ) ∈ R+ × R3. (4.4)
Thus
1−
∣∣∣fˆ(t, ξ)∣∣∣ ≥ max{0, κ1 min{1, ∣∣eµαtξ∣∣2}− κ2 (|ξ|2+δ + |ξ|2) e−η0t} . (4.5)
With (4.5), we now turn to prove (4.1). Firstly, note that |ξ−|2 = |ξ|2 sin2 θ2 . If we choose t1 > 0 sufficiently large
such that
κ1e
2µαt − 2κ2e−η0t ≥ κ1
2
e2µαt +
κ1
2
e2µαt1 − 2κ2e−η0t1 ≥ κ1
2
e2µαt, ∀t ≥ t1, (4.6)
then for t ≥ t1, |ξ| ≥ 2 and θ sufficiently small such that
θ ∈
[
0,
2
eµαt|ξ|
]
⊂
[
0,
pi
2
)
, (4.7)
we have
κ1 min
{
1,
∣∣eµαtξ−∣∣2}− κ2 (∣∣ξ−∣∣2+δ + ∣∣ξ−∣∣2) e−η0t
≥ κ1
∣∣eµαtξ−∣∣2 − κ2 (∣∣ξ−∣∣2+δ + ∣∣ξ−∣∣2) e−η0t (4.8)
≥ (κ1e2µαt − 2κ2e−η0t) ∣∣ξ−∣∣2 ≥ κ1
2
e2µαt
∣∣ξ−∣∣2 .
Thus for the case when t ≥ t1, |ξ| ≥ 2 and θ satisfies (4.7), one can deduce from the assumption (1.4), the estimates
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(4.5), (4.6) and (4.8) that ∫
S2
B
(
ξ · σ
|ξ|
)(
1−
∣∣∣fˆ(t, ξ−)∣∣∣) dσ
≥ 2pi
2
eµαt|ξ|∫
0
B(cos θ) (κ1e2µαt − 2κ2e−η0t) ∣∣ξ−∣∣2 sin θdθ
≥ pi (κ1e2µαt) |ξ|2
2
eµαt|ξ|∫
0
B(cos θ) sin2 θ
2
sin θdθ
≥ 2κ1e
2µαt
pi2
|ξ|2
2
eµαt|ξ|∫
0
B(cos θ)θ3dθ
≥ b0κ1e
2µαt
pi2
|ξ|2
2
eµαt|ξ|∫
0
θ1−2sdθ =
21−2sb0κ1e2sµαt
(1− s)pi2 |ξ|
2s.
Here we have used the fact that sin θ ≥ 2θpi for 0 ≤ θ ≤ pi2 . This completes the proof of the lemma.
With Lemma 4.1, we now deduce the uniform estimate on f(t, v). Let ϕ(t, ξ) be the Fourier transform of f(t, v)
with respect to v. For any N ∈ N, let M(ξ) = M˜ (|ξ|2) (1−X ( |ξ|24 )) with M˜(t) = tN and X(t) defined as in
Theorem 1.1. Multiplying (1.6) by 2M2(ξ)ϕ(t, ξ) with ϕ(t, ξ) being the complex conjugate of ϕ(t, ξ) gives
d
dt
∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ
 (4.9)
= 2
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)
<
{(
ϕ(t, ξ+)ϕ(t, ξ−)− ϕ(t, ξ))M2(ξ)ϕ(t, ξ)}dσdξ
= −
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)(
|M(ξ)ϕ(t, ξ)|2 + ∣∣M(ξ+)ϕ(t, ξ+)∣∣2 − 2<{ϕ(t, ξ−) (M(ξ+)ϕ(t, ξ+))M(ξ)ϕ(t, ξ)})dσdξ
︸ ︷︷ ︸
J1
−
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)(
|M(ξ)ϕ(t, ξ)|2 − ∣∣M(ξ+)ϕ(t, ξ+)∣∣2 )dσdξ
︸ ︷︷ ︸
J2
−2
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)
<
{
ϕ(t, ξ−)
(
M(ξ)−M(ξ+))ϕ(t, ξ+)M(ξ)ϕ(t, ξ)}dσdξ
︸ ︷︷ ︸
J3
.
We estimate J1, J2 and J3 term by term as follows. Since Supp M(ξ) ⊂
{
ξ ∈ R3, |ξ| ≥ 2}, it follows firstly from
Lemma 4.1 that
J1 . −e2sµαt
∫
R3
|ξ|2s |M(ξ)ϕ(t, ξ)|2 dξ , (4.10)
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because
|M(ξ)ϕ(t, ξ)|2 + ∣∣M(ξ+)ϕ(t, ξ+)∣∣2 − 2<{ϕ(t, ξ−) (M(ξ+)ϕ(t, ξ+))M(ξ)ϕ(t, ξ)}
≥ (1− |ϕ(t, ξ−)|)
(
|M(ξ)ϕ(t, ξ)|2 + ∣∣M(ξ+)ϕ(t, ξ+)∣∣2 )
≥ (1− |ϕ(t, ξ−)|) |M(ξ)ϕ(t, ξ)|2 .
For J2, if we use the change of variable ξ → ξ+ for the term M(ξ+)ϕ(t, ξ+), the cancelation lemma (Lemma 1 of
[1]) implies that
|J2| = 2pi
∣∣∣∣∣∣∣
∫
R3
|M(ξ)ϕ(t, ξ)|2

pi
2∫
0
B(cos θ) sin θ
(
1− cos−3
(
θ
2
))
dθ
 dξ
∣∣∣∣∣∣∣ (4.11)
.
∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ.
For J3, note that
J3 =
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)
<
{
ϕ(t, ξ−)
(
M˜(ξ)− M˜(ξ+)
){
1−X
( |ξ+|2
4
)}
ϕ(t, ξ+)M(ξ)ϕ(t, ξ)
}
dσdξ
︸ ︷︷ ︸
J13
+
∫
R3
∫
S2
B
(
ξ · σ
|ξ|
)
<
{
ϕ(t, ξ−)M˜(ξ)
(
X
( |ξ+|2
4
)
−X
( |ξ|2
4
))
ϕ(t, ξ+)M(ξ)ϕ(t, ξ)
}
dσdξ
︸ ︷︷ ︸
J23
.
We estimate J13 and J
2
3 separately.
For J13 , since |ξ+|2 = |ξ|2 cos2 θ2 ∼ |ξ|2 for θ ∈
[
0, pi2
]
and |ξ|2 − |ξ+|2 = |ξ|2 sin2 θ2 , we have∣∣∣M˜(ξ)− M˜(ξ+)∣∣∣ . sin2(θ
2
)
M˜(ξ+),
and consequently
∣∣J13 ∣∣ . ∫
R3

pi
2∫
0
B(cos θ) sin θ sin2
(
θ
2
)
dθ
 |M(ξ)ϕ(t, ξ)| · ∣∣M(ξ+)ϕ(t, ξ+)∣∣ dξ (4.12)
.
∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ.
Here we have used the fact that |ϕ(t, ξ−)| ≤ 1.
For J23 , since
X
( |ξ|2
4
)
−X
( |ξ+|2
4
)
= X ′
(
η|ξ|2 + (1− η)|ξ+|2
4
) |ξ|2 − |ξ+|2
4
=
|ξ|2 sin2 ( θ2)
4
X ′
(
η|ξ|2 + (1− η)|ξ+|2
4
)
, η ∈ [0, 1],
and
|ξ+|2 ≤ |ξ|2 ≤ 2|ξ+|2, Supp
{
X ′
( |ξ|2
4
)}
⊂ {ξ ∈ R3 : 4 ≤ |ξ|2 ≤ 8} ,
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we obtain
Supp
{
M˜(ξ)
(
X
( |ξ|2
4
)
−X
( |ξ+|2
4
))}
⊂ {ξ ∈ R3 : 4 ≤ |ξ|2 ≤ 16} .
Hence, there exists a constant CN > 0 depending on N such that
∣∣J23 ∣∣ ≤ 42N ∫
|ξ|≤4

pi
2∫
0
B(cos θ) sin θ sin2
(
θ
2
)
dθ
 |ϕ(t, ξ)| · |ϕ(t, ξ+)|dξ (4.13)
≤ CN
because of |ϕ(t, ξ)| ≤ 1. (4.12) together with (4.13) shows that there exists a C1 > 0 such that
|J3| ≤ C1
∫
R3
|ξ|2s |M(ξ)ϕ(t, ξ)|2 dξ + CN . (4.14)
Inserting (4.10), (4.11) and (4.14) into (4.9), we have, for another C ′N > 0,
d
dt
∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ
+ ∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ ≤ C ′N ,
which gives ∫
R3
|M(ξ)ϕ(t, ξ)|2 dξ ≤ e−(t−t1)
∫
R3
|M(ξ)ϕ(t1, ξ)|2 dξ + C ′N , t ≥ t1. (4.15)
Noting |ϕ(ξ)| ≤ 1 again, by means of (4.15) we see that for any N ∈ N there exists a C(t1, N) > 0 such that
sup
t∈[t1,∞)
{
‖f(t)‖HN
}
≤ C(t1, N) < +∞, ∀N ∈ N.
This and (1.20) give
sup
t∈[t1,∞)
{
‖f(t, ·)− fα,K(t, ·)‖HN
}
≤ C(t1, N) < +∞, ∀N ∈ N, t ≥ t1. (4.16)
Moreover, ∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣2
. e−η0t|ξ|2+δ
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)− P˜ (t, ξ)∣∣∣+ ∣∣∣P˜ (t, ξ)∣∣∣2 (4.17)
. e−η0t|ξ|2+δ
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣+ e−At|ξ|4X(ξ) (|ξ|δe−η0t + e−At) .
(4.16) and (4.17) yield
‖f(t, ·)− fα,K(t, ·)‖2HN
=
∫
R3
(1 + |ξ|2)N
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣2 dξ
. e−η0t
∫
R3
(1 + |ξ|2)N |ξ|2+δ
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣ dξ (4.18)
+e−At
∫
R3
X(ξ)
(
e−η0t + e−At
)
dξ . e−η0t.
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Here we have used the fact that∫
R3
(1 + |ξ|2)N |ξ|2+δ
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣ dξ
≤
∫
R3
(1 + |ξ|2)2(N+1)|ξ|2(2+δ)
∣∣∣fˆ(t, ξ)− Ψˆα,K (eµαtξ)∣∣∣2 dξ
 12 ∫
R3
(1 + |ξ|2)−2dξ
 12
≤ C(t1, N), t ≥ t1.
(4.18) is exactly (1.19) and the proof of Theorem 1.2 is completed.
5 Proof of Corollary 1.1
We prove Corollary 1.1 in this last section. Firstly of all, note that Theorem 1.1 and Theorem 1.2 hold for α = 2.
The purpose of Corollary 1.1 is to have a better convergence rate in the case of finite energy.
In fact, compared with Theorem 1.1 and Theorem 1.2, the main difference is that now the initial data f0(v) is
of finite energy and consequently the corresponding global solution Fn(t, v) of the Cauchy problem (3.2)-(3.3) with
H0(v) = f0R(v) also has finite energy, i.e.∫
R3
|v|2FRn (t, v)dv =
∫
R3
|v|2f0R(v)dv . 1 +
∫
R3
|v|2f0(v)dv < +∞. (5.1)
With (5.1), it is straightforward to show that∣∣∣Fˆn(t, ξ)− 1∣∣∣ ≤ O(1)|ξ|2, |µ(ξ)− 1| ≤ O(1)|ξ|2. (5.2)
Consequently, the term I7 in (3.17) can be estimated by
|I7| ≤
{
O(1)|ξ|4e−Ant, |ξ| ≤ 1,
O(1)e−Ant, |ξ| ≥ 1, t ∈ R+.
(5.3)
Here, Gn(t, v) = µ(v).
Having (5.3), the proof of Corollary 1.1 is the same as the ones for Theorem 1.1 and Theorem 1.2. Thus, we omit
the detail for brevity.
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