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Abstract
In this paper, we study real-time scalable video broadcast over wireless networks using instantly decodable network
coding (IDNC). Such real-time scalable videos have hard deadline and impose a decoding order on the video layers.
We first derive the upper bound on the probability that the individual completion times of all receivers meet the
deadline. Using this probability, we design two prioritized IDNC algorithms, namely the expanding window IDNC
(EW-IDNC) algorithm and the non-overlapping window IDNC (NOW-IDNC) algorithm. These algorithms provide a high
level of protection to the most important video layer, namely the base layer, before considering additional video
layers, namely the enhancement layers, in coding decisions. Moreover, in these algorithms, we select an appropriate
packet combination over a given number of video layers so that these video layers are decoded by the maximum
number of receivers before the deadline. We formulate this packet selection problem as a two-stage maximal clique
selection problem over an IDNC graph. Simulation results over a real scalable video sequence show that our proposed
EW-IDNC and NOW-IDNC algorithms improve the received video quality compared to the existing IDNC algorithms.
Keywords: Wireless broadcast, Real-time scalable video, Individual completion time, Instantly decodable network
coding
1 Introduction
Network coding has shown great potential to improve
throughput, delay, and quality of services in wireless net-
works [1–10]. These merits of network coding make it
an attractive candidate for multimedia applications [7–9].
In this paper, we are interested in utilizing network cod-
ing in real-time scalable video applications [11, 12], which
compress video frames in the form of one base layer and
several enhancement layers. The base layer provides the
basic video quality, and the enhancement layers provide
successive improved video qualities. Using such a scal-
able video stream, the sender adapts the video bit rate
compatible to the available network bandwidth by send-
ing the base layer and as many enhancement layers as
possible. Moreover, the real-time scalable video has two
distinct characteristics. First, it has a hard deadline before
which the video layers need to be decoded to be usable
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at the application. Second, the video layers exhibit a hier-
archical order such that a video layer can be decoded
only if this layer and all its lower layers are received.
Even though scalable video can tolerate the loss of one or
more enhancement layers, this adversely affects the video
quality experienced by viewers. Therefore, it is desirable
to design network coding schemes so that the received
packets before the deadline contribute to decoding the
maximum number of video layers.
Fountain codes such as random linear network codes
(RLNC) [13–18], raptor codes [19], and LT codes [20–22]
have been studied extensively for efficient data delivery
in wireless networks. These codes offer significant per-
formance gains compared to conventional channel codes
since channel protection is not pre-determined [21–25].
In case of scalable video transmission, combining the lay-
ered approach with fountain codes has shown to further
improve the quality of video streaming in [26–30] as it
provides unequal error protection to different importance
layers. In particular, scalable video delivery from mul-
tiple servers to a set of receivers was studied in [26],
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where each video layer is independently protected by rap-
tor codes. Another work in [27] also studied unequal error
protection raptor codes for increasing error robustness
of scalable video transmission. The authors in [28] stud-
ied expanding window fountain codes for scalable video
multicast and illustrated the benefits of using expanding
window approaches.
Random linear network coding (RLNC) and instantly
decodable network coding (IDNC) have been adopted
over LT and raptor codes in many applications and sys-
tems [5, 13, 15–18, 31, 32] due to their abilities of simple
extension to general networks and providing better trade-
offs among bandwidth efficiency, complexity, and delay
[7]. The works in [13, 17, 18, 33] designed expanding
window-based RLNC strategies for scalable video trans-
mission such that coded packets are formed across dif-
ferent numbers of video layers. In particular, the authors
in [17] used a probabilistic approach for selecting cod-
ing windows and included the packets in the lower video
layers into all coded packets to obtain high decoding prob-
abilities for the lower layers. Moreover, the authors in
[18] considered a scalable video transmission with a hard
deadline and used a deterministic approach for selecting
coding windows over all transmissions before the dead-
line. Another work in [33] continued the work in [17]
and addressed the problem of jointly determining the cod-
ing strategy and the scheduling decisions when receivers
obtain layered video data from multiple servers. More-
over, a resource-allocation framework for network-coded
scalable video multicast services was proposed in [13]
that minimizes the number of broadcast packets on each
downlink channel while providing service guarantees to a
predetermined fraction of receivers.
Our work is inspired by the recent works on scalable
video transmission using RLNC in [13, 17, 18, 33]. In this
work, we adopt XOR-based instantly decodable network
coding (IDNC) to investigate its performance for scal-
able video transmission. Despite the superior throughput
performance of RLNC, IDNC has drawn significant atten-
tion due to the following attractive properties. IDNC aims
to provide instant packet decodability upon successful
packet reception at the receivers. This instant decodability
property allows a progressive recovery of the video layers
as the receivers decode more packets. Furthermore, the
encoding process of IDNC is performed using simple XOR
operations compared to the more complicated operations
over large Galois fields performed in RLNC. The decoding
process of IDNC is also performed using XOR operations,
which is suitable for implementation in simple and cost-
efficient receivers, compared to complex matrix inversion
performed in RLNC [1, 8].
In addition to the inherent simplicity, the through-
put performance of IDNC closely follows that of RLNC
in a network with a small number of receivers [34].
In particular, IDNC schemes can achieve the optimal
throughput for the two-receiver or three-receiver system
as shown in [5, 31]. Moreover, as video streaming appli-
cations continue to proliferate, the wireless sender often
needs to support multiple simultaneously running appli-
cations with heterogenous video characteristics. It is well
understood that mixing different video sequences can
improve video quality in wireless networks [8, 35]. There-
fore, the sender can adopt IDNC to encode packets from
different video sequences together. This allows immediate
decoding of received packets of different video sequences
and immediate use of decoded packets at the applications,
especially when one or more video sequences are encoded
using, for example, multiple description coding in addi-
tion to scalable video coding. Such benefits of using IDNC
in multiple unicast services was shown in [8, 34, 35].
Another potential application of IDNC-based transmis-
sion is sensor networks. In general, sensors are capable of
performing limited computational operations and XOR-
based decoding operations are readily implementable on
small sensors. Imagine a group of sensors that need to exe-
cute a set of order-constrained instructions within a fixed
amount of time to achieve a desired goal. In other words,
there is a hierarchy of instructions that also have a dead-
line such that the instructions can be executed if previous
instructions are executed and they are received before the
deadline. Indeed, this problem is equivalent to the prob-
lem of interest in this paper, i.e., decoding hierarchical
video layers before the deadline.
Due to the aforementioned attractive properties, the
authors in [31, 32, 36, 37] considered IDNC for wireless
broadcast of a set of packets and aimed to serve the max-
imum number of receivers with a new packet in each
transmission. In [34, 38], the authors addressed the prob-
lem of minimizing the number of transmissions required
for broadcasting a set of packets in IDNC systems and for-
mulated the problem into a stochastic shortest path (SSP)
framework. However, the works in [31, 32, 34, 36–38] nei-
ther considered dependency between source packets as
is present in the scalable video applications nor consid-
ered explicit packet delivery deadline. Several other works
in IDNC considered different importance of packets and
prioritized packets differently in coding decisions. In par-
ticular, the authors in [5] adopted IDNC for video stream-
ing and showed that their proposed IDNC schemes are
asymptotically throughput optimal for the three-receiver
system subject to sequential packet delivery deadline con-
straints. However, the work in [5] neither considered
dependency between source packets nor considered an
arbitrary number of receivers. Another work [8] consid-
ered a single layer video transmission and determined the
importance of each video packet based on its contribu-
tion to the video quality. The selected IDNC packet in [8]
maximizes the video quality in the current transmission
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without taking into account the coding opportunities and
the video quality over the successor transmissions before
the deadline.
In the context of IDNC for scalable video with multi-
ple layers, the most related works to ours are [39, 40].
In [39], the authors considered that a set of packets
forming the base layer has higher priority compared to
another set of packets forming the enhancement lay-
ers. However, the authors aimed to reduce the number
of transmissions required for delivering all the pack-
ets instead of reducing the number of transmissions
required for delivering the high priority packets. The
coding decisions in [39] also searched for the exis-
tence of a special IDNC packet that can simultaneously
reduce the number of transmissions required for deliv-
ering the high priority packets and the number of trans-
missions required for delivering all the packets. On the
other hand, the authors in [40] discussed the hierar-
chical order of video layers with motivating examples
and proposed a heuristic packet selection algorithm.
The IDNC algorithm in [40] aimed to balance between
the number of transmissions required for delivering the
base layer and the number of transmissions required
for delivering all video layers. Both works in [39, 40]
ignored the hard deadline and did not strictly priori-
tize to deliver the base layer packets before the dead-
line. However, for real-time scalable video transmission,
addressing the hard deadline for the base layer packets
is essential as all other packets depend on the base layer
packets.
In this paper, inspired by the real-time scalable video
that has a hard deadline and decoding dependency
between video layers, we are interested in designing
an efficient IDNC framework that maximizes the mini-
mum number of decoded video layers over all receivers
before the deadline (i.e., improves fairness in terms of
the minimum video quality across all receivers). We con-
sider that the service provider adopts a maxmin pol-
icy to improve fairness in terms of the minimum video
quality across all receivers regardless of their channel
conditions. With such a policy, some receivers expe-
riencing harsh channel conditions are prioritized over
other receivers experiencing good channel conditions
in order to deliver an acceptable video quality to all
revivers. This prevents a severe degradation to the qual-
ity of services of a receiver. In such scenarios, by tak-
ing into account the deadline, the coding decisions need
to carefully balance coding only from the base layer
versus coding from all video layers. While the former
guarantees the highest level of protection to the base
layer, the latter increases the possibility of decoding a
large number of video layers before the deadline. In
this context, our main contributions are summarized as
follows:
• We derive the upper bound on the probability that
the individual completion times of all receivers for a
given number of video layers meet the deadline.
Using this probability, we are able to approximately
determine whether the broadcast of a given number
of video layers can be completed before the deadline
with a predefined probability.
• We design two prioritized IDNC algorithms for
scalable video, namely the expanding window IDNC
(EW-IDNC) algorithm and the non-overlapping
window IDNC (NOW-IDNC) algorithm. EW-IDNC
algorithm selects a packet combination over the first
video layer and computes the resulting upper bound
on the probability that the broadcast of that video
layer can be completed before the deadline. Only
when this probability meets a predefined high
threshold, the algorithm considers additional video
layers in coding decisions in order to increase the
number of decoded video layers at the receivers. In
contrast, NOW-IDNC algorithm always selects a
packet combination over the first video layer without
exploiting the coding opportunities by including
additional video layers.
• In EW-IDNC and NOW-IDNC algorithms, we select
an appropriate packet combination over a given
number of video layers that increases the possibility
of decoding those video layers by the maximum
number of receivers before the deadline. We
formulate this problem as a two-stage maximal clique
selection problem over an IDNC graph. However, the
formulated maximal clique selection problem is
NP-hard and even hard to approximate. Therefore,
we exploit the properties of the problem formulation
and design a computationally simple heuristic packet
selection algorithm.
• We use a real scalable video sequence to evaluate the
performance of our proposed algorithms. Simulation
results show that our proposed EW-IDNC and
NOW-IDNC algorithms increase the minimum
number of decoded video layers over all receivers
compared to the IDNC algorithms in [32, 40] and
achieve a comparable performance compared to the
expanding window RLNC algorithm in [17, 18] while
preserving the benefits of IDNC strategies.
• To reduce the feedback load of a network, we extend
our proposed IDNC framework for a perfect feedback
scenario to an intermittent feedback scenario, where
the receivers send feedback after several time slots
and the feedback are subject to erasures.
The rest of this paper is organized as follows. The sys-
tem model and IDNC graph are described in Section 2.
We illustrate the importance of appropriately choosing a
coding window in Section 3 and draw several guidelines
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for prioritized IDNC algorithms in Section 4. Using these
guidelines, we design two prioritized IDNC algorithms
in Section 5. We formulate the problem of finding an
appropriate packet combination in Section 6 and design
a heuristic packet selection algorithm in Section 7. Sim-
ulation results are presented in Section 8. Our proposed
IDNC framework is extended to an intermittent feedback
scenario in Section 9. Finally, Section 10 concludes the
paper.
2 Scalable video broadcast system
2.1 Scalable video coding
We consider a system that employs the scalable video
codec (SVC) extension to H.264/AVC video compression
standard [11, 12]. A group of pictures (GOP) in scalable
video has several video layers and the information bits of
each video layer is divided into one or more packets. The
video layers exhibit a hierarchical order such that each
video layer can only be decoded after successfully receiv-
ing all the packets of this layer and its lower layers. The
first video layer (known as the base layer) encodes the
lowest temporal, spatial, and quality levels of the origi-
nal video, and the successor video layers (known as the
enhancement layers) encode the difference between the
video layers of higher temporal, spatial, and quality lev-
els and the base layer. With the increase in the number
of decoded video layers, the video quality improves at the
receivers.
2.2 Systemmodel
We consider a wireless sender (e.g., a base station or a
wireless access point) that wants to broadcast a set of N
source packets forming a GOP, N = {P1, . . . ,PN }, to a
set of M receivers, M = {R1, . . . ,RM}. Throughout this
paper, we use calligraphic letters to denote sets and their
corresponding capital letters to denote the cardinalities
of these sets (e.g., N = |N |). A network coding scheme
is applied on the packets of a single GOP as soon as all
the packets are ready, which implies that neither merging
of GOPs nor buffering of packets in more than one GOP
at the sender is allowed. This significant aspect arises
from the minimum delivery delay requirement in real-
time video streaming. Time is slotted and the sender can
transmit one packet per time slot t. There is a limit on
the total number of allowable time slots  used to broad-
cast the N packets to the M receivers, as the deadline for
the current GOP expires after  time slots. Therefore, at
any time slot t ∈ [ 1, 2, . . . ,], the sender can compute the
number of remaining transmissions for the current GOP
as, Q =  − t + 1.
In this paper, we consider that the receivers access
the shared channel using time division multiple access
(TDMA) protocol. At any time slot t, the portion of
time allocated to receiver Ri is denoted by xit , and the
allocations of time to all receivers satisfy the constraint∑
Ri∈M x
i
t ≤ 1. Note that the work in [41] considered a
similar TDMA protocol and the works in [13, 14] con-
sidered an orthogonal frequency-division multiple access
(OFDMA) protocol in designing random linear network
coded systems.
In the scalable video broadcast system, the sender has L
scalable video layers and each video layer consists of one
or more packets. Let set N = {P11 . . .P1n1 , . . . ,PL1 . . .PLnL}
denotes all the packets in the L video layers, with n being
the number of packets in the th video layer. In fact, N =∑L
=1 n. Although the number of video layers in a GOP
of a video stream is fixed, depending on the video content,
n andN can have different values for different GOPs. We
denote the set that contains all packets in the first  video
layers asN 1: and the cardinality ofN 1: as N1:.
The receivers are assumed to be heterogeneous (i.e., the
channels between the sender and the receivers are inde-
pendent but not necessarily identical), and each transmit-
ted packet is subject to an independent Bernoulli erasure
at receiver Ri with probability i. Each receiver listens to
all transmitted packets and feeds back to the sender a
positive or negative acknowledgement (ACK or NAK) for
each received or lost packet. We assume that the receivers
send feedback to the sender using dedicated control chan-
nels and the feedback is error-free. A stronger channel
error correcting code is often employed for control bits
compared to the data bits. Moreover, the feedback trans-
mission from the receivers to the sender experiences a low
interference level since the sender (e.g., base station) is
located at the center of a cell. Note that a receiver needs to
use γ bits for a rate 1
γ
error correction code to acknowl-
edge a received/lost packet. Since there areM receivers in
the network, the overall communication overhead com-
ing from feedback is γ × M bits per time slot. Indeed,
the feedback messages require additional resources from
a cellular network. To reduce the feedback load, the num-
ber of feedback messages can be scaled down with the
increased number of receivers in the network. Conse-
quently, we extend our proposed IDNC framework for a
perfect feedback scenario to an intermittent feedback sce-
nario in Section 9, where the receivers send feedback after
several time slots and the feedback is subject to erasures.
After each transmission, the sender stores the reception
status of all packets at all receivers in anM×N state feed-
back matrix (SFM) F = [ fi,j] , ∀Ri ∈ M,Pj ∈ N such that:
fi,j =
{
0 if packet Pj is received by receiver Ri,
1 if packet Pj is missing at receiver Ri.
(1)
Example 1. An example of SFM with M = 2 receivers
and N = 5 packets is given as follows:
F =
(
1 0 1 1 1
0 1 1 0 0
)
. (2)
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In this example, we assume that packets P1 and P2 belong
to the first (i.e., base) layer, packets P3 and P4 belong to
the second layer and packet P5 belongs to the third layer.
Therefore, the set containing all packets in the first two
video layers isN 1:2 = {P1,P2,P3,P4}.
Definition 1. A window over the first  video lay-
ers (denoted by ω) includes all the packets in N 1: =
{P11,P12, . . . ,P1n1 , . . . ,P1,P2, . . . ,Pn}.
There are L windows for a GOP with L video layers as
shown in Fig. 1. The SFM corresponding to the window
ω over the first  video layers is anM × N1: matrix F1:,
which contains the first N1: columns of SFM F.
Based on the SFM, the following two sets of packets can
be attributed to each receiver Ri at any given time slot t:
• The Has set of receiver Ri in the first  video layers
(H1:i ) is defined as the set of packets that are
decoded by receiver Ri from the first  video layers. In
Example 1, the Has set of receiver R2 in the first two
video layers isH1:22 = {P1,P4}.• The Wants set of receiver Ri in the first  video layers
(W1:i ) is defined as the set of packets that are missing
at receiver Ri from the first  video layers. In other
words,W1:i = N 1: \H1:i . In Example 1, the Wants
set of receiver R2 in the first two video layers is
W1:22 = {P2,P3}.
The cardinalities of H1:i and W1:i are denoted by H1:i
and W 1:i , respectively. The set of receivers having non-
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Fig. 1 L windows for an L-layer GOP with n packets in the th layer




belongs to one of
the following three sets:
• The critical set of receivers for the first  video layers
(C1:) is defined as the set of receivers with the
number of missing packets in the first  video layers
being equal to the number of remaining Q
transmissions
(
i.e.,W 1:i = Q,∀Ri ∈ C1:
)
.
• The affected set of receivers for the first  video
layers (A1:) is defined as the set of receivers with the
number of missing packets in the first  video layers
being greater than the number of remaining Q
transmissions
(
i.e.,W 1:i > Q,∀Ri ∈ A1:
)
.
• The non-critical set of receivers for the first  video
layers (B1:) is defined as the set of receivers with the
number of missing packets in the first  video layers
being less than the number of remaining Q
transmissions
(
i.e.,W 1:i < Q,∀Ri ∈ B1:
)
.
In fact, C1: ∪ A1: ∪ B1: = M1:w . We denote the car-
dinalities of C1:, A1:, and B1: as C1:, A1:, and B1:,
respectively.
Definition 2. A transmitted packet is instantly decod-
able for receiver Ri if it contains exactly one source packet
fromW1:Li .
Definition 3. Receiver Ri is targeted by packet Pj in a
transmission when this receiver will immediately decode
missing packet Pj upon successfully receiving the transmit-
ted packet.
Definition 4. At time slot t, individual completion time
of receiver Ri for the first  video layers (denoted by TW1:i )
is the total number of transmissions required to deliver all
the missing packets inW1:i to receiver Ri.
Individual completion time of receiver Ri for the first 
video layers can be TW1:i = W
1:
i ,W 1:i + 1, ... depending
on the number of transmissions that receiver Ri is targeted
with a new packet and the channel erasures experienced
by receiver Ri in those transmissions.
Definition 5. At time slot t, individual completion times
of all receivers for the first  video layers (denoted by T1:) is
the total number of transmissions required to deliver all the
missing packets from the first  video layers to all receivers
inM1:w .
Definition 6. At time slot t, individual completion times
of all non-critical receivers for the first  video layers
(denoted by T1:B ) is the total number of transmissions
required to deliver all the missing packets from the first 
video layers to all non-critical receivers in B1:.
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2.3 IDNC graph and packet generation
We define the representation of all feasible packet combi-
nations that are instantly decodable by a subset of, or all
receivers, in the form of a graph. As described in [34, 37],
the IDNC graph G(V , E) is constructed by first inducing a
vertex vij ∈ V for each missing packet Pj ∈ W1:Li , ∀Ri ∈
M. Two vertices vij and vmn in G are connected (adja-
cent) by an edge eij,mn ∈ E , when one of the following two
conditions holds:
• C1: Pj = Pn, the two vertices are induced by the same
missing packet Pj of two different receivers Ri and Rm.
• C2: Pj ∈ H1:Lm and Pn ∈ H1:Li , the requested packet of
each vertex is in the Has set of the receiver of the
other vertex.
Definition 7. In an undirected graph, all vertices in a
clique are connected to each other with edges. A clique is
maximal if it is not a subset of any larger clique [42].
Given this graph representation, the set of all feasible
IDNC packets can be defined by the set of all maximal
cliques in graph G. The sender can generate an IDNC
packet for a given transmission by XORing all the source
packets identified by the vertices of a selected maximal
clique (denoted by κ) in graph G. Note that each receiver
can have at most one vertex (i.e., one missing packet) in a
maximal clique κ and the selection of a maximal clique κ
is equivalent to the selection of a set of targeted receivers
(denoted byX (κ)). A summary of themain notations used
in this paper is presented in Table 1.
3 Importance of appropriately choosing a coding
window
In scalable video with multiple layers, the sender needs to
choose a window of video layers and the corresponding
SFM to select a packet combination in each transmis-
sion. In general, different windows lead to different packet
combinations and result in different probabilities of com-
pleting the broadcast of different numbers of video layers
before the deadline. To further illustrate, let us consider
the following SFM with M = 2 receivers and N = 2







In this scenario, we assume that packet P1 belongs to the
first video layer and packet P2 belongs to the second video
layer. We further assume that there are two remaining
transmissions before the deadline, i.e., Q = 2. Given two
video layers, there are two windows such as ω1 = {P1} and
ω2 = {P1,P2}. With these windows, the possible packet
transmissions at time slot t are as follows:
• Case 1:Window ω1 leads to packet P1 transmission
since it targets receiver R2 andM1:1w = {R2}.• Case 2:Window ω2 leads to packet P2 transmission
since it targets receivers R1 and R2 and
M1:2w = {R1,R2}.
(Case 1:) With packet P1 transmitted at time slot t, we
can compute the probabilities of completing the broadcast
of different numbers of video layers before the deadline as
follows.
• The probability of completing the first video layer
broadcast before the deadline can be computed as,
P[T1:1 ≤ 2]= (1 − 2) + 2(1 − 2). Here, (1 − 2)
defines the packet reception probability at receiver R2
at time slot t and 2(1 − 2) defines the probability
that packet P1 is lost at receiver R2 at time slot t and
is received at receiver R2 at time slot t + 1.
Table 1 Main notations and their descriptions
Description Description
Q Number of remaining transmissions L Number of video layers
M Set ofM receivers N 1: Set of N1: packets
Ri The ith receiver inM Pj The jth packet inN
F1: M × N1: state feedback matrix ω th window among L windows
H1:i Has set of receiver Ri in the first  layers W1:i Wants set of receiver Ri in the first  layers
TW1:i
Individual completion time of receiver Ri for
 layers
T1: Individual completion times of all receivers
for  layers
G1: IDNC graph constructed from F1: T1:B Individual completion times of all non-critical
receivers for  layers
C1: Critical set of receivers for the first  layers A1: Affected set of receivers for the first  layers
B1: Non-critical set of receivers for the first 
layers
M1:w Set of receivers having non-empty Wants
sets in the first  layers
vij A vertex in an IDNC graph induced by miss-
ing packet Pj at receiver Ri
X (κ) Set of targeted receivers in maximal clique κ
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Remark 1. It can be stated that the missing packets
of all receivers need to be attempted at least once in
order to have a possibility of delivering all the missing
packets to all receivers.
• Using Remark 1, the sender transmits packet P2 at
time slot t + 1. Consequently, the probability of
completing both video layers’ broadcast before the
deadline can be computed as,
P[T1:2 ≤ 2]= (1 − 2)(1 − 1)(1 − 2). This is the
probability that each missing packet is received in the
first attempt.
A summary of probability expressions used for Case 1
can be found in Table 2.
(Case 2:) With packet P2 transmitted at time slot t, we
can compute the probabilities of completing the broadcast
of different numbers of video layers before the deadline as
follows.
• The sender transmits packet P1 at time slot t + 1.
Consequently, the probability of completing the first
video layer broadcast before the deadline can be
computed as, P[T1:1 ≤ 2]= (1 − 2). This is the
probability that packet P1 is received at receiver R2 at
time slot t + 1.
• Using Remark 1, the sender transmits either coded
packet P1 ⊕ P2 or packet P1 at time slot t + 1.
Consequently, the probability of completing both
video layers’ broadcast before the deadline can be
computed as, P[T1:2 ≤ 2]=
1(1− 2)(1− 1)(1− 2) + (1− 1)(1− 2)(1− 2).
– 1(1 − 2)(1 − 1)(1 − 2) represents coded
packet P1 ⊕ P2 transmission at time slot t + 1.
The transmitted packet P2 at time slot t can
be lost at receiver R1 with probability 1 and
can be received at receiver R2 with probability
(1 − 2). With this loss and reception status,
the sender transmits coded packet P1 ⊕ P2 to
target both receivers and the probability that
both receivers receive the transmitted packet
is (1 − 1)(1 − 2).
Table 2 Probability expressions used in Case 1, where packet P1
is transmitted at time slot t. With this transmission, the first layer
completion probability before the deadlineP[T1:1≤ 2]=(1− 2)+
2(1 − 2) and both layers’ completion probability before the
deadlineP[T1:2 ≤ 2]= (1 − 2)(1 − 1)(1 − 2) are shown
P1(t) – P1(t) P1(t + 1) P1(t) P2(t + 1)
P[T1:1 ≤ 2] R1 – – – – P[T1:2 ≤ 2] – (1 − 1)
R2 (1 − 2) – 2 (1 − 2) (1 − 2) (1 − 2)
– (1 − 1)(1 − 2)(1 − 2) represents packet P1
transmission at time slot t + 1. This is the
probability that each missing packet is
received in the first attempt.
A summary of probability expressions used for Case 2
can be found in Table 3. Using the results in Case 1 and
Case 2, we conclude for the given time slot t the following:
• Packet P1 transmission resulting from window ω1 is a
better decision in terms of completing the first video
layer broadcast since P[T1:1 ≤ 2] is larger in Case 1.
• Packet P2 transmission resulting from window ω2 is a
better decision in terms of completing both video
layers broadcast since P[T1:2 ≤ 2] is larger in Case 2.
Remark 2. The above example illustrates that it is
not always possible to select a packet combination that
achieves high probabilities of completing the broadcast of
different numbers of video layers before the deadline. In
general, some packet transmissions (resulting from differ-
ent windows) can increase the probability of completing the
broadcast of the first video layer, but reduce the probabil-
ity of completing the broadcast of all video layers and vice
versa.
4 Guidelines for prioritized IDNC algorithms
In this section, we first show that finding the optimal
IDNC schedule that maximizes the minimum number
of decoded video layers over all receivers before the
deadline is computationally complex. We then systemat-
ically draw several guidelines for the prioritized IDNC
algorithms that efficiently increase the minimum num-
ber of decoded video layers over all receivers before the
deadline.
4.1 Maximizing the minimum decoded video layers
problem formulation
Definition 8. A transmission schedule S = {κ(t)},∀t ∈
{1, . . . ,} is defined as the set of packet combinations at
every time slot t before the deadline. Furthermore, S is the
set of all possible transmission schedules and S ∈ S.
Table 3 Probability expressions used in Case 2, where packet P2
is transmitted at time slot t. With this transmission, the first layer
completion probability before the deadlineP[T1:1 ≤ 2]= (1−2)
and both layers’ completion probability before the deadline
P[T1:2 ≤ 2]= 1(1−2)(1−1)(1−2)+(1−1)(1−2)(1−2)
are shown
P2(t) P1(t + 1) P2(t) P1 ⊕ P2 P2(t) P1(t + 1)
P[T1:1 ≤ 2]R1 – – P[T1:2 ≤ 2] 1 (1 − 1)(1 − 1) –
R2 – (1 − 2) (1 − 2)(1 − 2)(1 − 2) (1 − 2)
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Definition 9. The individual decoded video layer ei(S)
of receiver Ri is defined as the number of decoded video
layers at receiver Ri at the end of the deadline for a given
transmission schedule S . Here, individual decoded video
layer ei(S) of receiver Ri can be {1, . . . , L}.
For a given transmission schedule S and packet recep-
tion probabilities of the targeted receivers in schedule S ,
the sender can compute the expected number of individ-
ual decoded video layer of each receiver. We now define
the problem of maximizing the minimum number of
decoded video layers over all receivers before the deadline









The optimization problem in (4) can be formulated into
a finite horizon Markov decision process framework and
the optimal transmission schedule can be found using
the backward induction algorithm, which is a dynamic
programming approach. However, the works in [34, 38]
showed that finding the optimal IDNC schedule for wire-
less broadcast of a set of packets is computationally
intractable due to the curse of dimensionality of the
dynamic programming approach. Therefore, to efficiently
solve the optimization problem in (4) with much lower
computational complexity, we draw several guidelines for
the prioritized IDNC algorithms in the following three
subsections.
4.2 Feasible windows of video layers
For a given SFM F at time slot t, we now determine the
video layers which can be included in a feasible window
and can be considered in coding decisions.
Definition 10. The smallest feasible window (i.e., win-
dow ω) includes the minimum number of successive video
layers such that the Wants set of at least one receiver in
those video layers is non-empty. This can be defined as,
ω = min{|ω1|, . . . , |ωL|} such that ∃Ri|W1:i = ∅.
In this paper, we address the problem of maximizing
the minimum number of decoded video layers over all
receivers. Therefore, we define the largest feasible window
as follows:
Definition 11. The largest feasible window (i.e., win-
dow ω+μ , where μ can be 0, 1, . . . , L − ) includes the
maximum number of successive video layers such that
the Wants sets of all receivers in those video layers are
less than or equal to the remaining Q transmissions. This
can be defined as, ω+μ = max{|ω1|, . . . , |ωL|} such that
W1:+μi ≤ Q,∀Ri ∈ M.
Note that there is no affected receiver over the largest
feasible window ω+μ (i.e., all receivers belong to criti-
cal and non-critical sets for the first  + μ video layers).
In fact, an affected receiver will definitely not be able to
decode all its missing packets in the remaining Q trans-
missions. An exception to considering no affected receiver
in the largest feasible window is when it is the smallest fea-
sible window, i.e., ω+μ = ω, in which case it is possible to
haveA1:(t) = ∅.
Definition 12. A feasible window includes any number
of successive video layers ranging from the smallest fea-
sible window ω to the largest feasible window ω+μ. In
other words, a feasible window can be any window from
{ω,ω+1, . . . ,ω+μ}.
Example 2. To further illustrate the feasible windows,
consider the following SFM at time slot t:
F =
(
0 0 1 1 1 1
0 0 1 0 0 1
)
. (5)
In this example, we assume that packets P1 and P2 belong
to the first video layer, packets P3 and P4 belong to the
second video layer, packet P5 belongs to the third video
layer and packet P6 belongs to the fourth video layer. We
also assume that the number of remaining transmissions
Q is equal to 3. The smallest feasible window includes the
first two video layers (i.e., ω2 = {P1,P2,P3,P4}) and the
largest feasible window includes the first three video layers
(i.e., ω3 = {P1,P2,P3,P4,P5}). Note that the fourth video
layer is not included in the largest feasible window since
receiver R1 has threemissing packets in the first three layers
(W1:31 = {P3,P4,P5}), which is already equal to the number
of remaining three transmissions (W 1:31 = Q = 3). Figure 2
shows the extracted SFMs from SFM in (5) corresponding
to the feasible windows.
4.3 Probability that the individual completion times meet
the deadline
With the aim of designing low complexity prioritized
IDNC algorithms, after selecting a packet combination
over a given feasible window ω at time slot t, we compute
the resulting upper bound on the probability that the indi-
vidual completion times of all receivers for the first  video
layers is less than or equal to the remaining Q − 1 trans-
missions (denoted by Pˆ(t+1)[T1: ≤ Q − 1] and will be
defined in (11)). Since this probability is computed sepa-
rately for each receiver and ignores the interdependence of
receivers’ packet reception captured in the SFM, its com-
putation is simple and does not suffer from the curse of
dimensionality as in [34, 38].
To derive probability Pˆ(t+1)[T1: ≤ Q− 1], we first con-
sider a scenario with one sender and one receiver Ri. Here,
individual completion time of this receiver for the first 
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Fig. 2 SFMs corresponding to the feasible windows in Example 2
layers can be TW1:i = W
1:
i ,W 1:i + 1, . . .. The probability
of TW1:i being equal toW
1:
i + z, z ∈ [0, 1, . . . ,Q−Wi] can









Consequently, the probability that individual comple-
tion time TW1:i of receiver Ri is less than or equal to the






i + z]. (7)
We now consider a scenario with one sender and multi-
ple receivers inM1:w . We assume that all receivers inM1:w
are targeted with a new packet in each transmission. This
is an ideal scenario and defines a lower bound on indi-
vidual completion time of each receiver. Consequently,
we can compute an upper bound on the probability that
individual completion time of each receiver meets the
deadline. Although this ideal scenario is not likely to occur
due to the instant decodability constraint, we can still
use this probability upper bound as a metric in design-
ing our computationally simple IDNC algorithms. Having
described the ideal scenario with multiple receivers, for a
given feasible window ω at time slot t, we compute the
upper bound on the probability that individual comple-
tion times of all receivers for the first  video layers is less










Due to the instant decodability constraint, it may not be
possible to target all receivers inM1:w with a new packet
at time slot t. After selecting a packet combination over a
given feasible window ω at time slot t, let X be the set
of targeted receivers and M1:w \ X be the set of ignored
receivers. We can express the resulting upper bound on
the probability that the individual completion times of all
receivers for the first  video layers, starting from the suc-
cessor time slot t+1, is less than or equal to the remaining
Q − 1 transmissions as:




{P(t)[TW1:i −1 ≤ Q − 1].(1 − i)




P(t)[TW1:i ≤ Q − 1] (9)
• In the first product in expression (9), we compute the
probability that a targeted receiver receives its
W 1:i − 1 orW 1:i missing packets in the remaining
Q − 1 transmissions. Note that the number of
missing packets at a targeted receiver can beW 1:i − 1
with its packet reception probability (1 − i) or can
beW 1:i with its channel erasure probability i.• In the second product in expression (9), we compute
the probability that an ignored receiver receives its
W 1:i missing packets in the remaining Q − 1
transmissions.
By taking expectation of packet reception and loss cases
in the first product in (9), we can simplify expression (9)
as:





P(t)[TW1:i ≤ Q − 1]
(10)
Note that a critical and ignored receiver Ri ∈ {C1: ∩
(M1:w \ X )} cannot decode all missing packets inW 1:i in
the remaining Q − 1 transmissions since W 1:i is already
equal to Q transmissions for a critical receiver. With
this remark and an exceptional case of having affected
receivers described in Section 4.2, we can set:
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Pˆ(t+1)[T1: ≤ Q − 1]=⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0




(t)[TW1:i ≤ Q − 1]
Otherwise
(11)
In this paper, we use expression (11) as a metric in
designing computationally simple IDNC algorithms for
real-time scalable video.
4.4 Design criterion for prioritized IDNC algorithms
In Section 3, we showed that some windows and sub-
sequent packet transmissions increase the probability of
completing the broadcast of the first video layer, but
reduce the probability of completing the broadcast of all
video layers and vice versa. This complicated interplay of
selecting an appropriate window motivates us to define a
design criterion. The objective of the design criterion is to
expand the coding window over the successor video lay-
ers (resulting in an increased possibility of completing the
broadcast of those video layers) after providing a certain
level of protection to the lower video layers.
Design Criterion 1. The design criterion for the first 
video layers is defined as the probability Pˆ(t+1)[T1: ≤
Q − 1] meets a certain threshold λ after selecting a packet
combination at time slot t.
In other words, the design criterion for the first  video
layers is satisfied when logical condition Pˆ(t+1)[T1: ≤
Q − 1]≥ λ is true after selecting a packet combination
at time slot t. Here, probability Pˆ(t+1)[T1: ≤ Q − 1] is
computed using expression (11) and threshold λ is cho-
sen according to the level of protection desired for each
video layer. In scalable video applications, each decoded
layer contributes to the video quality and the layers are
decoded following the hierarchical order. Therefore, the
selected packet combination at time slot t requires to sat-
isfy the design criterion following the decoding order of
the video layers. In other words, the first priority is sat-
isfying the design criterion for the first video layer (i.e.,
Pˆ(t+1)[T1:1 ≤ Q − 1]≥ λ), the second priority is sat-
isfying the design criterion for the first two video layers
(i.e., Pˆ(t+1)[T1:2 ≤ Q − 1]≥ λ) and so on. Having satis-
fied such a prioritized design criterion, the coding window
can continue to expand over the successor video layers to
increase the possibility of completing the broadcast of a
large number of video layers.
Remark 3. Threshold λ enables a tradeoff between the
mean decoded video layers and the minimum decoded
video layers in making decisions in each time slot. In fact,
a large threshold value λ (close to 1) results in making a
decision over the smallest feasible window and increasing
the minimum number of decoded video layers in each time
slot. On the other hand, a small threshold value λ (close
to 0) results in making a decision over the largest feasible
window and increasing the mean number of decoded video
layers in each time slot. An intermediate threshold value λ
(i.e., 0 < λ < 1) enables a tradeoff between these two objec-
tives. As a result, the service provider can adopt a threshold
value λ based on its prioritized strategies.
5 Prioritized IDNC algorithms for scalable video
In this section, using the guidelines drawn in Section 4,
we design two prioritized IDNC algorithms that increase
the probability of completing the broadcast of a large
number of video layers before the deadline. These algo-
rithms provide unequal levels of protection to the video
layers and adopt prioritized IDNC strategies to meet the
hard deadline for the most important video layer in each
transmission.
5.1 Expanding window instantly decodable network
coding (EW-IDNC) algorithm
Our proposed expanding window instantly decodable net-
work coding (EW-IDNC) algorithm starts by selecting a
packet combination over the smallest feasible window and
iterates by selecting a new packet combination over each
expanded feasible window while satisfying the design cri-
terion for the video layers in each window. Moreover, in
EW-IDNC algorithm, a packet combination (i.e., a maxi-
mal clique κ) over a given feasible window is selected by
following methods described in Section 6 or Section 7.
At Step 1 of Iteration 1, the EW-IDNC algorithm selects
a maximal clique κ over the smallest feasible window ω.
At Step 2 of Iteration 1, the algorithm computes the proba-
bility Pˆ(t+1)[T1: ≤ Q−1] using expression (11). At Step 3
of Iteration 1, the algorithm performs one of the following
two steps.
• It proceeds to Iteration 2 and considers window
ω+1, if Pˆ(t+1)[T1: ≤ Q − 1]≥ λ and |ω| < |ω+μ|.
This is the case when the design criterion for the first
 video layers is satisfied and the window can be
further expanded.
• It broadcasts the selected κ at this Iteration 1, if
Pˆ(t+1)[T1: ≤ Q − 1]< λ or |ω| = |ω+μ|. This is
the case when the design criterion for the first  video
layers is not satisfied or the window is already the
largest feasible window.
At Step 1 of Iteration 2, the EW-IDNC algorithm selects
a new maximal clique κ over the expanded feasible win-
dow ω+1. At Step 2 of Iteration 2, the algorithm computes
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Algorithm 1: Expanding Window IDNC (EW-
IDNC) Algorithm
(Iteration 1) Consider the smallest feasible
window ω;
Select maximal clique κ over window ω;
Compute probability Pˆ(t+1)[T1: ≤ Q − 1] using
expression (11);
if Pˆ(t+1)[T1: ≤ Q− 1]≥ λ and |ω| < |ω+μ| then
Proceed to Iteration 2 and consider ω+1;
else
Broadcast the selected κ at this Iteration 1;
end
(Iteration 2) Select a new maximal clique κ over
expanded window ω+1;
Compute probability Pˆ(t+1)[T1:+1 ≤ Q − 1] using
expression (11);
if Pˆ(t+1)[T1:+1 ≤ Q − 1]≥ λ and |ω+1| < |ω+μ|
then
Proceed to Iteration 3 and consider ω+2;
else if Pˆ(t+1)[T1:+1 ≤ Q − 1]≥ λ and
|ω+1| = |ω+μ| then
Broadcast the selected κ at this Iteration 2;
else
Broadcast the selected κ at the previous
Iteration 1;
end
(Iteration 3) Repeat the steps of Iteration 2;
the probability Pˆ(t+1)[T1:+1 ≤ Q − 1] using expression
(11). At Step 3 of Iteration 2, the algorithm performs one
of the following three steps.
• It proceeds to Iteration 3 and considers window
ω+2, if Pˆ(t+1)[T1:+1 ≤ Q − 1]≥ λ and
|ω+1| < |ω+μ|. This is the case when the design
criterion for the first  + 1 video layers is satisfied and
the window can be further expanded.
• It broadcasts the selected κ at this Iteration 2, if
Pˆ(t+1)[T1:+1 ≤ Q − 1]≥ λ and |ω+1| = |ω+μ|.
This is the case when the design criterion for the first
 + 1 video layers is satisfied but the window is
already the largest feasible window. Note that when
the design criterion for the first  + 1 video layers is
satisfied, the design criterion for the first  video
layers is certainly satisfied since the number of
missing packets of any receiver in the first  video
layers is smaller than or equal to that in the first  + 1
video layers.
• It broadcasts the selected κ at the previous Iteration
1, if Pˆ(t+1)[T1:+1 ≤ Q − 1]< λ. This is the case
when the design criterion for the first  + 1 video
layers is not satisfied.
At Iteration 3, the algorithm performs the steps of
Iteration 2. This iterative process is repeated until the
algorithm reaches to the largest feasible window ω+μ or
the design criterion for the video layers over a given fea-
sible window is not satisfied. The proposed EW-IDNC
algorithm is summarized in Algorithm 1.
5.2 Non-overlapping window instantly decodable
network coding (NOW-IDNC) algorithm
Our proposed non-overlapping window instantly decod-
able network coding (NOW-IDNC) algorithm always
selects a maximal clique κ over the smallest feasible win-
dow ω by following methods described in Section 6 or
Section 7. In fact, this algorithm broadcasts the video
layers one after another following their decoding order
in a non-overlapping manner. This guarantees the high-
est level of protection to the most important video layer,
which has not yet been decoded by all receivers.
6 Packet selection problem over a given window
In this section, we address the problem of selecting a max-
imal clique κ over a given window ω that increases the
possibility of decoding those  video layers by the max-
imum number of receivers before the deadline. We first
extract SFM F1: corresponding to window ω and con-
struct IDNC graph G1: according to the extracted SFM
F1:. We then select a maximal clique κ∗ over graph G1: in
two stages. This approach can be summarized as follows.
• We partition IDNC graph G1: into critical graph G1:c
and non-critical graph G1:b . The critical graph G1:c
includes the vertices generated from the missing
packets in the first  video layers at the critical
receivers in C1:. Similarly, the non-critical graph G1:b
includes the vertices generated from the missing
packets in the first  video layers at the non-critical
receivers in B1:.
• We prioritize the critical receivers for the first  video
layers over the non-critical receivers for the first 
video layers since all the missing packets at the critical
receivers cannot be delivered without targeting them
in the current transmission (W 1:i = Q,∀Ri ∈ C1:).• If there is one or more critical receivers (i.e.,
C1: = ∅), in the first stage, we select κ∗c to target a
subset of, or if possible, all critical receivers. We
define Xc as the set of targeted critical receivers who
have vertices in κ∗c .• If there is one or more non-critical receivers (i.e.,
B1: = ∅), in the second stage, we select κ∗b to target
a subset of, or if possible, all non-critical receivers
that do not violate the instant decodability constraint
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for the targeted critical receivers in κ∗c . We define Xb
as the set of targeted non-critical receivers who have
vertices in κ∗b .
6.1 Maximal clique selection problem over critical graph
With maximal clique κ∗c selection, each critical receiver in
C1:(t) experiences one of the following two events at time
slot t:
• Ri ∈ Xc, the targeted critical receiver can still receive
W 1:i missing packets in the exact Q = W 1:i
transmissions.
• Ri ∈ C1: \ Xc, the ignored critical receiver cannot
receiveW 1:i missing packets in the remaining Q − 1
transmissions and becomes an affected receiver at
time slot t + 1.
Let A1:(t + 1) be the set of affected receivers for the
first  video layers at time slot t + 1 after κ∗c transmission
at time slot t. The critical receivers that are not targeted at
time slot t will become the new affected receivers, and the
critical receivers that are targeted at time slot t can also
become the new affected receivers if they experience an
erasure in this transmission. Consequently, we can express
the expected increase in the number of affected receivers
from time slot t to time slot t + 1 after selecting κ∗c as:
E[A1:(t + 1) − A1:(t)]














(1 − i). (12)
We now formulate the problem of minimizing the
expected increase in the number of affected receivers for
the first  video layers from time slot t to time slot t + 1
as a critical maximal clique selection problem over critical
graph G1:c such as:
κ∗c (t) = arg min
κc∈G1:c











In other words, the problem of minimizing the expected
increase in the number of affected receivers is equivalent
to finding all the maximal cliques in the critical IDNC
graph, and selecting the maximal clique among them that
results in the minimum expected increase in the number
of affected receivers.
6.2 Maximal clique selection problem over non-critical
graph
Once maximal clique κ∗c is selected among the critical
receivers in C1:(t), there may exist vertices belonging
to the non-critical receivers in non-critical graph G1:b
that can form even a bigger maximal clique. In fact, if
the selected new vertices are connected to all vertices in
κ∗c , the corresponding non-critical receivers are targeted
without affecting IDNC constraint for the targeted criti-
cal receivers in κ∗c . Therefore, we first extract non-critical
subgraph G1:b (κ∗c ) of vertices in G1:b that are adjacent to
all the vertices in κ∗c and then select κ∗b over subgraph
G1:b (κ∗c ).
With these considerations, we aim to maximize the
upper bound on the probability that individual completion
times of all non-critical receivers for the first  video lay-
ers, starting from the successor time slot t+ 1, is less than
or equal to the remainingQ−1 transmissions (represented
by Pˆ(t+1)[T1:B ≤ Q − 1]). We formulate this problem as a
non-critical maximal clique selection problem over graph
G1:b (κ∗c ) such as:
κ∗b (t) = arg max
κb∈G1:b (κ∗c )
{
Pˆ(t+1)[T1:B ≤ Q − 1]
}
. (14)
By maximizing probability Pˆ(t+1)[T1:B ≤ Q − 1] upon
selecting a maximal clique κb, the sender increases the
probability of transmitting all packets in the first  video
layers to all non-critical receivers in B1:(t) before the
deadline. Using expression (10) for non-critical receivers,
we can define expression (14) as:









P(t)[TW1:i ≤ Q − 1] } (15)
In other words, the problem of maximizing probabil-
ity Pˆ(t+1)[T1:B ≤ Q − 1] for all non-critical receivers
is equivalent to finding all the maximal cliques in the
non-critical subgraph G1:b (κ∗c ) and selecting the maxi-
mal clique among them that results in the maximum
probability Pˆ(t+1)[T1:B ≤ Q − 1].
Remark 4. The final maximal clique κ∗ over a given
window ω is the union of two maximal cliques κ∗c and κ∗b
(i.e., κ∗ = {κ∗c ∪ κ∗b }).
It is well known that a graph withV vertices hasO(3V/3)
maximal cliques and finding a maximal clique among
them is NP-hard [42]. Therefore, solving the formulated
packet selection problem quickly leads to high computa-
tional complexity even for systems with moderate num-
bers of receivers and packets (V = O(MN)). To reduce the
computational complexity, it is conventional to design an
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approximation algorithm. However, the problem is even
hard to approximate since there is noO(V 1−δ) approxima-
tion for the best maximal clique among O(3V/3) maximal
cliques for any fixed δ > 0 [43].
7 Heuristic packet selection algorithm over a
given window
Due to the high computational complexity of the for-
mulated packet selection problem in Section 6, we now
design a low-complexity heuristic algorithm following the
formulations in (13) and (15). This heuristic algorithm
selects maximal cliques κc and κb based on a greedy vertex
search over IDNC graphs G1:c and G1:b (κc), respectively.
A similar greedy vertex search approach was studied in
[34, 38] due to its computational simplicity. However, the
works in [34, 38] solved different problems and ignored
the dependency between source packets and the hard
deadline. These additional constraints considered in this
paper lead us to a different heuristic algorithm with its
own features.
• If there is one or more critical receivers (i.e.,
C1:(t) = ∅), in the first stage, the algorithm selects
maximal clique κc to reduce the number of newly
affected receivers for the first  video layers after this
transmission.
• If there is one or more non-critical receivers (i.e.,
B1:(t) = ∅), in the second stage, the algorithm
selects maximal clique κb to increase the probability
Pˆ(t+1)[T1:B ≤ Q − 1] after this transmission.
7.1 Greedy maximal clique selection over critical graph
To select critical maximal clique κc, the proposed algo-
rithm starts by finding a lower bound on the potential new
affected receivers, for the first  video layers from time slot
t to time slot t + 1, that may result from selecting each
vertex from critical IDNC graph G1:c . At Step 1, the algo-
rithm selects vertex vij from graph G1:c and adds it to κc.
Consequently, the lower bound on the expected number
of new affected receivers for the first  video layers after
this transmission thatmay result from selecting this vertex








Here, A1:(1)(t + 1) represents the number of affected
receivers for the first  video layers at time slot t + 1 after
transmitting κc selected at Step 1 and MG
1:
c
ij is the set of
critical receivers that have at least one vertex adjacent to
vertex vij in G1:c . Once A1:(1)(t+ 1)−A1:(t) is calculated
for all vertices in G1:c , the algorithm chooses vertex v∗ij
with the minimum lower bound on the expected number
of new affected receivers as:
v∗ij = arg minvij∈G1:c
{
A1:(1)(t + 1) − A1:(t)
}
. (17)
After adding vertex v∗ij to κc (i.e., κc = {v∗ij}), the algo-
rithm extracts the subgraph G1:c (κc) of vertices in G1:c that
are adjacent to all the vertices in κc. At Step 2, the algo-
rithm selects another vertex vmn from subgraph G1:c (κc)
and adds it to κc. Consequently, the new lower bound
on the expected number of new affected receivers can be
expressed as:


































is a subset of MG1:cij , the last
term in (18) is resulting from the stepwise increment
on the lower bound on the expected number of newly
affected receivers due to selecting vertex vmn. Similar to
Step 1, once A1:(2)(t+1)−A1:(t) is calculated for all ver-
tices in the subgraph G1:c (κc), the algorithm chooses ver-
tex v∗mn with the minimum lower bound on the expected
number of new affected receivers as:
v∗mn = arg minvmn∈G1:c (κc)
{A1:(2)(t + 1) − A1:(t)}. (19)
After adding new vertex v∗mn to κc (i.e., κc = {κc, v∗mn}),
the algorithm repeats the vertex search process until no
further vertex in G1:c is adjacent to all the vertices in κc.
7.2 Greedy maximal clique selection over non-critical
graph
To select non-critical maximal clique κb, the pro-
posed algorithm extracts the non-critical IDNC subgraph
G1:b (κc) of vertices in G1:b that are adjacent to all the ver-
tices in κc. This algorithm starts by finding the maximum
probability Pˆ(t+1)[T1:B ≤ Q − 1] that may result from
selecting each vertex from subgraph G1:b (κc). At Step 1,
the algorithm selects vertex vij from G1:b (κc) and adds it to
κb. Consequently, the probability Pˆ(t+1),(1)[T1:B ≤ Q − 1]
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that may result from selecting this vertex at Step 1 can be
computed as:













ij is the set of non-critical receivers that
have at least one vertex adjacent to vertex vij in G1:b (κc).
Once probability Pˆ(t+1),(1)
[
T1:B ≤ Q − 1
]
is calculated for
all vertices in G1:b (κc), the algorithm chooses vertex v∗ij
with the maximum probability as:
v∗ij = arg max
vij∈G1:b (κc)
{
Pˆ(t+1),(1)[T1:B ≤ Q − 1]
}
. (21)
After adding vertex v∗ij to κb (i.e., κb = {v∗ij}), the algo-
rithm extracts the subgraph G1:b (κc ∪ κb) of vertices in
G1:b (κc) that are adjacent to all the vertices in (κc ∪ κb).
At Step 2, the algorithm selects another vertex vmn from
subgraph G1:b (κc ∪ κb) and adds it to κb. Note that the
new set of potentially targeted non-critical receivers after
Step 2 is {Ri ∪ Rm ∪ MG
1:
b (κc∪κb)mn }, which is a subset
of {Ri ∪ MG
1:
b (κc)
ij }. Consequently, the new probability
Pˆ(t+1),(2)[T1:B ≤ Q − 1] due to the stepwise reduction
in the number of targeted non-critical receivers can be
computed as:







P[TW1:o ≤ Q − 1] . (22)
Similar to Step 1, once probability Pˆ(t+1),(2)[T1:B ≤ Q−1]
is calculated for all vertices in the subgraph G1:b (κc ∪
κb), the algorithm chooses vertex v∗mn with the maximum
probability as:
v∗mn = arg max
vmn∈G1:b (κc∪κb)
{Pˆ(t+1),(2)[T1:B ≤ Q − 1] }.
(23)
After adding new vertex v∗mn to κb (i.e., κb = {κb, v∗mn}),
the algorithm repeats the vertex search process until no
further vertex in G1:b is adjacent to all the vertices in (κc ∪
κb). The final maximal clique κ over a given window ω is
the union of κc and κb (i.e., κ = κc ∪ κb). The proposed
heuristic algorithm is summarized in Algorithm 2.
Remark 5. The complexity of the proposed heuristic
packet selection algorithm is O(M2N) since it requires
weight computations for the O(MN) vertices in each step
and a maximal clique can have at most M vertices. Using
this heuristic algorithm, the complexity of the EW-IDNC
algorithm is O(M2NL) since it can perform the heuris-
tic algorithm at most L times over L windows. Moreover,
using this heuristic algorithm, the complexity of the NOW-
IDNC algorithm is O(M2N) since it performs the heuristic
algorithm once over the smallest feasible window.
8 Simulation results over a real video sequence
In this section, we first discuss the scalable video test
sequence used in the simulation and then present the per-
formances of different algorithms for that video sequence.
8.1 Scalable video test sequence
We now describe the H.264/SVC video test sequence used
in this paper. We consider a standard video sequence,
Algorithm 2:Heuristic Packet Selection Algorithm
over a Given Window ω
Extract SFM F1: corresponding to a given window
ω;
Construct G1:(V , E) according to the extracted
SFM F1:;
Partition G1: into G1:c and G1:b according to the
receivers in C1: and B1:;
Initialize κc = ∅ and κb = ∅;
while G1:c = ∅ do
Compute A1:(t + 1) − A1:(t),∀vij ∈ G1:c (κc)
using (16) or (18);
Select
v∗ij = argminvij∈G1:c (κc){A1:(t + 1) − A1:(t)};
Set κc ← κc ∪ v∗ij;
Update subgraph G1:c (κc) and G1:b (κc);
end
while G1:b = ∅ doCompute
Pˆ(t+1)[T1:B ≤ Q− 1] ,∀vij ∈ G1:b (κc ∪ κb) using
(20) or (22);
Select v∗ij = argmaxvij∈G1:b (κc∪κb){Pˆ
(t+1)[T1:B ≤
Q − 1] };
Set κb ← κb ∪ v∗ij;
Update subgraph G1:b (κc ∪ κb);
end
Set κ ← κc ∪ κb.
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Soccer [44]. This video sequence is in common intermedi-
ate format (CIF, i.e., 352×288) and has 300 frames with 30
frames per second. We encode the video sequence using
the JSVM 9.19.14 version of H.264/SVC codec [12, 45]
while considering the GOP size of 8 frames and tempo-
ral scalability of SVC. As a result, there are 38 GOPs for
the test sequence. Each GOP consists of a sequence of
I, P, and B frames that are encoded into four video lay-
ers as shown in Fig. 3. The frames belonging to the same
video layer are represented by the identical shade and
the more important video layers are represented by the
darker shades. In fact, the GOP in Fig. 3 is a closed GOP,
in which the decoding of the frames inside the GOP is
independent of frames outside the GOP [18]. Based on
the figure, we can see that a receiver can decode 1, 2, 4,
or 8 frames upon receiving first 1, 2, 3, or 4 video lay-
ers, respectively. Therefore, nominal temporal resolution
of 3.75, 7.5, 15, or 30 frames per second is experienced
by a viewer depending on the number of decoded video
layers.
To assign the information bits to packets, we consider
the maximum transmission unit (MTU) of 1500 bytes as
the size of a packet. We use 100 bytes for header informa-
tion and remaining 1400 bytes for video data. The average
number of packets in the first, second, third, and fourth
video layers over 38 GOPs are 8.35, 3.11, 3.29, and 3.43,
respectively. For a GOP of interest, given that the number
of frames per GOP is 8, the video frame rate is 30 frames
per second, the transmission rate is α bit per second and
a packet length is 1500 × 8 bits, the allowable number of
transmissions  for a GOP is fixed. We can conclude that
 = 8α1500×8×30 .
8.2 Simulation results
We present the simulation results comparing the per-
formance of our proposed EW-IDNC and NOW-IDNC
algorithms (using the heuristic packet selection algorithm
described in Section 7) to the following algorithms.
• Expanding window RLNC (EW-RLNC) algorithm
[17, 18] that uses RLNC strategies to encode the
packets in different windows while taking into
account the decoding order of video layers and the
hard deadline. The encoding and decoding processes
of EW-RLNC algorithm are described in Appendix.
• Maximum clique (Max-Clique) algorithm [32] that
uses IDNC strategies to service a large number of
receivers with any new packet in each transmission
while ignoring the decoding order of video layers and
the hard deadline.
• Interrelated priority encoding (IPE) algorithm [40]
that uses IDNC strategies and balances between the
number of transmissions required for delivering the
base layer and the number of transmissions required
for delivering all video layers. However, IPE algorithm
ignores the hard deadline in making coding decisions.
Figures 4 and 5 show the percentage of mean decoded
video layers and the percentage of minimum decoded
video layers performances of different algorithms for dif-
ferent deadlines  (for M = 15,  = 0.2) and different
numbers of receiversM (for  = 25,  = 0.2).
In the simulations, we consider different numbers of
allowable time slots  so as to model the variations in
the transmission rate and the delay budget. In fact, in
the case of delay budget is zero, the number of allowable
time slots  for a GOP depends on transmission rate α as
 = 8α1500×8×30 . However, a delay budget is often used in
a real-time video transmission. Therefore, the number of
allowable time slots  increases as the delay budget of the
system increases.
In the case of average erasure probability  = 0.2,
the erasure probabilities of different receivers are in the
range [0.05, 0.35]. We adopt a wide range [0.05, 0.35] of
channel erasure probabilities to represent different levels
of physical channel conditions (e.g., fading and shadow-
ing) experienced by different receivers. This also allows
P P B P B B B I
1 2 3 4 5 6 7 8















Fig. 3 A closed GOP with 4 layers and 8 frames (a sequence of I, P, and B frames)
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Fig. 4 Percentage of mean decoded video layers versus percentage of minimum decoded video layers for different deadlines  and Soccer video
sequence
us to demonstrate the suitability of different network cod-
ing algorithms for harsh network conditions. Note that in
cases of deep fading and/or shadowing, it is possible that a
wireless channel suffers from an extreme (not necessarily
an average) erasure environment. Moreover, we charac-
terize the receiver distribution by a high heterogeneity
of channel erasures. In other words, we assign heteroge-
nous channel erasure probabilities to the receivers to
characterize their different locations and physical chan-
nel conditions. As a result, we adopt the channel erasure
probabilities uniformly at random to model a random
distribution of receivers.
Fig. 5 Percentage of mean decoded video layers versus percentage of minimum decoded video layers for different number of receiversM and
Soccer video sequence
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We choose 6 values for threshold λ from [0.2, 0.95] with
step size of 0.15. This results in 6 points on each trade-off
curve of EW-IDNC and EW-RLNC algorithms such that
λ = 0.2 and λ = 0.95 correspond to the top point and
the bottom point, respectively. Moreover, we use ellipses
to represent efficient operating points (i.e., thresholds λ)
on the trade-off curves. As expected from EW-IDNC and
EW-RLNC algorithms, the minimum decoded video lay-
ers over all receivers increases with the increase of thresh-
old λ at the expense of reducing the mean decoded video
layers over all receivers. In general, given a small thresh-
old λ, the design criterion is satisfied for a large number of
video layers in each transmission, which results in a large
coding window and a low level of protection to the lower
video layers. Consequently, several receivers may decode
a large number of video layers, while other receivers may
decode only the first video layer before the deadline.
Figures 4 and 5 also show that EW-RLNC algorithm per-
forms poorly for large threshold values λ (e.g., threshold
λ = 0.95 representing the bottom point on the trade-
off curves). This is due to transmitting a large number
of coded packets from a small coding window to obtain
high decoding probabilities of the first video layer at all
receivers and meet a large threshold λ for the first video
layer. Note that EW-RLNC algorithm explicitly deter-
mines the number of coded packets from each window
at the beginning of the  transmissions and does not
use feedbacks to adjust the coding window in each time
slot based on the past packet receptions. This results
in a large number of coded packets from the first win-
dow to meet a large threshold λ for the first video layer.
On the other hand, our proposed EW-IDNC algorithm
uses feedback to exploit the packet reception status at
the receivers and determines an efficient coding window
in each time slot. As a result, a large threshold λ value
for EW-IDNC algorithm provides a high level of protec-
tion to the first video layer in each transmission while
adjusting the coding window based on the past packet
receptions.
Our proposed EW-IDNC algorithm achieves similar
performances compared to the EW-RLNC algorithm in
terms of the minimum and the mean decoded video lay-
ers. In fact, both algorithms guarantee a high probability
of completing the broadcast of a lower video layer (using
threshold λ) before expanding the window over the suc-
cessor video layers. To increase the minimum decoded
video layers while respecting the mean decoded video lay-
ers, an efficient threshold λ for the EW-IDNC algorithm is
around 0.95 and an efficient threshold λ for the EW-RLNC
algorithm is around 0.65. Our proposed NOW-IDNC
algorithm achieves a similar performance compared to
EW-IDNC and EW-RLNC algorithms in terms of themin-
imum decoded video layers. However, the NOW-IDNC
algorithm performs poorly in terms of the mean decoded
video layers due to always selecting a packet combination
over a single video layer.
Tables 4 and 5 summarize Figures 4 and 5, respectively
listing the efficient threshold values λ and the correspond-
ing percentages of minimum and mean decoded video
layers for EW-IDNC and EW-RLNC algorithms in differ-
ent scenarios. From these tables, we can see that the per-
formance degradation in terms of the minimum and the
mean decoded video layers are around 1 and 3%, respec-
tively for EW-IDNC algorithm compared to EW-RLNC
algorithm given both algorithms use the efficient thresh-
old values λ. This comparable performance is achieved by
the EW-IDNC algorithm while preserving the benefits of
IDNC strategies as discussed in Section 1.
In terms of the bandwidth usage, both EW-RLNC
and EW-IDNC systems are quite similar. According to
Section 2.2, EW-IDNC uses γ × M bits for collecting
feedback messages after each time slot. For example, a
single receiver uses γ = 8 bits for a rate 1
γ
= 18 error
correction code to acknowledge a received/lost packet.
Then, for M = 15 receivers, the total number of bits
required for collecting feedback messages is 120 bits. On
the other hand, we consider idealistic EW-RLNC algo-
rithm and assume that the coefficients are taken from a
sufficiently large field such that each coded packet is inde-
pendent from other coded packets. For example, for field
size 28 andN = 15 packets, the coefficient reporting over-
head is 120 bits [46]. Although EW-RLNC does not use
feedback bits, it uses larger packet overhead compared to
EW-IDNC.
As expected, Max-Clique and IPE algorithms perform
poorly compared to our proposed EW-IDNC and NOW-
IDNC algorithms in terms of the minimum decoded video
layers. Both Max-Clique and IPE algorithms make coding
decisions across all video layers and, thus, do not address
the hard deadline for the most important video layer. As
a result, several receivers may receive packets from the
higher video layers, which cannot be used for decoding
those video layers if a packet in a lower video layer is
missing at the end of the deadline.
Figure 6 shows the percentage of mean received PSNR
and the percentage of minimum received PSNR per-
formances of different algorithms for different average
Table 4 Summary of Fig. 4. The efficient threshold values λ and
the corresponding percentages of minimum and mean decoded
video layers for EW-IDNC and EW-RLNC algorithms in different
deadlines 
EW-IDNC EW-RLNC
Deadline  Threshold λ Minimum Mean Threshold λ Minimum Mean
20 0.95 29% 44% 0.65 31% 47%
25 0.95 49% 65% 0.65 50% 69%
30 0.95 69% 82% 0.65 70% 86%
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Table 5 Summary of Fig. 5. The efficient threshold values λ and
the corresponding percentages of minimum and mean decoded
video layers for EW-IDNC and EW-RLNC algorithms in different
number of receiversM
EW-IDNC EW-RLNC
No. of receiversM Threshold λ Minimum Mean Threshold λ Minimum Mean
10 0.95 57% 71% 0.65 55% 72%
15 0.95 49% 65% 0.65 50% 69%
20 0.95 42% 61% 0.65 44% 65%
channel erasure probabilities  (for M = 15, = 25).
As expected, the performance of all algorithms improve
with the decrease in the channel erasure probabilities.
In such good channel conditions, the receivers success-
fully receive most of the transmitted packets before the
deadline. This results in a low frame loss rate at each
receiver and subsequently, a few lost frames are replaced
with the decoded frames to conceal the errors in the
video sequence. Moreover, for average channel erasure
probability  = 0.1, the minimum received PSNR of EW-
RLNC algorithm is 83.2% while the mean received PSNR
is 88.6% (using efficient threshold λ = 0.8). On the other
hand, the minimum received PSNR of EW-IDNC algo-
rithm is 83.1% while the mean received PSNR is 91.43%
(using efficient threshold λ = 0.95). Here, EW-IDNC
algorithm achieves a slightly better mean received PSNR
value due to using feedback messages to efficiently adjust
the coding window in each time slot.
Figure 7 shows the histogram obtained by EW-IDNC
algorithm (using λ = 0.95) and EW-RLNC algorithm
(using λ = 0.65) for  = 25,M = 15,  = 0.2. This
histogram illustrates the percentage of receivers that suc-
cessfully decode one, two, three, and four video layers
before the deadline. From this histogram, we can see that
most of the receivers decode three or four video layers
out of four video layers in a GOP. Moreover, the percent-
age of receivers that decode the first four video layers in
EW-RLNC algorithm is slightly higher compared to that
in EW-IDNC algorithm.
We now present the performances of different algo-
rithms in terms of video quality. We use peak signal
to noise ratio (PSNR) in decibel as a performance met-
ric for video quality. We compute the received PSNRs
according to the number of decoded video layers at the
end of the deadline and following a similar error con-
cealment technique as in [18]. Figures 8 and 9 show the
percentage of mean received PSNR and the percentage of
minimum received PSNR performances of different algo-
rithms for different deadlines  (for M = 15,  = 0.2)
and different numbers of receivers M (for  = 25,  =
0.2), respectively. From these figures, we can see that
the performance of EW-IDNC algorithm closely follows
that of EW-RLNC algorithm in all scenarios. In partic-
ular, the performance degradation in terms of the min-
imum and the mean received PSNRs are around 1 and
2.5%, respectively for EW-IDNC algorithm (considering
efficient threshold λ = 0.95) compared to EW-RLNC
algorithm (considering efficient threshold λ = 0.65). As
Fig. 6 Percentage of mean received PSNR versus percentage of minimum received PSNR for different average channel erasure probabilities  and
Soccer video sequence
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Fig. 7 Histogram showing the percentage of receivers that successfully decode one, two, three, and four video layers before the deadline
expected, IPE andMax-Clique algorithms perform poorly
in terms of the minimum received PSNR, and NOW-
IDNC algorithm performs poorly in terms of the mean
received PSNR.
We now consider a new video sequence, Foreman. We
encode Foreman video sequence using the same param-
eters as Soccer video sequence in Section 8.1, except
each GOP of Foreman video sequence is encoded into
three video layers. Figure 10 shows the percentage of
mean decoded video layers and the percentage of min-
imum decoded video layer performances of EW-RLNC
and EW-IDNC algorithms for different deadlines  (for
M = 15,  = 0.2). From this figure, we can see that
EW-RLNC algorithm (considering efficient threshold λ =
Fig. 8 Percentage of mean received PSNR versus percentage of minimum received PSNR for different deadlines  and Soccer video sequence
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Fig. 9 Percentage of mean received PSNR versus percentage of minimum received PSNR for different number of receiversM and Soccer video
sequence
0.65) slightly outperforms EW-IDNC algorithm (consid-
ering efficient threshold λ = 0.95) in both deadline
scenarios as in the case of Soccer video sequence.
9 Extension to an intermittent feedback scenario
In this section, we extend our proposed EW-IDNC algo-
rithm for the perfect feedback scenario to an intermittent
feedback scenario. We first introduce the system model,
the feedback channel model, and the feedback protocol.
Similar to [47], we then use the maximum likelihood esti-
mation to make a decision on the state of the previously
attempted packets. Finally, we select a packet combination
from the estimated SFM using our proposed EW-IDNC
algorithm.
Fig. 10 Percentage of mean decoded video layers versus percentage of minimum decoded video layers for different deadlines  and Foreman
video sequence
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9.1 Systemmodel for intermittent feedback
Due to the intermittent feedback, three sets of packets can
be attributed to each receiver Ri in each time slot t:
• The Has set of receiver Ri in the first  video layers
(H1:i ) is defined as the set of packets that are
decoded by receiver Ri from the first  video layers
and are acknowledged to the sender.
• The Uncertain set of receiver Ri in the first  video
layers (U1:i ) is defined as the set of packets of receiver
Ri from the first  video layers that were previously
attempted and for which the sender has not received
acknowledgement yet.
• The Wants set of receiver Ri in the first  video layers
(W1:i ) is defined as the set of packets from the first 
video layers that are missing at receiver Ri and have
not been attempted yet by the sender. In other words,
N 1: = W1:i ∪H1:i ∪ U1:i .
After each transmission, the sender stores the status of
all packets at all receivers in an M × N state feedback




0 if packet Pj is inH1:Li ,
1 if packet Pj is inW1:Li ,
−1 if packet Pj is in U1:Li .
(24)
9.2 Feedback channel model
We assume that all M receivers send feedback to the
sender after μ time slots, which is referred to as feedback
period. This feedback period can be chosen according to
the available resources of the network. We further assume
that a feedback message from receiver Ri to the sender is
subject to erasure with probability ¯i. Note that feedback
erasure probability ¯i is significantly smaller compared to
data erasure probability i due to using dedicated con-
trol channels for feedback messages, employing stronger
channel error correction code, and a smaller interference
level experienced by the sender who is located at the cen-
ter of a cell. Once the sender receives a feedback message
from a receiver, it immediately updates the Has, Wants,
and Uncertain sets of the receiver.
9.3 Maximum likelihood state of an uncertain packet
The difference between the perfect and intermittent feed-
back scenarios is the uncertainty of the packet reception
from intermittent feedback events. Consequently, we can
use the same EW-IDNC algorithm if we can find a good
estimation of the state (reception or loss) of uncertain
packets. In our system model, we can find a good esti-
mation of the state of uncertain packets using maximum
likelihood estimation, which chooses either reception or
loss status for uncertain packets based on the highest
probability.
An uncertain packet Pj ∈ U1:Li of receiver Ri is lost with
probability ai(j), which can be explained as follows. Let γij
be the number of times the sender attempts (i.e., targets)
receiver Ri with packet Pj after the last feedback reception
from the receiver. At each one of γij attempts, the trans-
mitted packet can be lost at receiver Ri with probability i.
Consequently, the probability that uncertain packet Pj is
still missing at receiver Ri at time slot t is:
ai(j) = γiji . (25)
In fact, this is the probability that uncertain packet Pj ∈
U1:Li of receiver Ri is lost in all γij attempts. Using expres-
sion (25), in each time slot, the sender decides the state of




1 (lost), If probability ai(j) > 0.5
0 (received), Otherwise (26)
All uncertain packets of all receivers in SFM are replaced
by {1, 0} to reach an SFM with only 0 and 1 entries. An
exception to the maximum likelihood estimation is when
all uncertain packets are estimated as received packets and
there is no certain missing packets in the SFM, in which
case all uncertain packets are set as lost packets (replaced
by 1) to make a decision over those packets. Once the
SFM is determined in a given time slot, we select a packet
combination using our proposed EW-IDNC algorithm for
perfect feedback scenarios. We refer to this scheme as
intermittent EW-IDNC algorithm.
9.4 Simulation results
Figure 11 shows the percentage of mean decoded video
layers and the percentage of minimum decoded video
layers performances of different algorithms for different
deadlines  and Soccer video sequence (for M = 15,  =
0.2). To illustrate the performance of intermittent EW-
IDNC algorithm, we consider two different feedback peri-
ods in the simulation, μ = {3, 5}. We further consider that
the erasure probability of the feedback channel is 0.05.
As expected, the minimum and mean decoded video lay-
ers achieved by intermittent EW-IDNC algorithm reduces
with the increase in the feedback period (i.e., the reduc-
tion in the number of feedback messages) from μ = 3
time slots to μ = 5 time slots due to making blind deci-
sions in the unavailable feedback time slots. In particular,
the performance degradation reaches around 3 and 5% for
the intermittent EW-IDNC algorithm for feedback peri-
ods μ = 3 time slots and μ = 5 time slots, respectively,
compared to the perfect feedback EW-IDNC algorithm.
These results are tolerable given the significant reduction
in the feedback frequency of the network.
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Fig. 11 Percentage of mean decoded video layers versus percentage of minimum decoded video layers for different deadlines  and Soccer video
sequence
10 Conclusion
In this paper, we developed an efficient, yet computa-
tionally simple, IDNC framework for real-time scalable
video broadcast over wireless networks. In particular, we
derived an upper bound on the probability that the indi-
vidual completion times of all receivers meet the deadline.
Using this probability with other guidelines, we designed
EW-IDNC and NOW-IDNC algorithms that provide a
high level of protection to the most important video layer
before considering additional video layers in coding deci-
sions. We used a real scalable video sequence in the sim-
ulation and showed that our proposed IDNC algorithms
improve the received video quality compared to the exist-
ing IDNC algorithms and achieve a similar performance
compared to the EW-RLNC algorithm. Future research
direction is to extend the proposed IDNC framework to
cooperative systems, where the receivers cooperate with
each other to recover their missing packets [3]. In gen-
eral, the short-range channels between the receivers are
better compared to the long-range channels between the
base station to the receivers, which can be beneficial for
real-time video sequences with hard deadlines. Another
future research direction is to include intermittent feed-
back arrival on EW-RLNC algorithm and periodically
update the coding window selection policy at feedback
reception instant.
Appendix
Expanding window random linear network coding
We follow the work in [18] and consider a determinis-
tic approach, where the number of coded packets from
each window is explicitly determined at the beginning of
the  transmissions. The sender broadcasts these coded
packets in  transmissions without receiving any feed-
back. Let us assume that θ coded packets are generated
(and thus transmitted) from the packets in the th win-
dow ω. Then L=1θ =  and z = [θ1, θ2, . . . , θL] is an
EW-RLNC transmission policy. Given a fixed number of
allowable transmissions , all possible transmission poli-
cies can be defined as all combinations of the number of
coded packets from each window. Now, we describe the
process of selecting a transmission policy as follows.
We use n = [n1, n2, . . . , nL] to denote the number of
packets from different layers in a GOP. For a given trans-
mission policy z, we denote the probability that receiver
Ri with erasure probability i can decode the packets of
layer  (and all the packets of its lower layers) by Pi (n, z).
This probability can be computed using expression (1) in
[18]. Now we extend this probability to M receivers and
compute the probability that M receivers can decode the





Pi (n, z). (27)
Given transmission policy z, the probability in (27) is
computed for each of L video layers. Furthermore, we
consider all possible transmission policies and compute
probability P(n, z),∀ ∈ [1, . . . , L], for each transmission
policy. Finally, we select the transmission policy z among
all transmission policies that satisfies conditionP(n, z) ≥
λ for the largest number of  successive video layers (i.e.,
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satisfies condition for the largest th video layer and of
course all its lower layers). Here, condition P(n, z) ≥ λ
is adopted following the same approach as in our pro-
posed EW-IDNC algorithm. The details of decoding a
video layer based on the number of received packets from
different windows can be found in [18].
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