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Einleitung. Der Aufbau des abst.rakten Integrals, welchen A. C. 
ZAANEN in seinem Buche An introduction to the theory of integration, 
Amsterdam 1958, ch. 2-4liefert, bringt eine Verschmelzung Yon Ausgangs-
punkten, "\Velche der :MaBtheorie bzw. der Theorie des linearen Funktionals 
entlehnt sind. Das Joe. cit. konstruierte Daniell-Integral hat analoge 
Grenzwerteigenschaften wie das Lebesguesche Integral im n-dimen-
sionalen euklidischen Raum R,.; es ist dabei ein lineares nicht-negatives 
Funktional. Die Hinzuftigung einer einfachen Annahme fiihrt zu clem 
Lebesgue-Stieltjesschen Integral in abstrakten Riiumen. welches in 
analoger 'Veise mit einem abstrakten l\'IaBe znsammenhaugt wic das 
Lebesguesche Integral im R11 mit dem Lebesgueschen :NiaB. 
Es ist unsere Absicht im folgenclen zu zeigen, daB das Zaanensche 
Verfahren sich in verschiedener \Veise anwenden laBt, und zwar zur 
Konstruktion: a. cines abstrakten ,Riemann -Stieltjesschen" Integrals mit 
zugehorigem beschriinkt additivem, nicht notwendig a-additivem lVIaB 1); 
b. cines abstrakten ,Riemann-Stieltjesschen" Integrals mit zugehorigem 
beschriinkt- uncl a-additivem MaB 2); c. cines abstrakten ,Lebesgue-
Stieltjessehen" Integrals mit zugehorigem total-additivem !VlaB; dabei 
sind diese Integrale lineare Funktionale, die bei nicht-negativen Inte-
granden dennoch nicht von einerlei Zeichen zu sein brauchen, wodurch 
auch die zugehorigen lVIaBe im allgemeinen von zweierlei Zeichen sind. 
Durch Spezialisierung entstehen Integrationsverfahren, welche genau 
ebenso weit ftihren wie von uns in Proceedings Akad. 'Vet. Amsterdam, 
series A, 59, 143-165 (1956) entwickelten lVIethoden, die ausschlieBlich 
auf maBtheoretische Betrachtungen gegrtindet sind. 
Erster Teil, rx 
§ l. Eine nicht nur die Nullfunktion enthaltende Klasse L von in 
den Punkten eines abstrakten Raumes X definierten, reellwertigen und 
1 ) Ein fiir die Mengen eines Korpers K beschrankt additives M.a.l3 (]) ist a-additiv, 
00 
wenn a us An E ]( (n = 1, 2, ... ), L An E ]{ fnlgt 
00 00 n-1 
$( ~ A,.) = ~ ([)(An)· 
n=l n=l 
2 ) Bekanntlich ist die Methode der vollstandigen Erweiterungen linearer Funk-
tionale, die zn Daniell-Integralen fi.ihrt, fi.ir die Konstruktion von Ri<?mann-
Stieltjes-Integralen nicht geeignet. 
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ber:;chriinkten Funktionen geniige folgenden Bedingungen. welche sie zu 
ein{'m V ekton;erband ( oder Rie(Jschen Ra·um) 3) mac hen: 
l o I (x) E L, g(x) E L ~ a.f(x) -- b.g(:J..~) E L, mit a. und b willkiirliche 
reelle Konstanten: 
"
0 l(x) E L, g(x) E L ->- :.VIax. (f(x), g(x)) E L, Min. (f(x), g(x)) E L: 
:~o f?,g, falls l(x) ?,g(x) fiir jeder:; x E X(f(x) E L, g(x) E L). 
Dann enthalt L mit l(x) auch j~(x) '"'Max. [f(x), OJ, j-(x) =co-- ::llin. 
fl(x), OJ. nnd j/(x)j =c j+(x) --'- j-(x). 
s Ibis. Im Produktraum X X R1 liegen fiir jecle nicht-negative, nicht 
notwenclig enclliche Funktion I (x) die iiuBere und die innere Ordinaten-
menge, Da[f; X]~-·· F 4 ) bzw. Qifl; X]=-.: F* 4), deren Punkte (x, y) den 
Relationen x EX, O<y;;;,l(x) 5) bzw. x EX, O<y<l(x) geniigen. Fur die 
Funktion, welche auf X identisch Null ist (die Nnllfunktion), sind beide 
Mengen somit leer. 
Satz 1. In X xR1 ist die Klasse K der J.lfengen ,welche aus endlich 
vielen, disjunkten D-i_fjerenzen Fj-Gj, u:obei IJ E L, a.t E L, beide nicht-
negat·i1! 6). aulgeba·ut sind, ein .ilfengenlcih·per. 
Be we is. Wir mtissen also zeigen, daB das l\:lcngensystem K hinsicht-
lich Summen- und Differenzenbildung aus je zwei Mengen von K abge-
schlossen ist. 
Aus A= F<l> -Q<ll, B= F<2> -G<2> folgt A.B= F<a> ---Q<a>, mit F<a> nnd 
a<a> auBere Ordinatenmengen der zu L gehorenden, nicht-negativen 
Funktiono11 f<3>(x) == Min. (f<ll(x), 1<2l(x)), g<3l(x) = 1\'Iax. (g<I>(x), g<2l(x)); 7) 
A.B. gehort zu K. Ist jede der Mengen E, F Summe von endlich vielen 
disjnnkten Differenzen AJ(i= l, ... , m) bzw. Bi(i, ... , n), so lii.Bt sich 
schreiben: E.F= I A1.B1.; das Produkt E.F gehOrt ebenfalls zu K. 
(i,i) m m n 
Dane ben ist E- P = E -E.F = L A1- L AJ.Bi = L [Ai- L Af.Bi]; 
n i-1 (i,i) i-1 i-1 
da jede Menge A1- L AJ.Bi Summe von endlich vielen disjunkten 
i=1 
Differenzen C1- Dz, mit cz(x) E L, dz(x) E L, ist, gilt dassel be von E- F; 
also such E - F E K. 
3) Fiir die Definition des Vektorverbandes siehe etwa 0. HAUPT-G. AuMANN-
CHR. PAuc, Differential- und lntegralrechmmg, Bd. Ill, Berlin 1955, S. 21, 22. 
4) Minuskeln fUr die Funktionen korrespondieren also mit Majuskeln fiir die 
Ordinatenmengen. 
5) 1st f(x) = + oo, so lese man 0 < y < /(x). 
6 ) Gilt nicht immer f1(x) ~ g1(x), so kann dies erreicht werden, ohne die Klasse 
L zu verlassen, etwa durch Ersetzung von UJ(X) durch l\'Iin. (/J(X), UJ(X)); sogar 
liHit sich errPichen: fr(x) ~ g1(x) ~ /2(x) ~ g2(x) ~ ... ~ f,.(x) ~ g,.(x), mit fJ E .L, 
g1 E L (f = 1, ... , n) ohne Anderung der Differenzenmengen F 1 - G1 (j = 1, ... , n), 
aus welchen eine derartige Menge aufgebaut ist. 
7) Natiirlich braucht aus f!1l(x) ;;;; g(l>(x) und f!2>(x) ~ g!2>(x) fiir jedes x E L 
nicht zu folgen, da13 auch f!3l(x) ~ g<3>(x) ist fi:ir jedes x E L, sogar nicht bei 
A . n =c-'C 0. I<-::rsetzt. man g(3)(:r) dnrch g(3l(x) """ l\'Jin. (f!3l(:r). g<3>(:r)). so ist f!3) E L. 
yta> E L und imm<'r f!3l(x) ;;;; g!3>(x). 
m n m n 
W0iter ist E- P=- 2Aic_ 2B1 = IAi 2(Bt--E.Bt). also auch 
i=l i=l i=l i=l 
darstellbar als Summe von disjunkten Mengen der verlangen Art. 
Differenzen- nnd Summenbildung fiihren nicht ans K heraus. 
§ :2. Ein flir die Funktionen Yon L definiertes Z.ineare,~ Punktional I 
hat die Eigenschaften: 
x) jEL,gEL--+I(f+g)=I(f)+I(g); 
{3) f E L, a willktirlich reell --+ I(a.f) =, a . .I(f ). 
Das Funktional heiBt nicht-negativ, falls: 
y) f(x);;;;;.O in jedem Punkt x EX, f E L--+ I(f);;;;;.O. 
Auf Grund der Eigenschaften ex- y nennen -..vir I wohl auch ein Elementar-
integml von nicht-negativem Typus. 
§ 2bis. Das lineare Funktional (Elcmentarintegral) I(f) ist ron be-
schrtinktem Typus, falls es neben den Bcdingungen ex), (3) (von § 2) folgende 
Bedingung erflillt : 
y) I(f) hat eine absolute l\'Iajorante Io(f), d.h. Io(f) ist ein Elementar-
integral von nicht-negativem Typus mit 
II(f)i ~ Io(f) 
ftir jcde Funktion f(x);;;;;;,. 0 und E L. 
Satz 2. Eine Menge Aim Korpe1· K (von Satz 1) laf3t sich darstellen 
als Surn.me von endlich vielen disjunlcten Mengen F,-G1, wobei F1, G1 
auf3ere Ordinatenmengen von Funlctionen f1 E L, g, E L, mit h(x);;;;;;,. g1(x);;;;;;,. 
;;;;;./2(x);;;;;.g2(x)~ ... ;;;;;;,.fn(x);;;;;.gn(x). Sind I ·und Io die im vorigen Absatz 
n 
eingef'ilhrten Funktionale, und definiert man <P(A) = L I(ft- gJ), so ist 
i=l 
der Wert von <P(A) von der gewahlten Darstellung A= L (FJ-GJ) ~tnabhangig. 
(j) 
<P (A) ist eine f'ilr die J.1!l engen von K beschrankt additive J.1!l engenf~mktion, 
d.h.: 1° aus P EK, Q EK, P.Q=O folgt <P(P+Q)=<P(P)+<P(Q); 2° aus 
A E K folgt die Endlichkeit cler oberen Grenze aZZer I<P(E)I- Werte bei 
Ec;;,A,E EK. 
Beweis. Die Eindeutigkeit von <P(A) laBt sich leicht daraus folgern, 
daB zwei Darstellungen A= I (FJ-GJ) und A= I (F?-G?) von der im 
m m 
Satze angegebenen Art zu einer dritten derartigen Darstellung 
A= L (FJ.Ff-(GJ+Gf)) 
<i.i) 
f tihren ; dies liefert : 
I I(/1 -gJ) = L I[/1, t(x)- !11. t(x)] = I I(ff- g?); 
m ~a m 
hierbei ist !1. i(x) - Min. (fJ(x), f?(x)), gJ, t(x) =Max. (gJ(x), g?(x)) und 
!11. i(x) == Min. U1. i(x), gJ, t(x)), also immer !1. t(x) ;;;;;;,. !11. t(x). &) 
B) Vergleiche Ful3n. 7. 
~]! 
Daf3 Beclingung 1 o erfi.illt wird. ist o-.;ident. 
Aus A E K, E ~A, E E K folgen Darstellungen E = 2 (1/1 - G1), 
(j) 
mit (1/i-Gi). (Pt-GJ)=O(ii=j),fJEL,gJEL,fJ(x)~gJ(X) und A-E= 
=~2(F?-G?), mit (F?-G?). (F?-G?)=O(ii=j),f?EL,g?EL,f?(x)~g?(x). 
(i) -
Daraus folgt: 
f<P(E)i :; 21IUJ -gJ)i·- 2ii(f?- a?li 52 Io(f; -gt) ---2 Io(f? -g?) =<Po( A): 
(i) (i) (jl til 
dabei ist <Po die in analoger \Veise zu I 0 gehorende :Uengenfunktion wie 
<P zu I. Auch Bedingung 2° wird von <P erftillt. 
§ 2ter. Aus dem Korper K (in X x R 1) gehen hervor: 1 o ein Korper K 1 
von M:engen (E), flir deren jede es eine Menge F mit E ~ F, FE K gibt, 
wodurch sich in bekannter \Neise aus der Totalvariation T von <P auf K 
ein auBeres und ein inneres 1'-MaB, Ta(E) bzw. Ti(E), ableiten laBt; 
2° ein Teilkorper K 2 von K1, ftir dessen :\Iengen T a und Ti zusammen-
fallen; der gemeinsame Wert von Ta(E) und Ti(E), bei E E K2, definiert 
ein beschrankt additives, vollsttindiges T-l\IaB rnp(E); 3° ein Korper 
K 3 ~ K2 von lVIengen (E), flir deren jede bei FE K2 immer E.F T-meBbar 
ist gemaB 2°; dann sei mp(E) = obere Schranke aller Jnp(E.F.) bei FE K 2 • 
Positive und negative Variation G(E), g(E) von <P(E) flir die lVIengen 
von K, und <P(E) selbst flihren zu MaBen me, mu und mtJ> flir die Mengen-
korper K 2 und Ks. Auf den l\:Iengen von K fallen T, G, g, <P bzw. mit 
mp, ma, mu und mtJ> zusammen; dabei ist ftir P E Ks, Q E Ks, P.Q = 0 immer 
mp(P -'-· Q) =mp(P) +mp(Q); 
auBerdem ist 
so weit bekannt ist, daB cines der heiden Glieder einen endlichen oder 
bestimmt unendlichen Wert hat; die Relationen 
<P(E) = G(E) + g(E) und T(E) = G(E) -' ig(E) I 
auf den Mengen von ]( korrespondieren mit 
rntJ>(E) = ma(E) + mu(E) und mp(E) =rna( E)- mu(E) 
fiir die :Ylengen von Ks, wobei die erste Relation als unbestimmt betrachtet 
werden soll, wenn mc(E) und m.u(E) beide unendlich (von verschiedenem 
Zeichen) sind. 9) 
Definition. Fiir jede auf X definierte Funktionf(x) mit O~f(x) ;£ + oo, 
deren ii.uBere Ordinatenmenge F ein endliches T-MaB hat, sei das 
(RS)I-Integml ii.ber X nach T, fx(RS)l f(x)dT, gleich mp(F). 
9 ) F.'iir ausfiihrlichere Auseinanderset.zungen sei verweisen auf unsere Arbeit: 
Die Einjuhrv.ng von besch1·ankt- und total-additivem Mafl, I und II in diesen Pro-
ceedings, series A, vol. 59, 143-165 (1956), insbes. S. 144-147, 148-150. Bekannt-
schaft mit dieser Arbeit wird auch im weiteren vorausgesetzt. 
Nun exist.ieren ebenfalls die (RS)l -Integrale uon I iiber X nar.h a und 
nach !al, uncl sind bzw. gleich mo(F) und mw 1(F). Bomit ist 
(l) Jx(RS)lf(x)dT = Jx(RS)rf(:c)dG, Jx(RS)rf(x)dlgl. 
Definition. Fur die in voriger Definition betrachtete Funktion f(x) 
sei das (RS)!-lntegral 1iber X nach <!> definiert durch 
(:2)j Jx(RS)If(x)d<l>= Jx(RS)Ij(x)dG- Jx(RS)d(a:)cllgj. 
Satz 3. Jede nicht-negafive Pnnktion f(x) E L besitzt ein (RS)I-Integral 
nach <!>; dctbei ist 
(3) 1(/)=Jx(RS)If(x)cl<P ocler =' mo(F)-mlgi(F). 
§ 3. Satz 4. Aus f~O, g~O, fund g (RS)l-'integrierbar nach (T uncl) 
<!> folgt, daf3 a·uch Max.(/, g) und 1lfin. (/,g) (RS)I-integrierbar nach<Psind. 
Beweis. Denn die auBeren Ordinatenmengen von ::.VIax. (/,g) uncl 
::.VIin. (/,g) sind bz\v. F --· G, F.G, also T-meBbar mit endlichem l\IaJ3. 
Satz 5. Aus g~/I~f~O, mit gEL, ~mel /I, f(RS)l-integrierbarnach<P, 
folgt rlas gleiche fur /I- f. 
Beweis. Gehoren /I und f zu L, so ist auch /I--f E L, und dadurch 
<P-integ1'ierba-r. 
Im allgemeinen Fall setze man h(x) == /I(x)- f (x); dann muB bewiesen 
werden, daB die zugehorige auBere Ordinatenmenge H T-meBbar ist (ihr 
T-l\'IaB ist da1m endlich, und h(x) T-integrierbar). 
Aus der T-MeBbarkeit von F, F ~ G folgt bei willktirlich positivem e 
die Existenz von zwei Funktionen u, v mit den Eigenschaften 0;;;; u(x);;;; 
~f(x);;;;v(x),~tEL,vEL,mT(V-U)<e (dabei darf v(x);::;;g(x) voraus-
gesetzt werden). 
Bei willktirlich positivem 1J gibt es zwei nicht-negative Funktionen 
w1(x) E L, w2(x) E L mit 
u(x);::;;wl(x);::;;/I(x);;;;w2(x)(~g(x)) und mT(W2- W1)<1J. 
Ersetzt man w2(x) durch w4(x) == Max. (w2(x), v(x)), und w1(x) durch 
w3(x) = Max. (w1(x), v(x)) 10), so gibt es ftir die Punkte (x) von X zwei 
Moglichkeiten: l o w2(x) = w4(x) ~ wa(x) ~ w1(x); 2° v(x) = w4(x) ~ wa(x) = v(x); 
daraus folgt W4-- Wa ~ W2- Wr, somit auch mT(W4- Wa) <17. 
Die nicht-negativen Funktionen w4(x)- u(x) E L, w3(x)- v(x) E L haben 
auBere Ordinatenmengen !24 bzw. Da. Dabei ist 10) !24 ~ H ~ Da. 
Nun ist 
Q4 = { x EX, O<y;::;;wa(x) -v(x)} --.- {x EX, wa(x) -v(x) <y;::;;w4(x) -u(x)}, 
1°) Aus w4(x) ~ w2(x) ~ /I(x) und u(x) :;::;;; f(x) folgt W4(x)- tr.(x) ~ /I(x)- f(x). 
Ist wa(x) == l\1ax. (w1(x), v(x)) = w1(x), so folgt wa(x) - v(x) = w1(x)- v(x) ;;;; 
fi(x)- f(x), wahrend wa(x) = v(x) ebenfalls liefert wa(x)- v(x) :;::;;; /I(x)- f(x). 
Also ist immer wa(x) - v(x) :;::;;; /I(x) - f(x) :;::;;; W4(x)- u(x). 
und 
.Qa= {x EX, 0<y;£w3(x) --v(x)}, 
also 
.Q4-.Q3 ={x EX, wa(x)-?·(x)<y;£wa(x)-n(x)}-
-- {x EX, wa(x) -1t(x) < y :S lV4(.:r)- n(;r) }. 
Die heiden let:zten Teilmengen gehoren zur Klasse ](; ihr T-:Nia.B mT fiillt 
mit T selbst znsanunen. Also: 
rnT(.Q4-.Q3) =T[{x EX, wa(x) -t•(x) <y;'?.:wa(x) -u(x)}] -
T[{x EX, wa(x)-u(x)<y;<?.:w4(x)-u(x)}] 
=Tf{x EX, O<y~wa(x)-u(x)}]-T[{x EX, O<y~wa(x)­
--v(x)}] +T[{x EX, O<y;<?.:w4(x) -u(x)}]-
-T[{x EX, 0<y;<?.:w3(x)-u(x)}] 
=T(Wa) -T(U) 11)- fT(Wa) --T( V)] + 
-~ T( W4)- T( U)- fT( Wa)- T( U)] 
=T( V) -T(U) -'-T(W4 ) --T(Wa) 
=T(V- U) -c-T(W4- Wa) 
=m,r(V- U) -HnT(W4- Wa) < e·i 17. 
Wegen .Q4 ~ H ~ £23 folgt hieraus die T-Me.Bbarkeit von H. 
Satz 6. x) Aus f~O uncl (RS)l-1:nteg1··ierbar nach tP, und a~O 1tnd 
endlich folgt a.f(x) 12) (RS)I-integrierbar nach tP; dabei ist 
f x(RS)la.fdtJJ = a.f x(RS)lfdtJJ. 
(3) A1t8 O;'?.:f<oo, O~g<:oo, 1md f, g beide (RS)l-integrierbar nach tP 
folgt f .L g ( RSh -integ1·ieTbar nach tP, mit 
Jx(RShff -'- g]dtJJ = fx(RS)lfdtJJ + f x(RSh gdtJJ. 
Beweis. ad .x) Der Fall a=O ist evident. Bei a>O unterscheide man: 
f E L (klar), und f ¢= L (man wende die loc. cit. 9), S. 144-146, und hier 
in § 2ter gegebenen Definitionen an). 
ad (3) Ist fiir die Punkte (x, y) einer nach tP (oder, was auf dasselbe 
hinauskommt, nach T) me.Bbaren Menge E ~ X X R1 y --:- 0. und ist f nicht-
11) Denn 'l'[{x EX, 0 < y ~ wa(x) -- u(x)}] = T[{x EX, u(x) < y ~ wa(x)}] oder 
T[ W8 - U]. Dies liif3t sich mit der Definition von T ableiten ans folgenden 
Relationen: P 0 ~v<Il(x) ~v<2l(x) ~ wa(x)-u(x),v<llEL,v<2lEL liefcrt lP[{xEX, 
vCll(x) < y ~ v<2l(x)}] = J(vC2l) -- J(vCll) = l[v<2l + u.]-- J[v(ll -T- u.] = ll>[{x EX, 
0 < y ~ v<2l(x) + u.(x)}] --ll>[{x EX, 0 < y ~ v<ll(x) + u(x)}] = ll>[{x EX, v<ll(x) + 
+ u(x) < y ~ v<2l(x) + u(x)}], mit u.(x) ~ v<ll(x) + u(x) ~ v<2l(x) + u(x) ~ w3(x); 
2° u(x) ~ v<3l(x) ~ v<4l(x) ;;;; w3(x), v<al E L, v<4l E L liofert ll>[{x EX, v<3l(x) < y ~ 
~ v<4l(x)}] = J(v<4l) -J(v<3l) = l(v<4l -u.) -J(v<s> -u) ~~ ll>[{x EX, 0 < y ~ v<4>(x)-
-- 1~(x)}] -lli[{x EX, 0 < y ~ v<Sl(x) --- ·u.(x)}] = ll>[{x EX, v<3>(x)- u.(x) < y ~ 
~ v<4>(x) - u.(x)} ], mit 0 ~ v<3l(x) - u(x) ~ v<4l(x) - u(x) ~ w3(x) - tt(x). 
12) \Vir vcrabreden hier und im folgenden: 0 X ± oo = 0. 
:?17 
negativ nnd E L, so ist E _J_ f T- (nnd if>- )meBbar mit mr(E -c- f)= mr(E); 
dabei ist E + f die }[enge der Punkte (,-r, y+ f(x)) mit (x, y) E E. Es gibt 
folgende Fiille : 
1° E hat die Darstellung G-H, mit g;;;,h;;;,O,gEL.hEL; dann ist 
f/>[(G- H)+ f] = f/>(G- f)- f/>(H +f)= I(g +f) -I(h-'-- f) =l(g) -I(h) =if>( G)-
-<P(H) =<P(G-H), also auch T[(G-H) _L tJ =T(G-H) oder mrr(G-H)+ 
+f]=mr(G-H). 
n 
2° EEK (§Ibis), also E= ,L(Gj-H1) mit gi;;;,h1 ;;;,o,g1 EL,h1 EL 
i=l 
(j = l, 2, ... , n) und (Gi-Ht).(GJ -H1) = O(i* j); unmittelbar zuriickflihrbar 
auf den ersten Fall. 
3° E E K 2 ( § 2ter). Es gibt g;;;;, 0 und E L mit E ~G. A us der T-MeB-
barkeit von E folgt bei willkiirlich positivem e die Existenz von Mengen 
n m 
El= L [GJll_HJllJ und E2 = L [GL2l-Hb2l] 
i=l k=l 
definiert wie E unter 2°, mit 
und 
n 
mr(E) ;;2, L T[GJ!l -H?lJ <mr(E) + e, und 
i=l m 
mr(G- E) ;;2, L T[GL2>- H~2l] < mr(G-E)+ e. 
k=1 
Daraus folgt sofort (Fall l 0 ): 
.. 
mr(E) ~ L T[(Gj1l --Hjll) + f] <mr(E) + s, und 
i=l m 
mr(G-E)~ !T[(GL2>-Hi,2>)+ f] <mr(G-E) +e. 
k=1 
Da auBerdem 
E -+- f ~ E1 + f, (G-E) + f ~ E2 + f, mr(G) =rnr(G+ f), 
folgt die T-MeBbarkeit von E+f, mit mr(E+f)=mr(E). 
4° E E K3 (§ 2ter). Da m.r(E)=obere Schranke aller mr(E.G) bei g;;;,O 
und EL,l3) und immer (nach 3°) mr(E.G+f)=mp(E.G.) ist, folgt, mit 
E.G.+f=(E+f). (G+f) und G-'-f E K, 
(4) mr(E);i,obere Rchranke aller mp{(E+f).H} bei h;;;,O und EL, und 
(E + f).H T-meBbar 14). 
Deuten wir bei fest gewahlter, nicht-negativer gEL mit G-Min. (f, g) 
die Menge an, welche durch Translationen nach unten tiber den Abstand 
13) Nach § 2ter ist fiir E E Ka 1nT(E) = obere Schranke aller 1nT(E. m bei ~ E K2, 
somit auch = obere Schranke aller mT(E ·G) bei G au.13ere Ordinatenmenge einer 
nicht-negativen Funktion g E L. 
14) Die ,Annahme" (E + f)· H T-meJ3bar zeigt sich im folgenden als iiberfl.iissig. 
15 Series A 
}lin. (f(x), g(x)) aus G hervorgeht, was hei13en soli: 0-}fin. (/, g)=i:iuBere 
Ordinatenmenge der Funktion g(x) -Min. (f(x), g(x)). so ist 
(E+f).G=E.[G-Min. (/,g)] -f. 
Aus IE L, gEL folgt auch }Iin. (/,g) E L; aus 0--- }lin. (/,g)= {x EX. 
O<y~g(x)-Min. (/(x), g(x))} folgt nun weiter 0----}Iin. (/.g) E K; nach 
~o ist (E-+- I ).G T-meBbar mit 
mr[(E .-- f).G] = mr{E. [G- }fin. (/, g)]}. 
Dies impliziert die T-}IeBbarkeit von E ---'-/, wobei 
(5) 
Aus (4) und (5) folgt au13erdem 
mr(E) = mr(E _ _:__I). 
Nimmt man als Menge E die auBere Ordinatenmenge F 1 einer nicht-
negativen endlichwertigen Funktion /I, welche ein (RS)l-Integral nach 
T hat, so folgt mr(F1 +f) =mr(FJ). 
Mit F.(Fd-/)=0 folgt: mr[F+(FI+/)] existiert und ist=mr(F)+ 
-:..mr(F1 ); l+h ist integrierbar nach T. Da F+(Fd-/)=FJ+(F-+-/1) ist. 
mit F 1.(F+/1)=0, existiert nun auch mr(F+h) und ist=mr[F:-
__ :_ (Fd- /)]- mr(Fl) = mr(F); mittels /I ausgefiihrtc Translationen lassen 
das MaB von F ungeandert. 
Ist E ~X xR1 T-meBbar, wobei (x, y) E E immer mit y> 0, und h 
nicht-negativ, endlich und (RS)l-integrierbar nach T. so ist E ~-/I wieder 
T-meBbar mit mr(E +h) =mr(E). Wie oben gibt es wieder vier Faile: 
] 00 E hat die Darstellung G-H mit g~h~O,gEL,hEL; danu 
ist mr(G+h)=mr(G),mr(H--'-h)=mr(H), wodurch mr[(G-H)+/I]= 
=mr(G-H). 
2°0 E E K (§ Jbis) ist unmittelbar auf den vorigen Fall zuri:ickfiihrbar. 
3°0 E E K 2 (§ 21"r); zu behandeln wie Fall 3° im Anfang des Beweises. 
4°0 E E K 3 (§ 2ter). Da mr(E) =obere Schranke aller mr(E.G) bei g~O 
uncl E L, und immer (nach 3°0 ) 
mr(E.G)=mr(E.G-'-/1)= [obere Schranke aller ·nir{(E.G+h).H} 
ist, folgt 
mit h ~ 0 uncl E L] ~ 
~ [ obere Schranke aller mr{(E + h).Ho} 
mit ho~O und E L, (E-Lh).H0 T-me13bar] 
(6) mr(E)~obere Schranke aller mr{(E+h).Ho} mit h0 ~0, EL uncl 
(E + h).Ho T-meBbar 14hi•). 
Deuten wir bei fest gewahlter, nicht-negativer gEL mit G--Min. (/I, g) 
14bis) Die ,Annahme" (E + /1) · Ho T-me13bar zeigt sich im folgenden als iiber-
fliissig. 
~J\l 
die :.\[enge an. welchc durch Translationen nach Hnten iiber den Abstand 
:\Iin. (/1(x), g(x)) am; G hervorgeht. so ist 
(E-'-/t)·G=E· [G-.Min. (ft. g)]·-·ft. 
Aus It T-integrierbar. g E L folgt :\lin. (/t, g) T-integrierbar (Satz 4), und 
S g, wodurch nach Satz 5 auch g- :\lin. (/1 , g) T-integrierbar ist, nnd 
G-}lin. (/J, g) E K 2 : nach 3° 0 ist nun (E +It) .Q T-meBbar mit 
fliT[ (E---ft)· GJ = mT{E · [0- ::Uin. (/1, g)]}, 
\vodurch E ft T-meBbar mit 
(7) mT(E + /1) ;:i,mT(E). 15) 
(6) und (7) liefern 
Nimmt man fiir E die auBere Ordinatenmenge F 2 einer zweiten nicht-
negativen, endlichen und T-integrierbaren Funktion /2, so folgt 
was weiter zur T-Integrierbarkeit von ft + /2 fiihrt mit 
oder 
fx(RS)t[ft +/2]dT= fx(RS)tftdT+ fx(RS)t/2dT. 
Die Ableitung einer analogen Relation bei positiver Variation G, 
negativer Variation g und bei (/J selbst folgt sofort. 
§ 4. Definition. Fiir die in X definierte, nicht notwendig immer 
endliche Funktion f definiere man f+(x) = lVIax. [f(x), OJ; dane ben j-(x) = 
= -Min. [/ (x), 0]. Dann ist immer f (x) = j+(x)- j-(x), If (x) I= f+(x) + j-(x). 
Die .F~mkt·ion f(x) heiBt (/J-me{Jbar, wenn fiir f+ und j- ihre auBeren 
Ordinatenmengen .F+ und F- es sind ( § 2ter); sie heiBt (RS)t -integrierbar 
nach (/J, wenn sowohl j+ wie j- (RS)t-integrierbar nach (/J sind, und 
dabei sei 
fx(RS)tjd(/J= fx(RS)lf+d(!J- fx(RS)tj-d(!J. 
Be mer kung. Auch ist dann Ill (/J-integrierbar mit 
fx(RShlfld(fJ= fx(RS)lf+d(/J+ fx(RS)lj-d(!J. 
Satz 7. 16) Aus (/J-Jntegrierbarkeit von f und g folgt dasselbe fiir Max. 
(f, g) und Min. (f, g). 
15) Denn man hat: mr(E) = [obere Schranke aller m1·(E·Eo) mit Eo E K2] = 
[obere Schranke aller mr(E·G) mit G E K, gEL]. 
16) Fiir die Beweise vergl. etwa ZAANEN, An introduction to the theory of inte-
gration, Amsterdam 1958, S. 56, 57; 58. 
:.!:20 
Ratz R. 16) -x) Ist f r!J-integrie.rbar und a -;. '-=.so ist rmch a·f r!J-intP-
grierbar·, mit 
Jx(RS)ra· fdrJJ =a· Jx(RS)rfdrJJ. 
(1) Sind fund g r!J-integrie.rbar nnd [f[~lz, fg[:Sh. mit h EL, so ist auch 
f + g r!J-1:ntegrierbar; dabei ist 
Jx(RSh(f + g)dr!J = J x(RS)Ifdr!J-'-- Jx(RS)Igdr!J. 
y) 1st f r!J-mef3bar, g r!J-integrierbar, und /f(x)j -o;;g(x) in X. so ist auch 
f r!J-integrierbar mit 
[J x(RS)lfdr!Jf ~ J x(RS)rgdT. 
§ 5. Definition. Eine Teilmenge E von X hei13t r!J-me(Jbar oder, 
was auf dasselbe hinauskommt, T-mef3bar, falls ihre charakteristische 
Funktion XE r!J- oder T-me13bar ist; sie hei13t (RS)l-integrierbaT nach r!J 
(oder T), falls das r!J-Integral von XE existiert. 
8atz. 9. Die r!J- oder T-mef3baren Te.ilmengen von X bilden einen 
Korper; auch die Klasse der r!J- oder T-integrierbaren J.Wengen in X ist ein 
Korper. Auf dem Korper Sf der r!J-integrierbaren Teilmengen ist vq,(E) _ 
== Jx(RS)lxEdr!J ein beschrankt additives Maf3; das gleiche gilt fiir die 
zugehorigen Mengenfunktionen vp(E), vc(E), v1g 1(E). 
Dies folgt mit § 2ter. 
n 
Die Treppenfunktionen f(x) = L Cf • XE;(x), CJ Konstanten, E1, ·E1, = 0 
;~I (h =/= j 2), E1 E Sf bilden einen Vektorver·band L*, und die Funktionale 
n n 
I~(f) = L c1 · vq,(E1), I~(f) = L CJ • vp(E;) 1md analog konstruierte I;(f), 
i~I i~I 
1~1 (/) sind fiir die F1!nldionen von L* Elementarintegrale von beschranlctem 
Typus bzw. Elementarintegrale von nicht-negati·vem Typus (vergl. §§ l, 2, 
2bis); dabei ist I~(f) auch r!J-Integral im Sinne von § 4, also gleich 
J x(RS)rfdr!J; bei f;:;;, 0 ist es das r!J-M af3 der iiuf3eren Ordinatenmenge von f; 
gleichartige Bemerkungen gibt es fur I~ u.s.w. 
(To be continued) 
