Abstract. The Muth distribution is a continuous random variable introduced in the context of reliability theory. In this paper, some mathematical properties of the model are derived, including analytical expressions for the moment generating function, moments, mode, quantile function and moments of the order statistics. In this regard, the generalized integro-exponential function, the Lambert W function and the golden ratio arise in a natural way. The parameter estimation of the model is performed by the methods of maximum likelihood, least squares, weighted least squares and moments, which are compared via a Monte Carlo simulation study. A natural extension of the model is considered as well as an application to a real data set.
Introduction
Muth [18] introduced a continuous probability distribution with application in reliability theory. A random variable X is said to have a Muth distribution with parameter α if the probability density function is given by f (x; α) := e αx − α exp αx − 1 α e αx − 1 , x > 0, (1.1) where α ∈ (0, 1]. Figure 1 represents the density function of X for several values of α. The cumulative distribution function of X, F (x; α) := P (X ≤ x), is the following
Leemis and McQueston [15] summarized in a schematic figure the most important univariate probability distributions including many of the relationships among these distributions together with the main statistical properties that each distribution possesses. In particular, in [15] we can find the probability distribution defined by Eq. (1.1) which the authors called the Muth distribution. However, the unique statistical property of X highlighted in [15] is that its limit distribution as the parameter α decreases to zero is the standard exponential distribution. In fact, only a few properties of X have been given in [18] , specifically that it is a model with strictly positive memory, that the mean residual life function corresponds to the exponential function and that it has considerably less probability mass in the tail than commonly used unimodal distributions, such as the gamma, lognormal and Weibull distributions. The last property is outlined in [18] and can be easily checked as follows. Denoting by S α (x) := P (X > x) the survival function of the Muth distribution with parameter α and by S(x) the survival function of the gamma, lognormal or Weibull distribution, routine calculations show that lim x→∞ S α (x)/S(x) = 0, which implies the result.
As far as the Muth distribution is concerned, with the exception of [15] , it has been overlooked in the literature. As it will be seen in this paper, the Muth distribution has interesting mathematical properties which have not been previously considered in [15, 18] . In Section 2, we provide an explicit expression of the moment generating function in terms of the exponential integral function. This is used to derive the moments of X as a function of the generalized integro-exponential function. In Section 3, we show that the Muth distribution has the variate generation property. In this regard, the Lambert W function plays a central role. Section 4 establishes a connection between the mode of X and the golden ratio. In Section 5, the closed-form expressions obtained for the mode, median and expected value of X are used to show that the Muth distribution satisfies the so-called mode-median-mean inequality. Section 6 provides analytical expressions for the moments of the order statistics. Section 7 deals with the parameter estimation problem. The methods of maximum likelihood, least squares, weighted least squares and moments are described and compared via a Monte Carlo simulation study. Section 8 describes a scaling transformation of the Muth distribution as well as the properties inherited from the original distribution. An application to a real data set is presented in Section 9. Finally, Section 10 summarizes the results and concludes the paper.
The Moment Generating Function
In this section, we initially provide an analytical expression for the moment generating function of the Muth distribution in terms of the exponential integral function. Recall that the moment generating function of X is defined by M (t; α) := E e tX , t ∈ R. Using this function, we shall derive the moments of X in terms of the generalized integro-exponential function.
First, we introduce some notation. Denote by Γ (a, z) the upper incomplete gamma function (cf. Olver et al. [19, p. 174] ), that is,
In addition, the usual exponential integral function E s (z) can be defined in terms of the upper incomplete gamma function as follows (cf. Olver et al. [19, p. 185 
With the preceding notations, we state the following. Theorem 1. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. The moment generating function of X is
Proof. From the definition of M together with Eq. (1.2), for any t ∈ R, we have
By making the change of variable u = e αx /α, we obtain
Now, taking into account in Eq. (2.4) that the upper incomplete gamma function satisfies the recurrence relation Γ (a + 1, z) = aΓ (a, z) + z a e −z (cf. Olver et al. [19, p. 178]), we get
Finally, from the above equation and Eq. (2.2) we obtain the desired result.
Remark 1. We highlight that the moment generating function of the Muth distribution can also be expressed alternatively in terms of the upper incomplete gamma function by virtue of Eq. (2.5).
In order to compute the kth moment of X
we shall use the well-known property that
see, Bartoszyński and Niewiadomska-Bugaj [7, pp. 230-231] . With this aim, first we show in the next lemma that the derivatives of M (t; α) can be expressed in terms of the generalized integro-exponential function. The generalized integro-exponential function is defined by the following integral representation (cf. Milgram [17] for further details)
where log stands for the natural logarithm. An efficient and accurate computation algorithm for the above integrals can be found in Ozalp and Bairamov [20] . We also note that these integrals are related to the exponential integral distribution (cf. Meijer and Baken [16] ).
Lemma 1. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. The derivatives of the moment generating function M are given by
Proof. From Eq. (2.3), after some calculations we get the following
Then, the result follows from the above equation by taking into account that (cf. Milgram [17] )
and assuming that
. This completes the proof.
Proposition 1. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. The moments of X are given by
Proof. The result follows from Lemma 1 because
As a consequence of Proposition 1, it is clear that it is not possible to obtain expressions for the moments of the Muth distribution in terms of elementary functions, with the exception of the special case k = 1 as we shall see below. Moreover, in the next result, we also see that E[X 2 ] can be alternatively expressed in terms of the best-known upper incomplete gamma function. Corollary 1. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. Then,
Proof. 
where the last equality is obtained by integration by parts. Now, part (ii) follows by virtue of Eq. (2.1).
For several values of α, Table 1 displays some numerical results concerning the variance of X defined by
3 ]/σ 3 and kurtosis of X defined by Table 1 shows how rapidly the variance, skewness and kurtosis decrease as α increases. Recalling that the limit distribution of X as α decreases to zero is the standard exponential distribution, we also know that lim α→0 + σ 2 = 1, lim α→0 + γ 1 = 2 and lim α→0 + γ 2 = 6. It is also clear that the Muth distribution is a right-skewed distribution, that is, γ 1 > 0. , it allows us to generate by computer pseudorandom data from that probability distribution. For the sake of completeness, we recall that the quantile function of an arbitrary random variable T is defined as the function
where F T (t) is the cumulative distribution function of T . In particular, the above definition implies that if F T is a continuous and strictly increasing function then F T has a unique inverse and Q T (u) = F −1 T (u), 0 < u < 1. See Parzen [21] for a short review on the quantile function and its applications.
More specifically, the quantile function of the Muth distribution can be expressed in closed form in terms of the Lambert W function. We briefly remind that the Lambert W function is defined as the solution of the equation
The multivalued complex function W has two real branches if z is a real number such that z ≥ −1/e. The real branch taking on values in (−∞, −1] is called the negative branch and denoted by W −1 (z), where −1/e ≤ z < 0. The real branch taking on values in [−1, ∞) is called the principal branch and denoted by W 0 (z), where z ≥ −1/e. For our purpose, we use the negative branch which has the following elementary properties: W −1 (−1/e) = −1, W −1 (z) is decreasing as z increases and W −1 (z) → −∞ as z → 0 (cf. Corless et al. [10] for more details).
Proposition 2. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. The quantile function of X, Q(u; α), is
Proof. For any α ∈ (0, 1] and u ∈ (0, 1), we have to solve with respect to x the equation F (x; α) = u, x > 0, that is,
This equation can be rewritten as follows
Moreover, for any α ∈ (0, 1], u ∈ (0, 1) and x > 0, it can be checked that
, and also that log (1 − u) − 1/α − αx < −1, which imply that the Lambert W function in Eq. (3.3) corresponds to the negative branch W −1 . The proof is completed.
Remark 2.
As the Lambert W function is implemented in computer algebra systems, pseudo-random data from the Muth distribution can be computergenerated in a straightforward manner by virtue of Proposition 2.
Similarly, as a consequence of Proposition 2, we can also generate by computer pseudo-random data from the extreme order statistics of X. To be more precise, let X 1 ,. . . , X n be n independent random variables having a Muth distribution with parameter α. The extreme order statistics of X are defined by X n:n := max{X 1 , . . . , X n } and X 1:n := min{X 1 , . . . , X n }. It is well-known that the cumulative distribution functions of X n:n and X 1:n can be expressed in terms of F , namely, F Xn:n (x; α) = F n (x; α) and
n , x > 0, where F is given by Eq. (1.2). Let us denote by Q Xn:n and Q X1:n the quantile functions of X n:n and X 1:n , respectively. Then the following result is valid:
where Q is given by Eq. (3.2). Therefore, X n:n and X 1:n also have the variate generation property.
To end this section, the following result provides a more compact expression for the quantile function of X, which will be used in Section 5.
Corollary 2. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. The quantile function of X is
Proof. It must be noted that multiplying by (−1) both sides of Eq. (3.1) and taking logarithms we have the equivalent expression
Then, from Eqs. (3.2) and (3.5), the quantile function of X can be rewritten as follows
which leads to Eq. (3.4).
The Mode and the Golden Ratio
The mode of a continuous probability distribution is the value at which the probability density function has its maximum. This section shows that the mode of the Muth distribution, denoted as mode(X), can be expressed in closed form in terms of the golden ratio. This is an interesting mathematical property since, as far as we know, the Muth distribution is the only probability distribution whose mode involves the golden ratio.
Recall that the golden ratio ϕ can be defined as the positive solution of the equation x 2 − x − 1 = 0, that is, it is the algebraic number
We state the following proposition.
Proposition 3. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. Then,
Proof. The first derivative of Eq. (1.1) can be written as follows
In order to obtain the mode of X we have to solve with respect to x the equation (∂/∂x)f (x; α) = 0, which is equivalent to solve the equation
Now, by taking into account that ϕ 2 = 1 + ϕ, it is easy to see that x = log(αϕ 2 )/α is the unique positive solution of Eq. (4.2) if αϕ 2 > 1, otherwise, the left-hand side of Eq. (4.2) is less than zero. Moreover, after some calculations it can be checked that
and also that (ϕ 6 − 6ϕ 4 + 7ϕ 2 − 1) < 0. This implies that the mode of the Muth distribution is located at x = log(αϕ 2 )/α for α ∈ (1/ϕ 2 , 1], whereas the mode is zero for α ∈ (0, 1/ϕ 2 ]. The proof is completed.
The Mode, Median and Mean Inequality
The closed-form expressions obtained for the mode, the quantile function and the expected value of the Muth distribution can be used to show an inequality commonly known as the mode-median-mean inequality, which in general holds for unimodal right-skewed distributions (cf. Abadir [1] for counterexamples).
Denote by median(X) the median of X, that is, median(X) = Q(1/2; α) where Q is given in Proposition 2. We state the following proposition.
Proposition 4. Let X be a random variable having a Muth distribution with parameter α ∈ (0, 1]. Then,
Proof. Before proceeding with the proof, recall that the derivative of the Lambert W function is (cf. Corless et al. [10] )
Additionally, from Eq. (3.4) the median of X is
It is interesting to note that the above expression implies that the argument of the logarithm function is strictly greater than one, that is
since the median of a strictly positive random variable is a positive number. Now we are in a position to proceed with the proof. We start by showing that median(X) < E[X]. To prove this result, we will show that the argument of the logarithmic function in Eq. (5.2) is a strictly increasing function in α. Using Eq. (5.1), for any α ∈ (0, 1] we get
where the last inequality follows from the fact that αW −1 −1 2αe 1/α < −1 for any α ∈ (0, 1]. Therefore, the argument of the logarithmic function in Eq. (5.2) is a strictly increasing function in α and, as a consequence, the median of X is a strictly increasing function in α. In particular, this implies that median(X) < E[X] = 1 for any α ∈ (0, 1] since Q(1/2; 1) ≈ 0.985199809.
Next, we see that mode(X) < median(X). For α ∈ (0, 1/ϕ 2 ], the inequality holds since the mode is zero whereas the median of X is a strictly increasing function in α and we also know that lim α→0 + Q(1/2; α) = log(2), the latter because the limit distribution of X as α decreases to zero is the standard exponential distribution. On the other hand, for α ∈ (1/ϕ 2 , 1], from Eqs. (4.1) and (5.2) we have
Below, we see that the argument of the logarithm function on the right-hand side of Eq. (5.3) is a strictly decreasing function in α. Using Eq. (5.1), for any α ∈ (0, 1) we obtain
where the last inequality holds since W −1 −1 2αe 1/α < −1. As a consequence, we have 
Moments of Order Statistics
This section provides analytical expressions for the moments of the order statistics of the Muth distribution. For reasons that will be given later, we pay special attention to the minimum order statistic.
First, we introduce some notation. Let X 1 , . . . , X n be n independent random variables having a Muth distribution with parameter α ∈ (0, 1], that is, a random sample of size n from X. Let X 1:n ≤ X 2:n ≤ · · · ≤ X n:n be the order statistics obtained by arranging X i , i = 1, . . . , n, in non-decreasing order of magnitude. For any n = 1, 2, . . . and k = 1, 2, . . . , it is known that the kth moment of X r:n , r = 1, . . . , n, can be computed using the following formula (cf. Balakrishnan and Rao [5, p. 7 
The next result gives an analytical expression for the moments of the minimum order statistic E[X k 1:n ], which can be used to compute E[X k r:n ] for r = 2, . . . , n and k = 1, 2, . . . , as we shall see at the end of this section.
Theorem 2. Let X 1 , . . . , X n be n independent random variables having a Muth distribution with parameter α ∈ (0, 1]. The moments of the minimum order statistic X 1:n are given by
Proof. From Eqs. (6.1) and (1.2), for k = 1, 2, . . . we have
Now, by making the change of variable u = e α x we get
where in the last equality we have used Eq. (2.6). Finally, by taking into account in the above equation the following recurrence formula (cf. Milgram [17] )
where it is assumed E −1 s (z) := e −z , we obtain the desired result.
As a consequence of Theorem 2, in the next result we see that the expected value of the minimum order statistic X 1:n can be easily computed as a finite sum.
Corollary 3. Let X 1 , . . . , X n be n independent random variables having a Muth distribution with parameter α ∈ (0, 1]. The expected value of the minimum order statistic X 1:n is
Proof. From Theorem 2, we get
where in the last equality we use the fact that E Remark 3. We highlight the importance of Corollary 3 since the expected value of the minimum order statistic can be used to determine if two distributions with finite expected values are identical (cf. Chan [9] ), that is, to characterize probability distributions. 
Parameter Estimation
In this section, we describe the following methods to estimate the parameter α: maximum likelihood (ML), least squares (ULS), weighted least squares (WLS) and moments (MM), which are presented in Subsections 7.1, 7.2, 7.3 and 7.4, respectively. As it will be seen, these estimators cannot be obtained in closed form so their performance must be assessed via a Monte Carlo simulation study, which is given in Subsection 7.5.
Maximum likelihood estimate
Let X 1 , . . . , X n be a random sample of size n from a Muth distribution with unknown parameter α. Let us denote by x 1 , x 2 , . . . , x n the observed values. From the likelihood function, L(α) := n i=1 f (x i ; α), the log-likelihood function can be written as follows
The ML estimate of α is the value, sayα, that maximizes Eq. (7.1). Then, to getα we must numerically solve
x i e αxi − 1
and check that the solutionα satisfies (∂ 2 log L(α)/∂α 2 )| α=α < 0.
Least squares estimate
Let X 1:n < X 2:n < . . . < X n:n be the order statistics of a random sample of size n from X and denote by x (1) < x (2) < . . . < x (n) the ordered data. As an estimator of F (x (i) ), we consider the empirical distribution function given by In order to obtain the ULS estimate of α, sayα, we apply the approach proposed by Bain [4] , so the parameter α is estimated by minimizing
Hence, to getα we must numerically solve
and check that the solutionα satisfies (
Weighted least squares estimate
Next, we estimate α by WLS, using a weight for each term in the sum in Eq. (7.3). Following Bickel and Doksum [8, pp. 316-317]), we shall consider
. . , n. Therefore, the WLS estimate of α, sayα, is obtained by minimizing
Then, to getα we must numerically solve
Method of moments
Let x 2 be the second sample moment,
, where x 1 , x 2 , . . . , x n are the observed values. By virtue of Corollary 1 (ii), the method of moments estimate of α is obtained by numerically solving in α the equation 
Simulation study
A simulation study was carried out to compare the estimation methods ML, ULS, WLS and MM. For this purpose, we generated N = 100 random samples of different sizes n for selected values of α. Pseudo-random data from the Muth distribution were computer-generated by means of Eq. (3.2). For each estimation method the following quantities were calculated:
(i) The mean of the simulated estimatesα j , j = 1, . . . , N , that is,
(ii) The bias of the simulated estimates
(iii) The mean-square error of the simulated estimates
The estimation methods described in Subsections 7.1-7.4 were implemented in Matlab R2014a. In particular, ULS and WLS were performed using the values d = 0, 0.3, 0.375, 0.5. The equations involved were solved numerically using the Matlab functions solve and vpasolve; more precisely, the value 0.5 was used as the starting point of vpasolve since α ∈ (0, 1]. All the computations were performed on an Intel Core i7-4700MQ CPU at 2.40GHz with 16GB RAM.
From the simulation study, we observed that, in general, ML provided better estimates of α, with less bias and mean-square error, than those obtained by ULS, WLS and MM. For the sake of saving space, here we present only the numerical results obtained using ML and ULS in the particular case d = 0, which are given in Tables 2 and 3 , respectively. The latter table is included because the simulation study suggested that ULS with d = 0 can produce estimates of α with less bias and mean-square error than those obtained using ML in the particular cases of small values of α and small sample sizes (see the results for α = 0.10 in Table 3 ). In addition, we also observed that ULS and WLS produced quite similar results, whereas MM yielded poor estimates. Overall, from the simulation results, we conclude that ML provides better estimates of α than the other methods.
A Scaling Transformation of the Muth Distribution
We remark that the Muth distribution is normalized in [18] to have an expected value of 1. This fact is a rather strong restriction if we want to use the model Table 3 . ULS estimates. 2) . Fortunately, as Y is obtained by a scaling transformation of X, the new probability distribution inherits some properties from X, as we summarize below. We use notations similar to those used in the previous sections. (ii) The moments of Y are given by
(iv) The mode of Y is: mode(Y ) = βmode(X) for α ∈ (1/ϕ 2 , 1]; and mode(Y ) = 0 for α ∈ (0, 1/ϕ 2 ].
(v) Let Y 1 , . . . , Y n be n independent random variables with cumulative distribution function given by Eq. (8.1) . Then, the moments of the minimum order statistic Y 1:n are given by E[Y
As in Section 7, the parameters α and β of the scaled Muth distribution can be estimated by ML. Denoting by log L(α, β) the log-likelihood function based on a random sample from Y , the ML estimates of α and β are the values that maximize log L(α, β). We solved the system of equations ∂ log L(α, β)/∂α = 0 and ∂ log L(α, β)/∂β = 0, obtaining (α,β), and we checked that this pair corresponds to a global maximum. The details are omitted here. Table 4 displays the results of a Monte Carlo simulation study, where we generated N = 100 random samples of different sizes n for selected values of α and β. As it can be seen, ML provides acceptable estimates of the parameters.
A Real Data Application
In this section, we use a real data set to illustrate that the scaled Muth distribution can be a more appropriate model than other traditional distributions, such as the exponential, the gamma, the lognormal and the Weibull distributions.
The data set was taken from the website of the Bureau of Meteorology of the Australian Government (www.bom.gov.au). It contains the monthly total rainfall (in mm) collected from January of 2000 to February of 2007 in the rain gauge station of Carrol, located in the State of New South Wales on the east coast of Australia. Table 5 displays the data. The scaled Muth distribution was fitted to the data. The ML estimates wereα = 0.4608 andβ = 33.9049. Figure 2 represents the cumulative relative frequency versus the theoretical cumulative probabilities. Graphically, it can be seen that the theoretical probabilities fit the empirical ones quite well. In fact, the associated correlation coefficient between them is 0.9986. 
Carrol
Empirical cumulative probability Cumulative probability of fitted Muth Distribution Figure 2 . Fitted scaled Muth distribution to Carrol data set.
Although from Figure 2 we see that the scaled Muth distribution provides a good fit, we also applied several goodness of fit tests, specifically, the Cramér [11, Chapter 4] . To get the p-values we applied a parametric bootstrap by generating 1000 bootstrap samples (cf. Stute et al. [23] and Babu and Rao [3] for full details). The results obtained are shown in Table 6 and clearly suggest that the scaled Muth distribution provides a satisfactory fit. Finally, we compared the scaled Muth distribution with other models commonly used to fit non-negative data such as the exponential, gamma, lognormal and Weibull distributions. For this aim, we calculated the Akaike information criterion AIC (cf. Akaike [2] ) and the Bayesian information criterion BIC (cf. Schwarz [22] ), which are defined as follows AIC = 2r − 2 log L, BIC = −2 log L + r log n − log(2π) ,
where r is the number of parameters and L denotes the maximized value of the likelihood function. The model with lower values of AIC and/or BIC is preferred. Table 7 shows the ML estimated parameters and the AIC and BIC values for each distribution. Accordingly, it is clear that the scaled Muth distribution provides a better fit. 
Conclusions
The Muth distribution is a model for non-negative continuous random variables introduced in the Seventies in the context of reliability theory. For decades, this probability model has been overlooked in the literature with the exception of a paper by Leemis and McQueston [15] , where its relation with the exponential distribution was pointed out. In the current paper, various mathematical properties of the Muth distribution are derived. More precisely, the variate generation property is shown by using the Lambert W function, the mode is given in closed form as a function of the golden ratio and tractable expressions for computing the moments are obtained in terms of the generalized integroexponential functions, which are also useful to calculate the moments of the order statistics. Parameter estimation is performed and a Monte Carlo simulation study reveals that the maximum likelihood method provides acceptable estimates. In addition, a scaled version of the Muth distribution is considered and a real data set application illustrates its usefulness.
