Abstract: Emotion recognition from facial expressions using videos is important in human computer communication where the continuous changes in face movements need to be recognized efficiently. In this paper, a method using the geometrical based approach for feature extraction and recognition of six basic emotions has been proposed which is named as GAFCI (Geometrical Approach for Feature Classifier Identification). Various classifiers, Support Vector Machine (SVM), Random Forest, Naïve Bayes and Neural Networks are used for classification, and the performances of all the chosen classifiers are compared. Out of the 83 feature points provided in the BU4DFE database, optimum feature points are identified by experimenting with several sets of feature points. Suitable "feature-classifier" combination has been obtained by varying the number of feature points, classifier parameters, and training and test samples. A detailed analysis on the feature points and classifiers has been performed to learn the relationship between distance parameters and classification of emotions. The results are compared with literature and found to be encouraging.
Introduction
Emotion recognition has become an emerging area of research to provide support in applications like patient monitoring, driver fatigue detection, robotics, animation, forensics, medical aid, psychology, and surveillance, etc. Many researchers have presented methods for automatic recognition of emotions from videos. For recognizing emotions using BU4DFE, a method was proposed using Iterative Closest Point (ICP), Free Form Deformation (FFD), vector projections and Hidden Markov Model [1] . An emotional avatar image concept using FERA 2011 database has been developed in [2] . Wan using geometrical approach proposed a method that uses Euclidean distance, Principal Component Analysis and SVM [3] . A model for emotion recognition using facial Points Localization Model has been developed in [4] . Sandbach made a comprehensive survey on the developments of 3D and 4D facial expression recognition, and reviewed the tracking and alignment methods [5] . A novel phase congruency based descriptor for dynamic facial expression analysis which is robust to image scale and illumination variations was introduced in [6] . Appearance, geometric and curve based are the different approaches for feature extraction.
The recognition of six basic emotions namely, anger, happy, fear, disgust, sad and surprise in videos is challenging when pose and illumination vary, occlusion of objects, uncertainty in face motion, etc., Factors such as apex frame extraction, number and location of feature points, method to form feature vector and choice of classifier play vital roles in emotion recognition. A suitable "feature-classifier" combination improves the accuracy of emotion recognition. To address the feature-classifier combination and identification of optimum number of feature points, we proposed a dynamic method for apex frame extraction and geometric based approach for feature extraction in our earlier works [7] [8] . Video sequences from BU4DFE database [9] had been used. The apex frame and a suitable classifier are the key elements for emotion recognition. The accuracy obtained in [7] was 84.12%. To improve the accuracy, we determine optimum feature points starting from 39 [10] out of the 83 feature points provided in the BU4DFE database by experimenting with different sets of feature points 8, 11, 15, 17, 19, 20, 23, & 25 . Feature points are added and removed on the face regions by identifying the significant feature points iteratively based on the distance measure and the accuracy obtained for each set of feature points. Support Vector Machine (SVM), Random Forest (RF), Naïve Bayes (NB) and Neural Network (NN) classifiers are used and the accuracy obtained by these classifiers for basic emotions are compared. For the given emotions and test samples we compare the accuracy of all the four classifiers and utilise the classifier that yields the best results. A user friendly Graphical User Interface (GUI) has been developed for this experimentation. The proposed method using geometrical approach for determining optimum feature points and "featureclassifier" identification is named as GAFCI (Geometrical Approach for Feature Classifier Identification).
GAFCI uses two frames for feature extraction and gives comparable results with a lucid methodology when compared to complex algorithms in literature that use multiple frames for feature extraction. The accuracy obtained using GAFCI is better than curve based approach [11] and mesh model method [12] . The major highlight of this work is in identifying a suitable "feature-classifier" combination. If a specific pool of feature points and set of classifiers are given, the GAFCI arrives at a suitable classifier and a set of optimum feature points respectively. Determination of optimum feature points, appropriate classifier, comparative analysis on the performance of the classifiers for different number of feature points, identification of suitable training and test samples and "featureclassifier" combination are the important highlights of this work. As per the knowledge of the authors such an analysis has not been carried out earlier.
The remainder of this paper is organized as: Section 2 gives a detailed view of the proposed system GAFCI, Section 3 discusses the results, Section 4 describes the identification, analysis of classifiers, Section 5 describes "feature-classifier" identification and Section 6 concludes our work.
Proposed system (GAFCI)
The procedure for emotion recognition is shown in Figure. 1. The major steps in recognizing emotions in videos involve apex frame extraction (detecting the frame where the peak of an emotion is Figure. 1 Procedure for emotion recognition expressed) [7] followed by feature extraction and classification. The number of frames varies from 65 to 100 for a 4 sec video. A video expressing emotion will have frames containing neutral, onset, apex and offset of that emotion. For the chosen feature points in a single frame, distance parameters are determined between them. This is performed for apex and neutral frames. The difference between these distance parameters is calculated for apex and neutral frames. The distances form the feature vectors and the feature vectors for all the emotions and subjects are given to classifier for classification.
Feature extraction
The apex frame extraction is followed by feature extraction. In geometric based feature extraction method, feature points are marked on the face which describes the geometric information about features of the face like eyebrow, eye, nose and mouth. BU4DFE database has 83 feature points marked on face for every frame. 39 feature points are selected out of 83, for both neutral and apex frames and is shown in Figure. 2. When facial expression changes, the vertical displacement is determined by the movement of eye, eyebrow and mouth; horizontal displacement is determined for corner points in mouth. The horizontal and vertical distances between the feature points li , lj in one frame are represented as (li,lj)X and (li,lj)Y respectively. Horizontal and vertical distances are calculated as 
To calculate the distance in GAFCI for feature extraction, either 'x' or 'y' coordinate of the feature points is considered based on horizontal or vertical distance respectively. For example, k26 refers to horizontal distance calculated by using the 'x' coordinates of feature points 34 & 28, and the remaining vertical distances are calculated by taking the 'y' coordinates of the feature points. Set of sample horizontal and vertical distances are shown in Table 1 . After calculating the 39 distance parameters for neutral and apex frames individually, the difference between the corresponding distances in neutral and apex frame are calculated by subtracting the distance parameters. They are then concatenated to form a feature vector which is given as [dk1, dk2,…,dk39] where dk is the difference between the distances for a feature point in neutral and apex frame of an emotion. Only two frames have been used for the formation of feature vector instead of the complete video sequence. This process is repeated for 60 subjects and 6 emotions. The feature vector thus formed for 39 feature points is given in Equation (2) . So, the dimension of feature vector is 606 x 39 for 39 feature points. The feature vector is fed to classifiers for classifying into emotions. Let 's' be the number of subjects and 'e' be the number of emotions. 
We now proceed to extract different sets of feature points 8, 11, 15, 17, 19, 20, 23 and 25 that are marked on a frame as shown in Figure. 3. These set of feature points are iteratively extracted. The procedure includes feature extraction, feature vector formation, classification by 4 classifiers and analysis of results. To the 39 feature points, few feature points are added in mouth, chin and lower cheek region and few feature points are eliminated to arrive at 25 feature points as shown in Figure. 4. For 25 feature points set, the horizontal and vertical distances for outer and inner corner points on mouth are represented as k1, k2, k3 and k4 respectively. k5 and k6 denote two vertical distances from upper and lower mouth to chin respectively. The vertical distances from eyes to eyebrows are denoted as k7 and k8. Vertical distances from nose corners to lower mouth centre point are represented as k9 and k10. Determination of distance parameters for the aforesaid feature points are shown in Figure. 5. The distances between the feature points in neutral and apex frames are determined using Equation (1) by varying the indices in the variables depending on the number of feature points chosen. Similar to feature points 39, after calculating the distance parameters for neutral and apex frames individually, the difference between the corresponding distance parameters in neutral and apex frame are calculated by subtracting them. They are then concatenated to form a feature vector by using Equation (2) by varying the indices of dk. This procedure is repeated for 60 subjects and 6 emotions. The feature extraction is related to accuracy and is elaborated in Section 4.1 for remaining sets of feature points. The feature vectors are given to classifier for classifying into 6 basic emotions which is discussed in the next subsection.
Classification
Four classifiers viz. SVM [13] , NN [14] , RF [15] and NB [16] are used in this work. The feature vectors formed are divided into training and test samples and they are fed to each of the classifiers separately for training and testing. The classifier initially gets trained to the feature vector and then classification is performed for the test samples. The emotion closest to the threshold distance of the target emotion is identified as the expected emotion A Graphical User Interface (GUI) is developed to choose different sets of feature points, classifier, kernels, number of trees, number of training and testing set etc., and to determine the accuracy with user friendly options. The GUI screen and the options are shown in Figures 7(a) , & 7(b). Classification using SVM, NB and RF are invoked using GUI. Neural network is executed directly using Neural Pattern Recognition (NPR) tool in Matlab. After performing training and classification, result for the given input is displayed in the GUI.
The average accuracy for all the samples and the confusion matrix are displayed in GUI. In addition, one image for an emotion that resulted in maximum accuracy is also displayed. The numbers 1-6 in confusion matrix in rows and columns as headers represents six basic emotions in order as shown in the GUI and it represents the target and output class. 
Results
This section gives a detailed insight into the performance of the feature points and classifiers chosen. For the four classifiers, different sets of training and test samples, and the sets of feature points chosen, the emotion-wise classification accuracy is determined. Standard Deviation (SD) is used to define the consistency of a classifier. A classifier is said to be consistent if its SD is the lowest among the four classifiers used.
The behaviour of each classifier with respect to their input features and the accuracy for different emotions are discussed in detail in the subsections. Matlab R2014b with Intel i7 and Windows 7 is used for experimentation. The experiment is repeated 10 times and accuracy and time taken are obtained by averaging over all trials. We require the classifier to recognize emotions within 5 sec for suitable real time applications.
Support Vector Machine
We tested with kernels like linear, polynomial, Sigmoid and Radial Basis Function and determined that Sigmoid kernel yields the best accuracy. The Sigmoid kernel is given as ( , ) = ℎ( . + ) (3) The xi and xj are different training vectors, 'c' is a cost parameter and ' ' is the margin band. The performance for different sets of feature points and training and test data sets is shown in Figure. 
Random forest
The average accuracy obtained for various training and test samples, 500 trees and different feature points is plotted in Figure. 9. Training and test samples (48,12) yields the maximum average accuracy for all the feature points. 17 feature points result in the highest accuracy 92.36%. The influence of different number of trees (10, 50, 100, 200, 300, 400, 500 and 1000) on accuracy is analysed. The emotion-wise accuracies for 17 feature points for (48,12) for 4 values of trees are shown in Table 2 . The emotion 'anger' is recognized at 100% accuracy for all the values of trees considered. Apart from 'happy', remaining emotions are well recognized. The performance analysis of RF for emotion 'happy' is discussed in Section 4.2. As the number of trees increases, accuracy improves but time taken increases. A trade-off between accuracy and time taken needs to be considered when choosing the number of trees. The percentage of increase in accuracy from 500 to 1000 is just 0.55 but there is an increase of 1.5 times in classification time. Therefore, 500 is chosen as the best value of tree as it gives the highest accuracy in 5 sec. Figure. 10 represents the performance of NN for various feature points for (48, 12) training and test samples. It shows that 25 feature points has maximum accuracy as 84.7%. Compared to other classifiers NN perform poorly. Increasing number of subjects and samples will improve the accuracy as the performance of NN depends on the volume of samples used for training. The classification time also increases which is not preferable for the applications where time is a major criterion. 
Neural network

Naïve Bayes
For NB classifier, the accuracy obtained for different feature points and various training and test samples is shown in Figure. 11. Naïve Bayes achieves maximum accuracy 88.89% for both 25 and 17 feature points for (48,12) samples. The average time taken for Naïve Bayes is 5 sec. 
Identification and analysis of classifiers
This section describes the extraction of different sets of feature points, identifies optimum feature points, training and test set, and suitable classifier. The performance evaluation of the two best feature points set and classifiers are discussed in detail.
Identification of efficient training & test set, feature point & classifier
Here, we identify efficient training and test combination from a list of training and test samples experimented. In addition, a suitable classifier and feature point set are also determined in this section. Analysis is made on the number of samples used for training and testing for all the classifiers and for all the feature points which is shown in Figure. 12. The average accuracy obtained is maximum for (48,12) that includes 80% training and 20% testing samples. In literature, this combination is widely used and our test results coincide with the literature. So, (48,12) is chosen as the suitable training and test data set.
The accuracy is related to the location of feature points and the procedure for feature points extraction is described in this section. Initially, experiment was performed for 39 feature points and later 20, 19, 11, & 8 feature points are extracted iteratively based on the references [3] , [17] , [13] , & [4] respectively. It is observed that in each iteration the accuracy either increases or decreases for few of the classifiers instead of uniform increase. So, experiment is performed to increase the number of feature points. For choosing feature points 15, 17, 23 and 25, the face is divided into regions namely left eyebrow, right eyebrow, left eye, right eye, nose, and mouth region which includes chin and lower part of cheek. Iteratively feature points are added and removed on face regions. To make the features of "lower" part of the face more prominent, a feature point is added on chin [17] . The "upper" part of the face comprises of eyes and eyebrows and when significant feature points are extracted on those regions, the accuracy for 15 feature points did not improve for NB and NN, instead it reduced for SVM and RF. Similarly, when two feature points are added on inner corner of eyes, the 17 feature points set improved accuracy remarkably for three of the four classifiers. Additionally, when two feature points are added to cheeks, the accuracy drastically reduced for 23 feature points set. So, to improve the accuracy two feature points are added in the inner region of mouth and the 25 feature points performed better than 23 for all the classifiers. In this way the feature extraction is performed. The average accuracies of 4 classifiers and different sets of feature points are compared using Table 3 . From Table 3 it can be observed that SVM, NB and NN achieve maximum accuracy for 25 feature points and RF for 17 feature points. Naïve Bayes gives the same maximum accuracy for 17 and 25 feature points. 25 feature points is identified as the optimum feature points as it gives the best average accuracy among three classifiers. Next, appropriate classifier needs to be identified. For 25 feature points, (48,12) samples emotionwise accuracy for all four classifiers is shown in Table 4 . Number of trees for RF is 200, Sigmoid kernel for SVM and 20 hidden neurons for NN are considered in Table 4 . In NB, apart from the low accuracy for emotion 'disgust' it is comparable to SVM. Neural network performs poorly for all emotions except 'anger' compared to other classifiers. SVM achieves highest accuracy and RF performs similar to SVM. 'Surprise' is recognized at 100% accuracy by all the classifiers and 'happy' is recognized at 100% by SVM and NN. It is observed that SVM is performing consistently well as its SD is less compared to other classifiers.
Analysis of performance of classifiers
Different sets of feature points are extracted from 39 as described in Section 4.1. The locations of feature points contribute to the performance of the classifiers. The question is whether GAFCI has improved the performance of classification or not. GAFCI through which the appropriate feature points are derived has an effect on accuracy. When a person expresses an emotion, the muscles stretch and the movements make the feature points change their locations in vertical and horizontal directions. For example, when eyebrows and mouth move, the feature points on nose, mouth and eyes will change their location. The distances calculated in the emotion image is subtracted from neutral and the difference is a measure of how much each feature point has moved from neutral i.e. actual movement of the feature point. When eyes and mouth are open, the distances k1 to k4, k7, and k8 contribute to the accurate recognition of emotion 'surprise'. Emotions, 'happy' and 'disgust' are well recognized by widening of the mouth. The movement in the lower part of the face is contributed by k5 and k6. For few distance measures the average distances for 10 samples are shown in Table 5 . The distance measures for 'neutral' is also shown as it is used to estimate the movement of the feature points. The distance k4 is maximum for 'surprise'. Table 6 . It is evident from Table 6 for 25 feature points and SVM, emotions 'happy' and 'surprise' result in 100% which is contributed by the distance k4.
Similarly, for 17 & 25 feature points for SVM, emotions 'sad' and 'fear' are recognized well. For 25 and 17 feature points, 'anger' and 'happy' results in the lowest accuracy respectively. For both 'anger' and 'happy' out of 12 test samples, one sample is misclassified into 'disgust' while another into 'sad'. Here, the misclassification happens as the vertical and horizontal distances for those samples fall into the bins of 'disgust' and 'sad'. Whenever a subject expresses blend of emotions, the classifier tries to classify the emotion into the bin which is very close to the threshold as shown in Figure. 6.
In SVM, out of 288 samples, 238 samples are support vectors and the maximum distances for each of them are determined. Few of those distances are k1, k2, k4, k5 and k6. The distances k1 and k2 in mouth are included for all the feature points set, k5 and k6 are determined for 15, 17, 23, & 25 . Though all these distances contribute to the accuracy, it has been identified that the vertical distance k4 of inner mouth feature points which is determined only for 25 feature points contributes significantly to the 93.05% accuracy. Emotion 'happy' and 'surprise' achieve 100% accuracy because of this distance measure. It is concluded that the significant feature points on the face regions extracted by GAFCI method are sufficient to yield good accuracy. From the above discussion, we choose 25 feature points and SVM as the best combination. 
Comparison of results with literature
The results obtained for GAFCI are compared with literature and is shown in Table 7 . The features considered for comparison are the database, algorithm, number of feature points, and accuracy. The number of feature points is a very important factor for comparison as the accuracy depends on the distance parameters in feature vector. The procedure for emotion recognition employs selection of feature points, distance measure and difference between them for neutral and apex frame. There is a quantum leap in accuracy when using 25 feature points in comparison to 26 feature points [12] . The results of GAFCI when compared with [18] shows that 25 feature points are sufficient instead of 83 to achieve a similar accuracy. This shows that the accuracy of GAFCI is higher than the results reported in literature. 
Feature-Classifier identification
We define optimum feature points and classifier as those that gives maximum accuracy. If only a specific pool of feature points and classifiers are given, arriving at suitable classifier and set of optimum features points respectively can be very useful. Based on the results presented in the previous section, we determine the optimum number of feature points as well as the optimum classifier in this work. In addition, optimum classifier-emotion combination is also identified.
Optimum feature point identification
Given a set of test samples and classifier, the GAFCI identifies the optimum feature points as shown in Figure. 13. The optimum number of feature points is identified from Table 3 by selecting the corresponding feature points for the maximum accuracy. The "classifier-optimum feature points" combination is represented in matching colours. From Figure. 13, it can be inferred that when test samples and RF classifier is given, 17 is the optimum number of feature points. When 17 and 25 feature points are compared, the former performs well for RF and NB while the later does so for SVM, NB, and NN. For majority of classifiers the choice of feature points is 25.
Optimum classifier identification
Given a set of test samples and feature points, GAFCI determines optimum classifier as shown in Figure. 14. The optimum classifier is identified from Table 3 by choosing the classifier that yields the highest accuracy for each set of feature points (maximum accuracy in a row). When the performance of RF and SVM is compared, for six different sets of feature points RF is the optimum classifier. However, if accuracy is a major criterion then SVM is the best classifier. When test samples and 19 feature points are given as input, the GAFCI identifies SVM and RF as the optimum classifiers. Determination of the best classifier in this situation is discussed in Section 5.3. Figure. 14 Optimum classifier identification
Optimum classifier-emotion identification
The next important contribution is appropriate classifier identification for an emotion. Suppose for a given feature point set, test samples are tested by all the four classifiers and if the classifiers' accuracies are different then which classifier's results should be considered? This is addressed using the output displayed in the GUI. When the classifier is tested for test samples and set of feature points, the GUI displays confusion matrix ( Figure.  7a ) and also the image(s) of the emotion which has the highest accuracy. For NN, the NPR tool displays a confusion matrix. The confusion matrices given by the classifiers are compared to find the maximum recognition for a particular emotion and the emotion identified by that classifier is considered as the emotion for the given test samples. SVM and RF are identified as the optimum classifier in Figure. 14 and from Table 4 it can be derived that for emotion 'anger' NN gives the best accuracy. Naive Bayes achieves maximum accuracy for the emotions 'fear', 'sad' and 'surprise' on par with SVM.
Conclusion
We have performed a comparative analysis on the classifiers SVM, RF, NB, and NN to identify the classifier that yields the best results. The location and number of feature points are very essential and plays a significant role in formation of feature vector that contribute to the recognition of emotions. We have experimented on this aspect by choosing significant feature points out of 83 feature points given in the BU4DFE database and discussed the role of horizontal and vertical distances between the feature points. The set of 25 feature points perform well for three of the classifiers used and it is considered to be the optimum. SVM achieves the maximum accuracy of 93.05% for 25 feature points and chosen as the appropriate classifier. The suitable parameters for SVM and number of trees for RF are determined. We also identified RF as one of the appropriate classifiers for a few feature points.
An exclusive study has been made on the number of training and test samples for four different classifiers and it has been identified that (48, 12) training and test samples perform well for 60 subjects. Analysis on misclassification of emotion is performed. A significant contribution is optimum feature-classifier identification, where a set of efficient feature points and classifier are identified. In addition, an optimum classifier for each emotion has been determined. Implementing emotion recognition using GAFCI with pose and illumination variations will be considered as future work.
