A class of surfaces-graphs in a Riemannian 3-space with a prescribed projection of one field of principal directions onto a surface Π is considered. A problem of determination of such surfaces when both principal curvatures are given over a line in Π is formulated and studied. The geometric problem is reduced to the Cauchy problem for quasilinear PDE's which, under certain conditions for data, are hyperbolic and admit a unique solution. It is shown that the parallel curved (PC) surfaces in space forms provide a special class of global solutions to the geometrical problem with weaker regularity assumptions. Such solutions may be found by an iteration function sequence.
Introduction
The surfaces possessing nontrivial deformations which preserve principal curvatures and directions (or, equivalently, the shape operator) were investigated by several authors, see [4] , [10] and review with bibliography in [6] . It is known that surfaces with one family of principal curves being geodesic (as for parallel curved (PC) surfaces recently studied in [2] - [3] ) represent degenerate case in studying immersions of simply connected surfaces with a prescribed shape operator. Recent studying of reconstruction of surfaces by their partially given principal curvatures and directions may be useful for applications of differential geometry to computer graphics, the wavefront analysis in applied optics, etc.
In what follows, (M 3 ,ḡ) denotes a C 3 -regular Riemannian 3-space with coordinates x 1 , x 2 , x 3 (|x i | ≤ a i ) for some a i ∈ R, Π = {x 3 = 0} a C 3 -regular surface, γ = {x 2 = x 3 = 0} the coordinate curve, and π(x 1 , x 2 , x 3 ) = (x 1 , x 2 , 0) the curvilinear projection.
In the paper we consider surfaces-graphs M 2 ⊂M 3 with prescribed curvilinear projection (onto Π) of one field of principal directions. We show (see Theorem 1) that such surfaces depend on two arbitrary functions of one variable, namely, the principal curvatures over γ which are assumed close enough to corresponding values for Π. More precisely, we study the following.
Problem 1 Given (M 3 ,ḡ), a vector field l transversal to γ on Π, functionsk 1 and k 2 of class C 0 (γ), find a function f of class C 2 (Π), whose graph M 2 : x 3 = f (x 1 , x 2 ) inM 3 satisfies the conditions: (i) the projection (π) onto Π of the field ∂ 1 of principal directions corresponding to the principal curvature k 1 (of M 2 ) coincides with l, (ii) the principal curvatures k i (of M 2 ) over γ coincide withk i : k i| γ =k i , (iii) the values of f and df at the point (0, 0, 0) of γ are given.
Our approach is based on reducing the Problem 1 to the Cauchy problem for a quasilinear system of PDE's which, under certain conditions for data, is hyperbolic and admits a unique local smooth solution. The PC surfaces in R 3 represent a special class of solutions when a family of curvature lines projects onto Π as parallel lines or concentric circles. Such surfaces are recovered by an iteration function sequence and using the reconstruction of two planar curves by their curvature (see Theorem 2 and Proposition 1). Notice that the space of PC surfaces free of umbilics and having the same shape operator depends on one arbitrary function of one variable, see [4] .
The structure of the work is the following. Section 1 represents main results (Theorems 1 -2 and Corollary 1 for M 2 ⊂ R 3 ). Section 2 contains proofs. Section 3 contains necessary facts on PC surfaces and examples.
Main results
We shall use the following notation: u = (u 1 , . . . , u n ) ∈ R n ; u ∞ = max 1≤i≤n |u i |, For simplicity, we assume in what follows that Π is a totally umbilical surface with the normal curvature λ (if λ ≡ 0 then Π is totally geodesic).
The main result of the paper is the following.
Theorem 1 Letk 1 ,k 2 be functions of class C 1 (γ), l a vector field of class C 2 (Π), that is transversal but not orthogonal to γ. If k i − λ | γ γ are small enough, then Problem 1 admits in (M 3 ,ḡ) a unique local solution. Namely, there are ∆, K > 0 such that if k i −λ | γ γ < ∆ (i = 1, 2), then for some ε ∈ (0, a 2 ] there exists a function f of class C 3 on Π K,ε = {|x 1 | + Kx 2 ≤ a 1 , 0 ≤ x 2 ≤ ε, x 3 = 0} with the properties: the principal curvatures k i of M 2 : x 3 = f (x 1 , x 2 ) satisfy k i| γ =k i , l is tangent to the π-projection onto Π K,ε of k 1 -curvature lines, and f (0, 0) = df (0, 0) = 0. Moreover, there is r ∈ (0, a 3 ] such that the solution f is unique in the class of C 3 -regular functions satisfying (f, f x 1 , f x 2 ) Π K,ε ≤ r.
One may apply Theorem 1 to surfaces in 3-space forms (see also Section 3.2). We illustrate this for R 3 with cartesian coordinates.
Corollary 1 Let α = 0 be a function of class C 2 on a rectangle Π = {|x| ≤ a 1 , |y| ≤ a 2 , z = 0} in R 3 (with cartesian coordinates), andk 1 ,k 2 functions of class C 1 on the segment γ = {|x| ≤ a 1 , y = z = 0}. If k i γ are small enough, then Problem 1 admits a unique local solution. Namely, there are ∆, K > 0 such that if k i γ < ∆, then for some ε ∈ (0, a 2 ] there exists a function f of class C 3 on Π K,ε = {|x| + Ky ≤ a 1 , 0 ≤ y ≤ ε, z = 0} with the properties: the principal curvatures k i of the graph
, the vector field α ∂ x + ∂ y is tangent to the projection onto Π K,ε of k 1 -curvature lines, and f (0, 0) = df (0, 0) = 0. Moreover, there is r > 0 such that the solution f is unique in the class of
Remark 1 (a) The condition that Π is totally umbilical can be dropped. In this case,k i should be close enough to corresponding principal curvatures of Π along γ, and l close enough to one of principal directions on Π. The values of f (0, 0) and df (0, 0) can be taken small enough (see Proposition 5) , in the present text for simplicity we assume them zero.
If α = const = 0 in Corollary 1, then M 2 is a PC surface, i.e., the planes {x − α y = c} intersect M 2 by curvature lines, see Section 3.1. PC surfaces in spherical coordinates, see also Section 3.1, illustrate Theorem 1.
(
, where γ x (t) (x ∈ Π) is a unit speed geodesic normal to Π.
The semi-geodesic coordinates (x 1 , x 2 ) on Π with the base curve {x 2 = 0}; have the metric is [9] ), and K is the gaussian curvature of Π. LetM 3 has the coordinates x 1 , x 2 , x 3 (|x i | ≤ a i ) such that -(x 1 , x 2 ) are semi-geodesic coordinates on a surface Π = {x 3 = 0}, -the curve γ = {x 2 = x 3 = 0} is a simple geodesic in Π, and -x 3 is the signed distance to Π (henceḡ i3 = δ i3 andΓ k 33 = 0). One may obtain corollary of Theorem 1, where π :M 3 → Π means "the nearest point" in Π (for R 3 we again have Corollary 1).
We will formulate forM 3 (and study in the paper for R 3 ) the problem that plays essential role in solving Problem 1 for PC surfaces.
Problem 2 Given a vector field
3 satisfies the conditions: (i) the projection (π) onto Π of the field ∂ 1 of principal directions corresponding to the principal curvature k 1 of M 2 , coincides with l, (ii) the principal curvatures k i of M 2 coincide withk i over γ i : k i| γ i =k i , (iii) the values of f and df at the point O are given.
Define a rectangle Π(a) = {(x, y) : |αx + y| ≤ a α, |x − αy| ≤ a} in the xy-plane of R 3 , where a, α ∈ R are positive. The PC surfaces represent a special class of global solutions (i.e., on the domains Π(a) with an arbitrary a < a 1 ) to Problems 1 and 2 with weaker regularity assumptions.
Theorem 2 is based on the following result concerning existence of a solution to Problem 2 in the class of PC surfaces.
} and γ 2 = {(x, 0) :
, with the properties -the principal direction ∂ 1 is orthogonal to the vector e 1 − αe 2 , -k is the principal curvature of M 2 over γ 1 corresponding to ∂ 1 , and -k 2 is the principal curvature of M 2 over γ 2 ∩ Π(a) corresponding to the second principal direction ∂ 2 . The solution can be found using reconstruction of two planar curves by their curvature functions.
Proofs
In Section 2.1 we prove Theorem 1 and its Corollary 1. Based on the Euler formula for the principal curvatures we deduce a system of PDE's (Proposition 2). Using compatibility conditions, we transform above equations to equivalent quasi-linear system (Proposition 3), for which we formulate the Cauchy Problem. The initial values are analyzed in Lemma 1, where M 2 is recovered over γ. Section 2.2 shows that the PC surfaces in space forms (i.e., a family of curvature lines projects onto parallel lines or concentric circles) represent a special class of global solutions to the geometrical problem with weaker regularity assumptions (
. We approximate such solutions by the iterated function sequence, and apply the procedure of reconstruction of two plane curves by their curvature functions (Theorem 2 and Proposition 4). Section 2.3 contains auxiliary lemmas and necessary facts on hyperbolic PDE's.
Proof of Theorem 1 and its corollary
A surface-graph M 2 inM 3 is defined by equation 3 , where p = f x 1 and q = f x 2 . The metric on M 2 is given by g ij =ḡ(e i , e j ). The coefficients of the first and the second fundamental forms of M 2 are denoted by
Suppose that ∂ 1 = α e 1 + e 2 , ∂ 2 = β 1 e 1 + β 2 e 2 are the principal directions on M 2 . We compute the product 0 =ḡ(∂ 1 , ∂ 2 ) = β 1 (αE + F ) + β 2 (αF + G). Hence
From above and Lemma 3 (Section 2.3) it follows Define the functions H ij = H
(1)
, where
and 
The principal curvaturesk i of Π are solutions to the quadratic equation
Since Π is totally umbilical,k 1 =k 2 = λ are the roots of (5), hencē
In this case, (4) is satisfied by anyα.
First, we will prove Propositions 2, 3 and Lemma 1.
Π) are the principal curvatures and l = αē 1 +ē 2 (with α ∈ C 1 (Π)) is the projection onto Π of k 1 -principal direction of M 2 if and only if
Π) and αE + F = 0, then the compatibility conditions for (7a,b) are reduced to PDE's
where
are known functions (see the proof ). The characteristics of (8) are the projections onto Π of curvature lines of M 2 .
Proof. Let V =µ 1 e 1 +µ 2 e 2 be a vector on M 2 . The functions k 1 , k 2 ∈C 0 (Π) are the principal curvatures of M 2 , and l = α e 1 + e 2 is the projection onto Π of k 1 -principal direction if and only if they satisfy the Euler formula k n (V ) = [
. Hence
Notice that if ∂ 1 = α e 1 + e 2 is the principal direction on M 2 then ∂ 2 = −(αF + G)e 1 + (αE + F )e 2 is the second principal direction. We have
Since V is arbitrary, (9) is equivalent to the system
Substituting (7a,b) into (10), we obtain PDE's for
where the matrices A = −H
are C 1 -regular, and the components of the vector b = (b 1 , b 2 ) are
and λ 2 = α. Hence (11) is equivalent to the system (8) with ( (11) is reduced to the system δEk 1,v +c 1 = 0, δGk 2,u +c 2 = 0 that is equivalent to Peterson-Codazzi formulae (see [9] 
. One may compare the last formulae with our compatibility equations (10) .
and (10) holds in Π. (ii) If (7a) holds for x 2 = 0 and (10) holds in Π, then (7a) holds in Π.
and, by commutativity of partial derivatives, (10) holds in Π.
(ii) Denote for short x 1 = u, x 2 = v. By (7a) with v = 0 and (7b), we conclude that p, q and f satisfy in Π the integral equations
(for short we omit the variables k 1 and k 2 in H ij ). By conditions imposed on p, q, f and k i , one may differentiate by u the first integrand in (12a). Using (7b) and
Define the functions Θ 1 = p u −H 11 (u, v, f, p, q), Θ 2 = q u −H 12 (u, v, f, p, q), and Θ 3 = f u −p. By (10) 1 , from (13) it follows
Similarly, differentiating (12b) by u, and using (7b) and (10) 2 , we obtain
(14b) Differentiating (12c) by u and using the first equation in (7b), we obtain
Hence the following equation is satisfied:
For each u ∈ [−a 1 , a 1 ] the system of integral equations (14a-c) is equivalent to Cauchy problem for linear homogeneous ODE's with initial conditions Θ i| v=0 = 0 (i = 1, 2, 3). Hence Θ 1 ≡ Θ 2 ≡ Θ 3 ≡ 0, and (7a) are satisfied. First, we will recover the graph M 2 of f : Π → [−a 3 , a 3 ] infinitesimally along γ, i.e., to solve (16) for f 0 and p 0 , q 0 . Define the quantitȳ
Proof. Denote ∆ i =k i − λ | γ for i = 1, 2. Substitutingk i = λ | γ + ∆ i into (first two equations of) (16) and using (6) gives us along γ df 0 /dx 1 = p 0 , dp (6) . Hence f 0 = p 0 = q 0 ≡ 0 is the solution to (17) with ∆ i ≡ 0. Let us take r ∈ (0, a 3 ]. We claim that ifk i are close enough to λ | γ , then the Cauchy problem (17) has on γ a unique smooth solution satisfying (f 0 , p 0 , q 0 ) γ < r. In aim to apply Proposition 5 to (17) and to the same system with ∆ i ≡ 0 (f 0 = p 0 = q 0 ≡ 0 in the last case), denote by
Since the functions P and Q have continuous partial derivatives w.r. to f 0 , p 0 , q 0 , they satisfy inΩ
wherek 0 is defined by (15). Assume that
By the theory of ODE's, there is a maximal interval −ε 1 ≤ t ≤ ε 2 (ε i ∈ (0, a 1 ]), in which (17) admits a unique solution with the property
On the other hand, in view of (18), (19) and Proposition 5, this solution satisfies in [−ε 1 , ε 2 ] strong inequalities |p 0 (x 1 )| < r/2, |q 0 (x 1 )| < r/2 and |f 0 (x 1 )| < r/2. If ε 1 < a 1 or ε 2 < a 1 , due to the theory of ODE's the solution can be extended on a larger interval with the property (20). Hence, ε 1 = ε 2 = a 1 . Proof of Theorem 1. Since l is transversal to γ, one may assume l = α(x 1 , x 2 )ē 1 +ē 2 for some function α of class C 2 in a neighborhood of γ in Π. Since l is not orthogonal to γ, we have αḡ 11 +ḡ 12 = 0 along γ. There is r 1 ∈ (0, a 3 ] such that αĝ 11 +ĝ 12 = 0 over γ for |f | ≤ r 1 . Define the functions E, F, G and L, M, N by (43b,c) in what follows. In view of |(αE + F ) − (αĝ 11 +ĝ 12 )| ≤ĝ 33 |(αp + q)p|, see (1) 2 , we get αE + F = 0 on the set {(x 1 , 0, f, p, q) :
Restricting (7a) on γ and denoting (8),
with the initial conditions for the functions f, p, q and k 1 , k 2 ,
Notice that there exists ρ ∈ (0, a 2 ] such that αE
and (21) is non-singular. Since α ∈ C 2 , from the definition of Ψ i (see the proof of Proposition 2) it follows that the functions
The normal curvature λ of a C 3 -surface Π is C 1 -regular. From above it follows that functions in right hand side of (21) belong to class C 1 (Ω ρ,r ). The system (21) for the functions f, p, q, k 1 , k 2 is hyperbolic, and it has a diagonal form in its main part (containing the derivatives of unknown functions). First three families of characteristics of (21) are lines {x 1 = c} and the last two families of characteristics are integral curves of ODE's
whereΩ is the projection of Ω ρ,r onto the space of variables f, p, q. By Theorem A (and remark after it, with c i > k i γ for k i ) there is ε ∈ (0, ρ] such that the Cauchy problem (21), (22a,b) admits a unique solution {f, p, q, k 1 , k 2 } ∈ C 1 (Π K,ε ) with (f, p, q) Π K,ε ≤ r. By Proposition 3, equations (7a,b) are valid in Π K,ε and f ∈ C 3 (Π K,ε ). Furthermore, by Proposition 2, the functions k i (i = 1, 2) are the principal curvatures of the graph M 2 : x 2 ) , and, in view of (22b), the conditions k i| γ =k i (i = 1, 2) are satisfied. Thus, the surface M 2 represents a solution of Problem 1.
Suppose that a C 3 -regular surface-graph M 2 : . From Proposition 2 it follows that k 1 , k 2 ∈ C 0 (Π) are the principal curvatures and the vector l = (α(x, y), 1) (where α ∈ C 1 (Π)) is the projection onto Π of k 1 -principal direction of M 2 if and only if
For R 3 (x, y, z), the system (7b) - (8) with λ = 0 has a form (see also (3))
Similarly to the proof of Theorem 1, one may show that there are r, K > 0 and ∆ ∈ (0, r) such that if k i γ < ∆, then for some ε ∈ (0, a 2 ) the Cauchy problem (24) with p(·, 0) = p 0 , q(·, 0) = q 0 , k i (·, 0) =k i , (i = 1, 2) is non-singular and admits a unique solution p, q, k 1 , k 2 of class C 1 (Π K,ε ) with (p, q, k 1 , k 2 ) Π K,ε ≤ r. Moreover, there is a unique function f of class C 2 (Π K,ε ) such that f x = p, f y = q and f (0, 0) = df (0, 0) = 0. As in the proof of Theorem 1, one may show that f ∈ C 3 (Π K,ε ) and the surface-graph M 2 : z = f (x, y) represents a unique solution of Problem 1 in the class of functions from the formulation of the corollary.
Proof of Theorem 2 and Proposition 1
A surface M 2 in R 3 (k) is called parallel curved (PC) if there is a totally umbilical (or totally geodesic) surface β ⊂ R 3 (k) such that at each point x ∈ M 2 there is a principal direction tangent to β d (a parallel surface to β on the distance d). Surfaces of revolution and cylinders in Euclidean space R 3 provide examples of PC surfaces (see [2] and [3] ). We study PC surfaces in space forms R 3 (k) (see also Section 3.2) in relation to Problems 1 and 2.
A PC surface M 2 in R 3 (k) (a Riemannian 3-space of constant curvature k) can be recovered locally by exact procedure. We will prove the claim for PC surfaces in R 3 . In Proposition 1 we solve Problem 2 using twice the reconstruction a plane curve by its curvature.
Proof of Proposition 1 will be divided into three steps. 1. We apply geometrical construction of Proposition 6 when β ⊂ R 3 is a plane with the normal α e 2 − e 1 . In this case, l = α e 1 + e 2 is a constant vector field (its trajectories are parallel lines). The planes parallel to β intersect M 2 transversally by curvature lines, Fig. 1(a) . Let π 1 : M 2 → β 0 be the orthogonal projection onto the plane β 0 = {x−α y = 0}. Let γ 0 (t) ⊂ β 0 be a k 1 -curvature line on M 2 through the origin O(0, 0, 0). The normals to γ 0 (lines in β 0 ) and parallel curves (of constant distance) to γ 0 form a semi-geodesic net on β 0 on a neighborhood of γ 0 . Let us parameterize γ 0
in (u, v)-coordinates of β 0 . Notice thatẽ 1 ,ẽ 2 ,ẽ 3 (ẽ 3 = (α e 1 − e 2 )/ √ α 2 + 1 is a unit normal to β 0 ) is the orthonormal frame of R 3 . The curvature of γ 0 is
From (25) and (26) it follows the inequality |v
. If we takek ≤
, then a unique solution v 0 (u) to (25), (26), defined for |u| ≤
, satisfies the inequalities
Sincek(u) is C 1 -regular, from (26) it follows that v 0 (u) is C 3 -regular. Hence, the curve
, see [9] . 2. Assume now that ρ = ρ(h) (the function of h) and translate γ ρ(h) on the height h in the normal direction to β 0 . Then, the obtain (u, h)-parametrization of M 2 near γ 0 with β 0 -level curves γ ρ ,
Using the equation for principal curvatures,
Notice that k 1 (u, h) is the curvature of γ ρ multiplied by cos ϕ, see (29) 1 , where ϕ is the angle between β 0 and the tangent plane to M 2 through the intersection point. The 2-nd principal curvature, k 2 (u, h) (does not depend on u) is simply the curvature of the curve r(h) = [h, ρ(h)] in the vertical plane β ⊥ = {αx + y = 0} with the ρ-axis Oz. One may recover a C 2 -regular function ρ(h) for small enough h from (29) 2 , solving the BVP
, then by Lemma 2, a unique solution ρ(h) to Cauchy problem (30) exists for |h| ≤
, and satisfies the inequalities |ρ| ≤ √ 2 a 2 1k
One may recoverk(u) from (29) 1 for ρ = 0 with known k 1 (u, 0). Finally, v 0 (u) is a unique C 2 -regular solution to (26) with initial values (25). It was shown that if
min{1, 1/α}, then the parametrization (28) defines a regular surface over the rectangle of parameters (u, h)
Equations (28) of M 2 in cartesian coordinates (x, y, z) take a form
In view of (28), (32), C 3 -regularity of v 0 (u) and C 2 -regularity of ρ(h), the surface
, 0], and
0, and M 2 regularly projects onto a neighborhood of γ 1 in xy-plane. It is not difficult to see that M 2 is C 2 -regular. Let us show that for any a ∈ (0, a 1 ) there is δ > 0 such that ifk < δ, the surface M 2 regularly projects onto Π(a). Based on (28) 1 , we write (32) 1,2 in the equivalent form u =
.
Consider the mapping
] associated with above system. We will show that for any (x, y) ∈ Π(a) the system , h =
Assume that the metric inΠ(a 1 ) is induced by the norm (u, h) ∞ = max{|u|, |h|}. In order to apply the Banach fixed point theorem, we will show that for a small enoughk the mapping T mapsΠ(a 1 ) into itself, and that T is a contraction. If
, then using (31) 1 , we obtain for (x, y) ∈ Π(a) and (u, h) ∈Π(a) that |x − α y| ≤ a 1 and
Under above condition fork, T mapsΠ(a 1 ) into itself. To show that T :Π(a 1 ) → Π(a 1 ) is a contraction, we find the differential of T at (u, h) ∈Π(a 1 ):
Using (27), (31), we obtain the following estimates:
Hence, for a small enoughk the norm dT (u, h) ∞ is less than 1 for any (u, h) ∈ Π(a 1 ), that is the mapping T is a contraction inΠ(a 1 ). Thus, for small enoughk, the projection proj xy (the orthogonal projection onto the xy-plane) realizes a bijection between the surface M 2 ∩ proj ). Now, X(u) and v 0 (u) are functions to be found using the boundary values of the principal curvatures. Denote w = v ′ 0 (u). Consider the system
whereρ(x) := ρ(
, a] function, and X = X(η), w = w(η) in the integrand.
Due to the proof of Proposition 1, we are looking for the parametric form (32) of M 2 , where U, V, W (the functions of u, h) are given in (28), and v 0 (u) satisfies (26) with unknown functionk(u). By Proposition 1, the principal curvature k 2 of M 2 satisfies k 2 (x, 0) =k 2 (x). It is sufficient to show that for small enoughk i there exists a unique pair X(u), v 0 (u) (and hence M 2 ) such that k 1 (x, 0) =k 1 (x) for the principal curvature k 1 of M 2 . From (32) with Y = 0 we conclude that the pair X = (X(u), v 0 (u)) satisfies the equation
] (a ∈ (0, a 1 )). In order to satisfy k 1 (x, 0) =k 1 (x), we rewrite (29
Substitutingk(u) of (26) into (34), we get the integral equation 
From (31) 1,2 we get that ifk ≤ min{
Hence ∂ X (X − F (X, u, w)) > 0 for any (X, u, w) ∈ [−a 1 , a 1 ] × I × R. We conclude that (33) 1 admits a unique solution X =X(u, w) ∈ [−a 1 , a 1 ] for any (u, w) ∈ I × R.
Since the function F is C 1 -regular in [−a 1 , a 1 ] × I × R, by the Implicit Function Theorem, the functionX is C 1 -regular in I × R. Let us substitute X =X(u, w) into (33) 2 , which is equivalent to Cauchy problem
We will show that (37) admits a unique solution w(u) in C 0 (I). By estimates (31) 1,2 and definition of function Φ, we have
. Sincek 1 (X),ρ(X) and Φ(X) are C 1 -regular in [−a 1 , a 1 ], the ODE (37) satisfies the conditions required for local existence and uniqueness of a solution to Cauchy problem. In order to show that the solution to (37) does not blow up in I, we need an a'priori estimate of a solution to (33) 2 with X =X(u, w). 
By Lemma 2, the estimate |w(u)| ≤
Since the bound for |w(u)| in [−c, c] does not depend on c, the solution w(u) exists and is continuous on I. So, we have proved the claim (X(u) =X(u, w(u))) in the product space B, moreover, by above a'priori estimate, the solution belongs to the smaller spaceB := B (0, a 1 ) × B(0, 1) . The desired C 2 -regular surface M 2 is given by (32), (28), where v 0 (u) = u 0 w(η) dη. Using (34) 2 and Proposition 1, we obtain that for any a ∈ (0, a 1 ) there exists δ > 0 such that ifk < δ, then M 2 projects regularly onto Π(a) and M 2 is a unique surface with the properties indicated in the theorem. 
with the starting point (
Proof. Indeed, a fixed point of S is a solution to (33). Let us prove that for a small enoughk the solution (X(u), w(u)) to (33) (that determines the surface M 2 ) can be found by an iterative process. First we will show that for a small enoughk the operator S mapsB = B(0, a 1 ) × B(0, 1) into itself. Denote G(X, w) :=
. By (31) 1 and (38), fork ≤
By this and (35), for a small enoughk the operator S mapsB into itself. Let us show that S :B →B is a contraction w. r. to some metric onB for a small enoughk. From (31) 1 we obtain
, if (X, u, w) ∈ [−a 1 , a 1 ]×I ×R. This estimate and (36) mean that ∂ X F and ∂ w F becomes arbitrary small for a small enoughk, hence the first component of S = (S 1 , S 2 ) satisfies w.r. to X, w the Lipschitz condition with the Lipschitz constant L 1 ∈ (0, 1) for a small enoughk. Let us compute the differential of the second component S 2 (of S) at a point (X(u), w(u)) ∈B:
and In aim to show that S is a contraction, let us define the following metric in the second component B(0, 1) of the product spaceB: d T (w 1 , w 2 ) = max u∈I e −T |u| |w 1 (u) − w 2 (u)| (see [8] ), where T > 0 will be chosen in the sequel. Clearly, this metric is equivalent to the original
Let us estimate for (X i , w i ) ∈B (i = 1, 2), u ∈ I, u ≥ 0:
A similar estimate is valid for u < 0. Thus,
Above arguments imply that if T > L 2 andk is small enough, then S is a contraction inB w.r. to the metric defined above. By the Banach fixed point theorem, for any ψ = (X 1 (u), w 1 (u)) inB the iterated function sequence ψ, S(ψ), S(S(ψ)), . . . converges uniformly on I to the unique fixed point (X(u),
u, 0) ∈B, this point can be chosen as starting one in the iterative process.
Auxiliary results
We consider a first order quasilinear system of PDE's, n equations in n unknown functions u = (u 1 , . . . , u n ) and two variables x, y ∈ R,
where A = (a ij (x, y, u)) is an n × n matrix, b = (b i (x, y, u)) is an n-vector. The Cauchy problem for (39) is the problem of finding u such that (39) and u(x, 0) = u 0 (x) are satisfied, where u 0 is given. When the coefficient matrix A and the vector b are functions of x and y only, the system is linear. When A and b are functions of x, y and u, the system is quasilinear.
The system (39) is called hyperbolic in the y-direction at (x, y, u) (in an appropriate domain of the arguments of A) if the (right) eigenvectors of A are real and span R n . In this case, let R = [r 1 , . . . , r n ] be the matrix of the (right) eigenvectors r i of A. For a solution u(x, y) to (39), the corresponding eigenvalues λ i (x, y, u) are called the characteristic speeds, the vector field ∂ y + λ i ∂ x is the i-characteristic field, and its integral curves are i-characteristics.
Theorem A (see [7] )Let the quasi-linear system of PDE's (39) be such that (i) it is hyperbolic in the y-direction in Ω = {|x| ≤ a, 0 ≤ y ≤ s, u ∞ ≤ r} for some s, r > 0; (ii) the matrices A, R and the vector b are C 1 -regular in Ω; (iii) it is satisfied an initial condition
for which u 0 [−a,a] < r and u 0 is C 1 -regular in [−a, a]. Then there is ε ∈ (0, s] such that (39) and (40) admit a unique
In Theorem A, one may use the norm u c,∞ = max Proposition 5 Let vector functions P and Q satisfy the Lipschitz condition
(with the sameL) for t ∈ [0, h] and u, v ∈ Ω ⊂ R n (Ω a domain). Let y(t) (y(0) = y 0 ∈ Ω) and z(t) (z(0) = z 0 ∈ Ω) are solutions to ODE's y ′ (t) = P (t, y(t)), and z ′ (t) = Q(t, z(t)), resp., where t ∈ [0, h] and y(t), z(t) ∈ Ω.
Proof. We present BVP equivalently in the integral form
with A = y 0 − z 0 ∞ , u = y − z ∞ and v =L it follows the claim. 
Denote by Y (y) = U(y) − u(y) and Λ(y) = 1 0 
whereΓ k ij = sḡ sk (ḡ is,x j +ḡ js,x i −ḡ ij,xs ) are Christoffel symbols.
2 , the coefficients of the 1-st and the 2-nd fundamental forms of M 2 are
where 
The proof of Lemma 3 is based on the following Proposition A (see [1] ). The equations x i =f i (u 1 , u 2 ), (i = 1, 2, 3) define a regular surface M 2 in (M 3 ,ḡ) if and only iff i are regular (of class C 2 ), and the rank of (f i ,x j ) is equal to 2. The first (g ij ) and the second (b ij ) fundamental forms of M 2 with the unit normal (n s ) are given by
whereΓ s µν are Christoffel symbols of the 2-nd kind onM 3 .
Proof of Lemma 3. From the definition E =ĝ(e 1 , e 1 ), F =ĝ(e 1 , e 2 ), G = g(e 2 , e 2 ) it follows (43b). Let n = n 1ê1 +n 1ê2 +n 3ê3 be a unit normal to M 2 . We find n 3 from n 3ĝ33 =ḡ(ê 3 , n) = det(e 1 ,e 2 ,ê 3 ) det(e 1 ,e 2 ,n)
The expressions for n 1 and n 2 of (43a) follow from the linear system g(e 1 , n) = n 1ĝ11 + n 2ĝ12 + n 3ĝ33 p = 0,ḡ(e 2 , n) = n 1ĝ12 + n 2ĝ22 + n 3ĝ33 q = 0.
From (45) 2 , andḡ 13 =ḡ 23 =f a ,ij = 0 (a = 1, 2), a,bĝ ab n a n b = 1, we have where
ij q are the covariant derivatives, see (42).
Appendix: Parallel curved surfaces
We survey basic properties of PC surfaces in aim to illustrate that the PC surfaces provide a special class of solutions to the geometrical problem.
PC surfaces in
(a) For α = const > 0, a solution to (22a,b), (24) is a PC surface in R 3 . Ifk 2 = 0, we get a cylinder M 2 : z = 1/k 2 − (y + αx) 2 /(1 + α 2 ) of radius 1/k 1 with the axis ω = (−1, α, 0). We will build a PC surface with c 3 = const, see Corollary 1. Let
and replacing the function R(
A parallel {Y = c} of above M 2 lies in the plane αy − x = c, and projects onto xy-plane as a line segment.
(b) Consider spherical coordinates (ρ, ϕ, θ) in the domain U = {|ρ − 1| ≤ a 1 , |ϕ| ≤ a 2 , |θ − π/2| ≤ a 3 } of R 3 , where 0 < a 1 < 1 and 0 < a 2 < π and 0 < a 3 < π/2. The curvilinear projection onto Π = {|ρ − 1| ≤ a 1 , |ϕ| ≤ a 2 , θ = The geometric construction of a PC surface M 2 is as follows. The spheres S 2 (c) = {ρ = c} intersect M 2 transversally by k 1 -curvature lines. Let π 1 : R 3 \ {0} → S 2 (1) be the radial projection onto the unit sphere, i.e., π 1 (x) = x/ x . Let γ(t) be a k 1 -curvature line on M 2 , and γ(t) belongs to S 2 (c) for some c. The curve γ 0 = π 1 (γ) is homothetic to γ (the coefficient of homothety is 1/c). The great circles on S 2 (1) orthogonal to γ 0 and the curves of constant distance to γ 0 form a semi-geodesic net on S 2 (1) near γ 0 , see Lemma 4.
A 1-parameter family of geodesics and their orthogonal curves on β is called a semi-geodesic net (it is uniquely determined by the base curve γ 0 ).
Lemma 4
There are (locally) four types of semi-geodesic nets on (β, g k ):
(a) cartesian net, k = 0, −1: γ 0 is a line for k = 0, (horocycle for k = −1), (b) polar net, k = 0 ± 1: γ 0 is a circle, (c) evolvent net, k = 0, ±1: normals to γ 0 are tangent to a curve γ 1 , (γ 0 is evolvent of γ 1 ). (d) super-parallel net, k = −1: γ 0 is a line. The cartesian and polar nets correspond to cylindrical surfaces (k 2 = 0) and surfaces of revolution (k 1 = const along F 1 -curves, the axis is orthogonal to β), resp. (Case (c) appears on PC surfaces illustrated in Fig. 1(b) ).
Proof. It is known that the normals to a regular curve in R 2 (k) (locally) form one of four families: (super-)parallel lines, lines through a point and enveloping a smooth curve γ 1 . Proposition 6 Let M 2 ⊂ R 3 (k) be a PC surface-graph related to a totally umbilical surface β, and F i (i = 1, 2) the k i -curvature lines. Then (i) the principal curvature k 2 is constant along the curves of F 1 , (ii) the curves of F 2 are geodesics, they belong to planes orthogonal to β, (iii) both families of curves project onto β as a semi-geodesic net.
Proof. The curves of F 1 belong to totally umbilical surfaces β d (on the distance d to β), and the curves are parallel on M. Hence, F 2 (that is orthogonal to F 1 ) consists of geodesics of M 2 . Let X i (i = 1, 2) be unit vector fields tangent to F i , n a unit normal to M 2 , ∂ t a unit normal to β. Then X 1 is orthogonal to n and ∂ t . By (2) of Lemma 5 (see Section 3.2) and Rodrigues theorem (see [9] ), X 1 ( n, ∂ t ) = ∇ X 1 n, ∂ t + n, ∇ X 1 ∂ t = k 1 X 1 , ∂ t + n, (log φ) ′ X 1 = 0 where ∇ is the covariant derivative. Hence, the angle between surfaces M 2 and β d along the curvature lines F 1 (the intersection) is constant. The projections of F 1 onto β are parallel curvesF 1 , hence their orthogonal trajectoriesF 2 are geodesics on β. Thus (F 1 ,F 2 ) is a semi-geodesic net on β. In coordinates of curvature lines we have k 2,1 = (k 1 − k 2 ) g 22, 1 2g 22 , see Remark 2. Since g 22 = 1 (F 2 -curves are unit speed geodesics), we obtain k 2,1 = 0, hence k 2 = const along F 1 -curves. One may show that (as in R 3 , see [2] , [3] and (29) 2 in what follows) the curves of F 2 are congruent in M 3 (k) each to another, and lie in planes through geodesicsF 2 ⊂ β and orthogonal to β.
PC surfaces in a Riemannian warped product 3-space
Let (S, g k ) be a Riemannian 2-space of constant curvature k, and ψ : I → R + . The Riemannian warped product 3-space is R 3 (k, ψ) = (I × S, g ′′ + k/ψ 2 = 0 on I, [5] . A surface S(t) = {t} × S is a slice of R 3 (k, ψ). The
