As a circuit is tested, the current drawn from a power supply can vary as different functions are invoked by the test. The current draw can be plotted against time, showing a characteristic trace for the test performed. Sensors in the ATS power supply can be used to monitor the current flow during test execution. Defective components can be classified using a Neural Network according to the pattern of variation from the "trace" of a good card. This can be performed as a background function, with the network gaining in accuracy over time. This paper discusses the Neural Network Routine for diagnosing circuit faults using monitored power supply current.
INTRODUCTION
Off-the-shelf Neural Network development tools can be used to develop network paradigms which may be instantiated as ".exe" files into test modules.
Our choice as a network development tool was Neuralworks Professional II Plus from Neuralware. This is an excellent package which is easy to learn & use, and doesn't require an advanced degree in Neural Processing. Neural tools can be intuitive in their application and instantaneous in their response.
The trained or untrained networks developed using Neuralworks can be directly inserted as ".exe" files or actual code into an application as a function call.
As with any neural network, no matter how good a package is, you must still have the appropriate data to train the network. The word "appropriate" implies several contraints on the data. The data must adequately define the problem space, which in some cases may mean dozens to hundreds of examples depending on the complexity of the solution surface.
Neural computing systems are adept at many pattern recognition tasks, more so than both traditional statistical and expert systems [l] .
DATA COLLECTION
Data for this specific application was collected by monitoring the power supply current of 10 good UUT's and 10 bad UUT's at power-up. The power supply current was obtained by polling a programmable power supply via the IEEE488 bus. As UUT's were energized and reached steady-state, the current of each of the 3 power supplies was monitored and recorded. These current values and the resultant classification represent the data base which was used to train the network.
Only two classifications were used for this application, "GOOD" or "BAD".
The bad classification could represent failures ranging from defective transistors, capacitors, diodes and resistors.
For this specific application, no attempt was made to isolate to specific components, however it is conceivable by gathering sufficient data the granularity of the bad classification could have been further refined.
The 20 example UUT's were used as the training file for the network. This is considered to be a minimal training file bacause with each classification it is desired to get 5 to 7 examples according to statistical standards.
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ARt33nxxTuRE:
The network architecture most often used in neural networks is the Back-Propagation system. The Backpropagation learning algorithm has shown its usefulness in a number of applications [2] .
Because this architecture, training, behavior, and ability for generalization is well understood the Back-Prop network was the suitable choice for this application.
The simplicity of the problem coupled with the rapid prototyping capability of the Neuralworks software made producing this network "A piece of cake". The data drove the architecture of the network to 3 input processing elements, 1 output processing element, and 2 hidden layer processing elements. The network diagram is shown in Figure 1 .
TRAINING the NETWORK:
The network was trained using the generalized Delta-Rule.
The network converged after approximately 100 epics ( An epic consists of showing the network the entire database one time.).
The testing fiie showed that the network had indeed converged and was ready for integration into the testing module. The response of the trained network gave a value of .9 & above for a good UUT and a value of less than .1 for a bad UUT.
INSTANTIATION into the TEST MODULE:
The Neuralworks Professional II Plus allows the user to export the network to either an ".exel' fiie or a function call. In either case the network which is exported consists of the processing elements and the associated weight sets. In this case we chose to use the export as an ".exe" file option. This option allows for retraining the net with new data if necessary. The Il.exe" almost seamlessly integrates into test programs.
INTEGRATION and USE in the TESTING
ENVIRONMENT:
The measured power supply current values gathered during TPS execution are passed to a data file for temporary storage. The trained network is then executed, then the network processes the information in the temporary data file and returns the classification to the user. Coding for these calls is shown in Figure 2 .
The sequencing through by the inference engine is transparent to the user. The returned classification is a "PASS" or "FAIL" condition for the W T .
