Abstract. We define a category QSI of quantum semigroups with involution which carries a corepresentation-based duality map M → M. Objects in QSI are von Neumann algebras with comultiplication and coinvolution, we do not suppose the existence of a Haar weight or of a distinguished spatial realisation. In the case of a locally compact quantum group G, the duality in QSI recovers the uni-
Introduction
In the theory of locally compact groups, a crucial role is played by the Haar measure; in the theory of locally compact quantum groups, its place it taken by a pair of left and right Haar weights. It is known that in the classical case, the existence of a Haar measure is a theorem, whereas in the quantum case this is a part of axioms.
The dual of a locally compact quantum group in the setting of Kustermans and Vaes [8] is defined via an explicit construction involving the Haar weight; in the setting of Woronowicz [17] , the spatial realisation of the multiplicative unitary gives readily the corresponding pair of quantum group algebras in duality.
This should be compared with the classical Pontryagin duality: we consider first the group G of continuous characters of G, which is meaningful for any topological group, and then prove that if G is locally compact abelian, then so is G, and G is isomorphic to G.
It is known that in the quantum setting, one can define a dual in a measure-independent way, but arriving then to a different (bigger) object called the universal dual. This was done by Kirchberg [6] in the particular case of Kac algebras, extended to locally compact quantum groups (LCQG) by Kustermans [7] , and later realized by So ltan and Woronowicz [14] in the setting of multiplicative unitaries.
The problem is however that this approach does not give any existence theorem except for the case of LCQG or multiplicative unitaries respectively. In general, there is no guarantee that the dual of the universal dual exists, and thus we cannot speak of a Pontryagin-like isomorphism between an algebra and its bidual.
The present paper introduces a category QSI of quantum semigroups with involution which solves this problem. For every M ∈ QSI, we define its dual object M ∈ QSI, so that it extends the universal duality of Kustermans: if L ∞ (G) is a von Neumann algebraic LCQG and denotes the dual in QSI,
Moreover, the construction produces first the C * -algebras C u 0 ( G) and C u 0 (G) and only then we pass to their universal enveloping von Neumann algebras (identified with the linear biduals).
An object in QSI is a von Neumann algebra M with comultiplication ∆ : M → M ⊗ M and a densely defined coinvolution S : D(S) ⊂ M → M , which satisfy certain natural axioms (see Section 2) . This class includes all LCQG, but a more general example would be the algebra C(P ) of continuous functions on a compact semitopological semigrouop with involution P (Example 2.3).
The structure on M induces on the predual M * a structure of a Banach algebra, with an involution defined on a subalgebra M * * . By passing to a quotient of M , we can guarantee that M * * is dense in M * . We consider representations of M * which are involutive on M * * , and, as usual, call such a representation unitary if it is generated by a unitary U ∈ M ⊗ B(H) (Section 4).
The central point is to consider the ideal M 0 * * ⊂ M * defined as the common kernel of all irreducible non-unitary representations. It appears that this ideal contains all necessary information on the dual algebra.
We set M = C * (M 0 * * ) * * . By definition (except for degenerate cases when we set M = {0}), irreducible representations of this algebra corrrespond bijectively to the unitary irreducible representations of M * ; by disintegration, this bijection extends also to reducible repesentations, see Section 4.
Every dual algebra carries a structure of a quantum semigroup with involution. Moreover, it is a Hopf algebra in a certain sense (Subsection 5.2) , what suggest to consider it as a quantum group rather than a semigroup.
If M = N is a dual of some N ∈ QSI and is either commutative or cocommutative, then it is isomorphic to C 0 (G) * * or C * (G) * * respectively for a classical locally compact group G. Moreover, in all examples known (Sections 7 and 8) the dual algebra M coincides with a dual of a LCQG, so in particular M is isomorphic to the third dual of M . This allows to conjecture that M ≃ M in general.
This article is a development of [10] , where the coinvolution of M (termed antipode there) was supposed to be bounded.
Definitions and notations
Our main objects are von Neumann bialgebras, which we allow to be just zero spaces. Below, ⊗ denotes the von Neumann algebraic tensor product, and I the identity operator. Note that we do not require ∆ to be unital. It is known that in the assumptions above the predual M * of M is a completely contractive Banach algebra.
In addition to this structure, we postulate the existence of a coinvolution S on M . As it will be seen, the requirements on S are weaker than on an atipode, and this notion corresponds rather to an involution of a semigroup than to a group inverse. For this reason the author prefers to use the term coinvolution and not antipode as it was done in [10] . 
. A von Neumann bialgebra equipped with a proper coinvolution is called a quantum semigroup with involution.
The last formula is a replacement of the identity θ(S ⊗ S)∆ = ∆S which may have no sense a priori. The antipode of a locally compact quantum group satisfies these conditions, see [8, Lemma 5.25] . Note that we do not require S to be closeable. Example 2.3. Let P be a compact semitopological semigroup with involution. Recall that an involution on a semigroup is a map * : P → P such that (x * ) * = x and (xy) * = y * x * for all x, y ∈ P . Let SC(P × P ) be the space of separately continuous functions on P × P , then we get a natural map ∆ : C(P ) → SC(P × P ),∆(f )(s, t) = f (st). Set M = C(P ) * * , with the usual structure of a von Neumann algebra. Since SC(P × P ) is canonically imbedded into M ⊗ M ,∆ can be viewed as a map from C(P ) to M ⊗ M , and it is known [2] that it is a unital *-homomorphism and as such can be extended by normality to M , so that the extension ∆ satisfies (∆⊗id)∆ = (id⊗∆)∆. Altogether, this implies that ∆ is a comultiplication on M . Set D(S) = C(P ) and (Sf )(t) = f (t * ) for f ∈ C(P ), t ∈ P . It is easily seen that S satisfied conditions (1)-(4), so that M = C(P ) * * is a quantum semigroup with involution.
Definition 2.4. For every µ ∈ M * , defineμ ∈ M * byμ(a) = µ(a * ), a ∈ M . Let M * * be the subspace of all µ ∈ M * such thatμ • S extends to a bounded normal functional on M . We will denote by µ Proof.
Proposition 2.7. M * * is a subalgebra in M * , and (µν) * = ν * µ * for all µ, ν ∈ M * * . With the norm µ * = max µ , µ * , M * * is a Banach *-algebra.
Proof. For µ, ν ∈ M * * and x ∈ D(S), we have with 2.2(4):
The first statement follows. It is immediate that µν * µ * ν * . It remains to prove that (M * * , · * ) is complete. If (µ n ) ⊂ M * * is a Cauchy sequence with respect to · * , then in particular µ n → µ, µ * n → ν with respect to · for some µ, ν ∈ M * . For every a ∈ D(S), we haveμ(Sa) = µ (Sa) * = lim µ n (Sa) * = lim µ Proposition 2.12. Let M * * be dense in M * . Then S :
Proof. Follows from the equality |µ( S(a))| = |µ * (a)| for all µ ∈ M * * , a ∈ M . Proof. (i). First note that S = * S is a homomorphism on D(S).
Next we prove that ab ∈ D( S) and S(ab) = S(a) S(b) for a ∈ D( S), b ∈ D(S). By assumption 2.2.(1), there exist a i ∈ D(S) such that a i → a σ-weakly. Then a i b → ab, and by Proposition 2.12,
what proves that ab ∈ D( S) and S(ab) = S(a) S(b).
In the same way we prove the equality for a ∈ D(S), b ∈ D( S).
We can now prove (ii): for a ∈ D( S), µ ∈ M * * , x ∈ D(S),
This implies that µ. S(a) ∈ M * * and µ. S(a) * = µ * .a. Similarly one shows that S(a).µ ∈ M * * .
this shows that ab ∈ D( S) and S(ab) = S(a) S(b).
which implies that S(a) ∈ D( S) and S( S(a)) = a.
Proposition 2.14. Let M * * be dense in M * . ThenS = * S, defined on D( S), satisfies the axioms (1)-(4) of a proper coinvolution. 
and similarly for the other inclusion. Proof. In the notations of Remark 2.18, Q(a) = Q(ζa) for all a ∈ M . We define the comultiplication on M/M ⊥ * * by∆(Qa) = (Q ⊗ Q) ∆(a) , a ∈ M . To show that it is well defined, suppose that
It is immediate to verify that∆ is a comultiplication indeed. Note that by definiton, Q is a coalgebra morphism. Proof. Check first that S r is well-defined. If
since the latter is a self-adjoint ideal. The property 2.2(1) follows from the fact that Q is surjective and σ-weak continuous; 2.2(2,3) from it being a * -homomorphism. 
Corollary 2.21. M r with the quotient structure is a quantum semigroup with involution, with the coinvolution S r ; moreover, (M r ) * * is dense in (M r ) * , and S r is closeable.
Proof. First note that µ(x) = µ(ζx) for every µ ∈ M * * , x ∈ M . For µ, ν ∈ M * * , x ∈ M we have:
On M * , Z * might not be a homomorphism. [7, Proposition 2.5] . Though the proofs in this section are very close to the cited publications, our situation is somewhat more general and we prefer to include the proofs.
Representations vs. their coefficients
Theorem 3.1. Suppose M * * is dense in M * . Let I be a set, and let x αβ : α, β ∈ I be elements in D(S) ⊂ M which satisfy the relations S(x αβ ) = x * βα and
the series converging absolutely σ-weakly, for all α, β ∈ I. Then there exists a *-representation π of M * * on ℓ 2 (I) such that µ(x αβ ) = π(µ)e β , e α for all µ ∈ M * * and all α, β ∈ I.
Recall [12, 11.3 ] that a positive functional ϕ on a Banach *-algebra A is called representable if there exists a *-representation T : A → B(H) and a (topologically) cyclic vector ξ ∈ H such that ϕ(a) = T (a)ξ, ξ for all a ∈ A. A positive functional is representable if and only if there is a constant
(See [12, 11.3.4] .) Below we consider the algebra M * * with its norm · * which makes is a Banach * -algebra.
Lemma 3.2. In the assumptions of Theorem 3.1, let ξ ∈ ℓ 2 (I) be finitely supported, and let ω ξ = α,β∈I ξ αξβ x αβ . Then ω ξ is a positive representable functional on M * * and ω ξ M * * *
where we change the summation order by absolute convergence. Since
and we see that ω is positive. Next,
This shows that ω ξ is representable ω ξ M * * * ξ 2 ℓ 2 (I) . Proof of the Theorem. Let (e α ) α∈I be the canonical base in ℓ 2 (I). For µ ∈ M * * and finitely supported ξ = a ξ a e α ∈ ℓ 2 (I), set π(µ)ξ = α,β ξ a x βα (µ)e β . By the calculation in the Lemma above,
This shows that π(µ) extends to a bounded operator on ℓ 2 (I) of norm at most µ * . By definition,
For µ, ν ∈ M * * ,
This proves that π is multiplicative. Next,
β , e α = e α , π(µ)e β , so that π is involutive on M * * . Corollary 3.3. Suppose M * * is dense in M * . Let I be a set, and let x αβ : α, β ∈ I be elements in D(S) ⊂ M which satisfy the relations S(x αβ ) = x * βα and
then there exists a *-antirepresentation π of M * * on ℓ 2 (I) with the condition (2).
Proof. Set z αβ = x βα , then (z αβ ) α,β∈I satisfy the assumptions of Theorem 3.1. For the *-representation ρ of M * * on ℓ 2 (I) given by the Theorem,
for all µ ∈ M * * and all α, β ∈ I. Consider now the ℓ 2 (I) with the conjugate-linear structure and the product x, y − = y, x . For every µ, ρ(µ) * is a linear operator on ℓ 2 (I), which we can denote π(µ).
so that π satisfies (2) . Finally, π is obviously anti-multiplicative and involutive.
Proposition 3.4. Let π be a *-representation of M * , and let (x αβ ) α,β∈I be its coefficients in a basis (e α ) α∈I . Then the series (1) converges absolutely σ-weakly for all α, β ∈ I.
Proof. This is a direct verification:
The series converges absolutely, since this is a decomposition of a scalar product.
Absolutely continuous ideal
Every *-representation of M * * is bounded in the norm · * , but not necessarily in the norm of M * . In [7] , J. Kustermans proves that if M is a locally compact quantum group then one implies the other. But in general we have no reason to expect this. Thus, we restrict the class of representations to those which have a "generator" (defined below) in B(H)⊗M , what implies in particular that they are completely bounded as representations of M * (but maybe not involutive, and maybe the image of M * is not self-adjoint).
There are some complications arising from the fact that M * * might not be dense in M * . Recall that this never occurs if M is a locally compact quantum group [7, Section 3] .
By Corollary 2.21, we can always pass to M r and have (M r ) * * dense in (M r ) * . In the sequel, we define the dual von Neumann algebra M first in the case when M * * is dense, and set then M := M r . Next, we show that M has a structure of a quantum semigroup with involution.
4.1.
The case of M * * dense in M * . Let M be as above a quantum semigroup with involution, and suppose that M * * ⊂ M * is dense. Let π be an involutive representation of M * * on a Hilbert space. It is automatically continuous with respect to · * , but not necessarily with respect to · . But in the case it is, π extends by continuity to M * , and this extension is a homomorphism (with a possibly non-selfadjoint range). Representations of M * which are involutive on M * * will be called below just *-representations of M * .
M * can be considered as an operator space with the structure induced by duality to M . Recall the following fact. 
Notations 4.2. Let π be a representation of M * on a Hilbert space K with a basis (f α ). Denote by
In the next definition, the equivalence of conditions (1) and (2) has been proved in [10, Theorem 3.5] . The proof makes no use of involution on M * or of the coinvolution (coinvolution) on M , so it remains valid in the present case. In fact, it is not even necessary to suppose that π is a representation. (1) Exists a unitary U ∈ B(K)⊗M called a generator of π such that
for every µ ∈ M * , ω ∈ B(K) * ; (2) π is non-degenerate and in some basis of K,
for every α, β, the series converging absolutely in the M * -weak topology of M .
From the Theorem 3.5 of [10] it follows that this definition does not depend, in fact, on the choice of a basis.
Moreover, one can verify that the following is true:
Proposition 4.4. Let the elements π αβ ∈ M , α, β ∈ A, be such that (5) holds. Then there is a Hilbert space K with a basis (e α ) α∈A , a unitary operator U ∈ B(K) ⊗ M and a linear completely contractive map π :
For the proof, one realizes M on a Hilbert space H and defines U as an operator on K ⊗ H by x M * for every x ∈ M 0 * * , and it follows that π extends to a contractive representation of M * by continuity. To show that π is completely bounded, we need the disintegration theory in its a priori nonseparable form [5] . Let A be the unital C * -algebra generated by π(M 0 * * ) and I H . There exists a measure ν on the state space Ω of A such that the identity representation of A on H is isomorphic to the direct integral Ω ρ ϕ dν(ϕ) of irreducible representations ρ ϕ of A on respective spaces H ϕ ; note that the direct integral is understood in the sense of W. Wils [16] , a definition suitable for non-separable disintegration.
Every ρ ϕ • π is either irreducible on M 0 * * or vanishes on it. This allows to verify explicitly that the matrix norm of π n : The following is a generalization of Theorem 5.5 of [10] . The proof is changed in significant details to treat possible inequality of M * and M * * .
Theorem 4.10. Every bounded * -representation π of M * which is nondegenerate on M 0 * * is unitary. Proof. By Proposition 4.9 (extension is the same as π by non-degeneracy), π is in fact completely contractive. By Proposition 4.1, there exists U ∈ B(H)⊗M such that U (ω, µ) = ω(π(µ)), and all we need is to prove that U is unitary.
Let M be realized on a Hilbert space K. We will need several times the following representation. Fix x ∈ K, ξ ∈ H and bases (e α ) ⊂ K, (f β ) ⊂ H. Then
(convergence is everywhere in the Hilbert space norm). Similarly,
We can suppose that M is realized in its standard form. Then every µ ∈ M * is equal to µ xy for some x, y ∈ K, so that we can identify M * with K ⊗K.
For subspaces E, F ⊂ K, let M E,F ⊂ M * denote the closed subalgebra generated by µ xy with x ∈ E, y ∈ F . Denote also M 0 E,F = M E,F ∩ M 0 * * . These subalgebras are not supposed to be self-
The proof is identical to the proof of Lemma 5.6 of [10] .
Lemma 4.12. For every separable subspace V = G⊗F ⊂ H ⊗K there exist closed separable subspaces
Proof. It follows from the assumptions that F and G are separable. Let X ⊂ M * * be countable and such that M F,F ⊂ X. By the isomorphism M * ≃ K ⊗K, we can write X = {µ xnyn : n ∈ N}. Set
Pick a sequence (v n ) dense in V and orthonormal bases (e α ) ⊂ K, (f β ) ⊂ H. Every v n is contained in lin{f β ⊗ e α : α ∈ A n , β ∈ B n } with countable A n , B n . Then for E = lin{e α : α ∈ ∪A n } and L = lin{f β : β ∈ ∪B n } we have V ∪ U V ∪ U * V ⊂ L ⊗ E, and X ⊂ M E,E so that E, L are as required.
Proof of the theorem.
denote the closed * -algebra generated by X in its relevant space of operators, and let r L : B(H) → B(L) be the reduction onto L. The reasoning above shows that r L :
is decomposed into a direct integral of irreducible representations [3, 8.5.2] : there exist a set P equipped with a probability measure β; an integrable field of Hilbert spaces Γ ⊂ {(H p ) p∈P }; a field of representations σ p : A → B(H p ), p ∈ P , where every σ p is irreducible; and an isometric isomorphism V :
For every µ ∈ M 0× E,K and ξ ∈ L, denoting V ξ = ξ p , we have
with irreducible representations
, so we can extend σ p uniquely and irreducibly to ρ(M × E,K ), still denoting this extension by σ p . By continuity, σ p extends to
, and this allows to extend ρ p to M E,K . These considerations show also that (8) is valid in fact for all µ ∈ M E,K .
For
Since π is completely bounded, everyρ p is completely bounded too.
The rest of the proof is identical to that of [10, Theorem 5.5]. (H p ⊗ E) p∈P is also a field of Hilbert spaces, isomorphic to L ⊗ E under the isomorphismṼ = V ⊗ id. We have then for x ∈ E, ξ ∈ L that µ xeα ∈ M E,K and so π(µ xeα )ξ = ρ(µ xeα )ξ. Denote V ξ = ξ p ; we havẽ
The last series converges in the Hilbert norm of (H p ⊗ E).
From the other hand, for every p we have a formula similar to (6): if x ∈ E, ξ p ∈ H p , then
so the series in (9) converges pointwise to U p (ξ p ⊗ x). Both imply convergence in measure in the following sense: denote ϕ αp = ρ p (µ xeα ) ξ p ⊗ e α , then for every ε > 0
as finite set of indices B ⊂ A 1 increases (the reasoning for real-valued functions applies verbatim). It
It follows that (U p ), or strictly speaking (U p | Hp⊗E ), is a measurable field of operators on
As the initial vector v was arbitrary, we get that U is unitary on H⊗K, what proves the theorem.
Definition 4.14. Denote by C * (M 0 * * ) the C * -enveloping algebra of M 0 * * , that is the completion of M 0 * * with respect to the maximal C * -seminorm on it. Denote by M the enveloping von Neumann algebra of C * (M 0 * * ) and by Φ : M 0 * * → M the canonical map into it. As every non-degenerate representation, Φ extends uniquely to M * * (see remark 4.7), and by continuity to M * . In the sequel, we always consider Φ as a map from M * to M . Note that a priori Φ might not be injective. By Proposition 4.9, Φ is completely contractive, and by Theorem 4.10 it is unitary, unless M = {0}. Denote also by Φ the preadjoint map Φ * : M * → M . Remark 4.15. This definition coincides with the one given in [10] in the case of a bounded coinvolution S. In this case, in particular, M * * is always dense in M * . Proof. From M 0 * * , π is lifted by the universality property toπ : M → N , so thatπ • Φ = π (on M 0 * * ). Now π andπ • Φ are two extensions of π to M * * with the property that the image of M * * is contained in the weak closure of π(M 0 * * ). As for any *-ideal in M * * , this implies that π =π • Φ on M * * . Finally, by density this equality holds also on [M * * ], and on the whole of M * is M * * is dense in it.
The dual Hopf-von Neumann algebra
In this section we still suppose that M * * is dense in M * . General case will follow for granted since it is reduced to the case of M * * dense.
In order to define a comultiplication on M , we define first the Kronecker product Φ × Φ of Φ by itself, via its coordinates. Recall the procedure of how it is done. If M ⊂ B(K) and (e α ) α∈A is a base of K, let Φ αβ be the coefficients of Φ. Then Φ α,β · Φ α ′ ,β ′ with α, β, α ′ , β ′ ∈ A satisfy the equalities (5), so they generate a unitary
β ′ (and this follows from the multiplicativity of Φ).
Proposition 5.1. Let π be a representation of M * in a Hilbert space H. Assume that S is extended according to Corollary 2.16. Then π is involutive if and only if for every ω ∈ B(H) * , π * (ω) ∈ D(S) and S(π * (ω)) = π * (ω) * .
Proof. Let π be involutive. For µ ∈ M * * , π αβ (µ * ) = π(µ * )e β , e α = π(µ)e α , e β = π βα (µ).
By definition 2.9, this implies π αβ ∈ D(R) and R(π αβ ) = π βα , so that S(π * (ω αβ )) = π * (ω αβ ) * . By the weak continuity of R, the statement follows for every ω.
Conversely, R(π αβ ) = π βα for all α, β implies by the same calculation that π(µ * ) = π(µ) * for every µ ∈ M * * .
This proves the statement.
By universality, Φ × Φ lifts to a *-homomorphism ∆ : M → M ⊗ M , so that ∆Φ = Φ × Φ on M 0 * * . Since both are non-degenerate, their extension to M * * is unique, thus the equality holds on M * * ; by continuity, it holds on M * as well.
Proof. ∆ is involutive by construction. The fact that it is coassociative and unital is proved exactly as in Proposition 6.6 [10] .
Comultiplication on M turns M * , as usual, into a Banach *-algebra.
At the same time, (υ · ω) Φ(µ) = Φ(υ · ω)(µ) and (υ ⊗ ω) (Φ × Φ)(µ) = Φ(υ) Φ(ω) (µ). This implies that Φ(υ · ω) = Φ(υ) Φ(ω).
Proof. For any µ ∈ M * and ω ∈ M * , we have:
(10) The condition on µ is equivalent to the fact thatμ ∈ M * * ; if it holds, we can continue the calculation above as
which proves the statement. For V * we have, since ∆ is involutive and θ * = θ:
By definition, V * is the generator of SΦ, thus by the same Proposition SΦ is anti-multiplicative. It follows that S is anti-multiplicative on its domain.
(3) A direct calculation shows that
It follows that * SΦµ = Φ(μ) for every µ ∈ M * . Now we get immediately * S( * SΦµ) = * S(Φμ) = Φ(μ) = Φ(µ) and as a consequence ( * S) 2 = I as required. (4) Let u, v ∈ M * be such that u • S and v • S extend to normal functionals on M . We need to show that for every µ ∈ M * ,
The left hand side equals to
One checks that for any
It follows that Φ(u • S) = Φ(ū) * , and similarly Φ(u • S) = Φ(ū) * . So we have in (15) (using u ⊗ v =ū ⊗v):
We have obtained, in particular, that S Φ(ω) = Φ(ω) * for all ω ∈ M * . We have proved that M is a quantum semigroup with involution. With respect to the involution on M * defined as in Definition 2.4, that is ω * (Φ(µ)) =ω • S(Φ(µ) for ω ∈ M * , µ ∈ M * , the map Φ is involutive, as (13) shows.
Proposition 5.11. For ω ∈ M * , we have ω ∈ M * * if and only if Φ(ω) * ∈ Φ( M ). In this case,
Proof. Take ω ∈ M * * , µ ∈ M * * . Then:
If ω * is well defined, then the value above is also equal to ω * (Φµ) = Φ(ω * )(µ), what proves the proposition.
The reasoning above is summarized in Proposition 5.12. Let M be a quantum semigroup with involution, such that M * * is dense in M * . Then M is a quantum semigroup with involution. Note however that Φ M might not be a homomorphism if M * * is not dense in M * . Proof. If Φ(ω 1 ) = Φ(ω 2 ) for some ω 1 , ω 2 ∈ M * , then ω 1 (Φ(µ)) = ω 2 (Φ(µ)) for every µ ∈ M * , so that ω 1 = ω 2 on Φ(M * ). By weak density of Φ(M * ) in M , it follows that ω 1 = ω 2 .
5.2.
The axiom of the antipode. In the theory of Hopf algebras, the antipode S of a Hopf algebra M satisfies the axiom
where m : M ⊗ M → M is the multiplication and ε : M → C the counit. Suppose that {0} = M = N and set M = Φ N (N * ). On M, a counit is well defined (and satisfies the usual axioms of a counit): ε Φ(ν) = ν(1 N ), ν ∈ N * . Suppose that N ⊂ B(H) is in its standard form, then every ν ∈ N * has form ν = ν xy : a → ax, y , a ∈ N , x, y ∈ H. In this case, ε(ν xy ) = x, y . For every ν ∈ N * , Φ(ν) is a coefficient of the unitary representation Φ N : M * → N . If we fix a basis (e α ) in H, then in particular Φ(ν eα,e β ) = Φ βα in the notations 4.2 for every α, β.
Since Φ N is a unitary representation of N * , the formula (5) implies (by decomposing x and y in the basis) that
At the same time,
by Proposition 3.4. Together with S M Φ(ν eγ ,y ) = Φ(ν y,eγ ) * which is valid by (10), the equality (17) takes form m(S ⊗ I)∆(a) = ε(a) 1 M for a = ν xy . Similarly, on arrives at the other equality in (16) . We see that the axiom of the antipode is satisfied for all a ∈ M, in the sense described above. This suggests that every dual M = N is a quantum group and not just a semigroup.
Morphisms and second duals
In this section we do not suppose that M * * is dense in M * . Definition 6.1. Let QSI be the category of quantum semigroup with involution. A morphism in QSI is a normal *-homomorphism ϕ : M → N such that:
Note that we do not require that ϕ(1) = 1.
Proof. By definition, ϕ is ultraweakly continuous, so it has a pre-adjoint ϕ * : N * → M * . Since ϕ is a coalgebra morphism, it is standard to show that ϕ * is a homomorphism. It remains to prove that ϕ * is involutive.
For any ν ∈ N * , ϕ * (ν) = ϕ * (ν), since for any
If moreover ν ∈ N * * , then for any
This calculation shows that ϕ * (ν) * is well defined and equals ϕ * (ν * ).
Below we use the notations of Proposition 2.19.
It follows immediately that ϕ(ker Q M ) ⊂ ker Q N , so that ϕ r which satisfies the equality ϕ r Q M = Q N ϕ is well defined. It is immediate to check that it is normal.
The fact that ϕ r is a coalgebra morphism follows from the calculation below:
For the coinvolution domains we have:
and moreover
, then the equality holds on N * * . Moreover, ϕ r = ϕ.
Proof. The statement is trivial if N = {0} or M = {0} so we can assume that N 0 * * = {0} and M = {0}. Consider Φ M • ϕ * : N 0 * * → M . Since Φ M , ϕ * are *-homomorphisms on M * * and N * * respectively and ϕ * (N 0 * * ) ⊂ M * * , their composition is a *-homomorphism on N 0 * * , so it is lifted to a normal *-homomorphism ϕ : N → M such that ϕ Φ N = Φ M ϕ * (on N 0 * * ). Both maps are in fact defined on N * ; by Proposition 4.17, the equality holds on N * * , and if N * * is dense in N * , on N * . Now we can prove that ϕ = ϕ r . By density, it is sufficient to prove that ϕΦ Nr = ϕ r Φ Nr on (N r ) * * , what is done as follows (recall Notations 2.18 and Definition 4.16):
From now on we can suppose that ϕ = ϕ r , that is, M * * is dense in M * and N * * is dense in N * . Next we prove that ϕ is a coalgebra morphism: ∆ M ϕ = ( ϕ ⊗ ϕ)∆ N . Since ∆ M is ultraweakly continuous, this equality is enough to check on Φ N (N 0 * * ). Moreover, to check an equality in M⊗ M where ∆ M takes its values, it is enough to consider evaluations on x ⊗ y, with x, y ∈ M * . We have, with any ν ∈ N 0 * * :
By definition, ∆ N Φ N = Φ N × Φ N , so from the other side:
Recalling that ϕ Φ M = Φ N ϕ * , we arrive at the required equality. It remains to check the equality
and by Definition 5.6, for any ω ∈ M :
It follows that S M ϕ(ξ) = ϕ S N (ξ) as required. Similarly, there exists a unique
To prove the last statement, we can suppose that M * * is dense in M * and Z M = 1. In this case
To prove that D M is a morphism of coinvolutive Hopf-von Neumann algebras, one should check the equality
for every x ∈ N and µ, ν ∈ M * . By density, it is sufficient to consider x = Φ N (y) with y ∈ N 0 * * . Then we have:
To verify that D M agrees with the coinvolutions, let y ∈ M * . Then
* by formula (10) . From the other side,
This proves that
is extended by Proposition 2.16, then by continuity (Proposition 2.12) we still have equality on the whole of D(S M ).
As it was shown already in the case of a bounded S in [10] 
Since this latter is weakly dense in M , this equality holds everywhere.
Corollary 6.9. If M = N for some N and M = {0}, then M * * is dense in M * .
Proof. In Proposition 6.7 it was proved that
This implies that ζ M = 1 M and M * * is dense in M * .
Proposition 6.10. If M = N for some N and
proper weakly closed *-subalgebra 
Consider now E
and since E M is weakly continuous,
so E M is not surjective. From the other side, since M = {0}, we have by Remark 6.5 equality
Now (x.ω)(y) = ω(yx) = 0 and (ω.x)(y) = ω(xy) = 0 for all ω ∈ D * (M * ), x ∈ M , y ∈ ker D, what proves the proposition.
Locally compact quantum groups
Every von Neumann algebraic quantum group is a quantum semigroup with involution in our definition (see for example [9] ). Let us compare our construction with the universal dual of Kustermans [7] .
The Kustermans' universal quantum group A u is defined for a C * -algebraic locally compact quantum group A. If M is a von Neumann algebraic locally compact quantum group, then [9] it contains a canonically defined C * -subalgebra A which is a C * -algebraic locally compact quantum group with inherited structure.
The space L 1 (A) used as a starting point in [7] is isomorphic to M * [8, p.913] . The subspace L 1 * (A) which carries the involution is exactly our M * * , and is dense in M * [7, p.303] . By [7, Corollary 4.3] , for every non-degenerate *-representation π : 
u is the enveloping von Neumann algebra of the universal dual A u . Theorem 7.1. Let A be a C * -algebraic locally compact quantum group and M = A ′′ its associated von Neumann algebraic locally compact quantum group. Then:
In particular, M = M .
Proof. (1) follows from the discussion above. and an imbedding π * : [7, 3.5] implies that λ * u is anti-multiplicative. Let us prove now that π * ( A * ) is an ideal in A * u . It is sufficient to show that for any α ∈ A * and any representation ρ : A u → B(H) and every ω ∈ B(H) * π 
) is a proper weakly closed ideal, then it will follow that ρ is non-unitary.
The epimorphism π : A u → A is extended, by the universality property, to a * -homomorphism
Since µ(π(x)) = µ( π(x)) for x ∈ A u and µ ∈ L 1 ( A), by weak density of A u in M it follows thatπ * (µ) = π * (µ), so that π * (L 1 ( A)) ⊥ = kerπ. This proves (2). 
examples
Outside the class of locally compact quantum groups, some examples of algebras and their duals are given in [10, 8.8] . The present construction extends the one of [10] , so the same examples are valid for it. They give several algebras M , commutative or not, such that M is {0} or C. In [10, Example 5.11], the structure of L ∞ (R 2 ) is changed in such a way that its dual becomes isomorphic to L ∞ (R). This demonstrates the idea that our duality cuts out the "non-unitary" part of a given algebra, and leaves the "unitary" one.
Below are presented some more examples. In every one constructed up to now, the dual M coincides with the dual of some locally compact quantum group. Example 8.1. Let B be the quantum semigroup C( S + N ) defined by Banica and Skalski [1] . Recall that it is defined starting with a "submagic" N × N matrix u = (u ij ) with entries in a unital C * -algebra A. Being 'submagic" means that u ij = u * ij = u 2 ij for every i, j, and u ij u ik = u ji u ki = 0 for every i if j = k. By definition, B is the universal unital C * -algebra with the relations above. The authors show that B admits a comultiplication (a unital coassociative *-homomorphism) defined by the formula ∆(u ij ) = k u ik ⊗ u kj , and a "sub-coinvolution" (everywhere defined *-antihomomorphism) defined by S(u ij ) = u ji .
Let M be the enveloping von Neumann algebra of B, then ∆ and S extend obviously to normal maps on M . It is immediate to verify that S is a proper coinvolution on M . Since S is bounded, M * * = M * . The elements (u ij ) are coefficients of a *-representation of M * (by Theorem 3.1 for example). One shows easily that it is irreducible.
However, u is clearly non-unitary, thus every u ij belongs to the annihilator of M Proof. Fix a basis (e α ) in L. For every α, β we have π αβ • τ ∈ C 0 (H) * * , and, by continuity, Proof. As usual, let δ t , t ∈ P , be the probability measure concentrated at t, and setπ(t) = π(δ t ). The equations (5) imply thatπ(t) is a unitary operator for every t ∈ P . It follows thatπ : P → B(L) is a representation, which is unitary when restricted to ϕ H (H), and the Proposition above implies [10, Theorem 4.4] thatπ • ϕ H is (strongly) continuous, and π • τ H (µ) = Hπ • ϕ H (t)dµ(t) for every µ ∈ M (H). It follows also thatπ • ϕ H and π • τ H have the same invariant subspaces. For the idempotent e,π(e) is unitary and idempotent, so it is the identity operator. For every µ ∈ M (P ), δ e * µ is in the image of the map τ bG defined above. Indeed, δ e * µ = τ bG (ν), where ν ∈ M (bG) is defined as ν(f ) = P f (ϕ −1 bG eϕ bG (t) dµ(t), f ∈ C(bG). As π(µ) = π(δ e * µ), we see that any τ bG -invariant subspace is also π-invariant.
Suppose now that π is irreducible. Then, by discussion above, so isπ • ϕ bG , and being continuous, it is finite-dimensional.
Conversely, if σ is an irreducible continuous representation of bG, then π(µ) = P σ(ϕ −1 bG (et))dµ(t) defines a representation of M (P ), and one easily verifies that the conditions (5) hold, so that π is unitary.
As shows the reasoning above, I = τ bG (M (bG)) is an ideal in M (P ). It follows that every irreducible representation π either vanishes on I or is irreducible on it. If π is non-unitary and π| I is irreducibe, then π • τ bG is non-unitary (otherwise π would be unitary, as the unique extension from I), so that π • τ bG vanishes on L 1 (bG). We see that in any case π vanishes on τ bG (L 1 (bG)), thus the latter is contained in M bG (µ * δ e )), µ ∈ M (P ) (it is clear that τ bG is injective). Proposition 8.4 above implies that for µ ∈ M 0 * * , sup{ π(µ) : π is a *-representation of M 0 * * } = sup{ π σ (µ) : σ is a unitary *-representation of M (bG)}, so that C * (M 0 * * ) is isomorphic to C * (M (bG) 0 ). As we know, this equals to C * (bG), so finally M = C * (bG) * * .
