Abstract. A generalization of Newton's identity on symmetric functions is given. Using the generalized Newton identity we give a unified method to show the existence of Hall-Littlewood, Jack and Macdonald polynomials. We also give a simple proof of the Jing-Jözefiak formula for two-row Macdonald functions.
Introduction
Originally, one form of Newton's identity on symmetric polynomials is ke k = k i=1 (−1) i−1 p i e k−i , where p i and e i are power sum symmetric polynomials and elementary symmetric polynomials respectively in finite but arbitrary variables. As this number goes to infinity, the identity becomes an identity in the ring of symmetric functions. Applying the standard involution ω which sends p i to (−1) i−1 p i and e i to s i on this identity, Newton's identity becomes (1.1)
where s k is the one-row Schur function or the kth complete symmetric function. Applications of these identities can be found in Galois theory, invariant theory, group theory, combinatorics and so on. Concerning (1.1), one may wonder what would happen to i,j≥1 p i+j s m−i s n−j for a two-row partition λ = (m, n) or generally to A = i 1 ,··· ,is≥1 p i 1 +···+is s λ 1 −i 1 · · · s λs−is for a partition λ of length s. It is clear that A is homogeneous of degree |λ|, thus it should be of the form µ⊢|λ| c λµ q µ , where q µ = s µ 1 s µ 2 · · · . In fact, a corollary of our generalized Newton's formula asserts that c λµ = 0 only if µ ≥ λ; (see the remark of Corollary 3.2). For λ = (m, n) the identity is given by Lemma 3.8 in [CJ2] , where it plays a crucial role in the proof of the Laplace-Beltrami operator for Jack functions.
Jack symmetric functions [St] are certain one-parameter deformation of Schur symmetric functions. They are special cases of the more general Macdonald symmetric functions [M] in two free parameters. When the two parameters take special forms they include a variety of classical symmetric functions including Jack functions and Hall-Littlewood functions.
Two driving problems of Macdonald polynomials are the inner product conjecture and the positivity conjecture [M] . Cherednik introduced the double affine Hecke algebras (DAHA) to solve the inner product conjecture by extending the problem to the more general nonsymmetric Macdonald polynomials [C] . Haiman's proof [Ha] of Garsia-Haiman's n! conjecture (which implies Macdonald positivity conjecture) demonstrated the broadness of Macdonald polynomials and their deep connection with Hilbert schemes and resolution of singularities. Similar positivity phenomena have also been observed in Lascoux-Lapointe-Morse k-Schur functions [LLM] . Haglund's combinatorial formula for Macdonald polynomials also relied on more general combinatorial statistics [Hg, HHL] (also [As] ). These developments often take place by generalizing Macdonald polynomials.
On the other hand, Macdonald polynomials have also been studied by exploring different characterizations and related applications. The interpolation Macdonald polynomials of Okounkov [O] , Knop and Sahi [KS] (see also Rains [R] , Coskun and Gustafson [CG] ) showed that Macdonald polynomials can be characterized by the zero patterns. This part of developments demonstrated the importance of Macdonald polynomials in modern harmonic analysis and related fields. For example, Lascoux gave a new characterization of Macdonald polynomials by using the Yang-Baxter equation and difference operators [La] . Interesting connections with Selberg-type integrals have also been studied in the context of Macdonald polynomials, which have triggered new studies on more generalized hypergeometric series (see [Ka, W, Sc] ). The most general form of Macdonald type hypergeometric functions has also been studied by Schlosser [Sc] .
In this paper, we seek a new characterization and generalization of Macdonald polynomials by using a commutative algebra generalization of Newton's identity in symmetric functions. Based on the generalized Newton formula we construct a self-adjoint vertex operator which acts as certain raising operators on generalized complete symmetric functions. The eigenvectors of this operator are essentially Macdonald symmetric functions. In fact, two specializations to the operator leads to two different operators; both of the operators diagonalize the original Macdonald functions. One of the operators was considered by Shiraishi (cf. [S] ). Applying this method, we hope that a further generalization of Newton's identity or a generalized vertex operator would lead to some generalized Macdonald symmetric functions.
In Macdonald's original construction [M] , a discrete Casimir operator was used to diagonalize Macdonald functions in finitely many variables; and then passed on to infinitely many variables. The operator considered in this paper will directly ensure the triangularity property and thus the existence follows immediately; this can be viewed as a generalization of our previous work [CJ2] . As specialization of the differential operator, we also obtain an operator that diagonalizes Hall-Littlewood polynomials directly. This suggests that one may develop a theory of Hall-Littlewood polynomials as some eigenfunctions of a differential operator directly without reference to Macdonald polynomials. It would be interesting to see if this operator has any meaning over p-adic fields as Hall-Littlewood polynomials are spherical functions over GL n (p) [M] .
In the development of classical symmetric functions, vertex operators have been helpful in realization of Hall-Littlewood symmetric functions [J] as well as rectangular Jack polynomials [CJ1] . Recently we have also derived an iterated vertex operator realization of Jack symmetric functions [CJ3] . We hope the new vertex operator constructed in this paper will play a role in vertex operator realization of Macdonald polynomials. It is also interesting to note the similarity of our vertex operator with the operator considered by Garsia-Haiman [GH] .
This paper is organized as follows. In section 2, we introduce some definitions and recall some simple results about partitions and symmetric functions. In section 3, we generalize Newton's identity in a commutative algebra. In section 4, this formula is used to find a vertex operator that has Macdonald functions as eigenvectors, and we also recover the explicit formula for two-row Macdonald functions.
Partitions and symmetric functions
A partition λ = (λ 1 , · · · , λ s ) of n is a sequence of weakly decreasing non-negative integers, and n is the weight of λ: n = |λ| = i λ i , which we also denote as λ ⊢ n. Sometimes we also write λ = (1 m 1 2 m 2 · · · ), where m i = m i (λ) is the multiplicity of i in λ. The length of λ is defined as l(λ) = i m i and we also denote
Let P n be the set of partitions of weight n and P the set of all partitions. For λ, µ ∈ P n , the dominance order λ ≥ µ is defined by
The ring Λ of symmetric functions in the variables x i is a Z-module with basis m λ , λ ∈ P, where for a partition λ = (
2 · · · , where α runs over distinct permutations of λ. For example m (n) = x n 1 + x n 2 + · · · , n ≥ 1, is the power sum p n . For convenience, we define p 0 = 1 and p n = 0 when n < 0. The power sum symmetric functions p λ = p λ 1 p λ 2 · · · form another basis of Λ F = Λ ⊗ Z F for a field F of characteristic 0. The p λ 's with |λ| = n span a subspace of Λ F , denoted as Λ n F . An element in Λ n F is said to be homogeneous of degree n.
Let ǫ = (ǫ 1 , ǫ 2 , · · · ) be a sequence of (finite or infinite) non-zero parameters. We will denote the extension field Q(ǫ 1 , ǫ 2 , · · · ) of Q by F ǫ . We use the notation Λ(ǫ) for the algebra of symmetric functions Λ ⊗ Z F ǫ which has been associated with the scalar product given by
where δ is the Kronecker symbol, and ǫ λ = ǫ λ 1 ǫ λ 2 · · · , with ǫ 0 = 1.
Fix an total order in P n which is compatible with the dominance order, then we can apply Gram-Schmidt process to the basis m λ 's to get an orthogonal basis P ǫ λ 's such that the leading coefficients are 1. In [Ke] , Kerov called this basis generalized Hall-Littlewood (GHL) functions and characterized this basis from the ǫ n 's. Note that the specializations of ǫ n = 1, α, (1 − t n ) −1 or 1−q n 1−t n corresponds to Schur, Jack, Hall-Littlewood or Macdonald functions respectively.
For each λ ∈ P, define the generalized complete symmetric function
· · · , where q ǫ n is given by the generating function:
Thus q ǫ n = 0 for n < 0 and for n ≥ 0, we have q
From this expression we see that q ǫ λ is homogeneous of degree |λ|. Similar to the cases of Jack functions and Macdonald functions, the m λ 's and q λ 's are dual to each other as shown in the following lemma. Now assume that P ǫ λ 's and Q ǫ λ 's are dual orthogonal bases of Λ(ǫ). If P ǫ λ is of the form
Similar to Macdonald symmetric functions (cf. [M] ) we also have
We denote p ′ n (x) = p ′ (n) (x) and set
On one hand we have
On the other hand we have
Thus we have λ a λρ b λτ = δ ρτ , which is equivalent to equation (2.2).
We need some linear operators on Λ(ǫ). Define h n ∈ End F ǫ (Λ(ǫ)) by
where n > 0 and v ∈ Λ(ǫ). It can be verified that
Thus the Lie sub-algebra of End F ǫ (Λ(ǫ)) generated by the h n 's is a Heisenberg algebra.
For an operator A on Λ(ǫ), the conjugate A * of A is defined by A.u, v = u, A * .v for all u, v ∈ Λ(ǫ). An operator A is called self-adjoint if A = A * . For a partition λ, if A.q ǫ λ is of the form A.q ǫ λ = µ≥λ a λµ q ǫ λ , we say that A raises q ǫ λ . The following result is immediate from definition.
Lemma 2.2. We have following the properties for h n 's:
A generalization of Newton's formula
For non-negative integers a 1 , · · · , a s , we can rearrange them in decreasing order to get a partition, denoted as [a 1 , · · · , a s ]. For any partition λ = (λ 1 , · · · , λ s ) with s ≥ 2 and λ s > 0, we define the partition
The following fact on unions of partitions is well-known. For two partitions µ ≥ λ, and a partition ν, we have µ ∪ ν ≥ λ ∪ ν.
For a commutative algebra A over a field F , let R n , q n ∈ A (n ≥ 0), and q 0 = 1 is the unit element of A. For a partition λ = (λ 1 , · · · , λ s ), define q λ = q λ 1 q λ 2 · · · q λs ∈ A. For convenience, we set q n = 0 for n < 0.
Theorem 3.1. Assume that i≥1 R i q n−i = c n q n with c n ∈ F for each n ≥ 1. Then for any partition λ = (λ 1 , · · · , λ s ) of length s, we have
where c λµ ∈ i≥0 Zc µ i , and specifically c λλ = (−1) l(λ)−1 c λs .
Iteratively using i≥1 R i q n−i = c n q n , we can write R n as linear combinations of q λ 's with λ ⊢ n. Thus it is clear that T.q λ = µ⊢|λ| c λµ q µ . We need to show that q µ appears only when µ ≥ λ. Before we prove the theorem, we give the following corollary of this theorem which directly generalizes Newton's identity. Proof. We only need to prove that i≥1 ǫ −1 i p i q ǫ n−i = nq ǫ n for each n ≥ 1, and then the corollary follows directly as a special case of Theorem 3.1, where we set A = Λ(ǫ), R n = ǫ −1 n p n , q n = q ǫ n and c n = n.
Consider the action of the operator
2 · · · with m i = m i (λ), we find A.p λ = |λ|p λ ; thus A.q ǫ n = nq ǫ n . Remark 3.3. In the case of l(λ) = s = 1 and ǫ = (ǫ 1 , ǫ 2 , . . . ) = (1, 1, . . . ), q ǫ n is the Schur function s n and this gives (1.1), one form of Newton's formula.
In the case of l(λ) = s = 2 and ǫ = (ǫ 1 , ǫ 2 , . . . ) = (α, α, . . . ), it gives the crucial Lemma 3.8 in [CJ2] , where we consider the following operator
Let us show briefly how this operator diagonalizes Jack functions. We only need to show that D(α) is self-adjoint and raises the q ǫ λ 's. It is selfadjoint since h * n = h −n . From the expression q ǫ n = λ⊢n α −l(λ) z −1 λ p λ , it is not difficult to show that D(α).q ǫ n is a scalar multiple of q ǫ n . Then we write D(α) = A(α) + B(α) with B(α) = i,j≥1 h −(i+j) h i h j . Note that A(α) is a derivation on Λ(ǫ) and B(α) is a second ordered differential operator. When acting on a product q ǫ λ = q ǫ λ 1 · · · q ǫ λs we have
The first summand is a scalar multiple of q ǫ λ because D(α) diagonalizes the q ǫ n 's. Note that h i .q ǫ n = q ǫ n−i and by the s = 2 case of Corollary 3.2,
. Now we see that for each pair k < l, the term in the second summand is of the form µ≥λ C λµ q ǫ µ by the union property of partitions. Thus D(α) raises q ǫ λ 's. Now we turn to the proof of the theorem. To simplify the notation, we denote
for a partition λ = (λ 1 , . . . , λ s ) of length s ≥ 1. Note that we do not allow 0 parts for λ in the notation T.q λ . The reason is that the right side of (3.2) vanishes if one of the λ i = 0. If the q n for n ≥ 1 form a set of (algebraic) generators in A, T defines an operator on A. This operator depends on the R n 's. The following lemma gives an iterative formula for the action of T .
Lemma 3.4. Let (λ 1 , . . . , λ s , a + 1) be a partition with a ≥ 1. Then we have
Proof. The first formula comes directly from the following computations:
..,λs,1) + q λs T.q (λ 1 ,...,λ s−1 ,1) .
Note that for the second last equal sign we use the given condition q 0 = 1. Directly using this result and then formula (3.3), we have T.q (λ 1 ,...,λs,a+1) = T.q (λ 1 ,...,λs,a,1) + q a T.q (λ 1 ,...,λs,1) = T.q (λ 1 ,...,λs,a,1) + q a (T.q [λ 1 ,...,λ s−1 ,λs+1] − q λs T.q (λ 1 ,...,λ s−1 ,1) ).
Similarly, we have
T. q [λ 1 ,...,λs+1,a] = T.q (λ 1 ,...,λs,a,1) + q λs (T.q (λ 1 ,...,λ s−1 ,a+1) − q a T.q (λ 1 ,...,λ s−1 ,1) ).
Combining these two formulae, we find formula (3.4). Now we can prove the theorem by using another induction inside the first induction.
Proof. We use induction on l(λ). The statement is true for l(λ) = 1. Assume the statement holds for any partition λ such that l(λ) ≤ s. We prove the case of l(λ) = s + 1 by induction on λ s+1 .
We first consider λ = (λ 1 , . . . , λ s , 1), thus λ + = [λ 1 , . . . , λ s−1 , λ s +1] > λ. By formula (3.3), we have T.q λ = T.q λ + −q λs T.q (λ 1 ,...,λ s−1 ,1) , and the theorem is true for this λ by the induction hypothesis and the union property of partitions.
Now we assume that the theorem is true for λ with l(λ) = s + 1 and λ s+1 = a (a ≥ 1). For the partition λ = (λ 1 , . . . , λ s , a + 1), we have λ + = [λ 1 , . . . , λ s−1 , λ s + 1, a], and formula (3.4) becomes:
Note that [λ 1 , . . . , λ s−1 , λ s + 1] ∪ (a) = λ + > λ, and the term q λ appears only in −q λs T.q (λ 1 ,...,λ s−1 ,a+1) . So, by the induction hypothesis and the union property of partitions, the theorem is true in this case.
Lemma 3.5. Under the assumption of Theorem 3.1, for λ = (m, n) of length 2 we have
where we set c 0 = 0 for convenience.
Proof. We prove it by induction on n with the help of Lemma 3.4. For n = 1 we have
and thus it is true in this case. Assume it is true for n = a (a ≥ 1). Now for λ = (m, a + 1) we have
Macdonald symmetric functions
For two parametric vectors η = (η 1 , η 2 , . . . ), τ = (τ 1 , τ 2 , . . . ) we define the following vertex operator
which maps Λ(ǫ) to Λ(ǫ) [[z] ], the set of formal power series of z in Λ(ǫ). We want to find the right choice of ǫ n , η n and τ n , such that X ητ 0 is self-adjoint and acts on q ǫ λ triangularly. For a partition µ = (µ 1 , . . . , µ s ), define the operators h µ = h µ 1 · · · h µs and h −µ = h −µ 1 · · · h −µs . For any series of constants c = (c µν ) |µ|=|ν| , T c = |µ|=|ν| c µν h −µ h ν defines a linear operator on Λ(ǫ). The following lemma can easily be proved. Proof. It can be shown that
where η µ = η µ 1 · · · η µs for a partition µ = (µ 1 , . . . , µ s ), and similarly for τ ν . On the other hand we have (X ητ 0 ) * = X τ η 0 . By Lemma 4.1, X ητ 0 is self-adjoint if and only if η µ τ ν = η ν τ µ for each pair (µ, ν) with |µ| = |ν|. Specifically, one needs η n τ n 1 = η n 1 τ n for n ≥ 1, and thus η n = (η 1 /τ 1 ) n τ n . Note that η n = τ n c n implies η λ = τ λ c |λ| ; the sufficiency follows.
Proof. We compute that
which implies the result.
Theorem 4.4. Fix constants a, b, c, and set τ n = 1 − a n , η n = (1 − a n )c n , (4.1)
Proof. The equations (4.1) are equivalent to the following relations
By Lemma 4.2, X ητ 0 is self-adjoint. We also need another operator on Λ(ǫ) defined by:
Note that the action of Y ǫ n on Λ(ǫ) is the multiplication of q ǫ n , i.e. Y ǫ n .v = q ǫ n · v.
For a partition λ = (λ 1 , . . . , λ s ), X 
With the assistance of Lemma 4.3, we can apply Theorem 3.1 to the right side of expression (4.4) with c n = b n − 1. Note that although these i j 's start from 0, this will not affect the triangularity of X ητ 0 .q ǫ λ by the fact of unions of partitions (cf. before Theorem 3.1), and the leading coefficient has the desired form. Proof. We first prove the second statement by assuming the first statement is true. We first have X ητ 0 .Q λ = c λλ Q λ by Theorem 4.4. Note that c λλ = c µµ for λ = µ, and also X ητ 0 is self-adjoint. We have orthogonality by the following
Now we turn to prove the first statement. We need to show that there is a unique family C λµ , µ ≥ λ with C λλ = 1 such that µ≥λ C λµ q ǫ µ is an eigenvector of X Notice here that the eigenvalue has to be c λλ . Set X ητ 0 .q ǫ µ = ν≥µ c µν q ǫ ν . Consider the coefficients of q ǫ ν for ν ≥ λ in both sides of (4.5). For ν = λ, the coefficients in both sides are already equal, and C λλ = 1 is fixed. For ν > λ, we need C λν = ν>µ≥λ C λµ c µν c λλ − c νν .
Starting from C λλ = 1, and making induction on the dominance order, each C λν can be found uniquely. (1 − t n )q −n z n h −n n exp
n≥1
(1 − t n ) z −n h n n , c λλ = 1 + (1 − t)
(q −λ i − 1)t i−1 .
(B) Setting b = q, c = t, a = t −1 , we have ǫ n = q n −1 t n −1 . This also gives the Macdonald case, with
