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Abstract
This note is a self-contained proof of an interesting property of the double-step Newton method, applied to the computation of
the largest or smallest zero of a real polynomial with all real zeros. It deals with what occurs when the iterates overshoot the zero.
Our proof technique seems more transparent than the one usually found in the literature, and may make future extensions of the
theorem possible.
c© 2006 Elsevier Ltd. All rights reserved.
Keywords: Newton; Double step; Zero; Root; Polynomial; Overshooting
1. Introduction
Newton’s method is a well-known iterative method for solving the equation f (z) = 0. It is defined by
zk+1 = zk − f (zk)f ′(zk) ,
for an appropriate z0. Its equally well-known geometric significance is as follows: at each iterate, compute the tangent
to f (z) and make the zero of the tangent your next iterate. This means that if we start, e.g., to the right of the largest
zero of a convex function, the iterates will converge monotonically from the right to that zero, as is illustrated in Fig. 1.
Progress toward a zero, especially when the iterates are still far away, can sometimes be accelerated by taking
double steps, i.e., by using the iteration formula zk+1 = zk − 2 f (zk )f ′(zk ) , although we hasten to point out that this is not a
statement about the asymptotic convergence rate. Of course, such an acceleration applied to the aforementioned case
of a convex function could cause an iteration to overshoot the zero and potentially spoil the convergence. However,
sometimes this overshooting exhibits interesting properties. One such case is the computation of the largest (or
smallest) zero of a polynomial with all real zeros for which it is possible to backtrack from an overshoot without
wasting the computations that were already carried out. This is a consequence of a result in [3] (Theorem 5.5.9)
the proof of which, being somewhat complicated, does not seem to be easily modified to accommodate potential
extensions of the theorem (e.g., by taking the multiplicity of zeros into account). What we propose here is an alternative
proof, which we hope should be sufficiently transparent to allow for such extensions.
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Fig. 1. Newton’s method for f (z) = 0.
We start by reviewing a few relevant properties of polynomials with all real zeros. Assume that we have a real
polynomial p(x) of degree n with all real zeros ξ1 ≥ ξ2 ≥ · · · ≥ ξn . Without loss of generality, we also assume that
p(x) > 0 for any x > ξ1, i.e., the leading coefficient of p(x) is positive. The derivative of p(x) has n − 1 real zeros
α j , which by Rolle’s theorem must satisfy ξ1 ≥ α1 ≥ ξ2 ≥ α2 ≥ · · · ≥ αn−1 ≥ ξn . These are all the roots of p′(x),
which also satisfies p′(x) > 0 for x > α1 because its leading coefficient is positive. Applying Rolle’s theorem again,
we obtain analogously that p′′(x) ≥ 0 for any x ≥ α1 (see also Theorem 5.5.5 and Lemma 5.5.7 in [3]).
A useful quantity is the logarithmic derivative of p(x). It is given by
φ(x) = d
dx
(ln |p(x)|) = p
′(x)
p(x)
.
Since p(x) = an∏nj=1(x − ξ j ), one easily sees that
φ(x) = p
′(x)
p(x)
=
n∑
j=1
1
x − ξ j .
This function is singular at each zero of p(x) and is strictly decreasing on intervals between the zeros. For ξ1 6= ξ2,
the graph of φ(x) on (ξ2, ξ1) is shown in Fig. 2.
We are now ready for the aforementioned Theorem 5.5.9 in [3]. It states that a double Newton step from a point to
the right of the largest zero ξ1 of p(x) can never overshoot the largest zero α1 of p′(x). Now, if one wanted to preserve
the monotonicity of the iterates one might think that, after overshooting, one would have to go back to the last iterate
on the right-hand side of ξ1 and then continue with the regular (nonaccelerated) Newton method, thereby wasting
any function evaluations already carried out at the overshoot. However, the theorem also states that this will not be
necessary. In fact, it shows that the first regular Newton step from the overshoot will yield a closer approximation to
ξ1 from the right than would be obtained by backtracking to the last iterate before the overshoot and then carrying
out regular Newton. The theorem is formulated for the largest zero, but an entirely analogous result holds for the
smallest one. The importance of accelerating the convergence to the smallest or largest zero lies in the fact that such a
procedure can be used to compute all the zeros of a polynomial: first one computes the smallest or largest zero, which
is subsequently “peeled off”, then one applies the same procedure to find the next largest, and so on. The various ways
of dealing with computed zeros can be found in any standard numerical analysis book.
We will state the theorem exactly as in [3] and use the same notation, although our proof will be quite different.
2. Overshooting theorem
Theorem 2.1. Let p(x) be a real polynomial of degree n ≥ 2, all zeros of which are real, ξ1 ≥ ξ2 ≥ · · · ≥ ξn . Let
α1 be the largest zero of p′(x): ξ1 ≥ α1 ≥ ξ2. For n = 2, we require also that ξ1 > ξ2. Then for every z > ξ1, the
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Fig. 2. The graph of φ(x) = p′(x)p(x) .
numbers
z′ = z − p(z)
p′(z)
, y = z − 2 p(z)
p′(z)
, y′ = y − p(y)
p′(y)
are well defined and satisfy
α1 < y and ξ1 ≤ y′ ≤ z′.
It is readily verified that n = 2 and ξ1 = ξ2 imply y = ξ1 for any z > ξ1.
Proof. Assume without loss of generality that p(z) > 0 for z > ξ1. We distinguish three cases: y > ξ1, y = ξ1, and
y < ξ1. For y > ξ1, the proposition of the theorem follows immediately. For y = ξ1, we show first that ξ2 < α1 < ξ1,
that is, ξ1 is a simple zero of p. We do this by showing that y = ξ1 = ξ2 = α1 is impossible. Since this case was
excluded for n = 2, this can only happen for n ≥ 3. This means that
1
2
(
p′(z)
p(z)
)
= 1
2
(
n∑
j=1
1
z − ξ j
)
>
1
2
(
1
z − ξ1 +
1
z − ξ2
)
and therefore
2
p(z)
p′(z)
< H(z − ξ1, z − ξ2),
where H(a, b) stands for the harmonic mean of a and b. Since z − ξ1 and z − ξ2 are positive numbers, this means
that H(z − ξ1, z − ξ2) ≤ z − ξ2 and therefore that y = z − 2 p(z)p′(z) > ξ2, so that y = ξ1 = ξ2 = α1 is impossible.
Therefore α1 < ξ1 = y′ = y < z′ and the proposition is proved for the second case as well. The case y < ξ1 remains.
Since we already know that y > ξ2 for n ≥ 3, a fact that is also easily directly shown for n = 2, and recalling that
φ(x) =∑nj=1 1x−ξ j , Fig. 2 shows that all we need to do to prove that α1 < y is to show that φ(y) < 0. Let us do this
now: we have
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φ(y) =
n∑
j=1
1
y − ξ j =
n∑
j=1
1
z − 2/φ(z)− ξ j
= 1
z − ξ1 − 2/φ(z) +
n∑
j=2
1
z − ξ j − 2/φ(z)
= φ(z)
(
1
φ(z)(z − ξ1)− 2 +
n∑
j=2
1
φ(z)(z − ξ j )− 2
)
.
We now set γ j = φ(z)(z − ξ j ) and thus∑nj=1(φ(z)(z − ξ j ))−1 =∑nj=1 1/γ j = 1. We then have
φ(y) = φ(z)
(
1
γ1 − 2 +
n∑
j=2
1
γ j − 2
)
. (1)
We can derive an upper bound on φ(y) by computing the maximum of the function
∑n
j=2 1/(γ j − 2) over all values
γ j > 0 ( j = 2, 3, . . . , n), subject to the restriction that∑nj=2 1/γ j = 1 − 1/γ1. This problem is solved below, just
after the proof, where it is shown that this maximum is given by (γ1 − 1)/(2 − γ1). Substituting this value into (1)
gives
φ(y) ≤ φ(z)
(
1
γ1 − 2 +
γ1 − 1
2− γ1
)
= −φ(z).
Since φ(z) > 0, we have obtained that φ(y) < 0, which means that α1 < y. From the convexity of p(x) for x > α1
then follows that y′ ≥ ξ1. Moreover,
y′ = y − 1
φ(y)
= z − 2
φ(z)
− 1
φ(y)
≤ z − 2
φ(z)
+ 1
φ(z)
= z − p(z)
p′(z)
= z′,
so that y′ ≤ z′, and this completes the proof. 
Note. It is interesting that our proof uses an optimization problem to obtain results concerning Newton’s method for
polynomials. An optimization approach also turned out to be useful for different reasons in [2], which also deals with
the computation of zeros of polynomials.
Solution of the optimization problem
Let us now consider the aforementioned optimization problem:
max
{
n∑
j=2
1
γ j − 2 :
n∑
j=2
1
γ j
= 1− 1
γ1
; γ j > 0, j = 2, . . . , n
}
,
in which γ1 is a fixed positive constant. We recall that this problem occurred when y < ξ1, or z − 2/φ(z) < ξ1.
Because of the equality constraint, this implies that 1 < γ1 < 2. With the change of variables w j = 1/γ j , this
optimization problem is equivalent to
max
{
n∑
j=2
w j
1− 2w j :
n∑
j=2
w j = 1− w1;w j > 0, j = 2, . . . , n
}
.
The maximum value obtained for this problem will be less than or equal to the one obtained for
max
{
n∑
j=2
w j
1− 2w j :
n∑
j=2
w j = 1− w1;w j ≥ 0, j = 2, . . . , n
}
,
and this is the problem we now solve. We start by noting that 1/2 < w1 < 1, which implies that 0 ≤ w j < 1/2
for j = 2, 3, . . . , n, and therefore that the objective function is continuous on the feasible set. Furthermore, the
feasible set is compact as it is a non-empty closed and bounded subset of Rn−1. The continuity of the objective
function then ensures that the optimal value is achieved on this set. It is therefore sufficient to choose the solution
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corresponding to the largest objective function value from among all the solutions that satisfy the first-order necessary
Karush–Kuhn–Tucker conditions (see, e.g., [1, p. 20]).
These conditions state that, at the optimum, there exist real numbers ν j ≥ 0 and µ such that for all j = 2, . . . , n,
1
(1− 2w j )2 − µ− ν j = 0 and ν jw j = 0.
If w j is nonzero, then we have ν j = 0, implying that √µ = 11−2w j > 1 (note that the solution
√
µ = − 11−2w j is not
possible because 1− 2w j > 0) and therefore that w j =
√
µ−1
2
√
µ
. But this means that, at the optimum, all nonzero w j ’s
must have the same value. We claim that the maximum value for the objective function is obtained when one of the
w j ’s, say w2, is equal to 1− w1, and all the others are zero. To show this, we assume, without loss of generality, that
w2, w3, . . . , wk are all equal and nonzero and that wk+1, . . . , wn are all zero. Because of the equality constraint this
means that w2 = w3 = · · · = wn = 1−w1k−1 . With these values we obtain for the objective function
n∑
j=2
w j
1− 2w j =
(k − 1) 1−w1k−1
1− 2
(
1−w1
k−1
) = 1− w1
1− 2
(
1−w1
k−1
) ≤ 1− w1
1− 2(1− w1) .
But the rightmost expression is precisely what one would obtain by having w2 = 1 − w1 and all the other w j ’s
( j = 3, . . . , n) equal to zero. This must therefore represent an optimal solution. In terms of γ1, this optimal value is
equal to γ1−12−γ1 .
Generalizations. Our proof technique allows for potential generalizations of Theorem 2.1, e.g., by considering larger
than double steps for polynomials with multiple zeros. The main difference would be in the maximization problem,
where the terms in the objective function would now have different coefficients. Another possibility is to investigate
what happens when larger steps overshoot more than one zero. Multiplicities could be taken into account here too.
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