Abstract. We consider linear-quadratic problems of optimal control with an elliptic state equation and control constraints. For a discretization of the state equation by the method of Finite Differences and a piecewise approximation of the control we develop error estimates for the solution of the discrete problem and further, based on the optimality conditions, we construct a new feasible control for which we derive error estimates of quadratic order.
Introduction
This paper is concerned with the one-dimensional elliptic problem of optimal control There are several publications about this type of problem including error estimates. For example using the method of Finite Elements Hinze [7] derives upper bounds for semi-discretizations, where only the state variable z is discretized and the control u is still an element of L 2 (0, T ; R m ). Finding a solution of the discrete problems causes computational difficulties which are handled by a fixed-point iteration deduced from the special structure of the discrete solution. Meyer/Rösch [9] discretize the control piecewise constant and derive error estimates of quadratic order. Both publications are concerned with functions on two-dimensional domains. Alt/Bräutigam/Rösch [2] show quadratic convergence under milder assumptions again using Finite Elements. As in [2] We restrict ourselves on a one-dimensional domain, but allow vector-valued controls and states, but we investigate a somewhat more general state equation with a parametric weighting of the main part of the differential operator and all parameters will depend on time. After introducing the discretization we derive, based on ideas of Sendov/Popov [12] , upper bounds for the maximum error and show quadratic convergence with respect to the mesh size h.
|z(t) − z d (t)| 2 + u(t) T R(t)u(t) dt

s.t. −(P (t)z(t) ) + A(t)z(t) = B(t)u(t) + e(t)
The following notations are used. By X(0, T ; R n ) resp. X(0, T ; R n×n ) we denote a space of functions on [0, T ] with values in R n resp. in R n×n . We refer to L 2 (0, T ; R n ) as the Hilbert space of square-integrable functions with the usual scalar product (·, ·) and the corresponding norm · 2 . By L ∞ (0, T ; R m ) we denote the space of essentially bounded functions with norm · ∞ , by W k p (0, T ; R n ) the space of absolutely continuous functions which are k times differentiable a.e. on [0, T ] and whose k-th derivative belongs to L p (0, T ; R n ). The norm of a func-
Finally, we introduce the concept of variation of a function f : [0, T ] → R m . First, we decompose the basic interval [0, T ] with the aid of the set Z = {0 < t 0 < t 1 . . . < t m < T } and define
| as the Variation with respect to Z. The total variation of f follows as
The linear space of all functions with bounded variation is denoted by BV (0, T ; R m ). This paper is organized in the following way. First we investigate some theoretical facts about the objective functional and the constraints. After the introduction of our discretization we develop error estimates for the numerical solution of the state equation and the control problem. Last but not least we construct a new feasible control and improve the result before.
Theoretical Background
Starting with a more detailed look at the state equation
The following lemma gives a proof of existence and uniqueness of a solution und its continuous dependence of variations on the right hand side. λmin(P ) independent of y. Proof. In order to show the existence and uniqueness we consider the unconstrained optimization problem (2.4) min
There exists a unique solution z ∈ W 1 2,0 (0, T ; R n ) of (2.4) because the quadratic part is uniformly elliptic (resp. positive definite) on this space. The variational state equation stands for the necessary and sufficient optimality conditions of the solution and therefore z solves (2.2) too. The stronger smoothness property z ∈ W 2 2,0 (0, T ; R n ) follows in this one-dimensional case, consider here e.g. Bräutigam [3] . Setting v = z in (2.2) and taking advantage of z(t)
As P is uniformly positive definite we define
Lemma 1 shows for arbitrary y ∈ L 2 (0, T ; R n ) the existence of a unique solution z ∈ W 2 2,0 (0, T ; R n ). We denote the operator which describes this mapping y → z by S :
With the help of this linear continuous operator we reformulate Problem (CP1) equivalently in a reduced form
is the non-empty, bounded and convex set of all feasible functions. Since R is uniformly positive definite the objective functional is elliptic. Therefore, problem CP2) has a unique solutionū of (CP2), which is characterized by the necessary and sufficient optimality condition
stands for the adjoint state resp. the solution of the adjoint equation
is the solution of (2.1). Formula (2.5) implies the two following statements. The inequality holds a.e. in [0, T ], i.e.
is the unique solution of the finitedimensional optimization problem (2.8) min
Considering two points t 1 , t 2 ∈ [0, T ] we haveū(t 1 ),ū(t 2 ) ∈ U and further by (2.7)
Addition of both equalities gives us
and therefore
where
The matrix functions R, B and the vector-valued function p are Lipschitz continuous by the assumptions made while stating Problem (CP1) and we get thatū is Lipschitz continuous,
is the solution of (2.7) it is a fixed-point of the mapping
with the operator Π [a,b] which assigns to each p(u)(t) the solution of (2.8) for every
3. Discretization of the state equation 
Now we replace in the state equation (2.1) the differential quotients z and (P ·) by the forward resp. backward difference quotient
We evaluate the matrix-function P at the midpoint between the two grid points used by the inner forward difference. Demanding equality at all inner nodes t i , i = 1, . . . , N − 1, we obtain the difference scheme
where we used
2 ). Now we show that for every continuous y there is a unique solution vector β = (β
T ∈ R (N +1)n of (3.1). As a very helpful instrument we introduce a discrete scalar product on
with the associated norm
Then we can state the following assertion. 
By partial summation and using the fact that every
Because of the assumptions on P we know that every P i+ 1 2 , i = 0, . . . , N − 1, is positive definite and
with λ min (P ) defined above. Finally, with
we get the estimate
As in the continuous case we derive the inequalities
and deduce further
It remains to show the existence of β as solution of (3.1). As at the beginning of the proof we multiply every equality by an arbitrary ν i . Summing up and applying partial summation once we get with ν 0 = 0 and arbitrary
This defines the necessary optimality condition for the unconstrained optimization problem
The objective functional of this problem is positive definite because of the properties of P and A and we find a unique solution which is also a solution of (3.1).
With the result of the last lemma we use the solution β of (3.1) to construct the
which we call the discretization of S. As in the continuous case we have the following property of this operator.
Lemma 3. The operator S h is selfadjoint on the space
We start analogously to the last lemma by multiplying every equation in (3.1) by the particular ζ i for all i = 1, . . . , N − 1 and by h > 0. After summing all equalities we get
Applying partial summation on the first term on the left hand side twice and regarding symmetry of P (t) and A(t) for all t ∈ [0, T ] and the given boundary values we find
which shows the assertion.
we denote the interpolation operator defined by (P h u)(t i ) = u(t i ) for i = 0, . . . , N . The following lemma shows two important error estimates.
and for
holds true.
Proof. The proof of (3.3) we find in Ciarlet [5] and the second estimate is shown in Alt/Bräutigam [1] .
Estimates for the discretization error Sy − S h y play a crucial role in the proof of error estimates for discretizations of Problem (CP2). In order to obtain such results we expand ideas from Sendov/Popov [12] to vector-valued differential equations.
Then the error estimates
hold true with constants c 1 and c 2 independent of y and h.
For the proof of the theorem we need some auxiliary results. We start by introducing some notations defining z = Sy and z h = S h y. For the discrete concepts we use the subscripts (·) h and (·)h for forward and backward difference quotients introduced above. First we set z i = z(t i ), i = 0, . . . , N , and deal with the vector (z
T ∈ R (N +1)n , which is equivalent to the interpolate P h z. Second the discrete solution is equivalently determined by the vector β
T ∈ R (N +1)n solves the difference scheme
with
Taking into account the state equation (2.1) integrated between S
i−1 = t i − 1 2 h and S i = t i + 1 2 h for i = 1, . . . , N − 1, we obtain h 2 − h 2 y(t i + t) dt = h 2 − h 2
−(P (t i + t)z(t i + t) ) + A(t i + t)z(t i + t) dt
= P i− 1 2ż i− 1 2 − P i+ 1 2ż i+ 1 2 + h 2 − h 2
A(t i + t)z(t i + t) dt.
Using the abbreviationsż i± 1 2 =ż(t i ± h 2 ) we get after division by h > 0
Combining this with the definition of ψ we obtain for i = 1, . . . , N − 1 
A(t i + t)z(t i + t) dt
The next step is the estimation of the errors which are represented by ψ 0 and ψ 1 . We start with ψ 0 i and an arbitrary i ∈ {0, . . . , N − 1}
Evaluating the absolute value on both sides we get for every i = 0, . . . , N − 1
tiz .
In order to estimate |ψ 1 i | we start with the first term We get for an arbitrary v ∈ W 2 2 (0, T ; R n ) the following estimate
Now we apply the last estimate deriving
A i z i − 1 h h 2 − h 2
A(t i + t)z(t i + t) dt
The second term is estimated in an analogous way. For i = 0, . . . , N − 1 we obtain
Si−1ẏ . Finally, we obtain
To summarize we state our results in the following lemma.
)n be the vector from (3.8). Then there exists a partitioning
ψ i = (ψ 0 i )h + ψ 1 i with |ψ 0 i | ≤ h 4 P ∞ V ti+1 t iz , i = 0, . . . , N − 1 |ψ 1 i | ≤ 2ch A W 2 1 (S i−1 ,S i ) z W 2 1 (S i−1 ,S i ) + V Si Si−1ẏ , i = 1, . . . , N − 1.
Corollary 7. Under the assumptions of Lemma 6 we have
with constants c 1 and c 2 independent of y and h.
Proof. We use the state equation (2.1) to replacez by Az − y and the inequalities from Lemma 3. The assertions now follow immediately from the last Lemma. Now we use the last results to estimate the discrete error in a very useful way. Extending results of Sendov/Popov [12] (see also for a deeper insight Samarskii [11] ) to vector-valued functions we obtain the following lemma. 
holds true with a constant c independent of h.
Proof. With respect to (µ) h = ψ 1 , it follows that γ solves the system
where ϕ = ψ 0 + µ. Starting with
q. Now we calculate the components of w with the aid of the recursive formula
for k = 0, . . . , N − 1. Summing up we obtain
Regarding 
which is equivalent to
Now we are able to determine every w i by
Evaluating the absolute value on both sides gives for all i = 1, . . . , N the estimate
The second estimate follows from
and the third one from Golub/van Loan [6] and
Because the right hand side is independent of the index i, the maximum of all w i also fulfills the inequality and finally we get
From the definition of w we deduce for the difference ξ := γ − w the equations
and with (3.2) we conclude
Finally, we get as the last step
which is exactly the assetrtion.
We are now able to prove Theorem 5 stating an error estimate for the exact and numerical solution of the state equation (2.1). First we restrict ourselves to discrete convergence, i.e. the error is measured in the space V h (0, T ; R n ).
and the estimate
holds true with a constant c independent of y and h.
Proof. The first part is obvious. For the estimate we remember from Corollary 7 and obtain by using Lemma 8
which completes the proof.
PROOF of Theorem 5. Again with the notations above we continue directly with the result of Lemma 9 and the interpolation error estimate of Lemma 4. By using triangular inequality we get
The proof of (3.6) is analogous including an additional remark. With the func-
and apply the results of the first part onto (2.6) obtaining
The second term is estimated with the aid of Lemma 3 and the first part
Finally, with respect to the interpolation error
Discretization of the control problem
We recall the definition of the Grid G and the space of continuous, piecewise linear functions V h (0, T ; R m ). In this way we formulate the discretized problem
Problem (CP) h has a unique solutionū h ∈ V h (0, T ; R m ) and we can state the necessary and sufficient optimality conditions
h , where we used Lemma 3 and the symbol
In order to obtain estimates of the error between the solutions of (CP2) and (CP) h we use the results of the previous section. The following theorem first deals with discrete quadratic convergence. Proof. From (2.5), the continuity ofū andū h ∈ U ad we derive
for i = 0, . . . , N and by adding all inequalities we derive
Furthermore, we test (4.1) with ζ h = P hū
Addition of the last inequalities results in
The last splitting of the scalar product is possible because by the special form of the difference scheme (3.1) we have p h (P hū ) = p h (ū). For the second term we use Lemma 3 and obtain
We continue with the first term and conclude with the aid of Theorem 5
holds true. Dividing both sides by P hū −ū h h we finally obtain
which shows the assertion. Theorem 10 shows only discrete quadratic convergence. By Lemma 4 we immediately get
If the mesh size is sufficiently small the first term is dominating the sum and the order of convergence is 3 2 . Therefore, we adopt the idea of Meyer/Rösch [9] to construct, based on (2.9), a new feasible controlũ h by definingũ h (t) as the solution of the unconstraint optimization problem
In this way we obtain an operator Π [a,b] and
Now we use this new control to derive an improved error estimate. Proof. For the solutions of the exact and discretized adjoint equation we know from Theorem 5
Furthermore, it follows from (3.2) and Theorem 10
The operator Π [a,b] is a projection and thus Lipschitz continuous. Therefore by triangle inequality we get
Numerical Example
In order to illustrate the result of Theorem 10, we adopt some ideas from Hinze [7] and Tröltzsch [13] to construct a problem for which the optimal solution is known. We choose the parameters T = 1, n = m = 1, z d ≡ 1, ν = 0.1, P ≡ The optimal control isū (t) = min{− 1 ν (t 2 − t), b}, which is shown in Figure 1 together with the discrete optimal controlū h for h = 0.1. More information is contained in Table 1 which shows the error between the exact and discrete optimal control in both norms · ∞ and · 2 for different mesh sizes h. Besides there is the error between the exact solution and the functionũ h and moreover this value divided by the squared mesh size. The constant behavior of the very last value confirms our theoretical results. 
