Abstract. Iterative methods for solving linear systems of equations can be very e cient if the structure of the coe cient matrix can be exploited to accelerate the convergence of the iterative process. However, for classes of problems for which suitable preconditioners cannot be found or for which the iteration scheme does not converge, iterative techniques may be inappropriate. This paper proposes a technique for de ating the eigenvalues, and associated eigenvectors, of the iteration matrix which either slow down convergence or cause divergence. This process is completely general and works by approximating the eigenspace I P corresponding to the unstable or slowly converging modes and then applying a coupled iteration scheme on I P and its orthogonal complementQ:
can be divided into two broad categories: direct and iterative methods. In the direct case, elementary row operations are performed on the augmented matrix (A; b) in order to reduce the system to a simpler form which can be more easily solved by exploiting the architecture of the target machine. If pivoting techniques are used then this process is usually a stable and reliable one, although in the case of sparse systems the underlying algorithms and data structures can be complicated (see 2] for example). For problems which have certain structures, pivoting may not be necessary, as in the case for symmetric positive de nite matrices. The question of when a direct method or an iterative method should be used is hard to resolve, since an informed answer will depend on both the structure of the problem and the target computer architecture. It is certainly true that many iterative schemes have a simple and conceptually appealing algorithmic structure in that they can often be written very concisely in terms of level 1 and level 2 BLAS, as is the case for the Jacobi and Conjugate Gradient methods, for example. Such iterative schemes are readily parallelizable and the structure of the algorithm does not change if A is full, banded or sparse.
On the other hand a di erent type of structure often has to be imposed on A (such as diagonal dominance or symmetric positive de niteness or the property of an M-matrix) in order to guarantee the convergence of some iterative algorithms.
Furthermore, even if convergence is guaranteed it may be slow and may have to be accelerated by a preconditioning process which may not be suitable to the underlying computer architecture. A notable example of slow convergence occurs when solving Laplace's equation by the use of nite di erence techniques on some mesh. If the region is square and the mesh is uniform with a grid size of h = 1 N+1 then the spectral radii of the Jacobi and Gauss-Seidel iteration schemes are given by (H J ) = cos h 1 ? 1 2 (h ) 2 + O(h 4 ) (H G ) = (cos h ) 2 1 ? (h ) 2 + O(h 4 ); respectively. As the grid size is reduced both the convergence of the Jacobi and Gauss-Seidel schemes slow dramatically.
Of course approaches such as multigrid techniques can rapidly accelerate the convergence of iterative schemes by using them as smoothers in various sequences of coarsening and re ning a discretization mesh. But this is at the cost of introducing considerable computational complexity and the multigrid approach is not always appropriate when trying to exploit certain forms of parallelism.
In order to overcome some of these di culties associated with iterative schemes, we present here a completely general iterative technique for solving linear systems of equations by adaptively de ating those eigenvalues of the iteration matrix, which either slow convergence or cause divergence. A Newton-like method (or direct method in the case of linear systems) is used on an invariant subspace corresponding to the eigenvalues of the iteration matrix which are near the unit disk and an iterative scheme is used in the orthogonal subspace. As the iterations proceed convergence is accelerated since the eigenvalues in the orthogonal subspace can be made small enough by de ation.
Since the iterative scheme is based on a splitting of the matrix, the matrix can be nonsymmetric and any storage can be used. The matrix can be dense, sparse, or even a matrix-free technique is feasible.
The advantage of this approach is not only that it is conceptually very simple but, as will be seen later, it can prove to be remarkably e cient. In some sense the de ation approach allows stationary methods such as Gauss-Seidel and Jacobi iteration to compete on an equal footing with powerful Krylov subspace methods.
The GMRES algorithm 6] is commonly used to solve large sparse nonsymmetric systems. The convergence behaviour is related to the convergence of the Ritz values and superlinear convergence has been established in 8]. The de ation process described in this present paper has the same e ect.
We note that a similar approach to the de ation approach described here has been developed in 3] in which a preconditioner is built by de ation for restarted GMRES based on approximating and updating an invariant subspace at each restart. This approach gives a much more robust scheme than the usual restarted GMRES algorithm and retains the superconvergence properties of full GMRES by the building of an appropriate preconditioner.
This process of accelerating the convergence of iterative methods by a de ation process which progressively extracts the largest eigenvalues (in magnitude) associated with the Jacobian of the problem has been studied in 5] and 7]. It was applied in 7] to the numerical solution of nonlinear parameter-dependent problems of the form y = F(y; ); F : IR m IR ! IR m by a coupled iteration process which forces or accelerates the convergence of a xedpoint iteration scheme and represents an extension of the technique proposed in 5] for solving symmetric nonlinear problems. Recently, 4] has considered a di erent approach which uses singular subspaces for splitting the xed point equation associated with systems of parabolic partial di erential equations. In spite of considerable applications of these projection techniques to nonlinear parameter-dependent problems, little appears to have been done in applying these techniques computationally to linear systems of equations, and this is the focus of this paper. The notation that will be used is the notation used in 7] which is very similar to the notation used in 5] and 4]. Furthermore, we will only consider applying the techniques used by 7] to linear systems, although the approach in 4] also seems a fruitful one.
The approach developed in 7], known as the Recursive Projection Method, is based on the fact that divergence or the slow convergence of the xed-point iteration scheme y (k+1) = F(y (k) ; ) is due to the eigenvalues of F y (the Jacobian of F evaluated at the xed-point y ) approaching or leaving the unit disk. The Recursive Projection Method recursively approximates the eigenspace (IP) corresponding to the unstable or slowly converging modes using the iterates of the xed-point iteration. A coupled iteration process takes place by performing Newton iteration on IP and xed-point iteration on Q (the orthogonal complement of IP) where fast convergence is assured. The scheme will be particularly e ective if the dimension of IP is small.
It should be noted that this approach has some similarities with partitioning techniques for solving sti systems of ordinary di erential equations in which attempts are made to split the system into sti and nonsti subspaces. For this reason we will sometimes refer to IP as the sti subspace.
Thus the outline of the paper is as follows. In section 2 the de ation algorithm will be described in full for linear systems of equations and a new modi cation will also be described. Convergence results will also be given. In section 3 various implementation techniques will be addressed. In section 4 some numerical results are given in both Matlab (for investigating convergence issues) and Fortran (for comparing computational performance). Both dense and sparse systems will be considered and comparisons will be made with other e ective schemes such as LU factorization and standard iterative schemes such as conjugate gradient techniques on a Cray YMP-2D sited at the University of Queensland. Section 5 will be devoted to the application of de ation to areas of scienti c computing such as the numerical solution of ordinary di erential systems and the Generalized Cross Validation techniques for the tting of non-smooth data. These areas involve the repeated solution of successive sets of linear systems in which the system matrix is repeatedly updated by a constant value on the diagonal and de ation can be shown to be very e ective in this situation. A coupled iteration then can be performed between u and q. In 7] only a Jacobi-type coupling was considered but in fact other couplings are possible. These will be referred to as the Jacobi, Gauss-Seidel and Reverse Gauss-Seidel couplings and these can then be written in the general iterative form 8 < :
where W = I r ? Z > HZ:
The relationships between i; j and the coupling is given by i j coupling k k Jacobi k k + 1 Gauss-Seidel k + 1 k Reverse Gauss-Seidel In the last case it is understood that the q iteration is performed rst.
It can be seen from (2.3) that Gauss-Seidel and Reverse Gauss-Seidel couplings have very similar properties in that they both compute the same sequence but with di erent starting and nishing values.
There are a number of factors that should be borne in mind when considering this de ation approach. The most signi cant is that r should be kept as small as possible, since a linear system of dimension r has to be solved at each step of the iteration process and since r vectors (the basis Z) must be stored. This of course has to be judged in terms of the number of iterations to attain convergence. We recall here that H is the iteration matrix of the underlying iteration scheme, and this underlying scheme can be chosen depending on both the problem and the computer architecture. In the case of a parallel environment a Jacobi or block Jacobi iteration may be appropriate in which case M will be diagonal or block diagonal; while in a sequential environment Gauss-Seidel or block Gauss-Seidel or SOR schemes may be more appropriate as this will lead to faster convergence but less parallelism depending on the ordering of the components. Before studying the convergence properties, we must ensure that this method is well-de ned, or in other words that W is non singular. We have the following result. Proposition 2.1. W is non singular if and only if 1 is not an eigenvalue of PHP.
Proof. W is singular is equivalent to 1 is an eigenvalue of Z T HZ which is in turn equivalent to 1 is an eigenvalue of PHP. Now let us assume that W is non singular. The convergence properties can be analyzed by examining the iteration matrix associated with the xed-point scheme. Let
In the case of the three couplings, Jacobi, Gauss-Seidel and Reverse Gauss-Seidel, the Jacobians associated with these schemes can be written as
where E = QHP; B = QHQ; C = P(ZW ?1 Z > )P HQ:
Thus the spectra of the associated Jacobian matrices for a GS and RGS coupling are, respectively, given by Now the idea of the de ation method is to choose an invariant subspace IP corresponding to the eigenvalues close to 1. We have the following theoretical result. Proposition 2.2. Let IP be an invariant subspace for the matrix H, with an orthonormal basis Z, Q and P be the projections on the orthogonal of IP and on IP. Let us assume that 1 is not an eigenvalue of PHP and that (QHQ) < 1, where (QHQ) is the spectral radius of QHQ. Then the method (2.3) is well-de ned and convergent for all three schemes.
Proof. If IP is an invariant subspace for the matrix H then E = QHP = 0 and the spectral radii of all three schemes are exactly the same and are given by (B) = (QHQ): The conclusion follows readily.
Because the invariant subspace IP is only approximated in practice, the matrix E is not null but hopefully small. In the presence of inaccuracies in Z, Gauss-Seidel, Reverse Gauss-Seidel and Jacobi couplings behave di erently, as will be seen in section 4.
3. Implementation issues. An There are a number of ways that this de ation algorithm can be implemented.
Currently the user is allowed to specify the size of the Krylov subspace (denoted wind ), the (constant) number of eigenvalues that are de ated at each outer iteration (denoted def ), the (constant) frequency at which these eigenvalues are de ated (called freq) and the maximal number of de ated eigenvalues (denoted numeig ). Two complex conjugate eigenvalues are always extracted together so that wind is at least 2 and def = 1 for example means de ation using one real eigenvalue or two complex conjugate eigenvalues. A more sophisticated implementation is currently under development in which a cost function is developed which allows for automatic and adaptive de ation. This cost function can be interrogated to see at which points in the iteration process the dimension of Z can be increased. However, this approach is not reported on in this present paper.
Of course, this de ation method requires slightly more memory than the underlying splitting scheme. The memory overhead is to store the basis Z and the window S. Typically, as will be seen in section 4, Z contains 30 or 50 vectors and S contains less than 4 vectors. The following represents an outline of the de ation algorithm. It is written here for the Jacobi splitting and the RGS coupling. We will use a Matlab implementation on a Sparc10 workstation purely to compare the number of iterations needed to obtain suitable convergence for various numerical methods. In order to compare computational performance we will use one CPU of a two processor YMP-2D sited at the University of Queensland, which has a peak performance of approximately 330 M ops on each processor, using Fortran77. Problems 1 and 2 are solved to very high precision and then we use the`exact' solutions to build a stopping criterion based on the relative error in the solution. Of course, this is not a practical test. The stopping criterion could be based as often on the residual kr (k) k tol but it would require to compute r, involving another matrix-vector product. We chose the classical test with splitting methods which is based on the di erence of two successive iterates ky (k+1) ? y (k) k tol where tol is a user-de ned tolerance parameter. This is implemented for problems 3 and 4 except when comparing the method with other iterative schemes. In order to have a fair basis of comparison, we then used in all the methods the same stopping criterion based on the residual. Here > 0 is a surface tting parameter which is minimized within a cross{validation algorithm (see 9]) but in the results presented here it will be used to control the conditioning of the problem, with a large implying a well conditioned problem.
The problem size can vary from a few hundred to almost 10,000. Here just three test sets are chosen of dimension 550, 1076 and 1500 because of memory limitations on the Cray YMP-2D. Problem 1. For this problem we investigate how the convergence depends on the number of eigenvalues numeig and the frequency freq with which the eigenvalues are de ated. It is assumed that at most two eigenvalues are de ated at any given time ( wind = 2; def = 1 ).
The results given in the next four tables represent the number of iterations needed to achieve convergence for a problem of dimension m = 144 and a tolerance of 10 ?10 (for the error in the solution).
The results in Tables 4.1-4.3 correspond to Jacobi, Gauss-Seidel and Reverse Gauss-Seidel couplings, respectively, given that the underlying splitting (de ned by the matrix M) is the Jacobi method. Table 4 .4 was calculated using the same three de ation techniques but with an underlying Gauss-Seidel splitting and with one or two eigenvalues being de ated every 15 iterations (freq = 15 ).
The number of iterations required to obtain convergence for the unaccelerated Jacobi and Gauss-Seidel, respectively, are 772 iterations and 389 iterations.
From Tables 4.1-4.3 it can be seen that only about 8 eigenvalues need to be deated at a frequency of one every 10 iterations to reduce the number of iterations by a factor of 10 (from 772 to 71). It can also be seen that there are some performance di erences between the three couplings especially if eigenvalues are de ated too frequently but that as the frequency becomes longer there is very little di erence between couplings, which is to be expected from the theoretical results given in section 3. However, of these three couplings the Gauss-Seidel and Reverse-Gauss-Seidel couplings appear to be the most robust when Jacobi splitting is used.
Another important point to note here is that the eigenvalues when de ated are often fairly inaccurate (this is why the Jacobi technique diverges if only a few eigenvalues are de ated too quickly) but that as the iterations proceed these eigenvalues themselves become more and more accurate.
There is a considerable di erence in terms of iteration count between using an underlying Jacobi splitting compared with Gauss-Seidel as can be seen from comparing Table 4 .4 with Tables 4.1-4.3. In particular, if only a small number of eigenvalues are de ated, Gauss-Seidel splitting appears to be much more e cient in terms of the number of iterations than Jacobi (by at least a factor of two). As the number of eigenvalues that are de ated increases this ratio between the two schemes appears to approach about two which is the situation when no de ation is used for this problem.
Of course a reduction in the number of iterations by a large factor does not in itself necessarily imply a similar reduction in time because of the additional computational overheads imposed by the de ation process.
In order to see the performance of the de ation process on a larger problem the dimension of the heat equation problem was increased to 900 and a tolerance of 10 ?8 used as a relative error convergence test. A Reverse Gauss-Seidel coupling was used with an underlying Jacobi splitting. Unaccelerated Jacobi took 3519 iterations to converge to the same tolerance in 95.79 seconds on a Sparc10 workstation. The de ation results are given in Table 4 .5 and speed-ups in time and iteration over unaccelerated Jacobi are given in Figure 4 .1.
Here speed-ups in time close to 3.5 are achieved, but again this speed-up is underestimated due to the way Matlab is implemented, and also due to the sparse matrix representations. In fact Matlab is not an appropriate vehicle for comparing times of di erent codes as there are high overheads associated with loop structures within Matlab. Thus for Problems 3 and 4 computational performance will be compared using Fortran77 on a Cray YMP-2D. Table 4 .6.
The unaccelerated Jacobi method took 4208 iterations and a time of 102.3 seconds to attain convergence. All calculations were again done in Matlab. Results are given in Table 4 .6.
The speed-ups in timing and iteration are presented in Figure 4 .2. In this case a speed-up in time of about 8 is much better than for Problem 1. One reason for this is that the iteration matrix H is a dense matrix whereas for Problem 1 it is a sparse matrix. The overhead due to de ation is relatively to the cost of Jacobi higher in the sparse case, so that the same speed-up in iterations leads to a smaller speed-up in time. But again timings in Matlab are only an indication of what can be expected. Table 4 .7 for Jacobi with and without de ation, Gauss-Seidel with de ation and conjugate gradient without preconditioning.
The original iterative scheme (in this case Jacobi) was either diverging or had not converged after 500 iterations. Not only did de ation in conjunction with a Jacobi iteration cause rapid convergence but for both values of the parameter d de ation with Jacobi was more e ective than conjugate gradient. It should also be noted that de ation with Gauss Seidel needed less iterations than de ation with Jacobi to attain the given accuracy. However, the times on a Cray were substantially higher because of the poor vectorizing capabilities of Gauss-Seidel iteration compared with Jacobi.
We had to store wind = 3 vectors for the window (the matrix S). The total number of extracted eigenvalues was less than 20 so that we had to store less than 20 vectors for the approximated invariant basis Z. Problem 4. For this problem, we will compare our de ation scheme to the conjugate gradient iterative method and to the the LU direct method. We rst experiment with a problem of dimension m = 1500 and for = 0:173. In this instance, the underlying iterative scheme is Richardson iteration, the coupling is RGS. pressive it cannot compete with conjugate gradient. However, when Jacobi iteration is used conjugate gradient and de ation give more or less the same computational performance.
In order to compare the computational performance of de ation versus a direct method, three di erent weather data sets of dimension 550, 1025 and 1500 were solved on one processor Cray YMP-2D. The values for were given by = 1 5 ; = 5 64 :
In the rst case the problem is well-conditioned and in the second case there is a modest ill{conditioning, with a condition number for A in the range (160 { 425) depending on the size of the dimension m.
The de ation implementation was based on Reverse-Gauss-Seidel coupling with an underlying Jacobi splitting with tolerance 10 ?8 (the stopping criterion here used the di erence between two iterates) with one eigenvalue de ated every three iterations ( def = 1; wind = 2; freq = 3 ). In all tests, the nal size of the basis Z was less than 50. We used Cray library routines for LU factorizations with backward and forward substitution. The speed-ups over the direct solve are given in Figure 4 .4. As can be seen for the rst 5 GCV evaluations, reducing the estimate of the smoothing parameter (which is the parameter added to the diagonal of the coe cient matrix) directly increases the number of conjugate gradient iterations required to solve the system, as a reduction in s causes an increase in the condition number. For the later iterations, a signi cantly more accurate initial guess can be calculated and this helps the conjugate gradient method's performance. As Figure 5 .1 illustrates, the de ation technique is able to accumulate information about the eigenspace of the systems being solved, and becomes distinctly more e cient with each successive system. Indeed as the minimization parameter converges, the number of iterations needed to solve the system is only 2 or 3.
6. Concluding remarks. Usually, iterative schemes based on a splitting do not converge very fast. We have designed a new method which boosts these methods by de ating the eigenvalues slowing down the convergence. This method is very general and useful for any large nonsymmetric, dense or sparse matrix. The de ation provides a distinct advantage for ill-conditioned systems where the underlying iterative scheme would either diverge or converge very slowly. For systems where the underlying scheme is already converging reasonably well, then the accelerated convergence provided by de ation is not worth the extra work required. We did several numerical experiments to demonstrate the e ciency of our method. A suitable conclusion to be drawn from these results is that de ation can be a very robust and e cient procedure when solving large linear systems of equations. It can turn a divergent iterative scheme into a rapidly converging one and can outperform conjugate gradient methods for some problems. In many cases the number of eigenvalues that have to be extracted in order to get good performance is often modest so that the memory requirements are kept small. Whether Krylov subpsace methods or de ation techniques are more economical will in general be problem dependent.
