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THE SUPREMUM OF BROWNIAN LOCAL TIMES
ON HO¨LDER CURVES
Richard F. Bass and Krzysztof Burdzy
Abstract. For f : [0, 1]→ R, we consider Lft , the local time of space-time Brownian
motion on the curve f . Let Sα be the class of all functions whose Ho¨lder norm of order
α is less than or equal to 1. We show that the supremum of Lf1 over f in Sα is finite is
α > 12 and infinite if α <
1
2 .
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1. Introduction.
Let Wt be one-dimensional Brownian motion and let f : [0, 1] → R be a Ho¨lder
continuous function. There are a number of equivalent ways to define the local time of Wt
along the curve f . We will show the equivalence below, but for now define Lft as the limit
in probability of
1
2ε
∫ t
0
1(f(s)−ε,f(s)+ε)(Ws) ds
as ε→ 0. Let
Sα = {f : sup
0≤t≤1
|f(t)| ≤ 1, |f(s)− f(t)| ≤ |s− t|α if s, t ≤ 1}.
We were led to the results in this paper by the following question.
Question 1.1. Is supf∈S1 L
f
1 finite or infinite?
Our interest in this problem arose when we were working on Bass and Burdzy (1999).
A positive answer to Question 1.1 at that time would have provided a proof of uniqueness
for a certain stochastic differential equation; we ended up using different methods.
However, probably the greatest interest in Question 1.1 has to do with questions
about metric entropy. The metric entropy of S1 is known to be of order 1/ε; see, e.g.,
Clements (1963). That is, if one takes the cardinality of the smallest ε-net for S1 (with
respect to the supremum norm) and takes the logarithm, the resulting number will be
bounded above and below by positive constants times 1/ε. It is known (see Ledoux and
Talagrand (1991)) that this is too large for standard chaining arguments to be used to
prove finiteness of supf∈S1 L
f
1 . Nevertheless, the supremum in Question 1.1 is finite.
It is a not uncommon belief among the probability community that metric entropy
estimates are almost always sharp: the supremum of a process is finite if the metric entropy
is small enough, and infinite otherwise. That is not the case here. Informally, our main
result is
Theorem 1.2. The supremum of f → Lf1 over Sα is finite if α > 12 and infinite if α < 12 .
See Theorems 3.6 and 3.8 for formal statements.
The metric entropy of Sα when α ∈ ( 12 , 1] is far beyond what chaining methods can
handle. Sometimes the method of majorizing measures provides a better result than that
of metric entropy. We do not know if this is the case here.
For previous work on local times for space-time curves, see Burdzy and San Mart´in
(1995) and Davis (1998). For some results on local times on Lipschitz curves for two-
dimensional Brownian motion, see Bass and Khoshnevisan (1992) and Marcus and Rosen
(1996).
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In Section 2 we prove the equivalence of various definitions of Lft as well as some
lemmas of independent interest. In Section 3 we prove finiteness of the supremum over
Sα when α > 12 and that this fails when α < 12 . We also show that (f, t)→ Lft is jointly
continuous on Sα × [0, 1] when α > 1/2.
The letter c with subscripts will denote finite positive constants whose exact values
are unimportant. We renumber them in each proof.
Acknowledgments We would like to thank F. Gao, E. Gine´, J. Kuelbs, T. Lyons, and
J. Wellner for their interest and help. We would like to express our special gratitude to
R. Adler and M. Barlow for long discussions of the problem and many instances of specific
advice.
2. Preliminaries.
We discuss three possible definitions of Lft .
(i) Lft = limε→0
1
2ε
∫ t
0
1(f(s)−ε,f(s)+ε)(Ws)ds;
(ii) Lft is the continuous additive functional of space-time Brownian motion associated
to the potential Uf (x, t) =
∫ 1−t
0
p(s, x, f(t+ s))ds, where p is the transition density
for one-dimensional Brownian motion;
(iii) (for f ∈ S1 only) Lft is the local time in the semimartingale sense at 0 of the process
Wt − f(t).
One of the goals of this section is to show the equivalence of these definitions. We
begin with the following lemma which will be used repeatedly throughout the paper.
Lemma 2.1. Suppose A1t and A
2
t are two nondecreasing continuous processes with A
1
0 =
A20 = 0. Let Bt = A
1
t −A2t . Suppose that for all s ≤ t, and some right-continuous filtration
{Ft},
E[Ait −Ais | Fs] ≤M, a.s. i = 1, 2,
and for all s ≤ t ∣∣E[Bt −Bs | Fs] ∣∣ ≤ γ, a.s.
There exist c1, c2 such that for all λ > 0,
P(sup
s≤t
|Bs| > λ
√
γM) ≤ c1e−c2λ.
Proof. We have
(Bt −Bs)2 = 2
∫ t
s
(Bt −Br)dBr.
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Using a Riemann sum approximation (cf. Bass (1995), Exercise I.8.28) we obtain
E[(Bt −Bs)2 | Fs] = 2E
[ ∫ t
s
(Bt −Br) dBr | Fs
]
= 2E
[ ∫ t
s
E[Bt −Br | Fr] dBr | Fs
]
≤ 2E
[ ∫ t
s
γ(dA1r + dA
2
r) | Fs
]
≤ 4γM.
This inequality holds a.s. for each s. The left hand side is equal to
E[B2t | Fs]− 2BsE[Bt | Fs] +B2s
and hence is right continuous. Therefore there is a null set outside of which
E[(Bt −Bs)2 | Fs] ≤ 4γM
for all s. In particular, if T is a stopping time, by Jensen’s inequality we obtain
E[|Bt −BT | | FT ] ≤ (E[(Bt −BT )2 | FT ])1/2 ≤ (4γM)1/2.
Our result now follows by Bass (1995, Theorem I.6.11), and Chebyshev’s inequality. 
Let Wt be one-dimensional Brownian motion. Define
p(t, x, y) = (2πt)−1/2 exp(−|x− y|2/2t), (2.1)
the transition density of one dimensional Brownian motion. In the rest of the paper, Ft
will denote the (right-continuous) filtration generated by Wt.
For a measurable function f : [0, 1]→ R set ‖f‖ = supt≤1 |f(t)|. Let
Dft (ε) =
1
2ε
∫ t
0
1(f(s)−ε,f(s)+ε)(Ws) ds.
Proposition 2.2. For f measurable on [0, 1], there exists a nondecreasing continuous
process Lft such that E‖Df (ε)− Lf‖2 → 0 as ε→ 0.
Proof. Let E(x,t) denote the expectation corresponding to the distribution of Brownian
motion starting from x at time t, i.e., satisfying Wt = x. For any x and any t ≤ 1,
E
(x,t) 1
2ε
∫ 1−t
0
1(f(t+s)−ε,f(t+s)+ε)(Wt+s) ds =
1
2ε
∫ 1−t
0
∫ f(t+s)+ε
f(t+s)−ε
p(s, x, y) dy ds
≤ c1
∫ 1−t
0
1√
s
ds ≤ c2
√
1− t ≤ c2. (2.2)
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This implies that,
E[Df1 (ε)−Dft (ε) | Ft] = E(Wt,t)
1
2ε
∫ 1−t
0
1(f(t+s)−ε,f(t+s)+ε)(Wt+s) ds ≤ c2. (2.3)
The supremum of
1
2ε
∫ f(t+s)+ε
f(t+s)−ε
p(s, x, y) dy
over ε > 0, t ≤ 1 and s ≤ 1 − t is bounded. By the continuity of p(s, x, y) in y and the
bounded convergence theorem, as ε→ 0,
1
2ε
∫ 1−t
0
∫ f(t+s)+ε
f(t+s)−ε
p(s, x, y) dy ds→
∫ 1−t
0
p(s, x, f(t+ s)) ds
uniformly over x and t. Calculations similar to those in (2.2) and (2.3) yield the following
estimate: for any η > 0,∣∣∣E[(Df1 (ε1)−Df1 (ε2))− (Dft (ε1)−Dft (ε2)) | Ft]∣∣∣ ≤ η, a.s., (2.4)
for all t ≤ 1 provided ε1 and ε2 are small enough.
Because of (2.3) and (2.4), we can apply Lemma 2.1 with A1t = D
f
t (ε1) and A
2
t =
Dft (ε2). The estimate in that lemma shows that, in a sense, the supremum of the difference
between Dft (ε1) and D
f
t (ε2) is of order
√
η. We see that E(‖Df (ε1) −Df (ε2)‖2) → 0 as
ε1, ε2 → 0. This implies that {Df (εn)} is a Cauchy sequence, and therefore Df (εn)
converges as n→∞, for any sequence {εn} converging to 0. Denote the limit by Lft ; it is
routine to check that the limit does not depend on the sequence {εn}. Since the convergence
is uniform over t and t→ Dft (ε) is continuous for every ε, then Lft is continuous in t. For
a similar reason, t→ Lft is nondecreasing. 
Remark 2.3. A very similar proof shows that Lft is the limit in L
2 of
1
ε
∫ t
0
1[f(s),f(s)+ε)(Ws)ds.
Remark 2.4. Let
Uf (x, t) =
∫ 1−t
0
p(s, x, f(t+ s)) ds.
A straightforward limit argument shows that
E[Lf1 − Lft | Ft] =
∫ 1−t
0
p(s,Wt, f(t+ s)) ds. (2.5)
It follows that Uf (Wt, t) is a potential for the space-time Brownian motion t → (Wt, t).
Hence the function Uf (x, t) is excessive with respect to space-time Brownian motion, and
therefore Lft can also be viewed as the continuous additive functional for the space-time
Brownian motion (Wt, t) whose potential is U
f .
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Corollary 2.5. Suppose fn → f uniformly. Then ‖Lfn − Lf‖ converges to 0 in L2.
Proof. From (2.5),
E[Lf1 − Lfu | Fu] ≤ c1
∫ 1−u
0
1√
s
ds ≤ c2
√
1− u ≤ c2
and ∣∣E[Lfn1 − Lfnu | Fu]− E[Lf1 − Lfu | Fu] ∣∣
=
∣∣∣∫ 1−u
0
[p(s,Wu, fn(u+ s))− p(s,Wu, f(u+ s))] ds
∣∣∣
≤
∫ 1−u
0
|p(s,Wu, fn(u+ s))− p(s,Wu, f(u+ s))| ds.
The right hand side tends to 0 by the assumption that fn → f uniformly, and the result now
follows by Lemma 2.1, using the same argument as at the end of the proof of Proposition
2.2. 
If f is a Lipschitz function, then Wt − f(t) is a semimartingale. We can therefore
define a local time for Wt along the curve f by setting K
f
t to be the local time (in the
semimartingale sense) at 0 of Yt =Wt − f(t). That is,
Kft = |Yt| − |Y0| −
∫ t
0
sgn (Ys) dYs.
Proposition 2.6. With probability one, Kft = L
f
t for all t.
Proof. By Revuz and Yor (1994) Corollary VI.1.9,
Kft = lim
ε→0
1
ε
∫ t
0
1[0,ε)(Ys)d〈Y 〉s. (2.6)
Since Yt = Wt − f(t), then 〈Y 〉t = 〈W 〉t = t, and so by Remark 2.3, Kft = Lft a.s. Since
both Kft and L
f
t are continuous in t, the result follows. 
3. The supremum of local times.
Our first goal is to obtain an estimate on the number of rectangles of size (1/N)×
(2/
√
N) that are hit by a Brownian path. Fix any a ∈ R and b ∈ (a, a+ 2/√N ]. Let
Ij = {∃t ∈ [(j − 1)/N, j/N ] : a ≤Wt ≤ b)},
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and
Ak =
k∑
j=1
1Ij .
Lemma 3.1. There exist c1 and c2 such that for all λ > 0,
P(Ak ≥ λ
√
k) ≤ c1e−c2λ.
Proof. There is probability c3 > 0 independent of x such that
P
x( sup
s≤1/N
|Ws −W0| < 1/
√
N) > c3.
So by the strong Markov property applied at the first t ∈ [(j − 1)/N, j/N ] such that
a ≤Wt ≤ b,
c3P
x(Ij) ≤ Px(Wj/N ∈ [a− (1/
√
N), a+ (3/
√
N)]).
This and the standard bound
P
x(Wt ∈ [c, d]) =
∫ d
c
1√
2πt
e−|y−x|
2/2tdy ≤ 1√
2πt
|d− c|,
imply that
P
x(Ij) ≤ c4 1√
N
1√
j/N
=
c4√
j
.
Therefore
E
xAk =
k∑
j=1
P(Ij) ≤ c5
√
k. (3.1)
By the Markov property,
E[Ak − Ai | Fi/n] ≤ 1 + EW (i/n)Ak ≤ c6
√
k. (3.2)
Corollary I.6.12 of Bass (1995) can be applied to the sequence Ak/(c7
√
k), in view of (3.1)
and (3.2). That result say that E exp(c8 supk Ak/(c7
√
k)) ≤ 2 for some c8 > 0. This easily
implies our lemma. 
Fix an integer N > 0. Let Rℓm = Rℓm(N) be the rectangle defined by
Rℓm = [ℓ/N, (ℓ+ 1)/N ]× [m/Nα, (m+ 1)/Nα], 0 ≤ ℓ ≤ N, −Nα − 1 ≤ m ≤ Nα.
Let K be such that N/K is an integer and
√
N < N/K ≤ √N + 1. Set
Qik = Qik(N) = [iK/N, (i+ 1)K/N ]× [k(K/N)α, (k + 1)(K/N)α],
for 0 ≤ i ≤ K and −(N/K)α − 1 ≤ k ≤ (N/K)α. Note that Qik(N) = Rik(N/K) but it
will be convenient to use both notations.
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Proposition 3.2. Let α ∈ (1/2, 1] and ε ∈ (0, 1/16). There exist c1, c2, and c3 such that:
(i) there exists a set DN with P(DN ) ≤ c1N exp(−c2Nε/2);
(ii) if ω /∈ DN and f ∈ Sα, then there are at most c3N (3/4)+(ε/2) rectangles Rℓm in
[0, 1]× [−1, 1] which contain both a point of the graph of f and a point of the graph
of Wt(ω).
Proof. Let
Iikj = {∃t ∈ [iK/N + (j − 1)/N, iK/N + j/N ] : k(K/N)α ≤Wt ≤ (k + 1)(K/N)α},
Aik =
K∑
j=1
1Iikj ,
and
Cik = Cik(N) = {Aik ≥ K(1/2)+ε}.
By Lemma 3.1 with k = [K] and λ = Kε, and the Markov property applied at kK/N we
have P(Cik) ≤ c4 exp(−c5Kε).
There are at most c6N
(1/2)+(α/2) rectangles Qik, so if DN = ∪i,kCik, where 0 ≤ i ≤
K and −(N/K)α − 1 ≤ k ≤ (N/K)α, then
P(DN ) ≤ c7N (1+α)/2 exp(−c5Kε) ≤ c7N exp(−c8Nε/2).
Now suppose ω /∈ DN . Let f be any function in Sα. If f intersects Qik for some i
and k, then f might intersect Qi,k−1 and Qi,k+1. But because f ∈ Sα, it cannot intersect
Qir for any r such that |r− k| > 1. Therefore f can intersect at most 3(K +1) of the Qik.
Look at any one of the Qik that f intersects. Since ω /∈ DN , then there are at
most K(1/2)+ε integers j that are less than K and for which the path of Wt(ω) intersects
([iK/N + (j − 1)/N, iK/N + j/N ] × [−1, 1]) ∩ Qik. If f intersects a rectangle Rℓm, then
it can intersect a rectangle Rℓr only if |r −m| ≤ 1, since f ∈ Sα. Therefore there are at
most 3K(1/2)+ε rectangles Rℓm contained in Qik which contain both a point of the graph
of f and a point of the graph of Wt(ω).
Since there are at most 3(K +1) rectangles Qik which contain a point of the graph
of f , there are therefore at most
3(K + 1)3K(1/2)+ε ≤ c9N (3/4)+(ε/2)
rectangles Rℓm that contain both a point of the graph of f and a point of the graph of
Wt(ω). 
We can now iterate this to obtain a better estimate.
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Proposition 3.3. Fix α ∈ (1/2, 1] and δ, η > 0. There exist c1 and N0 such that if
N ≥ N0:
(i) there exists a set E with P(E) ≤ η;
(ii) if ω /∈ E and f ∈ Sα, then there are at most c1N (1/2)+δ rectangles Rℓm(N) contained
in [0, 1] × [−1, 1] which contain both a point of the graph of f and a point of the
graph of Wt(ω).
Proof. For any ε, the quantity c1N exp(−c2Nε/2) is summable. First choose ε ∈ (0, δ/4)
and then choose N1 large so that, using Proposition 3.2 and its notation,
∞∑
N=N1
P(DN ) ≤
∞∑
N=N1
c1N exp(−c2Nε/2) < η.
Let E = ∪∞N=N1DN .
Fix ω /∈ E. Suppose N is large enough so that √N ≥ 2N1. Recall the definition of
K and note that N/K differs from
√
N by at most 1. Then by Proposition 3.2 applied with
N/K, there are at most c2(
√
N)(3/4)+ε rectangles Rik(N/K) that contain both a point of
the graph of f and a point of the graph of Wt(ω). Recall the definitions of the events Cik
and DN from Proposition 3.2 and its proof. Since we are assuming that ω /∈ E, we also
have ω /∈ Cik(N) for any i, k. This implies that inside each rectangle Rik(N/K), there are
at most c3(
√
N)(1/2)+ε rectangles Rℓm(N) that contain both a point of the graph of f and
a point of the graph of Wt(ω). Thus there are at most
c4(
√
N)(3/4)+ε(
√
N)(1/2)+ε = c4N
(5/8)+ε
rectangles Rℓm(N) that contain both a point of the graph of f and a point of the graph
of Wt(ω).
We continue iterating: take N large so that N ≥ (4N1)4. There are c4(
√
N)(5/8)+ε
rectangles Rℓm(N/K) that contain both a point of the graph of f and a point of the graph
of Wt(ω). Each of these contains at most c5(
√
N)(1/2)+ε rectangles Rℓm(N) that contain
both a point of the graph of f and a point of the graph of Wt(ω), for a total of
c6(
√
N)(5/8)+ε(
√
N)(1/2)+ε = c6N
(9/16)+ε
rectangles Rℓm(N).
Continuing, if N is large enough, we can get the exponent of N as close to (1/2)+ε
as we like. In particular, by a finite number of iterations, we can get the exponent less
than (1/2) + δ. 
Recall the definition of p(t, x, y) in (2.1).
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Lemma 3.4. If ‖f − g‖ ≤ ε, then for some constant c1 and all ε < 12 ,∫ 1
0
|p(t, 0, f(t))− p(t, 0, g(t))| dt≤ c1ε log(1/ε).
Proof. For t ≤ ε2, we use the estimate p(t, 0, x) ≤ c2t−1/2 and obtain∫ ε2
0
|p(t, 0, f(t))− p(t, 0, g(t))| dt≤ 2c2
∫ ε2
0
1√
t
dt ≤ c3ε.
For t ≥ ε2, note that∣∣∣∂p(t, 0, x)
∂x
∣∣∣ = c4t−1/2 |x|
t
e−x
2/2t = c4t
−1 |x|√
t
e−x
2/2t ≤ c5t−1,
since |y|e−y2/2 is bounded. We then obtain∫ 1
ε2
|p(t, 0, f(t))− p(t, 0, g(t))| dt≤
∫ 1
ε2
|f(t)− g(t)|c5t−1dt ≤ c5ε
∫ 1
ε2
t−1 dt = c6ε log(1/ε).
Adding the two integrals proves the lemma. 
Proposition 3.5. Let f and g be two functions with
sup
(j−1)/N≤t≤j/N
|f(t)− g(t)| ≤ δ.
Then, for all λ > 0,
P
(|(Lfj/N − Lf(j−1)/N )− (Lgj/N − Lg(j−1)/N )| ≥ λN−1/4(δ log(1/δ))1/2) ≤ c1e−c2λ.
Proof. Write s for (j − 1)/N and Aft = Lfs+t − Lfs , Agt = Lgs+t − Lgs . We have for
s ≤ r ≤ t ≤ s+ (1/N),
E[Aft −Afr | Fr] = EWrAft−r ≤ sup
z
E
zAf1/N .
But for any z,
E
zAf1/N =
∫ 1/N
0
p(t, z, f(t)) dt ≤
∫ 1/N
0
1√
t
dt ≤ c3N−1/2.
We have a similar bound for EzAg1/N . For the difference, we have
|E[(Aft −Agt )− (Afr − Agr) | Fr]| = |EWr [Aft−r −Agt−r]|.
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However, for any z,
|Ez[[Aft−r − Agt−r]| =
∣∣∣∫ s+t−r
s
[p(u, z, f(u))− p(u, z, g(u))]du
∣∣∣
≤
∫ 1
0
|p(u, 0, f˜(u))− p(u, 0, g˜(u))| du,
where we define f˜(u) = f(u)−z for all u and we define g˜(u) = g(u)−z if s ≤ u ≤ s+(t−r)
and g˜(u) = f˜(u) otherwise. So ‖f˜(u)− g˜(u)‖ ≤ δ, and by Lemma 3.4,
|Ez[[Aft−r −Agt−r]| ≤ c4δ log(1/δ).
Our result now follows by Lemma 2.1. 
Theorem 3.6. For any α ∈ (1/2, 1], there exists L˜ft such that
(i) for each f ∈ Sα, we have L˜ft = Lft for all t, a.s.,
(ii) with probability one, f → L˜f1 is a continuous map on Sα with respect to the
supremum norm, and
(iii) with probability one, supf∈Sα L˜
f
1 <∞.
Proof.
Step 1. In this step, we will define and analyze a countable dense family of functions in
Sα.
Let N = 2n and let Tn denote the class of functions f in Sα such that on each
interval [(j − 1)/N, j/N ] the function f is linear with slope either N1−α or −N1−α and
f(j/N) is a multiple of 1/Nα for each j. Note that the collection of all functions which
are piecewise linear with these slopes contains some functions which are not in Sα– such
functions do not belong to Tn.
Consider any element h of Sα. Let h(n) denote a function in Tn which approximates
h in the following sense. We will define h(n) inductively on intervals of the form [(j −
1)/N, j/N ]. First we take the initial value h(n)(0) to be the closest integer multiple of
1/Nα to h(0) (we take the smaller value in case of a tie). The slope of h(n) is chosen
to be positive on [0, 1/N ] if and only if h(n)(0) ≤ h(0). Once the function h(n) has been
defined on all intervals [(j − 1)/N, j/N ], j = 1, 2, . . . , k, we choose the slope of h(n) on
[k/N, (k + 1)/N ] to be N1−α if and only if h(n)(k/N) ≤ h(k/N). Strictly speaking, our
definition generates some functions with values in [−1 − 1/Nα, 1 + 1/Nα] rather than in
[−1, 1] and so h(n) might not belong to Sα. We leave it to the reader to check that this
does not affect our arguments.
We will argue that |h(n)(t) − h(t)| ≤ 2/Nα for all t. This is true for t = 0 by
definition. Suppose that 1/Nα ≤ |h(n)(t) − h(t)| ≤ 2/Nα for some t = j/N . Then the
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fact that both functions belong to Sα and our choice for the slope of h(n) easily imply that
the absolute value of the difference between the two functions will not be greater at time
t = (j + 1)/N than at time t = j/N . An equally elementary argument shows that in the
case when |h(n)(t)−h(t)| ≤ 1/Nα, the distance between the two functions may sometimes
increase but will never exceed 2/Nα. The induction thus proves the claim for all times t
of the form t = j/N . An extension to all other times t is easy.
Later in the proof we will need to consider the difference between h(n) and h(n+1).
First let us restrict our attention to the interval [ℓ/N, (ℓ+ 1)/N ]. The estimates from the
previous paragraph show that |h(n)(t)− h(n+1)(t)| ≤ 4/Nα on this interval. Let
Fh,ℓ = {|(Lh
(n)
(ℓ+1)/N − Lh
(n)
ℓ/N )− (Lh
(n+1)
(ℓ+1)/N − Lh
(n+1)
ℓ/N )| ≥ N−(1/4)−(α/2)+ε}.
By Proposition 3.5 with λ = Nε, for any h ∈ Sα, ℓ and n,
P(Fh,ℓ) ≤ c1 exp(−c2Nε).
There are only N + 1 integers ℓ with 0 ≤ ℓ ≤ N . For a fixed ℓ, there are no
more than 3Nα possible values of h(n)(ℓ/N), and the same is true for h(n)((ℓ + 1)/N).
The analogous upper bound for the number of possible values for each of h(n+1)(ℓ/N),
h(n+1)((ℓ+ 1/2)/N) and h(n+1)((ℓ+ 1)/N) is 6Nα. Hence, if we let
GN =
⋃
h∈Sα
⋃
0≤ℓ≤N
Fh,ℓ,
then
P(GN ) ≤ c3N6 exp(−c2Nε).
We will derive a similar estimate for f (n) and h(n), where f, h ∈ Sα. Let us assume
that ‖f − h‖ ≤ 1/Nα. Then |f (n)(t)− h(n)(t)| ≤ 5/Nα for all t. If we define
F˜f,h,ℓ = {|(Lf
(n)
(ℓ+1)/N − Lf
(n)
ℓ/N )− (Lh
(n)
(ℓ+1)/N − Lh
(n)
ℓ/N )| ≥ N−(1/4)−(α/2)+ε}.
then
P(F˜f,h,ℓ) ≤ c7 exp(−c8Nε).
Next we let
G˜N =
⋃
f,h∈Sα
⋃
0≤ℓ≤N
F˜f,h,ℓ.
Counting all possible paths f (n) and h(n) yields an estimate analogous to the one for GN ,
P(G˜N ) ≤ c9N5 exp(−c8Nε).
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Step 2. In this step, we will prove uniform continuity of f → Lf1 on the set T∞ =
⋃∞
n=1 Tn.
Fix arbitrarily small η, β > 0. Choose ε > 0 so small that (1/4)− (α/2) + 2ε < 0.
Recall the events DN from Proposition 3.2. Since
∑
N (P(DN ) + P(GN ) + P(G˜N )) < ∞,
we can take N0 sufficiently large so that P(H) ≤ η, where H =
⋃∞
N=N0
(DN ∪GN ∪ G˜N ).
Without loss of generality we may take N0 to be an integer power of 2, say N0 = 2
n0 .
Fix an ω /∈ H. Consider any f, h ∈ T∞ with ‖f − h‖ ≤ 1/Nα0 . Note that
|Lh1 − Lh
(n0)
1 | ≤
∞∑
n=n0
|Lh(n+1)1 − Lh
(n)
1 |, (3.3)
and
|Lh(n+1)1 − Lh
(n)
1 | ≤
2n∑
m=1
|(Lh(n+1)(m+1)/2n − Lh
(n+1)
m/2n )− (Lh
(n)
(m+1)/2n − Lh
(n)
m/2n)|. (3.4)
Consider 2n = N ≥ N0. Since ω /∈
⋃
N≥N0
DN , Proposition 3.3 implies that there
are at most c1N
(1/2)+ε values of m for which there is a rectangle Rmi in which there is a
point of the graph of h(n) or of h(n+1) and a point of the graph of Wt(ω). So there are no
more than c1N
(1/2)+ε summands on the right hand side of (3.4) that are non-zero.
For a value of m for which the summand on the right hand side is nonzero, it is
at most N−(1/4)−(α/2)+ε, because ω /∈ ⋃N≥N0 GN . Multiplying the number of nonzero
summands by the the largest value each summand can be, we obtain
|Lh(n+1)1 − Lh
(n)
1 | ≤ c1N (1/2)+εN−(1/4)−(α/2)+ε
= c1N
(1/4)−(α/2)+2ε = c1(2
n)(1/4)−(α/2)+2ε. (3.5)
We have assumed that ε is so small that (1/4) − (α/2) + 2ε < 0, so the bound in (3.5) is
summable in n. We increase n0, if necessary, so that
∑
n≥n0
c1(2
n)(1/4)−(α/2)+2ε ≤ β/3.
Then (3.3) implies that
|Lh1 − Lh
(n0)
1 | ≤ β/3.
Similarly,
|Lf1 − Lf
(n0)
1 | ≤ β/3.
A similar reasoning will give us a bound for |Lf (n0)1 − Lh
(n0)
1 |. We have
|Lf (n0)1 − Lh
(n0)
1 | ≤
2n∑
ℓ=1
|(Lf (n)(ℓ+1)/N − Lf
(n)
ℓ/N )− (Lh
(n)
(ℓ+1)/N − Lh
(n)
ℓ/N )|.
First, the number of non-zero summands is bounded by c1N
(1/2)+ε
0 , for the same reason as
above. We have assumed that ‖f−h‖ ≤ 1/Nα0 , so, in view of the fact that ω /∈
⋃
N≥N0
G˜N ,
the size of a non-zero summand is bounded by N
−(1/4)−(α/2)+ε
0 . Hence,
|Lf (n0)1 − Lh
(n0)
1 | ≤ c1N (1/2)+ε0 N−(1/4)−(α/2)+ε0 = c1(2n0)(1/4)−(α/2)+2ε ≤ β/3.
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By the triangle inequality, with probability greater than 1− η,
|Lf1 − Lh1 | ≤ β
if f, h ∈ T∞ and ‖f − h‖ ≤ 1/Nα0 df= δ(β). We now fix an arbitrarily small η0 > 0 and a
sequence βk → 0, and find δ(βk) > 0 such that with probability greater than 1− η0/2k,
|Lf1 − Lh1 | ≤ βk,
if f, h ∈ T∞ and ‖f − h‖ ≤ δ(βk). This implies that, with probability greater than 1− η0,
the function f → Lf1 is uniformly continuous on T∞. Since η0 is arbitrarily small, the
uniform continuity is in fact an almost sure property, although the modulus of continuity
may depend on ω.
For an arbitrary f ∈ Sα, define L˜f = limn→∞ Lf
(n)
1 . By Corollary 2.5, L
f = L˜f a.s.
Therefore L˜f is a version of Lf .
Since the function f → Lf1 is uniformly continuous on T∞, its extension to Sα is
uniformly continuous with the same (random) modulus of continuity. The family Sα is
equicontinuous, hence a compact set with respect to ‖ · ‖. Therefore the supremum of L˜f1
over Sα is finite, a.s. 
Remark 3.7. It is rather easy to see that, with probability one, f → L˜ft is actually jointly
continuous on S × [0, 1]. To see this, note that in the proof of Proposition 3.5 we used
Proposition 2.1, so what we actually proved was that
P
(
sup
(j−1)/n≤t≤j/n
|(Lft − Lf(j−1)/n)− (Lgt − Lg(j−1)/n)| ≥ λN−1/4(δ log(1/δ))1/2
)
≤ e−c1λ.
If we replace (3.4) by
sup
t
|Lh(n+1)t − Lh
(n)
t | ≤
2n∑
m=1
sup
m/2n≤t≤(m+1)/2n
|(Lh(n+1)t − Lh
(n+1)
m/2n )− (Lh
(n)
t − Lh
(n)
m/2n)|,
then proceeding as in the proof of Theorem 3.6, we obtain the joint continuity.
We will show that, in a sense, supf∈Sα L
f
1 = ∞, a.s., if α < 1/2. This statement
is quite intuitive – one would like to let f(ω) = Wt(ω) so that L
f
1(ω) = ∞ – but we have
not defined the local time simultaneously for all f ∈ Sα, and there is a difficulty with the
number of null sets. Theorem 3.6 suggests that the question of joint existence is tied to the
question of the finiteness of the supremum, so we have to express our result in a different
way.
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Theorem 3.8. Suppose α < 1/2. Then there exists a countable family F ⊂ Sα such that
supf∈F L
f
1 =∞ a.s.
Proof. Let ℓxt be the ordinary local time at x for Brownian motion. It is well known (see
Karatzas and Shreve (1994)) that there exists a version of this process which is jointly
continuous in x and t.
Suppose that a piecewise linear function f is equal to y on an interval [s, t]. Then
Proposition 2.2 and a similar well known result for ℓy show that with probability one, for
all u ∈ [s, t],
Lfu − Lfs = ℓyu − ℓys .
Fix α ∈ (0, 1/2). Let F be the countable family of all functions f defined on the
interval [0, 1] such that for some integers n = n(f) and m = m(f), on each interval of the
form [(j − 1)/n, (j− 1
2
)/n] the function f is a constant multiple of 2−m, f is linear on the
intervals [(j − 12)/n, j/n], and f ∈ Sα. Then, with probability one, for all j, all f ∈ F and
n = n(f),
L
f((j−1)/n)
(j−(1/2))/n − L
f((j−1)/n)
(j−1))/n = ℓ
f((j−1)/n)
(j−(1/2))/n − ℓ
f((j−1)/n)
(j−1))/n . (3.6)
In the rest of the proof we assume that this assertion and the joint continuity of ℓxt hold
for all ω.
Let
T = inf{t : |Wt| ≥ 1 or ∃r, s ≤ t such that |Wr −Ws| ≥ ( 14 |r − s|)α}. (3.7)
By the well-known results on the modulus of continuity for Brownian motion, T > 0 a.s.
Let ε > 0. There exists δ such that P(T < δ) < ε. Fix n. On the interval
[(j − 1)/n, (j − 12 )/n], let f1(t) = W ((j − 1)/n). On the interval [(j − 12 )/n, j/n] let f1(t)
be linear with f1(j/n) =W (j/n). Let f2(t) = f1(t) for t ≤ δ/2 and constant for t ≥ δ/2.
It is quite easy to show that f2 ∈ Sα for each ω in the set {T > δ} using the
definition (3.6) of T . By the Markov property, the random variables
Xj = ℓ
f2((j−1)/n)
(j−(1/2))/n − ℓ
f2((j−1)/n)
(j−1))/n
form an independent sequence, and by Brownian scaling, Yj =
√
2nXj has the same
distribution as ℓ01. Let c1 = Eℓ
0
1. By Chebyshev’s inequality,
P
(∣∣∣[δn/2]∑
j=1
(Yj − c1)
∣∣∣≥ c1δn/4) ≤ [δn/2]VarY1
(c1δn/4)2
≤ c2E(ℓ
0
1)
2
δn
=
c3
δn
.
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Take n large so that c3/(δn) < ε. Then there exists a set An of probability at most 2ε
such that if ω /∈ An, then T (ω) ≥ δ and
[δn/2]∑
j=1
Xj ≥ c4
√
δn.
We now choosem large and find f3 ∈ F so that on each interval [(j−1)/n, (j− 12 )/n]
the function f3 is a multiple of 2
−m, f3 is linear on the intervals [(j − 12 )/n, j/n], and
[δn/2]∑
j=1
[
ℓ
f3((j−1)/n)
(j−(1/2))/n − ℓ
f3((j−1)/n)
(j−1))/n
]
≥ c4
√
δn/2;
this is possible by the joint continuity of ℓxt .
By (3.6) we can replace ℓ by L in the last formula, so
Lf31 ≥
[δn/2]∑
j=1
[
Lf3(j−(1/2))/n − Lf3(j−1))/n
]
≥ c4
√
δn/2.
We conclude that
sup
f∈F
Lf1 ≥ c4
√
δn/2,
with probability greater than or equal to 1−2ε. Since n and ε are arbitrary, the proposition
is proved. 
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