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Abstract
Enlarging on Parts I, II, and III we write more equations in the desired format of the extended abstract theory
of composites. We focus on a multitude of equations involving higher order derivatives. The motivation is that
results and methods in the theory of composites then extend to these equations.
1 Introduction
As in Parts I, II, and III, we cast a multitude of linear physics equations in the form encountered in the extended
abstract theory of composites,
J(x) = L(x)E(x)− s(x), Γ1E = E, Γ1J = 0, (1.1)
now concentrating on those equations that involve higher order gradients of the fields. The field s(x) is the source
term, Γ1 is a projection operator in Fourier space, while L(x) acts locally in space and represents the material moduli.
In this Part the fields, but not L(x), may have a dependence on time t = x4. So x could just represent a spatial
coordinate x = (x1, x2, x3) or it could represent a space time coordinate x = (x1, x2, x3, x4) with t = x4 representing
time. Going beyond the static, quasistatic, time harmonic, and dynamic equations that we had expressed in this
form in Parts I, II, and III our focus is on equations that involve higher order gradients of the fields.
Given any two fields P1(x) and P2(x) in this space of fields, we define the inner product of them to be
(P1,P2) =
ˆ
R3
(P1(x),P2(x))T dx, (1.2)
where (·, ·)T is a suitable inner product on the space T such that the projection Γ1 is selfadjoint with respect to this
inner product, and thus the space E onto which Γ1 projects is orthogonal to the space J onto which Γ2 = I − Γ1
projects. As in Part III, the integral should be over R4 if the fields have a dependence on time t = x4.
We will again come across examples where L has a nontrivial null space or has “infinite” entries. As mentioned
in Part I, one may be able to shift L(x) and/or its inverse by appropriate “null-T operators” to remove these
degeneracies or singularities.
We will not repeat the correspondence, given in Part I, between the formulation given here and the more standard
formulation, with the derivatives of potentials explicitly entering the equations, and with the solution involving
resolvents.
As in the preceding Parts, to avoid taking unnecessary transposes, we let ∇· or ∇· act on the first index of a
field, and the action of ∇ or ∇ produces a field, the first index of which is associated with ∇ or ∇.
2 Electrostatics with higher order gradients
The net body electrical charge density is
f = m +∇ · d +∇ · ∇ · q +∇ · ∇ · ∇ · h + . . . = m +∇ · dT , where dT = d +∇ · q +∇ · ∇ · h + . . . , (2.1)
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where it is convenient to think of the vector field d as representing a density of induced electric dipoles, the second
order tensor field q as representing a density of induced electric quadrupoles and the third order tensor field h (not,
of course, to be confused with the magnetic field) as representing a density of induced electric hexapoles, and so
forth. A more precise idea of what d, q, and h are will follow soon. Here we use the spherically symmetric multipole
expansion, see, e.g., [52], so the multipoles here should not be confused with the multipole expansion associated with
spherical harmonics. The term m is a source term representing the force due to the charge density, i.e. the density of
electric monopoles. There can also be source dipoles, hexapoles, octopoles, etc. One has a great deal of flexibility in
writing the source term, since the divergence of a source dipole density, or the double divergence of a source hexapole
density, or the triple divergence of a source hexapole density both result in the same net charge density as a source
monopole density. Without loss of generality, we can assume that there is only the source dipole density −s, and
that m (integrated) is included in it. Even this source field is nonunique as we are free to add any divergence free
field to it.
One expects there may be some nonlocal relation between the electric potential V and s. An example is the
screened Poisson equation associated with Debye-Hu¨ckel screening [4]. As an approximation in, say, a second order
gradient model, the total displacement field dT may be posited to be related to the derivatives of the electrical
potential V through a constitutive law taking the form(
d
q
)
= L
( ∇V
∇∇V
)
−
(
s
0
)
. (2.2)
It follows that
Γ1 =
1
k2 + k4
(
ik
−k⊗ k
)(−ik −k⊗ k) = 1
k2 + k4
(
k⊗ k −ik⊗ k⊗ k
ik⊗ k⊗ k k⊗ k⊗ k⊗ k
)
. (2.3)
There is no uniqueness in this formulation: for instance, suppose there is a coupling in L between q and ∇V , giving
a contribution to q of A(x)∇V where A(x) is a third order tensor. Then the contribution of that term to the total
displacement field dT will be
∇ · (A(x)∇V ) = [∇ ·A(x))]∇V +A(x)∇∇V, (2.4)
which therefore is equivalent to the sum of two couplings: One between d and ∇V and the other between d and
∇∇V .
A better approach, which removes this ambiguity, applies when equations are the Euler Lagrange equations arising
from minimization of the integral of some energy W (x,∇V,∇∇V )− 2s(x) · ∇V of the dielectric material, where W
is quadratic in its arguments: then expressing W (∇V,∇∇V ) as
W (∇V,∇∇V ) =
( ∇V
∇∇V
)
· L
( ∇V
∇∇V
)
(2.5)
uniquely identifies L if we require that it is selfadjoint. The fields d and q that arise in this minimization, are then
labeled as the density of electric dipoles and density of electric quadrupoles respectively. This makes precise their
definition: the constitutive law is the defining equation for d and q with L given by (2.5). The differential constraints
on them are a direct consequence of the Euler-Lagrange equations. This viewpoint avoids the tricky question of how
dT (x) should be separated it into its component fields d and q. More generally, there could be a spatially nonlocal
relation between f and V . Impressively, Camar-Eddine and Seppecher have completely characterized all possible
local and nonlocal possible linear electrostatic responses [9].
In composite materials there are typically block off diagonal couplings in L(x). As Lord Rayleigh observed, a
uniform electric field applied to a periodic array of cylinders generates an array of line force dipoles, line quadrupoles,
line hexapoles, etc., positioned along the cylinder axes due to the multipolar polarizability of each cylinder [47].
Similarly, a uniform electric field applied to a periodic array of dielectric spheres effectively generates an array of
force dipoles, quadrupole, hexapoles, etc., positioned at the sphere centers due to the multipolar polarizability of each
sphere [25]. (The results also extend to periodic arrays of other inclusions or sets of inclusions [27,36,44,59], although
the analytic extension of the field that is outside the inclusion to the inside of the inclusion has singularities not
necessarily just at one point but could have branch cuts, as can be the case if the inclusion has sharp corners. Also,
some composite geometries can be biconnected, like a porous rock, so one cannot identify one phase as the inclusion
phase). If one is interested in the response of the composite to applied electric fields that are not uniform, then all
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the multipoles will come into play when one seeks in knowing the net electrical force density f(x), with the higher
order terms becoming more important the steeper the gradient in the applied field. The multipolar polarizability of
each inclusion is replaced by an equivalent multipolar polarizability of a line or point object at the cylinder or sphere
center that generates dipoles, quadrupoles, hexapoles, etc., concentrated at that line or point in accordance with the
values of ∇Ve, ∇∇Ve, and ∇∇∇Ve at that line or point, where Ve is the nonsingular part of the potential at the
line or point object (due to exterior sources including the surrounding dipoles, quadrupoles, hexapoles, etc). This
is much in the same way that one has the relation (2.2). The discrete nature of these dipole, quadrupole, hexapole,
etc. distributions means that the response will be very much dependent on where the inclusion centers are with
respect to the applied fields if these have high gradients. Thus the continuum representation (2.2) will only be a
rough approximation for periodic composites. In passing, we remark that multipolar polarizabilities can be useful
in the inverse problem of determining an inclusion location and shape from exterior measurements of the multipolar
polarizability [1]. General shaped inclusions, or even off centered cylinders or spheres have multipolar polarizabilties
with off diagonal couplings, and the values of the gradients ∇Ve, ∇∇Ve, and ∇∇∇Ve at the point where one takes
the multipolar expansion are determined by boundary measurements of Ve, assuming Ve to satisfy ∇2Ve = 0.
3 Linear elasticity with higher order gradients
We assume there is a density m of force monopoles (that acts as a source term) which might be due to say fields
permeating the material such as gravity, electrical fields, or magnetic influences, or inertial forces if one is in a frame
of reference accelerating with the body. Due to the flexibility, as in electrostatics, in writing the source term, we
can assume that there is only the source dipole density −s, which again is nonunique since monopole sources can be
expressed as the divergence of a dipole field in many different ways. Balance of forces implies
0 = ∇ · σT −∇ · s, σT = σ +∇ ·M +∇ · ∇ ·H + . . . , (3.1)
where it is convenient to think of σ as a density of induced force dipoles, M as a density of induced force quadrupoles
poles, associated with force moments, H as a density of induced force hexapoles, and so forth. One expects a spatially
nonlocal relation between u and s. Approximating the nonlocal relation by a second order gradient theory, one may
posit that the total stress σT is related to the gradients of the displacement field u through a constitutive law taking
the form: (
σ
M
)
= L
( ∇u
∇∇u
)
−
(
s
0
)
, (3.2)
where the term ∇∇u for example represents some sort of local bending curvature in each element in the body, and
Q represents the associated bending moments tensor. It follows that one has
Γ1(k) =
1
k2 + k4
(
ik
−k⊗ k
)(−ik −k⊗ k) = 1
k2 + k4
(
k⊗ k −ik⊗ k⊗ k
ik⊗ k⊗ k k⊗ k⊗ k⊗ k
)
, (3.3)
where now Γ1(k) applied to a (matrix, third order tensor) just acts on the first index of the matrix and the first
two indices of the third order tensor. Again there is no uniqueness in this formulation. Ambiguities are removed
when the equations are the Euler-Lagrange equations arising from minimization of the integral of some energy
1
2W (x,∇u,∇∇u) − s(x) · ∇u where W is quadratic in its arguments. Then L is taken to be real and symmetric
and uniquely defined through the quadratic form associated with W , similar to (2.5). The fields σ and M are then
defined by the constitutive law, and the Euler-Lagrange equations imply the differential constraints on these fields.
Again, this avoids the tricky question of how σT (x) should be separated it into its component fields σ and M. This
is then easily extended to higher gradient theories. An equivalent and well known viewpoint is to regard σ and M
as Lagrange multipliers involved with minimizing the integral of 12W (x,U,C)− s ·U subject to the constraints that∇u = U and ∇∇u = C. Thus one is interested in
min
u,U,C
ˆ
1
2W (x,U,C)− s ·U− σ : (∇u−U)−M...
.
(∇∇u−C) dx, (3.4)
where : denotes a double contraction of indices, while ...
.
denotes a quadruple contraction of indices. The stationarity
of the integral with respect to changes in u, after integration by parts, yields the differential constraint that ∇ ·σ+
∇·∇·M = ∇·s, while the stationarity of the integral with respect to changes in U and C yields the constitutive law.
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A similar perspective is adopted in thermodynamics, which has its basis in statistical physics [15]. For example, the
temperature T and pressure P are defined as the Lagrange multipliers associated with minimization of the energy
U(S, V ) with respect to changes of the entropy S and changes of the volume V . (One must remember that energy
is conserved: this minimization is equivalent to maximization of the entropy S(U, V ) with respect to changes of the
energy U and changes of the volume V [8]). This interpretation as the pressure and stress as Lagrange multipliers
seems natural, but the stress, instead of just being a Lagrange multiplier, plays a pivotal role in the source term of
Einstein’s theory of general relativity.
In composite materials there are typically block off diagonal couplings in L(x). Thus a uniform strain applied to
a periodic array of cylinders effectively generates an array of line force dipoles, line quadrupoles, line hexapoles, etc.,
positioned along the cylinder axes [26]. This is due to the multipolar elastic polarizability of each cylinder. Similar
results hold true for the propagation of elastic waves with an array of cylindrical cavities [46]. If one is interested in
the response of the composite to applied strains that are not uniform, then all will come into play if one is interested
in knowing the net force f(x), with the higher order terms becoming more important the steeper the gradient in the
applied field. The discrete nature of these dipole, quadrupole, hexapole, etc. distributions means that the response
will be very much dependent on where the inclusion centers are with respect to the applied fields if these have high
gradients. So again the continuum representation (3.2) will only be a rough approximation for periodic composites.
Associated with the truncated equations is the need to include additional constraints on the fields at a boundary:
see [12] and references therein. This is the usual requirement that higher order equations come with the need to fix
more derivatives at the boundary to ensure uniqueness of the solution. Usually in linear elasticity one specifies the
displacement u(x) or the applied force n · σ0 where n is the normal to the surface. If we consider the equations
involving additionally the moments M(x) and the curvature term ∇∇u then, similar to plate theory, one needs to
specify at the boundary the applied surface force n ·D and the applied surface force dipole distribution n ·∇M at the
surface or, alternatively, u and ∇u. In most three dimensional elastic solids the fields resulting from the application
of force dipoles at the surface decay rapidly away from the surface (the Saint-Venant principle). On the other hand
there are materials, known as second gradient elastic materials, where the decay length is very long. These typically
have some easy mode of deformation where certain applied uniform loadings cost little elastic energy, while gradients
in the average applied strain gradient cost a huge amount of elastic energy. Such materials fall outside the framework
of Cauchy elasticity.
Although not recognized at the time, some of the first models built from a very stiff phase and a very compliant
phase to have a Poisson’s ratio approaching −1 [29] are the precursors of second gradient elastic materials: see
Figure 1. I am grateful to Pierre Seppecher for this insight. Three dimensional models have also been conceived [32,33]
and approximations to these have been experimentally tested, at least to verify a Possion’s ratio not far from −1 [7].
These models are examples of affine unimode materials. Here affine means that the only macroscopic modes of easy
deformation are affine ones. When the moduli are appropriately scaled (so that a loading such as in Figure 1(c)
costs finite energy as opposed to the infinite energy required if the inclusions are perfectly rigid) they are second
gradient elastic materials. Unimode means there is only one macroscopic mode of easy deformation. In theory this
deformation can trace any path in the space of Cauchy-Green tensors [32]. There are also examples of affine bimode
materials [31] and Figure 2 shows one such example. The realization that there are practical examples of such second
gradient materials, and examples of ones that have nonaffine deformations, and materials that are third gradient, is
due to Seppecher, Alibert, and Dell Isola [48]. A far grander theoretical result was obtained much earlier by Camar-
Eddine and Seppecher [10] who gave a complete characterization of the possible linear elastic responses, including
second and third gradient materials and even nonlocal responses. An important step in their analysis was the
characterization of the response of arbitrary spring networks when one applies (balanced) forces at a subset of nodes,
called terminal nodes, and measures the displacement as those nodes. This characterization was later extended to
obtain the complete characterization of the response of mass-spring networks when time dependent forces are applied
to the terminal nodes and the resulting time dependent displacements at those nodes are measured [17]. Related
results include a complete characterization of the response at fixed frequency of electrical networks of inductors,
capacitors, resistors and grounds [37] and electromagnetic cicuits [38, 39], and a complete characterization of the
forces that cable webs under tension can support [5, 34].
Unfortunately the microstructures Camar-Eddine and Seppecher are extremely multiscale and impossible to
construct in practice. Their characterization [9] of all possible and nonlocal possible linear electrostatic responses
shows that no dielectric material can be second gradient or third gradient in the same sense as second gradient or
third gradient elastic materials that we have discussed (Pierre Seppecher, private communication).
Perhaps the best known higher order gradient equations for elasticity are the those governing the deflection and
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(d)(c)
(a) (b)
Figure 1: Four examples of affine unimode precursors to second gradient elastic materials. Here the black regions are
rigid polygons or bars, and the points where they meet are hinge joints as may be theoretically achieved by gluing
elastic material to them around the junction point. The arrows in (a), (b) and (c) show the “pinching” force dipoles
that can uniformly shrink the entire material macroscopically just by a scale factor, costing little energy. These
In (d) such a pinching also produces a uniform deformation, however, and as is also true in the other examples,
if, as illustrated, the pinching on the other side is opposite and the inclusions are almost rigid, then there will be
a fight costing a lot of energy: strain gradients are penalized. Examples (a) and (b), drawn from [29] can have a
Poisson’s ratio approaching −1. Simplified variants of these were discovered in [23, 43] The example (c) of Grima
and Evans [16] in closely related to an earlier one of Sigmund [51]. The easy mode of deformation of (d) is analyzed
in [32]. It is essentially a stacking of the pantograph structures discovered by Seppecher, Alibert, and Dell Isola [48].
Adapted from [32], Figure 2.
vibration of plates. In fact, as Bigoni and Gourgiotis recognized [3], a stack of stiff plates separated by say layers of
rubber is a three dimensional second order gradient metamaterial: see Figure 3. Let us now turn to the equations
describing the motions of plates and express them in the desired form.
4 Plate equations
4.1 Dynamic KirchhoffLove plate equation
With x = (x1, x2) representing coordinates in the plane of the plate (i.e. with x3 being perpendicular to the plate)
these take the form [24,53]. (
∂M/∂t
−∇ · (∇ ·M)
)
= L
(−∇∇v
∂v/∂t
)
−
(
0
S
)
, (4.1)
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(a) (b)
(c)
Figure 2: A affine bimode precursor to a second gradient elastic material. Rigid triangles or bars are shown in
black and attached by hinge joints. Figure (a) shows the basic underlying structure with two modes of deformation.
Attaching it to a 180◦ rotation of itself as in (b) gives the structure that forms the unit cell of the bimode material
in (c). The structure in (b) has three modes of deformation, but one is incompatible with the periodicity, before
deformation, of the bimode material.
where M(x, t) and v(x, t) are the bending moment tensor and time derivative of the vertical displacement w of the
plate (i.e. v = ∂w/∂t), and S(x, t) is a bending moment source. Then we have
L(x) =
(−D(x)h(x)3 0
0 h(x)ρ(x)
)
, Γ1 =
D(ik,−iω)D(ik,−iω)†
k4 + ω2
, with D(∇, ∂/∂t) =
(∇∇
∂/∂t
)
,
=
1
k4 + ω2
(
k⊗ k⊗ k⊗ k −iωk⊗ k
iωk⊗ k ω2
)
, (4.2)
where k = (k1, k2) is the Fourier variable associated with x = (x1, x2), h(x) is the plate thickness, ρ(x) its density,
and D(x) is the fourth order tensor of plate rigidity coefficients.
The static thin plate equations are mathematically equivalent to the static two dimensional equations of elasticity.
The vertical displacement w plays the role of the Airy stress function, whose double gradient rotated by 90◦ gives
the stress, and the moment tensor rotated by 90◦ can be expressed as the symmetrized gradient of a vector field that
plays the role of the displacement field.
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(b)(a)
Figure 3: A stack of stiff plates separated by say layers of rubber functions as a second order gradient metamaterial [3].
In (a) we see that force dipoles applied to the surface will bend the material. In (b) we see that a concentrated
downward force of the stack will bend the plates, and accordingly require one to use the higher order gradient
equations to model the deformation.
4.2 Dynamic plate equations for vibration of moderately thick plates
For thicker plates Mindlin [42] derived a more comprehensive set of equations. The constitutive relation can be
written in the form 
∂M/∂t
∂t/∂t
t−∇ ·M
∇ · t
 = L

∇ψ
∂ψ/∂t−∇w
∂ψ/∂t
∂w/∂t
 , (4.3)
where w(x, t) is the out of plane deflection in the x3 direction ; ψ(x, t) = (ψ1(x, t), ψ2(x, t)) is the local rotation
(and ψ˙(x, t) the rate of rotation); M(x, t) represents the bending moments, t(x, t) is the shear force that we will see
equals t′(x, t), while S(x, t) and ft(x, t) are bending moment and shear force sources. The corresponding projection
Γ1 is
Γ1(k, ω) =

−k 0
ωI k
ωI 0
0 ω
(k⊗ k + 2ω2I ωkωkT k2 + ω2
)−1(−kT ωI ωI 0
0 kT 0 ω
)
, (4.4)
where the matrix inverse is (
k⊗ k + 2ω2I ωk
ωkT k2 + ω2
)−1
=
(
c1k⊗ k + ω2I c2k
c2k
T c3
)
(4.5)
with
c1 =
−ω2
k4 + 2ω2 + 2ω4
, c2 =
−(k2 + 2ω2)c1
ω
, c3 = 1− ωk
2c2
k2 + ω2
. (4.6)
The tensor L(x) of material moduli is
L =

−Dh3 0 0 0
0 kµhI 0 0
0 0 ρIh3/12 0
0 0 0 ρh
 , (4.7)
as given in Section 1.11 of [41] in which D(x) is a fourth order bending rigidity tensor depending on the local elastic
moduli of the plate. ρ(x) is the density; h(x) is the plate thickness; µ(x) is the shear modulus tensor; and k is a
shear correction factor taking the value 5/6 for a plate.
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5 Cosserat Elasticity
The Cosserat brothers developed their extension of the elastodynamic equations back in 1909 [11]. A Cosserat
medium is imagined to consist of particles, the position of whose centers determines the displacement field u, and
which can have microrotations given by a field θ. The particles position and rotations interact in a manner governed
by the Cosserat equations. The rotation field θ should not be confused with the nonsymmetric part of ∇u. Here we
use the form of the linearized Cosserat equations presented in [22]:
∇[(κ+ 43µ)∇ · u]− 2µ∇2u + 2α∇× θ + f = ρ
∂2u
∂t2
,
∇[(κ˜+ 43 µ˜)∇ · θ]− 2µ˜∇2θ + 2α∇× u− 4αθ + ` = R
∂2θ
∂t2
, (5.1)
where κ and µ are the bulk and shear elastic moduli contributing to the stress σ, κ˜ and µ˜ are analogous parameters
contributing to the couple stress σ˜, α is a coupling parameter, R is the inertia moment density, f is the external
body force source density, ` is the external torque force source density. Writing these equations in the desired format
was challenging. The form below looks like it could be improved, but I have been unable to find anything simpler.
One has 
0
−∂σ/∂t
∇ · σ
σ˜
−p˜
∇ · σ˜ − ∂p˜/∂t
 = L

∇u
∇v
∂v/∂t
∇θ
∂θ/∂t
θ
−

0
0
f
0
0
`
 , (5.2)
with
L =

0 0 0 0 0 0
0 −C 0 0 0 0
0 0 ρI −2αη 0 0
0 0 0 C˜ 0 0
0 0 0 0 −R 0
−2αη 0 0 0 0 4α
 ,
Γ1(k, ω) =
1
k2 + k2ω2 + ω4

ik
ωk
−ω2
0
(−ik ωk −ω2 0)+ 1k2 + ω2 + 1

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 S(k, ω)
 ,
S(k, ω) =
1
k2 + ω2 + 1
k⊗ k −ωk ik−ωkT ω2 −iω
−ik iω 1
 . (5.3)
where the definition of S(k, ω) coincides with that in Part III, and the entries of Γ1(k, ω) are in blocks, accounting
for the apparent mismatch in matrix dimensions with L. Here C and C˜ are fourth order tensors, that for isotropic
materials take the form
C = 3κΛh + 2µΛs C˜ = 3κ˜Λh + 2µ˜Λs, (5.4)
where Λh, Λs project onto the rotationally invariant subspaces consisting of matrices proportional to the identity
matrix and tracefree symmetric matrices. In this formulation the stress fields σ and σ˜ are symmetric, and it seems
difficult to reformulate the equations in the desired form where this is not so.
One can introduce a nonsymmetric stress
σns = σ − 2αηθ = Cu− 2αηθ, (5.5)
in terms of which θ = −ησns/(4α). Then eliminating θ from the second equation in (5.1) would give a complicated
equation involving just σns, u and their space and time derivatives. Also the first equation in (5.1) implies ∇·σns =
ρ∂2u/∂t2−f . We then have two equations involving just σns and u. It may be the case that these could be expressed
in the desired form, but such a formulation inevitably would be more complicated than (5.2) and (5.3)
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6 Flexoelectric, flexomagnetic, and flexomagnetoelectric equations
Here one has first and second order derivatives of the electrical potential and displacement field with couplings between
electric fields and mechanical fields. Neglecting higher order terms, the static equations take the form [21,60]:
d
q
σ
M
 = L

−∇V
−∇∇V
∇u
∇∇u
 , where ∇ · d +∇ · ∇ · q = 0,∇ · σ +∇ · ∇ ·M = 0, (6.1)
and accordingly, Γ1 takes the form
Γ1 =
1
k2 + k4

ik
−k⊗ k
0
0
(−ik −k⊗ k 0 0)+ 1k2 + k4

0
0
ik
−k⊗ k
(0 0 −ik −k⊗ k) . (6.2)
Thus, flexing a material causes an electric field, and conversely a gradient in the electric field causes a strain. Of course
there can be source terms too. Flexoelectricity is important in many applications. Unlike normal piezoelectricity,
there is still a coupling in L between electomechanical coupling even when the material is centrosymmetric. There is
also the analogous flexomagnetism [14], where the equations take the same form as (6.1) and (6.2) with ψ(x), the
magnetic scalar potential, replacing the voltage V (x) (assuming there are no free currents so that the magnetic field
h can be expressed as h = −∇Ψ). In a two phase composite of a flexoelectric material and a flexomagnetic material
an electric field gradient can create a stress gradient in the flexoelectric material, thus providing a stress gradient
in the flexomagnetic material, and generating a magnetic field. So, in another example of a product property, we
get a magnetoelectric effect where gradients in the electric field produce a magnetic field. At the macroscopic scale
everything is coupled and one gets a flexomagnetoelectric material [13] with
d
q
b
qM
σ
M
 = L

−∇V
−∇∇V
−∇ψ
−∇∇ψ
∇u
∇∇u
 , where
∇ · d +∇ · ∇ · q = 0,
∇ · b +∇ · ∇ · qM = 0,
∇ · σ +∇ · ∇ ·M = 0,
(6.3)
in which qM is a density of magnetic quadrupoles. Interestingly, one can also get flexoantiferromagnetism, where
strain gradients cause a gradient of the antiferromagnetic moment and hence generate a net magnetic field [18]. We
remark that pairs antiferromagnetic moments can be considered as magnetic quadrupoles.
7 Dynamic seepage in fissured rocks
The equations derived by Barenblatt, Zheltov, and Kochina [2] for seepage in fissured rocks are:
β0
∂P
∂T
+∇ · v = 0, v = k1
µ
∇P + ηβ0 ∂
∂t
∇P, (7.1)
where v(x) is the velocity of seepage of the liquid, P (x) is the pressure distribution of the liquid in the pores, β0(x)
is a compressibility constant, k1(x) is the porosity of the system of pores arising in Darcy’s law, µ the dynamic
viscosity of the fluid, and η(x) is a specific characteristic of fissured rocks. They can be rewritten as
s
v
R
−∂∇ · s/∂t+∇ · v + ∂R/∂t
 = L

∂∇P/∂t
∇P
∂P/∂t
P
 , (7.2)
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corresponding to the desired form with
L =

0 0 0 0
ηβ0 k1/µ 0 0
0 0 0 β0
0 0 0 0
 , Γ1 = 1ω2k2 + k2 + ω2 + 1

ωk
ik
−iω
1
(ωk −ik iω 1) , (7.3)
Here the constitutive law implies that s = 0, but it is introduced to correspond with the form of Γ1 (it could become
nonzero if we are able to shift L by a null-T operator). R(x) is a macroscopic liquid density relative to the density
of the liquid: the compressibility constant β0(x) times the pressure P (x).
8 Perturbed magnetohydrodynamic equations in an incompressible fluid
For an incompressible conducting fluid, such as mercury with conducting currents or inside the earth’s liquid core,
where the earth’s magnetic field is generated, the magnetohydrodynamic equations (see Section 2.5.2 of [19]) are
given by
Dρ/Dt = ∂ρ/∂t+∇ · (ρv) = 0, ∇ · b = 0,
ρDv/Dρ = ρ[∂v/∂t+ (v · ∇)v] = −∇(P + b2/2µ0) + (b · ∇)b/µ0,
∂b/∂t = ∇× (v ⊗ b) +∇× j/σµ0
= (b · ∇)v − (∇ · v)b− (v · ∇)b + (∇× j)/σµ0, (8.1)
where D/Dt is the material derivative, v, ρ P , and σ are the fluid velocity, density, pressure, and conductivity
while b is the magnetic field, with b2 = b · b, and µ0 is the magnetic permeability of the vacuum. As the fluid is
incompressible one wants ∇ · v = 0. However, we will allow for nonzero ∇ · v, letting ρ = λb∇ · v, only obtaining
∇ · v = 0 in the limit λb →∞.
As these are nonlinear equations we replace v(x, t), ρ(x, t), P (x, t), and b(x, t), with v(x) + v′(x, t), ρ(x) +
ρ′(x, t), P (x) + P ′(x, t), and b(x) + b′(x, t). Then to first order in  the perturbations satisfy:
∂ρ′/∂t+∇ · (ρv′) = −∇ · (ρ′v) = −v · ∇ρ′ − (∇ · v)ρ′, ∇ · b = 0,
∇P ′ = −ρ[∂v′/∂t+ vT (∇v′) + (∇v)Tv′]− [∂v/∂t+ (v · ∇)v]ρ′
−∇(bT )b′/µ0 − bT (∇b′)T + bT (∇b′)/µ0 + (∇b)Tb′/µ0,
∇× j′ = σµ0
[
∂b′/∂t− bT∇v′ + (∇ · v)b′ + vT∇b′ − (∇v)Tb′ + (∇b)Tp′/ρ+ b(∇ · v′)] ,
(8.2)
where p′ = ρv′ and in the last equation we used ∇·b = 0. Reformulating these linearized equations proved difficult.
After many attempts, and replacing ρ′ on the right hand sides of these equations by λv∇ · v′, and noting that
η(j′) = µ0[(∇b′)T −∇b′], ∇× j′ = ∇ · η(j′), (8.3)
where the first follows from j′ = µ0∇× b′, I arrived at the following equations:
−σ′ − η(j′)
0
−∇ · (σ′ + η(j′))
0
ρ′I
p′
∇ · p′ + ∂ρ′/∂t

= L

∇b′
∂b′/∂t
b′
∇∇ · v′
∇v′
∂v′/∂t
v′

, (8.4)
where the constitutive law will force the stress σ′ to be proportional to I, so we may write σ′ = −P ′I, and, after
taking appropriate limits, will force ∇·b′ = ∇·v′ = 0. Thus η(j′) acts as a sort of antisymmetric stress component.
Note that as
−∇ · (σ′ + η(j′)) = ∇P ′ −∇× j′ (8.5)
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we can recover ∇P ′ and ∇× j′ by separating the field on the left into its divergence free and irrotational (curl-free)
parts. The differential constraints imply
Γ1 =

Y(k, ω) 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
+ 1k4 + k2 + ω2 + 1

0
−k⊗ k
ik
−iω
1
(0 −k⊗ k −ik iω 1) ,
Y(k, ω) =
1
1 + k2 + ω2
k⊗ k −ωk ik−ωkT ω2I −iωI
−ik iωI I
 , (8.6)
in which the definition of Y(k, ω) coincides with that in Part III, but now with the interpretation that acts on the
first index of the matrix in (matrix, vector, vector) fields. The matrix entering the constitutive law is given by
L =

λbΛh + 2µ0Λa 0 0 0 0 0 0
0 0 0 0 0 0 0
(bT − b Tr)/µ0 − σ0µ0vT −σ0µ0I R 0 −r −ρI + σ0µ0(∇b)T −ρ(∇v)T
0 0 0 0 0 0 0
0 0 0 0 λvΛh 0 0
0 0 0 0 0 0 ρ
0 0 0 −λvvT −λv(∇ · v) Tr 0 0

,
r = ρvT + λv[∂v/∂t+ (v · ∇)v] Tr +σ0µ0[bT − b Tr], R = [∇b)T −∇b]/µ0 − σ0µ0[(∇ · v)I− (∇v)T ],
(8.7)
in which Λh and Λa are the projection onto the matrices proportional to I and antisymmetric matrices, respectively,
Tr denotes the operation of taking the trace, bT − b Tr acting on a matrix M produces the vector bTM− b Tr(M),
and λb and λv are large parameters that approach infinity thus forcing ∇ · b′ = ∇ · v′ = 0, with λv∇ · v′ being
replaced by ρ′.
9 Getting rid of superfluous fields in nonlocal wave equations
Many wave equations, in addition to the plate equations and those of Cosserat elasticity, can have higher order
gradient terms. In this context, say for time harmonic electromagnetism, one can use the constitutive law to express
h as a function of e and jf in two different ways. The contribution to h from the “bianisotropic” type nonlocal
coupling acting on ∇× e can be condensed into a nonlocal operator acting on e, while the formula relating ∇×h to
e, ∇× e and jf can be condensed into a nonlocal operator acting on e and jf giving h; equating these two formulae
for h gives a nonlocal relation between e and jf , which if zero gives a nonlocal relation that e must satisfy.
Thus one can eliminate all electromagnetic fields except for the electric field and free current sources. This avoids
introducing the electric polarization and magnetic polarization of the medium, and the associated fields d(x) and
h(x), and even eliminates the need for introducing b(x). As McPhedran and Melrose state in their preamble to
Chapter 6 in their book [28], descriptions based on these fields become “cumbersome and ill defined for sufficiently
general media”, and later in Section 6.3 they point out that “once one has Fourier transformed in both space and
time, the separation into the electric and magnetic disturbances are ill defined”, and they remark that the seemingly
greater generality of formulations where d and h are nonlocally related to e and b is an illusion. Although their
remarks were for nonlocal responses in macroscopically homogeneous media, the same conclusions carry through to
macroscopically inhomogeneous media.
In this spirit, the standard and bianisotropic constitutive laws can be rewritten as ones involving just h and e
and their gradients. There is no distinction between standard electromagnetism and bianisotropic electromagnetism
once higher order gradients are included. Thus phenomena in chiral media such as optical activity (and the related
effect in acoustics called acoustical activity [45]) can equivalently be ascribed to the usual bianisotropic equations
(or their acoustical analog [50]) or due to a higher order gradient effect, namely where the gradient of the electric
field (or double gradient of the pressure) enters the constitutive relation.
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In a similar vein, the nonlocal Willis equations of elastodynamics are equivalent to the standard time harmonic
elastodynamics with nonlocal terms. The couplings can be filtered out of the equations and are unobservable (in
the past I have also been misguided about this). That there is some nonuniqueness in his equations, leading to
an equivalence class of equations, was recognized by Willis [57, 58] though not brought to the conclusion reached
here. Even nonlocal versions of the standard time harmonic elastodynamics are far more cumbersome than necessary.
Gradients and divergences just get absorbed into the nonlocal kernels. Even in the ensemble averaged sense considered
by Willis [54–56] (and which we later jointly developed further [40]) a nonlocal operator acting on the ensemble
averaged strain is the same as the nonlocal operator acting on the symmetrized gradient of the ensemble averaged
displacement field, and that symmetrized gradient can be pulled inside the nonlocal operator. After stripping away
the superfluous fields, one is left with a description where a nonlocal linear operator relates the displacement field
u(x) to the applied body forces f . What survives is this nonlocal linear relation the displacement field u(x) to the
applied body forces. To clarify this, one may consider a one-dimensional Willis model:
dσ/dx = dp/dt− f, ε = du/dx, σ = C ∗ ε+ S ∗ (du/dt), p = S† ∗ ε+ ρ ∗ (du/dt), (9.1)
where σ, p, ε, u, and f are the stress, momentum, strain, displacement, and body force, while C, S, ρ are the
nonlocal elasticity, coupling, and density operators, S† being the adjoint of S, and ∗ denotes a convolution in x,
Taking Fourier transforms this becomes
ikσ̂(k, ω) = −iωp̂(k, ω)− f̂(k, ω), ε̂(k, ω) = ikû(k, ω),
σ̂(k, ω) = Ĉ(k, ω)ε̂(k, ω)− iωŜ(k, ω)û(k, ω), p̂(k, ω) = Ŝ(k, ω)ε̂(k, ω)− iωρ̂(k, ω)û(k, ω), (9.2)
where Ŝ(k, ω) is the complex conjugate of Ŝ(k, ω). This reduces to
Gf ∗ u = f, with Ĝf (k, ω) =
[
k2Ĉ(k, ω)− ωk
(
Ŝ(k, ω) + Ŝ(k, ω)
)
− ω2ρ̂(k, ω)
]
. (9.3)
Looking at it the other way, although this would make the redundancy even worse, if one tries to keep ∇u in the
nonlocal equation, then why not also try to keep ∇∇u as this is important in higher order gradient theory?
We emphasize that in a nonlocal theory the stress itself is unobservable (except when it arises from the ensemble
averaging of problems having a local constitutive law). Creating a small cavity in the material and measuring the
tractions at the boundary of the cavity needed to keep the deformation away from the hole in its previous state does
not work. Creating a hole itself disturbs the nonlocal kernel near the hole, and generally there will be no tractions
that will restore the deformation around the hole to its previous state — there will still some residual deformation
that the tractions cannot remove. One sees this directly in second order gradient elasticity theories where one has
to apply moments (force dipoles), or further couplings for m-th order gradient elasticity theories, at the surface in
addition to tractions if one wants to restore the deformation around the hole to its previous state [12]. More generally,
in nonlocal equations interfaces have to be treated carefully. Thus consider an interface between two materials, with
and without nonlocal responses. As one approaches the interface, the kernel of the operator must change, as it cannot
link with fields in the material with a local response.
For ensembles of problems having a local constitutive law, like those that Willis originally considered, the en-
semble averaged stress is an observable quantity and so the nonlocal linear relation between the ensemble averaged
displacement field and the applied body forces can be supplemented by one relating the ensemble averaged stress to
the ensemble averaged displacement field u(x). For our one dimensional model this relation becomes
σ = Gσ ∗ u, with Ĝσ(k, ω) = ikĈ(k, ω)− iωŜ(k, ω). (9.4)
Note that one can recover the ensemble averaged momentum from the relation ∂p/∂t = ∇ · σ + f and from the
ensemble averaged u one can obtain the ensemble averaged strain. One cannot go back and uniquely recover the
three functions Ĉ(k, ω), Ŝ(k, ω) and ρ̂(k, ω) from the two functions Ĝf (k, ω) and Ĝσ(k, ω). One can recover Ĉ(k, ω)
and ρ̂(k, ω) if one assumes a zero coupling Ŝ(k, ω) = 0 as one is free to do. In three dimensions the same argument
shows that an anisotropic mass-density nonlocal operator does have meaning (after setting the coupling to zero) but
only in the context of an ensemble average of materials as only then does the stress have meaning. The elasticity
tensor field Ĉ(k, ω) is not uniquely defined, even in the absence of couplings, as one can add to it a tensor field
α(ω)Γ1(k) where Γ1(k) is the projection onto the subspace of matrices A such that k ·A = 0.
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The only coupled elastodynamic equations it makes sense to keep are Milton-Briane-Willis equations (see (2.4)
in [35]) as they are local and have stress-acceleration and momentum-strain couplings with a real physical meaning.
While they too can be replaced by a higher order gradient theory, they have the advantage, along with the local
bianisotropic equations [49] for electromagnetism, that is it is easier to use physical reasoning to understand unusual
couplings. Additionally, the continuity conditions at interfaces are the same as those in standard elastodynamics or
standard electrodynamics: continuity of the displacement field u(x) and continuity of n ·σ, where σ(x) is the stress
and n the normal to the surface, or continuity of the tangential components of e and h, across the interface.
A similar result holds true for electrostatics and elastostatics: the fields get lost in nonlocal formulations and
all one is left with is a nonlocal operator relating the voltage V (x) or displacement vector field u(x) to the charge
density source (for dielectrics), free current density (for electrical conduction), or applied body forces (for elasticity).
This is the setting of results of Camar-Eddine and Seppecher [9, 10] who had characterized all possible electrostatic
and elastostatic nonlocal responses, as mentioned in the previous section. We remark that there are conducting
metamaterials where this description does not suffice, such as interpenetrating network materials where instead of one
macroscopic electrical potential, there is a set of them (each on different “networks”) that are coupled together [6,20].
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