The vibration signals of rolling bearing are often highly nonstationary and nonlinear, and consequently it is not accurate to extract and identify the characteristics of these signals by the traditional methods. In order to improve the performance on the feature extraction from bearing signals and the accuracy of the diagnosis, it requires effective signal processing and diagnose algorithms. In this paper, a new fault diagnosis algorithm which combines complementary ensemble empirical mode decomposition (CEEMD), probabilistic neural network (PNN) and particle swarm optimization (PSO) algorithm optimized by improved linear decreasing weight (LDW) algorithm is proposed. In this method, firstly the vibration signals are decomposed into a number of Intrinsic Mode Functions (IMFs) by the CEEMD algorithm since it has good adaptive ability to nonstable signals and can effectively extract fault features. Then the improved LDWPSO algorithm is introduced to solve the problem that the selection of smoothing factor in PNN model is arbitrary and uncertain. Finally, train and diagnose the fault types of rolling bearing using the LDWPSO-PNN model. The proposed method is verified by the experimental datasets. The results indicate that the method can extract the feature vectors of the vibration signals and distinguish them effectively.
I. INTRODUCTION
As an important part of rotating machinery and equipment, rolling bearing plays a key role in bearing load, transferring load and maintaining the smooth operation of vehicles. With data showing, almost all the faults in rotating machines are caused by rolling bearing problems [1] - [3] . Therefore, it is of great significance to detect and diagnose them timely and accurately. So far, the commonly used diagnosis methods are to collect the vibration signals by sensors (mainly accelerometers) at first, and then process them by different signal processing methods, such as Fourier transform, wavelet transform, to extract their features, and finally carry out pattern recognition and classification diagnosis.
The vibration signals of rolling bearing are often highly nonstationary and nonlinear, and it is difficult to identify the characteristics of these signals [4] . It is often not accurate to extract their features by traditional methods. Although
The associate editor coordinating the review of this manuscript and approving it for publication was Dazhong Ma . the Fourier transform [5] is strongly adaptive to stationary signals, it does not reflect its characteristics for nonstationary signals. While wavelet transform can be applied to deal with nonstationary signals, the choice of wavelet base is quite complicated [6] . Huang proposed the EMD algorithm, which can decompose the signal into a series of relatively stable IMFs [7] . However, the EMD algorithm also has defects, such as modal aliasing, under envelope, over envelope. In order to solve these problems, Wu and Huang proposed the EEMD algorithm, which reduces the influence of modal aliasing by adding white noise, but the selection of the amplitude of white noise and the number of sets is still a problem [8] .
A new improved algorithm named CEEMD [9] is introduced to extract the signal features. This method not only effectively avoids the modal aliasing effect, but also reduces the calculation amount and time, and also improves the calculation efficiency by adding a pair of positive and negative complementary noise pairs to the original vibration signals. Therefore, the original vibration signals are decomposed into multiple IMFs by the CEEMD algorithm, and then the energy moment feature vectors can be obtained by integrating the time axis, which reflect the characteristics of the signals accurately. They are used as the feature vectors of the later fault diagnosis.
Among the current diagnosis methods, BP neural network is widely used [10] , however there are many flaws, many training samples should be included, converging speed is slow and it is easily trapped into local minima. PNN method is selected for diagnosis, which not only solves the flaws of BP neural network, but also improves the accuracy of diagnosis [11] . However, the selection of important parametersmoothing factor is often not determined by a fixed method, usually based on empirical estimation. In recent years, many swarm intelligent algorithms such as genetic algorithm [12] , differential evolution algorithm [13] and particle swarm optimization [14] are being introduced. The genetic algorithm mainly uses some candidate solutions to solve the optimization problem. The candidates evolve to a better solution through selection, crossover, and mutation. The search speed is slow, and it takes more time to get an accurate solution. The differential evolution algorithm guides the direction of optimal search through the group intelligence generated by the cooperation and competition between individuals in the group. It has weak global optimization ability, and it is easy to premature. PSO algorithm is a new evolutionary and parallel algorithm developed in recent years [15] . It has attracted the attention of the academic circles because of its advantages such as easy to implement, high precision and fast convergence, and has shown its advantages in solving practical problems. With the continuous development of the PSO algorithm, it can be used to select the smoothing factor in the PNN model. It searches for the optimal value by iterative search and finds the global optimal value which allows the selection of parameters to best reflect the characteristics of the entire sample space [16] . However, PSO algorithm is easy to premature and oscillate near the global optimal solution in the later period [17] . This paper introduces the improved LDW algorithm to design the inertia weight reasonably and it can effectively improve the qualities of solutions and avoid the local optimization.
In this paper, the CEEMD algorithm is used to decompose the original vibration signals and the feature vectors can be obtained by energy moment calculation. Then the improved LDWPSO algorithm is used to optimize the smoothing factor of PNN. Finally, the optimized LDWPSO-PNN model is used to train and diagnose the fault signals.
The main contributions of this paper are summarized briefly as follows:
1) The feature extraction of vibration signals is more accurate by using the CEEMD algorithm and energy moment calculation, which is greatly conducive to the later diagnose. 2) The improved LDW algorithm can effectively balance out the global and local search ability of the PSO algorithm by making a modification for the weight of iteration steps. It improves the phenomenon that it is easy to premature and oscillate near the global optimal solution in the later period of PSO.
3) The improved LDWPSO algorithm is proposed to solve the problem that the selection of smoothing factor in PNN model is arbitrary and uncertain. 4) The quality of the solution and the ability of searching are improved because of the introduction of the LDWPSO-PNN model. Furthermore, the classification is more accurate.
II. METHODOLOGY A. THE PROPOSED METHOD
The overall design of the proposed fault diagnosis method of rolling bearing based on CEEMD and LDWPSO-PNN is shown in Fig.1 . Firstly, the vibration signals are decomposed into a number of Intrinsic Mode Functions (IMFs) by the CEEMD algorithm, the energy moment feature vectors can be obtained by integrating the time axis which can distinguish the characteristics accurately. Then the improved LDWPSO algorithm is introduced to solve the problem that the selection of smoothing factor in PNN model is arbitrary and uncertain. Finally, train and diagnose the fault types of rolling bearing using the PNN model optimized by the improved LDWPSO algorithm. 
B. THE COMPLEMENTARY ENSEMBLE EMPIRICAL MODE DECOMPOSITION (CEEMD) ALGORITHM
The data needs to be preprocessed in advance for further extraction. So, the CEEMD algorithm is introduced in this section. CEEMD algorithm is an improvement of EMD and EEMD algorithm. The complex time series signals can be decomposed into single-component signals by EMD algorithm. These decomposed signals can be called IMFs. Each IMF reflects the signal characteristics in different frequency bands from high to low, and all the frequency components are included in the IMFs. Their relationship with the original signal x(t) is shown in the following form:
where c i (t) is the ith IMF component and r n (t) is the nth residue component. EMD algorithm is very practical for the process of nonlinear and non-stationary signals, however the IMFs components in different frequency bands will be overlapped, it will VOLUME 8, 2020 affect the noise reduction and the fault feature extraction of signals. EEMD algorithm can suppress the mode aliasing effect by adding Gaussian white noise to the whole timedomain many times. As is an improved substitute for EMD algorithm and EEMD algorithm, CEEMD algorithm is introduced. In CEEMD algorithm, a pair of positive and negative complementary white noise is added to the original vibration signals and after many times of averaging, the effect of noise can decrease gradually, it effectively reduces the noise jamming, and improves the efficiency of computation [18] , [19] . The process of CEEMD algorithm is briefly described as follows:
1) Add a pair of positive and negative complementary fixed intensity white noise ω i into the original vibration signal x(t). Before adding, multiply the white noise by a scale factor ε. Decompose the signal x(t) + εω i to acquire the independent IMFs by EMD algorithm, and calculate the average of a series of IMFs. The first IMF is calculated as follows:
where E i is the ith component after each decomposition by EMD. 2) After the IMF 1 in the original vibration signal is removed, the first residue component r 1 is calculated as follows:
3) Add the new white noise ω i to the first residue component r 1 obtained in Step 2 for further decomposition by EMD algorithm, and then take the first step to obtain the second IMF:
4) Repeat the above process until the kth residue component r k is obtained, r k = r k−1 − IMF k , and then obtain the calculation of (k + 1)th IMF:
5) Repeat
Step 4 to extract every IMF until the number of extreme points in the residue component meets the condition of no more than two. The residue component R is calculated as follows:
Finally, the original vibration signal x(t) can be written as the sum of multiple IMFs components and a residue component R by CEEMD algorithm:
The original vibration signals of the rolling bearing in different states can be decomposed into multiple IMFs components and one residue component by the CEEMD algorithm. This method can accurately extract effective data for further extraction of energy moment features.
C. THE ENERGY MOMENT CALCULATION
When the rolling bearing encounters a fault, the energy will suddenly change in some frequency bands, and it is not effective to obtain the feature extraction of signals using the traditional methods. Therefore, the combination of CEEMD algorithm and energy moment calculation is used to extract the energy moment feature vectors of the first six components with large correlation coefficient. The steps are briefly described as follows:
1) Since the vibration signals are discontinuous and discrete, the energy of the ith IMF component and the total energy (here i = 6) are calculated according to (8) and (9) respectively:
where d i (t) is the ith IMF component, D i is the amplitude of the discrete point, n is the number of sampling points.
2) The energy moment feature vectors can be obtained as follows after the energy normalization calculation by (10):
Compared with the traditional algorithms which use the energy or energy entropy of signals to describe the system characteristics, the energy moment can not only reflect the size of energy, but also reflect the distribution of its parameters over time. It can better reveal the energy distribution characteristics and the essential characteristics of signals, which is conducive to the fault feature extraction of vibration signals [20] .
D. PROBABILISTIC NEURAL NETWORK(PNN)
Probabilistic Neural Network (PNN) is a kind of artificial neural network [21] developed from radial basis function neural network (RBFNN), which was firstly proposed by Dr. D.F.Specht. It can use the linear learning algorithm to realize the function of the nonlinear learning algorithm, and also it can ensure the high accuracy of the nonlinear algorithm, which is mainly used in the field of classification and pattern recognition.
The general structure of probabilistic neural network is shown in Fig.2 which consists of the following layers: input layer, pattern layer, summation layer and output layer. • The first layer is the input layer, which is mainly used to receive the fault feature vectors of the training samples and further transfer the data. Among them, the number of neurons is consistent with the dimension of the fault feature vectors.
• The second layer is the pattern layer (also called hidden layer or radial base layer), which is connected with the input layer by the weight, it calculates the similarity between the input feature vectors (each neuron in the input layer) and the pattern types of the training samples (each neuron in the pattern layer), and then input it into the Gaussian function to get the output relationship as follows:
where σ is the smoothing factor, d is the dimension of sample data, x ij is the jth training data of the ith fault.
• The third layer is the summation layer, which connects all kinds of neurons belonging to various classes in the pattern layer, after weighted averaging the output of the previous layer, the output v i of the ith type is obtained as follows:
• The fourth layer is the output layer (also called decisionmaking layer), which is to get the best one in the previous layer and output it as follows:
E. DESIGNED PRINCIPLES OF PSO ALGORITHM
Particle swarm optimization (PSO) algorithm is a new artificial algorithm proposed by Dr. Eberhart and Kennedy. It is an evolutionary searching algorithm which is proposed in the period of simulating a series of foraging behaviors of birds. In PSO algorithm, the solution of each problem in search space can be regarded as a particle. Each individual in these cluster particles has an adaptive value, which is determined by an optimized function. Each individual also has a speed, which determines the direction and distance of particle flight. Then each particle will follow the optimal solution to carry out continuous optimization searching in the search space [22] . The flow chart of the PSO algorithm is shown in Fig.3 . Suppose in a search space, the dimension is D, there are N particles in the community, and the ith particle can be expressed as a D-dimension vector:
The speed of the ith particle can be expressed by V i , which is also a D-dimensional vector:
In the current situation, the optimal position reached by the ith particle is called the individual extremum p best :
The optimal position that all populations of particles can advance at present is called the global extremum g best :
The particles continuously improve their speed and position according to the following Eq.(18) and Eq.(19) to search for the above two best extremums:
where c 1 and c 2 are both learning factors (also called acceleration constants); r 1 and r 2 are both uniform random numbers and r 1 , r 2 ∈ [0, 1].v id is the speed of the particle and v id ∈ [−v max , v max ] , v max is a constant, which can be set by experience and mainly used to limit the search speed of particles.
F. LDWPSO ALGORITHM
In the PSO algorithm, inertia weight w is an important parameter. The increased value w is better for jumping out of the local minimum point, which can improve the global search ability of the algorithm, the reduced value w is beneficial for local search of the current area accurately, which can improve the local search ability of the algorithm. In view of the fact that the PSO algorithm is easy to premature and latter is easy to generate oscillation near the global optimal solution, the improved linear decreasing weight (LDW) [23] method is proposed to reasonably design the inertia weight w, the variation equation is described as follows: (20) In the LDW algorithm, the inertia weight w decreases from large to small linearly, and the improved LDW algorithm slows down the speed of the inertia weight w. While improving the local search ability, it also takes into account the global search ability, which improves the accuracy of the system. The improved LDW algorithm is introduced into the PSO algorithm to continuously optimize the inertia weight, the steps are briefly described as follows:
1) Set the position and the speed of each particle randomly. 2) Evaluate the fitness of each particle, and then store the position and the fitness value of the particle in the individual extremum p best of the particle and the individual position and the fitness value of the optimal fitness value of all individual extremum p best in the global extremum g best . 3) Update the speed and the position of the particles according to Eq. (18) and Eq. (19) . 4) Update the weight according to Eq. (20). 5) Compare the fitness value of each particle with the best position of the particle. If they are close, the current value is taken as the best position of the particle. Compare all current individual extremums p best with global extremum g best and update the global extremum g best . 6) The search is stopped until the algorithm reaches the stop condition and the optimal result is output, otherwise it returns to the third step to continue the search.
G. LDWPSO-PNN ALGORITHM FOR THE FAULT DIAGNOSIS OF ROLLING BEARING
For a long time, people's research on PNN model has been developed to the selection of its important parameter, smoothing factor σ . It is very important to select the smoothing factor σ that reflects the entire sample space in a finite sample space for the PNN model [24] . So far, the selection of the smoothing factor σ mainly relies on empirical estimation method or finite sample clustering method, which do not fully reflect the characteristics of the entire sample space.
In this paper, the LDWPSO algorithm is introduced to iteratively optimize the smoothing factor σ in the PNN model to establish an optimization model, which greatly improves the accuracy of the system. The fault feature vectors extracted by the CEEMD and energy moment calculation are used as the input vectors of LDWPSO-PNN model to train and identify the rolling bearing fault signals.
III. EXPERIMENTS VALIDATION
In this part, two datasets from different experiments are utilized to evaluate and validate the proposed method. The two experiments are conducted on the rolling bearing vibration signals with mechanical simulation defects and natural evolution defects respectively. A. EXPERIMENT 1 The bearing data are taken from the experimental simulation platform of The Case Western Reserve University [25] which it is shown in Fig.4 , it consists of a 2 hp motor on the left, a torque transducer in the middle, a load motor on the right, and several control electronics which are not shown. The designation of the experimental bearing is SKF-6205 which is a deep groove ball bearing. The structure of the rolling bearing is shown in Fig.5 .
The three different faults, inner race fault, outer race fault, and ball fault are introduced to the test bearings using electrodischarge machining, and the bearing data are collected using accelerometers at 12,000 samples per second. 320 sets of samples from different states including normal state are chosen in this paper, 1024 sampling points are included in every group. The classification information of sample data is listed in Table 1 .
The original vibration signal of the normal signal and the first six IMFs components with large correlation coefficient extracted by CEEMD algorithm are shown in Fig.6  (as a comparison) . The original vibration signal of the inner race fault signal and the first six IMFs components with large correlation coefficient extracted by CEEMD algorithm are shown in Fig.7 . The original vibration signal of the outer race fault signal and the first six IMFs components with large correlation coefficient extracted by CEEMD algorithm are shown in Fig.8 . The original vibration signal of the ball fault signal and the first six IMFs components with large correlation coefficient extracted by CEEMD algorithm are shown in Fig.9 . The histogram of energy moment feature vectors obtained according to Eq.(8)-(10) is shown in Fig.10 , and the energy moment feature vectors extracted from sample data are shown in Table 2 . Because of the large amount of data, only three groups of data in each state are listed here.
Using multidimensional scaling (MDS) [26] method to observe the distribution of data in two-dimensional space, as is shown in Fig.11 . It can be seen that the method in this paper is better in extracting the characteristics of vibration signals and distinguishing different fault types, which is conducive to the later fault diagnosis. The LDWPSO-PNN algorithm is used to diagnose the input samples and compared with the standard PNN and PSO-PNN algorithm. Some outputs of standard PNN, PSO-PNN, LDWPSO-PNN are shown in Table 3 . The accuracy of fault diagnosis for LDWPSO-PNN is 98.75%(158/160), In order to further verify the feasibility of the proposed method, the experimental data collected by the laboratory QPZZ-II [27] bearing fault simulation platform (shown in Fig.12 ) are used in this part, the bearing designation is N205. Similarly, 320 sets of samples from 4 different groups, including normal state, are divided into 2 parts, each of which contains 1024 sampling points. The first 160 sets of samples from the first part are taken as the training samples of the LDWPSO-PNN algorithm, and the other 160 sets of samples from the last part are taken as the test samples of the LDWPSO-PNN algorithm.
In the same way, the original vibration signals from four different states are decomposed into a series of IMFs (shown in Fig.13-16 ) according to the CEEMD algorithm, and the first six IMFs components with large correlation coefficient are selected, and the feature vectors calculated by energy moment can be obtained as the input samples of LDWPSO-PNN, which are shown in Fig.17 and Table 4 , similarly, only three sets of data are listed here for each state. The LDWPSO-PNN algorithm is used to diagnose the input samples and compared with the standard PNN and PSO-PNN algorithm. Some outputs of standard PNN, PSO-PNN, LDWPSO-PNN are shown in Fig.18-20 .
The accuracy of fault diagnosis for LDWPSO-PNN is 99.38%(159/160), while the accuracy of standard PNN is 96.25%(154/160) and PSO-PNN is 98.13%(157/160). The results are shown in Table 5 . It can be found that the three methods have the better performance in the inner race fault and the outer race fault, however the difference occurs in the other two states, especially in the ball fault. The phenomenon is mainly caused by the different values of smoothing factor σ in the PNN model. The smoothing factor of standard PNN model is chosen as (σ = 1), and the optimized values are (σ = 0.29) and (σ = 0.51) for the improved LDWPSO-PNN model and the PSO-PNN model respectively. The improved LDWPSO algorithm has better performance in reflecting the entire sample space in a finite sample space by balancing out the global and local search ability of the PSO, while the separated PSO algorithm also contributes to the smoothing factor σ . Also, from the distribution of data decomposed by CEEMD algorithm in two-dimension space, it can be found that the difference between the normal signal and inner race fault signal is much more obvious than the other two states. It also has an impact on later fault diagnosis.
Accordingly, from the viewpoint of experimental verification, LDWPSO-PNN is more accurate than standard PNN and PSO-PNN in fault diagnosis. It shows that CEEMD algorithm and LDWPSO-PNN model has a better effect and it can be carried out in the process of signal feature extraction and fault classification.
IV. CONCLUSION
A new method of fault diagnosis which combines CEEMD and energy moment calculation with LDWPSO-PNN algorithm is introduced and a MIMO model is established in this paper. The energy feature vectors of vibration signals extracted by CEEMD algorithm and energy moment calculation can more accurately characterize the fault feature information. Then they are input into PNN model optimized by LDWPSO algorithm for fault identification and fault classification, which overcomes the drawback that the smoothing factor is not properly determined in PNN model and the convergence speed and the candidate solutions are not ideal in PSO algorithm. The performance is improved compared with the standard PNN algorithm and PSO-PNN algorithm. It provides a reference for the future research of rolling bearing fault diagnosis. However, the method proposed in this paper can only identify the set fault and the single fault, the further research will extend this method to apply to other unknown fault types and mixed fault types.
