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Abstract
We show that the recently introduced two-field flux-balanced Hasegawa-Wakatani (BHW) model captures the
key features of drift-wave turbulent transport mediated by zonal flows observed in more complete and accurate
gyrokinetic simulations, such as the existence of a nonlinear upshift of the treshold for drift wave turbulence
driven transport, often called the Dimits shift, as well as non-local transport with avalanche bursts and solitary
propagating structures. Because of the approximations made in the BHW model, these observations are made
for the particle flux instead of the heat flux more commonly studied in ion temperature gradient (ITG) driven
turbulence in fluid or gyrokinetic codes. Many of these features are not seen in other Hasegawa-Wakatani models,
which confirms the critical role of the electron dynamics parallel to the magnetic field lines. To address questions
regarding the role of boundary conditions on the drift-wave zonal flow dynamics, we apply our model to both a
channel domain geometry and the more typical doubly periodic geometry. We only observe strong soliton-like
solutions in the particle flux for the channel geometry, in the vicinity of the boundaries, where strong velocity
shear and density gradients are generated which are absent in the doubly periodic simulations. Changing the
aspect ratio of the simulation domain also has a significant effect. In domains which are elongated in the radial
direction, more complex multiscale dynamics takes place, with multiple zonal jets interacting with each other,
and large scale avalanches.
1 Introduction
The zonal flow – drift wave interaction is known to play a fundamental role in setting the observed level of radial
particle and heat transport in magnetically confined plasmas [15, 38, 2, 18, 34, 7, 19]. The self-organization of
the plasma from a turbulent state to a more laminar state with zonal flows can lead to a sharp reduction of
turbulent transport, sometimes even a full suppression [9, 10]. Furthermore, regimes with a high level of turbulent
transport are not accurately modeled by theories relying on a local diffusion paradigm [8], and are instead better
described by approaches allowing for nonlocal, nondiffusive transport, characterized by avalanche bursts and solitary
traveling structures [5, 24, 8, 14, 37, 37, 25, 20], in which zonal flows also play a key role [4, 3, 14, 20]. While
these observations rely on a large amount of numerical evidence, and the importance of these physical processes in
modeling and predicting transport in magnetic confinement fusion devices is not disputed, theoretical understanding
of the fundamental mechanisms at play and reduced models with accurate yet inexpensive predictive capabilities
remain scarce.
Although reduced fluid models can rarely be derived self-consistently from first principles for the values of the
plasma parameters measured in magnetic confinement fusion experiments, they have been useful to identify the
elementary building blocks required for the emergence of zonal flows from drift wave turbulence [6, 26, 21, 33], the
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associated reduction of turbulence driven transport [36, 42, 20], as well as the nonlocal transport characterized by
ballistic bursts called avalanches [35, 4] and long-time-coherent, soliton-like traveling structures, for which the term
“ferdinons" was recently coined [41, 20]. In this article, we demonstrate that our recently proposed flux-balanced
Hasegawa-Wakatani (BHW) model [21, 33] is one of the simplest models which captures all of these characteristic
features of turbulent transport in magnetic confinement fusion devices. It is therefore a powerful model to study the
complex interplay between the fundamental physics mechanisms responsible for the observed level of transport, but
also to test and benchmark mathematical methods for model reduction as well as uncertainty quantification, which,
if successful, may then be tested on the more accurate gyrokinetic model and the significantly more computationally
intensive gyrokinetic simulations.
There have been three different Hasegawa-Wakatani (HW) models introduced in the plasma physics community:
the original HW (OHW) model [17], the modified HW (MHW) model [26], and our flux-balanced HW model [21].
The BHW model differs from the other two by its treatment of the electron response parallel to the magnetic lines,
which is constructed so as to ensure, in contrast to the OHW and MHW models, that there is not net radial flux
of electrons in the adiabatic electron limit. In this article, we will show that certain characteristics of magnetized
turbulent transport discussed in the previous paragraph are only captured by the BHW model, and not the other
HW models. This is in particular true for what is known as the Dimits shift, namely the nonlinear upshift in the
critical gradient required for the onset of significant turbulent transport [10, 42, 20]. Our results thus show that
the electron dynamics is a critical component to the existence of a true Dimits shift, with a sharp transition in the
observed level of transport from a turbulent flow regime to a regularized zonal flow regime, which is absent in the
other HW models. This result is in agreement with the conclusion St-Onge reached with the Terry-Horton model
[36]. Observe that the Dimits shift usually refers to the nonlinear upshift for the onset of strong heat flux, and is
usually considered in the context of the ion temperature gradient (ITG) instability [10]. Since our BHW model
does neither have a temperature gradient nor a heat flux, we will study the Dimits shift for the onset of strong
particle transport, driven by a density gradient drift instability, as was done in other models [36, 42].
In addition, this article will investigate, within the framework of the BHW model, the role that boundary
conditions play on the dynamics. The dominant point of view in the magnetic confinement fusion community has
long been that since turbulent structures are very much smaller than the system size in the directions perpendicular
to the magnetic field, the local turbulence properties can be expected to mostly depend on local gradients, and are
not affected by boundaries in a meaningful way. As a result, a large number of simulations are done with periodic
boundary conditions in the directions perpendicular to the magnetic field, both for reduced fluid models and for
detailed kinetic models [1, 26, 40, 36, 13, 23]. However, the nonlocal nature of the transport characteristics, and the
large scale structures which emerge as a result of the plasma self-organization raise questions regarding the validity
of this approach. Recent results with non-periodic boundary conditions [25], and with domains with different aspect
ratios [31] suggest that boundary conditions indeed have an impact on the resulting turbulence and transport. In
this article, we will therefore study the emergence of zonal flows and of large scale structures, and the existence of
a Dimits shift as well as of nonlocal transport for two different boundary conditions: a channel domain geometry,
where the radial component of the velocity and the density perturbation are set to zero at the inner edge and outer
edge of the computational domain [32], and the periodic boundary conditions more commonly used for such study.
Furthermore, we also investigate the dependence of our results on the aspect ratio of the computational domain. A
computational domain which is elongated in the radial direction includes many more intermediate scales, and their
interaction creates richer dynamics with the generation of multiple jets interaction and stronger intermittent bursts
in the transient regime.
In the remainder of this article, the flux-balanced Hasegawa-Wakatani model and its fundamental properties are
described in Section 2. The existence of a true Dimits shift and a sharp transition from a turbulence dominated, high
flux regime to a regime with strong zonal structures and very small particle flux are studied for the channel domain
geometry in Section 3. The avalanche-like structures in the turbulent transport of particles analyzed in Section 4,
with a comparison between different HW models and different aspect ratios of the computational domain. In Section
5, we revisit the simulations of the previous sections with doubly periodic boundary conditions imposed instead
of the channel geometry, and again compare the MHW and BHW models. Finally, our results are summarized in
Section 6.
2
2 The flux-balanced Hasegawa-Wakatani Model in plasma edge turbu-
lence
Below, and for the remainder of the article, we will identify the distinct contributions from the zonal states and
from the non-zonal fluctuations by decomposing the electrostatic potential ϕ and particle density n into the zonal
mean states ϕ, n and their fluctuations about the zonal mean ϕ˜, n˜ as follows:
ϕ = ϕ+ ϕ˜, n = n+ n˜, f (x) = L−1y
∫ Ly
0
f (x, y) dy.
Generically, the Hasegawa-Wakatani models [17, 26, 21] describe the drift wave – zonal flow interactions in
a two-field coupled system in a shearless slab geometry. The system supports unstable drift waves driven by a
background ion density gradient and a non-adiabatic electron response parallel to the magnetic field. The flux-
balanced Hasegawa-Wakatani (BHW) model was recently introduced in [21], and is conveniently expressed in terms
of the flux-balanced potential vorticity q = ∇2ϕ− n˜ and the density fluctuation n, as follows:
∂q
∂t
+ u · ∇q − κ∂ϕ
∂y
= µ∆q, (1a)
∂n
∂t
+ u · ∇n+ κ∂ϕ
∂y
= α (ϕ˜− n˜) + µ∆n. (1b)
Here ϕ is the electrostatic potential, n is the density fluctuation from the background density profile n0 (x), and u ≡
∇⊥ϕ = (−∂yϕ, ∂xϕ) is the E×B velocity field, where x can be interpreted as the coordinate for the radial direction,
and y the coordinate for the poloidal direction, if our shearless slab geometry is interpreted as an approximation of
the edge of a magnetic confinement device. The constant background density gradient κ = −∇ lnn0 is a consequence
of the assumption of an exponential background density profile in the plasma region of interest: n0 (x) = exp (−κx).
α is a constant which is often called the “adiabaticity parameter" [26], and which is proportional to the inverse of
the parallel resistivity. The terms µ∆q and µ∆n can be viewed as dissipation due to the collisional diffusion of the
electrons perpendicular to the magnetic field [21], and have the same dissipation coefficient µ for the vorticity and
for the density [22].
We stress that in the BHW model (1), the poloidally averaged density n is removed from the potential vorticity
q. By doing so, we were able to prove rigorously [21], as well as confirm numerically [21, 33], that in the limit of
adiabatic electrons, α→ +∞, the BHW model converges to the following one-field model:
∂qMHM
∂t
+∇⊥ϕ · ∇qMHM − κ∂ϕ
∂y
= µ∆qMHM, qMHM = ∇2ϕ− ϕ˜, (2)
which is called the modified Hasegawa-Mima (MHM) model [6], and where we draw the attention of the reader to
the fact that the zonally averaged potential ϕ is absent in the definition of the MHM potential vorticity: qMHM =
∇2ϕ−ϕ˜. In the BHW model, there is therefore no net radial transport of electrons in the limit of adiabatic electrons,
which is what one would expect physically [11, 12, 6, 28]. In contrast, when the modified Hasegawa-Wakatani
(MHW) model is expressed in terms of the potential vorticity and the density, the “unbalanced” potential vorticity
qMHW = ∇2ϕ−n appears, which contains the mean state contribution n. In the formal limit “α = +∞”, the MHW
model also agrees with the MHM model, but the convergence of the MHW model to this limit is problematic, in
the sense that for α large but finite, the dynamics of the MHW model can be significantly different from that of
the MHM model, as we have shown previously [21, 33], with a considerable amount of kinetic energy maintained
in the small scale turbulence in the MHW model, which is not fully quenched by the zonal structures. This subtle
difference will play a major role in the remainder of this article, as it is the reason why a true Dimits shift will be
observed in the BHW model, with a sharp transition between a high transport regime and a low transport regime,
and not seen in the same way for the MHW model.
2.1 Boundary conditions for the computational domain geometry
As discussed in the introduction, the two-dimensional flow is usually defined on a rectangular domain, i.e. x =
(x, y) ∈ D = [−Lx, Lx] × [−Ly, Ly], with periodic boundary condition in both x and y directions, which for our
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model (1) would imply:
q (x,−Ly) = q (x, Ly) , q (−Lx, y) = q (Lx, y) ,
n (x,−Ly) = n (x, Ly) , n (−Lx, y) = n (Lx, y) .
(3)
The above doubly periodic boundary conditions offer a convenient setup to apply the standard Fourier decomposition
to all quantities of interest, which can be computed efficiently with the Fast Fourier Transform (FFT ).
However, the emergence of large-scale structures from the nonlinear drift wave dynamics, sometimes comparable
to the size of the computational domain, raises questions regarding the role of boundary conditions and the appli-
cability of periodic boundary conditions to this problem, particularly in the “radial" x direction. In this article,
we therefore also consider a channel domain geometry [32], with periodic boundary conditions in the “poloidal" y
direction, and zero radial flow and density fluctuation imposed along the radial edges x = 0, Lx of the domain:
q (x,−Ly) = q (x, Ly) , u (0, y) = u (Lx, y) = 0,
n (x,−Ly) = n (x, Ly) , n (0, y) = n (Lx, y) = 0.
(4)
We do not have a rigorous justification derived from first principles for these boundary boundary conditions, whose
primary merit are to be an alternative to the usual periodic boundary conditions. Still, these boundary conditions
are reasonable in the sense that they would be physically appropriate for a plasma in contact with a solid wall at
x = Lx, and such that a strong internal transport barrier is present at x = 0, preventing transport across this
flux surface. We also note that these boundary conditions for the density perturbation have been imposed in other
reduced fluid models for the study of bursty turbulent transport with avalanches [35].
2.2 Stability analysis for the growth rate in drift wave turbulence
Linear stability analysis of the BHW model (1) highlights the driving mechanism for the generation of non-zonal
fluctuations in the starting transient state. We write the solutions (ϕ˜, n˜) to the linearized BHW equations as normal
modes,
ϕ˜ = ϕˆ exp (i (k · x− ωt)) , n˜ = nˆ exp (i (k · x− ωt)) ,
where ω ≡ ω (k) is the wave frequency for the corresponding wave vector, and where the subscript k for ϕˆk and nˆk
have been omitted for the simplicity of the notation. Non-zonal solutions are such that ky 6= 0.
We first consider the non-dissipative case, with µ = 0. Plugging the normal mode solutions in the linearized
BHW equations, we find the following solutions to the dispersion equation [21, 29]:
ω± =
α
2
1 + k2
k2
[
±Γ 14 cos θ
2
− i
(
1∓ Γ 14 sin θ
2
)]
, (5)
with
Γ
(
k;
κ
α
)
= 1 + 16γ2, γ
(
k;
κ
α
)
=
κ
α
kyk
2
(1 + k2)
2 =
ω∗k2
α(1 + k2)
, ω∗ =
κky
1 + k2
.
where ω∗ is called the drift wave frequency. From this expression, we can see that the question of whether a mode
is stable or not only depends on the physical parameters κ and α through the ratio κ/α. For α 6= 0, κ 6= 0, all
non-zonal modes have a solution with positive imaginary part, so they are all unstable to this drift-wave instability.
In the limit α→ +∞, the imaginary part of the frequency goes to zero for all modes, which means that adiabatic
electrons stabilize the instability. In other words, the instability is driven by the combination of the background
density gradient and the electron resistivity parallel to the magnetic field lines. The BHW model is thus a model
for the study of electrostatic resistive drift wave turbulence, just like the MHW model [26].
Let us now turn to the more interesting and physically relevant dissipative case, with µ > 0. The homogeneous
damping operator with strength µ acts as a stabilizing effect for the system, acting most strongly on the small-scale
modes. The damping effect can be easily accounted for by considering solutions to the linearized equations with
dissipation of the form:
ϕ˜± =ϕˆe−µk
2te−iω
±teik·x,
n˜± =nˆe−µk
2te−iω
±teik·x.
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The cross-field collisional diffusion of the electrons acts as a counterbalance to the drift resistive instability. A
mode is stable when this damping effect is larger than the linear growth rate. If we write the linear growth rate as
σ+ = Imω+, the criterion can be written as
µ ≥ σ
+
k2
⇔ µ ≥ α
2
1 + k2
k4
−1 + 1√
2
1 +√1 + 16κ2
α2
k2yk
4
(1 + k2)4
1/2
 . (6)
From the criterion (6), we can conclude that in the presence of dissipation in the BHW model, short wavelength
modes will be stable, while large wavelength modes will be unstable to the drift resistive instability. This instability
corresponds to the first excited drift wave state. In the subsequent, nonlinear phase, a secondary instability [31]
takes place through the nonlinear transfer of energy from the transient fluctuating modes to the zonal directions,
and dominant zonal jets are created, as we will see in our numerical results.
Note that in the limit κα  1, a criterion can be derived for the overall linear stability of the system, by Taylor
expanding the right-hand side of (6) and retaining only the term which is first order in κ
2
α2 :
µ ≥ κ
2
α
max
kx,ky
k2y
(k2 + 1)
3 =
4
27
κ2
α
(7)
2.3 Conserved quantities and their dynamical equations
The nonlinear interactions conserve two important quantities in the BHW model (1). They are the potential
enstrophy W and total energy E defined as
W =
1
2
∫
D
q2dxdy =
1
2
∫
D
(∇2ϕ− n˜)2 dxdy, E = 1
2
∫
D
(
|∇ϕ|2 + n2
)
dxdy, (8)
First, the dynamical equation for the total enstrophy W is determined by the potential vorticity equation
dW
dt
= κ
∫
D
u˜n˜dxdy − µ
∫
D
|∇q|2 dxdy. (9)
We thus see that the total particle flux
Γ =
∫
D
u˜n˜dxdy, (10)
acts as a forcing effect exciting drift waves. Second, the dynamical equation for the total energy E can be derived
in a similar way based on the vorticity and density equations
dE
dt
=
∫
D
(κ+ v) (u˜n˜) dxdy − α
∫
D
(n˜− ϕ˜)2 dxdy − µ
∫
D
(
|∆ϕ|2 + |∇n|2
)
dxdy. (11)
The additional term due to the mean velocity v = ∂xϕ advection in the energy equation represents the zonal flow
transport of the particle flux, u˜n˜. We observe that the negative-definite term α
∫
D (n˜− ϕ˜)2 dxdy appears in the
equation for the evolution of the energy E as an energy sink due to the electron collisional parallel resistivity, while
this term is absent from the equation for the evolution of the enstrophy W .
2.3.1 Additional conserved quantities in the channel geometry
For the channel geometry, conservation equations for two additional quantities can be derived, namely the impulses
for the vorticity Iq and density In, defined as the first moments of the zonal potential vorticity q¯ = ∂2xϕ¯ and the
zonal density n¯:
Iq =
∫ Lx
0
xq¯dx, In =
∫ Lx
0
xn¯dx. (12)
The dynamical equations for the impulses are [32]
dIq
dt
= −Γ + µL∂xq¯L, dIn
dt
= Γ + µL∂xn¯L. (13)
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where ∂xq¯L ≡ ∂xq¯ (t, Lx) and ∂xn¯L ≡ ∂xn¯ (t, Lx) are quantities evaluated at the right, i.e. outer, boundary x = Lx.
The impulse dynamics (13) thus link the zonal profiles with the total particle flux Γ =
∫
D u˜n˜dxdy appearing in
both the enstrophy and energy dynamics, (9) and (11). The second terms on the right-hand side of the equations
are due to electron collisional diffusion.
The impulse equations (13) imply useful additional conserved quantities for the competition between zonal states
and fluctuation modes in the channel domain geometry. For the diffusionless case with µ = 0, the combination
of the two impulse equations first gives the conservation of the total impulse, I = Iq + In. The equations for the
impulses can also be combined with the enstrophy equation (9) for W , which for µ = 0 is only driven by the total
particle flux. For the channel BHW model without diffusion (µ = 0) we thus obtain the following conservation
equation:
d
dt
(W + κIq) = 0, W + κIq = W − κIn, (14)
where the identity between the impulses In = −Iq is used, assuming that the initial state is such that In = −Iq.
Otherwise, a similar result holds, only shifted by a constant associated with the initial conditions. The above
conservation law offers a useful relation for the balance between the fluctuation modes (represented by the enstrophy
fluctuation W˜ ) and the zonal state (represented by the impulse I and zonal component of the enstrophy W ).
Especially, assuming a system starting from small initial fluctuations, an upper bound for the total enstrophy in
the non-zonal fluctuations averaged over the domain area A = LxLy can be obtained from the above conservation
law:
1
A
∫
D
(
q˜2 − q˜20
)
dxdy ≤ κ2
∑
k=kx
k−2 ≤ L
2
x
3
κ2.
This provides a useful quantification for the saturated total fluctuation in the flow field from the drift instability.
A detailed discussion for the derivation of the conserved quantities and numerical confirmation of the saturation
bound in the channel domain can be found in [32].
3 Dimits shift and statistical transition in the channel geometry
The Dimits shift usually refers to the nonlinear upshift of the critical temperature gradient for the rapid transition
from a low transport regime to a strong turbulent transport regime, which is observed in gyrokinetic simulations
of ion-temperature-gradient turbulence [9, 10, 39]. In our BHW model, which does neither have a temperature
gradient nor a heat flux, but does have a density gradient and particle transport, an analogous Dimits shift together
with a sharp transport regime transition are observed for the total particle flux. In this section, we characterize
this transport transition and the corresponding properties of the magnetized plasma turbulence in our channel
geometry. These results will be compared with the Dimits shift we obtain for the doubly periodic boundary
conditions in Section 5.
3.1 Numerical treatment of the boundary conditions
For our numerical simulations of the BHW model, we implemented an efficient pseudo-spectral scheme [33]. For the
doubly periodic computational domain (3) with x = (x, y) ∈ [−Lx, Lx]× [−Ly, Ly], the state variables are expanded
in Fourier modes according to:
ϕ =
∑
k
ϕˆke
ik·x, n =
∑
k
nˆke
ik·x, ζ = ∇2ϕ = −
∑
k
k2ϕˆke
ik·x, (15)
with spectral wave vector k = (kx, ky) =
(
pi
Lx
nx,
pi
Ly
ny
)
and k2 = |k|2, and integer indices nx = −Nx2 + 1, · · · , Nx2 ,
and ny = −Ny2 + 1, · · · , Ny2 truncated at a large wavenumber. Zonal modes are represented by wavenumbers kx
and ky = 0, and non-zonal fluctuation modes require ky 6= 0. Observe that larger domain sizes Lx, Ly will allow for
more intermediate scales in the corresponding directions in the spectral domain.
For the channel domain geometry (4), we define the flow solutions on the computational domain with x =
(x, y) ∈ [0, Lx] × [−Ly, Ly]. The boundary conditions are periodic in the y direction, and such that there are no
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density fluctuations and no x-directed flow at the boundaries x = 0, Lx of the domain. The latter is satisfied by
imposing the following conditions, for any y ∈ [−Ly, Ly]:
ϕ (0, y, t) = ϕ (Lx, y, t) = 0,
n (0, y, t) = n (Lx, y, t) = 0.
(16)
Note that strictly speaking, the left and right edges only need to be lines with constant potential (not necessarily
zero) for the channel boundary conditions to be satisfied. However, we can set the potential to zero at both edges
without loss of generality because the potential is always defined to within a free constant, which we fix in such
a way that ϕ = 0 at the left edge, and because the BHW model is Galilean invariant [21], which means that our
results will be insensitive to the addition of a large scale profile of the form V x to the potential profile.
In order to have an efficient pseudo-spectral scheme for the numerical simulations for the channel domain, we
use the numerical trick already implemented in [32], namely we extend the original state variables f to an odd
periodic extension fodd in the x direction:
fodd (x, y) =
{
f (x, y) , 0 ≤ x ≤ Lx,
−f (−x, y) , −Lx ≤ x < 0,
with fodd (−Lx, y) = fodd (0, y) = fodd (Lx, y) ≡ 0 as required for an odd periodic function. This extended function
fodd is doubly periodic on the extended domain [−Lx, Lx]× [−Ly, Ly] and naturally satisfies the channel boundary
condition (16) on the constrained half domain [0, Lx] × [−Ly, Ly]. In practice, fodd is constructed as a Fourier
expansion in the y direction and sine expansion in the x direction
fodd (x, y) =
∑
kx
iaˆkx (y) e
ikxx, aˆkx (y) =
∑
ky
fˆkx,kye
ikyy,
with aˆkx real coefficients from the sine transform. With this approach, the simulations for the channel geometry can
be computed using the same pseudo-spectral code as the code for the doubly periodic simulations on the domain
[−Lx, Lx]× [−Ly, Ly], with the only modification that one must take the odd decomposition of the functions.
For our simulations, the initial state is taken to be Gaussian random fields for the vorticity and the density,
with zero mean and very small variance. The basic domain size is Lx = Ly = 20 along the two directions, and an
elongated zonal length case Lx = 100 will be compared, which shows richer dynamics. We change the values of the
model parameters κ and α to investigate the transitions in the turbulent flow. The collisional diffusion parameter is
kept relatively small, either µ = 1×10−3 or µ = 1×10−4 depending on the cases, and diffusionless cases with µ = 0
will also be considered. In addition, hyperviscosities, −ν∆sq and −ν∆sn, are added to each equation respectively
in our numerical implementations, with small coefficient ν = 7× 10−21 and high order s = 8, in order to dissipate
the energy in the underresolved smallest scales. All numerical simulations are based on a standard pseudo-spectral
scheme with N = 256 discretization points along each direction. A fourth-order explicit-implicit Runge-Kutta
scheme is used for the time integration with the implicit part only for the stiff hyperviscosity term.
3.2 Sharp transport transition from zonal jet dominated regime to drift wave tur-
bulence dominated regime
In the framework of the BHW model, a Dimits shift is a nonlinear upshift of the threshold for strong particle flux. In
other words, it is the presence of a region in parameter space in which one would expect moderate to large particle
flux according to linear drift wave analysis, but near-zero flux is in fact observed, because zonal flows quench the
drift instability and prevent the radial transport of particles. We now investigate this phenomenon in detail.
In the BHW model (1), the parameters which control the linear drift wave instability to excite small-scale
non-zonal fluctuation modes are the adiabaticity parameter α and the density gradient κ. The collisional diffusion
parameter µ, on the other hand, acts on both the vorticity and density as a homogeneous damping effect, which is
stabilizing. From the linear stability analysis of the BHW model in Section 2.2 as well as in [29, 33], we know that
for given values of κ and µ, there is a critical α value, which we call αcr (κ, µ), above which the system is linearly
stable. Likewise, for given values of α and µ, there is a critical κ value, which we call κcr (α, µ), below which the
system is linearly stable.
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In our numerical simulations, for the linearly stable regime, with all unstable modes damped by the dissipation,
the flow is regular with no turbulent structures. When one enters the linearly unstable regime, obtained for α < αcr
or κ > κcr, we see richer dynamical structures induced by the drift wave instability. Still, in a large region above the
threshold for the linear instability, the excited drift waves observed in the transient state are completely eliminated
through the nonlinear coupling between zonal and fluctuation modes. This nonlinear interaction mechanism is
described in detail in [31] using the secondary instability analysis. In this intermediate regime, we therefore see
the generation of dominant, long-lived zonal flows, and near-zero non-zonal turbulent fluctuations, as we will show
explicitly in the next section. As a result, there is a near-zero total particle flux Γ =
∫
D u˜n˜dxdy, mostly determined
by random numerical fluctuations. As one further decreases α or increases κ, to second critical parameter values
we call αturb (κ, µ) or κturb (α, µ), the secondary instability saturates, and we see the generation of strong turbulent
flows which are not quenched by zonal flows; this is the starting point for strong zonal transport. Before these
critical values are reached, in the regime αturb < α < αcr or κcr < κ < κturb, the flow converges to regular
zonal structures with little turbulence remaining after the starting transient state. The Dimits shift in the BHW
model can be represented by the distance αcr − αturb in the adiabaticity parameter, or κturb − κcr in the density
gradient parameter. The existence of the Dimits shift and a sharp transition in the level of particle transport for
α = αturb < αcr or κ = κturb > κcr in the BHW model can be clearly seen in Figure 1, which shows the change
in the total particle flux as the parameter κ changes in the range [0.1, 5] with fixed α = 0.5, and as the parameter
α changes in the range [0.05, 5] with fixed κ = 1, for two different values of the collisional diffusion parameter µ:
µ = 10−4 and µ = 10−3. We observe that, as expected, a larger value of µ pushes the transition point to turbulence
to a larger value of κ or a smaller value of α, requiring a stronger instability to induce strong transport. Still the
sudden phase transition is seen for both the smaller and the larger value of µ. Finally note that for α and µ fixed,
the particle flux continually increases as one increases κ into the drift wave turbulence dominated regime. On the
other hand, for κ and µ fixed, the particle flux seems to asymptote as one decreases α towards zero, and would in
fact decrease if we plotted the particle flux for even smaller values of α [33]. This is because the growth rate of
the linear instability always increases with κ, whereas that growth rate decreases and converges to zero in the limit
α→ 0. The parameter values for α, κ and µ are picked according to the reference values in [6, 17] and the previous
simulation tests [32, 33] where the flows display the most interesting structures and statistics. From our numerical
simulations, we computed the equilibrium total particle flux in the final statistical steady state by taking the time
average of 5000 time steps, which averages out the random, sometimes sharp fluctuations in the time series (see
Figure 3 for the time evolutions of the total fluxes).
Table 1 gives the values of the total particle flux as the parameters κ or α are varied to go from the zonal flow
dominated regime to the drift wave turbulence dominated regime, for µ = 0, 10−4, 10−3. We did not fill all boxes
in the table because the simulations are computationally expensive, and we decided that the data corresponding to
the boxes left blank would not give any more insights into the dynamics. The information in the table complements
Figure 1, from which actual numbers may be hard to extract. We find that:
• For the relatively large value of the diffusion parameter µ, µ = 1 × 10−3, the critical values for the onset of
the linear instability areκcr = 0.058 and αcr = 1.475 × 102, while the strong turbulent transport is triggered
at the much later stage at around κturb ∼ 1 and αturb ∼ 0.5.
• For the smaller value of the collisional diffusion parameter, µ = 1 × 10−4, the critical values for the onset
of the linear instability are κcr = 0.0185 and αcr = 1.47 × 103, while strong turbulent transport is found for
κturb ∼ 0.4 and αturb ∼ 1.5.
• For the diffusionless case µ = 0, the system is linearly unstable for all values of α 6= 0, κ 6= 0, but a transition
is still observed for the measured level of particle transport, although the transition can be less sharp than
for the µ 6= 0 cases depending on the parameter values and on the choice of parameter which is varied.
We conclude in this section that the sudden transition in the level of transport characterizing the Dimits shift is
successfully captured in the BHW model for a channel domain geometry. As we will show in Section 5, this is also
the case for the more commonly considered doubly periodic geometry. This is a key observation of this article, since
it is a unique feature of the BHW model among the HW models. Indeed, we will also show in Section 5, that the
MHW model does not produce similarly sharp transitions as one decreases α or increases κ. This demonstrates that
in reduced fluid models, the Dimits shift sensitively depends on the treatment of the electron dynamics parallel to
the magnetic field lines, an observation which was also recently made with the Terry-Horton model [36].
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Figure 1: Total particle flux Γ =
∫
D u˜n˜dxdy as a function of the parameters α and κ from direct numerical solutions
of the BHW model in the channel domain geometry. The curves corresponding to two different values of the
collisional diffusion parameter µ, µ = 1× 10−3 and µ = 1× 10−4, are compared. The critical values of κcr and αcr
for the onset of the linear instability are listed near the corresponding lines.
α = 0.5, κ 0.1 0.3 0.5 0.8 0.9 1 2
µ = 0 0.0031 0.0155 1.3688 5.1319 - 6.4705 -
µ = 1× 10−4 0.0066 0.0316 1.5238 3.9184 - 6.8305 53.8872
µ = 1× 10−3 0.0064 - 0.0448 0.1143 0.2320 3.6692 54.4245
κ = 1, α 0.05 0.1 0.6 1 2 3 5
µ = 0 - 11.2053 5.7420 4.0262 1.5184 0.9160 0.2707
µ = 1× 10−4 10.0764 10.7077 - 2.1394 0.0093 0.0081 -
µ = 1× 10−3 17.1608 16.4841 0.1002 0.0459 0.0484 - -
Table 1: Total particle flux Γ =
∫
D u˜n˜dxdy with changing values of α and κ. Cases corresponding to different
values of the collisional diffusion parameter µ, µ = 1 × 10−3, µ = 1 × 10−4, as well as the diffusionless case µ = 0
are compared.
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Figure 2: Development of the zonal state from initial fluctuations with small amplitude for the case µ = 10−4. Two
typical parameter regimes with dominant zonal flow (left, κ = 1, α = 2) and turbulent flow (right, κ = 1, α = 1)
are compared. The upper row compares the time series for the energy in the non-zonal modes ky 6= 0 and in the
zonal modes with ky = 0. The lower row shows the development of the zonal mean flow profiles at several times as
the zonal flows are generated from the fluctuations.
3.3 Detailed analysis of the transport transition
We now take a more detailed look at the dynamical structures in the flow before and after the transition from
a low transport regime to a high transport regime. Specifically, we compare the flow solutions and statistics for
the different regimes. Figure 2 first plots, for µ = 10−4, the time-series for the energy in the non-zonal fluctuation
modes with ky 6= 0 and the total zonal energy in the modes with ky = 0 in the zonal flow dominated regime obtained
for κ = 1, α = 2, which is just before the transition, and in the drift wave turbulence dominated regime, obtained
for κ = 1, α = 1, which is shortly after the transition. In both cases, starting from an initial state with small
amplitude fluctuations and with little energy, the energy in the fluctuations first increases dramatically due to the
drift instability of non-zonal modes. In the zonal flow regime with α = 2, the energy in non-zonal modes is then
gradually transferred to the zonal state in the next stage through the secondary energy transfer. The total energy
in the zonal modes reaches approximately the same level as the maximum excited fluctuation energy in the starting
transient state before the dissipation effect takes over, implying full conversion of the fluctuation energy to the zonal
state. In contrast, in the drift wave turbulence dominated regime, observed for α = 1, the non-zonal fluctuations
are never completely quenched by the formation of zonal jets. The non-zonal energy is still transferred to drive
the zonal modes through the nonlinear coupling, but the instability intermittently injects energy as bursts into the
fluctuation modes. In this way, the turbulent fluctuations are maintained and cannot be completely converted to
the zonal state. We note that the zonal energy always increases shortly after the burst in the fluctuation energy,
with a short time lag, from which we can infer the direction of the nonlinear energy transfer from non-zonal to
zonal modes.
The emergence of the zonal state is also illustrated in the second row of Figure 2. We plot the development of
the zonal velocity profiles v = ∂xϕ measured at several differents. For the simulations with α = 2, corresponding to
zonally dominated dynamics, two jets first appear, before the zonal state gradually evolves to a one jet structure. In
contrast, a dominant single jet is directly formed in the simulations with α = 1, which correspond to the turbulent
regime, with the development of a stronger positively directed flow in the center of the domain and a stronger
negatively directed flow near the two edges of the computational domain. This observation isconsistent with the
selective decay results in [30] showing a more stable solution with smaller wavenumber, leading to a single dominant
large-scale jet.
Next, we illustrate the representative flow field snapshots throughout the flow transition, and the corresponding
transition for the time series of the enstrophy and the fluxes by comparing the direct simulation results for several
different parameter regimes, corresponding to the full range from pure zonal jets to fully turbulent flows. We choose
κ = 1 and µ = 10−3, which give typical examples of the flow transition, and vary α in order to obtain the desired
transition. Snapshots of the ion vorticity and time series of the energetics are shown in Figure 3. We first confirm
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Figure 3: Snapshots of the ion vorticity ζ = ∇2ϕ (upper row) and time series of the total enstrophyW = ∫D q2dxdy,
as well as the total fluxes Γ =
∫
D u˜n˜dxdy and
∫
D vu˜n˜dxdy (lower row) for the channel domain geometry, for different
values of α and fixed κ = 1, µ = 1 × 10−3. More frequent turbulent intermittent bursts are observed as the flow
enters the more turbulent regimes.
with the snapshots that, as the value of α increases, the turbulent flow gradually transitions to regular zonal jets.
We can then look at the corresponding effects on the time series for the total enstrophy W , the total particle flux
Γ, and the advected particle flux
∫
D v
(
u˜n˜
)
dxdy. We recall here that the flux terms act as energy source and sink
in the equations for the enstrophy (9) and for the energy (11). In the turbulent regime, the enstrophy is excited
by the bursty injection from the particle flux. As the value of α decreases, the frequency of intermittent bursts
increases, and the solution is kept in a state with high enstrophy for both zonal modes and non-zonal modes. We
will return to these features when we discuss avalanche-like bursts in more detail in Section 4. For large values of
α, the bursts in the fluxes are much less frequent and have much smaller amplitude. The total enstrophy converges
to a constant value with most of the enstrophy in the zonal modes: this is the zonal flow dominated regime.
Valuable insights can also be obtained by comparing, for values of α corresponding to the different transport
regimes, the spectra for the total energy and for the enstrophy, as well as the zonal mean profiles at the end of
the simulations, after statistical steady-state has been reached. This is precisely what we display in Figure 4,
separating non-zonal fluctuation modes ky 6= 0 and the zonal modes ky = 0 for the spectra. κ is set to 1, µ is
set to 10−3, and the values of the adiabaticity parameter α are chosen in the interval [0.05, 1] to capture both the
turbulent dominated regime and the zonal flow dominated regime. The two regimes can be clearly distinguished
from the spectra, with energetic small scales for α < 0.6, and a sudden drop of both the energy and enstrophy in
the small scale modes for α ≥ 0.6. Thus, in the zonal flow dominated regime with relatively weak lineary instability,
the excited energy and enstrophy are kept in the large-scale zonal modes and the downscale cascade is blocked.
When the linear instability is stronger, turbulent transport is induced by the stronger downscale cascade to create
small-scale fluctuations. This characterizes the statistical transition in the turbulent transport.
The two bottom rows of Figure 4 compare the zonal velocity and zonal density profiles measured at the end of
the simulation, in statistical steady-state, for α = 0.1, 0.3, 0.5, 0.8, 1. In all cases, a strong flow in the positive y
direction and a strong density gradient are seen at the center of the computational domain. The zonal profiles before
and after the transport transition however display different features in the vicinity of the edges of the computational
domain. In the turbulent regime with strong transport, stronger zonal flow v, a larger flow shear and a larger density
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Figure 4: Spectra for the non-zonal fluctuation modes (ky 6= 0, left) and the zonal modes (ky = 0, right) for different
values of α, and κ = 1, and µ = 10−3. The kinetic energy k2|ϕˆk|2 + |nˆk|2, and the enstrophy |qˆk|2 at each scale are
compared. A clear transition can be observed in both the zonal and fluctuation spectra depending on the parameter
values of α. The bottom rows of the figure compare the zonal structures in the velocity and the density for different
values of α. The curves corresponding to the turbulence dominated regime are plotted in solid lines, and the curves
corresponding to the zonal flow dominanted regime are plotted in dashed lines.
gradient are observed near the boundaries. These features, which were already found and analyzed in our previous
study [32] of the BHW model in the channel geometry, are not present for doubly periodic boundary conditions,
and are critical to explain the differences between the channel geometry and the doubly periodic geometry we will
find for the particle transport in the next sections.
4 Avalanche-like structures in domains with different aspect ratios
Besides the Dimits shift, other salient aspects of drift wave turbulence driven transport which remain incompletely
understood are the importance of non-diffusive, non-local transport mechanisms in the observed level of transport,
and whether mesoscale ballistically propagating structures observed for various physical quantities such as the heat
flux in ITG simulations [5, 24, 8, 14, 20] are the main non-local transport mechanism. An emerging hypothesis,
mostly based on the results of numerical simulations, is that these ballistically propagating structures may be sorted
into two categories [25]: avalanches [5, 24, 8, 14], whose signatures are large amplitude, rather disordered radially
propagating bursts, and more coherent solitary structures [24, 37, 25, 41, 20] for which the term “ferdinons” was
recently coined [20]. It is not yet clear how avalanches and soliton-like solutions are related, or whether all soliton-
like solutions are “ferdinons” [20]. In this article, we will not propose a theoretical explanation for these phenomena.
However, we will now show that both disordered avalanches and solitary structures are commonly observed for
the particle flux in the BHW model, which is therefore a remarkably simple model for their study. Furthermore,
our simulations suggest that avalanches and solitary structures are indeed intimately related, in the sense that the
coherent solitary structures frequently emerge from the avalanches in the edge of the computational domain, where
the velocity shear and density gradients are large. Finally, by comparing the BHW model and the MHW model,
we find that the soliton-like solutions to not emerge from the avalanches in the MHW model, which indicates that
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electron dynamics parallel to the magnetic field plays a fundamental role in this mechanism.
4.1 Avalanche-like structures in the zonal particle flux
We focus here on the same channel domain geometry and the same parameter regime as in Section 3. First, we show
the time evolution of the zonally averaged quantities to illustrate the representative avalanche-like bursts emerging
in the BHW model in the regime past the Dimits threshold, where significant levels of transport are measured. In
the first row of Figure 5, the time evolution of the zonal flow v displays a dominant large-scale single jet structure
frequently shifting in time. The second row of Figure 5 shows the time evolution of the zonal particle flux transport
u˜n˜. We observe two major features: 1) a central region, whose extent depends on the value of α, in which we see
more incoherent avalanche bursts, very similar of the avalanches reported for the heat flux in gyrokinetic simulations
[5, 24]; 2) in the vicinity of the edges of the computational domain, coherent radially propagating structures with
constant speed. Furthermore, the shifts of the zonal structure and the associated spikes in the zonal flow are strongly
correlated with the emergence of the solitary structures from the avalanches. For the smaller α value, α = 0.1,
which corresponds to the more turbulent regime, the heat flux avalanches are stronger in amplitude, have more
interacting structures, and the solitary structures are emerging more frequently. For the larger α value, α = 0.5, the
heat flux avalanches are weaker, and solitary structures less frequent. Finally, we note that the solitary structures
are most extended for the larger value of α, which has smaller velocity and density gradients near the boundary of
the domain.
We next turn to the statistical and spectral signatures of this bursty meso-scale transport. The bottom row of
Figure 5 plots the empirical probability density functions (PDF) and the power spectra sampled from time-series
of the zonal particle transport u˜n˜ for different values of α. The empirical PDFs are constructed by computing
the normalized histograms of the time series of the zonal particle flux after time t = 1000. For most values of α,
statistical steady-state is established at that point. For the largest values of α, some transient events still occur
infrequently at the beginning of that time window, which however do not significantly alter the statistics, and are
not seen later on. All the PDFs show large positive skewness, implying a zonal particle transport toward the outer
boundary, as expected. Large value events in the zonal particle flux are much more common than they would be
for a normal distribution with the same mean and variance. For the large transport regime, for α = 0.1, the PDF
has a larger variance, and the power spectrum has larger values at high frequencies. As α increases, the PDFs have
more of their mass in the vicinity of zero, and the power spectra decay at a faster rate as the frequency increases,
implying weaker zonal transport and fewer occurrences of extreme events. We note that larger values of α have
fatter tails, which are due to the existence of more infrequent but larger amplitude, more localized bursts, as seen
in the time evolution of the particle flux. Below the Dimits threshold, in the zonal flow dominated regime with
near-zero particle flux, these bursts do however not appear any longer, once statistical steady-state is reached.
Insights regarding the role of the parallel electron dynamics in the observed avalanches and solitary structures
in the BHW model can be gained by plotting the corresponding simulation results for the MHW model in Figure
6, for the same set of values α, κ, and µ. Zonal jets are also developed in the MHW model case. However, after
the zonal mean flow v¯ reaches a statistical steady state, the flow has much weaker time variability than in the
BHW model. Correspondingly, the zonal particle flux in the MHW model has the relatively incoherent avalanche
structures present in the BHW in the center of the computational domain, but does not have the solitary structures
emerging from the avalanches in the vicinity of the boundaries.
In the bottom half of Figure 6, we also show the time series for the total enstrophy W as well as the fluxes Γ
and
∫
D vu˜n˜dxdy from the MHW model, which can be compared with the corresponding BHW results in Figure 3.
We see that in the MHW model, the zonal contribution dominates largely for the enstrophy. Furthermore, for both
values of α, the fluxes lack the intermittent bursts we had observed for the time series in the BHW model. In the
turbulent regime, the total particle flux thus has a larger mean value in the MHW model, but has less variability
and less intermittency. This result supports the following conjecture: the different treatment of the parallel electron
dynamics in the BHW and MHW models is responsible for the presence or not of the radially propagating coherent
solitary structures near the boundaries of the computational domain, and these solitary structures are responsible
for the largest intermittent bursts measured for the fluxes in the BHW model, while the avalanches are not. In this
article, we will not present a theory or additional arguments to demonstrate the validity of this hypothesis, but it
is the subject of ongoing work, to be reported in a future article.
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Figure 5: Time evolution of the zonal mean velocity v and the zonal particle flux u˜n˜ from BHW model simulations
(Top and middle rows). Two representative regimes, with relatively sparse bursts of zonal transport (α = 0.5, left)
and more frequent and stronger zonal bursty transport (α = 0.1, right) are shown. The PDFs of the zonal particle
flux u˜n˜ (left) and power spectra from the time series of the zonal particle flux (lower right) for different values of
the parameter α are compared in the bottom row. As before, solutions corresponding to the turbulence dominated
regime are plotted with solid lines, while solutions corresponding to the zonal flow dominated regime are plotted
with dashed lines. For all these results, κ = 1 and µ = 10−3.
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Figure 6: Time evolution of the zonal mean velocity v and the zonal particle flux u˜n˜ from MHW model simulations
(Top and middle rows) for the same values of α considered in Figure 5: α = 0.5 (left) and α = 0.1 (right). Time
series of the total enstrophy, the enstrophy in the zonal modes (top figures of bottom row) and of the total particle
flux Γ and of the total advected particle flux
∫
D v
(
u˜n˜
)
dxdy (bottom figures of bottom row) also for these values of
α: α = 0.5 (left) and α = 0.1 (right). For all these results, κ = 1 and µ = 10−3.
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4.2 The effect of different domain aspect ratios
In previous sections, our computational domain was always such that Lx = Ly = L. As a first investigation of the
role of boundary conditions and of Fourier resolution on our results, we consider the effect of a different size of the
computational domain on our observations. Specifically, we extend the channel width in the x direction to [0, aL],
where we call a = Lx/Ly > 1 the aspect ratio. Our past results suggest that by doing so, we may observe the
generation of more zonal jets, which may interact with each other, with multi-scale dynamics [33].
4.2.1 Multi-scale jet dynamics and large scale avalanche evolution
We first consider a computational domain with aspect ratio a = 5, for the sets of parameters κ = 1, α = 0.5,
corresponding to the strong turbulence regime, and κ = 0.5, α = 0.5, corresponding to a weaker turbulence regime.
The collisional diffusion coefficient is µ = 10−3 for both test cases. The snapshots of the ion vorticity and the time
series of the zonal mean flow are compared for these two regimes in Figure 7. Differences with our results for the
computational domain with aspect ratio a = 1, shown in Figure 3, appear clearly. For both values of α, larger
numbers of zonal jets are created in the starting transient stage instead of a dominant single jet structure as before.
The multiple jets then interact and merge into more dominant zonal structures. At the same time, the vorticity plots
indicate that the flow is more turbulent, with more small-scale vortical structures. The multi-scale jet dynamics is
correlated with large-scale dynamics for the particle flux avalanches, also shown in Figure 7. The avalanches are
particularly strong and widespread in the starting transient phase, before gradually shrinking to a narrower region in
the center of the computational domain as the zonal jets merge to form stronger and more localized zonal structures.
Furthermore, we observe that as before, simple travelling structures are seen emerging from the avalanches in the
zonal particle flux, although they are not as coherent and localized as for the computational domain with aspect
ratio a = 1.
We conclude this section with a comparison with simulations from the MHW model for the same values of
the parameters α and κ, and the same computational domain. The results for the zonal mean velocity v and the
zonal particle flux u˜n˜ are shown in Figure 8. In the MHW simulations, we also see initial mergings of zonal jets,
but these happen during a short transition period. After this transient, the zonal jets have much less variability
than in the BHW model, they do not merge any more, and we do not observe any evidence of strong large scale
dynamics and multi-jet interactions. This difference in behavior between the BHW model and the MHW model was
already highlighted for doubly-periodic boundary conditions in [33]. As a result of the weakness of the multi-scale
interactions, there is little large scale dynamics in the particle flux avalanches as compared to the BHW model, and
the avalanches remain spread across most of the computational domain. Finally, as for the simulations with aspect
ratio a = 1, in the MHW model we do not see solitary structures emerging from the particle flux avalanches.
4.2.2 Statistical invariance with different aspect ratios
In this final subsection, we show the statistical invariance of the simulations for different aspect ratios a of the
computational domain once the transient multi-scale evolution we just discussed has taken place, and statistical
steady-state has been reached. The bottom row of Figure 7 displays the spectra of the kinetic energy 12
∫
D |∇ϕ|2dxdy,
the density energy 12
∫
D n
2dxdy and of the enstrophy once statistical equilibrium was reached, for the following
aspect ratios of the computational domain: a = 3, 4, 5. A longer x domain length contains larger energy and also
stronger particle flux in the transient state. Thus it generates stronger turbulent dynamics. However in the final
statistical equilibrium state, it is observed that the radially averaged steady-state energy and enstrophy spectra are
approximately independent of the aspect ratio. This invariance confirms the existence of a consistent statistical
structure in the channel domain flows, even though much richer dynamics are created with a longer x domain length
in the transient phase.
5 Dimits shift and avalanche structures in a doubly periodic geometry
Many studies of turbulent transport in magnetic confinement devices, either with reduced fluid models or the
gyrokinetic equations, impose doubly periodic boundary conditions for their simulations. We now investigate how
imposing doubly periodic boundary conditions instead of the channel geometry boundary conditions modifies our
results. We have already studied the BHW model with doubly periodic boundary conditions extensively in [21, 33].
In this section, we therefore focus on the Dimits shift and signatures of non-local, non-diffusive transport, which are
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Figure 7: Snapshots of the ion vorticity (upper row), and time-series of the zonal mean velocity v and the zonal
particle flux u˜n˜ (middle row) from the BHW model for a computational domain with aspect ratio a = 5. The figures
on the left-hand side were obtained for κ = 1, α = 0.5, and the figures on the right-hand side for κ = 0.5, α = 0.5,
with µ = 10−3 in both cases. Kinetic energy spectra (left), density energy 12
∫
D n
2dxdy spectra (middle), and
enstrophy spectra (right) for different domain aspect ratios a = 5, 4, 3, κ = 1, α = 0.5, once statistical steady-state
was reached (lower row).
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(a) zonally averaged time series α = 0.5, κ = 1 (b) zonally averaged time series α = 0.5, κ = 0.5
Figure 8: Time series of the zonal mean velocity v and the zonal particle flux u˜n˜ from the MHW model for
a computational domain with aspect ratio a = 5. The figures on the left and middle left were obtained for
κ = 1, α = 0.5, and the figures on the middle right and right were obtained for κ = 0.5, α = 0.5.
the central subjects of this article. For all the simulations, the computational domain is [−Lx, Lx] × [−Ly, Ly] =
[−20, 20]× [−20, 20]
5.1 Dimits shift and comparison between the BHW and MHW models
We first compare the transition between the low transport regime and the high transport regime in the BHW model
and the MHW model. A comprehensive summary of our results is given in Figure 9, which shows, for each model,
the total particle flux Γ as a function of κ for the fixed values α = 0.5 and µ = 10−3, and as a function of α for the
fixed values κ = 1 and µ = 10−3, as well as the times series for the total energy and enstrophy and for the particle
flux for α = 0.5 and κ = 1, and the spectra for the energy in variance 〈|f − 〈f〉|2〉, where we compute the second-
order moment of the velocity and density fields f = ∇ϕ, n by taking the long time average 〈f〉 = 1T
∫ T
0
f (t) dt of
the state variables for each scale with the same wavenumber k.
In both models, a transition between a zonal flow dominated regime with low particle transport and a turbulent
regime with strong particle transport is observed as we vary the physical parameters α and κ. However, the
transition is much less sharp in the MHW model: for a fixed value of α, the particle flux increases with κ as a
power law, and for a fixed value of κ, the particle flux increases with decreasing values of α as a power law as well.
In other words, the MHW model does not have what one would characterize as a true Dimits shift, marked by
a sudden transition in the particle flux [9, 10, 36], as obtained in the BHW model, which has near-zero particle
flux until the Dimits threshold is reached. This result can be understood in the light of our previously published
results [21, 33], and in particular Figure 4 in [21]. In the MHW model, purely zonal states are never generated, even
when the linear instability is weak. Small scales vortices are always present, which drive some amount of turbulent
transport. They are responsible for the absence of a true nonlinear upshift for the threshold for strong particle
transport in the MHW model. In contrast, when the linear instability is weak, pure zonal states are generated in
the BHW model, which fully impede particle transport.
In addition, we identify further differences between the two models in the turbulence dominated regime, as
illustrated by the time-series of the total energy and particle flux in the center column of Figure 9 as well as
the energy spectra are compared in detail in the right column of Figure 9. The time series for the BHW model
are characteristic of strong but intermittent turbulent transport, while the time series for the MHW model rapidly
converge to a statistical steady state with much weaker fluctuations. In the turbulence dominated regime, transport
in the MHW model is strong in averaged value but less bursty and variable than in the BHW model, as we had
already found previously for the channel geometry. This is further confirmed by observing the variance energy
spectra of the two models shown in the right column of Figure 9. The variances in the leading modes (that is, the
first two largest scales dominated by the variance in zonal modes kx = 1, 2) have much larger values in the BHW
model than in the MHW model case. This is consistent with the much stronger variability in the zonal modes
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Figure 9: Comparison of the total particle flux from the BHW and MHW model simulations (left column), and
the time-series of the total energy and particle flux and the energy spectra for variance from the BHW and MHW
model simulations with α = 0.5 and κ = 1 (right column). For all these simulations, µ = 10−3.
already reported in previous studies of the BHW model [21, 33, 32].
5.2 Transport structures for doubly periodic boundary conditions
We now look at the flow and transport features in the BHW model in more detail, to compare them with the
equivalent results we obtained in the channel geometry. In Figure 10, we present the flow snapshots and time series
of the total enstrophy and total particle flux for κ = 1, µ = 10−3 and three values of α, α = 0.1, α = 0.5, and
α = 1, which can be directly compared with Figure 3. Just like in the channel domain case, and in agreement
with our observations from the previous section, as the value of α increases, the flow goes through a transition
from a fully turbulent regime with strong non-zonal vorticity and strong and bursty particle transport to a zonal
flow dominated regime with nearly zero particle flux. We nevertheless note that for the same values of α, κ, and
µ, the flow computed for doubly periodic boundary conditions is more turbulent, with more small scale vortices.
This explains why, for fixed κ and µ, the Dimits threshold is found for a larger value of α for the doubly periodic
boundary conditions than for the channel geometry.
The time evolution of the zonally averaged velocity v and of the zonal particle flux u˜n˜ for the doubly periodic
domain case are shown in Figure 11, for the same sets of parameters as in the previous figure: κ = 1 and α = 0.1,
α = 0.5, and α = 1, µ = 10−3. Figure 11 may be analyzed in the light of the equivalent plots for the channel
geometry presented in Figure 5. With periodic boundary conditions in the x-direction as well, the zonal jets and the
zonal particle flux u˜n˜ can cross the boundary, and appear on the other side of the computational domain. The zonal
particle flux is thus observed to travel from both right to left and left to right across the edges of the domain, leading
to avalanches throughout the computational domain. The zonal jets have the same variability as in the channel
geometry, but we do not see the emergence of the soliton-like solutions which were localized in the regions of strong
velocity shear and large density gradient. The strong turbulence regime with α = 0.1 displays strong, coherent and
frequent radially propagating fronts, with a very strong maximum particle flux maxt,x u˜n˜ = 1895.2; in the weaker
turbulence regime with α = 0.5, the radially propagating fronts are still relatively strong, but appear less frequent
and less coherent, and the maximum particle flux is reduced to 303.63; finally in the zonal flow dominant regime
with α = 1, the particle flux is much weaker in amplitude, with maximum value 44.07, and much less coherent.
6 Summary
We have conducted direct numerical simulations with the flux-balanced Hasegawa-Wakatani (BHW) model [21] to
study turbulent transport driven by a resistive drift-wave instability and mediated by the emergence of zonal flows.
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Figure 10: Snapshots of the ion vorticity field ζ = ∇2ϕ (upper row) and time series of the total enstrophy W =∫
D q
2dxdy, as well as the total fluxes Γ =
∫
D u˜n˜dxdy and
∫
D vu˜n˜dxdy (lower row) from the BHW model with
doubly periodic boundary condition, for fixed κ = 1, µ = 1× 10−3 and different values of α: α = 0.1 (left), α = 0.5
(center), and α = 1 (right).
Figure 11: Time evolution of the zonal velocity v = ∂xϕ (left column) and the zonal particle flux u˜n˜ (right column)
from the BHW model with doubly periodic boundary conditions, for κ = 1, µ = 1 × 10−3, and different values of
the adiabaticity parameter α: α = 0.1 (top), α = 0.5 (middle), and α = 1 (bottom). The maximum values of zonal
particle flux in the three cases are: 1895.2 in α = 0.1; 303.63 in α = 0.5; and 44.07 in α = 1.
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We have considered two different geometries, a channel domain geometry [32], and a doubly periodic geometry, and
different aspect ratios of the computational domain. For all geometries, we have found the existence of a Dimits
shift for the particle flux, i.e. the existence of a region in parameter space in which linear instability is predicted
yet near-zero particle flux is measured, and of a sudden increase in the particle flux as the density gradient or the
parallel electron resistivity exceed the values corresponding to the Dimits threshold for our problem. Below the
Dimits threshold, the flow is quasi-laminar, in an almost pure zonal state. The energy in the non-zonal modes,
which are driven by the resistive-drift instability, is almost fully transferred to the zonal modes by the secondary
instability.
For all geometries, we also observe signatures of non-local transport mechanisms once the Dimits threshold is
crossed, characterized by avalanches reminiscent of the heat flux avalanches reported in gyrokinetic simulations of
the ITG instability [5, 24, 8, 14]. These are large amplitude, large and meso-scale disordered radially propagating
bursts, which are responsible for the strong intermittency measured in the time series of the particle flux. For
domains which are extended in the radial direction, we emphasized the rich multi-scale dynamics we identified in
our simulations, where the large scale structure of the avalanches evolves in time in the transient phase during
which zonal jets merge and interact with each other. In the channel domain geometry, where strong velocity shear
and large density gradients are naturally created by the turbulent dynamics in the vicinity of the radial edges of
the computational domain, coherent solitary structures with constant speed of propagation are seen to frequently
emerge from the particle flux avalanches. Our results suggest that avalanches and soliton-like solutions have a
common origin. The coherent solitary structures are responsible for larger amplitude bursts measured in the total
particle transport.
We have made direct comparisons with the modified Hasegawa-Wakatani model (MHW) for both geometries.
Particle flux avalanches are also seen in the MHW model, but without significant large-scale dynamics, which is
consistent with the absence of multi-jet interactions and jet mergings in that model, except during a short initial
transient phase. In the MHW model, zonal flows also reduce the level of particle transport, and can fully impede
transport for certain choices of the physical parameters, but the transition from low transport to high transport is
gradual as one increases the density gradient or parallel resistivity. In that sense, we can say that the MHW model
does not have a true Dimits shift, unlike the BHW model. Another major difference with the BHW model is the
absence of soliton-like solutions accompanying the avalanches in the particle flux. These differences highlight the
key role of the treatment of the electron parallel dynamics in reduced fluid models to capture the key mechanisms
of drift turbulence driven transport in magnetically confined devices.
Our results demonstrate that the BHW model is one of the simplest model supporting a drift instability and
capturing all at once the existence of a Dimits shift, avalanches, and coherent solitary structures. It is therefore
a convenient model to complete our theoretical understanding of the Dimits shift, for which much progress was
recently made with other reduced fluid models [36, 20, 42]. When the BHW model is considered in the channel
domain geometry, it is also a useful model for the study of soliton-like solutions, and their link with avalanches,
which are topics which are even less well studied and understood than the Dimits shift. Specifically, one may wonder
if all soliton-like solutions [24, 37, 25, 41, 20] observed in models of drift wave turbulence are “ferdinons" [37, 20] and
if avalanches are made of multiple ferdinons which interact with each other, or if the radially propagating structures
in avalanches are inherently different from the soliton-like solutions. Finally, with the rich multi-scale dynamics
and abrupt phase transitions supported by the BHW model, it is an ideal testbed to investigate the capability of
novel model reduction techniques to construct inexpensive models able to accurately predict the level of turbulent
transport in magnetically confined plasmas. We are currently working on all of these questions, and expect to
present results in the near future.
Acknowledgement
This research of A. J. M. is partially supported by the Office of Naval Research N00014-19-1-2286. D. Q. is supported
as a postdoctoral fellow on the grant. A.J.C. was partially supported by the U. S. Department of Energy, Office
of Science, Fusion Energy Sciences under Award Nos. DE-FG02-86ER53223 and de-sc0012398 and the Simons
Foundation/SFARI(560651, AB).
21
References
[1] M. A. Beer, S. C. Cowley, and G. W. Hammett. FieldâĂŘaligned coordinates for nonlinear simulations of
tokamak turbulence. Physics of Plasmas, 2(7):2687–2700, 1995.
[2] M.A. Beer. Gyrofluid Models of Turbulent Transport in Tokamaks. PhD thesis, Princeton University, 1994.
[3] S Benkadda, P Beyer, N Bian, C Figarella, O Garcia, X Garbet, Ph Ghendrih, Y Sarazin, and PH Diamond.
Bursty transport in tokamak turbulence: Role of zonal flows and internal transport barriers. Nuclear fusion,
41(8):995, 2001.
[4] P Beyer, S Benkadda, Xavier Garbet, and PH Diamond. Nondiffusive transport in tokamaks: Three-
dimensional structure of bursts and the role of zonal flows. Physical review letters, 85(23):4892, 2000.
[5] J Candy and RE Waltz. Anomalous transport scaling in the DIII-D tokamak matched by supercomputer
simulation. Physical review letters, 91(4):045001, 2003.
[6] Robert L Dewar and Raden Farzand Abdullatif. Zonal flow generation by modulational instability. In Frontiers
in Turbulence and Coherent Structures, pages 415–430. World Scientific, 2007.
[7] Patrick H Diamond, SI Itoh, K Itoh, and TS Hahm. Zonal flows in plasma—a review. Plasma Physics and
Controlled Fusion, 47(5):R35, 2005.
[8] G. Dif-Pradalier, P. H. Diamond, V. Grandgirard, Y. Sarazin, J. Abiteboul, X. Garbet, Ph. Ghendrih, A. Stru-
garek, S. Ku, and C. S. Chang. On the validity of the local diffusive paradigm in turbulent plasma transport.
Phys. Rev. E, 82:025401, Aug 2010.
[9] AM Dimits, BI Cohen, N Mattor, WM Nevins, DE Shumaker, SE Parker, and C Kim. Simulation of ion
temperature gradient turbulence in tokamaks. Nuclear fusion, 40(3Y):661, 2000.
[10] Andris M Dimits, G Bateman, MA Beer, BI Cohen, W Dorland, GWHammett, C Kim, JE Kinsey, M Kotschen-
reuther, AH Kritz, et al. Comparisons and physics basis of tokamak transport models and turbulence simula-
tions. Physics of Plasmas, 7(3):969–983, 2000.
[11] W. Dorland. Gyrofluid Models of Plasma Turbulence. PhD thesis, Princeton University, 1993.
[12] W. Dorland and G. W. Hammett. Gyrofluid turbulence models with kinetic effects. Physics of Fluids B:
Plasma Physics, 5(3):812–835, 1993.
[13] B. J. Faber, M. J. Pueschel, J. H. E. Proll, P. Xanthopoulos, P. W. Terry, C. C. Hegna, G. M. Weir, K. M.
Likin, and J. N. Talmadge. Gyrokinetic studies of trapped electron mode turbulence in the helically symmetric
experiment stellarator. Physics of Plasmas, 22(7):072305, 2015.
[14] Tobias Goerler, Xavier Lapillonne, Stephan Brunner, Tilman Dannert, Frank Jenko, Sohrab Khosh Aghdam,
Patrick Marcus, Ben F. McMillan, Florian Merz, Olivier Sauter, Daniel Told, and Laurent Villard. Flux- and
gradient-driven global gyrokinetic simulation of tokamak turbulence. Physics of Plasmas, 18(5):056103, 2011.
[15] G W Hammett, M A Beer, W Dorland, S C Cowley, and S A Smith. Developments in the gyrofluid approach
to tokamak turbulence simulations. Plasma Physics and Controlled Fusion, 35(8):973, 1993.
[16] Akira Hasegawa and Kunioki Mima. Pseudo-three-dimensional turbulence in magnetized nonuniform plasma.
The Physics of Fluids, 21(1):87–92, 1978.
[17] Akira Hasegawa and Masahiro Wakatani. Plasma edge turbulence. Physical Review Letters, 50(9):682, 1983.
[18] W. Horton. Drift waves and transport. Rev. Mod. Phys., 71:735–778, Apr 1999.
[19] K. Itoh, S.-I. Itoh, P. H. Diamond, T. S. Hahm, A. Fujisawa, G. R. Tynan, M. Yagi, and Y. Nagashima. Physics
of zonal flows. Physics of Plasmas, 13(5):055502, 2006.
22
[20] P. G. Ivanov, A. A. Schekochihin, W. Dorland, A. R. Field, and F. I. Parra. Zonally dominated dynamics and
dimits threshold in curvature-driven itg turbulence, 2020.
[21] Andrew J Majda, Di Qi, and Antoine J Cerfon. A flux-balanced fluid model for collisional plasma edge
turbulence: Model derivation and basic physical features. Physics of Plasmas, 25(10):102307, 2018.
[22] Andrew J Majda and Xin T Tong. Intermittency in turbulent diffusion models with a mean gradient. Nonlin-
earity, 28(11):4171, 2015.
[23] M F Martin, M Landreman, P Xanthopoulos, N R Mandell, and W Dorland. The parallel boundary condition
for turbulence simulations in low magnetic shear devices. Plasma Physics and Controlled Fusion, 60(9):095008,
jul 2018.
[24] Ben F McMillan, S Jolliet, TM Tran, L Villard, A Bottino, and P Angelino. Avalanchelike bursts in global
gyrokinetic simulations. Physics of Plasmas, 16(2):022310, 2009.
[25] Ben F. McMillan, Chris C. T. Pringle, and Bogdan Teaca. Simple advecting structures and the edge of chaos
in subcritical tokamak plasmas. Journal of Plasma Physics, 84(6):905840611, 2018.
[26] Ryusuke Numata, Rowena Ball, and Robert L Dewar. Bifurcation in electrostatic resistive drift wave turbulence.
Physics of Plasmas, 14(10):102312, 2007.
[27] PA Politzer. Observation of avalanchelike phenomena in a magnetically confined plasma. Physical review
letters, 84(6):1192, 2000.
[28] Andrey V. Pushkarev, Wouter J. T. Bos, and Sergey V. Nazarenko. Zonal flow generation and its feedback on
turbulence production in drift wave turbulence. Physics of Plasmas, 20(4):042304, 2013.
[29] Di Qi and Andrew J Majda. Linking the two-field dynamics of plasma edge turbulence with the one-field
balanced model through systematic unstable forcing at low resistivity. Physics of Plasmas, 26(5):052108, 2019.
[30] Di Qi and Andrew J Majda. Transient metastability and selective decay for the coherent zonal structures in
plasma drift wave turbulence. Journal of Nonlinear Science, 29(5):2297–2339, 2019.
[31] Di Qi and Andrew J Majda. Zonal jet creation from secondary instability of drift waves for plasma edge
turbulence. Chinese Annals of Mathematics, Series B, 40(6):869–890, 2019.
[32] Di Qi and Andrew J Majda. Flux-balanced two-field plasma edge turbulence in a channel geometry. Physics
of Plasmas, 27(3):032304, 2020.
[33] Di Qi, Andrew J Majda, and Antoine J Cerfon. A flux-balanced fluid model for collisional plasma edge
turbulence: Numerical simulations with different aspect ratios. Physics of Plasmas, 26(8):082303, 2019.
[34] B. N. Rogers, W. Dorland, and M. Kotschenreuther. Generation and stability of zonal flows in ion-temperature-
gradient mode turbulence. Phys. Rev. Lett., 85:5336–5339, Dec 2000.
[35] Y. Sarazin, X. Garbet, Ph. Ghendrih, and S. Benkadda. Transport due to front propagation in tokamaks.
Physics of Plasmas, 7(4):1085–1088, 2000.
[36] Denis A St-Onge. On non-local energy transfer via zonal flow in the dimits shift. Journal of Plasma Physics,
83(5), 2017.
[37] F. van Wyk, E. G. Highcock, A. A. Schekochihin, C. M. Roach, A. R. Field, and W. Dorland. Transition to
subcritical turbulence in a tokamak plasma. Journal of Plasma Physics, 82(6):905820609, 2016.
[38] R. E. Waltz, G. D. Kerbel, and J. Milovich. Toroidal gyro–landau fluid model turbulence simulations in a
nonlinear ballooning mode representation with radial modes. Physics of Plasmas, 1(7):2229–2244, 1994.
[39] Jan Weiland and Anatoly Zagorodny. Drift wave theory for transport in tokamaks. Reviews of Modern Plasma
Physics, 3(1):8, 2019.
23
[40] P. Xanthopoulos, A. Mischchenko, P. Helander, H. Sugama, and T.-H. Watanabe. Zonal flow dynamics and
control of turbulent transport in stellarators. Phys. Rev. Lett., 107:245002, Dec 2011.
[41] Yao Zhou, Hongxuan Zhu, and Ilya Dodin. Solitary zonal structures in subcritical drift waves: a minimum
model. Plasma Physics and Controlled Fusion, 2020.
[42] Hongxuan Zhu, Yao Zhou, and IY Dodin. Theory of the tertiary instability and the dimits shift from reduced
drift-wave models. Physical Review Letters, 124(5):055002, 2020.
24
