Abstract. We study the loss of synchronization of two partially coupled Hodgkin-Huxley equations, with symmetric coupling. This models the coupling ot two cells through an electrical synapse. For strong enough coupling it is known that all solutions of the equations approach a state where the two cells are perfectly synchronized.
Introduction
Many authors have observed in numerical experiments that when two equations similar to the Hodgkin-Huxley model are coupled, their solutions seem to synchronize. These results are prompted by experimental findings of sychronization in excitable tissue. However, "mathematical models for these systems are typically very complicated and there has been very little rigorous analysis of them" [18] .
Consider two identical nerve impulse equations, coupled only through the electrical potential of each cell (see section 2 for details). The type of coupling studied corresponds to an electrical synapse, where the ionic channels do not intervene directly. It has been proved [15] that for large enough positive values of the coupling constant k all the solutions synchronize, in the sense that all solutions decay exponentially to a symmetric solution, where the two cells have exactly the same behaviour regardless of the initial condition.
This paper is concerned with the way this perfect synchronization is lost when the strength of the coupling is reduced. This needs specific information about the equations being coupled. We use the original Hodgkin-Huxley equations [11] . These equations, created as a model for the squid giant axon, are a paradigm for modelling excitable tissue and its dynamics has been extensively studied for this reason. Moreover they are possibly the simplest model for excitability that has a clear correspondence with biological data, so they are often used as a test for methods that may be applied to more complicated models.
We try to obtain the maximum of analytical information from the numerical data, obtained using methods of bifurcation theory. We restrict our analysis to symmetrically coupled systems. The symmetry simplifies the analysis and asymmetrically coupled systems may then be studied as a perturbation from this case.
We find that beyond the boundary of perfect synchronization the solutions of the coupled system remain synchronized in a weaker sense. For all small values of the coupling constant the asymptotic behaviour is still in synchrony, although it may have a half period phase shift in some cases. For positive values of the coupling constant we also find that all solutions not approaching the perfectly synchronized state are unstable and thus asymptotic perfect synchrony is still observed for almost all initial conditions.
Coupled equations and their symmetries
We consider a system of two coupled Hodgkin-Huxley equations:
where v and u are the difference of electrical potential across each cell membrane, I is the intensity of an external current stimulus and Φ = 3
, is the temperature compensating factor. The function f is defined as
The functions τ j (v) and γ j (v) are given by The functions α(v) and β(v) are defined by Hodgkin and Huxley in [11] , to be:
where Ψ is the analytic function:
In this paper we use the parameter values of [11] , namely V 0 = −10.599, V 1 = −115.0, V 2 = 12.0, g 0 = 0.3, g 1 = 120.0, g 2 = 36.0. We refer to these as the Hodgkin-Huxley values of the parameters.
The coupled system CHH is symmetric. Since this symmetry is going to be explicitly used, we introduce here the setting for it, see [6, 7, 1] for more information on symmetries. A vector field F is said to be δ−equivariant, where δ is an orthogonal linear map, if F (δ · x) = δ · F (x) and δ is said to be a symmetry of F. The group of symmetries of CHH is Z 2 = {Id, flip} where
and I is the identity 4 × 4 matrix. Periodic solutions Y (t) of CHH may also have spatio-temporal symmetries, of the form (δ, S), with δ an orthogonal linear map, S ∈ R, acting by (δ, S) · Y (t) = δY (t + S).
Any equilibrium solution of CHH satisfies y j = γ j (v) and z j = γ j (u). For a given value v ∈ R there is always a value of stimulus intensity I for which there is a symmetric equilibrium, where v = u = v . This value is given by I = f (v , γ(v )), with γ = (γ 1 , γ 2 , γ 3 ). In this paper we use λ = v as a bifurcation parameter, instead of I. This simplifies some calculations but reverses the bifurcation diagrams, since v → f (v , γ(v )) is a decreasing function. See section 5 for more details.
The set of symmetric solutions (with v = u and y j = z j ) is invariant under the flow of CHH. For k large enough this set is a global hyperbolic attractor for the flow [15] .
It is also shown in [15] that for any k ≥ 0 the coordinates v(t), u(t) of a solution of CHH enter the ball |(u, v)| ≤ R in finite positive time, provided the initial condition satisfies 0 ≤ y j (0) ≤ 1 and 0 ≤ z j (0) ≤ 1. The radius R is given by:
For the Hodgkin-Huxley values of the parameters this yields a rather large radius:
Preliminary results -simulation
We used Matlab 6.1.0.450 and dstool to obtain projections of phase portraits of solutions of two coupled Hodgkin-Huxley equations, using the Hodgkin-Huxley values of the parameters. For each value of the temperature T and of stimulus intensity I tested, we have started at k = 0 and computed the solutions numerically for a time interval of t ∈ [0, 128]. Then we have varied k in steps of |0.01|, using as initial condition the value at t = 128 of the previous solution. This was repeated for several initial conditions at k = 0.
For positive values of k we stoped at a value k syn , where the two cells seemed to have the same dynamics after 100msec. The procedure was repeated for temperatures 6. For each value of T , we have found that k syn has roughly the same value for all I, except for T = 26.0, where the synchronization seems slower for I = 120.0.
We did a similar simulation for k negative, starting with k = 0, increasing |k| and stopping at a value k HP , where both cells seemed to be half a period out-of-phase. The value |k HP | decreases with T. See table 2. For |k| very large, k k HP , the coordinates v and u of the orbits go to ∞ for most initial conditions. Between k HP and the value where stability is lost there is a range where the dominant stable regime seems to be of two cells in periodic solutions with half a period phase shift (see also figure 11 ).
Linearization
The matrix, L, of the linearization of the coupled system CHH has a block structure given by
where H j are the matrices of the linearized decoupled systems. At a symmetric equilibrium H 1 = H 2 = H. Taking coordinates of the form (X, X) and (X, −X), X ∈ R 4 , X = (v, y 1 , y 2 , y 3 ), changes the matrix to block-diagonal form:
The subspace of vectors of the form (X, −X) is not invariant for the nonlinear equations CHH, whereas the space of symmetric solutions (X, X) is invariant for both CHH and its linearization.
If the coupling were done through all the equations, then instead of J we would have the identity matrix. In this case, the eigenvalues of the coupled equations could be obtained by adding k to those of H. In the case of partial coupling the relation is not so simple.
Let 
where the d j are given by:
and
Note that the d j can all be written in the form Φ 3−j C where C does not depend on Φ, and that b 0 and c 0 can also be written in the form Φ 3 C.
Steady-state bifurcations
Recall that CHH has a symmetric equilibrium figure 1 was computed with Maple and indicates that for a given λ = v , there is always some value of I for which there is a symmetric equilibrium, as remarked in section 2. Conversely, for each choice of I there is exactly one symmetric equilibrium of CHH. We use λ = v as a bifurcation parameter, instead of I, to analyse the local bifurcations at a symmetric equilibrium. Steady-state bifurcations take place when the linearization at an equilibrium has a zero eigenvalue. In the notation of section 4, this happens when either
That this expression is independent of Φ follows from the remarks at the end of section 4 and therefore this analysis does not depend on the temperature T . The graph of figure 2 , and was computed using a program written in C. The graph never crosses the k = 0 axis in the range tested. This confirms that no bifurcation of equilibria takes place inside the subspace of symmetric solutions, since K(λ) is zero precisely when b 0 (λ) = 0, i.e. when the matrix H has a zero eigenvalue. Local bifurcations at points (λ, K(λ)) give rise to equilibria outside the space of symmetric solutions. From the symmetry it follows [5] that the simplest bifurcation that may take place at this curve is a pitchfork, leading to the creation of a pair of symmetry related asymmetric equilibria.
For fixed negative values of k, a Maple program was used to obtain numerically a bifurcation diagram, with typical results shown in figure 3 . The symmetric equilibrium has been translated to the origin, for each λ. What is shown, for each k, is the set of points (λ, x) such that for v = x + λ, CHH has an equilibrium at (v, y, u, z) = (v, γ(v), u, γ(u)), for some u. The x = 0 axis represents the symmetric equilibrium.
Along the graph of K(λ) there are two degenerate points where the direction of bifurcation changes (hysteresis points, in the terminology of [5] ). The graph of K(λ) has two critical points, a global maximum and a global minimum -the maximum is not visible in the scale of figure 2. In the terminology of [5] , these are isola centres.
There are some global transitions, like that between the cases k = −0.5 and k = −0.6 in figure 3. For k above a critical value and for λ = λ(k) there is an asymmetric saddle-node point, say (X(k), Y (k)). As k decreases through the critical value, λ(k) tends to −∞ at the same time as the norm |(X(k), Y (k))| tends to infinity. The critical value of k can be computed analytically (see [14] ) to be
Another global transition takes place at k = −g 0 = −0.3 and at k = −g 0 − g 2 = −36.3 where the set of asymmetric solutions changes from being a closed curve to an open one, loosing a branch.
We return to these transitions in section 7. More details on the diagrams and transitions are given in [14] and [16] , where the numerical methods are also discussed. There is another degenerate point in the curve k = K(λ), where the linearization of CHH has a double zero eigenvalue. This transition changes the stability of equilibria but does not affect the number of equilibria. It is discussed in section 7.
Hopf bifurcation
The eigenvalues of L are those of H and of H − kJ. We are interested in eigenvalues leading to bifurcation, with zero real part. For the matrix H, the eigenvalues at an equilibrium point are already studied in [17] : for the Hodgkin-Huxley values of the parameters and temperatures below T = 28. We use this relation to find the locus of Hopf bifurcations, as a function of the coupling strength, k and the bifurcation parameter λ = v . We have seen in section 4 that the coefficients c j are affine in k. At a symmetric equilibrium, Ψ(λ, k) is a polynomial of degree 3 in k.
In
For almost all the values tested the polynomial Ψ(λ, k) had three distinct real roots, but only at the largest one was the second condition fulfilled for some values of λ. The interval where c 1 and c 3 have the same sign also depends on the temperature. Table 3 gives, for λ ∈ [−70, 50] and different values of T, the intervals on λ where we may find a Hopf bifurcation. This was obtained by checking the sign of c 1 and c 3 at the roots k of Ψ(λ, k) and by varying λ in steps of 1 unit. For the intervals where there is a Hopf bifurcation, figure 4 shows the shape of the curve Ψ(λ, k) = 0 for different values of the temperature. Each curve crosses the axis k = 0 at two Hopf bifurcation points λ = v . For small fixed k there are still two bifurcation points that come together, as k increases, at a degenerate Hopf bifurcation point, the local maximum of the curve. Table 4 gives the value, k dHb , of this maximum for some temperatures. Table 4 . Values of (k dHb , λ(k dHb )) for degenerate Hopf bifurcation for several temperatures T , Hodgkin-Huxley values of the parameters.
The graph of Ψ(λ, k) = 0 moves down when T increases and, in particular, the value of k dHb decreases with T. The largest value of T for which we found a Hopf bifurcation is 46.039911, well beyond physiological range.
Notice (table 4) that for negative k there are Hopf bifurcations for values of temperatures T ≥ 28.858, the largest value of T where we find Hopf bifurcation for the decoupled system.
The direction of bifurcation was computed with a program in Maple at points (λ, k(λ)) where we found a Hopf bifurcation. We used the method of [4] (see also [5]): after Liapunov-Schmidt reduction, the periodic solutions correspond to zeros of a function xa(x 2 , λ), with λ = v , and the derivatives of a(u, λ), u = x 2 can be computed from those of the original system using the formulas of [3] . The bifurcation is subcritical if a u = ∂a ∂u and a λ = ∂a ∂λ have the same sign, supercritical otherwise. At points where any of these derivatives vanish we have a degenerate Hopf bifurcation. This is the case at the maximum of the graph of ψ(λ, k) = 0, since −a λ is the derivative of the real part of the eigenvalue undergoing bifurcation and therefore it is zero. See figure 5 graphs of a λ .
In figure 6 it can be seen that a u changes sign three times. These degenerate Hopf bifurcation points are discussed in section 7. 
Bifurcation diagrams
We are now in a position to describe the structures arising through bifurcations of the symmetric equilibrium of CHH. We treat the case T = 6.3
• C, other temperatures are similar but simpler. Local bifurcations take place in two transverse directions, that may be analyzed independently, except near the five points where the lines intersect. The kindependent bifurcations give rise to symmetric solutions of the form (X(t), X(t)). These are exact copies of solutions of the uncoupled Hodgkin-Huxley equations [17, 13] , except in what concerns the stability in the direction transverse to this space.
Asymmetric solutions appear at the curves computed from the eigenvalues of H − kJ, corresponding to solutions that bifurcate in the (X, −X) direction. This subspace is invariant under the linearization, but not under the full equations, so we can only conclude that the bifurcating solution branches are not in the space of symmetric solutions.
Next we describe the persistent structures arising through the bifurcations. The cases where there is at least one stable solution are described in figures 8 and 9. The figures are very distorted -most things happen in a minute portion of parameter space, as can be seen comparing figure 8 to the realistic plots in figure 7 , to the Hopf bifurcation locus (figure 4) and to the pitchfork locus (figure 2). The regions with no label contain no stable solutions. Details are given in [14] and [16] , where the unstable structures arising through these bifurcations are also described.
Static bifurcation from the unique symmetric equilibrium (v , γ(v ), v , γ(v )) (labelled se) gives rise to one or two pairs of asymmetric equilibria (ae) of the form (X, Y ) and (Y, X).
Hopf bifurcation from the symmetric equilibrium in the symmetric direction gives rise to one or two symmetric periodic solutions (sp) of the form (X(t), X(t)), X(t) ∈ R 4 . Hopf bifurcation from the symmetric equilibrium in the asymmetric direction yelds an asymmetric periodic solution (X(t), Y (t)), labelled ap. In this case the set {(X(t), Y (t)) t ∈ R} is symmetric (Z 2 -invariant) although the solution is not. The symmetry is discussed in section 8.
More complicated solutions appear at secondary bifurcations: symmetry related pairs of asymmetric periodic solutions, and invariant torii. We discuss these very briefly for the sake of completeness, in 7.3 below, since they seem to be always unstable.
7.1. Codimension one bifurcations. These correspond to curves and lines in figures 8 and 9 and are: Ho-s = symmetric Hopf bifurcation; Ho = asymmetric Hopf bifurcation; pf = pitchfork; sn = saddle-node of asymmetric equilibria. in = a pair of saddle-nodes goes to −∞; dl-a = asymmetric double loop (saddle-node of periodic orbits); dl-s = symmetric double loop(saddle-node of periodic orbits); he = heteroclinic connection of a pair of asymmetric equilibria; sb = secondary bifurcation (see mode interaction, below);
The first four types in the list above (Ho-s, Ho, pf, sn) were found numerically (full lines), the last four (dl-a, dl-s, he, sb) were obtained from the presence of codimension 2 points and are discussed below.
At the horizontal line k = −2g 0 (g 0 + g 2 )/(2g 0 + g 2 ), the bifurcation labelled in, a pair of asymmetric saddle-nodes tends to λ = −∞ as discussed in section 5. The curve of saddle-nodes sn approaches this line asymptotically.
Codimension 2 bifurcations.
We have found the following bifurcations, for detailed description see [8] and [5] : 
dH = degenerate Hopf bifurcation
On the curve of asymmetric Hopf bifurcation there are three of these points, (two represented in figure 8 and one in 9) where the direction of the bifurcation changes (see figure 6 ). The two periodic solutions created at the Hopf bifurcation come together at the curve of asymmetric double loops labelled dl-a. A similar bifurcation takes place for the uncoupled Hodgkin and Huxley equations when the parameter g 1 is varied, giving rise to the line of symmetric double loops dl-s [12] . Hy = hysteresis At three points on the curve of pitchforks (one in figure 8 and two in figure 9 ) the direction of bifurcation changes. A curve of asymmetric saddle-nodes sn originates at each of these points.
T = symmetric Takens bifurcation
This bifurcation ocurs at a point where the linearization has a double zero eigenvalue, in equations with Z 2 symmetry, it is a Z 2 -equivariant version of BogdanovTakens bifurcation, see [8] . A curve of Hopf bifurcations (Ho) and a curve of heteroclinic connections (he) terminate at the curve of pitchforks (figure 9). Mi = Hopf/Hopf mode interaction Two points where there are symmetric and asymmetric Hopf bifurcation at the same place, discussed in 7.3 below. Hs = Hopf/steady-state mode interaction Two points where the curve of pitchforks crosses the two lines of symmetric Hopf bifurcation at the same place, discussed in 7.3 below.
7.3. Mode interactions with symmetry . Two "independent" Hopf bifurcations at the same point are called a Hopf/Hopf mode interaction Mi; a Hopf bifurcation and a pitchfork at the same point are a Hopf/steady-state mode interaction Hs. Because of the original Z 2 symmetry of the problem CHH, here both types of bifurcation reduce -after a suitable choice of coordinates and passing to loop space [7] -to steady-state bifurcations in two dimensional phase space with Z 2 +Z 2 symmetry, studied in Chapter X of [5] .
The two coordinate axes correspond to two modes, in the case of Hopf/Hopf identified to the two types of periodic solution, symmetric and asymmetric. The modes undergo secondary bifurcations that may give rise to mixed modes, in our case, invariant torii. For instance, around the leftmost point Mi in figure 8 , the symmetric periodic solution exchanges stability with the asymmetric one. Different sequences of bifurcations may fit in this picture, as shown in Chapter X of [5] , but since we are interested in stable structures, we explore the only scenario where these are generated: decreasing k, first there would be a supercritical Hopf bifurcation at the stable symmetric periodic solution, creating a stable branch of mixed modes, followed by a subcritical bifurcation of the asymmetric periodic solution, where the mixed modes are destroyed. Any other scenario will give rise to unstable structures. Since no evidence of stable torii was fond in numerical simulations on this region, we conclude that this scenario does not apply and that any secondary bifurcations yeld unstable modes.
The same discussion applies to the similar bifurcation at the other Mi point, and mutatis mutandi to the two points labelled Hs, except that no scenario will give rise to stable mixed modes, as we are starting with unstable modes.
Synchronization
For positive k, only symmetric trajetories are stable -periodic solutions or the symmetric equilibrium, or both, depending on the parameter values. The only possible exceptions, for k close to 0, would be trajectories in invariant torii arising through mode interactions. No evidence of these was found in the simulations with dstool. There may be stable solutions of this type for other values of the parameters in the Hodgkin-Huxley equations, and preliminary simulations show that they are present when the coupling is not symmetric.
We find that for k > 0 two Hodgkin-Huxley equations coupled in the form CHH are always in some state of synchrony, no matter how small the value of the coupling constant k > 0. For large values of k > 0, the space of symmetric solutions is a global attractor. Smaller positive values of k lead to some unstable asymmetric solutions that bifurcate from the unstable equilibrium, but the perfectly synchronized states still attract almost all solutions. The presence of unstable asymmetric solutions leads to transients that resemble them, figure 10, as the perfectly synchronized state becomes a weaker attractor when k approaches zero. Asymmetric periodic solutions are the ubiquitous stable objects for k < 0 (figure 8). In some regions of the parameter plane they coexist with a stable symmetric equilibrium.
Asymmetric periodic solutions of CHH arising through Hopf bifurcations still have spatio-temporal symmetry. The bifurcation of this type of solutions is studied in [1] , [2] in the context of coupled networks of nerve cells governing animal gaits. Since they use a coupling in all variables, their results on cell networks cannot be applied to this case, but the results on symmetry are more general and can be used here. From a result of [1] (theorem A.1 in appendix A, see also theorem 3.6 in chapter 3 of [7] ) it follows that the only spatio-temporal symmetry compatible with the symmetry group Z 2 is a half-period phase shift. More precisely, a periodic solution satisfying (X(t), Y (t)) = (X(t + P ), Y (t + P )) has this spatio-temporal symmetry if X(t + P/2) = Y (t), as in figure 11 .
The stable asymmetric solutions that appear for negative coupling are still synchronous in a more subtle sense, like the movements of two legs in human walk.
For negative k further away from zero all bifurcating solutions loose stability -in figure 8 there are no stable solutions below the curve of heteroclinic connections. In simulations with dstool we observed that in this region solutions become unbounded, regardless of the initial condition.
If the analogy with gaits is to be pursued further, a system of two cells can at most model a biped walk, and of course, there is no such a thing as a biped squid. Moreover this model is not appropriate for walk in many other ways, see [7]. Suppose, however, there is a pattern generator for some type of movement, whose cells are modelled by two Hodgkin-Huxley equations, connected by electric synapses. If we observe that the outcome is a stable pattern having a half period phase shift, then it follows that the coupling constant k must be negative.
