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a b s t r a c t
We introduce varieties of recognizable Σ-tree series (KΣ-VTS for short) over a field K
and a ranked alphabet Σ . Our variety theorem establishes a bijective correspondence
between these KΣ-VTSs and the varieties of finite-dimensional KΣ-algebras (KΣ-VFDA
for short); a KΣ-algebra is a K -vector space equipped with multilinear Σ-operations.
The link between KΣ-VTSs and KΣ-VFDAs is provided by the syntactic KΣ-algebras of
tree series. The most immediate predecessors of this study are Berstel’s and Reutenauer’s
(1982) [2] work on tree series over fields, Reutenauer’s (1980) [27] theory of varieties of
string series, Bozapalidis’ and his associates (1983, 1989, 1991) [8,5,4] work on syntactic
KΣ-algebras, Steinby’s (1979, 1992) [30,31] theory of varieties of tree languages, and our
previous work (2009) on series of general algebras and their syntactic KΣ-algebras.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we develop a theory of varieties of tree series over a field. Thus at least three central themes of the algebraic
theory of automata and formal languagesmeet in this work, namely varieties of languages, tree languages and formal power
series. Already in the 1960s and the early 1970s M.P. Schützenberger and others had shown that some important families
of regular languages can be effectively characterized by syntactic monoids or syntactic semigroups, and in 1976 S. Eilenberg
[12] (cf. also [25,26]) presented his fundamental variety theorem that provides a general framework for these studies by
showing for what families of regular languages such a characterization is possible. For tree languages, different variety
theorems have been presented in papers like [1,13,30,31] (cf. [32] for a survey and more references); here we will mostly
follow the approach taken in [31].
A formal power series (of strings) is a representation of a weighted language into which each word belongs with the
weight given by its coefficient in the series. The weights are usually taken from a semiring and, depending on the situation,
they may have different interpretations. Formal power series have been intensively studied ever since their introduction by
M.P. Schützenberger in the early 1960s (cf. [29], for example). Much of the current work on them is motivated by various
applications. We refer the reader to [11,20,21,28,3] for some general expositions and surveys. In [27] Reutenauer presents
a theory of varieties of recognizable (string) power series. Recently, there has been considerable interest in tree series and
weighted tree automata as witnessed by the survey paper [16] (cf. also [14]). However, we will consider the tree series over
a field K introduced already in 1982 by Berstel and Reutenauer [2]. For these, Bozapalidis [8], Bozapalidis and Alexandrakis
[5] and Bozapalidis [4] studied syntactic algebras, called syntactic KΣ-algebras (Σ is the ranked alphabet), akin to those
introduced in [27] for string series, the main result being that a tree series is recognizable iff its syntactic KΣ-algebra is
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finite-dimensional. Our variety theory uses these syntacticKΣ-algebras, whichwe in [15] have considered in amore general
setting. Finally, let us note that another theory of varieties of tree series has been proposed in [6] but no examples of varieties
of this kind are given. Since the approach is quite different from ours, we shall not refer to this paper in our work or attempt
any comparisons between the two theories.
The paper is organized as follows. In Section 2 we recall a few basic definitions and fix some notation. Throughout the
paper, K is a field and Σ is a ranked alphabet, both arbitrarily chosen but fixed. In particular, we consider KΣ-algebras
as defined in [4,5] recalling some relevant facts from [15]. A KΣ-algebra is a K -vector space equipped with a Σ-algebra
structure such that everyΣ-operation is linear in all components. They are equivalent to the ‘‘representations" considered
already in [2].
In Section 3 we consider series over a generalΣ-algebra C = (C,Σ), i.e., mappings S : C → K . These we call KC-series.
Mainly we recall the notions and results from [15] needed in the variety theory, but we also add a few new facts. In Section 4
we consider the syntactic congruence ≡S of a KC-series S and its syntactic KΣ-algebra SA(S). As shown in [15], the basic
facts about string or tree series [27,2,5,4] and their syntactic congruences and algebras hold also in this general case. In
particular, for any KC-series S, SA(S) is in a natural sense the least KΣ-algebra that recognizes S, and S is recognizable
if and only if SA(S) has finite dimension. Here we should note that in [22,23] Mathissen considers recognizable series in
Σ-algebras over a commutative semiring as well as their syntactic algebras.
In Section 5 we apply the above theory to tree series by letting C be the Σ-algebra TΣ (X) = (TΣ (X),Σ) of
ΣX-trees, where X is a leaf alphabet. The tree series or tree polynomials S : TΣ (X)→ K we call simply KΣX-series or
KΣX-polynomials, respectively (and we may also speak about KΣ-series without fixing the leaf alphabet). The general
results about KC-series and their syntactic KΣ-algebras naturally apply as such to tree series, but we note also a couple of
additional facts.
In Section 6 we define a variety of KΣ-series (KΣ-VTS for short) as a family of tree seriesV = {V(X)}X , where X ranges
over all leaf alphabets, such that for each X , V(X) is a K -vector space of recognizable KΣX-series and, moreover, these sets
are closed under inverse translations and inverse homomorphisms.We also give a characterization of theKΣ-VTS generated
by a given family of recognizable KΣ-series. In Section 7 we consider briefly varieties of finite-dimensional KΣ-algebras
(KΣ-VFDA for short), i.e., classes closed under the forming of subalgebras, homomorphic images and direct products of
finite families of KΣ-algebras. In particular, we note that any KΣ-VFDA is generated by the syntactic KΣ-algebras of some
recognizable tree series.
Section 8 contains the main result of the paper, the variety theorem. Let VTSK (Σ) denote the class of all KΣ-VTSs,
and let VFDAK (Σ) be the class of all KΣ-VFDAs. For any family V = {V(X)}X of recognizable KΣ-series, let Va be the
KΣ-VFDA generated by all the syntactic KΣ-algebras SA(S), where S ∈ V(X) for some X . Similarly, for every class V of
finite-dimensional KΣ-algebras, let Vs = {Vs(X)}X be the family of recognizable KΣ-tree series such that, for any leaf
alphabet X ,
Vs(X) = {S ∈ RecK (Σ, X) | SA(S) ∈ V},
where RecK (Σ, X) is the set of all recognizable KΣX-series. Then the variety theorem (Theorem 8.5) states that the
mappingsV → Va and V → Vs form a pair of mutually inverse isomorphisms between the complete lattices (VTSK (Σ),⊆)
and (VFDAK (Σ),⊆) obtained by ordering the two classes by inclusion.
In Section 9 we consider as examples some KΣ-VTSs formed by polynomials, and in Section 10 we present a few further
examples that indicate how varieties of tree series can be constructed from varieties of tree languages. In fact, it seems that
such examples could be obtained also from positive varieties of tree languages (cf. [24]) because our definition of varieties
tree series does not require anything corresponding to the closure under complement. Finally, in Section 11 we note some
possible topics for future research.
2. Preliminaries
We may write A := B to indicate that some object A is defined to be B. For any integer n ≥ 0, let [n] denote the set
{1, 2, . . . , n}. In particular, [0] = ∅.
For any relation ρ ⊆ A × B, the fact that (a, b) ∈ ρ for some a ∈ A and b ∈ B, will usually be expressed by writing
aρb. For any a ∈ A, let aρ = {b ∈ B | aρb} and, for any A′ ⊆ A, let A′ρ = {b ∈ B | (∃a ∈ A′) aρb}. The converse of ρ is
the relation ρ−1 := {(b, a) ∈ B × A | aρb} from B to A. The composition of relations ρ ⊆ A × B and ρ ′ ⊆ B × C is the
relation ρ ◦ ρ ′ := {(a, c) ∈ A× C | (∃b ∈ B) aρb and bρ ′c}. In the particular case of an equivalence relation, we write [a]ρ ,
or just [a], for aρ. As usual, A/ρ denotes the quotient set {[a]ρ | a ∈ A}. The set of equivalence relations on A is denoted
by Eq(A). The diagonal relation {(a, a) | a ∈ A} of a set A is denoted by ∆A. A mapping ϕ : A → B may also be viewed as
a relation (⊆A × B), and aϕ (a ∈ A) denotes either the image ϕ(a) of a or the set formed by it. However, compositions of
mappings are usually written omitting the symbol ◦. Thus the composition of two mappings ϕ : A → B and ψ : B → C is
the mapping ϕψ : A → C, a → aϕψ, where aϕψ = (aϕ)ψ = ψ(ϕ(a)). Especially homomorphisms will be written this
way as right operators that are composed from left to right. The kernel of a mapping ϕ : A → B is the equivalence relation
kerϕ := {(a1, a2) ∈ A2 | a1ϕ = a2ϕ} on A.
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In what follows, Σ is always a fixed (arbitrarily chosen) ranked alphabet, i.e., a finite set of symbols each of which has
a given nonnegative integer arity. For any k ≥ 0, the set of k-ary symbols in Σ is denoted by Σk. In addition to ranked
alphabets, we use ordinary finite alphabets X, Y , . . . that we call leaf alphabets. These are assumed to be disjoint from the
ranked alphabets.
The set TΣ (X) ofΣ-terms with variables in X is the smallest set T such thatΣ0 ∪ X ⊆ T , and σ(t1, . . . , tk) ∈ T whenever
k > 0, σ ∈ Σk and t1, . . . , tk ∈ T . Such terms are regarded as representations of labeled trees, and we call them ΣX-
trees. Subsets of TΣ (X) are called ΣX-tree languages. We may also speak simply about trees and tree languages without
specifying the alphabets. For the general properties of tree languages and tree automata, the reader may consult [17] or
[18], for example.
Let be a symbol that appears neither in the ranked alphabetΣ nor in the leaf alphabets. AΣX-context is aΣ(X ∪{})-
tree in which  appears exactly once (as the label of a leaf). Let CΣ (X) denote the set of ΣX-contexts. If ζ , κ ∈ CΣ (X) and
t ∈ TΣ (X), then ζ (κ) and ζ (t) denote the ΣX-context and the ΣX-tree obtained from ζ when the  is replaced by κ or t ,
respectively.
The ranked alphabet Σ is also used as a set of operation symbols, and a Σ-algebra C consists of a nonempty set C of
elements and aΣ-indexed family of operations (σC | σ ∈ Σ) on C such that if σ ∈ Σk is a k-ary symbol, then σC : Ck → C
is a k-ary operation on C . In particular, any nullary symbol ω ∈ Σ0 fixes a constant in C that we write as ωC . We write
simply C = (C,Σ) without any symbol for the assignment σ → σC . Subalgebras, homomorphisms, congruences and
direct products of such algebras are defined as usual (cf. [9] or [10], for example).
A mapping p : C → C is called an elementary translation of C = (C,Σ) if there exist a k > 0, a σ ∈ Σk, an i ∈ [k]
and elements c1, . . . , ci−1, ci+1, . . . , ck ∈ C such that p(d) = σC(c1, . . . , ci−1, d, ci+1, . . . , ck) for every d ∈ C . Let ETr(C)
denote the set of elementary translations of C. The set Tr(C) of all translations of C is the smallest set of unary operations on
C that contains the identity map 1C : C → C, c → c, and all the elementary translations, and is closed under composition.
It is well known (cf. [9] or [10], for example) that any congruence of an algebra C = (C,Σ) is invariant with respect to
every translation of C, and that an equivalence on C is a congruence on C if it is invariant with respect to every elementary
translation of C.
The following lemma (cf. [31]) will be needed several times.
Lemma 2.1. Let ϕ : C → D be a homomorphism between twoΣ-algebras C = (C,Σ) andD = (D,Σ). For every translation
p of C there is a translation pϕ ofD such that p(c)ϕ = pϕ(cϕ) for every c ∈ C. If ϕ is surjective, then for every q ∈ Tr(D) there
exists a p ∈ Tr(C) such that q = pϕ .
If TΣ (X) ≠ ∅, i.e., if Σ0 ∪ X ≠ ∅, then the ΣX-trees form the ΣX-term algebra TΣ (X) = (TΣ (X),Σ) defined by setting
ωTΣ (X) = ω for any ω ∈ Σ0, and σ TΣ (X)(t1, . . . , tk) = σ(t1, . . . , tk) for all k > 0, σ ∈ Σk and t1, . . . , tk ∈ TΣ (X). The
ΣX-term algebra TΣ (X) is freely generated by X over the class of all Σ-algebras, that is to say, it is generated by X and any
mapping α : X → C of X into anyΣ-algebra C = (C,Σ) has a unique extension to a homomorphismα : TΣ (X)→ C.
Throughout this paper, (K ,+, ·, 0, 1) is a field, arbitrarily chosen but fixed. We shall call it simply K . The product of any
elements a, b ∈ K is usually written as a · b. Given a K -vector space (M,+, 0), we will denote the scalar product of a field
element a ∈ K and a vector u ∈ M by au. Following [5,4], we define a KΣ-algebra to be a systemM = (M,+, 0,Σ)where
(M,+, 0) is a K -vector space and (M,Σ) is aΣ-algebra in which all operations aremultilinear, that is to say, for any k > 0,
σ ∈ Σk, i ∈ [k], u1, . . . , ui−1, u, v, ui+1, . . . , uk ∈ M and a, b ∈ K ,
σM(u1, . . . , ui−1, au+ bv, ui+1, . . . , uk)
= aσM(u1, . . . , ui−1, u, ui+1, . . . , uk)+ bσM(u1, . . . , ui−1, v, ui+1, . . . , uk).
The Σ-algebra part (M,Σ) of M is denoted by M•, but we write just σM for σM• (σ ∈ Σ). The dimension of M is the
dimension dimM of the underlying vector space (M,+, 0), andM is said to be finite-dimensional if dimM is finite.
In the definitions of subalgebras, homomorphisms, congruences and direct products of KΣ-algebras both the K -vector
space and the Σ-algebra aspect are taken into account. Hence, a KΣ-algebra M = (M,+, 0,Σ) is a subalgebra of a
KΣ-algebra N = (N,+, 0,Σ) ifM• is a subalgebra of N • and (M,+, 0) is a subspace of (N,+, 0). Similarly, a mapping
ϕ : M → N is a homomorphism of KΣ-algebras, ϕ :M→ N in symbols, if
(1) (au+ bv)ϕ = a(uϕ)+ b(vϕ) for all u, v ∈ M and a, b ∈ K , and
(2) σM(u1, . . . , uk)ϕ = σN (u1ϕ, . . . , ukϕ) for all k ≥ 0, σ ∈ Σ and u1, . . . , uk ∈ M .
A homomorphism of KΣ-algebras we also call a KΣ-homomorphism. If there is an isomorphism ϕ : M → N , thenM and
N are isomorphic,M ∼= N in symbols. If there is an epimorphism ϕ : M→ N , thenN is an (epimorphic) image ofM, and
we write N  M. A monomorphism ϕ : M → N is also called an embedding, and we express the existence of such an
embedding by writingM ⊆ N . Furthermore,N is said to coverM,M ≼ N in symbols, ifM is an image of some subalgebra
ofN . Clearly,≼ generalizes both the subalgebra relation⊆ and the epimorphic image relation.
An equivalence θ onM is a congruence onM = (M,+, 0,Σ) if it is a congruence on theΣ-algebraM• such that for all
u, u′, v, v′ ∈ M and a ∈ K ,
(1) if u θ v and u′ θ v′, then u+ u′ θ v + v′, and
(2) if u θ v, then au θ av.
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Let Con(M) denote the set of congruences on M. The quotient KΣ-algebra M/θ = (M/θ,+, [0]θ ,Σ) with respect to
a congruence θ ∈ Con(M) is defined by setting σM/θ ([u1], . . . , [uk]) = [σM(u1, . . . , uk)] for all k ≥ 0, σ ∈ Σk and
u1, . . . , uk ∈ M , and [u] + [v] = [u+ v] and a[u] = [au] for all u, v ∈ M and a ∈ K .
As noted in [15], the multilinearity of theΣ-operations ofM = (M,+, 0,Σ) implies that any translation p ofM• is also
linear, i.e., p(au + bv) = ap(u) + bp(v) for all a, b ∈ K and u, v ∈ M . The set ETr(M) of elementary translations ofM
consists of the elementary translations ofM• and all the mappings
M → M, ξ → ξ + u, and M → M, ξ → aξ,
where u ∈ M and a ∈ K are any given elements. The following normal form result for the general translations of a
KΣ-algebra was also noted in [15]: a mapping p : M → M is a translation of M if and only if it can be expressed in
the form p(ξ) = aq(ξ)+ u, where a ∈ K , q ∈ Tr(M•) and u ∈ M . These observations yielded the following lemma.
Lemma 2.2. Let M = (M,+, 0,Σ) be a KΣ-algebra. An equivalence ≡ on M is a congruence of M if and only if, for all
u, u′ ∈ M,
(1) if u ≡ u′, then p(u) ≡ p(u′) for every p ∈ ETr(M•),
(2) if u ≡ u′, then u+ v ≡ u′ + v for every v ∈ M, and
(3) if u ≡ u′, then au ≡ au′ for every a ∈ K.
On the other hand, if ≡ is a congruence ofM, then u ≡ u′ implies aq(u) + v ≡ aq(u′) + v for all a ∈ K , q ∈ Tr(M•) and
v ∈ M.
The direct product M ×N = (M × N,+, 0,Σ) is defined by the usual componentwise conditions. Thus (M × N,+, 0)
is the direct sum of the K -vector spaces (M,+, 0) and (N,+, 0), and (M × N,Σ) is the direct product of the Σ-algebras
(M,Σ) and (N,Σ). Of course, the Σ-operations ofM × N are multilinear. IfM and N are finite-dimensional and have
dimensionsm and n, respectively, then the dimension ofM ×N ism+ n. The direct productM1 × · · · ×Mn of any finite
familyM1, . . . ,Mn of KΣ-algebras is defined similarly.
3. Formal series and polynomials ofΣ-algebras
In [15] we studied formal series and polynomials of general Σ-algebras over a field. We shall now review the notions
and facts needed here but we also add a few new things.
Let K be our given field and C = (C,Σ) be a Σ-algebra. Any mapping S : C → K is called a formal C-series over K , or
just a KC-series. The coefficient S(c) of an element c ∈ C is usually denoted by (S, c), and one may view S as the formal
sum
∑
c∈C (S, c).c. Let K⟨⟨C⟩⟩ denote the set of all KC-series. Note that K⟨⟨C⟩⟩ actually depends on the set C only (and K , of
course), but theΣ-algebra structure ofC will also be important. The support of S is the set supp(S) = {c ∈ C | (S, c) ≠ 0}. A
KC-polynomial is a KC-series S such that supp(S) is finite, and the set of these is denoted by K⟨C⟩. If P is a KC-polynomial
such that supp(P) = {c1, . . . , cm} and (P, ci) = ai (i = 1, . . . ,m), then we may write P = a1.c1 + · · · + am.cm.1 A KC-
polynomial P such that supp(P) is a singleton, is called a KC-monomial. We may regard C as a subset of K⟨C⟩ by identifying
any element c ∈ C with themonomial 1.c , and c may denote also this monomial. For any a ∈ K , we leta denote the constant
KC-series for which (a, c) = a for every c ∈ C . Note that0 is a KC-polynomial.
A KΣ-algebraM = (M,+, 0,Σ) recognizes a KC-series S if there exist a homomorphism ϕ : C →M• and a linear form
γ : M → K such that (S, c) = γ (cϕ) for every c ∈ C . A KC-series is recognizable if it is recognized by a finite-dimensional
KΣ-algebra. Let RecK (C) denote the set of recognizable KC-series. Let us note that in [22] the corresponding generalization
of the classical notions for string and tree series is presented for KC-series where K is a commutative semiring.
The sum S + T of two KC-series S, T ∈ K⟨⟨C⟩⟩ and the scalar multiple aS of a KC-series S by a scalar a ∈ K , are defined in
the natural way: (S + T , c) = (S, c)+ (T , c) and (aS, c) = a · (S, c) for every c ∈ C . It is clear that K⟨⟨C⟩⟩ forms a K -vector
space (K⟨⟨C⟩⟩,+,0) under these operations and that the KC-polynomials form the subspace (K⟨C⟩,+,0). The KΣ-algebra
of KC-polynomials PK (C) = (K⟨C⟩,+, 0˜,Σ) is obtained when we, for all k ≥ 0, σ ∈ Σk and P1, . . . , Pk ∈ K⟨C⟩, where
Pi = ai1.ci1 + · · · + aimi .cimi (i = 1, . . . , k), set
σPK (C)(P1, . . . , Pk) =
−
{a1j1 · . . . · akjk .σC(c1j1 , . . . , ckjk) | j1 ∈ [m1], . . . , jk ∈ [mk]}.
For any translation p ∈ Tr(C) and any KC-polynomial P = a1.c1+· · ·+ am.cm, let p(P) = a1.p(c1)+· · ·+ am.p(cm), and
for any KC-series S, let p−1(S) be the KC-series such that (p−1(S), c) = (S, p(c)) for every c ∈ C . The following statements
(a)–(e) were noted as Lemma 4.3 of [15] in a slightly different form and (f) is added here for later reference.
1 This notation is used even when some of the c-elements may be equal; this happens especially when the polynomial is obtained by an operation from
some given polynomials. In such cases the expression represents the polynomial obtained by joining together all terms with the same c-element. For
example, a1.c + a2.d+ a3.c represents (a1 + a3).c + a2.d (assuming that c ≠ d).
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Lemma 3.1. Let C = (C,Σ) be aΣ-algebra. For any p, q ∈ Tr(C), a ∈ K, P,Q ∈ K⟨C⟩ and S, T ∈ K⟨⟨C⟩⟩,
(a) p(aP) = ap(P), (d) p−1(aS) = ap−1(S),
(b) p(P + Q ) = p(P)+ p(Q ), (e) p−1(S + T ) = p−1(S)+ p−1(T ), and
(c) p(q)(P) = p(q(P)), (f) p(q)−1(P) = q−1(p−1(P)).
By the following lemma of [15], wemay in general operate with translations of theΣ-algebra C itself when dealing with
congruences of the polynomial algebra PK (C).
Lemma 3.2. Let C = (C,Σ) be aΣ-algebra. If p(ξ) = σC(c1, . . . , ξ , . . . , ck) is an elementary translation of C, thenp : P → σPK (C)(1.c1, . . . , P, . . . , 1.ck), (P ∈ K⟨C⟩)
is an elementary translation of the polynomial algebra PK (C), andp(P) = p(P) for every P ∈ K⟨C⟩. On the other hand, any
elementary translation of PK (C) of the form
Π(ξ) = σPK (C)(Q1, . . . , ξ , . . . ,Qk) (k > 0, σ ∈ Σk,Q1, . . . ,Qk ∈ K⟨C⟩)
is a linear combination of such elementary translationsp with p(ξ) ∈ ETr(C).
In [15] we also noted the following connections between the homomorphisms from a Σ-algebra C and the KΣ-
homomorphisms from the polynomial algebra PK (C).
Lemma 3.3. LetC = (C,Σ) be aΣ-algebra,M = (M,+, 0,Σ) be a KΣ-algebra, and letϕ : C →M• be aΣ-homomorphism
and η : PK (C)→M be a KΣ-homomorphism. Then the linear extension
ϕ : PK (C)→M, a1.c1 + · · · + am.cm → a1(c1ϕ)+ · · · + am(cmϕ),
ofϕ is the unique KΣ-homomorphismϕ : PK (C)→M such that (1.c)ϕ = cϕ for every c ∈ C. On the other hand, the restrictionη : C →M•, c → (1.c)η,
of η to C is a homomorphism ofΣ-algebras. Moreover,ϕ = ϕ andη = η.
In particular, for any algebras C = (C,Σ) andD = (D,Σ), the linear extension
ϕ : PK (C)→ PK (D), a1.c1 + · · · + am.cm → a1.(c1ϕ)+ · · · + am.(cmϕ),
of any homomorphism ϕ : C → D , is a homomorphism of KΣ-algebras. Usually, we write just Pϕ for Pϕ. Lemma 2.1 can
now be extended to polynomials as follows.
Lemma 3.4. If ϕ : C → D is a homomorphism of Σ-algebras, then p(P)ϕ = pϕ(Pϕ) for any KC-polynomial P and any
translation p ∈ Tr(C).
For any homomorphism ϕ : C → D and any KD-series S ∈ K⟨⟨D⟩⟩, the KC-series Sϕ−1 is defined by setting (Sϕ−1, c) =
(S, cϕ) for every c ∈ C . It is easy to see (cf. Lemma 4.8 in [15]) that then (aS)ϕ−1 = a(Sϕ−1) and (S+T )ϕ−1 = Sϕ−1+Tϕ−1
for all S, T ∈ K⟨⟨D⟩⟩ and a ∈ K .
It is obvious (and well known) that the linear extension
S : K⟨C⟩ → K , P →
−
c∈C
(P, c) · (S, c),
of a KC-series S : C → K is a linear form of the K -vector space (K⟨C⟩,+, 0˜). For P = a1.c1 + · · · + am.cm, we may write
S(P) = a1 · (S, c1) + · · · + am · (S, cm). In particular, S(1.c) = (S, c) for every c ∈ C . The following basic facts were noted
in [15].
Lemma 3.5. Let C = (C,Σ) andD = (D,Σ) be Σ-algebras, a ∈ K , P,Q ∈ K⟨C⟩, S, S ′ ∈ K⟨⟨C⟩⟩, T ∈ K⟨⟨D⟩⟩, p ∈ Tr(C) and
let ϕ : C → D be a homomorphism. Then
(a) S(aP) = a · S(P), (d) aS(P) = a · S(P),
(b) S(P + Q ) = S(P)+ S(Q ), (e) p−1(S)(P) = S(p(P)), and
(c) S + S ′(P) = S(P)+ S ′(P), (f) Tϕ−1(P) = T (Pϕ).
We will also need the inverse images of a series under KΣ-homomorphisms. Let C = (C,Σ) and D = (D,Σ) be
Σ-algebras. For any KD-series S ∈ K⟨⟨D⟩⟩ and any KΣ-homomorphism η : PK (C) → PK (D), let Sη−1 be the KC-series
such that (Sη−1, c) = S(cη) for every c ∈ C . Note that the image cη of an element c ∈ C (i.e., of 1.c) is a KD-polynomial
that is not necessarily a monomial. The following two lemmas, in which C = (C,Σ) andD = (D,Σ) are anyΣ-algebras,
have straightforward proofs.
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Lemma 3.6. Sϕ−1 = Sϕ−1 for any homomorphism ϕ : C → D and any KD-series S.
Lemma 3.7. If η : PK (C)→ PK (D) is a KΣ-homomorphism, then
(a) (aS)η−1 = a(Sη−1) for any a ∈ K and S ∈ K⟨⟨D⟩⟩, and
(b) (S + T )η−1 = Sη−1 + Tη−1 for any S, T ∈ K⟨⟨D⟩⟩.
Furthermore, we note the following extension of Lemma 2.1.
Lemma 3.8. If η : PK (C)→ PK (D) is a KΣ-homomorphism, then
p(P)η = pη(Pη)
for all p ∈ Tr(C) and P ∈ K⟨C⟩.
Proof. For any P = a1.c1 + · · · + am.cm in K⟨C⟩,
p(P)η = (a1.p(c1)+ · · · + am.p(cm))η = a1p(c1)η + · · · + amp(cm)η
= a1pη(c1η)+ · · · + ampη(cmη) = pη(a1(c1η)+ · · · + am(cmη))
= pη(Pη). 
Note that the pη appearing in Lemma 3.8 is a translation of the algebra PK (D)•. In Lemma 6.1 we shall give it (in the case
where C andD are term algebras) explicitly as a polynomial of translations ofD .
4. Syntactic congruences and KΣ-algebras of KC-series
Also in this section we recall some notions and facts from [15] adding a few new results. Let C = (C,Σ) be again any
givenΣ-algebra.
The syntactic congruence≡S of a KC-series S is the relation on K⟨C⟩ defined by
P ≡S Q ⇔ (∀p ∈ Tr(C)) S(p(P)) = S(p(Q )) (P,Q ∈ K⟨C⟩),
and the syntactic KΣ-algebra of S is the quotient KΣ-algebra SA(S) := PK (C)/ ≡S . We write simply [P]S for [P]≡S .
Depending on the context, SA(S)may also denote the vector space (K⟨C⟩/≡S,+, [0]) or just the set K⟨C⟩/≡S . The natural
homomorphism
νS : PK (C)→ SA(S), P → [P]S,
is called the syntactic homomorphism of S, and
γS : K⟨C⟩/ ≡S → K , [P]S → S(P),
is the syntactic linear form of S. Obviously, S is the composition of νS and γS .
A congruence θ ∈ Con(PK (C)) saturates a KC-series S ∈ K⟨⟨C⟩⟩ if there is a linear form γ : K⟨C⟩/θ → K such that
(S, c) = γ ([c]θ ) for every c ∈ C . Then S(P) = γ ([P]θ ) for every P ∈ K⟨C⟩. In [15] we proved, generalizing results of [5,4]
and [27], that for any S ∈ K⟨⟨C⟩⟩, the relation≡S is the greatest congruence on PK (C) that saturates S.
Statements (a)–(d) of the following lemma appear already in [15] as Lemma 5.3.
Lemma 4.1. Let C = (C,Σ) andD = (D,Σ) beΣ-algebras.
(a) ≡S ∩ ≡T ⊆ ≡S+T for all S, T ∈ K⟨⟨C⟩⟩.
(b) ≡aS = ≡S for every S ∈ K⟨⟨C⟩⟩ and every a ∈ K , a ≠ 0.
(c) ≡S ⊆ ≡p−1(S) for every S ∈ K⟨⟨C⟩⟩ and every p ∈ Tr(C).
(d) If ϕ : C → D is a homomorphism ofΣ-algebras, then ϕ ◦ ≡S ◦ϕ−1 ⊆≡Sϕ−1 for every S ∈ K⟨⟨D⟩⟩. If ϕ is an epimorphism,
then equality holds.
(e) If η : PK (C)→ PK (D) is a KΣ-homomorphism, then η ◦ ≡S ◦ η−1 ⊆≡Sη−1 for every S ∈ K⟨⟨D⟩⟩.
Proof. To prove (e), let P and Q be any KC-polynomials. Then
Pη ◦ ≡S ◦ η−1 Q ⇔ Pη ≡S Qη
⇔ (∀q ∈ Tr(D)) S(q(Pη)) = S(q(Qη))
⇒ (∀p ∈ Tr(C)) S(pη(Pη)) = S(pη(Qη))
⇔ (∀p ∈ Tr(C)) S(p(P)η) = S(p(Q )η) (Lemma 3.8)
⇔ (∀p ∈ Tr(C)) Sη−1(p(P)) = Sη−1(p(Q )) (Lemma 3.5(e))
⇔ P ≡Sη−1 Q . 
The following facts, except for (e), also appear in [15] and they correspond to those presented in Lemma 4.1.
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Proposition 4.2. Let C = (C,Σ) andD = (D,Σ) beΣ-algebras.
(a) SA(S + T ) ≼ SA(S)× SA(T ) for all S, T ∈ K⟨⟨C⟩⟩.
(b) SA(aS) = SA(S) for every S ∈ K⟨⟨C⟩⟩ and every a ∈ K , a ≠ 0.
(c) SA(p−1(S))  SA(S) for all S ∈ K⟨⟨C⟩⟩ and p ∈ Tr(C).
(d) If ϕ : C → D is any homomorphism, then SA(Sϕ−1) ≼ SA(S) for every S ∈ K⟨⟨D⟩⟩. If ϕ is an epimorphism, then
SA(Sϕ−1) ∼= SA(S).
(e) If η : PK (C)→ PK (D) is a KΣ-homomorphism, then SA(Sη−1) ≼ SA(S) for every S ∈ K⟨⟨D⟩⟩.
Proof. We prove statement (e). LetM = (M,+, 0,Σ), where M := K⟨C⟩η, be the subalgebra of PK (D) formed by the
image of K⟨C⟩ under η, and let ρ be the restriction of≡S toM . Then, [Q ]ρ = [Q ]S∩M2 for everyQ ∈ M . SinceM/ρ ⊆ SA(S),
it suffices to show that
ψ :M/ρ → SA(Sη−1), [Pη]ρ → [P]Sη−1 , (P ∈ K⟨C⟩)
is a KΣ-epimorphism.
1. ψ is well-defined: for any P,Q ∈ K⟨C⟩,
[Pη]ρ = [Qη]ρ ⇒ Pη ◦ ρ ◦ η−1 Q
⇒ Pη ◦ ≡S ◦ η−1 Q
⇒ P ≡Sη−1 Q (by Lemma 4.1(e))
⇒ [Pη]ρψ = [P]Sη−1 = [Q ]Sη−1 = [Qη]ρψ.
2. It is obvious that ψ is surjective.
3. For any k ≥ 0, σ ∈ Σk and P1, . . . , Pk ∈ K⟨C⟩,
σM/ρ([P1η]ρ, . . . , [Pkη]ρ)ψ = [σM(P1η, . . . , Pkη)]ρψ
= [σPK (C)(P1, . . . , Pk)η]ρψ
= [σPK (C)(P1, . . . , Pk)]Sη−1
= σ SA(Sη−1)([P1]Sη−1 , . . . , [Pk]Sη−1)
= σ SA(Sη−1)([P1η]ρψ, . . . , [Pkη]ρψ).
4. For any P,Q ∈ K⟨C⟩ and a ∈ K ,
([Pη]ρ + [Qη]ρ)ψ = [Pη + Qη]ρψ = [(P + Q )η]ρψ = [P + Q ]Sη−1
= [P]Sη−1 + [Q ]Sη−1 = [Pη]ρψ + [Qη]ρψ
and (a[Pη]ρ)ψ = [(aP)η]ρψ = [aP]Sη−1 = a([Pη]ρψ). 
The following facts were proven in [15] (Proposition 5.6 and Corollary 5.7).
Proposition 4.3. Let S ∈ K⟨⟨C⟩⟩ be a KC-series for someΣ-algebra C = (C,Σ).
(a) The syntactic algebra SA(S) recognizes S.
(b) If a KΣ-algebraM recognizes S, then SA(S) ≼M. In particular, if there is a representation (M, ϕ, γ ) of S such that the linear
extension ϕ:PK (C) → M of ϕ is an epimorphism, then SA(S)  M and, more precisely, there exists a KΣ-epimorphism
η :M→ SA(S) such that ϕη = νS and ηγS = γ .
(c) S is recognizable iff SA(S) is finite-dimensional.
From statement (c) of Proposition 4.3 together with Proposition 4.2 we can infer the following facts.
Corollary 4.4. Let C andD beΣ-algebras.
(a) If S, T ∈ RecK (C), then S + T ∈ RecK (C) and aS ∈ RecK (C) for any a ∈ K.
(b) If S ∈ RecK (C), then p−1(S) ∈ RecK (C) for every p ∈ Tr(C).
(c) If ϕ : C → D is a homomorphism and S ∈ RecK (D), then Sϕ−1 ∈ RecK (C).
(d) If η : PK (C)→ PK (D) is a KΣ-homomorphism and S ∈ RecK (D), then Sη−1 ∈ RecK (C).
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5. Tree series and tree polynomials
We shall apply the above theory of KC-series to tree series by viewing these as series of term algebras. LetΣ be a ranked
alphabet and X be a leaf alphabet. To exclude the possibility TΣ (X) = ∅, we assume thatΣ0 ∪ X ≠ ∅.
A series S : TΣ (X)→ K in K⟨⟨TΣ (X)⟩⟩ is called a KΣX-series, or generally a tree series. In some cases K and Σ are given
but the leaf alphabet is unspecified, and thenwe speak about KΣ -series. Members of K⟨TΣ (X)⟩ are called KΣX-polynomials,
or just tree polynomials. Again, TΣ (X) becomes a subset of K⟨TΣ (X)⟩ if we identify anyΣX-tree t with the monomial 1.t .
If we apply the above general notion of recognizability to tree series, a KΣ-algebraM = (M,+, 0,Σ) is said to recognize
a KΣX-series S if there exist a homomorphism ϕ : TΣ (X)→ M• and a linear form γ : M → K such that (S, t) = γ (tϕ)
for every t ∈ TΣ (X). A KΣX-series is recognizable if it is recognized by a finite-dimensional KΣ-algebra. Let RecK (Σ, X)
denote the set of recognizable KΣX-series.
The definitions of the operations on KΣX-series, as well as the basic facts about them, can be taken directly from the
above theory of KC-series. In particular, K⟨⟨TΣ (X)⟩⟩ and K⟨TΣ (X)⟩ form K -vector spaces under the operations S + T and aS,
and the KΣX-polynomials form the KΣ-algebra of KΣX-polynomials PK (Σ, X) = (K⟨TΣ (X)⟩,+, 0˜,Σ) in which, for any
k ≥ 0, σ ∈ Σk, P1, . . . , Pk ∈ K⟨TΣ (X)⟩ and t ∈ TΣ (X),
(σPK (Σ,X)(P1, . . . , Pk), t) =

(P1, t1) · . . . · (Pk, tk) if t = σ(t1, . . . , tk);
0 otherwise,
where for k = 0, the product (P1, t1) · . . . · (Pk, tk) is defined to be 1.
Since X generates the Σ-algebra TΣ (X), it also generates the KΣ-algebra PK (Σ, X) when we identify each letter
x ∈ X with the corresponding monomial 1.x. Moreover, X generates PK (Σ, X) freely over the class of all KΣ-algebras,
i.e., for any KΣ-algebraM = (M,+, 0,Σ), every mapping α : X → M can be uniquely extended to a homomorphism
ϕα : PK (Σ, X)→M. In fact, for any P = a1.s1 + · · · + am.sm in K⟨TΣ (X)⟩, we must have
Pϕα = a1.(s1α)+ · · · + am.(smα),
whereα : TΣ (X)→M• is the extension of α to a homomorphism ofΣ-algebras.
For any translation p of the term algebra TΣ (X), there is a uniqueΣX-context ζ such that p(t) = ζ (t) for every t ∈ TΣ (X),
and the translation operations p(P) and p−1(S) actually get more concrete meanings when contexts are used. Thus, we set
ζ (P) = a1.ζ (s1)+ · · · + am.ζ (sm),
for any ΣX-context ζ ∈ CΣ (X) and any KΣX-polynomial P = a1.s1 + · · · + am.sm. Similarly, if S ∈ K⟨⟨TΣ (X)⟩⟩, we define
ζ−1(S) by setting (ζ−1(S), t) = (S, ζ (t)) for every t ∈ TΣ (X).
Lemmas 3.1, 3.2 and 2.2 are easily adapted for KΣX-series by replacing the generalΣ-algebras with term algebras and
using contexts for translations. Let us just note that
ζ (P) = a1.σ (r1, . . . , ri−1, s1, ri+1, . . . , rk)+ · · · + am.σ (r1, . . . , ri−1, sm, ri+1, . . . , rk)
for anyΣX-context ζ = σ(r1, . . . , ri−1,, ri+1, . . . , rk) and any KΣX-polynomial P = a1.s1 + · · · + am.sm.
If ϕ : TΣ (X) → TΣ (Y ) is a homomorphism of term algebras, any KΣX-polynomial P = a1.s1 + · · · + am.sm yields a
KΣY -polynomial Pϕ = a1.(s1ϕ) + · · · + am.(smϕ), and for any KΣY -series S, the KΣX-series Sϕ−1 is also defined as in
Section 3: (Sϕ−1, t) = (S, tϕ) for each t ∈ TΣ (X).
The linear form defined by a KΣX-series S, given by
S : K⟨TΣ (X)⟩ → K , a1.s1 + · · · + am.sm → a1 · (S, s1)+ · · · + am · (S, sm),
naturally has all the general properties noted in Section 3.
The syntactic congruence and the syntactic KΣ-algebra of a KΣX-series S are defined as above by viewing S as a TΣ (X)-
series. Hence, the syntactic congruence of S is the relation≡S on K⟨TΣ (X)⟩ such that
P ≡S Q ⇔ (∀ζ ∈ CΣ (X))S(ζ (P)) = S(ζ (Q )) (P,Q ∈ K⟨TΣ (X)⟩).
Similarly, the syntactic KΣ-algebra of S is the KΣ-algebra SA(S) := PK (Σ, X)/ ≡S , the syntactic homomorphism and the
syntactic linear form of S are given by
νS : PK (Σ, X)→ SA(S), P → [P]S, and γS : SA(S)→ K , [P]S → S(P),
respectively. Furthermore, a congruence θ ∈ Con(PK (Σ, X)) saturates S if there is a linear form γ : K⟨TΣ (X)⟩/θ → K such
that (S, t) = γ ([t]θ ) for every t ∈ TΣ (X).
It is easy to see that the syntactic ideal considered in [27,5,4] is just the≡S-class of0. The following basic fact (cf. [5,4])
is now a special case of Proposition 5.2 of [15].
Proposition 5.1. For any tree series S ∈ K⟨⟨TΣ (X)⟩⟩, the relation≡S is the greatest congruence on PK (Σ, X) that saturates S.
Of course, all the general facts of Lemma4.1 and Proposition 4.2 apply also to tree series. Let us just note that Lemma4.1(c)
and Proposition 4.2(c) now mean that ≡S ⊆ ≡ζ−1(S) and SA(ζ−1(S))  SA(S) for any S ∈ K⟨⟨TΣ (X)⟩⟩ and ζ ∈ CΣ (X).
Corollary 5.9 of [15] yields for tree series the following converse of Proposition 4.3(b).
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Lemma 5.2. Let S be a KΣX-series andM be a finite-dimensional KΣ-algebra. If SA(S) ≼M, thenM recognizes S.
In [15] we called a KΣ-algebra syntactic if it is isomorphic to the syntactic KΣ-algebra of some KC-series for some
Σ-algebra C, and the syntactic KΣ-algebras were characterized as follows (Proposition 5.13):
Proposition 5.3. A KΣ-algebraM = (M,+, 0,Σ) is syntactic if and only if there exists a linear form γ : M → K such that
ker γ does not contain any non-trivial congruences on the KΣ-algebraM.
From this we could infer that every finite-dimensional subdirectly irreducible KΣ-algebra is syntactic. Here we should
also note the following fact.
Proposition 5.4. Every finite-dimensional syntactic KΣ-algebra is isomorphic to the syntactic KΣ-algebra of a recognizable tree
series.
Proof. Let M = (M,+, 0,Σ) be a finite-dimensional syntactic KΣ-algebra. If dimM = n, {u1, . . . , un} is a basis of M
and X = {x1, . . . , xn} is an n-element leaf alphabet, then the map x1 → u1, . . . , xn → un extends to an epimorphism
η : PK (Σ, X) → M of KΣ-algebras. Hence there exists an isomorphism ψ : PK (Σ, X)/ ker η → M such that νψ = η,
where ν := (ker η)♮ is the natural epimorphism fromPK (Σ, X) ontoPK (Σ, X)/ ker η. It is easy to see that the isomorphism
ψ yields an isomorphism
ϕ1 : Con(M)→ Con(PK (Σ, X)/ ker η), θ → ψ ◦ θ ◦ ψ−1,
between the lattices of congruences of the two algebras. On the other hand, it is well-known (cf. [9] or [10], for example)
that
ϕ2 : Con(PK (Σ, X)/ ker η)→ [ker η), θ → ν ◦ θ ◦ ν−1,
is an isomorphism between Con(PK (Σ, X)/ ker η) and the principal filter [ker η) of Con(PK (Σ, X)) generated by ker η. For
any θ ∈ Con(M),
θϕ1ϕ2 = ν ◦ (ψ ◦ θ ◦ ψ−1) ◦ ν−1 = (νψ) ◦ θ ◦ (νψ)−1 = η ◦ θ ◦ η−1,
and hence
ϕ : Con(M)→ [ker η), θ → η ◦ θ ◦ η−1,
is a lattice isomorphism. Similarly, the extension
ϕ : Eq(M)→ [ker η), θ → η ◦ θ ◦ η−1,
ofϕ to equivalence relations is an isomorphism,where [ker η) now is the principal filter in Eq(K⟨TΣ (X)⟩) generated by ker η.
By Proposition 5.3 there exists a linear form γ : M → K such that ker γ does not contain any non-trivial congruences
onM. Let S : TΣ (X)→ K be the KΣX-series such that (S, t) = γ (tη) for every t ∈ TΣ (X).
Let us consider any P,Q ∈ K⟨TΣ (X)⟩. If Pη = Qη, then for every ζ ∈ CΣ (X),
S(ζ (P)) = γ (ζ (P)η) = γ (ζηˆ(Pη)) = γ (ζηˆ(Qη)) = S(ζ (Q )),
i.e., P ≡S Q , and hence ker η ⊆≡S . On the other hand, if P ≡S Q , then γ (Pη) = S(P) = S(Q ) = γ (Qη), and therefore
≡S ⊆ η ◦ ker γ ◦ η−1. Since ker η = ∆Mϕ and η ◦ ker γ ◦ η−1 = (ker γ )ϕ, this means that ≡S is a congruence on
PK (Σ, X) in [ker η) such that ≡S ⊆ (ker γ )ϕ, and hence ≡S = ∆Mϕ = ker η by the isomorphisms ϕ and ϕ. Therefore
we getM ∼= PK (Σ, X)/ ker η = SA(S). 
6. Varieties of recognizable tree series
A family of (recognizable) KΣ-series is a mapping V that assigns to each leaf alphabet X a set V(X) ⊆ K⟨⟨TΣ (X)⟩⟩ of
(recognizable) KΣX-series. We write V = {V(X)}X with the understanding that X ranges over all leaf alphabets. Such a
family V = {V(X)}X we call a variety of KΣ-series, or a KΣ-VTS for short, if the following holds for all leaf alphabets X
and Y :
(1) ∅ ≠ V(X) ⊆ RecK (Σ, X);
(2) if S, T ∈ V(X), then S + T ∈ V(X);
(3) if S ∈ V(X), then aS ∈ V(X) for every a ∈ K ;
(4) if S ∈ V(X), then ζ−1(S) ∈ V(X) for every ζ ∈ CΣ (X);
(5) if η : PK (Σ, X)→ PK (Σ, Y ) is a KΣ-homomorphism, then Sη−1 ∈ V(X) for every S ∈ V(Y ).
We may also speak simply about varieties of tree serieswithout specifying K andΣ . Note that conditions (1)–(3) mean that
V(X) is a subspace of (RecK (Σ, X),+, 0˜).
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The ⊆-relation is defined for families of KΣ-series in the natural way: U ⊆ V if and only if U(X) ⊆ V(X) for every
X . The intersections and unions of classes of families of KΣ-series are defined by similar componentwise conditions. Let
VTSK (Σ) denote the class of all varieties of KΣ-series. Since the intersection
{Vi | i ∈ I} of any class {Vi | i ∈ I} of
varieties of KΣ-series is also a variety of KΣ-series, the KΣ-VTSs form a complete lattice (VTSK (Σ),⊆). Moreover, every
family of recognizable KΣ-seriesU is contained in a unique minimal KΣ-VTS, the variety of KΣ-series generated byU, that
we denote by VTS(U).
In the proof of the proposition below that describes the KΣ-VTS generated by a given family of recognizable
KΣ-series, we will use the following form of Lemma 3.8 that expresses explicitly the fact that a KΣ-homomorphism
between polynomial algebras maps trees to polynomials.
Lemma 6.1. Let η : PK (Σ, X) → PK (Σ, Y ) be a KΣ-homomorphism. For any context ζ ∈ CΣ (X), there exist n ≥ 1,
ζ1, . . . , ζn ∈ CΣ (Y ) and a1, . . . , an ∈ K such that
ζ (s)η = a1ζ1(sη)+ · · · + anζn(sη)
for every s ∈ TΣ (X). 
Proposition 6.2. LetU = {U(X)}X be a family of recognizable KΣ-series. For any X, the set VTS(U)(X) consists of all the linear
combinations
a1ζ−11 (S1)η
−1
1 + · · · + anζ−1n (Sn)η−1n
of series ζ−1(S)η−1 such that S ∈ U(Y ), ζ ∈ CΣ (Y ) and η : PK (Σ, X)→ PK (Σ, Y ) for some Y .
Proof. LetV = {V(X)}X be the family of tree series defined in the proposition. Clearly,U ⊆ V . Since all the operations used
for defining the series of V are VTS-operations, it is also clear that V ⊆ VTS(U). Hence, it suffices to verify that V satisfies
the five conditions defining a KΣ-VTS. For this, consider any alphabets X and Y .
(1) ∅ ≠ V(X) as V(X) contains at least the series 0˜. Moreover, V(X) ⊆ RecK (Σ, X) because the members of V(X) are
obtained from recognizable series by operations that preserve recognizability (cf. Corollary 4.4).
(2) It is immediately clear that if S, T ∈ V(X), then S + T ∈ V(X).
(3) It is also obvious that if S ∈ V(X), then aS ∈ V(X) for every a ∈ K .
(4) Assume now that S ∈ V(X) and let ζ ∈ CΣ (X). By Lemma 3.1(d–e), it suffices to consider the casewhere S = β−1(T )η−1
for some Y , T ∈ U(Y ), β ∈ CΣ (Y ) and η : PK (Σ, X)→ PK (Σ, Y ). By Lemma 6.1, there are contexts ζ1, . . . , ζn ∈ CΣ (Y )
and scalars a1, . . . , an ∈ K such that ζ (s)η = a1ζ1(sη) + · · · + anζn(sη) for every s ∈ TΣ (X), and now ζ−1(S) =
a1β(ζ1)−1(T )η−1 + · · · + anβ(ζn)−1(T )η−1 ∈ V(X) follows from
(ζ−1(S), s) = (β−1(T )η−1, ζ (s)) = β−1(T )(ζ (s)η)
= β−1(T )(a1ζ1(sη))+ · · · + β−1(T )(anζn(sη))
= a1ζ−11 (β−1(T ))(sη)+ · · · + anζ−1n (β−1(T ))(sη)
= a1(β(ζ1)−1(T )η−1, s)+ · · · + an(β(ζn)−1(T )η−1, s),
where in the last step we used Lemma 3.1(f).
(5) Finally, let S ∈ V(Y ) and η : PK (Σ, X) → PK (Σ, Y ). We should show that Sη−1 ∈ V(X). By Lemma 3.7, we may
assume that S = ζ−1(T )ψ−1 for some Z , T ∈ U(Z), ζ ∈ CΣ (Z) and a KΣ-homomorphism ψ : PK (Σ, Y )→ PK (Σ, Z).
Then it is clear that Sη−1 = ζ−1(T )(ηψ)−1 ∈ V(X) as required. 
Let us note the following special case of Proposition 6.2.
Corollary 6.3. IfU is a family of recognizable KΣ-series that is closed under inverse translations, i.e., if ζ−1(S) ∈ U(X) for any
X, S ∈ U(X) and ζ ∈ CΣ (X), then for any X, VTS(U)(X) consists of all linear combinations a1S1η−11 + · · · + anSnη−1n of series
Sη−1 such that S ∈ U(Y ) and η : PK (Σ, X)→ PK (Σ, Y ) for some Y .
7. Varieties of finite-dimensional KΣ-algebras
First of all, we point out that the KΣ-algebras form a variety, i.e., an equational class, when we view any KΣ-algebra
M = (M,+, 0,Σ) as an Ω-algebra, where Ω = Σ ∪ {+, 0} ∪ {fa | a ∈ K} and for each a ∈ K , fa is a unary symbol that
is realized as the operation M → M, u → au. Indeed, it is easy to see (and is well-known) that the defining conditions
of K -vector spaces can be formulated asΩ-equations, but also the multilinearity of the Σ-operations can be expressed by
such identities.
For any class U of KΣ-algebras, let S(U), H(U) and Pf(U) be the classes of all algebras isomorphic to, respectively, a
subalgebra of a member of U, an image of a member of U, and the direct product of a finite family of members of U. We
call a class V of finite-dimensional KΣ-algebras a variety of finite-dimensional KΣ-algebras, or a KΣ-VFDA for short, if
S(V),H(V), Pf(V) ⊆ V. The KΣ-VFDA generated by a given class U of finite-dimensional KΣ-algebras, i.e., the intersection
of all the KΣ-VFDAs containing U, is denoted by Vf(U). By (the finite-product version of) a well-known result of A. Tarski
(cf. [9], p. 61, for example), Vf(U) = HSPf(U). This can be expressed also as follows:
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Lemma 7.1. Let U be any class of finite-dimensional KΣ-algebras and M be any finite-dimensional KΣ-algebra. Then M ∈
Vf(U) iffM ≼M1 × · · · ×Mn for some n ≥ 0 andM1, . . . ,Mn ∈ U.
Birkhoff’s well-known subdirect decomposition theorem (cf. [9], pp. 58–59, for example) implies that any KΣ-VFDA V
is generated by the subdirectly irreducible members of V. Hence Proposition 5.4 and Lemma 7.1 yield the following useful
fact.
Proposition 7.2. Any KΣ-VFDA V is generated by syntactic KΣ-algebras, and a finite-dimensional KΣ-algebraM is in V, if and
only if, for some n ≥ 0, there are leaf alphabets X1, . . . , Xn and recognizable tree series S1 ∈ K⟨⟨TΣ (X1)⟩⟩, . . . , Sn ∈ K⟨⟨TΣ (Xn)⟩⟩
such that SA(S1), . . . , SA(Sn) ∈ V andM ≼ SA(S1)× · · · × SA(Sn).
Let us also note the following related result, the counterpart of Lemma III.1.2 of [27]. Here it follows by Birkhoff’s subdirect
decomposition theorem (cf. [9], p. 58, for example) from the fact that finite-dimensional subdirectly irreducibleKΣ-algebras
are syntactic (Proposition 5.13 in [15]).
Corollary 7.3. Every finite-dimensional KΣ-algebraM can be embedded into the direct productM1×· · ·×Mn of finitely many
syntactic KΣ-algebrasM1, . . . ,Mn, each of which is an image ofM.
8. The variety theorem
Let VFDAK (Σ) be the class of all varieties of finite-dimensional KΣ-algebras. The variety theorem to be proved in this
section will establish the isomorphism of the complete lattices (VTSK (Σ),⊆) and (VFDAK (Σ),⊆).
Let V = {V(X)}X be any family of recognizable KΣ-series. Then
Va := Vf({SA(S) | S ∈ V(X) for some X})
is the KΣ-VFDA generated by the syntactic KΣ-algebras of the series belonging to V . For any class V of finite-dimensional
KΣ-algebras, let Vs = {Vs(X)}X be the family of recognizable KΣ-series such that, for any leaf alphabet X ,
Vs(X) := {S ∈ RecK (Σ, X) | SA(S) ∈ V}.
We shall show that V → Va and V → Vs define a pair of mutually inverse isomorphisms between the lattices
(VTSK (Σ),⊆) and (VFDAK (Σ),⊆).
Lemma 8.1. Let V andW be families of recognizable KΣ-series, and let V andW be classes of finite-dimensional KΣ-algebras.
(a) If V ⊆ W , then Va ⊆ W a.
(b) If V ⊆ W, then Vs ⊆ Ws.
(c) If V is a KΣ-VTS, then Va ∈ VFDAK (Σ).
(d) If V is a KΣ-VFDA, then Vs ∈ VTSK (Σ).
Proof. Statements (a)–(c) are direct consequences of the definitions, while (d) follows from Proposition 4.2. 
Next we recall a basic result of linear algebra, cf. e.g., Proposition 1.1.1 in [19].
Proposition 8.2. Let V be a K-vector space and ρ, ρ1, . . . , ρn : V → K linear forms. If for every v ∈ V , ρ1(v) = · · · = ρn(v) =
0 implies ρ(v) = 0, then ρ = a1ρ1 + · · · + anρn for some a1, . . . , an ∈ K.
The following lemma corresponds to Lemma III.1.4 of [27], but we give a different proof.
Lemma 8.3. Let V = {V(X)}X be a KΣ-VTS and assume that S ∈ V(X) for some X. If γ : SA(S)→ K is any linear form and T
is the KΣX-series defined by νS and γ , i.e., (T , t) = γ ([1.t]S) for every t ∈ TΣ (X), then T ∈ V(X).
Proof. Let FS := ⟨ζ−1(S) | ζ ∈ CΣ (X)⟩ be the subspace of K⟨⟨TΣ (X)⟩⟩ spanned by the series ζ−1(S) (ζ ∈ CΣ (X)). Note that
FS ⊆ V(X) by conditions (2)–(4) of the definition of varieties of tree series. Moreover, it is shown in [8] that FS is finite-
dimensional (since S is recognizable). Now, if {ζ−11 (S), . . . , ζ−1n (S)} is a basis of FS , then P ≡S Q for any P,Q ∈ K⟨TΣ (X)⟩
such that ζ−1i (S)(P) = ζ−1i (S)(Q ) for every i ∈ [n]. Hence, if for some P ∈ K⟨TΣ (X)⟩,
ζ−11 (S)(P) = · · · = ζ−1n (S)(P) = 0,
then P ≡S 0, and thus T (P) = γ (PνS) = γ ([0]S) = 0. By Proposition 8.2 this implies that T is a linear combination of the
linear forms ζ−11 (S), . . . , ζ
−1
n (S), and hence T ∈ V(X). 
We can now prove the following more general fact that is used in the proof of the variety theorem but is also of
independent interest.
Proposition 8.4. Let V = {V(X)}X be a KΣ-VTS and let S ∈ V(X) for some X. For any Y , any KΣ-homomorphism
η : PK (Σ, Y )→ SA(S) and any linear form γ : SA(S)→ K , the KΣY-series T := ηˆγ defined by η and γ is in V(Y ).
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Fig. 1. The proof of Proposition 8.4.
Proof. Since PK (Σ, Y ) is the free KΣ-algebra generated by Y and νS is surjective, there is a KΣ-homomorphism ψ :
PK (Σ, Y ) → PK (Σ, X) such that ψνS = η. By Lemma 8.3, the KΣX-series U := νSγ defined by νS and γ is in V(X)
(cf. Fig. 1). Moreover, T = Uψ−1. Indeed, for any P ∈ K⟨TΣ (Y )⟩,
T (P) = Pηγ = PψνSγ = U(Pψ) = Uψ−1(P),
and hence T ∈ V(Y ). 
Let us now state and prove our variety theorem.
Theorem 8.5. The mappings
VTSK (Σ)→ VFDAK (Σ), V → Va
and
VFDAK (Σ)→ VTSK (Σ), V → Vs
form a pair of mutually inverse isomorphisms between the lattices (VTSK (Σ),⊆) and (VFDAK (Σ),⊆).
Proof. In view of Lemma 8.1, it is sufficient to prove that (1) Vsa = V for every V ∈ VFDAK (Σ), and that (2) Vas = V for
every V ∈ VTSK (Σ).
1. LetV be aKΣ-VFDA. By definition,Vsa is theKΣ-VFDA generated by the syntacticKΣ-algebras SA(S), where S ∈ Vs(X)
for some X . But every such SA(S) is in V, and therefore Vsa ⊆ V. On the other hand, ifM = (M,+, 0,Σ) is any syntactic
KΣ-algebra in V, then by Proposition 5.4 there exists a leaf alphabet X such thatM ∼= SA(S) for some S ∈ RecK (Σ, X). Now,
SA(S) ∈ V implies S ∈ Vs(X), and this means thatM ∈ Vsa. Hence, V ⊆ Vsa holds, too.
2. Let us now consider any KΣ-VTS V . For any X and S ∈ V(X), the fact that SA(S) ∈ Va implies S ∈ Vas(X), and hence
V ⊆ Vas holds.
Assume now that S ∈ Vas(X) for some X . Then SA(S) ∈ Va. By Proposition 7.2 this means that SA(S) ≼ SA(S1) ×
· · · × SA(Sn) for some n ≥ 0, X1, . . . , Xn and S1 ∈ V(X1), . . . , Sn ∈ V(Xn). Hence SA(S1) × · · · × SA(Sn) has a subalgebra
M = (M,+, 0,Σ) from which there exists an epimorphism µ : M → SA(S). Then there exists an epimorphism
η : PK (Σ, X)→M such that ηµ = νS , andwemay view η also as a homomorphism η′ : PK (Σ, X)→ SA(S1)×· · ·×SA(Sn).
For each i ∈ [n], let
πi : SA(S1)× · · · × SA(Sn)→ SA(Si) and τi : PK (Σ, X1)× · · · × PK (Σ, Xn)→ PK (Σ, Xi)
be the respective ith projections. Moreover, let us write the syntactic homomorphism νSi simply as νi (i ∈ [n]). From the
homomorphisms ν1, . . . , νn we obtain the KΣ-homomorphism
ν : PK (Σ, X1)× · · · × PK (Σ, Xn)→ SA(S1)× · · · × SA(Sn)
such that νπi = τiνi for every i ∈ [n]. Furthermore, let γ denote the linear form µγS : M → K and let γ ′ be its extension
to SA(S1) × · · · × SA(Sn). For each i ∈ [n], we define a linear form γi : SA(Si) → K and a KΣXi-series Ti as follows.
For any given v ∈ SA(Si), let u = (u1, . . . , un) be the element in SA(S1) × · · · × SA(Sn) such that uj = v for j = i, and
uj = [0]Sj for j ≠ i. Then we set vγi := uγ ′. Now every γi is a linear form, and uγ ′ = u1γ1 + · · · + unγn for every
u = (u1, . . . , un) in SA(S1) × · · · × SA(Sn). Furthermore, let (Ti, t) := γi(tνi) for every t ∈ TΣ (Xi), i.e., T i = νiγi. Then
T1, . . . , Tn ∈ V(X) by Proposition 8.4. Since PK (Σ, X) is the free KΣ-algebra generated by X and ν is an epimorphism,
there exists a homomorphism ψ : PK (Σ, X) → PK (Σ, X1) × · · · × PK (Σ, Xn) such that ψν = η′. For each i ∈ [n], let
ψi := ψτi (cf. Fig. 2). Now, for any t ∈ TΣ (X),
(S, t) = tνSγS = tηγ = tη′γ ′ = tη′π1γ1 + · · · + tη′πnγn
= tψνπ1γ1 + · · · + tψνπnγn = tψτ1ν1γ1 + · · · + tψτnνnγn
= tψ1ν1γ1 + · · · + tψnνnγn = (T1, tψ1)+ · · · + (Tn, tψn)
= (T1ψ−11 , t)+ · · · + (Tnψ−1n , t),
i.e., S = T1ψ−11 + · · · + Tnψ−1n . Since T1ψ−1, . . . , Tnψ−1n ∈ V(X), this means that S ∈ V(X). 
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Fig. 2. The proof of the variety theorem.
9. Varieties of polynomials
We shall now illustrate the above theory by some varieties formed byKΣ-polynomials. Assuming thatK andΣ are given,
we denote the family of all KΣ-polynomials simply by POL, that is to say, POL(X) = K⟨TΣ (X)⟩ for every X . The height
hg(t) and the set of subtrees sub(t) of aΣX-tree t are defined as follows (cf. [18], for example):
(1) hg(t) = 0 and sub(t) = {t} for t ∈ X ∪Σ0;
(2) hg(t) = max{hg(t1), . . . , hg(tk)} + 1 and sub(t) = sub(t1) ∪ · · · ∪ sub(tk) ∪ {t} for t = σ(t1, . . . , tk) (k > 0).
The sub-operation is extended in the naturalway to sets of trees. The degree of a non-zeroKΣX-polynomial P = a1.s1+· · ·+
am.sm is now defined as the number deg(P) := max{hg(s1), . . . , hg(sm)}, and for0 we set deg(0) = −∞. For any n ≥ 0, let
POLn = {POLn(X)}X be the family of KΣ-polynomials of degree < n, i.e., POLn(X) = {P ∈ K⟨TΣ (X)⟩ | deg(P) < n}
for each X . In particular, POL0(X) = {0} for every X .
Proposition 9.1. POL is a KΣ-VTS and so is POLn for every n ≥ 0.
Proof. Since POL0 ⊆ POL1 ⊆ POL2 ⊆ · · · and POL = n≥0 POLn, it suffices to prove that POLn is a KΣ-VTS for
any given n ≥ 0.
It is obvious that all polynomial tree series are recognizable and that POLn(X) ≠ ∅ for every X . Clearly, deg(P + Q ) ≤
max{deg(P), deg(Q )}, deg(aP) ≤ deg(P) and deg(ζ−1(P)) ≤ deg(P) for every X and all P,Q ∈ K⟨TΣ (X)⟩, a ∈ K and
ζ ∈ CΣ (X), and hence P + Q , aP, ζ−1(P) ∈ POLn(X) if P,Q ∈ POLn(X).
It remains to be shown that if P = a1.s1+· · ·+am.sm is inPOLn(Y ), then Pη−1 ∈ POLn(X) for anyKΣ-homomorphism
η : PK (Σ, X) → PK (Σ, Y ). For every t ∈ TΣ (X), we have tη = b1.t1 + · · · + bl.tl for some l ≥ 0, b1, . . . , bl ∈ K and
t1, . . . , tl ∈ TΣ (Y ), and hence
(Pη−1, t) = P(tη) = a1.s1 + · · · + am.sm(b1.t1 + · · · bl.tl)
=
m−
i=1
l−
j=1
ai · bj · (si, tj).
Since hg(t1), . . . , hg(tl) ≥ hg(t) and (si, tj) = 0 whenever si ≠ tj, this sum equals 0 for every t such that hg(t) > deg(P).
This means that Pη−1 ∈ POLn(X). 
Let us call a KΣ-algebraM n-nilpotent (n ≥ 0) if tϕ = 0 for every homomorphism ϕ : TΣ (X) → M• and every tree
t ∈ TΣ (X)with hg(t) ≥ n. Furthermore,M is said to be nilpotent if it is n-nilpotent for some n ≥ 0. Let Nil and Niln denote,
respectively, the classes of all nilpotent and all n-nilpotent finite-dimensional KΣ-algebras.
Proposition 9.2. Nil is a KΣ-VFDA and so is Niln for every n ≥ 0.
Proof. Since Nil0 ⊆ Nil1 ⊆ Nil2 ⊆ · · · and Nil =n≥0 Niln, it suffices to show that Niln is a KΣ-VFDA for any given n ≥ 0.
To do this, consider any finite-dimensional KΣ-algebrasM = (M,+, 0,Σ) andN = (N,+, 0,Σ).
It is immediately clear that ifM ∈ Niln, then every subalgebra ofM is also finite-dimensional and n-nilpotent. Assume
now thatM ∈ Niln and that there is an epimorphism η : M → N of KΣ-algebras. It is clear that if we ignore the vector
space operations, η becomes an epimorphism η• : M• → N •, u → uη, of Σ-algebras. Let ϕ : TΣ (X) → N • be any
homomorphism. Since TΣ (X) is freely generated over the class of all Σ-algebras and η• is an epimorphism, there exists a
homomorphism ψ : TΣ (X) → M• such that ψη• = ϕ. Hence, tϕ = (tψ)η• = 0 for every tree t ∈ TΣ (X) such that
hg(t) ≥ n. This shows thatN ∈ Niln. Finally, it is clear thatM ×N ∈ Niln wheneverM,N ∈ Niln. 
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Now we establish the link between KΣ-polynomials and nilpotent KΣ-algebras.
Proposition 9.3. For any n ≥ 0 and any X, a KΣX-series is in POLn(X) if and only if it is recognized by a KΣ-algebra in Niln.
Hence, a KΣX-series is a KΣX-polynomial if and only if it is recognized by a finite-dimensional nilpotent KΣ-algebra.
Proof. Consider anyKΣX-series S. Firstwe assume that S ∈ POLn(X). LetU = sub(supp(S))be the set of all subtrees of the
trees belonging to the support of S, and assume that |U| = m. We define a KΣ-algebraM = (M,+, 0,Σ), whereM = KU
and 0 stands for the constant map U → K , t → 0, as follows. For any u, v ∈ M and a ∈ K , let (u+ v)(t) = u(t)+ v(t) and
(au)(t) = a · u(t) for every t ∈ U . Furthermore, for each t ∈ U , let 1t be the element ofM such that 1t(t) = 1 and 1t(s) = 0
for every s ∈ U \ {t}. It is now easy to see that (M,+, 0) is anm-dimensional K -vector space in which B := {1t | t ∈ U} is a
basis. For any k ≥ 0, σ ∈ Σk and t1, . . . , tk ∈ U , let
σ0(1t1 , . . . , 1tk) =

1σ(t1,...,tk) if σ(t1, . . . , tk) ∈ U;
0 otherwise.
Since B is a basis, this mapping σ0 : Bk → B ∪ {0} has a unique well-defined multi-linear extension to a k-ary operation
σM : Mk → M , and thus we obtain our KΣ-algebraM.
For any X and any t ∈ TΣ (X), let tM : MX → M be the term function defined by t inM• (cf, [9], for example). By the
definition ofM•, it is clear that if hg(t) ≥ n, then tM(α) = 0 for any α : X → M such that Xα ⊆ B. Since B is a basis, this
holds for all assignments α : X → M , and hence tϕ = 0 for every homomorphism ϕ : TΣ (X) → M•. This means that
M ∈ Niln.
To show that M recognizes S, we consider the unique homomorphic extension ψ : TΣ (X) → M• of the mapping
ψ0 : X → M such that xψ0 = 1x for x ∈ U and xψ0 = 0 for x ∈ X \ U , and the linear extension γ : M → K of the mapping
γ0 : B → K , 1t → (S, t). It is easy see that tψ = 1t for every t ∈ U , and tψ = 0 for any t ∈ TΣ (X) \ U . This means that
(S, t) = γ (tψ) for every t ∈ TΣ (X).
Assume now that there exist a finite-dimensional n-nilpotent KΣ-algebra M = (M,+, 0,Σ), a homomorphism
ϕ : TΣ (X) → M• and a linear form γ : M → K such that (S, t) = γ (tϕ) for every t ∈ TΣ (X). SinceM is n-nilpotent,
tϕ = 0 for every t ∈ TΣ (X)with hg(t) ≥ n. This implies that S ∈ POLn(X). 
Proposition 9.4. Nils = POL and Nilsn = POLn for every n ≥ 0.
Proof. Again, it is clear that it suffices to prove the second assertion, so let us consider any n ≥ 0 and any leaf alphabet X .
If P ∈ POLn(X), it follows from Proposition 9.3 that P is recognized by some KΣ-algebraM in Niln. Since SA(P) ≼ M
by Proposition 4.3, it follows from Proposition 9.2 that SA(P) ∈ Niln, i.e., that P ∈ Nilsn(X). This proves POLn ⊆ Nilsn.
On the other hand, if P ∈ Nilsn(X), then SA(P) ∈ Niln. By Proposition 4.3, P is recognized by SA(P), and therefore
P ∈ POLn(X) by Proposition 9.3. This proves the inclusion Nilsn ⊆ POLn. 
The following dual of Proposition 9.4 follows now directly by the variety theorem.
Corollary 9.5. POLa = Nil and POLan = Niln for every n ≥ 0.
10. Some further examples
In this section we consider some further examples of varieties of tree series. One would expect that varieties of tree
languages can be turned into varieties of tree series but this is not always quite straightforward and some care has to be
exercised as the following examples also show. On the other hand, it seems that such examples can be obtained even from
the more general positive varieties of tree languages that are like varieties of tree languages but of which closure under
complements is not required. For varieties of tree languages and the families of tree languages to be mentioned here, the
reader may consult [31,32], for example, and positive varieties of tree languages are considered in [24]. To simplify the
notation, we assume again that the field K and the ranked alphabetΣ are given.
Of course, we have the least KΣ-VTSNUL in whichNUL(X) = {0} for every X . The corresponding KΣ-VFDA consists
of the one-element KΣ-algebras. Note that NUL corresponds to the positive variety of tree languages L = {L(X)}X in
which L(X) = {∅} for every X . The other extreme is the KΣ-VTS REC = {RecK (Σ, X)}X consisting of all recognizable
KΣ-series. The corresponding KΣ-VFDA is the class of all finite-dimensional KΣ-algebras.
For any n ≥ 0, the n-root rtn(t) of aΣX-tree t is defined as follows:
(0) rt0(t) = ε, where ε is a special symbol denoting the empty root segment;
(1) rt1(t) = root(t), where root(t) denotes the label of the root of t (cf. [18,31], for example);
(2) for n ≥ 2, we set rtn(t) = t if hg(t) < n, and rtn(t) = σ(rtn−1(t1), . . . , rtn−1(tk)) if hg(t) ≥ n and t = σ(t1, . . . , tk).
Recall that aΣX-tree language T is n-definite, if s ∈ T iff t ∈ T for any s, t ∈ TΣ (X) such that rtn(s) = rtn(t). To define the
corresponding concept for tree series, we need also the following notion.
The Parikh map PX [t] : X → N of a ΣX-tree (or a ΣX-context) t is the mapping such that for any x ∈ X , PX [t](x)
is the number of x-labelled leaves in t . For any maps f , g ∈ NX , the map f + g ∈ NX is defined in the natural way:
(f + g)(x) = f (x)+ g(x) for every x ∈ X . Clearly, PX [ζ (t)] = PX [ζ ] + PX [t] for all t ∈ TΣ (X) and ζ ∈ CΣ (X).
For any given n ≥ 0, we call a KΣX-series S n-definite if it is recognizable and (S, s) = (S, t) for any ΣX-trees s and t
such that rtn(s) = rtn(t) and PX [s] = PX [t]. LetDEF n(X) denote the set of all n-definite KΣX-series. Furthermore, let us
call a KΣX-series definite if it is n-definite for some n ≥ 0, and letDEF (X) denote the set of all definite KΣX-series.
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Proposition 10.1. The familyDEF := {DEF (X)}X of definite KΣ-series is a KΣ-VTS and so isDEF n := {DEF n(X)}X for
every n ≥ 0.
Proof. SinceDEF 0 ⊆ DEF 1 ⊆ · · · andDEF = n≥0DEF n, it suffices to verify thatDEF n is a KΣ-VTS for any given
n ≥ 0. Let X and Y be any leaf alphabets.
Clearly, any constant seriesa (a ∈ K ) is n-definite and henceDEF n(X) ≠ ∅. On the other hand,DEF n(X) ⊆ RecK (Σ, X)
by definition. It is also obvious that S + T ∈ DEF n(X) and aS ∈ DEF n(X) for any S, T ∈ DEF n(X) and a ∈ K .
Let S ∈ DEF n(X) and consider any ΣX-context ζ . If s, t ∈ TΣ (X) are such that rtn(s) = rtn(t) and PX [s] = PX [t],
then obviously rtn(ζ (s)) = rtn(ζ (t)) and PX [ζ (s)] = PX [ζ ] + PX [s] = PX [ζ ] + PX [t] = PX [ζ (t)], and hence (ζ−1(S), s) =
(S, ζ (s)) = (S, ζ (t)) = (ζ−1(S), t), which shows that ζ−1(S) ∈ DEF n(X).
Finally, let η : PK (Σ, X)→ PK (Σ, Y ) be a KΣ-homomorphism and assume that S ∈ DEF n(Y ) is an n-definite KΣY -
series. Let s, t ∈ TΣ (X) be such that rtn(s) = rtn(t) and PX [s] = PX [t]. To prove that (Sη−1, s) = (Sη−1, t), we show
that S(sη) = S(tη). Let us assume that s hasm X-labelled leaves. Then also t hasm X-labelled leaves and there is a bijection
β : [m] → [m] such that for every i ∈ [m] the ith X-labelled leaf (counted from the left) of t is labelledwith the same letter as
the β(i)th X-labelled leaf of s. Moreover, wemay choose β in such a way that if an X-labelled leaf appears in rtn(s)(=rtn(t)),
then the corresponding leaves in s and t are associated with each other. For any r1, . . . , rm ∈ TΣ (Y ), let s[r1, . . . , rm] be the
ΣY -tree obtained from s when the X-labelled leaves are replaced, in order from left to right, by the trees r1, . . . , rm, and
t[r1, . . . , rm] is obtained the same way from t . For each x ∈ X , xη is a KΣY -polynomial, and from the multilinearity of the
operations of PK (Σ, Y ) it follows that sη may be written as a sum of monomials a1 · . . . · am.s[r1, . . . , rm], where for each
i ∈ [m], if the ith X-labelled leaf of s is labelled with x ∈ X , then ai.ri is a monomial appearing in xη. If we write tη in the
same way, there is for each such monomial a1 · . . . · am.s[r1, . . . , rm] of sη, a monomial a1 · . . . · am.t[rβ(1), . . . , rβ(m)] of tη
obtained by choosing the same terms from the polynomials xη for the corresponding leaves, and conversely eachmonomial
in tη is matched by a monomial in sη. Since obviously rtn(s[r1, . . . , rm]) = rtn(t[rβ(1), . . . , rβ(m)]) and PX [s[r1, . . . , rm]] =
PX [t[rβ(1), . . . , rβ(m)]], this means that S(sη) = S(tη). 
A tree language T such that whether a given tree t belongs to T depends just on the set of subtrees of t of height< n, is
called reverse n-definite (n ≥ 0). In the definition of the corresponding notion for tree series, also the number of occurrences
of each such subtree has to be taken into account. Hence, we define for any n ≥ 0 and any t ∈ TΣ (X), the multiset Subn(t)
of maximal subtrees of t of height< n as follows:
(1) Sub0(t) = ∅ for every t ∈ TΣ (X).
(2) Let n ≥ 1. If hg(t) < n, then Subn(t) = {(t, 1)}. If hg(t) ≥ n and t = σ(t1, . . . , tk), then Subn(t) = Subn(t1) + · · · +
Subn(tk), where+ denotes the addition of multisets.
Thus, an occurrence of a subtree r of t of height < n is counted into Subn(t), if it does not appear as a proper part of an
occurrence of a subtree s of t of height< n. For aΣX-context ζ , the multiset Subn(ζ ) is defined similarly (treating  as an
additional leaf symbol), but we shall use the multiset Sub−n (ζ ) ofΣX-trees obtained from Subn(ζ ) by deleting the element
in which  appears. For example, if t = σ(σ(x, ω(x)), ω(x)) and ζ = σ(σ(x, ω()), ω(x)), where σ ∈ Σ2, ω ∈ Σ1 and
x ∈ X , then Sub1(t) = {(x, 3)}, Sub2(t) = {(x, 1), (ω(x), 2)}, Sub−1 (ζ ) = {(x, 2)}, Sub−2 (ζ ) = {(x, 1), (ω(x), 1)} etc.
We define a KΣX-series S to be reverse n-definite if it is recognizable and (S, s) = (S, t) holds for anyΣX-trees s and t
such that Subn(s) = Subn(t). LetRDEF n(X) denote the set of all reverse n-definite KΣX-series. Furthermore, let us call a
KΣX-series reverse definite if it is reverse n-definite for some n ≥ 0, and letRDEF (X) denote the set of all reverse definite
KΣX-series.
Proposition 10.2. The family RDEF := {RDEF (X)}X of reverse definite KΣ-series is a KΣ-VTS and so is RDEF n :=
{RDEF n(X)}X for every n ≥ 0.
Proof. As RDEF 0 ⊆ RDEF 1 ⊆ · · · and RDEF = n≥0RDEF n, it suffices to verify that RDEF n is a KΣ-VTS for
any given n ≥ 0. Let X and Y be any leaf alphabets.
Every constant seriesa (a ∈ K ) is reverse n-definite and hence RDEF n(X) ≠ ∅. On the other hand, RDEF n(X) ⊆
RecK (Σ, X) by definition. It is also obvious that if S, T ∈ RDEF n(X) and a ∈ K , then both S+ T and aS are inRDEF n(X).
Next we prove that ζ−1(S) ∈ RDEF n(X) holds for any S ∈ RDEF n(X) and any ΣX-context ζ . For this, it suffices to
show that if s, t ∈ TΣ (X) are such that Subn(s) = Subn(t), then (S, ζ (s)) = (S, ζ (t)). We distinguish the following two
cases:
(1) If hg(s) < n− 1, then Subn(t) = Subn(s) = {(s, 1)} and s = t must hold. (Note that s cannot be a proper subtree of t as
hg(s) < n− 1.) Similarly, hg(t) < n− 1 implies s = t .
(2) If hg(s), hg(t) ≥ n− 1, then Subn(ζ (s)) = Sub−n (ζ )+ Subn(s) = Sub−n (ζ )+ Subn(t) = Subn(ζ (t)).
In both cases (S, ζ (s)) = (S, ζ (t)) as claimed.
Finally, let η : PK (Σ, X)→ PK (Σ, Y ) be a KΣ-homomorphism and S be a reverse n-definite KΣY -series.We prove that
Sη−1 ∈ RDEF n(X) by showing that S(sη) = S(tη) for any s, t ∈ TΣ (X) such that Subn(s) = Subn(t). Assume that s and
t have m X-labelled leaves each. First we fix a bijection between the occurrences of the subtrees appearing in Subn(s) and
those in Subn(t) in such a way that each occurrence is matched by an occurrence of the same subtree in the other tree. Now,
letβ : [m] → [m] be the bijection such that for each i ∈ [m], if the ith X-labelled leaf of t appears in an occurrence of a subtree
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r appearing in Subn(t), then β(i)marks the position of the same leaf in the corresponding occurrence of r in s. Exactly as in
the proof of Proposition 10.1, we may write sη as the sum of monomials a1 · . . . · am.s[r1, . . . , rm], where for each i ∈ [m], if
the ith leaf is labelledwith x ∈ X , then ai.ri is amonomial appearing in xη. Furthermore, tη can bewritten as a sumwhere this
monomial ismatchedby a1·. . .· am.t[rβ(1), . . . , rβ(m)].Moreover, it is clear that Subn(s[r1, . . . , rm]) is the sumof themultisets
Subn(r), where r ranges over all the occurrences of subtrees appearing in Subn(s) and r is the subtree of s[r1, . . . , rm] obtained
when the X-labelled leaves of this r are replaced with the appropriate ri’s. Since each such r is bijectively matched by an
occurrence of an identical subtree of t[rβ(1), . . . , rβ(m)], this means that Subn(s[r1, . . . , rm]) = Subn(t[rβ(1), . . . , rβ(m)]).
Since s[r1, . . . , rm] → t[rβ(1), . . . , rβ(m)] establishes a bijection between the monomials of sη and those of tη, this means
that S(sη) = S(tη) as claimed. 
11. Concluding remarks
We introduced varieties of tree series over a field K and a ranked alphabet Σ , and our variety theorem exhibits a pair
of mutually inverse isomorphisms between the complete lattices of all such varieties and that of the varieties of finite-
dimensional KΣ-algebras.
This work could be extended in several ways. First of all, we should find more examples of concrete KΣ-VTSs and
characterize them in terms of syntactic KΣ-algebras. This will require also a deeper study of KΣ-algebras and KΣ-VFDAs.
In the previous sections we gave some examples of varieties of tree series obtained from varieties of tree languages but as
the transformations were not quite straightforward, the connections between the two types of varieties should be explored
more generally. One could also try to generalize this theory in various ways. In particular, it would be natural to extend it to
tree series over a semiring. The results of [22,23] suggest that at least for commutative semirings a variety theory similar to
ours could be possible.
It would also be interesting to know whether classifications of tree series by syntactic complexity measures of the kind
introduced in [7] lead to varieties of tree series and whether these can be characterized in terms of syntactic KΣ-algebras.
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