Abstract. It is well known that the full compressible Navier-Stokes equations can be deduced via the Chapman-Enskog expansion from the Boltzmann equation as the first-order correction to the Euler equations with viscosity and heat-conductivity coefficients of order of the Knudsen number ǫ > 0. In the paper, we carry out the rigorous mathematical analysis of the compressible Navier-Stokes approximation for the Boltzmann equation regarding the initial-boundary value problems in general bounded domains. The main goal is to measure the uniform-in-time deviation of the Boltzmann solution with diffusive reflection boundary condition from a local Maxwellian with its fluid quantities given by the solutions to the corresponding compressible Navier-Stokes equations with consistent non-slip boundary conditions whenever ǫ > 0 is small enough. Specifically, it is shown that for well chosen initial data around constant equilibrium states, the deviation weighted by a velocity function is
1. Introduction 1.1. Boltzmann equation. The problem of "the limiting processes, there merely indicated, which lead from the atomistic view to the laws of motion of continua" was approached by many groups of mathematicians in kinetic theory, cf. [5, 6, 14, 20, 33, 34] . In this paper, we study the compressible Navier-Stokes (CNS) hydrodynamic approximation for the Boltzmann equation in bounded domains. The Boltzmann equation in the Euler scaling reads:
Here, F = F (t, x, v) denotes the density distribution function of the particle gas at time t ≥ 0, position x ∈ Ω and velocity v ∈ R 3 , Ω is a bounded domain in R 3 , which can be given by {x|ξ(x) < 0} with ξ being a smooth function. ǫ > 0 is the Knudsen number defined as the ratio of the molecular mean free path length to a representative physical length scale. Moreover, let (v * , v) and (v ′ * , v ′ ) be the velocities of the particles before and after the collision respectively, which satisfy
The Boltzmann collision operator Q(·, ·) is then given as the following non-symmetric form for hard sphere model
The equation (1.1) is supplemented with the initial data 2) and the diffuse reflection boundary condition ( 1.4) is a Maxwellian distribution having the wall temperature θ w and wall velocity u w . Through the paper we assume u w = 0 and θ w = 1 at the wall.
Compressible Navier-Stokes equations.
In this subsection, we make use of the classical ChapmanEnskog expansion to formally derive the full compressible Navier-Stokes equations. For this, we first denote a local Maxwellian M by A(V )M [1,u,θ] > 0,
B(V )M [1,u,θ] > 0.
Let us now take M = M [ρ,u,θ] where [ρ, u, θ] satisfy       
(1.6)
We then set F = M [ρ,u,θ] + ǫG(ρ, u, θ) + ǫ 3/2 R, (1.7) and plug this into (1.1) to obtain the equation for M : 8) and the remainder equation for R:
(1.9)
It is straightforward to check that (1.8) is equivalent to the full CNS equations (1.6).
To solve (1.6), we impose the initial data We now state our main results as follows: with the norm · Xǫ given by (2.1), then the initial boundary value problem (1.1), (1.2) and (1.3) on the Boltzmann equation admits a unique global solution
where [ρ, u, θ] is is a unique global solution obtained in Theorem 2.1 for the initial boundary value problem (1.6), (1.10) and (1.11) on the full compressible Navier-Stokes equations, G = G(ρ, u, θ) with G(·, ·, ·) defined in (1.5) , and the remainder R satisfies (1.9). Moreover, it holds that It is a common view that the temporal derivatives of the initial datum such as ∂ t R 0 and ∂ t [ρ 0 , u 0 , θ 0 ] are determined by the time evolution equations of R and [ρ, u, θ] respectively, for instance, ∂ t R 0 is understood by the equation (1.9).
Remark 1.2. Note that (1.11) is matched with (1.4) for the velocity u w = 0 and temperature θ w = 1 at the wall, and also the initial data F 0 is chosen to be a local Maxwellian M [ρ0,u0,θ0] whose fluid quantities [ρ 0 , u 0 , θ 0 ] is consistent with initial data for the CNS equations and close to the constant state [1, 0, 1] up to order of ǫ in terms of the norm X ǫ . Therefore, these restrictions retrain from the appearance of the Knudsen layer.
The result of Theorem 1.1 clarifies how close to each other in L 2 and L ∞ settings with respect to the small Knudsen number ǫ > 0 the Boltzmann solution and the CNS solution are. Although it is well known that the Boltzmann equation can be approximated by the CNS equations via the Chapman-Enskog expansion up to first order (cf. [5, 6] ), it seems that Theorem 1.1 provides the first rigorous justification to this global-in-time approximation regarding the IBVPs of kinetic and compressible fluid equations in general bounded domains. In the mean time, we have also obtained in Theorem 2.1 the global-in-time existence as well as uniform-in-ǫ estimates for regular solutions to the CNS equations in bounded domains, and this result has its own interest even in the context of the compressible fluid dynamical equations.
The hydrodynamic limit or approximation of the Boltzmann equation is a fundamental topic in kinetic theory. There have been extensive mathematical studies on this subject. We may refer readers to the Cercignani's book [5, e.g. Chapter V] for the history of the problem, to the survey book [32] by SaintRaymond for the detailed presentation of limits of the Boltzmann equation to either the incompressible Navier-Stokes and Euler equations or the compressible Euler equations, and to two recent works [9, 24] as well as references therein for more up-to-date results on the topic. In what follows we review some existing works in the literature that are most related to the topic of this paper in connection with the CNS approximation to the Boltzmann equation.
First of all, for the IBVP on the Boltzmann equation (1.1) in bounded domains, the unique global-intime solution around global Maxwellians in the L ∞ setting has been constructed by Guo [16] for different types of boundary conditions including the diffusive-reflection condition (1.3) and for angular cutoff hard potentials. As for the IBVP (1.6) and (1.11) on the corresponding CNS in an unbounded domain which is either the half-space or exterior to a bounded domain, the global existence of smooth solutions around constant states was established by Matsumura and Nishida [30] through the energy method developed in their previous pioneering work [28] for the whole space. The case of the bounded domain has been studied in [29] ; see also [35] for the problem on existence and stability of periodic and stationary solutions.
For the CNS approximation to the Boltzmann equation, there have been a few mathematical results in different situations, for instance, [8, 11, 12, 19, 22, 24] ; see also [3] and references therein for the numeric method solving the Boltzmann equation by the CNS approximation. Specifically, Kawashima, Matsumura and Nishida [19] proved that the Boltzmann solution is asymptotically equivalent in large time to the CNS solution for the Cauchy problems in the whole space when initial data for both problems are sufficiently close to constant equilibrium states in smooth Sobolev spaces. In spirit of a previous work [21] , Lachowicz [22] initiated a study of the CNS approximation including the initial layer to the Boltzmann equation in spatially periodic domains. Without considering the initial layer, the result of [22] has been recently extended by the second author of the paper together with Yang and Zhao [24] to the more general situations. The main differences between [24] and [22] have been pointed out in Remark 1.1 in the latter paper. Particularly, the error estimates obtained in the former is uniform in all time t > 0 and also for small enough ǫ > 0, and the CNS solution is proved to exist and satisfy some properties required for the analysis of the remainder equation. One of the main goals in this paper is to make use of the techniques developed in [27, 31] in order to extend the result in [24] related to the CNS in periodic domains to the case of general bounded domains, see Theorem 2.1 in Section 2 as mentioned before.
In the one-dimensional case, Esposito, Lebowitz and Marra [11] studied the steady solution of the Boltzmann equation in a slab with a constant external force of order ǫ parallel to the boundary and with complete accommodation at the walls, and they showed that for any small enough force, the Boltzmann solution can be approximated by the steady CNS solution with non-slip boundary condition up to 3/2 order of ǫ in L ∞ norm. The result of [11] was extended later by the same authors [12] to allow the temperature difference on two ends of the slab and also by Di Meo and Esposito [8] to the case of general hard potentials. It could be interesting to further extend those results [8, 11, 12] to the steady problem on the Boltzmann equation in general bounded domains. Note that in the time-dependent situation under consideration of this paper, the large-time behavior of the Boltzmann solution is trivial and hence it is hard to see if the developed approach in the paper can be directly adopted to treat the CNS approximation to the stationary Boltzmann equation with non-trivial solutions in some physical situations such as with a variable wall temperature [10] or a small external force [11, 9] .
Another important issue for justifying the more accurate CNS approximation in bounded domains is concerned with the suitable choice of the boundary conditions for the CNS equations (1.6). In the current work, the non-slip boundary condition (1.11) has been used. However, to provide the correct overall solution to the Boltzmann equation, it is generally common to supplement the CNS equations with the slip boundary conditions, cf. [5, 20] . Derivation of slip boundary conditions for the CNS equations from the Boltzmann equation at the kinetic level was first made by Coron [7] with the explicit computations of slip coefficients. This problem has been very recently revisited by Aoki et al. [1] in a systematic way. Particularly, those slip boundary conditions are essentially the consequence of the analysis of the Knudsen layer. Interested readers may also refer to [2] for the application of their approach to a specific problem. It should be an interesting and challenging problem to extend the current result to the case with such slip boundary conditions for the CNS equations by introducing the extra Knudsen layer correction around the boundary, cf. [4, 34] , for instance.
Lastly, as related to the current work, we again mention [9] for the hydrodynamic limit to the incompressible Navier-Stokes equations for the stationary Boltzmann equation in bounded domains in the presence of a small external force field and a small boundary temperature variation for the diffusive reflection boundary condition. In this paper we shall adopt some techniques developed in [9] (see also [17] ) to treat the uniform estimates on the remainder. [28, 29, 30, 35] in the case of R 3 , half-space, exterior domain or bounded domain. However, for the problem in bounded domains, when the viscosity and heat-conductivity coefficients depend on the parameter ǫ, it is non-trivial to obtain the uniform-in-ǫ high-order regular solution globally in time, due to the supplemented non-slip boundary condition as well as the weak hyperbolic-parabolic dissipation structure of the system. To overcome such difficulty, we shall employ the techniques in [27] and [31] by introducing the energy norm X ǫ with the conormal derivatives with respect to time and space variables. Compared to the incompressible setting where the regularity of solutions can be gained via the elliptic estimates (cf. [27] ), we have to additionally treat the uniform estimates on the hyperbolic component ρ in the compressible situation. Moreover, different from the isentropic case, appearance of the temperature equation in the full CNS system induces an extra difficulty, cf. [31] .
Precisely, we are able to derive the following uniform estimates the non-slip boundary condition to the appropriate slip boundary condition as suggested in [1] . In those norms above, we require m 0 ≥ 6 which is necessary to derive the estimates on source terms for the remainder equation. To deduce the above uniform estimates, we first obtain the zero-order energy estimate (2.9) which also involves the pure time derivatives up to [m 0 /2] order. The energy estimate (2.17) for the first-order spatial derivatives of [ρ, u, θ] are subtle to obtain, and they are treated in a special way by the Galerkin method together with the Helmholtz decomposition and elliptic estimates. Similarly, we also control the energy norm ∇ 2 x ρ 2 as in (2.20) with the coefficient ǫ 2 . In the last step, we perform the same energy estimates by first acting the conormal differentiation Z α (|α| ≤ m 0 ) and conclude the proof.
Part II. Global existence and uniform estimates of the remainder R. We extend the main ideas of [9, 15, 17] for treating the incompressible hydrodynamic limit to the setting of the compressible fluid approximation under consideration. Recall (1.7) for the expansion of the Boltzmann solution F . As the background profile is a local Maxwellian M [ρ,u,θ] with [ρ, u, θ] chosen as the CNS solution, the analysis for obtaining the uniform estimates on the remainder R is hard to carry out, for instance, the linearized Boltzmann operator is around M [ρ,u,θ] , no longer a global Maxwellian. We may adopt ideas in [25, 26] with the macro-micro decomposition to treat the energy estimates. Moreover, the technique for L ∞ estimates in terms of the characteristic approach as in [16] has to be modified to consider the effect of the local Maxwellian, see also [18] . Before going to the details of the proof, we explain a little the reason of choosing the expansion (1.7), particularly 3/2-order of ǫ as a coefficient of the remainder R. In fact, the first two terms M [ρ,u,θ] + G is natural, corresponding to the Chapman-Enskop solution for the CNS system (1.6). A general form for the remainder should be taken as ǫ β R with β > 1 to be determined so that the Boltzmann solution can be approximated by the CNS solution up to O(ǫ β ) in L ∞ setting. Once we plug the ansatz into the Boltzmann equation (1.1), we obtain
with the boundary condition
. Hence, the nonlinear term ǫ β−1 Q(R, R) is singular for small β while the inhomogeneous source term ǫ 1−β (∂ t G + v · ∇ x G + H) is singular for large β. The interplay between different function spaces to bound R determines that β = 3/2 is a suitable choice for obtaining the uniform-in-ǫ estimates. This in turn yields that the boundary source term ǫ 1−β [P γ G−G] must be singular in ǫ. Fortunately, from the proof the boundary singularity turns out to be controlled. Now we shall sketch the proof of Theorem 1.1, particularly the validity of the uniform error estimate (1.13) implying that the norm R/M 15) see (3.13) . It remains to bound the energy norm of R at the nonlinear level. To do so, the most key point is to treat the trilinear term
To bound the above term from the macro contribution, instead of the usual way by the product of L 2 and L ∞ norms which actually fails due to the strong ǫ-singularity as in (1.14), we use the L 6 -L 3 estimates to bound it by
ds.
Recall by (1.15) that the weighted L 6 norm of P M 0 R is of order ǫ −1/2 . Thus, one has to verify that
The rigorous proof for the above estimate is based on the velocity average lemma. In the case of the whole space of three dimensions, L 3 bound is a consequence of the critical Sobolev imbedding H 1/2 ֒→ L 3 . However, we have to treat additional difficulties for the bounded domain.
1.5. Organization of the paper. The rest of this paper is organized as follows. In Section 2 we study the initial-boundary value problem on the CNS system (1.6), (1.10) and (1.11). In Sections 3, 4, and 5 we make series of estimates on the remainder R. Section 6 is devoted to proving Theorem 1.1. Some basic estimates used in those sections are collected in the appendix in Section 7.
Notations. We now list some notations used in the paper.
• Throughout this paper, C denotes some generic positive (generally large) constant and λ denotes some generic positive (generally small) constants, where C and λ may take different values in different places. D E means that there is a generic constant
• As to the phase boundary integration, we denote dγ = |n(x)·v|dS x dv, where dS x is the surface element and for 1 ≤ p < +∞, we define |f |
Solutions of the compressible Navier-Stokes equations
This section is devoted to obtaining the existence and most importantly to deducing the higher regularity of the solutions of the compressible Navier-Stokes system (1.6), (1.10) and (1.11).
It should be pointed out that it is extremely difficult to obtain the uniform higher regularity of the solutions of the system (1.6), (1.10) and (1.11) due to the weak dissipation on the right hand side and the non-slip boundary condition, which is quite different from the incompressible case, where the standard elliptic estimates can be directly adopted to gain the regularity of the solutions, cf. [27] . To settle this problem, it is convenient to introduce the so-called conormal derivatives.
Since ∂Ω is compact, one can find finitely many points
In what follows, we omit the subscript i of φ i for notational simplicity. Using this, we now change coordinates so as to flatten out the boundary. To be more specific, we define
T and e z = (0, 0, −1) T , one sees that (e y 1 , e y 2 , e z ) is a local basis around the boundary. We emphasize that e y 1 and e y 2 on the boundary are tangent to ∂Ω, and in general, e z is not a normal vector field. We now define
, and ∂ z Z 3 = Z 3 ∂ z . Now the unit outward normal n(x) can be equivalently given by
We now define the following Sobolev conormal derivatives
3 . where α, α 0 , α 1 are the differential multi-indices with α def = (α 0 , α 1 ), α 1 = (a 11 , α 12 , α 13 ), and the corresponding Sobolev conormal norm:
for smooth function f (t, x). Note that we also use H k to denote the usual Sobolev space W k,2 (Ω). Then the solution of (1.6), (1.10) and (1.11) is sought in the set of the functions
Taking the summation of (2.4), (2.5) and (2.6), applying Lemma 7.6 and the a priori assumption (2.3), we then have for some λ > 0
To obtain the dissipation of ∇ x ρ, we next get from the inner product of ǫ((1.6) 1 , ∇ x ·u) and ǫ((1.6) 2 , ∇ x ρ/ρ) that for any η > 0
where we used the fact ( ρ,
Let κ 0 and ǫ be suitably small, then (2.7) and (2.8) give rise to
Similarly, by acting
(2.9)
Step 2. The first order energy estimate. The energy estimates for ∇ x ρ, u, θ are subtle since we know nothing about the derivatives of these quantities on the boundary and the dissipation of (1.6) is very weak. Our strategy to take care of these difficulties is the Helmholtz decomposition, elliptic estimates and the Galerkin method. To see this, we first decompose u as u = u 1 + u 2 with u
where 0 < λ 1 ≤ λ 2 ≤ · · · . The key point here is that we get an approximation sequence θ m such that ∆θ m | ∂Ω = 0.
We now approximate (1.6) as
also depend on m, we drop the subscript m for brevity. Noticing ∇ x · u 2 = 0 and (u 1 , u 2 ) = 0, taking the inner product of (2.10) 2 with ∂ t u 2 and integrating the resulting equation with respect to t, one has
Likewise, it follows that for α 0 ≤ m0−1 2
and consider the following elliptic problems: 
Combing (2.9), (2.11) and (2.12), we arrive at
Moreover, by using
we get from standard elliptic estimates that
, (2.14)
and
which further implies
where we also used the fact
. Similarly, it also holds (Ω), we as in the previous step introduce a projection P and decompose f = Pf + (I − P)f with ∇ x × Pf = 0 and If = f . We now act P to (2.10) 2 to obtain
Consequently, one has
and a similar calculation leads us to
Let m → ∞, we thereupon conclude from (2.9), (2.12), (2.13), (2.14), (2.15), (2.16), (2.18) and (2.20) that
Step 4. Conormal energy estimates. Acting Z α (|α| ≤ m 0 ) to (1.6) and performing the analogous computations as steps 1-3, one can further show that
Finally, we close our estimates by letting ǫ be suitably small. This ends the proof of Theorem 2.1.
This section is dedicated to the L 2 − L 6 estimates for the remainder R. In view of (1.2), (1.3), (1.7) and (1.9), we see that R satisfies the initial boundary value problem:
where
and r = P γ G − G. To solve (3.1), we start from the following linear problem
2)
is the orthogonal complement of ker(L M ) which is the kernel of the linear operator L M generated by
One can further define the macroscopic projection P M 0 and microscopic projection P M 1 as follows
and P
is a global solution of the initial boundary value problem (3.2), for any η > 0, there exists C η > 0 depends on η such that
4)
here δ 0 is given in Lemma 7.3.
Proof. We prove α 0 = 1 only, because the case α 0 = 0 is similar and much easier. Act ∂ t to (3.2) 1 , take inner product with ∂tR M− over Ω × R 3 and use Green's formula to obtain
Notice that on the boundary
M w , moreover the difference of M and M − is small in the sense
We now perform the calculations for the second, third and fourth term in the left hand side of (3.5) as follows. For the second term,
here we also used the fact that
By virtue of (3.6), Lemmas 7.3 and 7.2, for θ 2 < 1, we have by using´Ω ×R 3
(3.8)
Thanks to Theorem 2.1 and Sobolev's inequality (7.3), the last term in the right hand side of (3.8) is majorized by
(3.9)
By Cauchy-Schwarz's inequality, Lemma 7.2, Sobolev's inequality (7.3) and Theorem 2.1, the fourth term is bounded by
(3.10)
For the term in the right hand side of (3.5), since g ∈ ker(L M ), by Cauchy-Schwarz's inequality, we havê
(3.11)
Finally, (3.4) for α 0 = 1 follows from (3.5), (3.7), (3.8), (3.9), (3.10) and (3.11) . This completes the proof of Lemma 3.1. 12) and moreover it holds that for η, η
Proof. We only prove the estimates for c(t, x) in (3.13) and (3.12), the estimates for a and b being similar. Let ψ ∈ C ∞ ((0, +∞) × Ω × R 3 ) be a test function, by Green's formula, one has
Recall R can be decomposed as 15) and at the boundary
For k = 2, 6, we choose the test functions
and β c is a constant to be determined later. By the standard elliptic estimate, one has
In view of the choice (3.17) with k = 2, the right hand side of (3.14) is dominated by r.h.s.(3.14)
.
If instead k = 6, by the Sobolev-Gagliardo-Nirenberg inequality, we have for any q ∈ [ 
from which, we obtain at this stage r.h.s.(3.14)
where we also used Young's inequality and the standard W k,p estimates for the Poisson equation. Next, it follows from Cauchy-Schwarz's inequality
ds + 2ǫ
ds. 
We furthermore obtain thanks to the definition P
Now we turn to compute the third term in the left hand side of (3.14), for this, let us first writê
and perform the elementary calculations
We then have by using (3.3) that
By Hölder's inequality and the elliptic estimates (3.18) and (3.19), we see that the first, second and third line in the right hand side of (3.21) are bounded by
here 1/k ′ + 1/k = 1. For the fourth and fifth term, let us choose β c = 5 so that
Next, we get from Hölder's inequality, Young's inequality and the elliptic estimates (3.18) and (3.19) that for k = 2ˆΩ
, and for k = 6ˆΩ
, the last inequality resulting from
Similarly, one haŝ
We now turn to deal with the boundary term´γ v · nRψ c,k dS x dv. By employing (3.16), we havê
Furthermore, for k = 2, it follows from Cauchy-Schwarz's inequality and Sobolev trace inequality (7.4) thatˆγ
The corresponding estimates for k = 6 are somehow different. Thanks to the trace inequality
with N = 3 and p = 6/5, we deducê 22) and
Moreover, as (3.20) , the boundary term in the right hand side of (3.22) can be dominated as follows
To complete the estimates for c(t, x), it remains now to deal with the term (∂ t R, ψ c,k ). For k = 6, recall R = P M 1 R + P M 0 R, Hölder's inequality and Cauchy-Schwarz's inequality yield
Note that
The corresponding estimates for k = 2 will be more complicate, since we have to deal with the integral´t 0 (∂ t R, ψ c,2 )ds. For this, we first choose a test function ϕ(x)
, then in the sense of distribution, we get from (3.2) and (3.23) that
from which, one directly has
By integration by parts, we obtain
We next employ this computation in (3.24) , to deduce
here the decomposition R = P M 1 R + P M 0 R was used. Combing all the estimates above together, we arrive at 
To complete the estimates for c(t, x), it remains now to estimate´t 0 ∂ t c 2 ds. To do this, we begin with the following equations
here as in (3.14) ψ is a test function. Once again ∂ t R can be decomposed as
Next, we set
Then performing the similar calculations as for obtaining (3.25) , one has
Thus, the proof for Lemma 3.2 is finished.
L ∞ estimates
In this section, we deduce the L ∞ estimates for the solutions of the remainder equation (1.9). We begin our analysis of the linear equation
The characteristic method is employed to obtain the L ∞ estimates of solutions of the above equations. The key point in this line is that a "smallness" can be gained once the the particle satifying the diffusive boundary condition (4.1) 3 hits the boundary frequently. Given (t, x, v), we let [X(s), V (s)] satisfy
, which is called as the backward characteristic trajectory for the Boltzmann equation (1.1). For (x, v) ∈ Ω × R 3 , the backward exit time t b (x, v) > 0 is defined to be the first moment at which the backward characteristic line [X(s; 0, x, v), V (s; 0, x, v)] emerges from Ω:
and we also define
Note that for any (x, v), we use t b (x, v) whenever it is well-defined.
, and let the iterated integral for k ≥ 2 be defined aŝ
dv is a probability measure. Lemma 4.1. Let T 0 > 0 and large enough, there exist constants
Moreover, there exist constants C 3 , C 4 > 0 independent of k such that
, then we see from (4.1) that
We now intend to show for t ∈ [nT 0 , (n + 1)T 0 ] with any n ∈ N and T 0 in Lemma 4.1 that
and 6) where ν 0 is a constant such that ν M ≥ ν 0 for all v ∈ R 3 and [ρ, u, θ] ∈ X ǫ . To prove (4.5) and (4.6), we only consider the case n = 0, n ≥ 1 being similar. To do this, along the stochastic cycles, we first have for
with
We as follows estimate I n (1 ≤ n ≤ 8) term by term. First of all, it is straightforward to see that
Next, in light of Lemma 4.1, one has
We now conclude from (4.7) and the above estimates for I 2 , I 3 , I 4 , I 6 , I 7 and I 8 that
We compute next the delicate terms I 9 and I 10 . By splitting the time integration into a "small part" compared with ǫ and a "remainder part" which ensures an invertible variable transformation, one has
It follows from direct calculations and Lemma 4.1 that the "small part" in I 9 and I 10 above can be controlled by
For the "remainder part", we further decompose the velocity integration into a suitable "bounded domain" and a "unbounded domain". For the "bounded domain", one can transform the
norm which have been constructed in Lemma 3.2 in Section 3, while the "unbounded domain" will be majorized by the decay property of the operator K M,w , cf. Lemma 7.4. To be more specific, we split
The difference K M,w − K w,m would lead to a small contribution in I 9,1 and I 10,1 as, for
Plugging the above small contributions into (4.8) and noticing that K w,m is bounded, we arrive at
(4.9)
Let us now denote (t
, and define a new back-time cycle as
We then iterate (4.9) to get a more elaborate estimate as
Notice that the Jacobian determinants
In 
Thus, (4.5) and (4.6) are valid. Finally, using (4.5) n times gives
. . .
Notice that
Combining the above estimate with (4.5), for t ∈ [nT 0 , (n + 1)T 0 ], and absorbing the last term, one has 
where we used 
L 3 estimates
In this section, we deduce a crucial L 3 estimate of the macroscopic part P M 0 R, such an estimate plays a significant role in controlling the nonlinear operator Q(P
) be a function satisfying the transport equation
in the sense of distributions, with
Let ψ e be a test function that decays very quickly as |v| → ∞. Then it holds that
With Lemma 5.1 in hand, one can now show by using the technique developed in [9] the following critical estimates.
in the sense of distribution. Then, for α 0 ≤ 1, it holds that
here [a, b, c](t, x), R δ and ψ e,i (1 ≤ i ≤ 5) are given by (3.3), (5.5) and (5.9), respectively. Moreover, We now claim that there exists R(t, x, v) ∈ L 2 (R × R 3 × R 3 ), an extension of R δ in (5.5), such that R| Ω×R 3 = R δ and R| γ = R δ | γ and R| t=0 = R δ | t=0 . (5.6)
In addition, in the sense of distributions on R × R 3 × R 3 , In this section, we will deduce the global existence for the system (3.1) with the aid of the results obtained in previous sections. That is we are going to complete
The proof of Theorem 1. We design the following iteration sequence:
with R 0 = R 0 (x, v). We emphasize that the iteration scheme (6.1) coincides with the linearized equation In addition, we get from Lemma 5.2 that which further implies Xδ(R n+1 )(t) < δ provided R n ∈ Xδ and E (R 0 ), ǫ and κ 0 are suitably small. Indeed E (R 0 ) is small since R 0 = −ǫ −1/2 G 0 = −ǫ −1/2 G(ρ 0 , u 0 , θ 0 ) and
due to Lemma 7.6. We as follows prove the strong convergence of the iteration sequence {R n } ∞ n=0 constructed above. To see this, by taking difference of the equations that R n+1 and R n satisfy, we deduce that
with R n+1 − R n = 0 initially. Repeating the same argument as for obtaining (6.13), we obtain Xδ(R n+1 − R n )(t) ≤ C Xδ(R n ) + Xδ(R n−1 ) + ǫ 2 Xδ(R n − R n−1 )(t).
This implies that {R n } ∞ n=0 is a Cauchy sequence in Xδ forδ suitably small. Moreover, take R as the limit of the sequence {R n } ∞ n=0 in Xδ, then R satisfies 
