Abstract. We prove variation-norm estimates for certain oscillatory integrals related to Carleson's theorem. Bounds for the corresponding maximal operators were first proven by Stein and Wainger. Our estimates are sharp in the range of exponents, up to endpoints. The proof relies on local smoothing estimates for a family of Schrödinger-like equations due to Rogers and Seeger and square function estimates for these equations due to Lee, Rogers and Seeger.
Introduction
Let n ≥ 1 and α > 1 be fixed. Given a Calderón-Zygmund kernel K : R n → R we define a modulated singular integral by
(1.1)
The maximal operator sup u∈R |H (u) f | has been studied in [SW01] , as a generalization of the Carleson operator studied in [Car66] , [Fef73] , [LT00] . For a discrete analogue, we refer to [KL17] . In this paper, we study variational norm estimates for the family {H (u) f } u∈R . If J is a subset of R, and {a u : u ∈ J } is a family of complex numbers indexed by J , then for any 1 ≤ r < ∞, the r-variational norm of {a u } u∈J is defined to be Closely related to it is the jump function of the family {a u } u∈J : For λ > 0, the λ-jump function of {a u } u∈J , namely N λ {a u : u ∈ J }, is defined to be the supremum of all positive integers N, for which there exists a strictly increasing sequence s 1 < t 1 < s 2 < t 2 < · · · < s N < t N , all of which are in J , such that |a ut j − a us j | > λ for all j = 1, . . . , N. For r ∈ (1, ∞) and p ∈ (1, ∞), we will study the L p mapping properties of the maps f −→ V r {H (u) f : u ∈ R} Henceforth f will always be a Schwartz function on R n ; the goal is to establish a priori bounds for all such f . If we take α = 1 and replace |t| by t, then this corresponds to the variational norm Carleson operator, which has been studied in [OST + 12] and [Ura16] . We refer the reader to [Bou89] , [PX88] , [CJRW00] , [CJRW03] , [JSW08] and the references therein for earlier results concerning jump function and variational norm inequalities for other operators arising in harmonic analysis.
Let us assume that K is a homogeneous Calderón-Zygmund kernel, in the sense that
Ω(x) |x| n for some function Ω that is smooth on R n \ {0}, homogeneous of degree 0. We also assume that´S n−1 Ω(x)dσ(x) = 0, where σ denotes the surface measure on S n−1 .
Theorem 1.1. Let α > 1 and n ≥ 1 and K as above. Then for every r > 2 and p ∈ ( 2n 2n−1 , ∞),
The assumption that K is homogeneous is not strictly necessary. It is there to help simplify the presentation of the proof of the theorem.
In the estimate (1.2), if one takes r = ∞, then the V r norm degenerates to an L Moreover, up to endpoints, we show that this is the best we can expect: ) is contained in the interior of the triangle ∆BCD in Figure 1 .
We now briefly describe an outline to the proof of Theorem 1.1. To control the left hand side of the estimate (1.2), we split the contribution into two parts: long variations and short variations. For each j ∈ Z, define the short variation on the u-interval By this lemma, and by Bourgain's argument [Bou89] of passing from jump norms to variation norms (see [JSW08,  Section 2]), to prove Theorem 1.1, it suffices to prove the following two propositions. The proof of Proposition 1.4 depends on a jump function inequality of Jones, Seeger and Wright [JSW08] that is based on a Lépingle inequality for martingales. The proof of Proposition 1.5 depends on a square function estimate of Lee, Rogers and Seeger [LRS12] , as well as a local smoothing estimate of Rogers and Seeger [RS10] .
Organisation of the paper. In Section 2 we state a few preliminary results. In Section 3 we control long jumps, that is, we will prove Proposition 1.4. The proof of Proposition 1.5 will be split into two parts. In Section 4 we prove Proposition 1.5 in two special cases, namely n ≥ 2, p > 2(n+2) n , and n ≥ 1, p > 2. These are the main cases to be considered. In Section 5 we indicate the modifications necessary to prove the remaining case of Proposition 1.5, namely n ≥ 2 and
. The proof of Theorem 1.2 is in Section 6. In the appendices, we provide the proof of two auxiliary results.
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Prerequisites
We recall a jump function inequality for dyadic dilations from [JSW08, Theorem 1.1]. It is a consequence of the more classical Lépingle inequality for martingales.
Proposition 2.1 (Jones, Seeger and Wright [JSW08] ). Let σ be a compactly supported finite non-negative Borel measure on R n , whose Fourier transform satisfies
for all 1 < p < ∞, uniformly in λ > 0.
We will apply this Proposition as follows. Let S be a non-negative smooth function with compact support in [−1, 1] n and´R n S(x)dx = 1. For k ∈ Z and any Schwartz function f on R n , let
for all 1 < p < ∞, uniformly in λ > 0. (Note that S(0) = 1 and S(ξ) decreases rapidly to zero as |ξ| → ∞. So later it helps to think of S(ξ) as localized to |ξ| 1, and interpret S k f as a localization of f to frequency 2 k .)
Next, let {c ℓ } ∞ ℓ=1 be a complex sequence with c ℓ = O(2 −αℓ ) for some α > 0. LetS k be the operator defined byS
We will use (2.1) to prove that
for all 1 < p < ∞, uniformly in λ > 0. Recall the definition of the jump norm
It is the supremum of all positive integers N, for which there exists a strictly increasing sequence s 1 < t 1 < s 2 < t 2 < · · · < s N < t N , all of which are in Z, such that
for at least one ℓ ≥ 1 (because otherwise the reverse inequality holds for all ℓ ∈ N, and triangle inequality gives
ℓ λ ≤ λ/2 in view of the sizes of c ℓ 's, contradicting (2.4)). Hence
This further implies
This finishes the proof of the estimate (2.3).
Next, let F (u) be an L 2 function on R whose Fourier transform F (ξ) is supported on the set |ξ| ≤ 1. Such an F is sometimes said to be in a Paley-Wiener space. An inequality of Plancherel and Polya says that for any such F and any p ∈ [1, ∞), we have
where C p is a constant independent of F . This holds because if F is supported on |ξ| ≤ 1, then F is essentially a constant on every interval of length one (see also [You01] for an alternative proof based on complex analysis). From (2.5) we can deduce the following variational norm estimate (see also [JSW08] ):
Proposition 2.2. Let F (u) be a function on R whose Fourier transformF (ξ) is supported on the set {|ξ| ≤ λ}. Then for every 1 ≤ p < ∞, we have
6)
with a constant A p depending only on p.
Proof. By a simple rescaling, we assume that λ = 1. Now let k ∈ N, and u 1 < · · · < u k be a strictly increasing sequence in R. We let k 0 = 1, n 1 = [u k 0 ] for the integer part of u k 0 , and let k 1 be the largest integer such that u k 1 < n 1 + 1. If k 1 < k, we let n 2 = [u k 1 +1 ], and let k 2 be the largest integer such that u k 2 < n 2 + 1. Clearly this process will terminate in finitely many, say m, steps. In this way we collect the points u 1 , . . . , u k into intervals [n 1 , n 1 + 1], [n 2 , n 2 + 1], . . . , [n m , n m + 1] of length at most 1. Now for r = 1, . . . , m − 1, we have, by the triangle inequality, that
This shows that
But by the mean-value theorem, for r = 1, . . . , m, we have
and the bracket in the last line is ≤ 1 since we have the elementary inequality
whenever t 1 , . . . , t s ≥ 0 and 1 ≤ p < ∞. Now since F is supported on |ξ| ≤ 1, Bernstein's inequality implies that
This completes the proof of (2.6).
Long jump estimates
Our goal in this section is to prove Proposition 1.4. Indeed we will prove something slightly stronger, including the case 0 < α < 1.
uniformly in λ > 0. Here H (2 kα ) is defined as in (1.1).
First we decompose H (2 kα ) into
In the term H k,−∞ f , we are integrating over small t, and the exponential e i2 kα |t| α is approximately 1. This motivates us to further decompose H k,−∞ , as
For the other term, we decompose
The former term in (3.2) is a truncated singular integration. We have:
Hence it remains to estimate the jump norms of
To do so, we carry out a Littlewood-Paley decomposition. For each ℓ ≥ 0, apply
Notice that S k−ℓ f is approximately constant on physical scale 2 −k+ℓ . Thus H k,ℓ S k−ℓ f is almost just a multiple of S k−ℓ f . This motivates us to further decompose
is a constant. Here we used that K is homogeneous. Hence
The contribution from the first term to the desired jump norm can be controlled using (2.3), once we observe that c ℓ = O(2 −αℓ ). To handle the latter two terms, we use a square function. It suffices to show that
To establish these, we apply a finer frequency decomposition. Let
so that
By the triangle inequality, to prove (3.4) and (3.5), it suffices to prove the existence of some constant γ > 0, such that
for every j, ℓ ≥ 0 and every 1 < p < ∞. (Throughout the paper, we use γ to denote a positive real number that might vary form line to line.)
Now each of these estimates (3.6) and (3.7) holds for 1 < p < ∞ without the small factors on the right, since |H k,ℓ f | Mf where M is the Hardy-Littlewood maximal operator on R n , allowing one to invoke the Fefferman-Stein vector-valued inequality for the maximal function [Ste93, Chapter II.1]. Hence by real interpolation, it suffices to prove the case p = 2. This follows respectively from the following pointwise estimates: Fix α > 0, α = 1 and ℓ ∈ N. Let m ℓ (ξ) be the multiplier defined by
Letm ℓ (ξ) be the multiplier defined bỹ
Then (3.6) and (3.7) with p = 2 follows from
So the key becomes certain pointwise estimates of certain multipliers. We need the following lemma, which is a consequence of the van der Corput lemma (details omitted):
Lemma 3.3. We have
In particular,
Moreover,
for |ξ| ≤ 1, 1 for |ξ| ≥ 1.
We are ready to prove (3.8). The estimate is invariant upon replacing ξ by 2ξ, hence we only need to prove it when |ξ| ≃ 1. Let's look at the first term on the left hand side of (3.8). When k ≤ 0, we bound |m ℓ (2
Summing over k ≥ 0, we obtain 2 −γ(ℓ+j) for some γ > 0. This finishes the proof of the first half of (3.8).
Next we turn to the second term on the left hand side of (3.8). What we need to prove can also be written as
We work on two different cases. Let C α > 0 be a large constant. Assume that we are in the case j ≥ C α ℓ. We bound the left hand side of (3.11) by
Here for the case k ≥ 0 we applied (3.9), and for the case k < 0 we applied (3.10). Finally, we assume that 0 ≤ j ≤ C α ℓ. We bound the left hand side of (3.11) by
Here in both cases k ≥ 0 and k < 0 we applied (3.9).
Short jump estimates for large p
In this section we prove Proposition 1.5 for all sufficiently large values of p. More precisely, we prove
This proves Proposition 1.5 when n = 1. In the next section, we extend (4.1) to all p ∈ (
That would complete the proof of Proposition 1.5 when n ≥ 2.
The main input to our proof of (4.1) under conditions (4.2) or (4.3) is a square function estimate, due to Lee, Rogers and Seeger [LRS12] :
Proposition 4.1 (Lee, Rogers and Seeger [LRS12] ).
(1) Let p ≥ 2 and λ > 1. Then for any compact time interval I,
(2) Let n ≥ 2, p > 2(n+2) n and λ > 1. Then for any compact time interval I,
We will apply the above estimates with λ = α ′ (remember α > 1). In addition, we will need a local smoothing estimate, due to Rogers and Seeger [RS10] :
, ∞) and λ > 1. Then for any compact time interval I,
We will only need to use Proposition 4.2 when n = 1. Indeed we do not need its validity for the whole indicated range of p; we just need to know the existence of some p 0 < ∞ such that (4.4) holds whenever p > p 0 . This is easy to prove when p 0 = 6, the Tomas-Stein exponent, using the decoupling inequalities recently proved by Bourgain and Demeter [BD15, BD17] . We provide a proof in Appendix A.
Recall that we are interested in the variation of H (u) f (x) where u is restricted to the range [2 jα , 2 (j+1)α ] for some j ∈ Z. To estimate this, we decompose the kernel e iu|t| α K(t) into a part where oscillation plays no role, and a part where the oscillation becomes important. More precisely, for ℓ ∈ Z, let
where ϕ ℓ (t) = 2 −ℓn ϕ 0 (2 −ℓ t), and ϕ 0 (t) is radial, smooth and compactly supported on an annulus {|t| ≃ 1} so that ℓ∈Z ϕ ℓ (t) = 1. When u ≃ 2 jα , |t| ≃ 2 ℓ , the phase e iu|t| α in (4.5) is approximately 1 precisely when j + ℓ < 0. Thus it makes sense to decompose
and expect that those ℓ < 0 in the above sum contribute terms that can be handled without using much oscillation. This reduces our problem to showing that
To do so, we introduce a Littlewood-Paley decomposition in the x variable (namely I = k∈Z P k ), and further decompose
for each k, ℓ ∈ Z, and sum the estimates at the end. First there are two simple estimates for (4.9). One way to estimate (4.9) is to bound the V r j norm by the V 1 j norm, which in turn is bounded by theẆ
where M is the Hardy-Littlewood maximal function, so by the Fefferman-Stein inequality and Littlewood-Paley inequality, we have
Similarly, recall that´| t|=R K(t)dσ(t) = 0 for all R ∈ (0, ∞). Since ϕ was chosen to be radial, we haveˆR
, we could have as well computed the V r j norm of
This expression is equal tô
The variational norm of this expression is controlled by itsẆ 1,1 norm in the u interval [2 jα , 2 (j+1)α ], which in turn is controlled by
whereP j+k is a variant of the Littlewood-Paley projection P j+k , so arguing as before, we see that
We can sum (4.11) over all pairs (k, ℓ) with ℓ ≤ − k 2(α+1) and k ≤ 0. We can also sum (4.10) over all (k, ℓ) with ℓ ≤ − k 2(α+1) and k ≥ 0. Thus it remains to bound (4.9) when
and sum over all such pairs of (k, ℓ). We proceed as follows. First we look at H (u) ℓ−j P j+k f (x) in terms of its multiplier:
The multiplier is an oscillatory integral in t involves a phase φ(t) = t · ξ + u|t| α , which (assuming u ≃ 2 αj and ξ ≃ 2 j+k ) has a critical point in the annulus {|t| ≃ 2 ℓ−j } if and only if 2 k+ℓ ≃ 2 ℓα , i.e. if and only if k = ℓ(α − 1) + O(1). In that case, using stationary phase (see e.g. [Ste70] Chapter VIII.5.7 or [Sog93] Theorem 1.2.1), the multiplier can be written as
, and ψ ∈ C ∞ c with support on the annulus 1/2 ≤ |ξ| ≤ 2. If there were no critical points in the annulus {|t| ≃ 2 ℓ−j }, then the multiplier is simply
where e(·) ∈ S −∞ (R n+1 ). The above motivates us to consider three cases separately (under our earlier standing assumption (4.12)):
We first consider Case 1. Our goal is to bound (4.9) given k and ℓ as in Case 1. We will show essentially that if r ∈ [2, ∞) then
for any q ∈ [2, r] and any p ∈ [1, ∞]. Let's temporarily write g = P j+k f . As a function of u, H (u) ℓ−j g has frequency morally supported on the annulus of size ≃ 2 (ℓ−j)α centered at the origin. Thus we introduce Littlewood-Paley projections in the u variable (denoted by P (2) ) and estimate
α ]. The first term on the right hand side of (4.16) is the main term, and can be estimated using Proposition 2.2: it is bounded by
Since r ≥ q, the above can in turn be bounded by the Bernstein inequality by
By changing variable in u, this is just
Hence the contribution of the first term of (4.16) to the left hand side of (4.15) is bounded by
Since r ≥ q, we have ℓ r norm bounded by ℓ q norm, hence the above is bounded by the right hand side of (4.15). On the other hand, for the second term on the right hand side of (4.16), since k > 0, one can integrate by parts using that P (2) (ℓ−j+k)α [. . . ] vanishes to infinite order at 0, and obtain
for any positive integer N, whereP (2) is a Littlewood-Paley projection similar to P (2) , andH u ℓ−j is the same as H (u) ℓ−j defined in (4.5), except that the cutoff ϕ is replaced by a smooth multipleφ of ϕ. Hence by repeating the above argument, and summing the additional convergence factors 2 −kαN that we gained in (4.17), the contribution of the second term of (4.16) to the left hand side of (4.15) is bounded by
(4.18)
SinceH and H satisfies the same estimates, we will not distinguish the two, and pretend that (4.18) is also bounded by the right hand side of (4.15). Now fix k, ℓ as in Case 1, i.e. fix k, ℓ ≥ 0 with k = ℓ(α − 1) + O(1). The multiplier for H (2 jα u) ℓ−j P j+k f is given by (4.13). For u ∈ R, letm u (ξ) be the multiplier
where a ∈ S −n/2 (R n+1 ), e ∈ S −∞ (R n+1 ) are as in (4.13). Then the multiplier of the
, where e κ ∈ S −∞ (R n ) uniformly for every κ ∈ cZ. This shows
by the Hörmander-Mikhlin multiplier theorem, with an implicit constant independent of κ. This is further bounded by 2
since we are in Case 1, where k = ℓ(α − 1) + O(1). We apply Proposition 4.1 with g in place of f , and obtain
We get a better decay if a κ (2 ℓ ξ)e
above is replaced by e κ (2 ℓ ξ). Summing over κ, and simplifying the exponent in case n ≥ 2, we get
But recall that the multiplier of the operator χ(u)H (2 jα u) ℓ−j P j+k is preciselym u (2 −j ξ). By scale invariance, we have
and n ≥ 2 (4.20)
for all j ∈ Z, where the implicit constants are independent of j. Considering the L ∞ norm of the multipliers, we also get
We can now estimate the right hand side of (4.15) when q = 2, using the following proposition:
Proposition 4.3. Let I ⊂ R be a compact interval. Let {m u (ξ) : u ∈ I} be a family of Fourier multipliers on R n , each of which is compactly supported on {ξ : 1/2 ≤ |ξ| ≤ 2}, and satisfies sup u∈I |∂ τ ξm u (ξ)| ≤ B for each 0 ≤ |τ | ≤ n + 1 for some constant B. For u ∈ I and j ∈ Z, write T u,j the multiplier operator with multiplierm u (2 −j ξ). Fix some p ∈ [2, ∞). Assume that there exists some constant A such that sup
for both s = p and s = 2. Then
This proposition was stated without proof on p.6737 of Jones, Seeger and Wright [JSW08] . It is a vector-valued analog of Theorem 1 of Seeger [See88] , and we provide a proof of this proposition in the appendix for the convenience of the reader. Now if n ≥ 2 and p > 2 + 4 n , we apply the proposition with A = 2 −ℓα/2 2 −ℓαn/p , B = 2 ℓN for some large positive integer N depending only on α. Thus we get
if n ≥ 2 and p > 2 + 4 n for any ε > 0. In view of (4.15) with q = 2 there, this shows
Note that the power of 2 here is negative. So this estimate can be summed over all ℓ ≥ 0, and this gives the bound for (4.9) when n ≥ 2, p > 2 + 4 n and r ∈ (2, ∞) for k, ℓ as in Case 1.
On the other hand, if n = 1 and p ≥ 2, we apply the proposition with A = 2 −ℓα/2 and B = 2 ℓN for some large positive integer N depending on α. We obtain
for any ε > 0. In view of (4.15) with q = 2 there, this shows
This is not good enough to be summed over all ℓ ≥ 0 yet, so we need to gain a slightly better decay in ℓ. This is achieved via the local smoothing estimate Proposition 4.2: Indeed consider ˆR
We first use Fubini's theorem to interchange the integral, and use Hörmander-Mikhlin multiplier theorem (for each fixed u) to get rid of the multiplier a(2 ℓ ξ, 2 ℓα u). Since k = ℓ(α − 1) + O(1), this gives
+ better error.
Thus Proposition 4.2 applies, and when k ≥ 0 we have
But recall that the multiplier of the operator χ(u)H (2 jα u) ℓ−j P j+k is preciselym u (2 −j ξ). By scale invariance, and remembering that k = ℓ(α − 1) + O(1), we have
Note that the power of 2 on the right hand side is negative here. Replacing f byP j+k f , taking ℓ p j norm on both sides, and using Littlewood-Paley inequality (remember p ≥ 2), we get
In view of (4.15) with q = r there, this shows
(4.23)
Interpolating (4.23) against (4.22) using complex interpolation, we get
where γ = γ(p, r) is a positive constant. This can be summed over all ℓ > 0, and this gives the bound for (4.9) when n = 1, p > 2 and r ∈ (2, ∞) for k, ℓ as in Case 1.
Next we estimate (4.9) for k, ℓ as in Case 2. Fix k, ℓ such that k > ℓ(α − 1) + C for some positive constant C. The multiplier for H (2 jα u) ℓ−j P j+k f is given by (4.14). For u ∈ R, letm u (ξ) be the multiplier
where e ∈ S −∞ (R n+1 ) are as in (4.13). Then the multiplier of the operator χ(u)H (2 jα u) ℓ−j P j+k is preciselym u (2 −j ξ). Since k > ℓ(α − 1) + C, for any N ∈ N, we can writẽ
for some symbolẽ N ∈ S −∞ (R n+1 ). Thus repeating the proof of (4.22), we get
whenever one of the following conditions is fulfilled: n = 1, p ≥ 2 and r ∈ [2, ∞); or n ≥ 2, p > 2 + k > ℓ(α − 1) + C and the standing assumption (4.12), and this gives the bound for (4.9) for such p, n, r for all k, ℓ as in Case 2.
Finally we estimate (4.9) for k, ℓ as in Case 3. Fix k, ℓ such that k < ℓ(α − 1) − C for some positive constant C. The multiplier for H (2 jα u) ℓ−j P j+k f is given by (4.14). For u ∈ R, letm u (ξ) be the multiplier
whenever one of the following conditions is fulfilled: n = 1, p ≥ 2 and r ∈ [2, ∞); or n ≥ 2, p > 2 + 4 n , and r ∈ [2, ∞). This can be summed over all k, ℓ that satisfies k < ℓ(α − 1) − C and the standing assumption (4.12), and this gives the bound for (4.9) for such p, n, r for all k, ℓ as in Case 3.
We have thus completed the proof of (4.1) for those p, n, r stated there.
Short jump estimates for p ≤ 2
In this section, we establish , n ≥ 2, and r ∈ [2, ∞) as claimed at the beginning of the last section.
The key here is the following square function estimate.
Proposition 5.1. Let n ≥ 2, 1 < p ≤ 2 and λ > 1. Then for any compact time interval I,
).
The proof of this proposition is postponed to the end. Let now 2n 2n−1 < p ≤ 2, n ≥ 2, and r ∈ [2, ∞). We proceed to establish (5.1). As in Section 4, we decompose H (u) f as in (4.6) and (4.8), and estimate (4.9) for every k, ℓ ∈ Z. (4.10) and (4.11) still hold under our current assumptions of p, n, r, and these can be summed whenever ℓ ≤ − k 2(α+1)
. Thus it remains to consider pairs of (k, ℓ) for which (4.12), and we still divide into Cases 1, 2, 3 as before. We will only treat Case 1 here which is the main case; an easy adaptation of this argument gives Cases 2 and 3.
So let ℓ ≥ 0 and k = ℓ(α − 1) + O(1). By (4.15) with q = 2, the left hand side of (5.1) is bounded by
We analyze the multiplier of H (2 jα u) ℓ−j P j+k as before, but in (4.19) we use Proposition 5.1 instead of Proposition 4.1 (since now p ∈ ( 2n 2n−1 , 2)). So instead of (4.20), we get
uniformly in j ∈ Z. Thus we apply Proposition 4.3 with A = 2 −ℓαn/p ′ and B = 2 ℓN for some large integer N depending only on α. This gives
for all ε > 0. Continuing from (5.2), we see that the left hand side of (5.1) is bounded by
Since p ∈ ( 2n 2n−1 , ∞), the above exponent of 2 is negative if ε is sufficiently small. Thus we can sum over all ℓ ≥ 0 in this case, establishing the bound for (4.9) for all k, ℓ in Case 1. A similar argument establishes a bound for (4.9) for all k, ℓ in Cases 2 and 3. This completes the proof of (5.1), modulo the proof of Proposition 5.1.
Proof of Proposition 5.1. We will prove a slightly more general result. Let us write
Theorem 5.2. Let I be a compact interval not containing 0. If λ > 1, β = nλ/2 and γ ∈ R, then
i.e. T maps the Hardy space
). This implies Proposition 5.1 via complex interpolation. Recall that an H 1 atom of radius r is a bounded function a on R n that is supported in a ball of radius r and satisfies a ∞ ≤ r −n and´R n a = 0. The Hardy space H 1 (R n ) is a Banach space defined consisting of functions of the form f = j c j a j with j |c j | < ∞, where the (a j ) j are H 1 atoms. Its norm is defined as
where the infimum is taken over all atomic decompositions of f = j c j a j . All implied constants may depend on λ, β, n, I, but not on f, γ, x, u. To prove the theorem it suffices to show that
holds for every H 1 atom a of radius r. We may assume the support of a to be centered at the origin.
For j > 0, let P j denote the usual Littlewood-Paley projection with P j f = ψ j f , ψ j centered at 2 j . Let P 0 f = ψ 0 f such that
For j ≥ 0 we denote by ψ j a smooth positive function that equals one on the support of ψ j and whose support is contained in a small neighborhood of the support of ψ j . Define
Before we begin, we record the following pointwise estimates for K (j)
u (x). From estimating the second derivative of the phase we obtain
Estimating the first derivative of the phase we obtain
for all N ≥ 0. Note that these estimates are uniform in u ∈ I. Let us prove the main estimate (5.4). The first step is to apply the triangle inequality:
We will estimate the summand in two different ways:
These estimates immediately imply (5.4).
To prove (5.7) we first split up 1 the integral in x:
We claim that I N 2 −jN . Indeed, we see from (5.6) that
which implies the claim (by changing N). To estimate the second part we use the Cauchy-Schwarz inequality:
Then we have by Fubini and Plancherel that
as desired (we used that β = nλ/2). This proves (5.7).
It remains to show (5.8). We first prove the following claim.
To see this replace ψ j by ψ j in the definition of K (j) u and call the resulting kernel K
It is clear that K (j)
u satisfies the same pointwise estimates (5.5), (5.6) (possibly with larger constants). Thus there exists a positive function w j on R n such that w j 1 1 and
n and u ∈ I. As a consequence,
Using (5.9) we obtain II sup
By the mean zero property of a and the mean value theorem we have
This implies
6. Counterexample: Proof of Theorem 1.2
Let ϕ be a smooth test function supported in the annulus 1/2 ≤ |ξ| ≤ 2 and define
We claim that plugging in f k into the estimate (1.2) and letting k → ∞ we obtain the claim. On the one hand clearly,
On the other hand we claim that
Letting k → ∞ we see that we must have
For simplicity we will verify this only in the case n = 1, K(t) = p.v.1/t, α = 2. The general case can be treated in the same manner. In this case (6.1) takes the form
We can choose ϕ such that
for all t = 0, where ϕ j (t) = 2 −j ϕ(2 −j t). By Fourier inversion we have
(Keep in mind that I j also depends on k, x, u.) Let us take u ∈ [1, 2]. Then the phase of the oscillatory integral in t has no critical points if |j| > 10. This motivates us to set
In order to verify (6.2) it suffices to show that
We begin with the proof of (6.3). Write
where ρ(t) = |j|≤10 ϕ j (t). Note that the phase of the integral in t has a critical point at t c = ξ 2u
. By the principle of stationary phase [Ste70] we havê
Here c 0 , c 1 are absolute constants. Let us pretend that c 0 = c 1 = 1. Thus the main contribution to I main isˆe i2 2k (xξ+ξ 2 u −1 ) a(ξ, u)dξ,
Note that the u-derivative of the error term coming from stationary phase is also O(2 −2k ). Therefore that term contributes only O(2 −2k ) to the variation norm and we can ignore it. From another application of the stationary phase principle we see that the previous can essentially be written in the form 2
where
which implies the claim (6.3) (the contribution of b(u) is negligible). It remains to treat I err . Compute
Observe that if x ∈ [2 k , 2 k+1 ], |t| ∈ [1/2, 2] and |j| > 10 we have
Since ϕ decays rapidly, we obtain
for every N ≥ 1. Taking N large enough (N = 3 suffices) we obtain (6.4).
Appendix A. Proof of a local smoothing estimate
Our proof relies on a local smoothing estimate for the Schrödinger equation, due to Rogers and Seeger [RS10] . However, we did not make use of their full result, in the sense that we only worked with p > 2 + 4 n , compared with the larger range p > 2 + 4 n+1 they have. Moreover, as we are not aiming at any end-point result, we also allow an ǫ-loss in the Sobolev exponent. In this section, we will provide a proof of the local smoothing estimates we need, relying on the l 2 -decoupling theorem due to Bourgain and Demeter [BD15, BD17] .
, for an arbitrarily small ǫ > 0.
Supposef (ξ) is supported on the k-th annulus, that is |ξ| ≈ 2 k . It suffices to prove
Let χ : R n → R be a non-negative smooth bump function supported on 1 ≤ |ξ| ≤ 2. Define
To prove (A.1), it suffices to prove
for every R ≥ 1.
We fix some notation. For a ball B R ⊂ R n of radius R, we will let B + R to denote the ball B R × [−R, R] in R n+1 . For a ball B ⊂ R d (d will be taken to be either n or n + 1), we define the associated weight
Here c B denotes the center of B and r B its radius. To prove (A.2), by a localisation argument, it suffices to prove that
2 many cubes of side length R −1/2 . Call one such piece θ. Introduce a partition of unity
Bourgain and Demeter's decoupling inequality [BD15, BD17] says that
We connect the L p norm of E θ f with its L 2 norm. When p = 2, we have
When p = ∞, we have
Here f θ =f · χ θ . Hence by interpolation, we have
By Hölder's inequality, we obtain
This estimate, combined with (A. for each x ∈ R n , where the supremum is over all cubes Q containing x. Also define the sharp function F ♯ of F by
where F Q = ffl Q F (y)dy; again the supremum is over all cubes Q containing x. We have the following lemma about F ♯ :
and
We give a proof of this lemma at the end.
where in the last inequality we invoked the lemma with p 0 = 2. Note that for a.e.
for some cube Q x containing x; we may choose Q x such that the side length of Q x is 2 r(x) for some integer r(x). Then we split
where N is a positive integer to be chosen; here
(we used assumption (4.21) in the second inequality, p ∈ [2, ∞) in the third inequality, and Littlewood-Paley inequality in the last). Also, when H j = P j f , we have
) gives the desired conclusion of the proposition. It remains to prove (B.1) and (B.2).
To prove (B.1), we interpolate between p = 2 and p = ∞. Indeed, we prove
4) The desired estimate (B.1) then follows by complex interpolation and linearizing σ 1 .
The estimate (B.3) follows since
where M is the standard (scalar-valued) Hardy-Littlewood maximal function on R n . Hence
To prove (B.4), note that for each x ∈ R n , we have, from (B.5), that
with constants uniform in x. This gives (B.4). Next, to prove (B.2), we will prove
7) The desired estimate (B.2) then follows by complex interpolation and linearizing σ 2 .
To prove (B.6), note that
one can conclude that
which gives (B.6) upon a further change in the order of the norms on the right hand side. Now we proceed to prove (B.7). For each x ∈ R n , we decompose H j (y) = (χ 2Qx H j )(y) + (χ (2Qx) c H j )(y) for all y ∈ R n . Then we plug this back into the formula for σ 2 (H, x). We find that 
where in the last inequality uses the estimate (B.8). Then
. Next we estimate II(x). Let K u,j be the convolution kernel of T u,j . Then uniformly for x ∈ R n . Indeed, suppose y, z ∈ Q x , and j + r(x) > −N. Then On the other hand, if y, z ∈ Q x , and j + r(x) < −N, then Summing over j such that j + r(x) > N and j + r(x) < −N respectively, we see that (B.9) follows. Finally, it suffices to observe that 
II(x)
Invoking (B.9) yields
which together with our earlier estimate about I(x) L ∞ (R n ) gives (B.7).
Proof of Lemma B.1. The key is a relative distribution inequality. Fix the Banach space B. For any n ≥ 1, we claim that there exists b n ∈ (0, 1), such that for any b, c > 0 with b ≤ b n , we have |{x ∈ R n : MF (x) > α, F ♯ (x) ≤ cα}| n c|{x ∈ R n : MF (x) > bα}| If this is true, then by taking c sufficiently small, we can use Lemma 2 of Chapter IV.3.5 of Stein's Harmonic Analysis (see also the Remark on the bottom of p.152 there) and conclude the proof of Lemma B.1. To prove the above relative distributional inequality, let b ∈ (0, 1) first. Let F ∈ L p (R n , B). Decompose the open set {x ∈ R n : MF (x) > bα} into an essentially disjoint union of Whitney cubes {Q}, so that the distance of each Q from the complement of this set is bounded by 4 times the diameter of Q. Now since {x ∈ R n : MF (x) > α, F ♯ (x) ≤ cα} is a subset of {x ∈ R n : MF (x) > bα}, we just need to show that for each Whitney cube Q as above, we have |{x ∈ Q : MF (x) > α, F ♯ (x) ≤ cα}| n c|Q|.
This inequality would be trivial if the set on the left hand side were empty. So let's assume there exists a point x 0 ∈ Q such that F ♯ (x 0 ) ≤ cα. Now letQ be any cube that intersects Q and that has diameter at least that of Q. Then 20Q will contain a point y where MF (y) ≤ bα. Hence fflQ |F | B ≤ 20 n bα for all such cubesQ. If x ∈ Q and MF (x) > α, then by taking b < 20 −n , we see that M(F χ 3Q )(x) > α. We also have ffl whose measure is bounded by
where C n is the constant arising in the weak-type (1,1) bound of M :
. This proves the desired relative distributional inequality.
