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Let X,.X,...., be independent, identically distributed random variables. Suppose 
that the linear forms L, = C,zi a,X, and L, = JJ,E, bjXj exist with probability one 
and are identically distributed; necessary and sufficient conditions assuring that X, 
is normally distributed are presented. The result is an extension of a theorem of 
Linnik (Ukrainian Math. J. 5 (1953), 207-243, 247-290) concerning the case that 
the linear forms L, and L, have a finite number of nonvanishing components. This 
proof only makes use of elementary properties of characteristic functions and of 
meromorphic functions. Tl1985 Academic Press, Inc. 
1. INTRODUCTION AND RESULTS 
Let x, ) x, ,...) be independent random variables with common distribution 
function F(x) and the characteristic functionf(t). We consider the two sums 
L, := z ajJTj and L, := f bjXj 
j==l j=l 
and assume that these linear forms exist (with probability one). Supposing 
that L, and L, are identically distributed we present conditions assuring that 
Xj are normally distributed random variables. We are going to give 
extensions of a well-known result of Linnik (see [4 or 3, Theorem 8.3.31) 
concerning the case in which L, and L, have a finite number of 
nonvanishing components. The proof of our result given below is by far 
simpler than Linnik’s original proof and also the modified proof of Zinger 
(see [l, Chap. 21). N amely, we use only elementary properties of charac- 
teristic functions and of meromorphic functions. 
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In order to formulate our result we introduce the real function 
G(x) := F lujl-*- z IbjJ” 
j=l j=l 
which is defined in (-co,,,), where 
p := sup x: 9 ((aj(-X + ]LJ-“) < co . 
I j=l i 
If F is not degenerate the existence of L, and L, implies that G(-2) exists 
(see [6, Theorem 7.1.21) and therefore p 2 -2. Obviously, we have p = 03 if 
L, and L, have only a finite number of nonvanishing components; otherwise 
p 5 0 because G(x) does not exist at x = 0, hence p E [-2, O] u{ cc }. The 
absolute moment of F of order 2 will be denoted by WZ*,~. 
Our method of proof requires that G(u) and 1: tU-’ log If( dt exist 
finitely for some u > - 2. Therefore we take into consideration only the 
family 5, of distribution functions given by 
5, := the class of all distribution functions if p = co 
:= the class of all distribution functions with 
absolute moment of some positive order > -p if p E (-2,0]. 
Our method of proof fails if p = -2. Further we put 
1, := card{j: ]ajl = c) and 1, := card{j: ]bj] = c), 
where c:= max(] aj], (b,l). 
The purpose of this paper is to derive 
THEOREM 1.1. For the sequences {uj} and {bj} we assume the following 
three conditions: 
(i> 1, f 1,; 
(ii) all negative roots x of G which are even integers have a 
multiplicity not exceeding 2. There exists at most one double root of this kind 
and in this case it is the smallest real root of G and moreover, the integer 
1x1/2 is odd. 
(iii) G can have at most one root x < 0 which is not an even integer. If 
such a root exists then it is simple and the smallest; further the integer 
[1x1/2] is odd. 
Under these conditions we have the following statement: If 
(A) F E ij,, L, and L, are identically distributed then 
(B) F is an arbitrary normal distribution function (possibly 
degenerate). 
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Remark. A result of Marcinkiewicz (see [ 7 or 6, Theorem 7.1.11) tells us 
that (B) follows from (A) if F has all moments and G f 0. In our theorem 
the assumption concerning the moments of F is weakened. Our plan amounts 
to using Marcinkiewicz’s theorem. Namely, we intend to show that F 
possesses all moments if (i), (ii), (iii), and (A) are satisfied. 
Finally, we emphasize the fact that the conditions (ii) and (iii) have quite 
different forms. This is caused by differences in the properties of log If(t)1 
and log”’ If(t)\ (provided that the derivative of order I exists). In particular, 
the function log If(t) 1 does not change its sign in any interval where it is 
uniquely defined, but this is not so with log”’ If(t)]. 
COROLLARY. For the equivalence of (A) and (B) it is suflcient that the 
following four conditions be satisfied: (i), (ii), (iii), 
(iv) 
We omit the proof in view of its simplicity. Now we can formulate an 
extension of Linnik’s result mentioned above. 
THEOREM 1.2. Suppose that (i) is true. For the equivalence of (A) and 
(B) it is necessary and suflcient that the three conditions (ii), (iii), and (iv) 
be satisfied. 
Remarks. (1) If p = oo then the assumption FE 5, is no restriction and 
Theorem 1.2 reduces exactly to Linnik’s result. In similar way as in Linnik’s 
publications (see [4] or [ 1, Lemma 2.4.21) it can be established that the 
conditions (ii) and (iii) are necessary for the equivalence of (A) and (B). 
Moreover, it can be easily shown that (iv) is necessary. For these reasons we 
omit the proof of Theorem 1.2. 
(2) The arguments carry over to the functional equation considered by 
Ramachandran and Rao (see [8,9, or [ 1, Chap. 5]), namely: f(t) is a 
characteristic function nonvanishing on (-00, 00) and satisfying the equation 
IO (f (aj t>jY’ = ,fj (f tbjt)Jsj' 
where the aj, bj are real and the yj, 6, are positive constants. We need only 
redefine G here according to 
G(x)= 2 yj(aj)-“- f SjlbjJ”. 
j= 1 j= I 
(3) If (i) does not hold, then Zinger (see [ 11 or lo]) gives necessary 
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and suffkient conditions for the equivalence of (A) and (B) in case that L, 
and L, have a finite number of nonvanishing components. It is possible to 
show that these conditions are necessary and sufficient if FE ij,, too. 
2. INVESTIGATION ON A FUNCTIONAL EQUATION 
In order to solve our characterization problem it is useful to consider the 
equation 
f g(lajI . t>= E g(lbjI * t, (t 2 o>, (2.1) 
j= I j=l 
where the solution g(t) is supposed to be bounded in every finite interval. 
First, we derive 
LEMMA 2.1. For the sequences {uj] and {b,} we assume (i) and 
f (a; + b;) < 00. 
j=l 
Then there exist constants C > 0 and r > 2 such that 
I g(t)1 5 Ct’ (t 2 1). 
Proof Putting gl(t) :=g(t)/t’ we see by (2.1) that 
~ Ufgl(l~jl ‘t)= f bfg*(lbjI ‘t). 
j=l j=l 
By virtue of (i) we can assume that I, > 0, I, = 0, 
and 
max(lujl) = I 
max(lbjl, lajl < 1) =: b < 1. 
Using Eq. (2.4) and assumption (2.2) we get 
g&) S C, g& . t> 
for some C, > 0 with the function 
g*(t) := sup{1 g,(u)l: 1 =( u 5 t] 
(2.2) 
(2.3) 
(2.4) 
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which is obviously nondecreasing and nonnegative. By iteration we obtain 
for every natural number k, 
In particular, for k = [log t/(-log b)] it follows that 
for some constants C, > 0 and r, > 0. According to the definition of g,(t) 
and g*(t) we obtain (2.3) with C = C, and r = rl + 2. 
Next, we introduce the function 
$(z, A, B) := cB tL-’ g(t) dt, 
“A 
where 0 5A < B 5 00 and z :=x + iy is a complex number. If 
0 < A < B < co then g(z, A, B) (as a function of z) is defined as an entire 
function. For B < co the function g(z, 0, B) is defined on the half plane 
Re z > erg, where ug := inf{x: 16(x, 0, B)I < co} is the abscissa of 
convergence. Since g(t) is bounded in [0, B] we infer Us 5 0. 
Analogously, for 0 < A < co the function b(z, A, a~) is defined only on the 
half plane Re z < yg, where yn. .= sup(x: 12(x, A, co)] < co}. By virtue of 
Lemma 2.1, the case y, = -co cannot occur. It may be easily seen that 
g(z, 0, B) is analytic on Re z > ag and g(z, A, co) is analytic on Re z < yn. 
This way we see also that G(z) is analytic on Re z < p. 
The next theorem contains a basic factorization. 
THEOREM 2.1. Let g(t) be a solution of (2.1), bounded in every finite 
interval. Further, we assume (i), [G(u)1 ( co, and I ~I(u, 0, 1) ( co for some 
u, -2 < u. Then we have 
and 
G(z) i?(z, 0, B) = K&z, B) (Rez=u,B < a~), (2.5) 
G(z)&, 1, co> = -K&z, 1) (Re z < min(u, Y,,,). (2.6) 
where the function 
K,(z,D) := F IajI-‘$(z,Iaj) *D,D) 
j=l 
- f IbjIp’i(z, lbjl * D,D) 
j=l 
is defmed for all z with Re z 5 u and D > 0. 
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Proof: Without loss of generality we may suppose that c = 1. 
(a) First, we assume that 0 < A < B < co. By simple computation we 
getforO<a<l, 
I 
B 
r’-‘g(a * t)dt=a -‘($(z,A,B)+$(z,&A) 
A 
- i(z, uB, B)). (2.7) 
Multiplying (2.1) by tr-‘, where Re z 5 u, integrating from A to B and using 
(2.7) we obtain 
G(z)g?(z,A,B) + K&A)- K&z, B) = 0. (2.8) 
At this we have used the fact that Lemma 2.1 enables us to get the term-by- 
term integration. Finally, we remark that K,(z,A) is defined for z with 
Re z 5 u. Indeed, by assumption $(a, 0, B) and G(u) exist and we have the 
inequality 
lK,(Z,A)l ~ ~ (IUjl-” + lbjl-“) 1 $I(U, O,A)ARer-“. (2.9) 
j= 1 
The statement (2.5) follows from (2.8) and (2.9) as A + 0. 
(b) We show that 
lim K,(z, B) = 0 
B+oO 
(Re z < min(u, Y,,,). (2.10) 
For this purpose it obviously suffices to show that 
L(z,B):= F IajI-L~(z>/Uj(B,B)+O 
j=l 
as B-+ co. If 0 <a < 1, a. B 2 1 then the inequality 
I ,j(z, a . B, 1)l 5 / $I&, 0, l)(u . B)ReZ-u (Rez < u), 
holds. Using this inequality we get 
IL(z,B)I < 2: IUjleRer / gl(Rez, IajlB,B) 
lOjIB> 1 
+B Rez-u I6l(U, 0, 1) z: IUjl-” 
lajlB< 1 
+ I fl (Re z, 1, co) 2 lujJRez 
la/l8 < I 
(2.10’) 
(2.11) 
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for z with Re z < min(u, r,,,). The second and third terms of the right-hand 
side of (2.11) tend to zero as B -+ co ; the first term tends also to zero by the 
dominated convergence theorem, since for \ujl B 2 1 we have $(Re z, 
~U~~B,B)-+O~~B-~CD~~~~~~(R~~,(CZ~/B.B)~I~~(R~~,~,~). 
(c) Letting B + 00 in (2.8) and putting A = 1 we now get the 
statement (2.6). 
3. PROOF OF THEOREM 1.1 
The subsequent discussion utilizes 
LEMMA 3.1. If mZk,F < 03 but m2k+l,F = 00 for some k 2 0 then there 
exists u neighbourhood of zero (-to, t,) with t, > 0, where log If(t)\ is 
defined, has continuous derivatives up to order 2k, and we have 
(-l)k+l(log’2k’ If(t)/ - log’2k’ I f(t)Ilt=J 2 0 (ItI < hl>~ 
and 
‘,‘y (-l)k+‘(log ‘2k) If(t)/ -log’=’ lf(t)I,t=o)/t2 = 00 
(see [4 or 1, Lemma 2.4.1 and (2.4.5)]). 
Proof of Theorem 1.1, (a) Without loss of generality we may assume that 
F is not degenerate and omit all summands of L, and L, satisfying Uj = 0 or 
bj = 0. By virtue of (i) we may suppose that c = 1, 1, > 0, and 1, = 0. From 
(A) we conclude 
fif(lajlt)= fif(lbjlt) (p-03 <t< 00). (3.1) 
j=l j=l 
Moreover, for all t we have (f (t)l > 0. To prove this we assume that 
t,:= max{t: 1 f (u)l > 0 for every U, -t < 24 < t} ( 00. 
Then we obtain a contradiction from (3.1) as t -+ t,- because the left-hand 
side vanishes while the right-hand side is nonzero. 
Next, we introduce the function p(t) := - log If (t)l which is continuous, 
nonnegative, and not identically zero. By (3.1) the function p(t) is a solution 
of (2.1). In the following we consider the auxiliary function @(z, 0, 1) 
corresponding to q(t). 
Since p(t) exists and is nonnegative on (--a, co), and since by assumption 
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there exists u > -2 such that G(u) and Q(u, 0, 1) exist finitely, we see that 
(a) q?(z, 0, 1) is analytic on Re z > u and continuous on the closure, (b) G(z) 
and K&z, 1) are analytic on Re z < u and continuous on the closure. It 
follows then from (2.5) and the reflection principle that @(z, 0, 1) is 
meromorphic in the whole plane. From its definition, it follows that Q(z, 0, 1) 
is analytic on Re z > 0 and also that it will have a singularity, necessarily a 
pole in this case, at cV if ua is finite in view of the nonnegativity of 9 (see 
[ 10, p. 58, Theorem 5b]). Since 
xqqx,o, 1)=lnme’9(e’lX)dt-O 
as x+ 0+ (by the dominated convergence theorem and since 9(t) is 
continuous with 9(O) = 0), the origin cannot be a pole for $(z, 0, I)--note 
that it may be a zero for G(z). Condition (iii) then implies that G(z) has no 
zeros in the interval (-2,O) and so Q(z, 0, 1) is analytic on Re z > -2. 
(b) In view of Marcinkiewicz’s theorem we need only prove that all 
moments of F exist. We give an indirect proof assuming that mZk,F exists 
finitely, but mlk + Z,F does not exist for some natural number k 2 0. By 
assumption f’2k’(r) exists and so does 9’2k’ (t). The Taylor expansion of the 
even function 9(t) in a neighbourhood of zero has the form 
9(t) = ; dj t*j + (-1)“9/z(t) 
j=l 
(3.2) 
where 
(t - xy- ‘(,‘*yX) - 9’2k’(O)) dx (3.3) 
and dj are certain constants. By virtue of Lemma 3.1 the integral formula for 
the remainder term implies that pk(t) is nonnegative in a certain interval 
(-to, to) with t, > 0. From (3.1) and (3.2) we see that 
]-fl (9k(lajI t) - (Pk((bjl t>> + J$l djG(-2’) tzj = Oe 
(3.4) 
Because the remainder term satisfies 
(Dk@) = o(t2k) (3.5) 
as t -+ 0 the first term of the left-hand side of (3.4) can be seen to be o(t*); 
then it follows that 
G(-2j) dj = 0 
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for j = 1, 2,..., k. Therefore, qPk(f) is also a solution of (2.1). Using (3.2) we 
get 
f&z, 0, 1) = ,$, -& + &(z, 09 1) (Rez > u) 
and hence c$~(z, 0, 1) has a rneromorphic continuation in the whole complex 
plane. Because of (3.5) we have obviously crk := u,~ =< -2k. 
(b,) Next we prove 
uk = -(2k + 2). (3.6) 
To do this we show that neither uk = -2k, uk < -(2k + 2), nor 
-(2k + 2) < uk < -2k. 
First, suppose uk = -2k. Then in view of (3.5) it follows that 
lim (z - uk) fj&, 0, 1) = 0 
L-ok 
but @,Jz, 0, 1) has a pole at uk ; this contradiction shows that uk < -2k. We 
remark that this statement for k = 0 we haved proved earlier. 
Second, suppose ok < -(2k + 2). Then the mean value theorem applied to 
$,(-(2k + 2), 0, 1) guarantees the existence of a sequence t, -+ 0 such that 
lim pk(t,)/tik < co. 
n-03 
Now using the definition of pk(t) and applying the mean value theorem to 
tp,Jt) we see that 
lim IP’(%) - P’2k’P)l < co 
n-cc 4 
for some sequence u, + 0; but the last relation contradicts the statement of 
Lemma 3.1. 
Third, assume -(2k + 2) < uk < -2k. Therefore, [-ok/21 = k and k is odd 
because a pole of Gk(z, 0, 1) is root of G(z) and (iii). From the latter 
condition we even obtain uk = yk:= y,, and uk is a simple zero of G(z). Now 
applying Theorem 2.1 to qk(t) we get 
G(z) &(z, 0, 1) = &(z, 1) =: K/c(Z) (Re z > ok), (3.7) 
and 
G(z) 4&, 1, co > = -K&J (Re z < u,J. (3.7’) 
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Using (3.7) and (3.7’) we derive 
K&J 
05 lim (z-crJfj&!,O, l)=~‘(a 
z-ok+ k 
(3.8) 
and 
lim Kk@k) (2 - ok) &(z, 1, co) = - -, 
G’@,) 
(3.9) 
L +o*- 
respectively. On the other hand, from (3.2) it follows that 
(qz, 1, co)=- i 
d. 
L + (-l)k &.&, 1, a), 
j=lz+2j 
(3.10) 
hence 
0 5 lim (z - ak) Qk(z, 1, co), (3.11) z ‘ok- 
since q(t) is nonnegative. The conditions (3.8), (3.9), and (3.11) together 
imply K,(o,) = 0; this contradicts the fact that Gk(z, 0, 1) has a pole at ok. In 
this way we have established (3.6). 
(bJ Furthermore, we prove 
(3.12) 
If the zero of G(z) at uk = - (2k + 2) is simple we have nothing to prove. If 
the zero of G(z) at uk is not simple, then by (ii) it is double, unique, and k is 
even. We have again ok = yk, and from (3.7) and (3.7’) we derive 
K&k) 0 2 ;&+ (z - ok)’ &(Z, 0, 1) = ~ 
G”(‘J,) 
and 
lim Kk@k) (z - uk)*fjk(z, 1, co) = - -, 
L ‘vk- G”(u,) 
respectively. On the other hand, from (3.10) we infer 
(3.13) 
(3.14) 
lim (z -ok)*gk(z, I, m) 2 0‘ (3.15) 
2 -‘ok- 
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Relations (3.13), (3.14), and (3.15) imply K&J = 0; this shows that 
$?,Jz, 0, 1) has at most a simple pole at uk, so (3.12) holds. 
(b3) In view of (3.12) there exists a sequence t, -+ 0 such that 
lim pk(t,)/t~k+2 < co. (3.16) 
n-m 
Indeed, assuming that (3.16) is not true for every C > 0 there exists a 
number U, 0 < u < 1, such that 
IDkW = 
2ki2 > c 
(0 I t < u), 
hence 
lim 
Z+Uk+ 
(z - ak) Fk(z, 0, 1) 2 C 
which contradicts (3.12) since C is arbitrary. Applying now the mean value 
theorem to pk(t) the relation (3.16) gives 
,im Iv(2kkJ - ~‘2k’P)l < o. 
“-+W 4 
for a sequence u, + 0. This contradicts the second statement of Lemma 3.1 
and thus all moments of F exist. In this way the proof is terminated. 
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