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0. Introduction
In this paper, we consider the Cauchy problem of the semi-linear Keller–Segel system of parabolic–
parabolic type in Rn for n 3,
(KS)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= ∇ · (∇u − u∇v), in x ∈Rn, t ∈ (0,∞),
∂v
∂t
= v − γ v + u, in x ∈Rn, t ∈ (0,∞),
u|t=0 = u0, v|t=0 = v0, in x ∈Rn,
where u = u(x, t) denotes the density of amoebae and v = v(x, t) denotes the concentration of the
chemo-attractant, while u0 = u0(x) and v0 = v0(x) are the given initial data and γ is a non-negative
constant.
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2 H. Kozono, Y. Sugiyama / J. Differential Equations 247 (2009) 1–32Keller and Segel [15] proposed the mathematical model describing the aggregation process of
amoebae chemotaxis. Although they suggested the general system, among them, (KS) is nowadays
one of the most common formulations of the chemotaxis system. The problem (KS) was ﬁrst investi-
gated by Childress and Percus [10] in bounded domains with the Neumann boundary condition. They
suggested that the phenomena of blowing-up solution depends on the space dimensions and con-
jectured that in the case of n = 1, the blow-up of solution cannot occur; and regarding to the case
of n = 2, both global existence and blow-up may occur according to the size of mass of u0; and for
the case of n  3, the blow-up can occur for every initial data. Indeed, for n = 2, in bounded do-
mains in R2, this conjecture was rigorously proved by Nagai, Senba and Yoshida [21] which showed
the time global existence for small initial data. However, for the cases of n  3, existence and non-
existence problems had been open questions. Corrias and Perthame [7] ﬁrst treated the case n  3
and constructed a global weak solution for small initial data. Furthermore, they [8] investigated an
asymptotic behavior of the weak solution as t → ∞.
The purpose of this paper is to show the time global existence of strong solutions to (KS) with
n  3 for small initial data in the scaling invariant class. We also prove the uniqueness of our
strong solutions as well as the decay property in Lp(Rn) as t → ∞. To get around diﬃculty of our
parabolic–parabolic system, as a good approximate problem of (KS), the following decoupled system
of parabolic–elliptic type was considered:
(KS)pe
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= ∇ · (∇u − u∇v), in x ∈ Ω, t ∈ (0,∞),
0 = v − γ v + u, in x ∈ Ω, t ∈ (0,∞),
∇u · n = 0, ∇v · n = 0, in x ∈ ∂Ω, t ∈ (0,∞),
u|t=0 = u0, in x ∈ Ω,
where Ω is a bounded domain in Rn with the smooth boundary ∂Ω . In fact, in (KS)pe , v can be
represented by the Bessel potential of u such as v = (−+γ )−1u. So, (KS)pe is reduced to the single
equation for u with quadratic nonlinearity with the differential order zero. Such a procedure makes
the original system (KS) much easier.
Jäger and Luckhaus [14] treated the case of n = 2, and ﬁrst constructed a blow-up solution of
(KS)pe . Simultaneously, they gave such a conjecture that “the existence of global solution or blow-
up phenomena within a ﬁnite time” may be determined according to the size of ‖u0‖L1(Ω) . Their
conjecture was proved rigorously by Nagai [20,23] for (KS)pe . Concretely, it was shown that when
n = 2,
(1) if
∫
BL
u0 dx < 8π , then the solution (u, v) of (KS)pe exists globally in time on BL := {x ∈ Rn;
|x| < L}, and
(2) if
∫
Ω
u0 dx > 8π , and
∫
Ω
u0|x − q|2 dx is small for q ∈ Ω , then the solution u of (KS)pe blows up
in a ﬁnite time.
More precise investigation of the blow-up solution in BL was established by Herrero and Velázquez
[11]. Indeed, they showed that there is a radially symmetric solution u(x, t) of (KS)pe deﬁned on (0, T )
with some T < ∞ such that
u(t, r) → 8π · δ(0) + ψ(r) as t → T ,
where δ(0) is the Dirac mass centered at the origin and ψ is some radially symmetric function.
It should be noted that in the whole plane R2, the question whether the solution exists globally in
time or blows up in a ﬁnite time is a delicate problem. In particular, in the case of γ = 0, we need to
deal with the logarithmic potential instead of the Bessel potential. Recently, Blanchet, Dolbeault and
Perthame [4] proved that
∫
R2
u0 dx = 8π also exhibits the threshold number.
As for the case of n  3 and γ = 1, Nagai [22] showed that the solution of (KS)pe blows up
in a ﬁnite time if u0 satisﬁes the assumption that
∫
Rn
u0|x|n dx  ‖u0‖L1(Rn) together with some
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condition more simpler in such a way that
(H0)
∫
Rn
u0(x)|x|2 dx C0‖u0‖
n
n−2
L1(Rn)
, and ‖u0‖L1(Rn) is large enough,
for a constant C0 small enough. Moreover, they [9] showed that if u0 is small in L
n
2 (Rn) for n  3,
then there exists a time global weak solution of (KS)pe in Rn . Recently, another aspect for the relation
between blow-up and the constant γ was investigated by the second author [28]. On the other hand,
compared with the (KS)pe , less results are known for our problem (KS) of parabolic–parabolic type.
Concerning the existence of solution for (KS) of parabolic–parabolic type, Yagi [29] constructed the
time local solution in the two-dimensional bounded domain Ω for the initial data u0, v0 ∈ H1+ε0(Ω)
for some ε0 > 0. From a general point of view of semi-linear parabolic system, such a local existence
result can be shown by Amann [1,2]. Nagai, Senba and Yoshida [21] obtained the similar criterion to
the above (1) on the existence of the global solution of (KS). In the case of Ω = BL ⊂ R2, Herrero
and Velázquez [12,13] gave a precise asymptotic proﬁle of the blow-up solution which corresponds
to the case of (KS)pe . As for the problem on the whole plane R2, base on [4], Calvez and Corrias
[6] recently obtain the results on the global and blow-up solutions of (KS). The global existence and
similar aspects of blow-up solutions in R2 were shown by the authors [16].
We are naturally led to the question whether the problem (KS) of parabolic–parabolic type is glob-
ally solvable. More precisely, we need to ﬁnd a suitable space of initial data {u0, v0} which yields
a time global solution {u, v} of (KS). In this paper, we shall show that if u0 ∈ H nr −2,r(Rn) and
v0 ∈ H nr ,r(Rn) with max{1,n/4} < r  n/2 are small enough, then there exists a time global strong
solution of (KS). Such a space of initial data H
n
r −2,r(Rn) × H nr ,r(Rn) seems to be reasonable since it
is closely related to the scaling invariance associated with (KS). Compared with the decoupled system
(KS)pe , the energy method does not work well to our problem. Instead, by the method based on the
perturbation of linealization together with the Lp–Lq estimates of the heat semigroup and the frac-
tional powers of the Laplace operator, we can show that (KS) is solvable globally in time so far as
{u0, v0} is small in H nr −2,r(Rn) × H nr ,r(Rn). As a by-product of our method, we shall prove the decay
property of solutions as the time goes to inﬁnity.
Our result now reads:
Theorem 1. Let n  3 and let max{1,n/4} < r < n/2. There is a constant ε0(n, r) > 0 such that if
u0 ∈ H nr −2,r(Rn) and v0 ∈ H nr ,r(Rn) satisfy
∥∥(−) n2r −1u0∥∥r + ∥∥(−) n2r v0∥∥r  ε0, (0.1)
then there exists a unique solution {u, v} of (KS) in
u ∈ C([0,∞); H nr −2,r(Rn))∩ C((0,∞); H2,r(Rn))∩ C1((0,∞); Lr(Rn)), (0.2)
v ∈ C([0,∞); H nr ,r(Rn))∩ C1((0,∞); Lr(Rn)). (0.3)
Moreover, such a solution {u, v} has the following decay property:
∥∥(−)σ u(t)∥∥r = O (t n2r −1−σ ) for n2r − 1 σ < 1, (0.4)∥∥(−)ζ v(t)∥∥r = O (t n2r −ζ ) for n2r  ζ  n4r + 1 (0.5)
as t → ∞.
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‖ f ‖p ≡ (
∫
Rn
| f (x)|p dx)1/p . Hs,p denotes the space of Bessel potentials deﬁned by Hs,p(Rn) = { f ∈
Lp(Rn); ‖ f ‖Hs,p ≡ ‖(1− ) s2 f ‖p < ∞}.
Remarks. (i) Theorem 1 states existence and uniqueness of the time global strong solution to (KS)
with small initial data. For smallness of u0 and v0, it suﬃces to restrict their size of homogeneous
norm such as (0.1); we need smallness neither for ‖u0‖r nor for ‖v0‖r . Furthermore, the constant ε0
in (0.1) can be taken uniformly with respect to γ  0.
(ii) The space of initial data {u0, v0} ∈ H nr −2,r(Rn) × H nr ,r(Rn) is closely related to the scaling
invariant class associated with (KS). If γ = 0, then (KS) has the following scaling property. Indeed,
if {u, v} is a solution of (KS) with γ = 0, then so is {uλ, vλ} for all λ > 0 deﬁned by uλ(x, t) =
λ2u(λx, λ2t) and vλ(x, t) = v(λx, λ2t). In the homogeneous norm deﬁned by the fractional powers
of the Laplace operator −, scaling invariant means that ‖(−)γ uλ(·,0)‖r = ‖(−)γ u(·,0)‖r and
‖(−)δvλ(·,0)‖r = ‖(−)δv(·,0)‖r hold for all λ > 0 if and only if γ = n2r − 1 and δ = n2r , which
coincides with norms such as (0.1).
(iii) Corrias and Perthame [7,8] proved the existence of a global weak solution with the decay
property under the assumption that ‖u0‖r + ‖∇v0‖n for r > n/2 is suﬃciently small. As for the
parabolic–elliptic system (KS)pe , Corrias, Perthame and Zaag [9] recently gave a global weak solu-
tion for small u0 ∈ L n2 (Rn) with n  2. Their method is different from ours, and they showed only
uniform bound for t > 0 of ‖u(t)‖p for 1  p ∞. On the other hand, our theorem yields some
decay properties such as (0.4) and (0.5). See also (0.11) in Theorem 2 below.
(iv) For n4 < r <
n
2 , we have continuous inclusions H
n
r −2,r(Rn) ⊂ L n2 (Rn) and H nr ,r(Rn) ⊂ BMO.
Hence it seems to be an interesting question whether we can construct a global solution of (KS) with
u0 ∈ L n2 (Rn) and v0 ∈ BMO, which was discussed in [17] by the authors.
(v) For general u0 ∈ H nr −2,r(Rn) and v0 ∈ H nr ,r(Rn) we obtain a local solution {u, v} on some
interval (0, T ) in the same class as in (0.2) and (0.3) with ∞ replaced by T .
(vi) For the degenerate Keller–Segel model
(KS)m
⎧⎪⎨
⎪⎩
∂u
∂t
= ∇(∇um − uq−1∇v), in x ∈Rn, t ∈ (0,∞),
0 = v − v + u, in x ∈Rn, t ∈ (0,∞),
u|t=0 = u0, in x ∈Rn,
the second author [26,27] proved that if qm+ 2n with m 1, q 2 and if ‖u0‖L n(q−m)2 is suﬃciently
small, then (KS)m has a global weak solution. In addition, in the case of m+ 2n > q, she showed global
existence of weak solution for large initial data. The smallness on L
n
2 -norm in the semi-linear case
of m = 1, q = 2 is correspond to that on L n(q−m)2 -norm in the quasilinear case of m  1 and q  2.
Moreover, in [26,27], the following decay rate was obtained
∥∥u(t)∥∥p + ∥∥v(t)∥∥p = O (t− nn(m−1)+2 (1− 1p )), 1 p ∞,
as t → ∞. In fact, more precise asymptotic proﬁle for u as t → ∞ can be showing. It is proved by
Luckhaus and Sugiyama [18,19] that u(t) converges to the well-known Barenblatt solution as t → ∞.
If we assume additionally that u0 ∈ L1(Rn) and v0 ∈ L1(Rn), then we see that mass conservation
for u holds.
Theorem 2. Let n/3 < r < n/2 and let ε0 be as in (0.1). There is a constant 0 < ε1 = ε1(n, r) ε0 such that
if u0 and v0 have the additional property u0 ∈ H nr −2,r(Rn) ∩ L1(Rn) and v0 ∈ H nr ,r(Rn) ∩ L1(Rn) with
∥∥(−) n2r −1u0∥∥ + ∥∥(−) n2r v0∥∥  ε1, (0.6)r r
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u ∈ BC([0,∞); L1(Rn)), (0.7){
v ∈ BC([0,∞); L1(Rn)) for γ > 0
v ∈ C([0,∞); L1(Rn)) for γ = 0 with t 12 ∇v ∈ BC
([0,∞); L∞(Rn)). (0.8)
It holds the mass conservation such that
∫
Rn
u(x, t)dx =
∫
Rn
u0(x)dx, (0.9)
∫
Rn
v(x, t)dx =
{
e−γ t
∫
Rn
v0(x)dx+ 1γ (1− e−γ t)
∫
Rn
u0(x) for γ > 0,∫
Rn
v0(x)dx+ t
∫
Rn
u0(x)dx for γ = 0, (0.10)
for all 0 t < ∞. Furthermore, we have the following decay properties:
∥∥u(t)∥∥p  Ct− n2 (1− 1p ), 1 p ∞,∥∥v(t)∥∥p  Ce− γ t2 (γ > 0), 1 < p ∞, (0.11)
for all t > 0.
Remark. For the additional properties such as (0.7)–(0.9) we do not need to restrict the size of ‖u0‖1
and ‖v0‖1.
Concerning non-negativity of the solution to (KS), we have
Theorem 3. For n/3 < r < n/2 and s > n/2r − 1, there is a constant ε2 = ε2(n, r, s) ε1 with the following
property. Suppose that u0 ∈ L1(Rn) ∩ L2(Rn) ∩ Hs,r(Rn) and v0 ∈ L1(Rn) ∩ H nr ,r(Rn) ∩ H1+α,p(Rn) for
some α > 0 and p > n. Assume that u0(x) 0 and v0(x) 0 for almost all x ∈Rn. If
∥∥(−) n2r −1u0∥∥r + ∥∥(−) n2r v0∥∥r  ε2, (0.12)
then the solution {u, v} given by Theorems 1 and 2 has the additional property that
u(x, t) 0, v(x, t) 0 for almost all x ∈Rn and all 0 t < ∞. (0.13)
Remarks. (i) By assuming the uniform bound such as sup0<t<∞ ‖u(t)‖p + sup0<t<∞ ‖v(t)‖p < ∞ for
all 1  p ∞, Nagai, Syukuinn and Umesako [24] showed the asymptotic proﬁle of u(t) and v(t)
with the convergence rate as t → ∞ similar to (0.11).
(ii) For n  4 and s > n/2r − 1 we have an inclusion L1(Rn) ∩ Hs,r(Rn) ⊂ L1(Rn) ∩ L nrn−sr (Rn) ⊂
L2(Rn). Hence for n  4 we may assume only that u0 ∈ L1(Rn) ∩ Hs,r(Rn). As for v0, it suﬃces
to assume that ∈ L1(Rn) ∩ H nr ,r(Rn) ∩ (Lp(Rn), H2,p(Rn)) 1
2 ,2
for some p > n. Here (X0, X1)θ,q with
0 < θ < 1 and 1 q∞ denotes the real interpolation space between X0 and X1.
(iii) Similarly to Theorem 2, for the additional non-negativity property (0.13) we need only small-
ness of u0 and v0 in the homogeneous norm such as (0.12).
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In what follows, we shall denote by C the constants which may change from line to line. In par-
ticular, we denote by C = C(·, . . . ,·) the constant which depends only on the quantities appearing in
parentheses.
By the Duhamel principle, let us ﬁrst rewrite (KS) to the following integral equation:
(IE)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u(t) = etu0 −
t∫
0
e(t−τ ) div(u∇v)(τ )dτ ,
v(t) = e−t(−+γ )v0 +
t∫
0
e−(t−τ )(−+γ )u(τ )dτ .
Then we have
Lemma 1.1. Let max{1, n4 } < r < n2 . There is a positive constant ε0 = ε0(n, r) such that if u0 ∈ H
n
r −2,r(Rn)
and v0 ∈ H nr ,r(Rn) satisfy (0.1), then there is a unique solution {u, v} of (IE) such that
tσ−(
n
2r −1)(−)σ u ∈ BC([0,∞); Lr(Rn)) with u ∈ C([0,∞); Lr(Rn)) for n
2r
− 1 σ < 1, (1.1)
tζ−
n
2r (−)ζ v ∈ BC([0,∞); Lr(Rn)) with v ∈ C([0,∞); Lr(Rn)) for n
2r
 ζ < n
4r
+ 1 (1.2)
with the property
limsup
t→+0
tσ−(
n
2r −1)
∥∥(−)σ u(t)∥∥r = 0, limsup
t→+0
tζ−
n
2r
∥∥(−)ζ v(t)∥∥r = 0 (1.3)
for n2r − 1 < σ < 1 and n2r < ζ < n4r + 1, where BC denotes the bounded continuous function.
Remark. Later on in Lemma 1.3, we will see that for uniqueness of the solution {u, v} of (IE) in the
class (1.1) and (1.2) the condition (1.3) is redundant. Indeed, we show that every solution {u, v} of
(IE) in the class (1.1) and (1.2) fulﬁlls necessarily (1.3).
The following proposition plays an essential role for the proof of Lemma 1.1.
Proposition 1.1. Let n  3 and let 1 < r < n. Suppose that 1/2 < μ < n/2r and 1 < δ satisfy μ + δ =
n/2r + 1. Then for every u ∈ H2μ,r(Rn) and H2δ,r(Rn), we have div(u∇v) ∈ Lr(Rn) with the estimate
∥∥div(u∇v)∥∥r  C∥∥(−)μu∥∥r∥∥(−)δv∥∥r, (1.4)
where C = C(n, r,μ, δ) is independent of u and v.
Proof. We make use of the Sobolev imbedding. For 0 κ < n/2r, it holds
‖ f ‖q  C
∥∥(−)κ f ∥∥r, 1/q = 1/r − 2κ/n, (1.5)
for all f ∈ H2κ,r(Rn) with C = C(n, r, κ). Deﬁning μ1 = μ − 1/2 and δ1 = δ − 1/2, we have 0 < μ1 <
n/2r and 0 < δ1 < n/2r. Taking r1 and r2 so that 1/r1 = 1/r − 2μ1/n and 1/r2 = 1/r − 2δ1/n, we have
by assumption that 1/r = 1/r1 + 1/r2. Hence it follows from (1.5) and the Hölder inequality that
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 C
∥∥(−) 12 u∥∥r1∥∥(−) 12 v∥∥r2
 C
∥∥(−) 12+μ1u∥∥r∥∥(−) 12+δ1 v∥∥r = C∥∥(−)μu∥∥r∥∥(−)δv∥∥r . (1.6)
Similarly, deﬁning δ2 = δ − 1, we have 0 < δ2 < n/2r. Taking r3 and r4 so that 1/r3 = 1/r − 2μ/n and
1/r4 = 1/r − 2δ2/n, we have by assumption that 1/r = 1/r3 + 1/r4. Hence, it follows from (1.5) and
the Hölder inequality that
‖uv‖r  ‖u‖r3‖−v‖r4
 C
∥∥(−)μu∥∥r∥∥(−)1+δ2 v∥∥r = C∥∥(−)μu∥∥r∥∥(−)δv∥∥r . (1.7)
Since div(u∇v) = ∇u ·∇v+uv , from (1.6) and (1.7) we obtain the desired estimate (1.4). This proves
Proposition 1.1. 
Proof of Lemma 1.1. Step 1. Existence. For the proof of Lemma 1.1, we make use of the following Lp–Lr
estimate for the heat semigroup et:
∥∥(−)αet f ∥∥r  Ct−α− n2 ( 1p − 1r )‖ f ‖p, α  0, 1 p  r ∞, (1.8)
for all f ∈ Lp(Rn) and t > 0 with C = C(n, p, r,α).
Let us take μ and δ so that
n
4r
< μ < 1, μ + δ = n
2r
+ 1. (1.9)
Notice that since n/4 < r < n/2, it holds
1
2
<
n
4r
,
n
2r
− 1< n
4r
< 1 <
n
2r
. (1.10)
To solve (IE), we consider the following successive approximation:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u1(t) = etu0, v1(t) = e−t(−+γ )v0,
um+1(t) = u1(t) −
t∫
0
e(t−τ ) div(um∇vm)(τ )dτ ,
vm+1(t) = v1(t) +
t∫
0
e−(t−τ )(−+γ )um(τ )dτ
(1.11)
for m = 1,2, . . . . For n/2r − 1 σ < 1 and n/2r  ζ < μ + 1, we have
sup
0<t<T
tσ−(
n
2r −1)
∥∥(−)σ um(t)∥∥r  am,σ , sup
0<t<T
tζ−
n
2r
∥∥(−)ζ vm(t)∥∥r  bm,ζ (1.12)
for all m = 1,2, . . . . Indeed, by (1.8) with p = r, we may deﬁne a1,σ and b1,ζ as
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0<t<T
tσ−(
n
2r −1)
∥∥(−)σ etu0∥∥r  C∥∥(−) n2r −1u0∥∥r,
b1,ζ ≡ sup
0<t<T
tζ−
n
2r
∥∥(−)ζ e−t(−+γ )v0∥∥r  C∥∥(−) n2r v0∥∥r (1.13)
for all 0 < T ∞ with C = C(n, r, σ , ζ ). Suppose that (1.12) is true for m.
Then, we have by (1.8) and Proposition 1.1 that
∥∥(−)σ um+1(t)∥∥r  ∥∥(−)σ u1(t)∥∥r +
t∫
0
∥∥(−)σ e(t−τ ) div(um∇vm)(τ )∥∥r dτ
 t n2r −1−σa1,σ + C
t∫
0
(t − τ )−σ ∥∥(−)μum(τ )∥∥r∥∥(−)δvm(τ )∥∥r dτ
 t n2r −1−σa1,σ + C
t∫
0
(t − τ )−σam,μτ n2r −1−μbm,δτ n2r −δ dτ
= t n2r −1−σa1,σ + Cam,μbm,δ
t∫
0
(t − τ )−σ τ n2r −2 dτ
= t n2r −1−σa1,σ + Cam,μbm,δB(1− σ ,n/2r − 1)t n2r −1−σ (1.14)
for all 0 < t < T with C = C(n, r, σ ), where B(·,·) denotes the Beta function. Similarly, by (1.8) and
(1.13) we have
∥∥(−)ζ vm+1(t)∥∥r  ∥∥(−)ζ v1(t)∥∥r +
t∫
0
∥∥(−)ζ−μe−(t−τ )(−+γ )(−)μum(τ )∥∥r dτ
 t n2r −ζb1,ζ + Cam,μ
t∫
0
(t − τ )μ−ζ τ n2r −1−μ dτ
 t n2r −ζb1,ζ + Cam,μB(μ + 1− ζ,n/2r − μ)t n2r −ζ (1.15)
for all 0 < t < T with C = C(n, r, ζ ). Hence by (1.14) and (1.15) we may deﬁne am+1,σ and bm+1,ζ as
am+1,σ ≡ a1,σ + βσ,ζam,μbm,δ, bm+1,ζ ≡ b1,ζ + βσ,ζam,μ, (1.16)
where βσ,ζ ≡ max{C B(1 − σ , n2r − 1),C B(μ + 1 − ζ, n2r − μ)}. By induction (1.12) is true for all
m = 1,2, . . . . Moreover, by (1.16) we see that am ≡ am,μ and bm ≡ bm,δ deﬁne the following closed
system
am+1 = a1 + βambm, bm+1 = b1 + βam, m = 1,2, . . . , (1.17)
where β ≡ βμ,δ . By (1.16) it should be noticed that {am,σ }∞m=1 for n/2r − 1 σ < 1 and {bm,ζ }∞m=1 for
n/2r  ζ < μ + 1 can be obtained if we solve {am}∞m=1 and {bm}∞m=1 in (1.17). To solve (1.17) we may
consider the characteristic equation for x, y:
x = a1 + βxy, y = b1 + βx. (1.18)
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0 < a1 <
1
4
(
b1 − 1
β
)2
, 0 < b1 <
1
β
, (1.19)
we see that (1.18) has two pairs of positive roots, so we adopt the smaller one {x, y} such as
x∗ = 1
β
{
1
2
(
1
β
− b1
)
−
√
1
4
(
1
β
− b1
)2
− a1
}
,
y∗ = 1
2
(
1
β
+ b1
)
−
√
1
4
(
1
β
− b1
)2
− a1. (1.20)
For a moment, let us assume (1.19). Then it is easy to verify that
a1  a2  · · · am  am+1  · · · → x∗, b1  b2  · · · bm  bm+1  · · · → y∗. (1.21)
Next, we shall show that for n2r − 1 σ < 1 and n2r  ζ < n4r + 1 there exist u ∈ C((0, T ); H2σ ,r(Rn))
and v ∈ C((0, T ); H2ζ,r(Rn)) such that
sup
0tT ′
∥∥um(t) − u(t)∥∥r → 0, sup
0t<T
tσ−(
n
2r −1)
∥∥(−)σ um(t) − (−)σ u(t)∥∥r → 0, (1.22)
sup
0tT ′
∥∥vm(t) − v(t)∥∥r → 0, sup
0t<T
tζ−
n
2r
∥∥(−)ζ vm(t) − (−)ζ v(t)∥∥r → 0 (1.23)
for all 0 < T ′ < T . To this end, we deﬁne U1(t) ≡ u1(t), V1(t) ≡ v1(t) and Um(t) ≡ um(t) − um−1(t),
Vm(t) ≡ vm(t) − vm−1(t) for m = 2,3, . . . . By (1.11) we have
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Um+1(t) =
t∫
0
e(t−τ ) div(Um∇vm + um−1∇Vm)(τ )dτ ,
Vm+1(t) =
t∫
0
e−(t−τ )(−+γ )Um(τ )dτ .
(1.24)
We shall ﬁrst show (1.22) for σ = μ and (1.23) for ζ = δ. In the same way as (1.12) it holds
sup
0<t<T
tμ−(
n
2r −1)
∥∥(−)μUm(t)∥∥r ≡ Am < ∞, sup
0<t<T
tδ−
n
2r
∥∥(−)δVm(t)∥∥r ≡ Bm < ∞ (1.25)
for all m = 1,2, . . . . Indeed, for m = 1, we may take A1 = a1(= a1,μ) and B1 = b1(= b1,δ) as in (1.13).
Suppose that (1.25) is true for m. Then similarly to (1.14) and (1.15), we have by (1.21) that
∥∥(−)σUm+1(t)∥∥r
 C
t∫
(t − τ )−σ (∥∥(−)μUm(τ )∥∥r∥∥(−)δvm(τ )∥∥r + ∥∥(−)μum−1(τ )∥∥r∥∥(−)δVm(τ )∥∥r)dτ0
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t∫
0
(t − τ )−σ (Amτ n2r −1−μ y∗τ n2r −δ + x∗τ n2r −1−μBmτ n2r −δ)dτ
 C B(1− σ ,n/2r − 1)(Am y∗ + Bmx∗)t n2r −1−σ (1.26)
for 0 σ < 1 and for all 0 < t < T and that
∥∥(−)ζ Vm+1(t)∥∥r  C Am
t∫
0
(t − τ )μ−ζ τ n2r −1−μ dτ (1.27)
 C B(μ + 1− ζ,n/2r − μ)Amt n2r −ζ
for μ ζ < μ + 1 for all 0 < t < T . Taking σ = μ in (1.26) and ζ = δ in (1.27), similarly to (1.17) we
may take Am+1 and Bm+1 so that
Am+1 = β(y∗Am + x∗Bm), Bm+1 = βAm. (1.28)
Hence by induction (1.25) is true for all m = 1,2, . . . . Furthermore, by (1.28) we have
(
Am
Bm
)
= βm−1
(
y∗ x∗
1 0
)m−1(
a1
b1
)
, m = 1,2, . . . .
Since the matrix Y
Y ≡
(
y∗ x∗
1 0
)
has the two different real eigenvalues λ1 and λ2 with
λ1 = y∗ −
√
y2∗ + 4x∗
2
, λ2 = y∗ +
√
y2∗ + 4x∗
2
,
we see that Y can be diagonalized as
P−1Y P ≡
(
λ1 0
0 λ2
)
with P =
(
λ1 λ2
1 1
)
, P−1 = 1
λ2 − λ1
(−1 λ2
1 −λ1
)
,
which yields
(
Am
Bm
)
= P
(
(βλ1)
m−1 0
0 (βλ2)m−1
)
P−1
(
a1
b1
)
, m = 1,2, . . . . (1.29)
Notice that
|λ1| λ2 < 1
β
. (1.30)
Indeed, by (1.20) it holds
0< x∗ <
1
2β
(
1
β
− b1
)
, 0 < y∗ <
1
2
(
1
β
+ b1
)
,
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y2∗ + 4x∗ <
{
3
2
(
1
β
− b1
3
)}2
.
Hence we have
λ2 = 1
2
(
y∗ +
√
y2∗ + 4x∗
)
<
1
4
(
1
β
+ b1
)
+ 3
4
(
1
β
− b1
3
)
= 1
β
,
which implies (1.30). Then it follows from (1.29) and (1.30) that
∑∞
m=1 Am < ∞ and
∑∞
m=1 Bm < ∞.
Since um = ∑mk=2 Uk + u1 and vm = ∑mk=2 Vk + v1 and since μ < n2r < n4r + 1 < μ + 1, we con-
clude from (1.26) and (1.27) that there exist u ∈ C((0, T ); H˙2σ ,r(Rn)) with n2r − 1  σ < 1 and
v ∈ C((0, T ); H˙2ζ,r(Rn)) with n2r  ζ < n4r + 1 such that
sup
0t<T
tσ−(
n
2r −1)
∥∥(−)σ um(t) − (−)σ u(t)∥∥r → 0,
sup
0t<T
tζ−
n
2r
∥∥(−)ζ vm(t) − (−)ζ v(t)∥∥r → 0 (1.31)
as m → ∞, where H˙ s,r(Rn) = { f ∈ Lp(Rn); ‖ f ‖Hs,p ≡ ‖(−) s2 f ‖p < ∞} denotes the homogeneous
Sobolev space.
Moreover, by (1.26) with σ = 0 we see that u ∈ C([0, T ′]; Lr(Rn)) with
sup
0tT ′
∥∥um(t) − u(t)∥∥r → 0 as m → ∞ (1.32)
for all 0 < T ′ < T . By (1.11) and (1.32) it holds
sup
0tT ′
∥∥vm(t) − vk(t)∥∥r  T ′ sup
0tT ′
∥∥um−1(t) − uk−1(t)∥∥r → 0 as m,k → ∞,
which yields v ∈ C([0, T ′]; Lr(Rn)) with
sup
0tT ′
∥∥vm(t) − v(t)∥∥r → 0 as m → ∞ (1.33)
for all 0 < T ′ < T . Now, from (1.31), (1.32) and (1.33) we obtain (1.22) and (1.23).
Let us show that the limit {u, v} given by (1.22) and (1.23) is a solution of (IE). For this purpose,
we let m → ∞ to both sides of (1.11). By (1.32) and (1.33) we see easily that
v(t) = e−t(−+γ )v0 +
t∫
0
e−(t−τ )(−+γ )u(τ )dτ for all 0 < t  T ′ < T . (1.34)
Furthermore, by (1.31) with σ = μ and ζ = δ we have in the similar manner to (1.26) that
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t∫
0
e(t−τ ) div(um∇vm)(τ )dτ −
t∫
0
e(t−τ ) div
(
u∇v(τ ))dτ
∥∥∥∥∥
r

t∫
0
∥∥e(t−τ ) div((um − u)∇vm)(τ )∥∥r dτ +
t∫
0
∥∥e(t−τ ) div(u(∇vm − ∇v))(τ )∥∥r dτ
 C
t∫
0
(∥∥(−)μum(τ ) − (−)μu(τ )∥∥r∥∥(−)δvm(τ )∥∥r
+ ∥∥(−)μu∥∥r∥∥(−)δvm(τ ) − (−)δv(τ )∥∥r)dτ
 C
(
y∗ sup
0<τ<T
τμ−(
n
2r −1)
∥∥(−)μum(τ ) − (−)μu(τ )∥∥r
+ x∗ sup
0<τ<T
τ δ−
n
2r
∥∥(−)δvm(τ ) − (−)δv(τ )∥∥r)
t∫
0
τ
n
r −1−(μ+δ) dτ
 C
(
y∗ sup
0<τ<T
τμ−(
n
2r −1)
∥∥(−)μum(τ ) − (−)μu(τ )∥∥r
+ x∗ sup
0<τ<T
τ δ−
n
2r
∥∥(−)δvm(τ ) − (−)δv(τ )∥∥r)t n2r −1
→ 0
uniformly in t ∈ [0, T ′] with 0 < T ′ < T . Hence, letting m → ∞ in both sides of the third identity of
(1.11) we obtain from (1.32) and the above that
u(t) = e−tu0 −
t∫
0
e(t−τ ) div(u∇v)(τ )dτ for all 0 < t  T ′ < T . (1.35)
Now, it remains to check the hypothesis (1.19). We shall ﬁrst consider such a condition that one
can take T = ∞. By (1.13) there exists ε0 = ε0(n, r) > 0 such that if (0.1) holds, then a1 and b1 satisfy
(1.19) with T = ∞. For general u0 ∈ H nr −2,r(Rn) and v0 ∈ H nr ,r(Rn) the hypothesis (1.19) is achieved
provided we take T small. Indeed, since C∞0 (Rn) is dense in H
n
r −2,r(Rn) and in H nr ,r(Rn), for every
ε > 0 there are uε ∈ C∞0 (Rn) and vε ∈ C∞0 (Rn) such that
∥∥(−) n2r −1u0 − (−) n2r −1uε∥∥r < ε, ∥∥(−) n2r v0 − (−) n2r vε∥∥r < ε.
Hence by (1.8) we have
a1  sup
0<t<T
tμ−(
n
2r −1)
∥∥(−)μ−( n2r −1)et(−) n2r −1(u0 − uε)∥∥r
+ sup
0<t<T
tμ−(
n
2r −1)
∥∥et(−)μuε∥∥r
 Cε + Tμ−( n2r −1)∥∥(−)μuε∥∥r, (1.36)
b1  sup
0<t<T
tδ−
n
2r
∥∥(−)δ− n2r et(−) n2r (v0 − vε)∥∥r
+ sup
0<t<T
tδ−
n
2r
∥∥et(−)δvε∥∥r
 Cε + T δ− n2r ∥∥(−)δvε∥∥ . (1.37)r
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that the hypothesis (1.19) is fulﬁlled.
Furthermore, (1.36) and (1.37) show that a1 and b1 can be taken arbitrarily small as T → +0.
By (1.20), we see that so can be x∗ and y∗ . This implies (1.3) for σ = μ and ζ = δ. For general
n
2r − 1 σ < 1 and n2r  ζ < n4r + 1, we can prove (1.3) by (1.1), (1.2) and the interpolation inequality.
Step 2. Uniqueness. Let {u˜, v˜} be another solution of (IE) in the class (1.1) and (1.2) with the property
(1.3). Set U (t) = u(t) − u˜(t) and V (t) = v(t) − v˜(t). We put
A(t) ≡ sup
0<τ<t
τμ−(
n
2r −1)
∥∥(−)μU (t)∥∥r, B(t) ≡ sup
0<τ<t
τ δ−
n
2r
∥∥(−)δV (t)∥∥r
and
x∗(t) ≡ sup
0<τ<t
τμ−(
n
2r −1)
∥∥(−)μu˜(τ )∥∥r, y∗(t) ≡ sup
0<τ<t
τ δ−
n
2r
∥∥(−)δv(τ )∥∥r .
Then in the same way as in (1.26) and (1.27) we have
∥∥(−)μU (t)∥∥r  β(A(t)y∗(t) + B(t)x∗(t))t n2r −1−μ,∥∥(−)δV (t)∥∥r  βA(t)t n2r −δ
for all 0< t < ∞. Since A(t), B(t), x∗(t) and y∗(t) are non-decreasing functions of t > 0, we conclude
from the above estimate that
A(t) β
(
y∗(t)A(t) + x∗(t)B(t)
)
, B(t) βA(t) for 0< t < ∞. (1.38)
On the other hand, by (1.3) there is t0 > 0 such that
β y∗(t0) + β2x∗(t0) 1/2.
Then from (1.38) we conclude that A(t0) = B(t0) = 0, which implies that (−)μU (t) = (−)δV (t) ≡ 0
for all t ∈ [0, t0]. Since 0 is not an eigenvalue of − in Lr(Rr), we have
u(t) = u˜(t), v(t) = v˜(t) for 0 t  t0. (1.39)
We next show
u(t) = u˜(t), v(t) = v˜(t) for t0  t < ∞. (1.40)
For this purpose, we may prove the following proposition.
Proposition 1.2. There is a positive constant ξ = ξ(n, r) such that if u(t) = u˜(t) and v(t) = v˜(t) for 0 t  s
for some s ∈ [t0,∞), then there holds
u(t) = u˜(t), v(t) = v˜(t) for 0 t < s + ξ .
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Aˆ(t) ≡ sup
s<τ<t
∥∥(−)μU (τ )∥∥r, Bˆ(t) ≡ sup
sτ<t
∥∥(−)δV (τ )∥∥r,
M ≡ sup
t0<τ<∞
∥∥(−)μu˜(τ )∥∥r + sup
t0τ<∞
∥∥(−)δv(τ )∥∥r .
In the same way as in (1.26) and (1.27), we have
∥∥(−)μU (t)∥∥r  CM( Aˆ(t) + Bˆ(t))(t − s)1−μ, ∥∥(−)δV (t)∥∥r  C Aˆ(t)(t − s)1+μ−δ
for all s < t < ∞. Since Aˆ(t) and Bˆ(t) are non-decreasing functions of t ∈ [s,∞), we obtain from this
estimate
Aˆ(t) CM
(
Aˆ(t) + Bˆ(t))(t − s)1−μ, Bˆ(t) C Aˆ(t)(t − s)1+μ−δ for s < t < ∞. (1.41)
Hence it holds
Aˆ(t) 2CM Aˆ(t)(t − s)1−μ for s < t  s + 1.
So, if we take ξ = (4CM)− 11−μ , then from (1.41) and this estimate we obtain
Aˆ(t) = Bˆ(t) = 0 for 0 t  s + ξ,
which implies the desired result. This proves Proposition 1.2, and the proof of Lemma 1.1 is now
complete. 
To prove that the solution {u, v} given by Lemma 1.1 satisﬁes (KS) with (0.2) and (0.3), we need
the following lemma.
Lemma 1.2. Let max{1, n4 } < r < n2 . Suppose that {u, v} is a solution of (IE) given by Lemma 1.1. Then
div(u∇v) and u are Hölder continuous functions on (0,∞) with values in Lr(Rn). Hence {u, v} belongs to
the classes (0.2) and (0.3), and satisﬁes (KS).
Proof. By Proposition 1.1, we may show that (−)σ u for 0 σ μ and (−)δv are Hölder contin-
uous on (0,∞) with values in Lr(Rn). It is easy to see that it holds
u(t + h) − u(t) = (eh − 1)etu0 −
t∫
0
(
eh − 1)e(t−τ ) div(u∇v)(τ )dτ
−
t+h∫
t
e(t+h−τ ) div(u∇v)(τ )dτ
for all 0 < t < ∞ and all h > 0. Hence, we have
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
∥∥(−)σ (eh − 1)etu0∥∥r +
t∫
0
∥∥(−)σ (eh − 1)e(t−τ ) div(u∇v)(τ )∥∥r dτ
+
t+h∫
t
∥∥(−)σ e(t+h−τ ) div(u∇v)(τ )∥∥r dτ
≡ I1(t;h) + I2(t;h) + I3(t;h)
for all 0 < t < ∞, 0 σ < 1 and all h > 0. Since
∥∥(eh − 1) f ∥∥r  Chκ∥∥(−)κ f ∥∥r, h > 0, κ > 0, (1.42)
holds for all f ∈ H2κ,r(Rn) with C = C(n, r, κ) independent of h and f , we obtain
I1(t;h) Chκ
∥∥(−)σ+κetu0∥∥r for all κ > 0, h > 0 and all t > 0. (1.43)
By (1.21) and (1.42) we have
I2(t;h) Chκ
t∫
0
(t − τ )−σ−κ∥∥(−)μu(τ )∥∥r∥∥(−)δv(τ )∥∥r dτ
 Chκ x∗ y∗
t∫
0
(t − τ )−σ−κτ n2r −1−μ+ n2r −δ
= Chκ x∗ y∗B(1− σ − κ,n/2r − 1)t n2r −1−σ−κ (1.44)
for all 0 < t < ∞ and h > 0 with 0 < κ < 1− σ . Similarly we can handle I3(t;h) as
I3(t;h) C
t+h∫
t
(t + h − τ )−σ ∥∥(−)μu(τ )∥∥r∥∥(−)δv(τ )∥∥r dτ
 Cx∗ y∗
t+h∫
t
(t + h − τ )−σ τ n2r −1−μ+ n2r −δ dτ
 Cx∗ y∗t
n
2r −1h1−σ (1.45)
for all 0 < t < ∞ and h > 0. Now it follows from (1.43), (1.44) and (1.45) that
(−)σ u ∈ Cκ ((0,∞); Lr(Rn)) for 0 < κ < 1− σ , 0 σ < 1. (1.46)
In the same way, we have
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
∥∥(−)δ(e−h(−+γ ) − 1)e−t(−+γ )v0∥∥r +
t∫
0
∥∥(−)δ(e−h(−+γ ) − 1)e−(t−τ )(−+γ )u(τ )∥∥r dτ
+
t+h∫
t
∥∥(−)δe−(t+h−τ )(−+γ )u(τ )∥∥r dτ
≡ J1(t;h) + J2(t;h) + J3(t;h)
for all 0 < t < ∞ and all h > 0. Since
∥∥(−)α f ∥∥r  C∥∥(− + γ )α f ∥∥r for all f ∈ H2α,r(Rn) with α  0,∥∥(e−h(−+γ ) − 1) f ∥∥r  Chκ∥∥(− + γ )κ f ∥∥r for all f ∈ H2κ,r(Rn) with κ > 0,
with C independent of f and h, we have
J1(t;h) Chκ
∥∥(− + γ )κ+δe−t(−+γ )v0∥∥r (1.47)
for all 0 < t < ∞, h > 0 and κ > 0 with C = C(n, r, κ). By (1.21) it holds
J2(t;h) C
t∫
0
∥∥(− + γ )δ−μ(e−h(−+γ ) − 1)e−(t−τ )(−+γ )(−)μu(τ )∥∥r dτ
 Chκ x∗
t∫
0
(t − τ )μ−δ−κτ n2r −1−μ dτ
 Chκ x∗B(μ + 1− δ − κ,n/2r − μ)t n2r −δ−κ (1.48)
for all 0 < t < ∞ and h > 0 with κ < μ + 1− δ = n/2r + 2− 2δ. Similarly, we have
J3(t;h)
t+h∫
t
∥∥(−)δ−μe−(t+h−τ )(−+γ )(−)μu(τ )∥∥r dτ
 C
t+h∫
t
(t + h − τ )μ−δ∥∥(−)μu(τ )∥∥r dτ
 Cx∗t
n
2r −1−μhμ+1−δ (1.49)
for all 0 < t < ∞ and all h > 0. Hence it follows from (1.47), (1.48) and (1.49) that
(−)δv ∈ Cκ ((0,∞); Lr(Rn)) for 0 < κ < n/2r + 2− 2δ. (1.50)
This proves Lemma 1.2. 
Now, to prove Theorem 1, we need to show that behaviour (1.3) of the solution near t = 0 is
actually redundant for its uniqueness.
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sarily (1.3).
The idea of the proof of Lemma 1.3 is based on Brezis [5]. For the proof, we need the following
two propositions:
Proposition 1.3. Letmax{1,n/4} < r < n/2 and letμ and δ be as in (1.9). For every precompact subsets K1 in
H
n
r −2,r(Rn) and K2 in H
n
r ,r(Rn), there is amonotone decreasing and uniformly bounded function η(t; K1, K2)
of t > 0 with limt→+0 η(t; K1, K2) = 0 such that
tμ−(n/2r−1)
∥∥(−)μetu0∥∥r + tδ−n/2r∥∥(−)δetv0∥∥r  η(t; K1, K2) (1.51)
holds for all u0 ∈ K1, v0 ∈ K2 and for all t > 0.
Proposition 1.4. Let max{1,n/4} < r < n/2 and let μ and δ be as in (1.9). For every precompact subsets K1
in H
n
r −2,r(Rn) and K2 in H
n
r ,r(Rn), we take the function η(t; K1, K2) of t > 0 given by Proposition 1.3. Then
there exists T∗ > 0 such that for every u0 ∈ K1 and v0 ∈ K2 , we can construct a solution {u, v} of (IE) in the
class (1.1) and (1.2) on [0, T∗) with the property
tμ−(n/2r−1)
∥∥(−)μu(t)∥∥r + tδ−n/2r∥∥(−)δv(t)∥∥r  2η(t; K1, K2) (1.52)
for all 0< t < T∗ .
Postponing proofs of Propositions 1.3 and 1.4, we shall prove Lemma 1.3.
Proof of Lemma 1.3. Let us take 0 < T < ∞ and ﬁx it. We deﬁne K1 and K2 by
K1 ≡
{
u(t); 0< t < T }, K2 ≡ {v(t); 0 < t < T }.
Since u ∈ C([0, T ]; H nr −2,r(Rn)) and v ∈ C([0, T ]; H nr ,r(Rn)), we see that K1 and K2 are precom-
pact subsets of H
n
r −2,r(Rn) and H nr ,r(Rn), respectively. For such K1 and K2, we take the function
η(t; K1, K2) of t > 0 given by Proposition 1.3. Furthermore, by Proposition 1.4, we can take T∗ > 0 so
that for every u˜0 ∈ K1 and v˜0 ∈ K2, there exists a solution {u˜, v˜} of (IE) on [0, T∗) with u˜|t=0 = u˜0,
u˜|t=0 = u˜0 in the class (1.1) and (1.2) with ∞ replaced by T∗ . It should be noted that T∗ can be taken
uniformly for u˜0 ∈ K1 and v˜0 ∈ K2. Let us denote the solution {u˜, v˜} by
u˜(t) ≡ S(t)(u˜0, v˜0), v˜(t) ≡ T (t)(u˜0, v˜0), 0 < t < T∗.
By (1.52), it holds
tμ−(n/2r−1)
∥∥(−)μS(t)(u˜0, v˜0)∥∥r + tδ−n/2r∥∥(−)δT (t)(u˜0, v˜0)∥∥r  2η(t; K1, K2) (1.53)
for all 0< t < T∗ . For every 0 < s < T∗ , we have u(s) ∈ K1 and v(s) ∈ K2. Since u ∈ C((0, T ]; H2μ,r(Rn))
and v ∈ C((0, T ]; H2δ,r(Rn)), we see that
lim
t→+0 t
μ−(n/2r−1)∥∥(−)μu(t + s)∥∥r = 0, limt→+0 tδ−n/2r
∥∥(−)δv(t + s)∥∥r = 0.
Hence it follows from uniqueness assertion of Lemma 1.1 that
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for all 0 < t < T∗ . By (1.53) we have
tμ−(n/2r−1)
∥∥(−)μu(t + s)∥∥r + tδ−n/2r∥∥(−)δv(t + s)∥∥r  2η(t; K1, K2)
for all 0 < t < T∗ . Since u ∈ C((0, T ]; H2μ,r(Rn)) and v ∈ C((0, T ]; H2δ,r(Rn)), by letting s → +0 in the
above estimate, we see
tμ−(n/2r−1)
∥∥(−)μu(t)∥∥r + tδ−n/2r∥∥(−)δv(t)∥∥r  2η(t; K1, K2)
for all 0 < t < T∗ . Since limt→+0 η(t; K1, K2) = 0, this yields
lim
t→+0 t
μ−(n/2r−1)∥∥(−)μu(t)∥∥r = 0, limt→+0 tδ−n/2r
∥∥(−)δv(t)∥∥r = 0, (1.54)
which implies (1.3) for σ = μ and ζ = δ. For general n/2r − 1 < σ < 1 and n/2r < ζ < n/4r + 1,
we can show (1.3) by (1.1), (1.2) and (1.54) with the aid of interpolation inequalities. This proves
Lemma 1.3. 
Now it remains to prove Propositions 1.3 and 1.4.
Proof of Proposition 1.3. η(t; K1, K2) can be given by
η(t; K1, K2) ≡ sup
u0∈K1
(
sup
0<τ<t
τμ−(n/2r−1)
∥∥(−)μetu0∥∥r)+ sup
v0∈K2
(
sup
0<τ<t
τ δ−n/2r
∥∥(−)δetv0∥∥r).
(1.55)
Since K1 and K2 are precompact subsets of H
n
r −2,r(Rn) and H nr ,r(Rn), we see that there is L > 0 such
that
∥∥(−) n2r −1u0∥∥r + ∥∥(−) n2r v0∥∥r  L
for all u0 ∈ K1 and all v0 ∈ K2. Then by (1.8), it holds
η(t; K1, K2) CL for all t > 0,
which implies that the function η(t; K1, K2) is well deﬁned and uniformly bounded in t > 0. Obviously
by deﬁnition, we see that η(t; K1, K2) is a monotone non-decreasing function of t > 0. Let us show
that
lim
t→+0η(t; K1, K2) = 0.
We deﬁne Uε(u0) ≡ {u¯0 ∈ H nr −2,r(Rn); ‖(−)n/2r−1u¯0 − (−)n/2r−1u0‖r < ε}, Vε(v0) ≡ {v¯0 ∈
H
n
r ,r(Rn); ‖(−)n/2r v¯0 − (−)n/2r v0‖r < ε}. For every ε > 0, it holds
K1 ⊂
⋃
u ∈K
Uε(u0), K2 ⊂
⋃
v ∈K
Vε(v0).0 1 0 2
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n
r −2,r(Rn) and H nr ,r(Rn), we can select ﬁnitely many
points {u0,1(ε),u0,2(ε), . . . ,u0,m1 (ε)} ⊂ K1 and {v0,1(ε), v0,2(ε), . . . , v0,m2 (ε)} ⊂ K2 such that K1 ⊂⋃m1
j=1 Uε(u0, j(ε)), K2 ⊂
⋃m2
j=1 Vε(v0, j(ε)). Since C
∞
0 (R
n) is dense in H
n
r −2,r(Rn) and H nr ,r(Rn), we
may assume that
u0, j(ε) ∈ C∞0
(
R
n) for j = 0,1, . . . ,m1, v0, j(ε) ∈ C∞0 (Rn) for j = 0,1, . . . ,m2.
Deﬁne Mε ≡ max{max j=1,2,...,m1 ‖(−)μu0, j(ε)‖r, max j=1,2,...,m2 ‖(−)δv0, j(ε)‖r}. For every u0 ∈ K1
and v0 ∈ K2, there are some 1  j1  m1 and 1  j2  m2 such that u0 ∈ Uε(u0, j1 (ε)) and
v0 ∈ Uε(v0, j1 (ε)). Then, it follows from (1.8) that
τμ−(n/2r−1)
∥∥(−)μetu0∥∥r + τ δ−n/2r∥∥(−)δetv0∥∥r
 τμ−(n/2r−1)
∥∥(−)μ−(n/2r−1)et((−)n/2r−1u0 − (−)n/2r−1u0, j1 (ε))∥∥r
+ τμ−(n/2r−1)∥∥et(−)μu0, j1 (ε)∥∥r
+ τ δ−n/2r∥∥(−)δ−n/2ret((−)n/2r v0 − (−)n/2r v0, j2 (ε))∥∥r
+ τ δ−n/2r∥∥et(−)δv0, j2 (ε)∥∥r
 C
∥∥(−)n/2r−1u0 − (−)n/2r−1u0, j1 (ε)∥∥r + τμ−(n/2r−1)∥∥(−)μu0, j1 (ε)∥∥r
+ C∥∥(−)n/2r v0 − (−)n/2r v0, j2 (ε)∥∥r + τ δ−n/2r∥∥(−)δv0, j2 (ε)∥∥r
 2Cε + Mε
(
τμ−(n/2r−1) + τ δ−n/2r)
for all 0 < τ < t . Taking the supremum of the above estimate for τ ∈ (0, t) and u0 ∈ K1, v0 ∈ K2, we
obtain
η(t; K1, K2) 2Cε + Mε
(
tμ−(n/2r−1) + tδ−n/2r).
Letting t → +0 in both sides of this estimate, we have
limsup
t→+0
η(t; K1, K2) 2Cε.
Since ε > 0 is arbitrary, we conclude that limt→+0 η(t; K1, K2) = 0. This proves Proposition 1.3. 
Proof of Proposition 1.4. We need to return to the proof of Lemma 1.1. By (1.13), we may take T∗ so
that {a1,b1} with
a1 ≡ sup
0<t<T∗
tμ−(n/2r−1)
∥∥(−)μetu0∥∥r and b1 ≡ sup
0<t<T∗
tδ−n/2r
∥∥(−)δetv0∥∥r
satisﬁes (1.19). Since limt→+0 η(t; K1, K2) = 0, we see that such T∗ > 0 can be chosen uniformly for
all u0 ∈ K1 and v0 ∈ K2. Furthermore, by (1.20) and (1.21) the solution {u, v} of (IE) is subject to the
estimate
sup
0<t<T∗
tμ−(n/2r−1)
∥∥(−)μu(t)∥∥r  x∗, sup
0<t<T∗
tδ−n/2r
∥∥(−)δv(t)∥∥r  y∗.
Since x∗ and y∗ can be taken arbitrarily small according to the restriction of the size of {a1,b1}, it is
easy to see that the solution {u, v} satisﬁes (1.52). This proves Proposition 1.4. 
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We need to return to the approximate solution {um, vm}∞m=1 of (1.11). Let us ﬁrst show that
k = sup
m=1,2,...
sup
0<t<∞
t
1
2
∥∥∇vm(t)∥∥∞ < ∞, (2.1)
lm = sup
0<t<∞
∥∥um(t)∥∥1 < ∞ for m = 1,2, . . . . (2.2)
Since ‖v0‖BMO  C‖(−) n2r v0‖r , it follows from Stein [25, Chapter IV, 4.3.3] that
∥∥∇v1(t)∥∥∞  ∥∥∇etv0∥∥∞  Ct− 12 ‖v0‖BMO  Ct− 12 ∥∥(−) n2r v0∥∥r (2.3)
with C = C(n, r). Since n/3 < r, we can take σ so that n/2r − 1/2 < σ < 1. Taking p > n with 1/p =
1/r − 2σ/n, we have
‖ f ‖p  C
∥∥(−)σ f ∥∥r for all f ∈ H2σ ,r(Rn),
where C = C(n, r, σ ). Hence by (1.16)–(1.20) it holds
∥∥um(τ )∥∥p  C∥∥(−)σ um(τ )∥∥r  Cx∗σ τ n2r −1−σ with x∗σ ≡ a1,σ + βσ,δx∗ y∗ (2.4)
for all 0 < τ < ∞ and all m = 1,2, . . . , where C = C(n, r, σ ). Then we obtain from (1.8), (2.3) and
(2.4) that
∥∥∇vm+1(t)∥∥∞  ∥∥∇v1(t)∥∥∞ +
t∫
0
∥∥∇e(t−τ )um(τ )∥∥∞ dτ
 C
∥∥(−) n2r v0∥∥rt− 12 + C
t∫
0
(t − τ )− n2p − 12 ∥∥um(τ )∥∥p dτ
 C
∥∥(−) n2r v0∥∥rt− 12 + C
t∫
0
(t − τ )− n2p − 12 ∥∥(−)σ um(τ )∥∥r dτ
 C
∥∥(−) n2r v0∥∥rt− 12 + Cx∗σ
t∫
0
(t − τ )− n2p − 12 τ n2r −1−σ dτ
= C∥∥(−) n2r v0∥∥rt− 12 + Cx∗σ B(1/2− n/2p,n/2r − σ)t− 12
for all 0 < t < ∞ and all m = 1,2, . . . . Hence we may take k in (2.1) as
k ≡ C∥∥(−) n2r v0∥∥r + Cx∗σ , (2.5)
where C = C(n, r, σ ).
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∥∥∇Vm+1(t)∥∥∞ 
t∫
0
∥∥∇e−(t−τ )(−+γ )Um(τ )∥∥∞ dτ
 C
t∫
0
(t − τ )− n2p − 12 ∥∥Um(τ )∥∥p dτ
 C
t∫
0
(t − τ )− n2p − 12 ∥∥(−)σUm(τ )∥∥r dτ
 Cβσ,δ(Am y∗ + Bmx∗)
t∫
0
(t − τ )− n2p − 12 τ n2r −1−σ dτ
= Cβσ,δ(Am y∗ + Bmx∗)B(1/2− n/2p,n/2r − σ)t− 12
for all 0 < t < ∞ and all m = 1,2, . . . , which implies that
sup
0<t<∞
t
1
2
∥∥∇Vm+1(t)∥∥∞  C(Am y∗ + Bmx∗) for all m = 1,2, . . . , (2.6)
where C = C(n, r, σ ). Since ∑∞m=1 Am < ∞, ∑∞m=1 Bm < ∞, we conclude from (2.3) that the limit v
of {vm}∞m=1 satisﬁes
t
1
2 ∇v ∈ BC([0,∞); L∞(Rn)). (2.7)
We next show (2.2). For m = 1, we have
∥∥u1(t)∥∥1 = ∥∥etu0∥∥1  ‖u0‖1 for all t > 0.
Hence we may take l1 ≡ ‖u0‖1. Suppose that (2.2) is true for m. Then it follows from (1.8) and (2.1)
that
∥∥um+1(t)∥∥1  l1 +
t∫
0
∥∥div e(t−τ )um∇vm(τ )∥∥1 dτ
 l1 + C
t∫
0
(t − τ )− 12 ∥∥um∇vm(τ )∥∥1 dτ
 l1 + C
t∫
0
(t − τ )− 12 ∥∥um(τ )∥∥1∥∥∇vm(τ )∥∥∞ dτ
 l1 + Cklm
t∫
0
(t − τ )− 12 τ− 12 dτ
= l1 + C B(1/2,1/2)klm
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lm+1 ≡ l1 + Cβ ′klm, β ′ ≡ B(1/2,1/2).
If
k < 1/Cβ ′, (2.8)
then it holds
lm 
l1
1− Cβ ′k ≡ l for all m = 1,2, . . . , (2.9)
which yields that the limit u of {um}∞m=1 satisﬁes (0.7). Indeed, by (1.24), (2.1), (2.2) and (2.6) we have
that
∥∥Um+1(t)∥∥1  Cβ ′k sup
0<τ<t
∥∥Um(τ )∥∥1 + Cβ ′l sup
0<τ<t
τ
1
2
∥∥∇Vm(τ )∥∥∞
 Cβ ′k sup
0<τ<t
∥∥Um(τ )∥∥1 + Cβ ′l(Am−1 y∗ + Bm−1x∗)
for all 0 < t < ∞ and all m = 1,2, . . . . Since the right-hand side of the above estimate is non-
decreasing for t > 0, we obtain from (2.8) that
∞∑
m=1
sup
0<t<∞
∥∥Um(t)∥∥1  11− Cβ ′k
(
‖u0‖1 + Cβ ′l
(
y∗
∞∑
m=1
Am + x∗
∞∑
m=1
Bm
))
< ∞,
which yields (0.7).
Let us now check validity of (2.8). By (2.4) and (2.5) we have
k C
(∥∥(−) n2r −1u0∥∥r + ∥∥(−) n2r v0∥∥r + βσ,δx∗ y∗). (2.10)
By (1.13) and (1.20) we see that both x∗ and y∗ can be taken arbitrarily small according to the size of
‖(−) n2r −1u0‖r and ‖(−) n2r v0‖r , so we may choose ε1 = ε1(n, r) so that the condition (0.6) yields
(2.8).
It follows from (1.8), (2.2) and (2.9) that v ∈ C([0,∞); L1(Rn)) with the estimate
∥∥v(t)∥∥1 
{
e−γ t‖v0‖1 + 1γ (1− e−γ t)l for γ > 0,
‖v0‖1 + tl for γ = 0,
for all t > 0. This implies (0.8).
We next prove (0.9) and (0.10). Let us take ϕ ∈ C∞0 (Rn) with ϕ(x) = 1 for |x|  1 and ϕ(x) = 0
for |x|  2. For m = 1,2, . . . we set ϕm(x) ≡ ϕ(x/m). Then we have suppϕm ⊂ {x ∈ Rn; |x|  2m},
supp∇ jϕm ⊂ {x ∈ Rn; m  |x| 2m} with ‖∇ jϕm‖∞  Cm− j for m = 1,2, . . . and j = 1,2. Multiply-
ing the ﬁrst equation of (KS) by ϕm and then integrating the result equation over Rn , we have by
(2.1) and (2.2) with (2.9) that
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∫
Rn
u(x, t)ϕm(x)dx
∣∣∣∣=
∣∣∣∣
∫
Rn
u(x, t)ϕm(x)dx−
∫
Rn
div(u∇v)(x, t)ϕm(x)dx
∣∣∣∣
=
∣∣∣∣
∫
Rn
u(x, t)ϕm(x)dx+
∫
Rn
u∇v(x, t) · ∇ϕm(x)dx
∣∣∣∣
 sup
0<τ<∞
∥∥u(τ )∥∥1‖ϕm‖∞ + sup
0<τ<∞
∥∥u(τ )∥∥1∥∥∇v(t)∥∥∞‖∇ϕm‖∞
 Clm−2 + Cklt− 12m−1
for all t > 0 and all m = 1,2, . . . . Hence for every ﬁxed ε > 0 we have
d
dt
∫
Rn
u(x, t)ϕm(x)dx → 0 uniformly in t ∈ [ε,∞) as m → ∞. (2.11)
Since u(·, t) ∈ L1(Rn) for all t ∈ [0,∞), it holds
∫
Rn
u(x, t)ϕm(x)dx →
∫
Rn
u(x, t)dx for every t ∈ [0,∞) as m → ∞.
Hence by (2.11) we have
∫
Rn
u(x, t)dx =
∫
Rn
u(x, ε)dx for all t ∈ [ε,∞). (2.12)
Since u ∈ BC([0,∞); L1(Rn)), by letting ε → +0 in (2.12) we obtain
∫
Rn
u(x, t)dx =
∫
Rn
u0(x)dx for all t ∈ [0,∞),
which yields (0.9).
Similarly, we have by the second identity of (KS) and the above that
d
dt
∫
Rn
v(x, t)dx = −γ
∫
Rn
v(x, t)dx+
∫
Rn
u0(x)dx for all t ∈ (0,∞).
Solving this for
∫
Rn
v(x, t)dx, we obtain (0.10).
Finally, it remains to prove the decay property (0.11) in Lp of solutions as t tends to ∞. Let us ﬁrst
prove
∥∥u(t)∥∥p  Ct− n2 (1− 1p ) for all t  1.
For that purpose, we need to return to the approximate solution in (1.11). Let us take 1 p0 < nn−1 ,
that is, 1− 1n < 1p0  1. We shall prove
gm = sup t
n
2 (1− 1p0 )
∥∥um(t)∥∥p0 , m = 1,2, . . . . (2.13)0<t<∞
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∥∥u1(t)∥∥p0 = ∥∥etu0∥∥p0  t− n2 (1− 1p )‖u0‖p0 for all t > 0,
we may take g1 = ‖u0‖1. Suppose that (2.13) is true for m. Then, in the same way as in (2.8), we have
∥∥um+1(t)∥∥p0  ∥∥u1(t)∥∥p0 +
t∫
0
∥∥div(e(t−τ )um · ∇vm(τ ))∥∥p0 dτ
 g1t−
n
2 (1− 1p0 ) + C
t∫
0
(t − τ )− 12 ∥∥um(τ )∥∥p0∥∥∇vm(τ )∥∥∞ dτ
 g1t−
n
2 (1− 1p0 ) + Ckgm
t∫
0
(t − τ )− 12 τ 12− n2 (1− 1p0 )−1 dτ
 g1t−
n
2 (1− 1p0 ) + C B(1/2,1/2− n(1− 1/p0)/2)kgmt− n2 (1− 1p0 ).
Notice that since 1− 1n < 1p0 , we have 12 − n2 (1− 1p0 ) > 0. Hence we may take gm+1 as
gm+1 = g1 + Cβ ′p0kgm with β ′p0 = B
(
1/2,1/2− n(1− 1/p0)/2
)
.
Hence, in addition to (2.8), if
k <
1
Cβ ′p0
, (2.14)
then it holds
gm 
g1
1− Cβ ′p0k
= g for all m = 1,2, . . . . (2.15)
Such a bound yields that
sup
0<t<∞
t
− n2 (1− 1p0 )
∥∥um(t) − u(t)∥∥p0 → 0 as m → ∞.
Since (2.14) is achieved according to the size of ‖(−) n2r −1u0‖r +‖(−) n2r v0‖r (see (2.10)), we obtain
from (2.15) that
∥∥u(t)∥∥p0  gt− n2 (1− 1p0 ) for all t > 0. (2.16)
We next consider the case for p = p1 with
1
p0
− 1
n
<
1
p1
.
We make use of the identity
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t∫
t
2
e(t−τ ) div(u∇v)(τ )dτ ≡ w1(t) + w2(t). (2.17)
By (2.9) it holds that
∥∥w1(t)∥∥p1  ∥∥e t2u(t/2)∥∥p1
 Ct−
n
2 (1− 1p1 )
∥∥u(t/2)∥∥1
 sup
0<s<∞
∥∥u(s)∥∥1 · t− n2 (1− 1p1 )
 lt−
n
2 (1− 1p1 ) for all t > 0.
By (2.16), we have
∥∥w2(t)∥∥p1  C
t∫
t
2
(t − τ )− n2 ( 1p0 − 1p1 )− 12 ∥∥u∇v(τ )∥∥p0 dτ
 C
t∫
t
2
(t − τ )− n2 ( 1p0 − 1p1 )− 12 ∥∥u(τ )∥∥p0∥∥∇v(τ )∥∥∞ dτ
 C
t∫
t
2
(t − τ )− n2 ( 1p0 − 1p1 )− 12 gτ− n2 (1− 1p0 )kτ− 12 dτ
 Cgk
t∫
t
2
(t − τ )− n2 ( 1p0 − 1p1 )− 12 τ− 12− n2 (1− 1p0 ) dτ
 Cgkt−
1
2− n2 (1− 1p0 )
t∫
t
2
(t − τ )− n2 ( 1p0 − 1p1 )− 12 dτ .
Since − n2 ( 1p0 − 1p1 )− 12 > −1, the integral of the right-hand side of the above estimate converges, and
we see
∥∥w2(t)∥∥p1  Cgkt− n2 (1− 1p1 ).
Hence we obtain
∥∥u(t)∥∥p1  Ct− n2 (1− 1p1 ) for all t > 0.
Similar argument also holds for p2 with
1 − 1 < 1 < 1
p1 n p2 p1
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∥∥u(t)∥∥p2  Ct− n2 (1− 1p2 ) for all t > 0.
Proceeding this argument subsequently, we have ﬁnally
∥∥u(t)∥∥p  Ct− n2 (1− 1p ) for all t > 0 and for all p such that 1 p < ∞.
It remains to prove for p = ∞. Making use of the above estimate for n < p < ∞, we have
∥∥u(t)∥∥∞  ∥∥e t2u(t/2)∥∥∞ +
t∫
t
2
(t − τ )− 12− n2p ∥∥u(τ )∥∥p∥∥∇v(τ )∥∥∞ dτ
 t− n2
∥∥u(t/2)∥∥1
+ sup
0<τ<∞
τ
n
2 (1− 1p )∥∥u(τ )∥∥p sup
0<τ<∞
τ
1
2
∥∥∇v(τ )∥∥∞
t∫
t
2
(t − τ )− 12− n2p τ− n2 (1− 1p )τ− 12 dτ
 Ct− n2 ‖u0‖1
+ C sup
0<t<∞
τ
n
2 (1− 1p )∥∥u(τ )∥∥pkt− n2 (1− 1p )− 12
t∫
t
2
(t − τ ) 12− n2p −1 dτ
 Ct− n2 ‖u0‖1 + Ck sup
0<t<∞
τ
n
2 (1− 1p )∥∥u(τ )∥∥pt− n2 for all t > 0.
Notice that since p > n, we have 12 − n2p > 0. As a result, we obtain
∥∥u(t)∥∥p  Ct− n2 (1− 1p ) for all t > 0 and for all p such that 1 p ∞. (2.18)
We next proceed to the decay property of v in Lp . Let us make use of the following representation:
v(t) = e t2v(t/2) +
t∫
t
2
e−(t−τ )(−+γ )u(τ )dτ ≡ w˜1(t) + w˜2(t).
By (0.10) it is easy to see that
∥∥w˜1(t)∥∥p = ∥∥e− t2 (−+γ )v(t/2)∥∥p
 e−
γ t
2
∥∥e t2v(t/2)∥∥p
 Ce−
γ t
2 t−
n
2 (1− 1p )∥∥v(t/2)∥∥1
 Ce−
γ t
2 t−
n
2 (1− 1p ) for all t > 0 and for all p such that 1 p ∞.
Similarly, we have by (2.18)
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t∫
t
2
e−γ (t−τ )
∥∥e(t−τ )u(τ )∥∥p dτ
 e−
γ t
2
t∫
t
2
∥∥e(t−τ )u(τ )∥∥p dτ
 e−
γ t
2
t∫
t
2
∥∥u(τ )∥∥p dτ
 e−
γ t
2
t∫
t
2
τ
− n2 (1− 1p ) dτ
 Ce−
γ t
2 ,
provided p > nn−2 . Since sup0<t<∞ ‖v(t)‖1 < ∞, implied by (0.10), we obtain from this estimate that
∥∥v(t)∥∥p  Ce− γ t2 for all t > 0 and for all p such that 1 < p ∞.
This proves Theorem 2.
3. Proof of Theorem 3
We shall ﬁrst show that
u ∈ L2(0,∞; Lq(Rn)) for some q with n < q < ∞. (3.1)
Since s > n2r −1, we can take σ so that n2r − 12 < σ < 1 and s σ < s+ 12 . Then, under the hypotheses
(0.12), we see that the solution u given by Theorem 1 satisﬁes
tσ−s(−)σ u(·) ∈ BC([0,∞); Lr(Rn)). (3.2)
To this end, we need to return to the approximate solution {um}∞m=1 deﬁned by (1.11). Let us ﬁrst
show that
sup
0<t<∞
tσ−s
∥∥(−)σ um(t)∥∥r ≡ dm < ∞, m = 1,2, . . . . (3.3)
For m = 1, it holds
∥∥(−)σ u1(t)∥∥r = ∥∥(−)σ etu0∥∥r = ∥∥(−)σ−set(−)su0∥∥r
 Cts−σ
∥∥(−)su0∥∥r
and we may take d1 = C‖(−)su0‖r . Suppose that (3.3) is true for m. Taking ζ = n2r + 1−σ , we have
by Proposition 1.1, (1.12) with T = ∞ and (1.16) that
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t∫
0
(t − τ )−σ ∥∥(−)σ um(τ )∥∥r∥∥(−)ζ vm(τ )∥∥r dτ
 d1ts−σ + C
t∫
0
(t − τ )−σdmτ s−σ bm,ζ τ n2r −ζ dτ
= d1ts−σ + Cdmbm,ζ
t∫
0
(t − τ )−σ τ s−1 dτ
 d1ts−σ + C B(1− σ , s)bm,ζdmts−σ
 d1ts−σ + C B(1− σ , s)(b1,ζ + βσ,ζ x∗)dmts−σ
for all 0 < t < ∞. Hence we may take dm+1 as
dm+1 = d1 + C(b1,ζ + βσ,ζ x∗)dm. (3.4)
Since b1,ζ and x∗ can be taken arbitrarily small according to the size of a1 and b1, we may choose ε2
in (0.12) so small that
bm,ζ  C(b1,ζ + βσ,ζ x∗) < 1/2 (3.5)
for all m = 1,2, . . . . See (1.16). Under the hypothesis of (3.5), we have by (3.4) that
dm 
d1
1− C(b1,ζ + βσ,ζ x∗)  2d1 for all m = 1,2, . . . . (3.6)
Furthermore, from (1.24) and (3.6) it follows that
∥∥(−)σUm+1(t)∥∥r
 C
t∫
0
(t − τ )−σ (∥∥(−)σUm(τ )∥∥r∥∥(−)ζ vm(τ )∥∥r + ∥∥(−)σ um−1(τ )∥∥r∥∥(−)ζ Vm(τ )∥∥r)dτ
with C = C(n, r, σ , ζ ). Hence if we set
sup
0<t<∞
tσ−s
∥∥(−)σUm(t)∥∥r ≡ Dm, m = 1,2, . . . ,
it holds by (1.27) and (3.5) that
∥∥(−)σUm+1(t)∥∥r  C
t∫
0
(t − τ )−σ (Dmτ s−σ bm,ζ τ n2r −ζ + 2d1Amτ s−σ τ n2r −ζ )dτ
= C(Dmbm,ζ + 2d1Am)
t∫
0
(t − τ )−σ τ s−1 dτ
= C B(1− σ , s)(Dmbm,ζ + 2d1Am)ts−σ
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(
1
2
Dm + 2Cd1Am
)
ts−σ
for all 0 < t < ∞, from which we obtain
Dm+1 = 1
2
Dm + 2Cd1Am.
Hence we have
∞∑
m=1
Dm  8d1 + 4Cd1
∞∑
m=1
Am,
which yields that the limit u of {um}∞m=1 given by (1.31) and (1.32) satisﬁes
tσ−s(−)σ u ∈ BC([0,∞); Lr(Rn)).
This implies (3.2).
Now, deﬁning q so that 1/q = 1/r − 2σ/n, we have n < q with the estimate
‖u‖q  C
∥∥(−)σ u∥∥r,
which yields together with (3.2) and (1.1) that
∞∫
0
∥∥u(t)∥∥2q dt  C
1∫
0
∥∥(−)σ u(t)∥∥2r dt + C
∞∫
1
∥∥(−)σ u(t)∥∥2r dt
 C
1∫
0
t−2(σ−s) dt + C
∞∫
1
t−2(
n
2r −1−σ) dt < ∞.
This implies (3.1). It is easy to see that
um → u in L2
(
0, T ; Lq(Rn)) as m → ∞. (3.7)
We next show that
∇v ∈ L2(0,∞; L∞(Rn)). (3.8)
Since we can take σ slightly greater than n/2r − 1/2, we may assume that n < q p. Then it holds
v0 ∈ H nr ,r
(
R
n)∩ H1+α,p(Rn)⊂ H1,n(Rn)∩ H1+α,p(Rn)⊂ H1+α′,q(Rn)
for some 0 < α′ < α. Since u ∈ L2(0,∞; Lq(Rn)), we may apply the maximal regularity theorem to
the second equation of (KS) to obtain
∇2v ∈ L2(0,∞; Lq(Rn)).
See, e.g., Amann [3]. Since q > n, we have ∇v ∈ L2(0,∞; L∞(Rn)). Simultaneously, returning to (1.11),
we can show also by the estimate of maximal regularity theorem that
{∇vm}∞m=1 is bounded in L2
(
0,∞; L∞(Rn)). (3.9)
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u ∈ BC([0,∞); L2(R2)) with ∇u ∈ L2(0,∞; L2(Rn)). (3.10)
Let us ﬁrst show that
sup
0<t<∞
∥∥um(t) − u(t)∥∥2 → 0 as m → ∞. (3.11)
Indeed, in the same way as in (2.2), under the hypothesis of (2.8) we have
sup
0<t<∞
∥∥um(t)∥∥2 ≡ qm  ‖u0‖21− Cβ ′k ≡ q for all m = 1,2, . . . . (3.12)
Since sup0<t<∞ ‖etu0‖2  ‖u0‖2, we may take q1 ≡ ‖u0‖2. Suppose that (3.12) is true for m. Then
by (1.11) and (2.1) it holds
∥∥um+1(t)∥∥2  ∥∥u1(t)∥∥2 +
t∫
0
∥∥div e(t−τ )um∇vm(τ )∥∥2 dτ
 q1 + C
t∫
0
(t − τ )− 12 ∥∥um∇vm(τ )∥∥2 dτ
 q1 + C
t∫
0
(t − τ )− 12 ∥∥um(τ )∥∥2∥∥∇vm(τ )∥∥∞ dτ
 q1 + Ckqm
t∫
0
(t − τ )− 12 τ− 12 dτ
= q1 + Cβ ′kqm
(
β ′ = B(1/2,1/2))
for all 0 < t < ∞ with C = C(n). So we may take qm+1 = q1 + Cβ ′kqm , and hence we obtain from the
similar argument as to Section 2 that
∞∑
m=1
sup
0<t<∞
∥∥Um(t)∥∥2  11− Cβ ′k
(
‖u0‖2 + Cq
(
y∗
∞∑
m=1
Am + x∗
∞∑
m=1
Bm
))
< ∞,
which yields (3.11).
To show that ∇u ∈ L2(0,∞; L2(Rn)), by (3.9) and (3.12) we have that
∣∣(div(um∇vm),ϕ)∣∣ ‖um‖2‖∇vm‖∞‖∇ϕ‖2  q‖∇vm‖∞‖∇ϕ‖2 for all ϕ ∈ H1,2(Rn),
which implies that div(um∇vm) is bounded in L2(0,∞; H1,2(Rn)∗) with
∥∥div(um∇vm)∥∥L2(0,∞;H1,2(Rn)∗)  q
( ∞∫ ∥∥∇vm(τ )∥∥2∞ dτ
) 1
2
. (3.13)0
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∂um+1
∂t
− um+1 = −div(um∇vm) in Rn × (0,∞),
um+1(x,0) = u0(x) in Rn,
we have by the standard argument that
1
2
∥∥um+1(t)∥∥22 +
t∫
0
∥∥∇um+1(τ )∥∥22 dτ
= 1
2
‖u0‖22 +
t∫
0
(um∇vm,∇um+1)dτ
 1
2
‖u0‖22 + q
( ∞∫
0
∥∥∇vm(τ )∥∥2∞ dτ
) 1
2
( t∫
0
∥∥∇um+1(τ )∥∥22 dτ
) 1
2
 1
2
‖u0‖22 +
1
2
q2
∞∫
0
∥∥∇vm(τ )∥∥2∞ dτ + 12
t∫
0
∥∥∇um+1(τ )∥∥22 dτ ,
from which and (3.9) it follows that {∇um}∞m=1 is bounded in L2(0,∞; L2(Rn)). Hence from the weak
compactness argument, we obtain ∇u ∈ L2(0,∞; L2(Rn)). This implies (3.10).
Now, we are ready to prove (0.13). Let us deﬁne u−(x, t) ≡ min{u(x, t),0}. Multiplying the ﬁrst
equation of (KS) by u− and then integrating the result identity over Rn × (0, t), we have similarly to
the above estimate that
1
2
∥∥u−(t)∥∥22 +
t∫
0
∥∥∇u−(τ )∥∥22 dτ
= 1
2
∥∥u−0 ∥∥22 +
t∫
0
(
u∇v,∇u−)dτ
 1
2
∥∥u−0 ∥∥22 +
t∫
0
∥∥u−(τ )∥∥2∥∥∇v(τ )∥∥∞∥∥∇u−(τ )∥∥2 dτ
 1
2
‖u0‖22 +
1
2
t∫
0
∥∥u−(τ )∥∥22∥∥∇v(τ )∥∥2∞ dτ + 12
t∫
0
∥∥∇u−(τ )∥∥22 dτ
for all 0 < t < ∞. Hence it follows from (3.8) and the Gronwall inequality that
sup
0t<∞
∥∥u−(t)∥∥22  ∥∥u−0 ∥∥22 exp
( ∞∫ ∥∥∇v(τ )∥∥2∞ dτ
)
.0
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sup0<t<∞ ‖u−(t)‖2 = 0, which implies u(x, t)  0 for almost all x ∈ Rn and all 0 < t < ∞. Since
the semigroup e−t(−+γ ) has a positive integral kernel, we see that the representation of v such as
(IE) yields necessarily v(x, t) 0 for almost all x ∈Rn and all 0 < t < ∞.
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