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This paper addresses to the ﬂowshop scheduling problem with blocking constraints. The objective is to minimize the makespan criterion. We
propose a hybrid combinatorial particle swarm optimization algorithm (HCPSO) as a resolution technique for solving this problem. At the
initialization, different priority rules are exploited. Experimental study and statistical analysis were performed to select the most adapted one for
this problem. Then, the swarm behavior is tested for solving a combinatorial optimization problem such as a sequencing problem under
constraints. Finally, an iterated local search algorithm based on probabilistic perturbation is sequentially introduced to the particle swarm
optimization algorithm for improving the quality of solution. The computational results show that our approach is able to improve several best
known solutions of the literature. In fact, 76 solutions among 120 were improved. Moreover, HCPSO outperforms the compared methods in
terms of quality of solutions in short time requirements. Also, the performance of the proposed approach is evaluated according to a real-world
industrial problem.
& 2016 Society of CAD/CAM Engineers. Publishing Servies by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The automation of new production systems and the apparition of the robotic manufacturing have led to several application areas of the
blocking scheduling over the last few years. Typical areas are chemical and pharmaceutical industries, where a partially completed job
cannot quit the machine on which it is processed while downstream machines are busy [1]. Grabowski and Pempera have presented in [2]
a real case of scheduling client orders in a building industry that produces concrete blocks. Also, Hall and Sriskandarajah have presented in
[3] a review of applications of blocking scheduling models and they have indicated that blocking environment occurs from characteristics
of the process technology itself or from the lack of the storage capacity between the machines.
In this paper we consider the case of blocking ﬂowshop scheduling problem. There is a set of n jobs that must be processed on a set of
m machines in the same order. While the storage is not allowed, when a job is completed on a machine, the latter is blocked until a free
next machine becomes available. Hall and Sriskandarajah [3] have proved that this problem is strongly NP-complete for m¼3, where the
makespan ðCmaxÞ is a measure of performance.
From Abadi et al. [4], the blocking ﬂowshop problem is a relaxation of the no-wait ﬂowshop problem by allowing slowing
down of the operations. In the last variant, each job is to be processed without interruption on or between machines. In such way, if
necessary, the start of a job on a given machine must be delayed such that the completion of the operation coincides with the start10.1016/j.jcde.2016.05.001
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ﬂowshop problem. Several papers have studied the equivalency between the two problems, such as Hall and Sriskandarajah [3],
Abadi et al. [4] and Liu and Kozan [5]. In fact, any solution for the no-wait ﬂowshop problem may be considered as an upper
bound for the blocking ﬂowshop problem. For solving the blocking ﬂowshop scheduling problem, various approaches were
developed, including branch and bound algorithm (B&B) [6–9], constructive heuristics [10,11,4,12,13], genetic algorithm (GA)
[14], tabu search (TS) [1] and differential evolution algorithm (DE) [15]. Indeed, Caraffa et al. [14] have used the equivalence
concept of blocking and no-wait ﬂowshops, by allowing slowing down of the operations, to evaluate the ﬁtness of solution
generated by GA. Debora [12] has proposed a branch and bound algorithm where a new lower bound is developed while
exploiting the blocking nature of the problem. Grabowski and Pampera [1] have proposed a multimoves Tabu Search algorithm
which consists in performing several moves in the same iteration aiming at guiding the algorithm toward more proﬁtable regions of
the search space.
Wang et al. [15] have proposed a hybrid differential evolution algorithm. The authors have presented a new encoding scheme with
discrete job permutation. Furthermore, they have developed a speed-up method in order to evaluate the makespan in the insert
neighborhood used into a local search procedure.
Particle Swarm Optimization (PSO) algorithms are a class of algorithms that support the basic mechanisms of bird ﬂocking and ﬁsh
schooling. This technique was developed by Kennedy and Eberhart in 1995 [16]. Unlike other approaches of evolutionary algorithms,
standard PSO uses neither crossover nor mutation. This algorithm encompasses many successful applications for solving discrete
combinatorial optimization problems [17–19]. However, there are also many cases where the PSO algorithm is not applied, such as the
case of the blocking ﬂowshop scheduling problem. From a technical point of view, this paper presents the ﬁrst application of the PSO
algorithm for solving the blocking ﬂowshop scheduling problem.
The main framework of the PSO algorithm based on biological phenomena is used for global exploration of the search space.
Therefore, PSO converges slowly toward local optima. To overcome this disadvantage, many works have proposed hybridizing
approaches, generally with local search techniques, for reﬁning the search space and performing local exploration. This feature
enables the algorithm to speed up its convergence and to reduce the number of function evaluations. In our application, the Iterated
Local Search (ILS) [20] is used as an improvement phase for the PSO algorithm. The ILS algorithm is introduced with a
probabilistic way based on the quality of the created solution by the PSO algorithm. In the literature, hybrid DE algorithm [15] and
hybrid estimation of distribution algorithm [21] are used for solving the ﬂowshop scheduling problem with blocking. On the other
hand, hybrid PSO [19,22] and hybrid GA [23,24] were developed for solving the no-wait ﬂowshop scheduling problem.
The remaining of this paper is organized as follows. Section 2 presents a description of the blocking ﬂowshop scheduling
problem. Section 3 describes the original PSO. The combinatorial version of PSO for solving the problem is presented in Section
4. Section 5 presents the computational results. Section 6 is the conclusion.2. Problem description
In a blocking ﬂowshop scheduling problem, there is a set of n jobs to be processed on a set of m machines in the same order, while
having no intermediate buffers, i.e. a job jA 1; 2;…; nf g cannot pass from machine k to machine kþ1 while the latter is busy. Since the
makespan is the criterion to be minimized in our case, this problem can be denoted by F=blocking=Cmax [25].
Let p j½ ;k denote the processing time of the job in the jth position in the sequence 1½ ; 2½ ;…; n½ ð Þon the machine k and D j½ ;k
denote the departure time of the job in the jth position in the sequence on the machine k.
Referring to Ronconi [13], the makespan Cmaxð Þ can be found through the recursive expression of the departure time as follows:
D 1½ ;0 ¼ 0;D 1½ ;k ¼
Xk
i ¼ 1
p 1½ ;i k¼ 1; 2;…;m1;
D j½ ;0 ¼D j1½ ;1 j¼ 2; 3;…; n;
D j½ ;k ¼max D j½ ;k1þp j½ ;k;D j1½ ;kþ1
 
j¼ 2; 3;…; n; k¼ 1; 2;…;m1;
D j½ ;m ¼D j½ ;m1þp j½ ;m j¼ 1; 2;…; n;
Thus,
Cmax ¼D n½ ;m1þp n½ ;m3. Particle Swarm Optimization (PSO) algorithm
PSO is an evolutionary approach introduced by Kennedy and Eberhart in 1995 [16]. This algorithm constitutes a metaphoric
scheme of bird ﬂocking and ﬁsh schooling.
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particles. Each particle i may be represented through n-dimensional vectors: the ﬁrst one is denoted by Xti ¼ xti1; xti2;…; xtin
 
,
i¼ ð1; 2;…; SÞ, that indicates the position of the particle i in the searching space at the iteration t. The second one is
Vti ¼ vti1; vti2;…; vtin
 
that represents the velocity with which the particle i moves. The third one is Pti ¼ pti1; pti2;…; ptin
 
that
denotes the best position of the ith particle and the last one is Gt ¼ Gt1;Gt2;…;Gtn
 
that represents the global best position in the
swarm until tth iteration.
At each iteration t, the particle i adjusts its velocity and its position according to the previous personal best position Pt1i and the
previous global best position Gt1 by using the following equations:
vtij ¼ vt1ij þc1r1ðpt1ij xt1ij Þþc2r2ðGt1xt1ij Þ ð1Þ
xtij ¼ xt1ij þvtij ð2Þ
where c1 and c2 denote the cognition learning factor and the social learning factor respectively. r1 and r2 are random numbers
drawn from a uniform distribution in 0; 1½ .
In order to escape from local optima, the particle uses the stochastic mechanism of PSO algorithm while ﬂying through potential
solutions toward Pti and G
t. Furthermore it was necessary to set a control parameter Vmax for the velocity that is unable to exceed
this value. Vmax controls the maximum travel distance at each iteration to avoid this particle ﬂying past good solutions.
4. Combinatorial Particle Swarm Optimization (CPSO) algorithm for blocking ﬂowshop scheduling problem
Originally, PSO algorithms were adopted to solve continuous optimization problems [16]. Recently, several successful applications were
proposed in discrete optimization such as the CPSO algorithm for clustering problem [26], ﬂowshop scheduling problem [17] and
resources constrained project scheduling problem [27]. In [28,19] a discrete particle swarm optimization algorithm (DPSO) was proposed
for solving permutation ﬂowshop scheduling problem and no-wait ﬂowshop scheduling problem respectively. The difference between
these approaches lies, mainly, in the transformation of this algorithm from the original continuous framework to the discrete one by
presenting new encoding schemes. Tasgetiren et al. [28] have used a heuristic rule called the smallest position value (SPV) to adapt the
continuous particle swarm optimization algorithm to sequencing problems. In DPSO of [19], a novel method for updating the position of a
particle based on discrete job permutation was proposed. In this section we present a CPSO algorithm for solving the blocking ﬂowshop
scheduling problem.
4.1. Combinatorial PSO
The combinatorial particle swarm optimization algorithm shows some differences in relation to the original version, concerning
the deﬁnition of a particle, the velocity and the construction of a particle solution.
4.1.1. Deﬁnition of a particle
In the combinatorial version, it was necessary to introduce a process that allows the passage from the continuous state to the
combinatorial state and vice versa. For this reason, we denote by Yti ¼ yti1; yti2;…; ytin
 
the n-dimensional vector according to the state of
the solution Xti ¼ xti1; xti2;…; xtin
 
where:
yt1ij ¼
1 if xt1ij ¼Gt1j ;
1 if xt1ij ¼ pt1ij ;
1 or 1 randomly if xt1ij ¼Gt1j ¼ pt1ij
 
;
0 otherwise
8>>><
>>>:
ð3Þ
It should be noted that y0ij is obtained by the way of generating the initial solution of the algorithm.
4.1.2. Velocity
The update function of the velocity is given by the following equation:
vtij ¼ωvt1ij þc1r1d1þc2r2d2; ð4Þ
where d1 and d2 denote the distance between the solutions xt1ij and p
t1
ij and the distance between x
t1
ij and G
t1
j , respectively.
Thus, Eq. (4) can be written as follows:
vtij ¼ωvt1ij þc1r1 1yt1ij
 
þc2r2 1yt1ij
 
; ð5Þ
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The update of the solution is computed by using yt1ij :
λtij ¼ vtijþyt1ij ð6Þ
The value of ytij is adjusted according to the value of λ
t
ij:
ytij ¼
1 if λtij4α;
1 if λtijoα;
0 otherwise
8><
>: ð7Þ
αis a constant parameter that can be used for intensiﬁcation, when it takes a sm̈allv̈alue, and for diversiﬁcation, when it takes a
ḧighv̈alue.
So, xtij can be obtained as follows:
xtij ¼
Gt1j if y
t
ij ¼ 1
pt1ij if y
t
ij ¼ 1
a random number otherwise
8><
>: ð8Þ
The pseudo-code of CPSO algorithm is displayed in Algorithm (1).
Algorithm 1. Pseudo-code of CPSO algorithm.Fig. 1. The jobs are sorted in the decreasing order of their sum of processing times.
Fig. 2. The jobs are sorted in the increasing order of their sum of processing times.
Fig. 3. An example for the creation of a new sequence.
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The representation used here is the permutation of jobs. The order of the jobs in the permutation denotes the processing order of
the jobs by the machines, i.e. each number in the permutation represents the job on its position.4.3. Initial particles
For generating the initial swarm of S particles, we propose to generate S1 particles randomly and we apply a heuristic
algorithm for the remaining element. The used heuristic will be one among the standard NEH, proposed by Nawaz et al. [29], or a
modiﬁed NEH or a random NEH. The standard NEH can be described as follows:
 Step 1: The jobs are sorted with respect to the decreasing order of sums of their processing times.
 Step 2: Take the ﬁrst two jobs and evaluate the two possible schedules containing them. The sequence with better objective
function value is taken for further consideration.
 Step 3: Take every remaining job in the permutation given in Step 1 and ﬁnd the best schedule, by placing it at all possible
positions in the sequence of jobs that are already scheduled.
The difference between the standard NEH, the modiﬁed NEH and the random NEH occurs in the ﬁrst step: instead of sorting the
jobs in the decreasing order of sums of their processing times; they are sorted in the increasing order in the case of modiﬁed NEH.
Besides, in random NEH, the ﬁrst step consists in generating a random sequence of jobs. In what follows, we denote by
“NEH_dec”, “NEH_inc” and “NEH_rand” the standard NEH, the modiﬁed NEH and the random NEH, respectively. With respect to
the blocking constraint of the problem, the application of “NEH_dec” may generate blocking times on the machines because the
jobs with high processing times on the machine are more likely to be scheduled in ﬁrst positions (Fig. 1). In contrast, the increasing
order of the jobs according to the sum of their processing times on all machines may occur idle times (Fig. 2). So, there is no
evidence to say what is the most adapted heuristic for our problem, experimental studies and statistical analysis will be performed
to select one of them.Table 1
Comparison between NEH_inc, NEH_dec and NEH_rand in terms of relative percentage deviation.
Problems NEH_inc NEH_dec NEH_rand
20 5 0.83 1.84 1.05
20 10 1.59 1.39 1.03
20 20 2.18 0.58 1.24
20 50 2.23 0.34 0.35
50 5 0.29 1.27 1.22
50 10 0.56 1.17 0.79
50 20 0.88 1.06 0.46
50 50 1.89 0.30 0.48
100 5 0.10 1.21 1.27
100 10 0.03 1.86 1.37
100 20 0.14 1.05 0.71
100 50 0.88 0.39 0.27
200 5 0.00 1.28 1.06
200 10 0.02 1.63 1.17
200 20 0.02 1.47 0.86
200 50 0.16 0.69 0.26
500 5 0.00 1.06 1.09
500 10 0.00 1.38 1.33
500 20 0.00 1.57 1.03
500 50 0.00 0.95 0.42
1000 5 0.00 0.96 0.96
1000 10 0.00 1.20 1.33
1000 20 0.00 1.39 1.04
1000 50 0.00 1.03 0.60
Average 0.51 1.13 0.90
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assigning this particle to the global best particle in the swarm initially, and all other particles beneﬁt from its experience.
4.4. New sequence of jobs
Given Yti obtained by Eq. (8), we propose to generate a new feasible sequence of jobs X
t
i. We denote by r the position of the job
in Xti that corresponds to G
t1
j (if y
t
ij ¼ 1) or to pt1ij (if ytij ¼ 1). Let psti denote a n-dimensional vector, where pstij indicates the
position of the job j in the sequence.
If rZ j, then the jobs located on the positions r and j are exchanged, this case corresponds to the step 1 in our example in Fig. 3,
where j¼1, Gt11 ¼ 4, thus r¼ psti4 ¼ 3, then the jobs on these positions (job 5 and job 4) are exchanged. Else, we are facing a
contradictory case, that requires the presence of the same job in two different positions, and so we choose at random one of them,
like in the step 5, where j¼5 and r¼2. If ytij ¼ 0, as in step 2 with j¼2, then we attempt to ﬁnd the ﬁrst job in position r with an
index larger or equal to j and which is different from both Gt12 ¼ 3 and pt1i2 ¼ 2; so r¼3 satisﬁes this condition and the jobs
3 and 5 are exchanged. If there is no job that satisﬁes this condition, then r¼⊘, therefore we preserve the same sequence of the
previous iteration (Algorithm 2).
Algorithm 2. Pseudo-code of the creation of new sequence of jobs.4.5. Hybrid CPSO (HCPSO)
Aiming at improving the solutions quality of the algorithm, we propose a hybridization for our CPSO, by applying an Iterated
Local Search (ILS) algorithm [20]. This algorithm is a local search based algorithm characterized by its simplicity of
implementation. Its previous application to hard combinatorial optimization problems, such as quadratic assignment problem [30],
graph coloring [31], vehicle routing problem [32] and permutation ﬂowshop scheduling problem [33], are qualiﬁed as successful.
The basic framework of an ILS algorithm consists of two main components: the local search procedures and the perturbation.
Let pc ¼ exp RDβ
 
be the calculated probability for the application of the ILS algorithm, where RD¼ f ðxcurrentÞ f ðxbestÞf ðxbestÞ
 
with
xcurrent denotes the created sequence of jobs and xbest denotes the best solution found by the algorithm. We draw at random
uniformly a number between 0 and 1. If this number is less than or equal to, then we apply the ILS algorithm to the sequence under
consideration. The probability pc indicates the individuals that will be subject to the ILS depending on their quality.
The local search: The local search procedure consists in doing possible insert moves by inserting each job j in all possible
positions within parts of the current solution by using the ﬁrst improvement rule. Therefore, we choose the ﬁrst improving
neighbor that is better than the current solution. Then, an improving neighbor is immediately selected to replace the current
solution. The number of neighbors in the insert neighborhood of a permutation is n1ð Þ2.
Each insert move is evaluated according to the speed-up method of Wang et al. [15]. This procedure is an extension from the
reduction of complexity computation originally developed by Taillard [34]. Moreover, in Nowicki and Smutnicki [35], the speed
up procedure is used for computing the makespan into the neighborhood search of the Tabu Search algorithm. Besides, Nowicki
[36] has adapted the same reduction for the ﬂowshop scheduling with buffers. However, the author has not treated the case of zero
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complexity of the evaluation of the whole insert neighborhood from Oðn3mÞ to Oðn2mÞ for the ﬂowshop scheduling problem with
blocking. We reapply this procedure until no possible improvement (Algorithm 3).
Algorithm 3. Pseudo-code of the insert local search.The perturbation: Then, the last step of the ILS algorithm is the perturbation which consists in performing random moves on the
obtained sequence. Therefore, the quality of solution after the perturbation may be deteriorated and the search may be guided away
from the promising region. In order to guide the search nearest to the promising region, we use a probabilistic way for accepting
the deterioration level. Also, in such way the perturbation may provide a new best solution. This probability is deﬁned by using the
Boltzman function with a constant temperature. It can be written as follows: p acceptð Þ ¼ exp ΔT
 
where Δ¼ f ðxperturbationÞ f ðxbestÞf ðxbestÞ
 
with f ðxperturbationÞ is the value of the solution obtained after the perturbation. Since the local optimum of one local search
procedure is not necessary the same of another, in this step we perform q swap moves of pairs of jobs selected randomly from
the considered sequence which satisfy the probability p acceptð Þ. Although the swap neighbor requires more computational effort
than the insert one, we attempt to beneﬁt from its exploration and to ﬁnd new improved solution. The ILS algorithm will be run
until reaching a maximal number of iterations (Algorithm 4). The pseudo-code of the entire hybrid algorithm is presented in
Algorithm (5).Table 2
Results of One way Anova test performed on NEH_inc, NEH_dec and NEH_rand (testing on all generated 720 problems).
Source SS df MS F-ratio p-Value
Groups 148.43 2 74.21 89.03 0
Error 1798.09 2157 0.83
Total 1946.52 2159
Table 3
Results of LSD procedure (testing on all generated 720 problems).
Group1 Group2 LB Difference between means UB
NEH_inc NEH_dec 0.72 0.63 0.54
NEH_inc NEH_rand 0.49 0.39 0.30
NEH_dec NEH_rand 0.14 0.23 0.33
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Our algorithms (CPSO and HCPSO) were coded in Cþþ programming language. All experiments for blocking ﬂowshop
scheduling problem, with respect to the makespan criterion, were run in Windows XP on a desktop PC with Intel Pentium IV,
3.2 GHz processor and 512 MB memory. The performances of the proposed algorithms were tested on the Taillard's instances for
the ﬂowshop scheduling problem [37], which consists of a set of 120 problems with sizes m¼ 5; 10 and 20 and
n¼ 20; 50; 100; 200 and 500.
5.1. Computational results based on random instance problems
The performance measure employed in our numerical study was average relative percentage deviation in makespan Δaverage:
Δaverage ¼
PR
i ¼ 1
RONHeui
RON
 	
R
 100
where Heui is the solution given by any of the R¼10 replications of our algorithm and RON is the solution provided by Ronconi
Fig. 4. Plots of ANOVA test.
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continuous. So, to ﬁnd a good combination of these parameters, we have followed the proposed procedure of Akrout et al. [38].
The procedure can be presented as a local search method that can provide a good combination of parameters values by exploring a
ﬁnite set of each parameter. In our case, the set of values is SA10; 20;…; 100, c1, c2 and αA0:1; 0:2;…; 1 and wA0:5; 0:55;…; 1.
To deﬁne the parameter β we consider that pc¼0.5 and the relative deviation RD between the current solution and the best solution
found by the algorithm varies in the set 0:002; 0:004;…; 0:05. Numerically, for example the case of pc¼0.5 and RD¼0.05 leads to
accepting a sequence with a relative deterioration from the best solution provided by the algorithm so far equal to 5% with a
probability equal to 0.5. So, β¼ RD
log pcð Þ ¼ 0:05logð0:5Þ
, thereafter we determined pc according to this formula pc ¼ exp RDβ
 
. The parameters
given by this procedure are as follows: for CPSO, S¼50, α¼ 0:2, w¼0.75, c1¼0.2 and c2¼0.8 and for HCPSO, S¼20, α¼ 0:3,
w¼0.75, c1¼0.8, c2¼0.2. Through the experimentation we have observed that the probability of application of ILS algorithm, pc,
is very sensitive to the size of instances. With the larger size of instance, the less deterioration will be accepted and we have found
that 1=n was a good approximation of the value of this parameter. The stopping criterion for the hybrid algorithm, we have ﬁxed a
bound of time according to the size of the instance, it is equal to nm200 as in Wang et al. [15] for HDDE. The methods used for
comparison are the GA proposed byCaraffa et al. [14], the TS approach of Grabowski and Pempera [1] and the hybrid discrete
differential evolution (HDDE) of Wang et al. [15]. Initially, for selecting the method of generating the initial population of
particles, we compare the three versions of NEH described in Section 4.3. Therefore, for this comparative study, we generate 720
benchmark problems at random ranging from 20 jobs and 5 machines to 1000 jobs and 50 machines where pijA ½1; 100 following
the uniform distribution as commonly used in the literature of the permutation ﬂowshop scheduling problem. For each combination
of m and n, 30 random instances are generated. To achieve this comparison, the three versions of NEH are evaluated according to
the relative percentage deviation ðRPDÞ:
RPD¼ NEHbestNEH
bestNEH
 100
where NEH denotes the value of makespan provided by “NEH_inc”, “NEH_dec” or “NEH_rand” and bestNEH is the best solution
found among the three procedures for a given instance. Table 1 shows that “NEH_inc” outperforms “NEH_dec” and “NEH_rand” in
average for all instances in terms of RPD. In addition, in order to prove this numerical result, we perform a one way ANOVA
multiple comparison test using the Tukey's Least Signiﬁcant Difference procedure (LSD), where the response variable is the RPD.
The LSD procedure is a post hoc test of the one way ANOVA [39]. The ANOVA analysis compares the means of several groups
to test the hypothesis that they have equal means, against the general alternative that at least one of the means is different. Before
performing this test, three assumptions should be veriﬁed which are the normality, homoscedasticity and independence of the
residuals. In our case, the normality of the residuals is checked according to the Kolgomorov–Smirnov test. Concerning the
homoscedasticity, the Levene test is used. Finally, the independence of the residuals is studied using the plots of residuals through
the time. The output of the one way ANOVA analysis is displayed in Table 2. Since the p-value is close to zero, then at least one
sample mean is signiﬁcantly different than the other sample means. Furthermore, Table 3 and Fig. 4 show the results of the LSD
procedure. It can be observed that the non-decreasing order of jobs yields signiﬁcantly (at the 95% conﬁdence level) best results.
The best results provided by our algorithm (HCPSO) are given in Table 3. The numbers written in bold face are the best
provided our algorithms. It is shown that, in total, 76 instances were improved according to the best results of HDDE algorithm of
Wang et al. [15]. As seen in Table 3, the major part of improvements is detected in the large instances. Therefore, for the classes of
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(20 jobs), our algorithm is able to ﬁnd the best results of HDDE algorithm (Table 4).
For comparing CPSO with GA of Caraffa et al. [14], we have implemented the latter algorithm. The comparison was, ﬁrstly,
performed by setting a maximum number of iterations equal to 1000 iterations for both algorithms. The results, presented in Table
5, show that CPSO is better than GA in terms of solution's quality. Secondly, the comparative study for the two algorithms is
performed by setting a stopping criterion equal to nm200 . The results obtained in Tables 6–9 prove the performance of the proposed
CPSO especially for the large instances. Moreover, the range of results of CPSO, expressed by the difference between Δmax and
Δmin, is smaller than GA which indicates the robustness of the proposed algorithm.
For HCPSO algorithm, it is seen that this algorithm outperforms all other approaches of resolution of the problem, in terms of
quality of solutions, while leading to the maximum average relative percentage deviations (Δmax) over all classes of instances
(Tables 6–9). Moreover the hybridization process introduced in the CPSO algorithm contributes in the improvement of its solution.
Besides, it is shown that the HCPSO algorithm outperforms the ILS algorithm.
According to these results we can see that the CPSO without hybridizing, since it performs global exploration of the search
space, cannot converge rapidly toward local optima. On other hand, the ILS algorithm can ﬁnd good solutions, because it performs
local exploration, but this result is extremely sensitive to the starting solution of this algorithm. Consequently, the ILS algorithm
suffers from high variability of results and this is shown through the range of results between maximum (Δmax) and minimum
(Δmin) deviations regarding the ILS algorithm. Therefore, the hybridization procedure between CPSO and ILS can coordinate the
main properties of these algorithms where ILS offers a local exploration tool to the CPSO and the latter offers a global exploration
by giving good beginning for the ILS which covers a large part of the search space. Moreover, we can observe that this
cooperation reduces the range of results between maximum (Δmax)and minimum (Δmin) deviations regarding the results of CPSO
and ILS. Thus, the hybrid approach can provide more robustness.
We conclude that, although the CPSO and ILS algorithms have relatively a medium performance, the cooperation between these
two algorithms emerges as an effective algorithm.
Table 10 provides the computational results of HDDE presented per class of instances. We observe that for n ¼ 100, 200 and
500, the values of Δavg of HCPSO are better than Δmax of HDDE. For the instances with 50 jobs our algorithm outperforms HDDETable 4
Best makespan values provided by the HCPSO algorithm.
Instances Best Instances Best Instances Best Instances Best
tai01 1374 tai31 3023 tai61 6197 tai91 13,653
tai02 1408 tai32 3223 tai62 6116 tai92 13,613
tai03 1280 tai33 3041 tai63 5980 tai93 13,709
tai04 1448 tai34 3153 tai64 5836 tai94 13,545
tai05 1341 tai35 3184 tai65 6044 tai95 13,584
tai06 1363 tai36 3200 tai66 5932 tai96 13,327
tai07 1381 tai37 3052 tai67 6073 tai97 13,795
tai08 1379 tai38 3074 tai68 5991 tai98 13,771
tai09 1373 tai39 2921 tai69 6203 tai99 13,547
tai10 1283 tai40 3123 tai70 6248 tai100 13,607
tai11 1698 tai41 3652 tai71 7106 tai101 14,946
tai12 1833 tai42 3517 tai72 6803 tai102 15,125
tai13 1659 tai43 3508 tai73 6951 tai103 15,223
tai14 1535 tai44 3670 tai74 7212 tai104 15,173
tai15 1617 tai45 3642 tai75 6869 tai105 15,055
tai16 1590 tai46 3624 tai76 6684 tai106 15,172
tai17 1622 tai47 3713 tai77 6842 tai107 15,170
tai18 1731 tai48 3591 tai78 6898 tai108 15,178
tai19 1747 tai49 3549 tai79 7118 tai109 15,121
tai20 1782 tai50 3630 tai80 7015 tai110 15,165
tai21 2436 tai51 4517 tai81 7856 tai111 36,745
tai22 2234 tai52 4309 tai82 7905 tai112 37,034
tai23 2479 tai53 4279 tai83 7871 tai113 36,819
tai24 2348 tai54 4377 tai84 7899 tai114 36,947
tai25 2435 tai55 4285 tai85 7901 tai115 36,730
tai26 2383 tai56 4315 tai86 7942 tai116 37,090
tai27 2390 tai57 4329 tai87 7998 tai117 36,680
tai28 2328 tai58 4340 tai88 8035 tai118 36,988
tai29 2363 tai59 4322 tai89 7965 tai119 36,754
tai30 2323 tai60 4427 tai90 7968 tai120 37,050
Table 5
Comparison between GA and CPSO according to a same number of iterations in terms of relative percentage deviation.
Instances GA CPSO
Δmax Δavg Δmin Δmax Δavg Δmin
20 05 0.99 2.62 4.64 1.05 1.93 2.76
20 10 1.19 0.49 2.53 0.98 0.29 0.7
20 20 2.42 1.37 0.16 2.32 1.57 0.75
50 05 1.3 0.06 1.78 0.73 0.08 0.47
50 10 2.68 1.24 0.52 2.52 1.94 1.52
50 20 3.69 2.07 0.49 2.86 2.38 1.96
100 05 1.97 3.03 4.73 2.19 2.59 2.98
100 10 1.88 0.78 0.4 1.96 1.64 1.38
100 20 1.94 0.96 0.1 1.81 1.62 1.46
200 10 1.81 2.69 3.53 0.86 0.71 0.59
200 20 0.14 0.85 1.53 1.46 1.37 1.32
500 20 2.68 3.03 3.36 1.61 1.59 1.58
Average 0.63 0.53 1.87 1.16 0.72 0.30
Table 6
Results for 20 jobs instances in terms of relative percentage deviation.
Instance RON GA TS þM CPSO ILS HCPSO
Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin
tai01 1384 0.07 2.24 5.35 0.22 1.23 1.55 1.81 0.72 0.54 0.36 0.72 0.57 0.29
tai02 1411 1.70 2.83 3.83 0.92 0.57 2.23 3.05 0.00 0.25 0.50 0.21 0.04 0.35
tai03 1294 1.55 3.17 4.56 0.08 0.62 2.11 3.09 1.08 0.82 0.23 1.08 0.62 0.23
tai04 1448 1.93 3.42 4.42 0.21 0.55 1.19 1.45 0.00 0.01 0.07 0.00 0.00 0.00
tai05 1366 1.32 0.71 3.44 1.32 1.61 1.00 0.66 1.83 1.67 1.54 1.83 1.68 1.61
tai06 1363 0.15 2.52 4.55 0.22 0.66 2.56 3.60 0.00 0.00 0.00 0.00 0.00 0.00
tai07 1381 1.16 3.03 4.34 0.43 1.52 2.09 2.53 0.00 0.22 0.65 0.00 0.10 0.14
tai08 1384 2.02 3.12 4.41 0.29 1.59 2.07 2.75 0.36 0.21 0.07 0.36 0.18 0.22
tai09 1378 1.38 3.27 4.93 1.02 2.25 2.98 3.92 0.36 0.30 0.22 0.36 0.36 0.36
tai10 1283 1.95 3.82 4.99 1.48 0.78 1.11 1.48 0.00 0.21 0.62 0.00 0.09 0.62
1.06 2.81 4.48 0.34 0.82 1.69 2.30 0.44 0.29 0.00 0.46 0.32 0.12
tai11 1736 0.69 0.82 3.23 2.19 1.04 0.01 0.86 2.19 2.09 1.90 2.19 2.09 1.90
tai12 1897 2.21 0.75 1.00 3.22 1.11 0.18 0.79 3.37 3.37 3.37 3.37 3.33 3.27
tai13 1677 0.83 1.96 3.76 0.18 0.66 0.92 1.31 1.07 0.78 0.12 1.07 0.95 0.30
tai14 1622 4.19 2.55 0.18 4.13 4.50 3.08 2.28 5.36 5.36 5.36 5.36 5.36 5.36
tai15 1658 1.21 0.16 2.17 1.63 1.93 1.21 0.48 2.47 2.47 2.47 2.47 2.40 1.75
tai16 1640 1.28 0.57 2.93 2.26 2.44 1.26 0.30 3.05 2.99 2.87 3.05 2.94 2.87
tai17 1634 0.06 1.49 3.00 0.31 0.37 0.68 1.71 0.73 0.68 0.43 0.73 0.73 0.73
tai18 1741 1.38 2.84 4.42 0.75 0.29 0.91 1.72 0.57 0.22 0.06 0.57 0.27 0.11
tai19 1777 1.01 0.80 3.04 1.01 0.68 0.14 1.63 1.58 1.42 1.07 1.69 1.40 1.07
tai20 1847 2.65 1.58 0.97 3.52 3.36 2.74 1.84 3.52 3.52 3.52 3.52 3.52 3.52
1.10 0.38 2.47 1.77 1.45 0.58 0.31 2.39 2.29 2.08 2.40 2.30 2.07
tai21 2530 2.92 1.58 0.51 3.20 3.28 2.85 2.21 3.72 3.65 3.60 3.72 3.64 3.60
tai22 2297 2.13 1.13 0.09 2.39 1.83 0.85 0.13 2.74 2.63 2.48 2.74 2.65 2.26
tai23 2560 2.46 1.23 0.20 3.01 2.54 1.46 0.82 3.16 3.13 3.01 3.16 3.14 3.01
tai24 2399 1.58 0.16 1.13 2.13 1.75 0.95 0.38 2.13 2.13 2.13 2.13 2.13 2.13
tai25 2538 2.17 1.54 0.75 3.47 3.35 2.49 1.54 4.06 4.06 4.06 4.06 4.06 4.06
tai26 2467 2.72 1.27 0.04 2.80 2.15 1.58 1.01 3.40 3.24 3.08 3.40 3.22 2.92
tai27 2502 3.84 2.34 0.76 4.20 3.48 3.03 2.60 4.48 4.44 4.16 4.48 4.44 4.16
tai28 2411 2.45 1.53 0.41 2.74 2.57 1.96 1.53 3.44 3.21 2.94 3.44 3.31 2.99
tai29 2421 1.57 0.24 2.44 2.40 1.28 0.55 0.62 2.40 2.40 2.40 2.40 2.40 2.40
tai30 2407 1.95 1.01 1.04 3.03 2.78 2.01 1.54 3.49 3.41 3.16 3.49 3.40 3.24
2.38 1.20 0.46 2.94 2.50 1.77 1.09 3.30 3.23 3.10 3.30 3.24 3.08
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M. Eddaly et al. / Journal of Computational Design and Engineering 3 (2016) 295–311 307in terms of Δmax. However, HDDE is slightly better than HCPSO when n¼20 in terms of Δavg. In conclusion, for all instances, in
average, HCPSO provides an average relative percentage deviation equal to 3.90 and whereas the maximum average relative
percentage deviation of HDDE is equal to 3.82.
Concerning the CPU time (Table 11), although CPSO outperforms the GA with respect to the average relative percent
deviations, GA is faster than CPSO. Since the difference between computers of different competing approaches, we cannot provide
much information about the CPU times of HCPSO.5.2. Computational results based on real-world problem
In order to validate our proposed approach, we consider a real case study in a Tunisian company specialized in the manufacture
and distribution of products in all sectors of sanitary equipments and water and gas connections. Its activities consist in hot
stamping, foundry in molds, pressure injection, controlled-numerical machine, robotized polishing, and totally automated
Chromium and Nickel Plating surface.
The production process depends on the nature of the item, but it includes the following steps for the major part of items: ﬁrst, the
chainsaw cuts the brass according to the desired size. Then, the sections are heated at a high temperature in order to pass to the
press for stamping operation to take a deﬁnite shape. The next step is performed by the transfer machine with multiple heads for
machining operation. Finally, to achieve the assembly operation, the articles pass on an assembly station.
This company manages its production activity according to a Master Production Schedule (MPS) which will be divided into
production orders. In our case, we have selected a production order consisted of 14 commands that will be considered as a jobs and
denoted by com1; com2;…; com14. Moreover, these commands need 4 machines to be executed such that a chainsaw m1ð Þ, a pressTable 7
Results for 50 jobs instances in terms of relative percentage deviation.
Instance RON GA TSþM CPSO ILS HCPSO
Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin
tai31 3151 0.63 1.46 4.76 0.38 1.17 2.75 3.52 3.68 2.82 2.06 4.06 3.00 2.35
tai32 3395 1.97 0.59 0.29 1.38 1.03 0.44 0.09 4.98 4.29 3.86 5.07 4.52 3.65
tai33 3184 0.88 0.24 1.26 0.35 0.50 0.32 1.04 4.52 3.97 3.30 4.49 4.04 3.27
tai34 3303 0.54 0.54 2.15 0.79 0.06 0.85 1.45 4.66 3.81 3.18 4.54 3.91 3.39
tai35 3272 0.64 1.96 3.15 2.02 2.60 3.36 4.16 2.14 1.60 0.95 2.69 2.06 1.53
tai36 3400 3.71 2.03 0.38 2.06 2.79 2.21 1.88 5.91 5.42 4.59 5.88 5.55 5.18
tai37 3228 3.13 0.80 0.37 1.86 1.58 1.05 0.56 5.24 4.63 3.62 5.45 5.08 4.58
tai38 3260 2.85 0.84 1.60 0.98 0.37 0.58 1.50 5.12 4.88 4.29 5.71 5.10 4.39
tai39 3104 2.00 0.76 0.52 1.16 1.39 0.57 0.23 5.38 4.66 3.99 5.90 5.24 4.32
tai40 3264 0.58 1.15 2.85 0.64 0.21 0.53 1.38 3.43 2.80 1.78 4.32 3.41 2.57
1.69 0.02 1.66 0.55 0.36 0.41 1.05 4.51 3.89 3.16 4.81 4.19 3.52
tai41 3913 2.27 1.04 0.43 3.50 3.14 2.55 2.17 6.70 5.88 5.16 6.67 5.87 5.26
tai42 3798 3.95 3.13 2.21 4.13 1.61 1.41 0.97 7.24 6.56 6.11 7.40 6.94 6.45
tai43 3723 2.63 0.39 1.53 3.63 2.42 1.89 1.58 5.83 5.25 4.73 5.77 5.27 4.75
tai44 3885 2.16 0.43 1.34 2.55 1.03 0.70 0.23 4.66 4.25 3.94 5.53 4.69 4.22
tai45 3934 5.06 2.71 1.19 4.80 3.81 2.97 2.08 6.96 6.57 5.97 7.42 6.98 6.61
tai46 3831 3.08 1.12 0.18 2.19 1.57 0.76 0.21 5.27 4.78 4.05 5.40 4.92 4.31
tai47 3957 2.35 1.06 0.08 4.52 2.05 1.40 0.71 5.71 5.34 4.57 6.17 5.50 5.00
tai48 3774 2.97 1.19 0.56 1.75 0.24 1.01 1.83 4.53 4.22 3.44 4.85 4.56 4.16
tai49 3784 2.91 1.48 0.24 3.07 1.43 0.96 0.82 5.76 5.31 4.81 6.21 5.80 5.52
tai50 3928 4.46 3.34 1.86 5.07 3.64 3.17 2.80 7.31 6.84 5.91 7.59 6.75 6.34
3.18 1.59 0.09 3.52 2.05 1.48 0.93 6.00 5.50 4.87 6.30 5.73 5.26
tai51 4886 3.77 2.41 1.31 5.30 2.93 2.35 1.86 7.20 6.93 6.55 7.55 7.26 7.08
tai52 4668 5.53 4.28 2.91 5.51 3.23 2.92 2.40 7.48 7.06 6.68 7.69 7.49 7.26
tai53 4666 4.69 3.06 1.22 5.96 4.22 3.23 2.57 7.93 7.60 6.94 8.29 7.68 7.46
tai54 4650 3.05 2.04 1.29 3.68 2.00 1.58 1.05 5.81 5.06 4.24 5.87 5.18 4.58
tai55 4475 1.45 0.76 0.40 2.59 0.38 0.03 0.18 3.91 3.55 3.02 4.25 3.88 3.55
tai56 4521 1.73 0.44 1.11 3.30 1.15 0.79 0.44 4.42 3.94 3.41 4.56 4.24 3.83
tai57 4576 2.23 1.43 0.61 3.80 2.16 1.58 0.96 5.27 4.79 4.33 5.40 4.92 4.59
tai58 4688 4.71 3.67 1.54 5.20 3.75 3.27 2.97 7.38 6.92 6.61 7.42 7.11 6.72
tai59 4532 2.03 0.58 0.86 2.41 0.38 0.04 0.46 4.37 3.88 3.24 4.63 4.10 3.51
tai60 4846 6.23 4.36 1.55 4.89 4.87 4.35 3.98 8.03 7.57 6.79 8.65 7.95 7.45
3.54 2.30 0.81 4.26 2.51 2.01 1.56 6.18 5.73 5.18 6.43 5.98 5.60
M. Eddaly et al. / Journal of Computational Design and Engineering 3 (2016) 295–311308machine m2ð Þ, a transfer machine m3ð Þ and an assembly station m4ð Þ. It should be noted that all jobs are processed on the machines
in the same order m1;m2;m3 and m4ð Þ and the storage is not available. Therefore, the blocking permutation ﬂowshop assumption
is met. The processing times of each operation on each machine are displayed in Table 12 and calculated according to the rates of
the produced quantities per of time.
The existing schedule in the company is: com1; com2; com3; com4; com5; com6; com7; com8; comf 9; com10; com11;
com12; com13; com14g with a Cmax value of 6075 s.
By applying the HCPSO, we obtain the following sequence:
com13; com6; com7; com11; com5; com9; comf 4; com12; com10; com8; com14; com3; com2; com1g where Cmax ¼ 5465 s. It can
be seen that there is a gap of 610 s in favor of the schedule obtained by the proposed algorithm in this production order. So, the
particle swarm approach may improve the productivity of the company.6. Conclusion
In this paper we have proposed a hybrid combinatorial PSO algorithm for the blocking ﬂowshop scheduling problem in order to
minimize the makespan. Then, a hybridization procedure, based on local search algorithm, was introduced as an improvement
phase after the creation of a new sequence. The computational results, performed on random instances, have shown that our
algorithms perform better than the compared approaches for the same problems. HCPSO is able to improve the solution of 76
instances among 120. Moreover, the effectiveness of the our algorithm is also proved in a real-world problem. As further direction
of this work, one can develop a multi-objective PSO algorithm for solving the permutation ﬂowshop scheduling problem with
blocking constraint, while considering several criteria.Table 8
Results for 100 jobs instances in terms of relative percentage deviation.
Instance RON GA TSþM CPSO ILS HCPSO
Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin
tai61 6455 0.06 0.75 2.17 2.85 1.35 1.36 1.52 2.97 2.38 2.01 4.00 2.83 2.14
tai62 6214 1.38 2.22 3.43 4.30 3.40 3.70 3.77 1.74 1.12 0.51 1.58 1.06 0.31
tai63 6124 1.03 2.46 3.49 2.86 2.55 2.73 2.78 1.71 1.05 0.16 2.35 1.65 1.21
tai64 5976 0.74 2.20 4.40 2.41 3.00 3.07 3.08 1.96 1.52 1.17 2.34 1.88 1.32
tai65 6173 1.17 2.63 4.08 2.71 3.29 3.43 3.60 1.83 1.34 0.91 2.09 1.43 0.87
tai66 6094 0.39 1.58 2.82 2.46 3.41 3.43 3.43 2.79 2.08 1.38 2.66 1.95 1.02
tai67 6262 0.13 1.33 2.16 1.34 2.78 2.78 2.78 2.71 2.16 1.42 3.02 2.66 2.24
tai68 6061 3.51 4.17 5.10 3.76 5.02 5.04 5.05 0.74 0.34 0.26 1.15 0.71 0.08
tai69 6474 0.57 0.41 1.67 1.31 1.36 1.40 1.41 3.94 3.16 2.26 4.19 3.71 3.26
tai70 6366 1.70 2.62 3.64 2.25 5.12 5.12 5.12 1.67 1.18 0.22 1.85 1.49 1.21
0.86 2.04 3.30 2.62 3.13 3.21 3.25 2.21 1.63 0.98 2.52 1.94 1.37
tai71 7496 2.61 1.08 0.49 2.35 0.93 0.93 0.93 4.99 4.56 4.00 5.20 4.87 4.48
tai72 7281 2.94 1.63 0.54 2.38 2.09 1.90 1.81 5.97 5.52 5.19 6.57 6.19 5.86
tai73 7400 3.22 1.89 1.11 2.26 1.38 1.32 1.31 5.95 5.35 4.59 6.07 5.76 5.38
tai74 7670 2.95 2.01 0.91 3.35 1.96 1.94 1.94 6.05 5.26 4.76 5.97 5.59 5.14
tai75 7317 3.40 1.90 0.34 2.04 0.93 0.92 0.92 5.90 5.36 4.96 6.12 5.66 5.28
tai76 7301 4.55 3.07 1.45 4.22 3.64 3.64 3.62 7.99 7.58 6.97 8.45 7.89 7.46
tai77 7247 2.81 1.06 0.17 2.14 0.29 0.29 0.29 5.42 4.85 4.42 5.59 4.95 4.39
tai78 7315 2.20 0.87 0.05 2.35 0.44 0.44 0.44 5.26 4.79 4.28 5.70 5.28 4.78
tai79 7631 3.16 2.23 1.28 3.98 0.98 0.88 0.80 6.58 6.06 5.56 6.72 6.31 5.75
tai80 7411 2.63 0.98 0.09 1.51 0.34 0.34 0.34 5.36 4.91 4.47 5.34 5.02 4.39
3.05 1.67 0.50 2.66 1.24 1.20 1.18 5.95 5.42 4.92 6.17 5.75 5.29
tai81 8347 3.47 2.21 1.11 2.95 0.66 0.61 0.49 5.62 5.19 4.55 5.88 5.58 5.37
tai82 8372 3.30 2.28 0.59 3.19 1.78 1.78 1.78 5.35 4.96 4.31 5.58 5.27 4.96
tai83 8265 1.96 0.64 0.34 2.35 1.22 1.19 1.17 4.05 3.65 3.36 4.77 4.32 3.79
tai84 8365 2.55 1.78 1.00 3.40 1.00 0.96 0.96 5.40 4.74 3.62 5.57 5.11 4.61
tai85 8304 2.64 0.90 0.05 2.77 0.35 0.35 0.35 4.50 4.13 3.75 4.85 4.52 4.07
tai86 8450 3.34 2.05 0.32 3.54 1.79 1.78 1.78 5.79 5.34 4.84 6.01 5.69 5.22
tai87 8507 2.52 1.89 1.10 2.75 2.22 2.22 2.22 5.63 5.18 4.51 5.98 5.60 5.10
tai88 8584 4.17 2.64 1.20 3.91 2.81 2.75 2.71 6.28 5.48 5.06 6.40 5.96 5.60
tai89 8341 2.04 0.32 0.70 2.70 1.10 1.06 0.97 4.21 3.67 3.13 4.51 4.14 3.76
tai90 8489 3.03 1.77 0.18 2.69 1.63 1.61 1.59 5.48 5.02 4.52 6.14 5.42 4.88
2.90 1.65 0.44 3.02 1.46 1.43 1.40 5.23 4.73 4.17 5.57 5.16 4.74
Table 9
Results for 200 and 500 jobs instances in terms of relative percentage deviation.
Instance RON GA TS þ M CPSO ILS HCPSO
Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin Δmax Δavg Δmin
tai91 14,113 0.45 1.35 3.17 0.76 0.62 0.64 0.65 3.33 2.65 1.79 3.26 2.93 2.49
tai92 14,127 0.11 0.30 0.88 0.27 0.55 0.53 0.50 4.18 3.57 3.04 3.64 3.27 2.82
tai93 14,416 1.80 1.10 0.71 1.85 1.41 1.34 1.32 5.02 4.38 4.06 4.90 4.56 4.00
tai94 14,435 2.35 1.26 0.55 1.93 2.27 2.26 2.24 5.45 5.11 4.62 6.17 5.69 5.20
tai95 14,119 0.86 0.50 1.13 0.08 0.33 0.39 0.42 3.61 2.95 2.54 3.79 3.29 2.77
tai96 13,909 0.75 0.36 1.77 0.39 0.11 0.10 0.07 3.95 3.18 2.44 4.18 3.67 3.13
tai97 14,563 1.61 0.68 0.98 1.22 1.61 1.59 1.56 4.79 4.37 3.62 5.27 4.78 4.27
tai98 14,329 0.51 0.31 1.72 0.51 0.23 0.23 0.23 3.73 3.41 3.01 3.89 3.48 3.08
tai99 13,923 0.35 1.57 2.51 0.22 0.70 0.71 0.73 2.42 1.93 1.26 2.70 2.40 2.04
tai100 14,435 2.01 1.02 0.24 1.46 1.61 1.60 1.59 5.31 4.97 4.77 5.74 5.32 4.87
0.92 0.03 1.06 0.58 0.57 0.55 0.52 4.18 3.65 3.12 4.35 3.94 3.47
tai101 15,579 1.21 0.21 0.34 1.57 0.60 0.59 0.55 3.48 3.19 2.23 4.06 3.76 3.13
tai102 15,728 0.56 0.11 0.21 1.31 0.14 0.12 0.10 3.34 3.08 2.62 3.83 3.40 3.03
tai103 15,915 1.12 0.46 0.54 1.27 1.78 1.75 1.73 3.92 3.36 2.70 4.35 4.10 3.80
tai104 16,039 2.52 1.76 0.90 2.19 2.46 2.42 2.38 5.10 4.56 4.30 5.40 5.21 4.94
tai105 15,938 2.57 1.89 1.47 3.11 2.23 2.22 2.18 5.47 4.97 4.57 5.54 5.23 4.88
tai106 15,911 2.06 1.06 0.12 2.76 0.55 0.53 0.48 4.04 3.83 3.49 4.64 4.34 3.98
tai107 15,898 1.94 1.05 0.38 2.37 1.38 1.38 1.36 4.47 4.10 3.45 4.58 4.38 4.11
tai108 16,022 2.15 1.71 1.19 3.01 1.53 1.47 1.42 4.97 4.46 4.09 5.27 4.85 4.49
tai109 15,817 1.51 0.70 0.17 2.67 0.92 0.91 0.89 4.51 3.91 3.67 4.40 4.10 3.41
tai110 15,969 2.29 1.69 0.89 2.79 1.82 1.78 1.73 4.87 4.49 4.25 5.03 4.78 4.51
1.79 1.06 0.35 2.31 1.34 1.32 1.28 4.42 4.00 3.53 4.71 4.42 4.03
tai111 38,334 0.31 0.80 1.18 1.24 1.47 1.47 1.47 4.03 3.41 3.06 4.15 3.92 3.75
tai112 38,642 0.44 0.71 1.09 1.55 1.77 1.76 1.74 3.60 3.32 2.67 4.16 3.85 3.57
tai113 38,163 0.57 1.02 1.32 1.13 1.07 1.06 1.05 3.16 2.89 2.58 3.52 3.33 3.02
tai114 38,625 0.13 0.46 0.90 1.46 1.52 1.48 1.46 3.64 3.33 2.87 4.34 4.16 3.96
tai115 38,492 0.32 0.17 0.61 1.30 2.20 2.18 2.16 3.86 3.59 3.04 4.58 4.33 4.05
tai116 38,551 0.08 0.81 1.32 1.09 1.11 1.11 1.10 3.28 2.94 2.54 3.79 3.53 3.28
tai117 38,179 0.42 0.94 1.34 1.62 1.43 1.41 1.40 3.56 3.04 2.68 3.93 3.79 3.50
tai118 38,664 0.49 0.00 0.57 2.36 2.20 2.20 2.20 4.00 3.85 3.66 4.33 4.17 4.05
tai119 38,339 0.26 0.29 0.58 1.59 1.57 1.56 1.55 3.63 3.33 3.15 4.13 3.95 3.78
tai120 38,540 0.15 0.64 1.17 1.36 1.57 1.56 1.55 3.72 3.34 2.94 3.87 3.73 3.52
0.10 0.58 1.01 1.47 1.59 1.58 1.57 3.65 3.30 2.92 4.08 3.88 3.65
Table 10
Computational results of our HCPSO and HDDE (in seconds).
Instances HCPSO HDDE
Δmax Δavg Δmin Δmax Δavg Δmin CPU
20 05 0.46 0.32 0.12 0.46 0.43 0.33 0.50
20 10 2.40 2.30 2.07 2.40 2.38 2.36 1.00
20 20 3.30 3.24 3.08 3.30 3.29 3.24 2.00
50 05 4.81 4.19 3.52 4.67 4.24 3.88 1.25
50 10 6.30 5.73 5.26 6.12 5.75 5.43 2.50
50 20 6.43 5.98 5.60 6.34 6.03 5.74 5.00
100 05 2.52 1.94 1.37 1.86 1.42 1.04 2.50
100 10 6.17 5.75 5.29 5.56 5.17 4.92 5.00
100 20 5.57 5.16 4.74 5.01 4.68 4.39 10.00
200 10 4.35 3.94 3.47 3.47 3.09 2.80 10.00
200 20 4.71 4.42 4.03 3.86 3.57 3.31 20.00
500 20 4.07 3.88 3.65 2.78 2.47 2.16 50.00
Average 4.26 3.90 3.52 3.82 3.54 3.30 9.15
HDDE was run on a PC Pentium IV 512 MB [15].
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Table 11
CPU times (in seconds).
Instances CPSO ILS HCPSO TSþM GA
20 05 0.20 0.13 0.16 2.70 0.02
20 10 0.34 0.25 0.26 4.60 0.03
20 20 0.49 0.59 0.55 7.60 0.05
50 05 0.85 0.87 0.90 6.20 0.18
50 10 1.15 1.76 1.76 10.80 0.3
50 20 1.67 3.58 3.50 19.30 0.58
100 05 1.85 1.91 1.94 12.40 0.66
100 10 2.45 3.64 3.96 22.10 1.18
100 20 3.31 7.40 7.55 39.40 2.14
200 10 5.59 7.91 8.15 44.30 2.46
200 20 8.08 14.84 15.81 79.40 4.6
500 20 36.27 43.41 44.33 209.00 12.41
Average 5.19 7.40 7.19 38.15 2.05
TSþM was run on a PC Pentium IV 1000 MHz [1].
Table 12
Processing times of the operations (in seconds).
pij com1 com2 com3 com4 com5 com6 com7 com8 com9 com10 com11 com12 com13 com14
Chainsaw m1ð Þ 125 100 150 150 150 150 150 300 150 300 155 200 125 300
Press machine m2ð Þ 45 85 150 200 150 200 125 250 125 250 150 200 75 250
Transfer machine m3ð Þ 12 75 112 110 105 110 85 200 85 200 125 100 100 200
Assembly station m3ð Þ 35 35 62 62 62 62 500 500 750 750 750 750 375 375
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