This paper focuses on network resilience to perturbation of edge weight. Other than connectivity, many network applications nowadays rely upon some measure of network distance between a pair of connected nodes. In these systems, a metric related to network functionality is associated to each edge. A pair of nodes only being functional if the weighted, shortest-path distance between the pair is below a given threshold T. Consequently, a natural question is on which degree the change of edge weights can damage the network functionality? With this motivation, we study a new problem, Quality of Service Degradation: given a set of pairs, find a minimum budget to increase the edge weights which ensures the distance between each pair exceeds T. We introduce four algorithms with theoretical performance guarantees for this problem. Each of them has its own strength in trade-off between effectiveness and running time, which are illustrated both in theory and comprehensive experimental evaluation.
INTRODUCTION
Graph connectivity has been considered as an important metric on measuring the functionality of a network. However, many network applications now consider other factors when determining a network functionality in addition to connectivity. For example, consider a time-sensitive delivery on a road network, where edge weights represents the travel time between destinations. Connectivity between a source and a destination is insufficient when a guarantee on the delivery time is required [3] .
Therefore, a natural question is whether a tech-savvy attacker can damage the network functionality without impacting the connectivity? Under various forms, this kind of attacks actually is common, yet stealthy (e.g. Congestion attack on road networks [1] ). With this motivation, we consider the Quality of Service Degradation (QoSD) problem. Given a directed graph G representing a network, a threshold T and a set of pairs S in G, the objective is to identify a minimum budget to increase the edge weights (or node weights for node version) to ensure the weighted, shortest-path * My T. Thai is the corresponding author.
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In the context of network reliability, Kuhnle et al. [3] have recently studied a special case of our problem under the name LB-MULTICUT. The objective of this problem is to identify a minimum set of edges whose removal ensures the distance between each pair of nodes is no smaller than T. Directly adopting the LB-MULTICUT solutions to our QoSD problem is not feasible since most of those solutions exploited a trait that their problems can be formulated by Integer Programming and exhibit submodular behaviors. QoSD problem, on the other hand, is shown to be neither submodular nor supermodular, making QoSD more challenging to devise an efficient algorithm. Also, modern networked systems are increasingly massive in scale, often with size of millions of vertices and edges. The need for a scalable algorithm on large-scale networks poses another challenge for our problem. Motivated by these observations, the main contribution of this work are:
• We propose three highly scalable algorithms for QoSD, including two iterative algorithms, IG and AT, with approximation ratio O(γ −1 (ln T + h ln n)) and O(ln T + h ln n) respectively, where γ is a metric measuring the concave property of edge weight functions and h is the maximum no. edges of a path connecting a pair; and SA, a probabilistic approximation algorithm returning O( ln T+h ln d γ (1−e −γ )(1−ϵ ) ) approximation result with high probability, where d is the maximum degree of G.
• When the edge weights are linear w.r.t budgets, we propose LR, a randomized rounding algorithm based on linear relaxation of the problem with O(h ln n) approximation guarantee. • We extensively evaluate our algorithms on both synthetic networks and large-scale, real-world networks. All of our four algorithms are demonstrated to scale to networks with millions of nodes and edges in under a few hours and return nearly optimal solutions. Also, the experiments show the trade-off between our proposed algorithms in terms of runtime and quality of solution.
PROBLEM DEFINITION AND COMPLEXITY
We abstract the network using a directed graph G = (V , E) with |V | = n nodes and |E| = m directed edges. Each edge e is associated with a function f e : Z ≥ → Z + which indicates the weight of e w.r.t a budget on e. f e is monotonically increasing. We call x = {x 1 , ..x m } a budget vector where x e is a budget on edge e. Under a budget vector x, the length of a path p is defined as e ∈p f e (x e ). QoSD is formally defined as follows:
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Hardness and Inapproximability. Since LB-MULTICUT is a special case of QoSD, QoSD is NP-hard. Furthermore, any inapproximability result of LB-MULTICUT or the Multicut problem is also the inapproximability of QoSD. We summarize those results as follows: (1) 
ALGORITHMS 3.1 Iterative Solution
In general, this solution tackles two challenging tasks of QoSD. The first one is the number of feasible paths connecting pairs could be extremely large. Thus, instead of listing all paths, the solution builds a set of candidate paths incrementally and iteratively until blocking all such candidate paths is sufficient to separate all pairs in S. The second challenge is that the objective function to make the paths lengths exceed T can be non-submodular, depending on edge weight functions. Thus we devise two methods to block paths, which are Iterative Greedy (IG) and Adaptive Trading (AT).
Iterative Greedy is basically a greedy algorithm, in which we iteratively add a unit budget vector into x, which maximizes the marginal gain of the objective function, until x is sufficient to make all paths' length exceed T. However, as the objective function is neither submodular nor supermodular, the performance of IG strongly depends on the concave ratio γ of edge weight functions, which is defined as follows: Adaptive Trading improves from IG in which for each iteration, AT adds a budget to an edge that maximizes the gain of objective function per unit of the additional budget. AT could discard the dependency on γ on performance guarantee but runtime complexity increase as a trade-off. Theorem 3.2. AT returns a solution within O(h ln n + ln T) factor of the optimal solution for QoSD.
Sampling Approach
In essence, SA attempts to iteratively add a budget vector v, ||v|| ≤ q (q is an adjustable parameter), into x which maximizes the overall increasing lengths of feasible paths connecting pairs in S. Rather than an expensive listing all feasible paths, an estimator is employed by path sampling procedure to find the vector v. This process is repeated until the budget vector x is sufficient to guarantee all feasible paths have length at least T. Interestingly, the approximation ratio of SA does not depend on q. So whatever the value of q is, the result of SA always has the same upper bound, which means a large value of q could reduce the number of sampling iterations but the number of sample paths in each iteration would increase as the trade-off.
Linear Rounding
LR considers a special case of QoSD where each edge weight function is linear w.r.t the budget on each edge. In overview, LR formulates the QoSD problem under an Integer Programming and obtains the optimal solution of its linear relaxation. Then a randomized rounding technique is applied to discretize the linear solution while guaranteeing the discrete budget is bounded within a certain factor to linear optimum. Theorem 3.4. Given fixed 0 < δ < 1, LR returns a solution within O(h ln n + ln δ −1 ) factor of optimum to the QoSD instance with probability at least 1 − δ .
EXPERIMENTAL EVALUATION
We evaluate our proposed approximation algorithms by 1) comparing their performance to an intuitive heuristic as there is no other solution to QoSD in a general case; and 2) comparing our algorithms to [3] as a special case of QoSD. The full experimental results can be found in [5] .
We summarize several key results as follows: (1) In case of linear weight functions, LR always returned the best solution. The solution quality of IG and AT were worse than LR but usually by only a small factor. In addition, IG usually ran the fastest while the runtime of AT was more impacted by the varying of T than the other two; (2) In general cases where LR is no more applicable, AT was always the algorithm that returned the best quality of solution. IG was competitive to AT only if the weight functions tent to be more concave. In trade-off, IG performed much more faster than AT in most experiments; (3) SA was usually the worst among our algorithms in term of both the quality of solution and runtime. However, in several cases when the set of feasible paths was small or the input network was sparse, SA outperformed our other algorithms in runtime and the intuitive heuristics in solution quality.
