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Abstract
We provide an example of an SDE with degenerate additive noise where synchronization de-
pends on the strength of noise and the number of directions in which the noise acts. Here,
synchronization means that the weak random attractor consists of a single random point. Indi-
cated by a change of sign of the top Lyapunov exponent, we prove synchronization respectively
no (weak) synchronization.
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1 Introduction
We consider the stochastic differential equation with drift given by a multidimensional double-well
potential with degenerate additive noise. That is
dXt =
(
Xt −
∣∣∣∣
(
Xt
Yt
)∣∣∣∣
2
Xt
)
dt+ σ dWt on R
n
dYt =
(
Yt −
∣∣∣∣
(
Xt
Yt
)∣∣∣∣
2
Yt
)
dt on Rd−n
(1)
for σ > 0 and d, n ∈ N with n < d. Wt is a n-dimensional Brownian motion. We prove that the
associated random dynamical system does synchronize in the case n = 1 for large σ and in the case
n ≥ 2. Additionally, we show that there is no synchronization, not even weak synchronization, in
the case n = 1 for small σ. Here, (weak) synchronization means that there exists a weak (point)
attractor which is a single random point. Thus, the long-time dynamics are asymptotically globally
stable. In particular, in case of (weak) synchronization, for each x, y ∈ Rd and ω ∈ Ω it follows
that
|ϕt(ω, x) − ϕt(ω, y)| → 0 as t→∞
in probability.
In the deterministic case, for σ = 0, the long-time dynamics are not asymptotically globally stable.
The attractor in this case is the closed unit ball B¯(0, 1). Moreover, the minimal point attractor is
given by Sd−1 ∪ {0}, where Sd−1 is the (d − 1)-dimensional unit sphere. Hence, there will be no
(weak) synchronization.
In [6] it was shown that under some conditions a general white noise random dynamical system on
a complete, separable metric space does synchronize. There, the stochastic differential equation
with drift given by a multidimensional double-well potential with non-degenerate additive noise
was considered as a model example. Hence, the proofs in [6] imply synchronization of the random
dynamical system in the case of non-degenerate noise.
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For the stochastic differential equation with degenerate noise (1) we observe no synchronization
in the case n = 1 for small noise and synchronization in the other cases. These results confirm
that additive noise stabilizes the long-time dynamics of the multidimensional double-well potential.
The distinction between synchronization and no (weak) synchronization is indicated by a change
of sign of the top Lyapunov exponent.
In order to prove synchronization in the degenerate case with negative top Lyapunov exponent,
we follow the setup put forward in [6]. In [6] asympotic stability, swift transitivity and contraction
on large sets were used to prove synchronization of a white noise random dynamical system.
However, the random dynamical system associated to (1) is not swift transitive. This can be
seen by observing that the set
{
(x1, x2, . . . , xd) ∈ Rd : xi > 0
}
is not reachable if one starts in{
(x1, x2, . . . , xd) ∈ Rd : xi < 0
}
for some n < i ≤ d. We will deal with the lack of swift transitivity
by focusing on elements of the set M =
{
(x1, x2, . . . , xd) ∈ Rd : xi = 0 for i > n
}
. Asymptotic
stability is obtained by a stable manifold theorem and negative top Lyapunov exponent.
A positive top Lyapunov exponent of the random dynamical system associated to (1) implies lack
of (weak) synchronization. In general, attractors with positive top Lyapunov exponent are not well
understood yet. These attractors are sometimes called random strange attractors [5, 7, 12].
Recently, in [5] a transition from negative to positive top Lyapunov exponent was shown too.
They considered a system with limit cycles on a cylinder perturbed by white noise. Using [6]
synchronization was also proven. However, they did not state whether there is synchronization for
positive top Lyapunov exponent.
The remainder of the paper is organized as follows. In Section 2, we introduce some notation and
definitions. We conclude existence of a random dynamical system and of an attractor in Section 3.
In Section 4, we estimate the top Lyapunov exponent. Using negative top Lyapunov exponent and
a stable manifold theorem, we conclude asymptotic stability. The actual proof of synchronization
appears in Section 5. For this purpose, contraction on large sets and some similar property to
swift transitivity are shown. These two properties and asymptotic stability are used to prove
synchronization. In Section 6, we show that the positive top Lyapunov exponent imply no (weak)
synchronization.
2 Notation and definition
We restrict our definitions to a random dynamical system on Rd, see [1] for a more general setting.
Definition 2.1 (Metric Dynamical System). Let (Ω,F ,P) be a probability space and θ = (θt)t∈R
be a group of maps θt : Ω→ Ω satisfying
(i) (ω, t) 7→ θt(ω) is (F ⊗ B(R),F)-measurable,
(ii) θ0(ω) = ω for all ω ∈ Ω,
(iii) θs+t = θs ◦ θt for all s, t ∈ R,
(iv) θt has ergodic invariant measure P.
Then, (Ω,F ,P, θ) is called a metric dynamical system.
Definition 2.2 (Random Dynamical System). Let (Ω,F ,P, θ) be a metric dynamical system.
Further, let ϕ : R+ × Ω× Rd → Rd be such that
(i) ϕ is (B(R+)⊗F ⊗ B(Rd),B(Rd))-measurable,
(ii) ϕ0(ω, x) = x for all x ∈ Rd, ω ∈ Ω,
(iii) ϕt+s(ω, x) = ϕt(θsω, ϕs(ω, x)) for all x ∈ Rd, t, s ≥ 0, ω ∈ Ω,
(iv) x 7→ ϕs(ω, x) is continuous for each s ≥ 0 and ω ∈ Ω.
Then, the collection (Ω,F ,P, θ, ϕ) is called a random dynamical system (RDS).
2
As an example consider an RDS generated by a stochastic differential equation (SDE) driven by a
Brownian motion. In order to use the white noise property of the Brownian motion, the existence
of a family F = (Fs,t)−∞<s≤t<∞ of sub-σ algebras of F will be desirable. This family of sub-σ
algebras should satisfy Ft,u ⊂ Fs,v for s ≤ t ≤ u ≤ v, θ−1r (Fs,t) = Fs+r,t+r for all r, s, t and Fs,t
and Fu,v are independent for s ≤ t ≤ u ≤ v. For each t ∈ R denote by Ft the smallest σ-algebra
containing all Fs,t with s ≤ t and by Ft,∞ the smallest σ-algebra containig all Ft,u with t ≤ u.
Note that the σ-algebras Ft and Ft,∞ are independent for all t ∈ R. Furthermore, assume that
ϕs(·, x) is F0,s-measurable for each s ≥ 0 and x ∈ Rd. Then, the collection (Ω,F ,F,P, θ, ϕ) is
called a white noise random dynamical system. For a white noise RDS ϕ define the associated
Markovian semigroup by Ptf(x) := E [f (ϕt (·, x))] for measurable, bounded fuctions f .
Definition 2.3. A family {D(ω)}ω∈Ω of non-empty subsets of Rd is said to be
(i) a random compact set if it is P-almost surely compact and ω 7→ supy∈D(ω) |x − y| is F -
measurable for each x ∈ Rd.
(ii) ϕ-invariant if for all t ≥ 0
ϕt(ω,D(ω)) = D(θtω)
for almost all ω ∈ Ω.
Definition 2.4 (Attractor). Let (Ω,F ,P, θ, ϕ) be an RDS. A random compact set A is called a
pullback attractor if it satisfies the following properties
(i) A is ϕ-invariant
(ii) for every compact set B ⊂ Rd
lim
t→∞
sup
x∈B
inf
a∈A(ω)
|ϕt(θ−tω, x)− a| = 0 P-almost surely.
A random compact set A is called a weak attraktor, if it fulfills the properties above with almost
sure convergence replaced by convergence in probability in (ii). It is called a (weak) point attractor,
if it satisfies the properties above with compact sets B replaced by single points in (ii).
Note that every pullback attractor is a weak attractor. The converse is not true. Examples for
this can be found in [9].
Lemma 2.5. Let A be a weak attractor of an RDS ϕ. Then A admits an F0-measurable version.
Hence, there exists an F0-measurable weak attractor A˜ such that A = A˜ P-almost surely.
Proof. Since ϕ has a weak attractor, [3, Corollary 4.5.] implies that ϕ has an F0-measurable weak
attractor A˜. By [6, Lemma 1.3] A = A˜ P-almost surely.
Definition 2.6 (Synchronization). Synchronization occurs if there is a weak attractor A(ω) being
a singleton for P-almost every ω ∈ Ω. Weak synchronization is said to occur if there is a weak
point attractor A(ω) being a singleton for P-almost every ω ∈ Ω.
Define
B(x, r) :=
{
y ∈ Rd : |y − x| < r}
to be the open ball centered at x ∈ Rd with radius r > 0 and let B¯(x, r) be the respective closed
ball. Denote by
diam(A) := sup
x,y∈A
|x− y|.
the diameter of a set A ⊂ Rd. Next, some properties of an RDS are defined. These properties were
used in [6] to show synchronization. Note that asymptotic stability and contraction on large sets
are necessary conditions.
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Definition 2.7 (Asymptotic Stability). Let U ⊂ Rd be a deterministic non-empty open set. Then,
ϕ is called asymptotically stable on U if there exists a deterministic sequence tn →∞ such that
P
(
lim
n→∞ diam (ϕtn (·, U)) = 0
)
> 0.
Definition 2.8 (Swift Transitivity). ϕ is called swift transitive if for every r > 0 and x, y ∈ Rd,
there is a time t > 0 such that
P(ϕt(·, B(x, r)) ⊂ B(y, 2r)) > 0.
Definition 2.9 (Contraction on Large Sets). ϕ is called contracting on large sets if for every r > 0,
there is a ball B(x, r) and a time t > 0 such that
P
(
diam (ϕt(·, B(x, r))) ≤ r
4
)
> 0.
3 Existence of an attractor
In this section we deduce existence of an RDS associated to (1) and of an attractor of this RDS.
Denote by b : Rd → Rd with b(x) := (1 − |x|2)x the drift of (1).
Lemma 3.1 (One-sided Lipschitz condition). The drift b fulfills
〈x− y, b(x)− b(y)〉 ≤ |x− y|2
(
1− 3
4
|x|2
)
for all x, y ∈ Rd. In particular, b satisfies the one-sided Lipschitz condition.
Proof. Let x, y ∈ Rd and define a := x− y. Using |x− a|2 = |x|2 − 2 〈a, x〉+ |a|2 and the Cauchy -
Schwarz inequality, it follows that
〈x− y, b(x)− b(y)〉 = 〈x− y, x(1 − |x|2)− y(1− |y|2)〉
=
〈
a, a− |x|2x+ |x− a|2(x− a)〉
= |a|2 − (|x|2 − 2 〈a, x〉+ |a|2)|a|2 + (−2 〈a, x〉+ |a|2) 〈a, x〉
= |a|2 − |a|2|x|2 −
(
|a|2 − 3
2
〈a, x〉
)2
+
1
4
| 〈a, x〉 |2
≤ |a|2 − 3
4
|a|2|x|2.
Remark 3.2. The drift b of the SDE (1) satisfies the one-sided Lipschitz condition by Lemma
3.1 and a local Lipschitz condition since b is continuously differentiable. By [4, Proposition 2.4]
it follows that there exists a white noise RDS ϕ associated to the SDE (1) with respect to the
canonical setup. This means the space Ω is C(R,Rn), the space of continuous functions from R to
R
n, F is the Borel σ-field, P is the two-sided Wiener measure, Fs,t is the σ-algebra generated by
Wu −Wv for s ≤ v ≤ u ≤ t with Ws : Ω→ Rn defined by Ws(ω) := ω(s), and θt is the shift
(θtω)(s) := ω(s+ t)− ω(t).
Theorem 3.3 (Existence of an Attractor). There exists a pullback attractor A of the RDS ϕ
associated to (1).
Proof. By Lemma 3.1 the drift b satisfies the one-sided Lipschitz condition. Since the drift b is
continuously differentiable, b is local Lipschitz continuous. Moreover,
lim sup
|x|→∞
〈
x
|x| , b(x)
〉
= lim sup
|x|→∞
|x|(1 − |x|2) = −∞.
By [4, Theorem 3.1.] it follows that ϕ has a pullback attractor.
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In the following denote by ϕ the RDS associated to (1) and by A the F0-measurable version of
the weak attractor given by Theorem 3.3. The existence of an F0-measurable version was shown
in Lemma 2.5.
4 Top Lyapunov exponent and asymptotic stability
We estimate the top Lyapunov exponent of the RDS associated to (1) and observe a change of
sign. Applying a stable manifold theorem and using negativity of the top Lyapunov exponent,
asymptotic stability for the RDS associated to (1) is shown in the case n = 1 for large σ and in
the case n ≥ 2.
Theorem 4.1 (Stable Manifold Theorem). Let ϕt(ω, ·) ∈ C1,δloc for some δ ∈ (0, 1) and all t ≥ 0
and let Pt be the Markovian semigroup associated to ϕ. Assume that P1 has an ergodic invariant
measure ρ such that
E
∫
Rd
log+ ‖Dϕ1(ω, x)‖ dρ(x) <∞
and
E
∫
Rd
log+ ‖ϕ1(ω, ·+ x)− ϕ1(ω, x)‖C1,δ(B¯(0,1)) dρ(x) <∞.
Then,
(i) there are constants λN < . . . < λ1 such that
lim
m→∞
1
m
log |Dϕm(ω, x)v| ∈ {λi}Ni=1
for all v ∈ Rd \ {0} and P⊗ ρ-almost all (ω, x) ∈ Ω× Rd.
(ii) Assume that the top Lyapunov exponent λtop := λ1 < 0. Then, for every ε ∈ (λtop, 0) there
is a measurable map β : Ω× Rd → R+ \ {0} such that for ρ-almost all x ∈ Rd
S(ω, x) := {y ∈ Rd : |ϕm(ω, y)− ϕm(ω, x)| ≤ β(ω, x)eεm for all m ∈ N}
is an open neighborhood of x P-almost surely.
Proof. See Lemma 3.1. in [6].
From the stable manifold theorem (Theorem 4.1) one obtains a random, non-empty, open set
S(ω, x). One aims to show asymptotic stability on a deterministic, non-empty, open set. The
following lemma clarifies the relation between the random set S(ω, x) and the existence of a de-
terministic set U such that ϕ is asymptotically stable on U .
Lemma 4.2. Let V be a random open neighborhood of x ∈ Rd and let tn → ∞ be a sequence
such that
P
(
lim
m→∞ diam (ϕtm(·, V (·))) = 0
)
> 0.
Then, there exists some deterministic r > 0 such that
P
(
lim
m→∞ diam(ϕtm(·, B(x, r))) = 0
)
> 0.
In particular, ϕ is asymptotically stable on B(x, r).
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Proof. For each ω ∈ Ω there exists k ∈ N such that B (x, 1
k
) ⊂ V (ω). Hence,{
lim
m→∞
diam (ϕtm(·, V (·))) = 0
}
⊂
{
lim
m→∞
diam
(
ϕtm
(
·, B
(
x,
1
k
)))
= 0 for some k ∈ N
}
.
By σ-additivity of P there exists some r > 0 such that
P
(
lim
m→∞
diam(ϕtm(·, B(x, r))) = 0
)
> 0.
Remark 4.3. To apply the stable manifold theorem (Theorem 4.1), finiteness of the above stated
expectations and an invariant measure is required. For an invariant measure consider the n-
dimensional double-well potential with non-degenerate additive noise. That is
dXt =
(
Xt − |Xt|2Xt
)
dt+ σ dWt on R
n. (2)
By [11, Theorem, p. 243] and since the function f(x) = e
2
σ2
( 1
2
|x|2− 1
4
|x|4) satisfies the equation
0 = (L∗f) (x) = 12σ2△f(x) − ∇ ·
(
f(x)(1 − |x|2)x), the Markovian semigroup associated to the
RDS of (2) has the invariant probability measure
dρˆ(x) =
1
Zσ
e
2
σ2
( 1
2
|x|2− 1
4
|x|4) dx,
where Zσ =
∫
Rn
e
2
σ2
( 1
2
|x|2− 1
4
|x|4) dx. Considering our original d-dimensional SDE with degenerate
noise (1), if one starts inM :=
{
(x1, x2, . . . , xd) ∈ Rd : xi = 0 for i > n
}
one will stay inM . Hence,
starting in M the problem simplifies to the n-dimensional non-degenerate case (2). Therefore, the
measure ρ on Rd with
ρ (A× {0}) = ρˆ(A) = 1
Zσ
∫
A
e
2
σ2
( 1
2
|x|2− 1
4
|x|4) dx
for all A ∈ B (Rn) and
ρ
(
R
n × (Rd−n \ {0})) = 0
is an invariant probability measure of the Markovian semigroup associated to the RDS of (1).
Lemma 4.4. The RDS ϕ associated to (1) satisfies ϕt(ω, ·) ∈ C2loc,
E
∫
Rd
log+ ‖Dϕ1(ω, x)‖ dρ(x) <∞
and
E
∫
Rd
log+ ‖ϕ1(ω, ·+ x)− ϕ1(ω, x)‖C1,δ(B¯(0,1)) dρ(x) <∞.
Proof. Let t > 0, ω ∈ Ω and x, u ∈ Rd. The derivatives of the drift b satisfy
〈Db(x)u, u〉 = −2 |〈x, u〉|2 + (1− |x|2) |u|2
≤ (1− |x|2) |u|2 ≤ |u|2 (3)
and ∥∥D2b(x)∥∥ ≤ 6|x|.
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Moreover, ∫
Rd
log+(|x|) dρ(x) =
∫
Rd
log+(|x|)e 2σ2 ( 12 |x|2− 14 |x|4) dx <∞
by rapidly decaying property of e
2
σ2
( 1
2
|x|2− 1
4
|x|4). Then, the second estimate and ϕt(ω, ·) ∈ C2loc
follow by the same arguments as in [6, Lemma 3.9]. In [6, Lemma 3.9] SDEs with non-degenerate
additive noise were considered. However, the arguments extend to SDEs with degenerate additive
noise. To get the first estimate observe that
d
dt
Dϕt(ω, x) = Db(ϕt(ω, x))Dϕt(ω, x), Dϕ0(ω, x) = Id.
Using (3) it follows that
d
dt
|Dϕt(ω, x)v|2 = 2 〈Db(ϕt(ω, x))Dϕt(ω, x)v,Dϕt(ω, x)v〉
≤ 2 |Dϕt(ω, x)v|2 .
By Gronwall’s inequality
|Dϕt(ω, x)v| ≤ |v| et.
Hence, ‖Dϕt(ω, x)‖ ≤ et and
E
∫
Rd
log+ ‖Dϕ1(ω, x)‖ dρ(x) ≤
∫
Rd
log+
(
e1
)
dρ(x) = 1 <∞.
Lemma 4.5. The top Lyapunov exponent of the RDS associated to (1) corresponding to the
invariant measure ρ (see Remark 4.3) satisfies
λtop ≤ 1
Zσ
∫
Rn
(1 − |x|2) e 2σ2 ( 12 |x|2− 14 |x|4) dx,
where Zσ =
∫
Rn
e
2
σ2
( 1
2
|x|2− 1
4
|x|4) dx. For n = 1 even equality holds.
Proof. Step 1: In the first step, it will be shown that for some ω ∈ Ω and
x ∈M := {(x1, x2, . . . , xd) ∈ Rd : xi = 0 for i > n} it holds that
λtop ≤ lim inf
m→∞
1
m
∫ m
0
(1− |ϕs(ω, x)|2) ds.
By Theorem 4.1 (i) there exists an v ∈ Rd \ {0}, x ∈M and ω ∈ Ω such that
λtop = lim
m→∞
1
m
log |Dϕm(ω, x)v|.
Dϕt(ω, x) satisfies the equation
d
dt
Dϕt(ω, x) = Db(ϕt(ω, x))Dϕt(ω, x), Dϕ0(ω, x) = Id.
Using the estimation (3) it follows that
d
dt
|Dϕt(ω, x)v|2 = 2 〈Db(ϕt(ω, x))Dϕt(ω, x)v,Dϕt(ω, x)v〉
≤ 2
(
1− |ϕt(ω, x)|2
)
|Dϕt(ω, x)v|2.
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By Gronwall’s inequality,
|Dϕt(ω, x)v| ≤ |v| e
∫
t
0
(1−|ϕs(ω,x)|2) ds.
Hence,
λtop ≤ lim inf
m→∞
1
m
∫ m
0
(
1− |ϕs(ω, x)|2
)
ds.
Step 2: Let x ∈M and ω ∈ Ω. For n = 1 it will be shown that
λtop ≥ lim
m→∞
1
m
∫ m
0
(1 − |ϕs(ω, x)|2) ds.
In the case n = 1, Db(y) = (1 − |y|2)Id − 2y ⊗ y is a diagonal matrix for all y ∈ M . Moreover,
ϕt(ω, x) ∈M and
d
dt
Dϕt(ω, x)v = Db(ϕt(ω, x))Dϕt(ω, x)v, Dϕ0(ω, x)v = v
for any v ∈ Rd \ {0}. Denote by (·)(i) the i-th component of a vector. Then, for any v ∈ Rd \ {0}
(Dϕt(ω, x)v)
(1) = v(1) e
∫
t
0
(1−3|ϕs(ω,x)|2) ds
and
(Dϕt(ω, x)v)
(i) = v(i) e
∫
t
0
(1−|ϕs(ω,x)|2) ds
for i > 1. Choose v = (0, . . . , 0, 1)T ∈ Rd. Then, |Dϕt(ω, x)v| = e
∫
t
0
(1−|ϕs(ω,x)|2) ds. Hence,
λtop ≥ lim
m→∞
1
m
log |Dϕm(ω, x)v| = lim
m→∞
1
m
∫ m
0
(1− |ϕs(ω, x)|2) ds.
Step 3: Step 1 and 2 imply
λtop ≤ lim inf
m→∞
1
m
∫ m
0
(1− |ϕs(ω, x)|2) ds.
for some ω ∈ Ω and x ∈M and equality in the case n = 1. Since x ∈M it holds that ϕs(ω, x) ∈M
for all s ≥ 0. By the continuous-time ergodic theorem [2, Section 2] it follows that
λtop ≤ 1
Zσ
∫
Rd
(1− |x|2) dρ(x)
and equality in the case n = 1.
Theorem 4.6. Let λtop be the top Lyapunov exponent of the RDS associated to (1).
(i) For n = 1 and σ ≤ 12 , it holds that λtop > 0.
(ii) For n = 1 and σ ≥ 2, it holds that λtop < 0.
(iii) For n ≥ 2, it holds that λtop < 0.
Proof. Case n ≥ 2: By Lemma 4.5 and changing to polar coordinates,
λtop ≤ 1
Zσ
∫
Rn
(1 − |x|2) e 2σ2 ( 12 |x|2− 14 |x|4) dx
=
1
Zσ
e
1
2σ2
∫
Rn
(1− |x|2) e− 12σ2 (|x|2−1)
2
dx
= c
∫ ∞
0
(1 − r2)rn−1 e− 12σ2 (r2−1)
2
dr
= c˜
∫ ∞
0
rn−2
(
d
dr
e−
1
2σ2
(r2−1)2
)
dr
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with constants c, c˜ > 0. For n = 2,
λtop ≤ c˜
∫ ∞
0
(
d
dr
e−
1
2σ2
(r2−1)2
)
dr = −c˜ e− 12σ2 < 0.
For n ≥ 3, using integration by parts it follows that
λtop ≤ c˜
([
rn−2e−
1
2σ2
(r2−1)2
]∞
0
−
∫ ∞
0
(n− 2)rn−3 e− 12σ2 (r2−1)
2
dr
)
= −c˜(n− 2)
∫ ∞
0
rn−3 e−
1
2σ2
(r2−1)2 dr < 0.
Case n = 1: By Lemma 4.5,
λtop =
1
Zσ
∫ ∞
−∞
(1− x2) e 2σ2 ( 12x2− 14x4) dx
=
2
Zσ
e
1
2σ2
∫ ∞
0
(1 − x2) e− 12σ2 (x2−1)
2
dx.
Using integration by parts, it follows that∫ ∞
1
(1− x2) e− 12σ2 (x2−1)
2
dx =
σ2
2
∫ ∞
1
1
x
(
d
dx
e−
1
2σ2
(x2−1)2
)
dx
=
σ2
2
([
1
x
e−
1
2σ2
(x2−1)2
]∞
1
+
∫ ∞
1
1
x2
e−
1
2σ2
(x2−1)2 dx
)
= −σ
2
2
+
σ2
2
∫ ∞
1
1
x2
e−
1
2σ2
(x2−1)2 dx. (4)
We use integration by substitution to get lower estimates. Hence,∫ 1
0
(1− x2) e− 12σ2 (x2−1)
2
dx =
∫ 1
0
1
2
√
1− x x e
− 1
2σ2
x2 dx
=
∫ 3
4
0
1
2
√
1− x x e
− 1
2σ2
x2 dx+
∫ 1
3
4
1
2
√
1− x x e
− 1
2σ2
x2 dx
≥ 1
2
∫ 3
4
0
x e−
1
2σ2
x2 dx+
∫ 1
3
4
x e−
1
2σ2
x2 dx
=
σ2
2
+
σ2
2
(
e−
1
2σ2
9
16 − 2 e− 12σ2
)
.
Combining this estimate and (4) yields to∫ ∞
0
(1− x2) e− 12σ2 (x2−1)
2
dx ≥ σ
2
2
+
σ2
2
(
e−
1
2σ2
9
16 − 2e− 12σ2
)
− σ
2
2
=
σ2
2
e−
1
2σ2
(
e
1
2σ2
7
16 − 2
)
> 0
for σ ≤ 12 . Moreover, the following upper estimates on the integrals hold:∫ 1
0
(1− x2) e− 12σ2 (x2−1)
2
dx ≤
∫ 1
0
(1− x2) dx =
[
x− 1
3
x3
]1
0
=
2
3
and ∫ ∞
1
1
x2
e−
1
2σ2
(x2−1)2 dx =
∫ √1+2σ
1
1
x2
e−
1
2σ2
(x2−1)2 dx+
∫ ∞
√
1+2σ
1
x2
e−
1
2σ2
(x2−1)2 dx
≤
∫ √1+2σ
1
1
x2
dx+ e−2
∫ ∞
√
1+2σ
1
x2
dx
= 1− 1√
1 + 2σ
(
1− e−2) .
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Combining these estimates and (4), it follows that∫ ∞
0
(1 − x2) e− 12σ2 (x2−1)
2
dx ≤ 2
3
− σ
2
2
1√
1 + 2σ
(
1− e−2)
≤ 2
3
−
√
2√
3
(
1− e−2) < 0
for σ ≥ 2.
Remark 4.7. In the case n = 1 there even exists some 12 < σ
∗ < 2 such that λtop > 0 for σ < σ∗
and λtop < 0 for σ > σ
∗. This can be seen by observing that
σ 7→
∫ ∞
0
(1− x2) e− 12σ2 (x4−2x2) dx
is strictly decreasing. However, this involves some more estimates of integrals.
Theorem 4.8. If the top Lyapunov exponent of the RDS ϕ associated to (1) is negative, then
there exists some x ∈M and r > 0 such that ϕ is asymptotically stable on B(x, r). In particular,
this is the case for n = 1 with σ ≥ 2 and for n ≥ 2.
Proof. Remark 4.3 provides an invariant measure and Lemma 4.4 shows that the assumptions of
the stable manifold theorem (Theorem 4.1) hold. In the considered cases, Theorem 4.6 yields that
λtop < 0. By stable manifold theorem (Theorem 4.1), for every ε ∈ (λtop, 0) there is a measurable
map β : Ω× Rd → R+ \ {0} and x ∈M such that
S(ω, x) := {y ∈ Rd : |ϕm(ω, y)− ϕm(ω, x)| ≤ β(ω, x)eεm for all m ∈ N}
is an open neighborhood of x P-a.s. Hence,
P
(
lim
m→∞
diam (ϕtm(·, S(·, x))) = 0
)
> 0.
Lemma 4.2 implies the existence of some r > 0 such that ϕ is asymptotically stable on B(x, r).
5 Synchronization
We prove synchronization for the RDS associated to (1) in case of negative top Lyapunov exponent.
First, we show some similar properties to swift transitivity and contraction on large sets focusing
on the set M :=
{
(x1, x2, . . . , xd) ∈ Rd : xi = 0 for i > n
}
. These will be used to show that the
attractor is in any small ball centered at M with positive probability. For negative top Lyapunov
exponent, we use asymptotic stability in such a small ball and apply [6, Lemma 2.5] to conclude
synchronization.
Lemma 5.1. For all x, y ∈M and r > 0, there is a time t0 > 0 such that
P(ϕt0(·, B(x, r)) ⊂ B(y, 2r)) > 0.
Proof. Set t0 = ln
3
2 ,
ψ(t) := x+
t
t0
(y − x)
for t ∈ [0, t0] and
ωˆ0(t) :=
1
σ
(
ψ(t)− x−
∫ t
0
b(ψ(s)) ds
)
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for t ∈ [0, t0]. Then, ψ(t) ∈ M and ωˆ0(t) ∈ M for all t ∈ [0, t0]. Set ω0 to be the first n
components of ωˆ0. Then, ϕt(ω
0, x) = ψ(t) for all t ∈ [0, t0]. In particular, ϕt0(ω0, x) = y. By
one-sided Lipschitz condition of b (Lemma 3.1) we have that
d
dt
|ϕt(ω, x′)− ϕt(ω, x)|2 = 2 〈b(ϕt(ω, x′))− b(ϕt(ω, x)), ϕt(ω, x′)− ϕt(ω, x)〉
≤ 2|ϕt(ω, x′)− ϕt(ω, x)|2
for all x′ ∈ B(x, r), ω ∈ Ω and t ≥ 0. By Gronwall’s inequality, it follows that
|ϕt(ω, x′)− ϕt(ω, x)| ≤ |x′ − x| et ≤ r et
for all x′ ∈ B(x, r), ω ∈ Ω and t ≥ 0. Then, for all x′ ∈ B(x, r) and ω ∈ Ω
|ϕt0(ω, x′)− y| ≤ |ϕt0(ω, x′)− ϕt0(ω, x)|+ |ϕt0(ω, x)− ϕt0(ω0, x)|
≤ 3
2
r + |ϕt0(ω, x)− ϕt0(ω0, x)|.
The map ω 7→ ϕt0(ω, x) is continuous from C([0, t0];Rn) to Rd. Then, there exists an δ > 0 such
that
P (ϕt0(·, B(x, r)) ⊂ B(y, 2r)) ≥ P
(
|ϕt0(·, x) − ϕt0(ω0, x)| ≤
r
2
)
≥ P
(
sup
s∈[0,t0]
|ω(s)− ω0(s)| ≤ δ
)
> 0.
Lemma 5.2. For every R > 0 there is a ball B(x,R) with x ∈M and a time t0 > 0 such that
P
(
diam(ϕt0 (·, B(x,R))) ≤
R
4
)
> 0.
In particular, the RDS ϕ is contracting on large sets.
Proof. Let R > 0 and x := (2, 0, 0, . . . , 0)T ∈ Rd. Define
ωˆ0(t) := − t b(x)
σ
for t ≥ 0. Set ω0 to be the first n components of ωˆ0. Then, ϕt(ω0, x) = x for all t ≥ 0. By Lemma
3.1, it holds that
〈b(x)− b(y), x− y〉 ≤ −2|x− y|2
for all y ∈ Rd. This inequality and ϕt(ω0, x) = x imply
d
dt
|ϕt(ω0, x) − ϕt(ω0, y)|2 = 2
〈
b(ϕt(ω
0, x)) − b(ϕt(ω0, y)), ϕt(ω0, x)− ϕt(ω0, y)
〉
≤ −4
∣∣ϕt(ω0, x) − ϕt(ω0, y)∣∣2 .
for y ∈ B(x,R) and t ≥ 0. Using Gronwalls inequality it follows that
|x− ϕt(ω0, y)| ≤ |x− y| e−2t ≤ Re−2t
for all y ∈ B(x,R) and t ≥ 0. Choose t0 ≥ 0 such that e−2t0 ≤ 116 . Then, for all y ∈ B(x,R) and
ω ∈ Ω
|x− ϕt0(ω, y)| ≤
∣∣x− ϕt0(ω0, y)∣∣+ ∣∣ϕt0(ω0, y)− ϕt0(ω, y)∣∣
≤ R
16
+
∣∣ϕt0(ω0, y)− ϕt0(ω, y)∣∣ .
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The map ω 7→ ϕt0(ω, ·) is continuous from C([0, t0];Rn) to C(B(x,R);Rd). Then, there exists an
δ > 0 such that
P
(
ϕt0(·, B(x,R)) ⊂ B
(
x,
R
8
))
≥ P
(
sup
y∈B(x,R)
|ϕt0(ω0, y)− ϕt0(ω, y)| ≤
R
16
)
≥ P
(
sup
s∈[0,t0]
|ω(s)− ω0(s)| ≤ δ
)
> 0
and thus
P
(
diam(ϕt0(·, B(x,R))) ≤
R
4
)
> 0.
Proposition 5.3. Let A be the attractor of the RDS ϕ. Then, for each ε > 0 there is an x ∈M
such that
P (A ⊂ B(x, ε)) > 0.
Proof. Step 1: In the first step it will be shown that
P (A ⊂ B(x0, r0)) > 0
for some r0 > 0, x0 ∈M implies
P
(
A ⊂ B
(
x1,
2
3
r0
))
> 0
for some x1 ∈M .
Applying Lemma 5.2 with R = 2r0, there is an y1 ∈M , t1 > 0 such that
P
(
diam(ϕt1(·, B(y1, 2r0))) ≤
r0
2
)
> 0.
Since P is invariant under θt0 for every t0 > 0, we have
P
(
diam (ϕt1(θt0 ·, B(y1, 2r0))) ≤
r0
2
)
> 0.
Applying Lemma 5.1, there exists an t0 > 0 such that
P (ϕt0(·, B(x0, r0)) ⊂ B(y1, 2r0)) > 0.
Moreover,
{ϕt0(·, B(x0, r0)) ⊂ B(y1, 2r0)} ∈ F0,t0
and {
diam (ϕt1(θt0 ·, B(y1, 2r0))) ≤
r0
2
}
∈ Ft0,t0+t1
since
{
diam (ϕt1(·, B(y1, 2r0))) ≤ r02
} ∈ F0,t1 and θ−1t0 F0,t1 = Ft0,t0+t1 . Independence of F0,t0 and
Ft0,t0+t1 implies
P
(
diam (ϕt1+t0(·, B(x0, r0))) ≤
r0
2
)
= P
(
diam (ϕt1(θt0 ·, ϕt0(·, B(x0, r0)))) ≤
r0
2
)
≥ P (ϕt0(·, B(x0, r0)) ⊂ B(y1, 2r0)) · P
(
diam (ϕt1(θt0 ·, B(y1, 2r0))) ≤
r0
2
)
> 0.
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Hence,
P
(
ϕt1+t0(·, B(x0, r0)) ⊂ B¯
(
ϕt1+t0(·, x0),
r0
2
))
> 0.
By separability of Rn, there exists a dense subset {zm}m∈N of M . Since ϕt1+t0(ω, x0) ∈ M it
follows that {
ω ∈ Ω : ϕt1+t0(·, B(x0, r0)) ⊂ B¯
(
ϕt1+t0(·, x0),
r0
2
)}
⊂
{
ω ∈ Ω : ϕt1+t0(·, B(x0, r0)) ⊂ B
(
zm,
2
3
r0
)
for some m ∈ N
}
.
By σ-additivity of P there exits an x1 ∈M such that
P
(
ϕt1+t0(·, B(x0, r0)) ⊂ B
(
x1,
2
3
r0
))
> 0.
It holds that
{
ϕt1+t0(·, B(x0, r0)) ⊂ B
(
x1,
2
3r0
)} ∈ F0,t1+t0 and A is F0-measurable. By indepen-
dence of F0 and F0,t1+t0 and by the assumption of step 1, it follows that
P
(
ϕt1+t0(·, A) ⊂ B
(
x1,
2
3
r0
))
≥ P (A ⊂ B(x0, r0)) · P
(
ϕt1+t0(·, B(x0, r0)) ⊂ B
(
x1,
2
3
r0
))
> 0.
ϕ-invariance of A and θt1+t0 -invariance of P imply
P
(
A ⊂ B
(
x1,
2
3
r0
))
> 0.
Step 2: Since the attractor A is a random compact set, for each ω ∈ Ω the set A(ω) is bounded.
Using σ-additivity of P it follows that there exists some r0 > 0 such that
P (A ⊂ B(0, r0)) > 0.
Applying step one iteratively,
P (A ⊂ B(x, ε)) > 0
for some x ∈M .
Corollary 5.4. Let A be the attractor of the RDS ϕ. For each x ∈M and ε > 0,
P (A ⊂ B(x, ε)) > 0.
Proof. By Proposition 5.3 there is an x0 ∈ M such that P
(
A ⊂ B (x0, ε2)) > 0. By Lemma 5.1
with starting ball B
(
x0,
ε
2
)
and arrival point x, there is a time t > 0 such that
P
(
ϕt
(
·, B
(
x0,
ε
2
))
⊂ B (x, ε)
)
> 0.
F0-measurability of A, F0,t-measurability of ϕt and independence of F0 and F0,t imply
P (ϕt(·, A) ⊂ B (x, ε)) ≥ P
(
A ⊂ B
(
x0,
ε
2
))
· P
(
ϕt
(
·, B
(
x0,
ε
2
))
⊂ B (x, ε)
)
> 0.
By ϕ-invariance of A and θt-invariance of P it follows that
P (A ⊂ B (x, ε)) > 0.
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Lemma 5.5. Let A be the attractor of the RDS ϕ and let ϕ be asymptotically stable on U with
P(A ⊂ U) > 0. Then, ϕ synchronizes.
Proof. The attractor A is an F0-measurable, ϕ-invariant, random closed set. By [6, Lemma 2.5]
A is a singleton.
Theorem 5.6. If the top Lyapunov exponent of the RDS ϕ associated to (1) is negative, then ϕ
synchronizes. In particular, this is the case for n = 1 with σ ≥ 2 and for n ≥ 2.
Proof. By Theorem 3.3 there exists a pullback attractor A of ϕ. In case of negative top Lyapunov
exponent, Theorem 4.8 implies the existence of some x ∈M and r > 0 such that ϕ is asymptotically
stable on B(x, r). By Corollary 5.4
P (A ⊂ B(x, r)) > 0.
Applying Lemma 5.5 it follows that synchronization occurs.
6 No synchronization
We show that a positive top Lyapunov exponent implies lack of (weak) synchronization for the RDS
associated to (1). In order to prove this, we first need bounds on the distance of two trajectories.
Lemma 6.1. For x, y ∈ Rd, ω ∈ Ω and t ≥ 0.5 it holds that
|ϕt(ω, x)− ϕt(ω, y)| ≤ 4.
Proof. Step 1: Assume that 2k+2 ≤ |x− y| ≤ 2k+3 for some k ≥ 0. Define
τk(ω) := inf
{
t ≥ 0 : |ϕt(ω, x)− ϕt(ω, y)| ≤ 2k+2
}
.
Let t ≤ τk(ω). Then, |ϕt(ω, x)| ≥ 2k+1 or |ϕt(ω, y)| ≥ 2k+1. Using Lemma 3.1 it follows that
d
dt
|ϕt(ω, x)− ϕt(ω, y)|2
= 2 〈b(ϕt(ω, x))− b(ϕt(ω, y)), ϕt(ω, x)− ϕt(ω, y)〉
≤ 2
(
1− 3
4
max
{
|ϕt(ω, x)|2 , |ϕt(ω, y)|2
})
|ϕt(ω, x)− ϕt(ω, y)|2
≤ 2
(
1− 3
4
(
2k+1
)2) |ϕt(ω, x)− ϕt(ω, y)|2 .
By Gronwall’s inequality
|ϕt(ω, x)− ϕt(ω, y)| ≤ 2k+3 e(1−3·4
k)t.
Then, for t = ln 2
3·4k−1 it follows that |ϕt(ω, x)− ϕt(ω, y)| ≤ 2k+2. Hence,
τk(ω) ≤ ln 2
(3 · 4k − 1) ≤
ln 2
2 · 4k .
Step 2: Define
τ(ω) := inf {t ≥ 0 : |ϕt(ω, x)− ϕt(ω, y)| ≤ 4} .
Using Step 1 iteratively it follows that
τ(ω) ≤
∞∑
k=0
ln 2
2 · 4k =
2
3
ln 2 <
1
2
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Step 3: It remains to show that if
|ϕr(ω, x)− ϕr(ω, y)| ≤ 4
for some r ≥ 0 then
|ϕs(ω, x)− ϕs(ω, y)| ≤ 4
for all s ≥ r. Assume there is a time s > r such that
|ϕs(ω, x)− ϕs(ω, y)| > 4.
Define
τˆ(ω) = sup {t < s : |ϕt(ω, x)− ϕt(ω, y)| ≤ 4} .
Then, |ϕt(ω, x)− ϕt(ω, y)| ≥ 4 for all t ∈ [τˆ (ω), s]. Hence, |ϕt(ω, x)| ≥ 2 or |ϕt(ω, x)| ≥ 2 for any
t ∈ [τˆ (ω), s]. Using Lemma 3.1 it follows that
d
dt
|ϕt(ω, x)− ϕt(ω, y)|2 = 2 〈b(ϕt(ω, x))− b(ϕt(ω, y)), ϕt(ω, x)− ϕt(ω, y)〉
≤ 2
(
1− 3
4
max
{
|ϕt(ω, x)|2 , |ϕt(ω, y)|2
})
|ϕt(ω, x)− ϕt(ω, y)|2
≤ −4 |ϕt(ω, x)− ϕt(ω, y)|2 .
for all t ∈ [τˆ (ω), s]. By Gronwall’s inequality
|ϕs(ω, x)− ϕs(ω, y)| ≤
∣∣ϕτˆ(ω)(ω, x)− ϕτˆ(ω)(ω, y)∣∣ e−2(s−τˆ(ω))
= 4 e−2(s−τˆ(ω)) ≤ 4
which is a contradiction to the definition of s.
Theorem 6.2. If the top Lyapunov exponent of the RDS ϕ associated to (1) is positive, then
there is no synchronization of ϕ, not even weak synchronization. In particular, this is the case for
n = 1 with σ ≤ 12 .
Proof. Let x := (0, 0, . . . , 0, 1)T ∈ Rd and denote by (·)(d) the d-th component of a vector. Looking
at the dynamics of ϕt(ω, x) one can observe that (ϕt(ω, x))
(d) ≤ 1 for all t ≥ 0 and ω ∈ Ω. By
Itoˆ’s formula
ln (ϕt(ω, x))
(d) = ln (ϕ0(ω, x))
(d) +
∫ t
0
(
1− |ϕs(ω, x)|2
)
ds
for all t ≥ 0 and almost all ω ∈ Ω. Hence,∫ t
0
(
1− |ϕs(ω, x)|2
)
ds ≤ 0
for all t ≥ 0 and almost all ω ∈ Ω. Assume there is weak synchronization and denote by a(·)
the weak point attractor which is a singleton P-almost surely. Since the RDS associated to the
non-degenerate SDE does synchronize a(·) is a single random point in M . Then,∫ t
0
(
1− |a(θsω)|2
)
ds−
∫ t
0
(|ϕs(ω, x)|2 − |a(θsω)|2) ds ≤ 0
for all t ≥ 0 and almost all ω ∈ Ω. By ϕ invariance of a(·) and a(ω) ∈M , the distribution of a(·)
can be described by the invariant measure ρ (see Remark 4.3). Using Fubini and the distribution
of a(·) it follows that
E
[
1
t
∫ t
0
(
1− |a(θsω)|2
)
ds
]
=
1
t
∫ t
0
E
[
1− |a(θsω)|2
]
ds
=
1
Zσ
∫
R
(1 − y2) e 2σ2 ( 12y2− 14y4) dy
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for all t ≥ 0. By Lemma 4.5 and Theorem 4.6 this integral is equal to λtop. Therefore,
E
[
1
t
∫ t
0
(|ϕs(·, x)|2 − |a(θs·)|2) ds
]
≥ λtop > 0 (5)
for all t ≥ 0. By weak synchronization ϕs(θ−s·, x) has to converge to a(·) as s→∞ in probability.
Using the continuous mapping theorem it follows that |ϕs(θ−s·, x)|2 converges to |a(·)|2 as s→∞
in probability. θs invariance of P implies that
|ϕs(·, x)|2 − |a(θs·)|2 → 0 as s→∞
in probability.
By Lemma 6.1 it follows that∣∣ |ϕs(·, x)|2 − |a(θs·)|2 ∣∣ = ∣∣ |ϕs(·, x)| − |a(θs·)| ∣∣ · ∣∣ |ϕs(·, x)|+ |a(θs·)| ∣∣
≤ |ϕs(·, x)− a(θs·)| · (|ϕs(·, x)− a(θs·)|+ 2 |a(θs·)|)
≤ 16 + 8 |a(θs·)|
for s ≥ ln 0.5. Then,
E
[∣∣ |ϕs(·, x)|2 − |a(θs·)|2 ∣∣1∣∣|ϕs(·,x)|2−|a(θs·)|2∣∣≥K
]
≤ E
[
(16 + 8 |a(θs·)|) 1|a(θs·)|≥K−168
]
=
1
Zσ
∫
R
(16 + 8|y|)1|y|≥K−16
8
e
2
σ2
( 1
2
y2− 1
4
y4) dy
for s ≥ ln 0.5. By rapidly decaying property of e 2σ2 ( 12y2− 14y4) this integral converges to 0 as K →
∞. Hence,
(
|ϕs(·, x)|2 − |a(θs·)|2
)
s≥ln 0.5
is uniformly integrable. Therefore, |ϕs(·, x)|2 − |a(θs·)|2
converges to 0 as s→∞ in L1. By L1 convergence there exists some t0 ≥ 0 such that
E
[|ϕs(·, x)|2 − |a(θs·)|2] ≤ λtop
2
for all s ≥ t0. Using Fubini it follows that
E
[
1
t
∫ t
0
(|ϕs(·, x)|2 − |a(θs·)|2) ds
]
≤ 1
t
E
[∫ t0
0
(|ϕs(·, x)|2 − |a(θs·)|2) ds
]
+
t− t0
t
λtop
2
for t > t0. For large t this term will get smaller than λtop which is a contradiction to (5).
7 Summary and open problems
We considered the stochastic differential equation (1) with drift given by the multidimensional
double-well potential with degenerate additive noise. Similar to the case with non-degenerate
noise, if the noise is acting in more than one direction, n ≥ 2, then synchronization occurs. A more
interesting phenomenon appears in the case where noise affects the SDE in one direction, n = 1. In
this case, we proved synchronization for σ ≥ 2 and showed that there will be no synchronization,
not even weak synchronization, for σ ≤ 12 .
In the case n = 1, there actually exists a critical value 12 < σ
∗ < 2 where the behavior changes.
That means that there will be synchronization for σ > σ∗ and there will be no synchronization,
not even weak synchronization, for σ < σ∗. It is not clear what happens for σ = σ∗ where the top
Lyapunov exponent is zero.
Numerical simulations of the 2-dimensional case suggest that there is weak synchronization for
small noise on R× R+. It remains an open problem to describe the attractor in this case.
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