We derive tight bounds on the expected value of products of low influence functions defined on correlated probability spaces. The 
Introduction

Rough Statement of the Main Result
This paper studies low influence functions f : Ω n → [0, 1], where (Ω n , μ n ) is a product probability space and where the influence of the ith coordinate on f , denoted by Inf i (f ) is defined by
The study of low influence functions is motivated by applications from the theory of social choice in mathematical economics, from applications in the theory of hardness of approximation in theoretical computer science and from problems in additive number theory. We refer the reader to some recent papers [13, 14, 15, 6, 18, 8] for motivation and general background. The main theorems established here provide tight bounds on the expected value of the product of functions defined on correlated probability spaces. These in turn imply some new results in the theory of social choice and additive number theory type results. Application to hardness of approximation in computer science were derived in subsequent work in [3] and [17] .
In our main result we consider a probability measure P defined on a space . The bounds are expressed in terms of extremal probabilities in Gaussian space, that can be calculated in the case k = 2. When k ≥ 2 and P is a pairwise independent distribution our bounds show that E[f 1 
More formally, for pairwise independent distributions, we show that for every > 0 there exists a τ = τ ( ) > 0 such that if sup i,j
For the results to hold we need that a measure of correlation between the spaces Ω (1) , . . . , Ω (k) denoted ρ(Ω (1) , . . . , Ω (k) ; P) to be strictly less than 1. The later condition holds whenever the support of P is connected: for every x, y ∈ k i=1 Ω (i) such that P[x] > 0 and P[y] > 0 there exists a path x = x 0 , x 1 , . . . , x r = y ∈ k i=1 Ω (i) such that P[x i ] > 0 for all 1 ≤ i ≤ r and x i , x i+1 differ at one coordinate only for all i. In particular, it holds when P has full support.
We also apply a simple recursive argument in order to obtain results for general functions not necessarily of low influences. The results show that the bounds for low influence functions hold for general functions after the functions have been "modified" in a bounded number of coordinates.
The rest of the abstract is devoted to discussing motivation and related results from hardness of approximation and from social choice followed by definitions and basic properties of correlated spaces and the statement of the main technical results. The main steps of the proof are briefly outlined while the full proof can be found on the Arxiv at http://arxiv.org/abs/math/0703683.
Analysis of Long Codes Under Unique Games
A common feature of a number of hardness of approximation results proven under the Unique Games Conjecture (UCG) [12] is their long-code analysis. For 2-query reductions, what is often needed in the long-code analysis is to show that if f and g are two long codes, and x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) are two correlated inputs (so that x i and y i are correlated but different pairs
] is large then f and g have a common variable with high influence". See e.g. [13, 2] .
The main results of the current paper allow to perform a similar type of analysis for k-query PCPs.
Now we look at k correlated vectors
then there are at least 2 functions that share a large influence variable. The results have the nicest formulation when the vectors x i are pairwise independent in which case the meaning of "large" is that E[
When the first draft of this paper was circulated, we did not know of any concrete application of the results to hardness of approximation. However, since then the results have been already applied at least twice. The two applications are discussed below.
Subsequent Work And Applications in Hardness of Approximation
Subsequently to posting a draft of this paper on the Arxiv, two applications of our results to hardness of approximation have been established. Both results are in the context of the Unique Games conjecture in computational complexity [12] . Furthermore, both results consider the problem of solving constraint satisfaction problems (CSP).
Given a predicate P : [q] k → {0, 1}, where [q] = {1, . . . , q} for some integer q, we define MAX CSP(P ) to be the algorithmic problem where we are given a set of variables x 1 , . . . , x n taking values in [q] and a set of constraints of the form P (l 1 , . . . , l k ), where each l i = x j + a, where x j is one of the variables and a ∈ [q] is a constant (addition is mod q). More generally, in the problem of MAX k-CSP q we are given set of constraints each involving k of the variables x 1 , . . . , x n . The most well studied case is the case of
The objective is to find an assignment to the variables satisfying as many of the constraints as possible. The problem of MAX k-CSP q is NP-hard for any k ≥ 2, q ≥ 2, and as a consequence, a large body of research was devoted to studying how well the problem can be approximated. We say that a (randomized) algorithm has approximation ratio α if, for all instances, the algorithm is guaranteed to find an assignment which (in expectation) satisfies at least α · Opt of the constraints, where Opt is the maximum number of simultaneously satisfied constraints, over any assignment.
The results of [3] assume the Unique Games Conjecture and consider any predicate P for which there exists a pairwise independent distribution over [q] k with uniform marignals whose support is contained in P −1 (1) . The results prove that such a predicate is approximation resilient. In other words, there is no polynomial time algorithm which achieves a better approximation factor than assigning the variables at random. This result imply in turn that for general k ≥ 3 and q ≥ 2, the MAX k-CSP q problem is UGhard to approximate within O(kq 2 )/q k + . Moreover, for the special case of q = 2, i.e., boolean variables, it gives hardness of (k + O(k 0.525 ))/2 k + , improving upon the best previous bound [18] of 2k/2 k + by essentially a factor 2. Finally, again for q = 2, assuming that the famous Hadamard Conjecture is true, the results are further improved, and the O(k 0.525 ) term can be replaced by the constant 4.
These results should be compared to prior work by Samordnitsky and Trevisan [18] who using the Gowers norm, proved that the MAX k-CSP problem has a hardness factor of 2 log 2 k+1 /2 k , which is (k +1)/2 k for k = 2 r −1, but can be as large as 2k/2 k for general k.
From the quantitative point of view [3] give stronger stronger hardness than [18] for MAX k-CSP q , even in the already thoroughly explored q = 2 case. These improvements may seem small, being an improvement only by a multiplicative factor 2. However, it is well known that it is impossible to get non-approximability results which are better than (k+1)/2 k , and thus, in this respect, the hardness of (k + 4)/2 k assuming the Hadamard Conjecture is in fact optimal to within a very small additive factor. Also, the results of [3] give approximation resistance of MAX CSP(P ) for a much larger variety of predicates (any P containing a balanced pairwise independent distribution).
From a qualitative point of view, the analysis of [3] is very direct. Furthermore, it is general enough to accommodate any domain [q] with virtually no extra effort. Also, their proof using the main result of the current paper, i.e., bounds on expectations of products under certain types of correlation, putting it in the same general framework as many other UGC-based hardness results, in particular those for 2-CSPs.
In a second beautiful result by Raghavendra [17] the results of the current paper were used to obtained very general hardness results for MAX CSP(P ). In [17] it is shown that for every predicate P and for every approximation factor which is smaller than the UG-hardness of the problem, there exists a polynomial time algorithm which achieves this approximation ratio. Thus for every P the UG-hardness of MAX CSP(P ) is sharp. The proof of the results uses the results obtained here in order to define and analyze the reduction from UG given the integrality gap of the corresponding convex optimization problem. We note that for most predicates the UG hardness of MAX CSP(P ) is unknown and therefore the results of [17] complement those of [3] .
Majority is Most Predictable
We now consider the first social choice application. Suppose n voters are to make a binary decision. Assume that the outcome of the vote is determined by a social choice function f : {−1, 1} n → {−1, 1}, so that the outcome of the vote is f (x 1 , . . . , x n ) where x i ∈ {−1, 1} is the vote of voter i. We assume that the votes are independent, each ±1 with probability 1 2 . It is natural to assume that the function f satisfies f (−x) = −f (x), i.e., it does not discriminate between the two candidates. Note that this implies that E[f ] = 0 under the uniform distribution. A natural way to try and predict the outcome of the vote is to sample a subset of the voters, by sampling each voter independently with probability ρ. Conditioned on a vector X of votes the distribution of Y , the sampled votes, is i.i.d. where Y i = X i with probability ρ and Y i = * (for unknown) otherwise.
Conditioned on Y = y, the vector of sampled votes, the optimal prediction of the outcome of the vote is given by sgn((T f)(y)) where
This implies that the probability of correct prediction (also called predictability) is given by
For example, when f (x) = x 1 is the dictator function, we have E[f sgn(T f)] = ρ corresponding to the trivial fact that the outcome of the election is known when voter 1 is sampled and are ±1 with probability 1/2 otherwise. The notion of predictability is natural in statistical contexts. It was also studied in [16] .
In the first application presented here we show that
where T is defined in (2) .
Moreover, it follows from the central limit theorem that if We note that the bound obtained in Theorem 1.1 is a reminiscent of the Majority is Stablest theorem [14, 15] as both involve the arcsin function. However, the two theorems are quite different. The Majority is Stablest theorem asserts that under the same condition as in Theorem 1.1 it holds that
where
Thus "Majority is Stablest" considers two correlated voting vectors, while "Majority is Most Predictable" considers a sample of one voting vector. In fact, both results follow from the more general invariance principle presented here. We note a further difference between stability and predictability: It is well known that in the context of "Majority is Stablest", for all 0 < ρ < 1, among all boolean functions with E[f ] = 0 the maximum of E[f (x)f (y)] is obtained for dictator functions of the form f (x) = x i . As discussed above, for ρ close to 0 and large n, the dictator is less predictable than the majority function.
We also note that the "Ain't over until it's over" Theorem [14, 15] provides a bound under the same conditions on
for small δ. However, this bound is not tight and does not imply Theorem 1.1. Similarly, Theorem 1.1 does not imply the "Ain't over until it's over" theorem. The bounds in "Ain't Over Until It's Over" were derived using invariance of T f while the bound (3) requires the joint invariance of f and T f.
Condorcet Paradoxes
The second social choice application has to do with Condorcet voting. Suppose n voters rank k candidates. It is assumed that each voter i has a linear order σ i ∈ S(k) on the candidates. In Condorcet voting, the rankings are aggregated by deciding for each pair of candidates which one is superior among the n voters. The question of properties of Condorcet aggregation was first discussed by Marie Jean Antoine Nicolas de Caritat, marquis de Condorcet in the 18th century. Since then the problem was studied extensively in economics with a major contribution by Arrow [1] . The quantitative study of the problem was initiated by Kalai [10] who was the first to state (a special case of) the Majority is Stablest conjecture.
More formally, the aggregation results in a tournament
The binary decision between each pair of candidates is performed via a anti-symmetric function f :
Note that there are 2 ( k 2 ) tournaments while there are only k! = 2 Θ(k log k) linear rankings. For the purposes of social choice, some tournaments make more sense than others. Following [11, 10] , we consider the probability distribution over n voters, where the voters have independent preferences and each one chooses a ranking uniformly at random among all k! orderings. Note that the marginal distributions on vectors x a>b is the uniform distribution over {−1, 1} n and that if f :
Definition 1.4 We say that a tournament
The case that is now understood is k = 3. Note that in this case G 3 is unique max if and only if it is linear. Kalai [10] studied the probability of a rational outcome given that the n voters vote independently and at random from the 6 possible rational rankings. He showed that the probability of a rational outcome in this case may be expressed as
where T is the Bonami-Beckner operator with parameter ρ = 1/3. The Bonami-Beckner operator may be defined as follows. Let
n → R, and x ∈ {−1, 1} n , the Bonami-Beckner operator T applied to f is defined via
It is natural to ask which function f with small influences is most likely to produce a rational outcome. Instead of considering small influences, Kalai considered the essentially stronger assumption that f is monotone and "transitive-symmetric"; i.e., that for all 1 ≤ i < j ≤ n there exists a permutation σ on [n] with σ(i) = j such that f (x 1 , . . . , x n ) = f (x σ(1) , . . . , x σ(n) ) for all (x 1 , . . . , x n ). Kalai conjectured that as n → ∞ the maximum of . This was proven using the Majority is Stablest Theorem [14, 15] . Here we obtain similar results for any value of k. Our result is not tight, but almost tight. More specifically we show that:
Theorem 1.5 ("Majority is best for Condorcet") Consider Condorcet voting on k candidates. Then for all
> 0 there exists τ = τ (k, ) > 0 such that if f : {−1, 1} n → {−1
, 1} is anti-symmetric and
Moreover for f = Maj n we have
Interestingly, we are not able to derive similar results for Acyc. We do calculate the probability that Acyc holds for majority.
Proposition 1.6 We have
We note that results in economics [4] have shown that for majority vote the probability that the outcome will contain a Hamiltonian cycle when the number of voters goes to infinity is 1 − o k (1).
Hyper Graph and Additive Applications
We briefly discuss some applications to Hyper Graphs and Additive Combinatorics. For details and the formal statement of the result see the full paper. We let Ω be a finite set equipped with the uniform probability measure. We let R ⊂ Ω k denote a k-wise relation. For sets A 1 , . . . , A k ⊂ Ω n we will be interested in the number of k-tuples
An application of the main results of the paper shows that if the uniform measure on the support of R defines a pairwise independent distribution, the support of R is connected (in the same meaning as before) and if the influences of the sets A i are all at most τ = τ ( ) then the number of
up to an error of |R| n .
In other words, up to error terms, the number of times the relation is satisfied for low influence sets is the same as the expected value of the number of times it is satisfied for random sets of the same size.
Moreover, we also obtain results for general sets of arbitrary influences. Let A ⊂ Ω n and S ⊂ [n].Let
Then we show that for arbitrary sets and for all > 0, there exists a set S ⊂ [n] of size at most O(1/τ ( )) such that (7) and (8) 
Basic Setup: Correlated Spaces
A central concept that is extensively studied and repeatedly used in the paper is that of correlated probability spaces. We begin by defining notions of correlation between probability spaces. We will later show how to relate these notion to noise operators.
Definition 1.7 Given a probability measure P defined on
and similarly E[f ] for f : Ω (i) → R. We will abuse notation by writing
n and similarly for E. P) . We define the correlation ρ(Ω (1) , Ω (2) ; P) by letting:
Definition 1.8 Given two linear subspaces A and B of L 2 (P) we define the correlation ρ(A, B; P) = ρ(A, B) between A and B by
ρ(A, B) = sup{ Cov[f, g] Var[f ]Var[g] : f ∈ A, g ∈ B}. (9) Let Ω = (Ω (1) × Ω (2) ,ρ(Ω (1) , Ω (2) ; P) = ρ(L 2 (Ω (1) , P), L 2 (Ω (2) , P);
P). (10)
More generally, let Ω = (
) is a length k − 1 vector whose i'th coordinate is given by
) is defined by letting:
Remark 1.9 It is easy to see that ρ(Ω (1) , Ω (2) ; P) is the second singular value of the conditional expectation opera-
is the second singular value of the matrix corresponding to the operator T with respect to orthonormal basis of
-wise independent if for all S ⊂ [k] with |S| ≤ r and for all i∈S
A i ⊂ i∈S Ω (i) it holds that P[ i∈S A i ] = i∈S P[A i ].
Gaussian Stability
Our main result states bounds in terms of Gaussian stability measures which we discuss next. Let γ be the one dimensional Gaussian measure.
Definition 1.11 Given
μ ∈ [0, 1], define χ μ : R → {0, 1} to
be the indicator function of the interval (−∞, t], where t is chosen so that
where (X, Y ) is a two dimensional Gaussian vector with covariance matrix
and similarly Γ().
Statements of main results
We now state our main results. We state the results both for low influence functions and for general functions. For general functions it is useful to define the following notions:
, P) be a finite probability space such that the minimum probability of any atom in
k−1 and 0 ≤ ρ < 1 such that for all j:
Then for all > 0 there exists τ > 0 such that if
If we instead of (12) we assume that for all j = j :
One may take
) .
The result above also holds for functions with low-degree low influences as is often needed in hardness of approximation. A truncation argument allows to relax the conditions on the influences. Proposition 1.14 For statement (14) to hold in the case where k = 2 it suffices to require that
instead of (13) .
In the case where for each i the spaces Ω
are s-wise independent, for statement (17) to hold it suffices to require that for all i |{j :
An easy recursive argument allows to conclude the following result that does not require low influences (13) .
Proposition 1.15
Consider the setting of Theorem 1.13 without the assumptions on low influences (13) .
Assuming (12) , there exists a set S of size
and similarly for f 
and similarly for f .
Road Map
Let us review some of the main techniques we use in this paper.
• We develop a Fourier theory on correlated spaces in Section 2. Previous work considered Fourier theory on one product space and reversible operators with respect to that space [6] . Our results here allow to study non-reversible operators which in turn allows to study products of k correlated spaces. An important fact we prove that is used repeatedly is that general noise operators respect "Efron-Stein" decomposition. This fact in particular allows to "truncate" functions to their low degree parts when considering the expected value of the product of functions on correlated spaces.
• In order to derive an invariance principle we need to extend the approach of [14, 15] to prove the joint invariance of a number of multi-linear polynomials. The proof of the extension appears in the full version of the paper. The proof follows the same main steps as in [14, 15] but requires a number of adaptations.
• In the Gaussian realm, we need to extend Borell's isoperimetric result [5] both in the case of two collections of Gaussians and in the case of k > 2 collections. This is done in the full version of the paper.
• The proof of the main result, Theorem 1.13 follows in the full paper. The proof of the extensions given in Proposition 1.14 uses a truncation argument for which s-wise independence plays a crucial role. The proof of Proposition 1.15 is based on a simple "weak regularity" argument.
• In the full version what follows is an application of the noise bounds in order to derive the social choice results and the hyper-graph and additive results. In Section 3 we prove the easiest among the application, i.e., "Majority is Most Predictable".
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Correlated Spaces and Noise
In this section we define and study the notion of correlated spaces and noise operators in a general setting. The results derived here extend Fourier theory to general correlated spaces and may be useful in a number of problems.
Correlated Probability Spaces and Markov Operators
We begin by defining noise operators and giving some basic examples.
is distributed according to P.
Example 2.2 In order to define Bonami-Beckner operator
, where δ(x = y) is the function on Ω × Ω which takes the value 1 when x = y, and 0 otherwise. In this case, the operator T satisfies:
where the conditional distribution of One nice property of Markov operators that will be repeatedly used below is that they respect the Efron-Stein decomposition. Given a vector x in an n dimensional product space and S ⊂ [n] we write x S for the vector (x i : i ∈ S). Given probability spaces Ω 1 , . . . , Ω n , we use the convention of writing X i for a random variable that is distributed according to the measure of Ω i and x i for an element of Ω i . We will also write X S for (X i : i ∈ S). (Ω 1 , μ 1 ) , . . . , (Ω n , μ n ) be discrete probability spaces (Ω, μ) = n i=1 (Ω i , μ i ). The Efron-Stein decomposition of f : Ω → R is given by
Definition 2.10 Let
where the functions f S satisfy that:
• f S depends only on x S .
• For all S ⊆ S and all x S it holds that:
It is well known that the Efron-Stein decomposition exists and that it is unique [7] . The function f S is given by:
An important property is that the Efron-Stein decomposition "commutes" with Markov operators. 
i ,
has Efron-Stein decomposition (24). Then the Efron-Stein decomposition of T f satisfies:
Finally we derive a useful bound showing that in the setting above if ρ(Ω (1) i × Ω (2) i ; P) < 1 for all i then T f depends on the "low degree expansion" of f . 
i ).
Majority is Most Predictable
We conclude the abstract with a proof of the easiest application of the main results established here by proving Theorem 1.1.
ρ for samples of votes
In the first social choice example we consider example 2.6. The correlated probability spaces are the ones given by Ω V = {{x = 1}, {x = −1}}, 
Predictability of Binary Vote
Here we prove Theorem 1.1.
Proof:
The proof follows directly from Proposition 1.14 and Lemma 3.1 as
by Sheppard formula [19] . 2
