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A method for decomposing the parametric space in multiobjective convex 
programs with or without parameters in the constraints using the generalized 
Tchebycheff norm is presented. This approach is rather simpler than the 
corresponding one using the nonnegative weighted sum of objectives. Also, several 
results are introduced which relate two convex programs with each other, one with 
parameters in the constraints and the other with parameters in the objective 
function, Such results make the study of the first type of problems rather simple. 
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1. INTR~OUCT~~N 
In earlier works Bowman [l] gave necessary and sufficient conditions 
for the determination of the efficient solutions for multiobjective programs 
using the generalized Tchebycheff norm (GTN). And in [S], Osman 
introduced and analyzed the notion of the stability set of the first kind for 
convex programs with parameters in the right-hand side of the constraints. 
This paper is devoted to the characterization of such a notion for a certain 
class of convex programs with parameters in the constraints which results 
from the scalarization of multiobjective convex programs (MOCP) using 
the GTN. This characterization enables us to decompose the parametric 
space for MOCP with or without parameters in the constraints. 
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The paper also presents several results which relate two convex 
programs with each other, one with parameters in the constraints and the 
other with parameters in the objective function. 
Two illustrated examples are presented in the paper which clarify the 
developed theory. 
2. PROBLEM FORMULATION 
Let us consider the following vector minimization problem, 
min F(x), 
subject to (VMP) 
M= {x~R”/G(x)60), 
where F: R” -+ R”, G: R” + R’ are convex functions of class C(i) on R”, 
F= [fifi...f,J’ and G= [g,g*... g,]? Problem (VMP) is assumed to 
be stable [6]. 
A point X E M is said to be an efficient solution of (VMP) if there exists 
no other x E M such that F(x) < F(X) and F(x) #F(X) (see [3]), 
A point i is said to be a properly efficient solution of (VMP) iff 2 is an 
efficient solution of (VMP) and there exists a scalar K > 0 such that for 
each i and XE M satisfying fi(x) >fi(X), we have J.(x) -fj(X) < 
K(f,(Z) -f,(x)) for some j such that fi(X) >fi(x) (see [2, 31). 
Using the generalized Tchebycheff norm defined in [ 11, a corresponding 
problem with scalar objective takes the form 
min rnax pilfj(x) - UIJ, 
subject to x E M, 
where /I E R”, (the positive orthant of the R”-space) and u* E R” is an ideal 
target. 
It was shown in [l], that X is efficient solution of (VMP) only if it is a 
solution to (P) for some /I = p, and if the efficient set is uniformly dominant 
then all solutions to (P) are efficient solutions of (VMP). 
In this paper u’ will be taken as ;, =fi - 6, i = 1 2,..., m, where 
j: = min XE M fi(X) and 6 is a small positive number and also p will be nor- 
malized by the condition fll = 1. 
Now, problem (P) takes the form 
min max /Ii[fi(x) + 6 -fi], 
xaM i 
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or equivalently the form 
mm z. 
subject to 
-2 + p;[J;+) + 6 -J.] < 0, i = 1 , 2 ,..., 
(P),, 
m, 
lTk(X) G 0, k = 1, 2,..., Y. 
The stability of problem (P)p follows directly from the stability of (VMP). 
Problem (P)p is a convex programming problem with linear objective 
and with parameters in the constraints. It is well known from the literature 
[4] that for any /?E R", , an optimal solution of problem (P)p cannot be 
attained at any interior point of its feasible domain. 
3. RELATED PARAMETRIC CONVEX PROGRAMS 
In this section several results will be presented which relate the convex 
programming problem (P)p with parameters in the constraints to the con- 
vex programming problem (q)r with parameters in the objective function 
which is defined as 
min 2 a;fi(x), 
z=l 
subject to x E M. 
(q)i 
It is well known from the literature that problem (q)A with L 2 0,1# 0 
can generate all the efficient and the proper efficient solutions of problem 
(VMP). 
At a point X, the Kuhn-Tucker conditions of problem (P)I, takes the 
form [4] 
‘x=1,2 )...) n, (1) 
(2) 
-2 + fli[L(x) + 6 -fil Go, i = 1, 2 ,..., m, (3) 
gk($ = 0, k E T c { 1, Z,..., r), (4) 
gk(T) < 0, k 4 5, (5) 
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Uj[ -z + Pi(fi(X) + 6 -J,] = 0, i = 1, 2 ,.,., m, 
Ui>,O, i = 1, 2 ,..., m, 
V,>O, kET. 
And the Kuhn-Tucker conditions of problem (q)A. takes the form 
CI = 1) 2 )...) n, 
gktX) = 0, k E z, 
g/A4 < k $7, 
&bO, kfz. 
THEOREM 1. Zf either rank 
1.59 
(6) 
(7) 
(8) 
(9) 
(10) 
[j$-(i)g(i)]=m+s, 
a Lx 
i = 1, 2,..., m, k E z, CI = 1, 2 ,..., n and s, is the cardinality of the set T or 
$(X)>O and 
a 
gqX)PO 
ci 
for alI i = 1, 2,..., m, k E z and at least one LX E { 1,2 ,..., n}, then X cannot be an 
efficient solution of problem (VMP). 
Proof Under our assumptions, system (1) will have the unique solution 
ui = 0, i = 1, 2 ,..., m, II,, = 0, ke r, and this contradicts condition (2). 
Therefore 1 cannot be an optimal solution of problem (P)B for any /I > 0 
and hence by Theorem 3 in [ 11, X cannot be an efficient solution of 
problem (VMP). 
Remark 1. Theorem 1 can be proved in the same way using problem 
(q)L since the only solution of (9) will be Li = 0, i = 1, 2 ,..., m, II; = 0, k E z. 
THEOREM 2. If 1 is an optimal solution of (P)p for /I = fi and (X, Z, ii, 6) 
solves the Kuhn-Tucker conditions (l)-(8), then X is an optimal solution of 
(q)* for 1= iii?. And if X is an optimal solution of (q)l for A = 1, then X is an 
optimal solution of (P), for j? = 8, where fi(X) + 6 -fl = fii[fi(X) + 6 -fJ, 
i = 2, 3 ,..., m, fl, = 1. 
The proof follows directly from the Kuhn-Tucker conditions of 
problems (P), and (q)l. 
Remark 2. Theorem 2 shows that problems (P), and (q)i. generate the 
409!107/1-11 
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same optimal solutions and this makes the study of problems of the type 
(P)B rather easier by considering the corresponding version of the type 
(d.2. 
THEOREM 3. If ,? is a proper efficient solution of (VMP), then it can be 
generatedfrom problem (P)@ with p = B, where p is as defined in Theorem 2. 
Proof: If X is a proper efficient solution of (VMP), then there exists 
A> 0 such that x is an optimal solution of (q)l. Therefore the results follow 
directly from Theorem 2. 
THEOREM 4. If X is an optimal solution of problem (P)B and (2, Z, ii, 6) 
solves the Kuhn-Tucker conditions (l)-(8), where ii, > 0 and f,(x) is a 
strictly convex function on R”, then X is an efficient solution of (VMP). 
Proof: By the assumptions, it follows that problem (q)x has the unique 
optimal solution X, where 
Ii= uzBi, i#s 
x,=uJ,>o 
(see Theorem 2). 
Hence, X is an efficient solution of (VMP) (see [3]). 
Remark 3. It must be noted that problem (P), can be written in the 
equivalent form 
minCfi(x)+r+J-j;ly 
subject to 
pi[fi(x)+s-~l-fi(x)-?-s+~~ do, i = 2, 3 ,..., m, @), 
&c(X) G 03 k = 1, 2 ,..., r, 
rl20, 
which is obtained by eleminating z from the first constraint of problem 
P)B. 
4. THE STABILITY SET OF THE FIRST KIND 
Let X be an efficient solution of (VMP), then the stability set of the first 
kind of problem (VMP) corresponding to 2 which is denoted by T(Z) is 
defined by 
T(X)= (/3ERy- x is an efticient solution of (VMP)}. (11) 
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If X is an efficient solution of (VMP), then it can be seen that conditions 
(l), (2), (7) and (8) will put no restrictions on /?. Since for any fl E R’J’, we 
can find u satisfying conditions (1 ), (2) and (8) from the relations 
i.e., 
Xi= kuiPi, i = 1, 2 ,..., m, k > 0, 
f, ui= l, 
;zi 
“= 
8, CY= 1 tni/bi) 
i = 1, 2 ,..., m, (12) 
where X is an optimal solution of (q);l. 
Therefore, the determination of the set T(X) depends only on whether 
any of the variables ui, i= 1, 2,..., m, which solves (l), (2), (7) and (8) is 
positive or zero. 
Let ui=O, iEZc (1,2 ,..., m}, ~~20, i$Zsolves (l), (2), (7) and (8), then 
in order that the other Kuhn-Tucker conditions (3) and (6) are satisfied, 
we must have 
and 
z = BiCfi(x) + 6 -fil, i4 1, 
z a PiCfi(3 + 6 -“cl, i E Z. 
Let D= {Z/Ui=O, iEZ, ui>O, i$Z solves (l), (2) (7) and (8)), and let 
T,(X)= {PERT IPi[fi(X)+ S-J] =flj[fi(X)+S -.&I, i#j, i, j$I, 
PtCft(x)+ s-ftl ~~iCfi(~)+~-fil~ iez, t+Z}. (13) 
Then, it is clear that 
T(X)= u T,(Z). 
IED 
(14) 
It must be noted that D is a finite set. 
LEMMA 1. The set T,(1), which is defined by (12), is a polytope and 
therefore is convex and closed. 
The proof is clear from the definition. 
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THEOREM 5. The set T(X) is closed and star shaped [S] with common 
point of visibility /I = 8, where /? is as defined in Theorem 2. 
ProojY The closedness of T(X) follows directly from the closedness of 
T,(X) and the finiteness of D (see relation (13)). From Lemma 1 and since 
BE T,(X) for all IE D, it follows that T(X) is a star-shaped set with @ as a 
point of common visibility. 
LEMMA 2. If ?, solves conditions (9) and (lo), where Xi = 0, ie L c 
{ 1, L., m), Xi>O, i$ L, then 
T&Z) c T(Z). 
Proof: By assumptions and from (12), it follows that there exists u’ 
satisfies (l), (2), (7) and (8), where z$=O, iEL, Ui>O, i$L and hence the 
result follows directly. 
Remark 4. Lemma 2 clarifies the fact that the determination of the set 
T(X) is rather simpler than that of the corresponding set using problem 
(q)A. Since from (9) all the values of 1 are required but from (1) and (2) 
the sign of u is only needed. 
Remark 5. The determination of the set T(X) gives us the possibility of 
decomposing the parametric space R”, according to the stability sets of the 
first kind. \ 
LEMMA 3. Iff,(x) is a strictly convex function on R” andfi(x) -fi(x), 
i = 2, 3,..., m, are convex on the set (XE R”I gk(x) ~0, k= 1,2 ,..., r}, then 
T(X) n T(i) = 4, x # i. 
The proof follows from the uniqueness of the optimal solution of (P), 
which is an equivalent version of (P),. 
EXAMPLE 1. Consider, the multiobjective convex programming problem 
min[x’ + y2, x - y, -2x + y], 
subject to WMPL 
x+y,<l,x>O,y30. 
It can be shown that (1,O) and (0, 1) are two etlicient solutions of (VMP), . 
To obtain the stability sets of the first kind of problem (VMP),, we can 
proceed as described before to deduce the following results 
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FIGURE 1 
(i) For the point (1, 0), we have the possibilities I, = 4, I, = { 1 }, 
.2), Z4 = { 3 1 and I, = { 1, 2) with the corresponding sets 
T,,(l, 0)= (/kR://l, = 1, 1.1 =2.1 /I*, 1.1 =O.l a,), 
T,,(l, 0)= {/?ER;//& = 1, 1.1 G2.1 /I*, 2.1 b2=0.1 fl,), 
T,Jl, 0)= &R:/p, = 1, 2.1 PI< 1.1, 1.1 =O.l /‘I,], 
T,Jl,O)= {BE R:/fl, = 1, 1.1=2.1 fir, l.i>,O.l p,}, 
T,,(I,O)={~ER~/~~=~, 1.1 60.1~~,2.1/?z60.1~j}, 
where 6 is taken equal to 0.1. 
Therefore, T(l,O)=u,5=, T,,(l,O) (see Fig. I). 
(ii) For the point (0, 1 ), we have the possibilities J, =c$, J2 = 
J3 = (3}, J4 = (1, 3}, with the corresponding sets 
T&(0, l)= {fJER:jj?I = 1, 1.1 =O.l p*, 1.1=3.1 P,}, 
T,,(O, l)= (0~ R;/fi, = 1, 1.1 GO.1 f3,,0.1 &=3.1 fi3), 
T,,(O, I)= {~~R~j~,=l, l.l=O.l P2, 1.1>3.1&}, 
T,,(O, I)= {PER:/&= 1, 1.1 GO.1 P2,0.1 PZb3.1 f13}, 
where S is taken equal to 0.1. 
Therefore, T(1, 0) = Uf=, TJ1.0) (see Fig. 1). 
5. MULTIOBJECTIVE CONVEX PROGRAMS WITH 
PARAMETERS IN THE CONSTRAINTS 
Let US consider the following multiobjective convex program with 
parameters in the right hand side of the constraints 
min F(x), 
subject to PMP), 
M(v)= (xER*IG(x)<v), 
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where v= [v,v,... v,.]~ is any vector in R’. Folowing the same steps as 
before, the corresponding problem with single objective using the 
generalized Tchebycheff norm takes the form 
min Z, 
subject to 
-z+/lj[fj(x)+s -fJ GO, i= 1,2 )...) m, 
&(X) < vk, k = 1, 2 ,..., r, 
which is a convex programming problem with parameters in the con- 
straints. 
Remark 6. It is clear that problem (P),,a has a simpler nature than 
problem (q)y,A which can be formulated using the usual scalarization 
procedure (see problem (q)l) since the latter will have parameters in both 
the objective function and the constraints. 
Suppose that for (c, /?) G RT x R”, an efficient solution of (VMP), is 
found to be X, then the stability set of the first kind of problem (VMP),, 
corresponding to X which is denoted by T’(X) is defined by 
T(X) = {(v, fl) E R’x R”, 1 X is an efficient solution of (VMP), j. (15) 
At an efficient solution X of (VMP),, the Kuhn-Tucker conditions of 
problem (P),,, take the form 
-z+pi[-~(x)+s-jyJ<o, i= 1, 2 ,..., m, 
gk(@ G vk, k = 1, 2 ,..., Y, (17) 
Ui[ -z + B;(f.(X) + 6 -fJ] = 0, i = 1 , 2 ,..., m, 
Uk(gk(X) - vk) = O, k = 1 2,..., r, 
ui>O, i = 1, 2 ,..., m, (18) 
v,>o, k = 1, 2 ,..., r. 
, 
To determine the set T’(X), we must determine at first whether any of the 
variables ui, i= 1, 2 ,..., m and any of the variables vk, k = 1, 2 ,..., r, which 
solve (2), (7), (8), (16) are zero or positive. 
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Let 
ui=o, iElC {1,2 )..., m}, ui>O, i$ I, 
u,=O,kEJc {1,2 ,..., r}, v,>O,kEJ 
solve (2) (7), (8), (16) then in order that the other Kuhn-Tucker con- 
ditions of problem (P)V,B are satisfied, we must have 
z = picfim + 6 -.I2 i4 4 
z > Bi[fi(x) + 6 -fil, ie I, 
“& = gk(a k 4 J, 
“k 2 gk@), k E J. 
Let D’= ((I,J)/u,=O, iE& ui>O, i#I, v,=O, kEJ, 
uk >O, k $ J Solve (2) (7) (8) and (16)}, 
and let 
T;,,(x) = { (“2 p) E R’ X Rm+/“k = gk(f), k $ J, 
1’/, > gk(i), k E J, 
Then, it is clear that 
T’(i) = u T,,,(x). (20) (/,/)ED’ 
The set D’ is clearly finite. 
THEOREM 6. The set T’(3) is closed, star shaped with the point (V, fl) as a 
point of common visibility, where 5 = G(Z) and p as defined in Theorem 2. 
The proof can be done in a similar way as that for Theorem 5. 
EXAMPLE 2. Consider the following multiobjective program with a 
parameter in the right hand side of one constraint 
min[x* + y2, x2 - y], 
subject to 
x+yQv, 
x 2 0, y 2 0. 
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FIGURE 2 
For v = 1, an efficient solution is found to be (x, y) = (0,O). To determine 
the stability set of the first kind of this problem corresponding to (0, 0), we 
13 417 (133 J3)= W}, #I, 
will have the following possibilities. 
(It,J,)=d, Vd2)=({1 
u4A)=w? {N 
with the corresponding sets 
where we take 6 = 0.1. 
Therefore, T’(0, O)= lJf=, Y,#,,,(O, 0) (see Fig. 2). 
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