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Blow-up phenomena for scalar-flat metrics
on manifolds with boundary
Se´rgio de Moura Almaraz
Abstract
Let (Mn, g) be a compact Riemannian manifold with boundary ∂M. This
article is concerned with the set of scalar-flat metrics on M which are in the
conformal class of g and have ∂M as a constant mean curvature hypersur-
face. We construct examples of metrics on the unit ball Bn, in dimensions
n ≥ 25, for which this set is noncompact. These manifolds have umbilic
boundary, but they are not conformally equivalent to Bn.
1 Introduction
Let (Mn, g) be a compact Riemannian manifold with boundary ∂M and dimen-
sion n ≥ 3. In 1992, J. Escobar addressed the question of finding a scalar-flat
conformal metric g˜ = u
4
n−2 g which has ∂M as a constant mean curvature hy-
persurface. This problem was studied in [2], [9], [16], [17], [18], [27] and [28].
In analytical terms, it corresponds to the existence of a positive solution to the
equations ∆gu − cnRgu = 0, in M,∂u
∂η − dnκgu + Ku
n
n−2 = 0, on ∂M,
(1.1)
for some constant K, where cn = n−24(n−1) and dn =
n−2
2 . Here, ∆g is the Laplace-
Beltrami operator, Rg is the scalar curvature, κg is the mean curvature of ∂M
and η is the inward unit normal vector to ∂M.
Escobar’s question was motivated by the classical Yamabe problem, which
consists of finding a conformal metric of constant scalar curvature on a given
closed Riemannian manifold. This was completely solved after the works of H.
Yamabe ([35]), N. Trudinger ([34]), T. Aubin ([4]) and R. Schoen ([30]). (See [22]
and [32] for nice surveys on the issue.) Conformal metrics of constant scalar
curvature and zero boundary mean curvature on the boundary were studied
in [7], [15] (see also [3] and [20]).
The solutions to the equations (1.1) are the critical points of the functional
Q(u) =
∫
M |du|2g + cnRgu2dvg +
∫
∂M dnκgu
2dσg(∫
∂M |u|
2(n−1)
n−2 dσg
) n−2
n−1
,
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where dvg and dσg denote the volume forms of M and ∂M, respectively. In order
to prove the existence of these solutions, Escobar introduced the conformally
invariant Sobolev quotient
Q(M, ∂M) = inf{Q(u); u ∈ C1(M¯),u . 0 on ∂M} .
In this work we are interested in the question of whether the full set of
solutions to (1.1) is compact. A necessary condition is that M is not conformally
equivalent to the standard ball Bn. We point out that if the equations (1.1) have
a solution u > 0 with K positive (resp. zero and negative), then Q(M, ∂M) has
to be positive (resp. zero and negative). If K < 0, the solution to the equations
(1.1) is unique. If K = 0, the equations (1.1) become linear and the solutions are
unique up to a multiplication by a positive constant. Hence, the only interesting
case is the one when K > 0.
The problem of compactness of solutions to the equations (1.1) was studied
by V. Felli and M. Ould Ahmedou in the conformally flat case with umbilic
boundary ([18]) and in the three-dimensional case with umbilic boundary ([19]).
In [1], the author proved compactness for dimensions n ≥ 7 under a generic
condition. Other compactness results for similar equations were obtained by
Z. Djadli, A. Malchiodi and M. Ould Ahmedou in [11, 12], by Z. Han and Y. Li
in [20] and by M. Ould Ahmedou in [29].
In the case of manifolds without boundary, the question of compactness of
the full set of solutions to the Yamabe equation was first raised by R. Schoen
in a topics course at Stanford University in 1988. A necessary condition is that
the manifold Mn is not conformally equivalent to the sphere Sn. This problem
was studied in [13], [14], [23], [24], [25], [26], [31] and [33] and was completely
solved in a series of three papers: [6], [8] and [21]. In [6], S. Brendle discovered
the first smooth counterexamples for dimensions n ≥ 52 (see [5] for nonsmooth
examples). In [21], M. Khuri, F. Marques and R. Schoen proved compactness
for dimensions 3 ≤ n ≤ 24. Finally, in [8], Brendle and Marques extended the
counterexamples of [6] to the remaining dimensions 25 ≤ n ≤ 51.
It is expected that, as in the case of manifolds without boundary, there should
be a critical dimension n0 such that compactness in the case of manifolds with
boundary holds for n < n0 and fails for n ≥ n0. In this work we partially answer
this question by showing that compactness fails for dimensions n ≥ 25. More
precisely we prove:
Main Theorem. Let n ≥ 25. Then there exists a smooth Riemannian metric g on Bn
and a sequence of positive smooth functions {vν}∞ν=1 with the following properties:
(i) g is not conformally flat;
(ii) ∂Bn is umbilic with respect to the induced metric by g;
(iii) for all ν, vν is a solution to the equations (1.1) with a constant K > 0 and
M = Bn;
(iv) Q(vν) < Q(Bn, ∂B) for all ν;
(v) sup∂Bn vν →∞ as ν→∞.
2
In order to prove the Main Theorem, we follow the program adopted in
[6] and [8]. In Section 2, we show that the problem can be reduced to finding
critical points of a certain function Fg(ξ, ), where ξ is a vector in Rn−1 and
 is a positive real number. In Section 3, we show that the function Fg(ξ, )
can be approximated by an auxiliary function F(ξ, ). In Section 4, we prove
that the function F(ξ, ) has a strict local minimum point. The cases n ≥ 53
and 25 ≤ n ≤ 52 are handled separately in Subsections 4.1 and 4.2 respectively.
Finally, in Section 5, we use a perturbation argument to construct critical points
of the function Fg(ξ, ) and prove the non-compactness theorem.
Notation. Throughout this work we will make use of the index notation for
tensors. We will adopt the summation convention whenever confusion is not
possible and use indices 1 ≤ i, i, j, k, l,m, p, q, r, s ≤ n− 1 and 1 ≤ a, b, c, d ≤ n. We
also define constants cn = n−24(n−1) and dn =
n−2
2 .
We will denote by ∆g the Laplace-Beltrami operator. The volume forms of
M and ∂M will be denoted by dvg and dσg, respectively. By ηwe will denote the
inward unit normal vector to ∂M. The scalar curvature will be denoted by Rg ,
the second fundamental form of ∂M by pikl and the mean curvature, 1n−1 tr(pikl),
by κg.
By Rn+ we will denote the half-space {x = (x1, ..., xn) ∈ Rn; xn ≥ 0}. If
x ∈ Rn+ we set x¯ = (x1, ..., xn−1, 0) ∈ ∂Rn+  Rn−1. For any x0 ∈ Rn+ we set
B+r (x0) = {x ∈ Rn+ ; |x−x0| < r}. The n-dimensional sphere of radius r inRn+1 will
be denoted by Snr and σn will denote the area of the n-dimensional unit sphere
Sn1 .
Acknowledgements. I would like to thank Prof. Fernando C. Marques for his
comments and interest in this work.
2 Lyapunov-Schmidt reduction
Given a pair (ξ, ) ∈ Rn−1 × (0,∞) we set
u(ξ,)(x) =
(

( + xn)2 + |x¯ − ξ|2
) n−2
2
, for x ∈ Rn+ .
Observe that u(ξ,) satisfies∆u(ξ,) = 0, inRn+,∂
∂xn
u(ξ,) + (n − 2)u
n
n−2
(ξ,) = 0, on ∂R
n
+,
(2.1)
and ∫
∂Rn+
u
2(n−1)
n−2
(ξ,) =
(
Q(Bn, ∂B)
n − 2
)n−1
. (2.2)
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Let us define
φ(ξ,,n)(x) =
(

( + xn)2 + |x¯ − ξ|2
) n
2 2 − x2n − |x¯ − ξ|2
( + xn)2 + |x¯ − ξ|2
and
φ(ξ,,k)(x) =
(

( + xn)2 + |x¯ − ξ|2
) n
2 2(xk − ξk)
( + xn)2 + |x¯ − ξ|2
for x ∈ Rn+ and k = 1, ...,n − 1. Observe that
φ(ξ,,n)(x) · (( + xn)2 + |x¯ − ξ|2) = − 2
2
n − 2
∂
∂
u(ξ,)(x) ,
φ(ξ,,k)(x) · (( + xn)2 + |x¯ − ξ|2) = 2
2
n − 2
∂
∂ξk
u(ξ,)(x) ,
for k = 1, ...,n − 1, and that ‖φ(ξ,,a)‖L 2(n−1)n (∂Rn+) is independent of (, ξ) ∈ R
n−1 ×
(0,∞), for any a = 1, ...,n.
We also set
Σ =
{
w ∈ L 2nn−2 (Rn+) ∩ L
2(n−1)
n−2 (∂Rn+) ∩H1loc(Rn+) ;
∫
Rn+
|dw|2 < ∞
}
,
Σ(ξ,) =
{
w ∈ Σ ;
∫
∂Rn+
φ(ξ,,a)w = 0 , a = 1, ...,n
}
and ‖w‖Σ =
(∫
Rn+
|dw|2
) 1
2
for w ∈ Σ. Observe that u(ξ,) ∈ Σ(ξ,) for each (ξ, ) ∈
Rn−1 × (0,∞). By Sobolev’s inequality, there exists K = K(n) > 0 such that(∫
Rn+
|w| 2nn−2
) n−2
n
+
(∫
∂Rn+
|w| 2(n−1)n−2
) n−2
n−1
≤ K
∫
Rn+
|dw|2 (2.3)
for all w ∈ Σ.
In what follows in this section we are going to find, for each pair (ξ, ) ∈
Rn−1 × (0,∞), a function v(ξ,) ∈ Σ which is an approximate weak solution to
a Yamabe-type problem (1.1) on Rn+. Then we will show that v(ξ,) is in fact a
classical solution to this problem whenever (ξ, ) is a critical point of a certain
energy function defined on Rn−1 × (0,∞).
The following result is Proposition 26 of [6] and will be used throughout
this work:
Lemma 2.1. Suppose that we express the Riemannian metric g as g = exp(h), where
h is a trace-free symmetric two-tensor defined on Rn+ and satisfying |h(x)| ≤ 1 for any
x ∈ Rn+. Then there exists C = C(n) > 0 such that∣∣∣∣∣Rg − {∂a∂bhab − ∂a(hac∂bhbc) + 12∂ahac∂bhbc − 14∂chab∂chab}
∣∣∣∣∣ ≤ C|h|2|∂2h| + C|h||∂h|2 .
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Notation. In this section we suppose that g is a Riemannian metric on Rn+
expressed as g = exp(h), where h is a trace-free symmetric two-tensor satisfying
h(x) = 0 for any |x| ≥ 1.
Proposition 2.2. If |h(x)|+ |∂h(x)|+ |∂2h(x)| ≤ α ≤ 1 for any x ∈ Rn+, then there exists
C = C(n) > 0 such that∥∥∥∆gu(ξ,) − cnRgu(ξ,)∥∥∥L 2nn+2 (Rn+) + ∥∥∥dnκgu(ξ,)∥∥∥L 2(n−1)n (∂Rn+) ≤ Cα
for all pairs (ξ, ) ∈ Rn−1 × (0,∞).
Proof. It follows from the pointwise estimates∣∣∣∆gu(ξ,) − cnRgu(ξ,)∣∣∣ ≤ C {|h||∂2u(ξ,)| + |∂h||∂u(ξ,)| + (|∂2h| + |∂h|2)|u(ξ,)|}
and |dnκgu(ξ,)| ≤ C|∂h||u(ξ,)| that∥∥∥∆gu(ξ,) − cnRgu(ξ,)∥∥∥L 2nn+2 (Rn+)
≤ C
{
‖h‖L∞(Rn+)‖∂2u(ξ,)‖L 2nn+2 (Rn+) + ‖∂h‖Ln(Rn+)‖∂u(ξ,)‖L2(Rn+)
}
+ C
{
‖∂2h‖L n2 (Rn+) + ‖∂h‖
2
Ln(Rn+)
}
‖u‖
L
2n
n−2 (Rn+)
and
‖dnκgu(ξ,)‖L 2(n−1)n (∂Rn+) ≤ C‖∂h‖Ln−1(∂Rn+)‖u(ξ,)‖L 2(n−1)n−2 (∂Rn+) .
From this the result follows. 
Lemma 2.3. Let Bn = Bn1/2(0, ..., 0,− 12 ) ⊂ Rn be the ball with radius 12 and center
(0, ..., 0,− 12 ). Let z1, ..., zn be the coordinates of Bn taken with center (0, ..., 0,− 12 ). For
each pair (ξ, ) ∈ Rn−1 × (0,∞), the expression
C(ξ,)(x) =  (x1 − ξ1, ..., xn−1 − ξn−1, xn + )|x¯ − ξ|2 + (xn + )2 + (0, ..., 0,−1)
defines a conformal equivalence
C(ξ,) : Rn+ → Bn\{(0, ..., 0,−1)}
that satisfies C ∗(ξ,)δBn = u
4
n−2
(ξ,)δ, where δBn is the Euclidean metric on B
n and δ is the
Euclidean metric on Rn+. For any smooth function f on Rn+, we have
∆Bn u˜(ξ,) = u
− n+2n−2
(ξ,) ∆ f (2.4)
and
∂
∂η
u˜(ξ,) − (n − 2)u˜(ξ,) = u−
n
n−2
(ξ,)
∂ f
∂xn
, (2.5)
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where u˜(ξ,) = ( f u−1(ξ,)) ◦ C −1(ξ,). Moreover,
zn ◦ C(ξ,) = − n − 2u
−1
(ξ,)
∂
∂
u(ξ,) =
1
2
u−
n
n−2
(ξ,) φ(ξ,,n) (2.6)
and
zk ◦ C(ξ,) = n − 2u
−1
(ξ,)
∂
∂ξk
u(ξ,) =
1
2
u−
n
n−2
(ξ,) φ(ξ,,k) , k = 1, ...,n − 1 . (2.7)
Proof. These are direct computations. The assertions (2.4) and (2.5) follow
from the following properties of the conformal operators Lg = ∆g − cnRg and
Bg = ∂∂η − dnκg:
L
u
4
n−2 g
( f u−1) = u−
n+2
n−2 Lg f and Bu 4n−2 g( f u
−1) = u−
n
n−2 Bg f . (2.8)

Lemma 2.4. There exists θ = θ(n) > 0 such that∫
Bn
|dw|2 − 2
∫
∂Bn
w2 − 2θ
(∫
Bn
|dw|2 + (n − 2)
∫
∂Bn
w2
)
+
4
θ
(∫
∂Bn
w
)2
≥ 0
for any w ∈ H1(Bn) such that w ⊥L2(∂Bn) {z1, ..., zn}. Here, we are following the
notations of Lemma 2.3.
Proof. First we fix 0 . w ∈ H1(Bn) such that w ⊥L2(∂Bn) {1, z1, ..., zn}. Since
inf

∫
Bn |dψ|2∫
∂Bn ψ
2
, such that ψ ∈ H1(Bn), ψ . 0 on ∂Bn and ψ ⊥L2(∂Bn) 1
 = 2
and this infimum is realized only by the functions z1, ..., zn, we see that∫
Bn
|dw|2 − 2
∫
∂Bn
w2 > 0 .
Hence, ∫
Bn
|dw|2 − 2
∫
∂Bn
w2 ≥ 2θ
(∫
Bn
|dw|2 + (n − 2)
∫
∂Bn
w2
)
(2.9)
holds for any θ > 0 satisfying
θ ≤ θ(w) = 1
2
∫
Bn |dw|2 − 2
∫
∂Bn w
2∫
Bn |dw|2 + (n − 2)
∫
∂Bn w
2
and the equality is realized by θ = θ(w).
We claim that there exists θ0 > 0 such that θ(w) ≥ θ0 for any w ∈ H1(Bn)
satisfying w ⊥L2(∂Bn) {1, z1, ..., zn}. Suppose by contradiction this is not true. Thus
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we can choose a sequence {w j}∞j=1 ⊂ H1(Bn) such that w j ⊥L2(∂Bn) {1, z1, ..., zn} and
θ(w j)→ 0 as j→∞. Hence∫
Bn
|dw j|2 − 2
∫
∂Bn
w2j = 2θ(w j)
(∫
Bn
|dw j|2 + (n − 2)
∫
∂Bn
w2j
)
holds and we can assume that
∫
Bn |dw j|2 = 1 for any j. Thus,
∫
∂Bn w
2
j ≤ 12 for
all j and we can suppose that w j ⇀ w0 in H1(Bn) for some w0. Since H1(Bn) is
compactly imbedded in L2(∂Bn), we know that w0 ⊥L2(∂Bn) {1, z1, ..., zn}. Let us
first assume that w0 . 0. We set
β =
∫
Bn
|dw0|2 − 2
∫
∂Bn
w20 > 0 .
Since lim infi→∞
∫
Bn |dw j|2 ≥
∫
Bn |dw0|2 and limi→∞
∫
∂Bn w
2
j =
∫
∂Bn w
2, we can as-
sume that ∫
Bn
|dw j|2 − 2
∫
∂Bn
w2j ≥
β
2
for all j .
On the other hand,
β
n
{∫
Bn
|dw j|2 + (n − 2)
∫
∂Bn
w2j
}
≤ β
2
,
since
∫
Bn |dw j|2 = 1 and
∫
∂Bn w
2
j ≤ 12 . Hence,
2θ(w j)
(∫
Bn
|dw j|2 + (n − 2)
∫
∂Bn
w2j
)
=
∫
Bn
|dw j|2 − 2
∫
∂Bn
w2j
≥ β
n
(∫
Bn
|dw j|2 + (n − 2)
∫
∂Bn
w2j
)
.
which implies that 2θ(w j) ≥ βn for all j and contradicts the fact that θ(w j)→ 0.
Thus we must have w0 ≡ 0, which implies that
∫
∂Bn w
2
j → 0 as j→∞. Then,
if we set w˜ j =
(∫
∂Bn w
2
j
)− 12 w j, we have w˜ j ⇀ w˜0 in H1(Bn), for some w˜0. Moreover,
0 = lim
j→∞
∫
Bn
|dw˜ j|2 ≥
∫
Bn
|dw˜0|2
and ∫
∂Bn
w˜2j = 1 =
∫
∂Bn
w˜20 .
From this we conclude that w˜0 ≡ const , 0, which contradicts the fact that
w˜0 ⊥L2(∂Bn) 1. This proves that there exists θ0 > 0 such that θ(w) ≥ θ0 for any
w ∈ H1(Bn) satisfying w ⊥L2(∂Bn) {1, z1, ..., zn}. In particular, (2.9) holds, with
θ = θ0, for any w ∈ H1(Bn) satisfying w ⊥L2(∂Bn) {1, z1, ..., zn}.
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Now, let w ∈ H1(Bn) satisfy w ⊥L2(∂Bn) {z1, ..., zn}. We write w = w1 + b where
b is a constant and w1 ⊥L2(∂Bn) 1. Then we have∫
Bn
|dw|2 − 2
∫
∂Bn
w2 − 2θ0
(∫
Bn
|dw|2 + (n − 2)
∫
∂Bn
w2
)
+
4
θ0
(∫
∂Bn
w
)2
=
∫
Bn
|dw1|2 − 2
∫
∂Bn
w21 − 2θ0
(∫
Bn
|dw1|2 + (n − 2)
∫
∂Bn
w21
)
− 2(1 + (n − 2)θ0)
∫
∂Bn
b2 +
4
θ0
(∫
∂Bn
b
)2
≥
( 4
θ0
− 2 − 2(n − 2)θ0
) ∫
∂Bn
b2
Choosing θ0 smaller if necessary, we can suppose that 4θ0 − 2 − 2(n − 2)θ0 > 0
and the result follows. 
Proposition 2.5. There exists θ = θ(n) > 0 such that∫
Rn+
|dw|2 − n
∫
∂Rn+
u
2
n−2
(ξ,)w
2 ≥ 2θ|w|2Σ −
4
θ
(∫
∂Rn+
u
n
n−2
(ξ,)w
)2
for all w ∈ Σ(ξ,) and any pair (ξ, ) ∈ Rn−1 × (0,∞).
Proof. Let w ∈ Σ(ξ,) and set w¯ = (wu−1(ξ,)) ◦ C −1(ξ,). Using the fact that C∞0 (Rn+) is
dense in Σ with respect to the norms ‖ · ‖Σ, ‖ · ‖L 2nn−2 (Rn+) and ‖ · ‖L 2(n−1)n−2 (∂Rn+), it is
easy to see that we can assume that w¯ ∈ H1(Bn). It follows from the expressions
(2.6) and (2.7) that ∫
∂Bn
w¯ zn =
1
2
∫
∂Rn+
wφ(ξ,,n) = 0
and ∫
∂Bn
w¯ zk =
1
2
∫
∂Rn+
wφ(ξ,,k) = 0 , k = 1, ...,n − 1 .
Then, according to Lemma 2.4, we have∫
Bn
|dw¯|2 − 2
∫
∂Bn
w¯2 − 2θ
(∫
Bn
|dw¯|2 + (n − 2)
∫
∂Bn
w¯2
)
+
4
θ
(∫
∂Bn
w¯
)2
≥ 0 . (2.10)
Hence, using the formulas (2.4) and (2.5), we ealisy see that∫
Bn
|dw¯|2 − 2
∫
∂Bn
w¯2 =
∫
Rn+
|dw|2 − n
∫
∂Rn+
u
2
n−2
(ξ,)w
2 ,
∫
Bn
|dw¯|2 + (n − 2)
∫
∂Bn
w¯2 =
∫
Rn+
|dw|2 and
∫
∂Bn
w¯ =
∫
∂Rn+
u
n
n−2
(ξ,)w .
Now the result follows from substituting these last three equations in (2.10). 
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Corollary 2.6. Let K be as in (2.3) and θ be as in Proposition 2.5. Then there exists
0 < α0 = α0(n) ≤ 1 such that, whenever |h(x)| + |∂h(x)| + |∂2h(x)| ≤ α0 for all x ∈ Rn+,
we have(∫
Rn+
|w| 2nn−2
) n−2
n
+
(∫
∂Rn+
|w| 2(n−1)n−2
) n−2
n−1
≤ 2K
∫
Rn+
(
|dw|2g + cnRgw2
)
+ 2K
∫
∂Rn+
dnκgw2
(2.11)
for all w ∈ Σ and∫
Rn+
(|dw|2g + cnRgw2) +
∫
∂Rn+
(
dnκgw2 − nu
2
n−2
(ξ,)w
2
)
≥ θ
2
‖w‖2Σ −
1
θ
A(w)2 (2.12)
for all w ∈ Σ(ξ,) and any pair (ξ, ) ∈ Rn−1 × (0,∞). Here,
A(w) =
∫
Rn+
(
∆gu(ξ,) − cnRgu(ξ,)
)
w +
∫
∂Rn+
(
−dnκgu(ξ,) + 2u nn−2
)
w .
Proof. Let us first prove the estimate (2.12). Observe that∫
Rn+
(
∆gu(ξ,) − cnRgu(ξ,)
)
w ≥ −
∥∥∥∆gu(ξ,) − cnRgu(ξ,)∥∥∥L 2nn+2 (Rn+) ‖w‖L 2nn−2 (Rn+)
and ∫
∂Rn+
(
−dnκgu(ξ,) + 2u nn−2
)
w
≥ −
∥∥∥dnκgu(ξ,)∥∥∥L 2(n−1)n (∂Rn+) ‖w‖L 2(n−1)n−2 (∂Rn+) + 2
∫
∂Rn+
u
n
n−2
(ξ,)w
Hence, by Proposition 2.2 and inequality (2.3) we have
A(w) ≥ −Cα0‖w‖Σ + 2
∫
∂Rn+
u
n
n−2
(ξ,)w .
Choosing α0 small this implies
A(w)2 ≥ 4
(∫
∂Rn+
u
n
n−2
(ξ,)w
)2
− θ2‖w‖2Σ
which, together with Proposition 2.5, gives∫
Rn+
|dw|2 −
∫
∂Rn+
nu
2
n−2
(ξ,)w
2 ≥ θ‖w‖2Σ −
1
θ
A(w)2 . (2.13)
On the other hand,∫
Rn+
(|dw|2g + cnRgw2) +
∫
∂Rn+
(dnκgw2 − nu
2
n−2
(ξ,)w
2)
=
∫
Rn+
|dw|2 −
∫
∂Rn+
nu
2
n−2
(ξ,)w
2 +
∫
Rn+
{
(gi j − δi j)∂iw∂ jw + cnRgw2
}
+
∫
∂Rn+
dnκgw2 .
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The fact that h(x) = 0 for |x| ≥ 1 and (2.3) imply that∫
Rn+
{
(gi j − δi j)∂iw∂ jw + cnRgw2
}
+
∫
∂Rn+
dnκgw2 (2.14)
≤ Cα0‖w‖2Σ + Cα0‖w‖2L 2nn−2 (Rn+) + Cα0‖w‖
2
L
2(n−1)
n−2 (∂Rn+)
≤ Cα0(1 + K)‖w‖2Σ .
Hence, ∫
Rn+
(|dw|2g + cnRgw2) +
∫
∂Rn+
(dnκgw2 − nu
2
n−2
(ξ,)w
2) (2.15)
≥
∫
Rn+
|dw|2 −
∫
∂Rn+
nu
2
n−2
(ξ,)w
2 − Cα0(1 + K)‖w‖2Σ .
Now the result follows from the inequalities (2.13) and (2.15), choosingα0 small.
The estimate (2.11) follows easily from the inequalities (2.3) and (2.14). 
Proposition 2.7. Suppose that |h(x)|+ |∂h(x) + |∂2h(x)| ≤ α0 for all x ∈ Rn+, where α0
is the constant obtained in Corollary 2.6. Given any pair (ξ, ) ∈ Rn−1 × (0,∞) and
functions f ∈ L 2nn+2 (Rn+) and f¯ ∈ L
2(n−1)
n (∂Rn+) there exists a unique w ∈ Σ(ξ,) such that∫
Rn+
(
< dw, dψ >g +cnRgwψ
)
+
∫
∂Rn+
(
dnκgwψ − nu
2
n−2
(ξ,)wψ
)
=
∫
Rn+
fψ +
∫
∂Rn+
f¯ψ
(2.16)
for all ψ ∈ Σ(ξ,). Moreover, there exists C = C(n) > 0 such that
‖w‖Σ ≤ C‖ f ‖L 2nn+2 (Rn+) + C‖ f¯ ‖L 2(n−1)n (∂Rn+) .
Proof. Let us first prove the existence part. Following the notations of Corollary
2.6, we define the funcional
T(w) =
∫
Rn+
(|dw|2g + cnRgw2 − 2 f w) +
∫
∂Rn+
(dnκgw2 − nu
2
n−2
(ξ,)w
2 − 2 f¯ w) + 1
θ
A(w)2
for w ∈ Σ(ξ,). Hence
dTw(ψ) = 2
∫
Rn+
(
< dw, dψ >g +cnRgwψ − fψ
)
+ 2
∫
∂Rn+
(
dnκgwψ − nu
2
n−2
(ξ,)wψ − f¯ψ
)
+
2
θ
A(w)A(ψ) .
It follows from the identity (2.12) that
T(w) ≥ θ
2
‖w‖2Σ − 2
∫
Rn+
f w − 2
∫
∂Rn+
f¯ w
≥ θ
2
‖w‖2Σ − 2‖ f ‖L 2nn+2 (Rn+)‖w‖L 2nn−2 (Rn+) − 2‖ f¯ ‖L 2(n−1)n (∂Rn+)‖w‖L 2(n−1)n−2 (∂Rn+)
≥ θ
4
‖w‖2Σ − C
(
‖ f ‖2
L
2n
n+2 (Rn+)
+ ‖ f¯ ‖2
L
2(n−1)
n (∂Rn+)
)
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where in the last inequality we used the estimate (2.3). So, T is bounded below
and by a standard argument we can find a minimizer w0 for T over all functions
in Σ(ξ,). Now, integrating by parts we see that∫
Rn+
(
< du(ξ,), dψ >g +cnRgu(ξ,)ψ
)
+
∫
∂Rn+
(
dnκgu(ξ,)ψ − nu
n
n−2
(ξ,)ψ
)
= −A(ψ) ,
holds for allψ ∈ C∞0 (Rn+). Since this space is dense in Σ with respect to the norms‖ · ‖Σ, ‖ · ‖L 2nn−2 (Rn+) and ‖ · ‖L 2(n−1)n−2 (∂Rn+), this identity holds for all ψ ∈ Σ. Hence,
the function w = w0 − 1θA(w0) u(ξ,) satisfies (2.16) for all ψ ∈ Σ(ξ,), proving the
existence part.
In order to prove the uniqueness part, suppose that w ∈ Σ(ξ,) satisfies (2.16)
for all ψ ∈ Σ(ξ,). In particular,∫
Rn+
(
|dw|2g + cnRgw2
)
+
∫
∂Rn+
(
dnκgw2 − nu
2
n−2
(ξ,)w
2
)
=
∫
Rn+
f w +
∫
∂Rn+
f¯ w
and
−A(w) =
∫
Rn+
(
< dw, du(ξ,) >g +cnRgwu(ξ,)
)
+
∫
∂Rn+
(
dnκgwu(ξ,) − nu
n
n−2
(ξ,)w
)
=
∫
Rn+
f u(ξ,) +
∫
∂Rn+
f¯ u(ξ,) ,
since u(ξ,) ∈ Σ(ξ,). Then (2.12) implies
θ
2
‖w‖2Σ ≤
∫
Rn+
(|dw|2g + cnRgw2) +
∫
∂Rn+
(
dnκgw2 − nu
2
n−2
(ξ,)w
2
)
+
1
θ
A(w)2
=
∫
Rn+
f w +
∫
∂Rn+
f¯ w +
1
θ
(∫
Rn+
f u(ξ,) +
∫
∂Rn+
f¯ u(ξ,)
)2
≤
{
‖w‖
L
2n
n−2 (Rn+)
+
2
θ
‖u(ξ,)‖2
L
2n
n−2 (Rn+)
‖ f ‖
L
2n
n+2 (Rn+)
}
‖ f ‖
L
2n
n+2 (Rn+)
+
{
‖w‖
L
2(n−1)
n−2 (∂Rn+)
+
2
θ
‖u(ξ,)‖2
L
2(n−1)
n−2 (∂Rn+)
‖ f¯ ‖
L
2(n−1)
n (∂Rn+)
}
‖ f¯ ‖
L
2(n−1)
n (∂Rn+)
≤
{
K
1
2 ‖w‖Σ + 2θ‖u(ξ,)‖
2
L
2n
n−2 (Rn+)
‖ f ‖
L
2n
n+2 (Rn+)
}
‖ f ‖
L
2n
n+2 (Rn+)
+
{
K
1
2 ‖w‖Σ + 2θ‖u(ξ,)‖
2
L
2(n−1)
n−2 (∂Rn+)
‖ f¯ ‖
L
2(n−1)
n (∂Rn+)
}
‖ f¯ ‖
L
2(n−1)
n (∂Rn+)
.
Hence,
θ
4
‖w‖2Σ ≤
{
K
θ
+
2
θ
‖u(ξ,)‖2
L
2n
n−2 (Rn+)
}
‖ f ‖2
L
2n
n+2 (Rn+)
+
{
K
θ
+
2
θ
‖u(ξ,)‖2
L
2(n−1)
n−2 (∂Rn+)
}
‖ f¯ ‖2
L
2(n−1)
n (∂Rn+)
and the result follows. 
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Proposition 2.8. Let α0 be the constant obtained in Corollary 2.6. There is a constant
α1 = α1(n), 0 < α1 ≤ α0, with the following property: if |h(x)|+ |∂h(x)|+ |∂2h(x)| ≤ α1
for all x ∈ Rn+, given any pair (ξ, ) ∈ Rn−1 × (0,∞) there exists a unique v(ξ,) ∈ Σ
such that v(ξ,) − u(ξ,) ∈ Σ(ξ,) and∫
Rn+
(
< dv(ξ,), dψ >g +cnRgv(ξ,)ψ
)
+
∫
∂Rn+
(
dnκgv(ξ,)ψ − (n − 2)|v(ξ,)| 2n−2 v(ξ,)ψ
)
= 0
for all ψ ∈ Σ(ξ,). Moreover, there exists C = C(n) > 0 such that
‖v(ξ,) − u(ξ,)‖Σ ≤ C‖∆gu(ξ,) − cnRgu(ξ,)‖L 2nn+2 (Rn+) + C‖dnκgu(ξ,)‖L 2(n−1)n (∂Rn+) (2.17)
In particular, v(ξ,) . 0.
Proof. Using Proposition 2.7 we can define
G(ξ,) : L 2nn+2 (Rn+) × L
2(n−1)
n (∂Rn+) −→ Σ(ξ,)
by G(ξ,)( f , f¯ ) = w, where w ∈ Σ(ξ,) satisfies (2.16) for all ψ ∈ Σ(ξ,). Hence, there
exists C = C(n) such that
‖G(ξ,)( f , f¯ )‖Σ ≤ C‖ f ‖L 2nn+2 (Rn+) + C‖ f¯ ‖L 2(n−1)n (∂Rn+) . (2.18)
We define a nonlinear mapping Φ(ξ,)(w) : Σ(ξ,) → Σ(ξ,) by
Φ(ξ,)(w) = G(ξ,)( f(ξ,), f¯(ξ,,w))
where
f(ξ,) = ∆gu(ξ,) − cnRgu(ξ,)
and
f¯(ξ,,w) = −dnκgu(ξ,) + (n − 2)
{
|u(ξ,) + w| 2n−2 (u(ξ,) + w) − u
n
n−2
(ξ,) −
n
n − 2u
2
n−2
(ξ,)w
}
.
It follows from Proposition 2.2 and the inequality (2.18) that ‖Φ(ξ,)(0)‖Σ ≤ Cα1.
Since∣∣∣∣|u(ξ,) + w| 2n−2 (u(ξ,) + w) − |u(ξ,) + w˜| 2n−2 (u(ξ,) + w˜) − nn − 2u 2n−2(ξ,)(w − w˜)∣∣∣∣
≤ C
(
|w| 2n−2 + |w˜| 2n−2
)
|w − w˜| ,
we have
‖Φ(ξ,)(w) −Φ(ξ,)(w˜)‖Σ
≤ C
∥∥∥∥(|w| 2n−2 + |w˜| 2n−2 ) (w − w˜)∥∥∥∥
L
2(n−1)
n (∂Rn+)
≤ C
{
‖w‖ 2n−2
L
2(n−1)
n−2 (∂Rn+)
+ ‖w˜‖ 2n−2
L
2(n−1)
n−2 (∂Rn+)
}
‖w − w˜‖
L
2(n−1)
n−2 (∂Rn+)
12
for all w, w˜ ∈ Σ(ξ,). Hence, it follows from the estimate (2.3) that
‖Φ(ξ,)(w) −Φ(ξ,)(w˜)‖Σ ≤ C
(
‖w‖ 2n−2
Σ
+ ‖w˜‖ 2n−2
Σ
)
‖w − w˜‖Σ
for any w, w˜ ∈ Σ(ξ,). Thus, for α1 small, the contraction maximum principle
implies that the mapping Φ(ξ,) has a fixed point w(ξ,). Now the result follows
from choosing v(ξ,) = u(ξ,) + w(ξ,). Observe that v(ξ,) cannot be identically zero
because of (2.17) and Proposition 2.2 with α = α1 small. 
Given a pair (ξ, ) ∈ Rn−1 × (0,∞) we define
Fg(ξ, ) =
∫
Rn+
(|dv(ξ,)|2g + cnRgv2(ξ,)) +
∫
∂Rn+
dnκgv2(ξ,) (2.19)
− (n − 2)
2
n − 1
∫
∂Rn+
|v(ξ,)| 2(n−1)n−2 − n − 2n − 1
∫
∂Rn+
u
2(n−1)
n−2
(ξ,) .
Proposition 2.9. Suppose that |h(x)| + |∂h(x)| + |∂2h(x)| ≤ α1 for all x ∈ Rn+, where
α1 is the constant obtained in Proposition 2.8. Choosing α1 smaller if necessary, the
function Fg is continuously differentiable and, if (ξ¯, ¯) is a critical point of Fg, then
v(ξ¯,¯) is a positive smooth solution of∆gv(ξ¯,¯) − cnRgv(ξ¯,¯) = 0 , inRn+ ,∂
∂xn
v(ξ¯,¯) − dnκgv(ξ¯,¯) + (n − 2)v
n
n−2
(ξ¯,¯)
= 0 , on ∂Rn+ .
(2.20)
In the proof of Proposition 2.9 we will use the following removable singu-
larities theorem, which is a slight modification of Proposition 2.7 of [22]:
Lemma 2.10. Let (Mn, g) be a Riemannian manifold with boundary ∂M. Let x ∈ ∂M
be a boundary point andU ⊂M an open set containing x. Let u be a weak solution to∆gu + φu = 0 , inU\{x}∂u
∂η + ψu = 0 , onU ∩ ∂M\{x} ,
where φ ∈ L n2 (U) and ψ ∈ Ln−1(U ∩ ∂M). Suppose that u ∈ Lq(U) ∩ Lp(U ∩ ∂M)
for some q > nn−2 and p >
n−1
n−2 . Then u is a weak solution to∆gu + φu = 0 , inU ,∂u
∂η + ψu = 0 , onU ∩ ∂M .
Proof of Proposition 2.9. Given a pair (ξ, ) ∈ Rn−1 × (0,∞), by the definition of
v(ξ,), there exist ba(ξ, ) ∈ R, a = 1, ...,n, such that∫
Rn+
(
< dv(ξ,), dψ >g +cnRgv(ξ,)ψ
)
+
∫
∂Rn+
(
dnκgv(ξ,)ψ − (n − 2)|v(ξ,)| 2n−2 v(ξ,)ψ
)
=
n∑
a=1
ba(ξ, ) ·
∫
∂Rn+
φ(ξ,,a)ψ
13
for any ψ ∈ Σ. Hence, derivating the expression (2.19) and observing the
identity (2.2), we obtain
∂Fg
∂
(ξ, ) = 2
n∑
a=1
ba(ξ, ) ·
∫
∂Rn+
φ(ξ,,b)
∂
∂
v(ξ,)
and
∂Fg
∂ξk
(ξ, ) = 2
n∑
a=1
ba(ξ, ) ·
∫
∂Rn+
φ(ξ,,a)
∂
∂ξk
v(ξ,) , k = 1, ...,n − 1 .
On the other hand,∫
∂Rn+
φ(ξ,,a)(v(ξ,) − u(ξ,)) = 0 , a = 1, ...,n ,
since v(ξ,) − u(ξ,) ∈ Σ(ξ,). This implies
0 =
∫
∂Rn+
∂
∂
φ(ξ,,a)(v(ξ,) − u(ξ,)) +
∫
∂Rn+
φ(ξ,,a)
∂
∂
(v(ξ,) − u(ξ,))
=
∫
∂Rn+
∂
∂
φ(ξ,,a)(v(ξ,) − u(ξ,)) +
∫
∂Rn+
φ(ξ,,a)
∂
∂
v(ξ,) + β(n)δan−1
and
0 =
∫
∂Rn+
∂
∂ξk
φ(ξ,,a)(v(ξ,) − u(ξ,)) +
∫
∂Rn+
φ(ξ,,a)
∂
∂ξk
v(ξ,) − β(n)δak−1 ,
where
β(n) = −
∫
∂Rn+
φ(ξ,,n)
∂
∂
u(ξ,) = 
∫
∂Rn+
φ(ξ,,k)
∂
∂ξk
u(ξ,) > 0 , k = 1, ...,n − 1 .
Thus
−bn(ξ, )β(n) = 2
∂Fg
∂
(ξ, ) + 
n∑
a=1
ba(ξ, ) ·
∫
∂Rn+
∂
∂
φ(ξ,,a)(v(ξ,) − u(ξ,)) .
Similarly,
bk(ξ, )β(n) =

2
∂Fg
∂ξk
(ξ, ) + 
n∑
a=1
ba(ξ, ) ·
∫
∂Rn+
∂
∂ξk
φ(ξ,,a)(v(ξ,) − u(ξ,))
for k = 1, ...,n − 1. Hence, if (ξ¯, ¯) is a critical point of Fg, then there exists
C = C(n) such that
n∑
a=1
|ba(ξ¯, ¯)| ≤ C‖v(ξ¯,¯) − u(ξ¯,¯)‖L 2(n−1)n−2 (∂Rn+)
n∑
a=1
|ba(ξ¯, ¯)| .
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By the estimate (2.3) and Propositions 2.2 and 2.8, ‖v(ξ¯,¯) − u(ξ¯,¯)‖L 2(n−1)n−2 (∂Rn+) ≤
CK
1
2α1. Thus, choosing α1 small, we must have ba(ξ¯, ¯) = 0 for a = 1, ...,n.
Hence, ∫
Rn+
(
< dv(ξ¯,¯), dψ >g +cnRgv(ξ¯,¯)ψ
)
(2.21)
+
∫
∂Rn+
(
dnκgv(ξ¯,¯)ψ − (n − 2)|v(ξ¯,¯)| 2n−2 v(ξ¯,¯)ψ
)
= 0
for any ψ ∈ Σ.
Now we are going to show that v(ξ¯,¯) ≥ 0 on ∂Rn+. To that end, we set
ψ = min{v(ξ¯,¯), 0} and use the equation (2.21) to conclude that∫
Rn+∩{v(ξ¯,¯)<0}
(
|dv(ξ¯,¯)|2g + cnRgv2(ξ¯,¯)
)
(2.22)
+
∫
∂Rn+∩{v(ξ¯,¯)<0}
dnκgv2(ξ¯,¯) = (n − 2)
∫
∂Rn+∩{v(ξ¯,¯)<0}
|v(ξ¯,¯)|
2(n−1)
n−2 .
Using (2.11) with w = ψ we see that∫
∂Rn+∩{v(ξ¯,¯)<0}
|v(ξ¯,¯)|
2(n−1)
n−2

n−2
n−1
≤ 2K
∫
Rn+∩{v(ξ¯,¯)<0}
(
|dv(ξ¯,¯)|2g + cnRgv2(ξ¯,¯)
)
+ 2K
∫
∂Rn+∩{v(ξ¯,¯)<0}
dnκgv2(ξ¯,¯) .
From this, together with (2.22), we deduce that v(ξ¯,¯) ≥ 0 almost everywhere on
∂Rn+ or ∫
∂Rn+∩{v(ξ¯,¯)<0}
|v(ξ¯,¯)|
2(n−1)
n−2

1
n−1
≥ 1
2K(n − 2) .
On the other hand,∫
∂Rn+∩{v(ξ¯,¯)<0}
|v(ξ¯,¯)|
2(n−1)
n−2

n−2
2(n−1)
≤
(∫
∂Rn+
|v(ξ¯,¯) − u(ξ¯,¯)|
2(n−1)
n−2
) n−2
2(n−1)
≤ CK 12α1 .
Hence, choosing α1 sufficiently small we have v(ξ¯,¯) ≥ 0 on ∂Rn+. In particular,
the equation (2.21) can be written as∫
Rn+
(
< dv(ξ¯,¯), dψ >g +cnRgv(ξ¯,¯)ψ
)
+
∫
∂Rn+
(
dnκgv(ξ¯,¯)ψ − (n − 2)v
n
n−2
(ξ¯,¯)
ψ
)
= 0
for any ψ ∈ Σ. By a result of Cherrier in [10], v(ξ¯,¯) is smooth.
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The fact that v(ξ¯,¯) > 0 inRn+ is just a consequence of the maximum principle,
as follows. We set g˜ = u˜
4
n−2 g, where u˜(x) = (1 + |x|2) 2−n2 . Observe that u˜ satisfies
∆u˜ + n(n − 2)u˜ n+2n−2 = 0 in Rn+ and we have
cnRg˜ = −u˜− n+2n−2 ∆u˜ − u˜− n+2n−2 (∆gu˜ − ∆u˜ − cnRgu˜)
≥ n(n − 2) − Cu˜− n+2n−2
{
|h||∂2u˜| + |∂h||∂u˜| + (|∂2h| + |∂h|2)|u˜|
}
.
Using the facts that h(x) = 0 for |x| ≥ 1 and |h|+ |∂h|+ |∂2h| ≤ Cα1 we can assume
that Rg˜ > 0, by choosing α1 small .
Let Sn+ be a hemisphere of Sn1/2. We will use the well known conformal
equivalence between Sn+\{x0} and Rn+ realized by the stereographic projection,
where x0 ∈ ∂Sn+. Under this equivalence, the standard metric on Sn+ is written
on Rn+ as u˜
4
n−2 δ, where δ is the Euclidean metric on Rn+. We set v˜ = u˜−1v(ξ¯,¯). By
the properties (2.8) of the operators Lg = ∆g − cnRg and Bg = ∂∂η − dnκg, we have
Lg˜(v˜) = u˜−
n+2
n−2 Lgv(ξ¯,¯) = 0 , in S
n
+ ,
and
Bg˜(v˜) + (n − 2)v˜ nn−2 = u˜− nn−2 Bgv(ξ¯,¯) + (n − 2)(u˜−1v(ξ¯,¯)) nn−2 = 0 , on ∂Sn+ .
To establish the last two equations, we also used Lemma 2.10.
Since Rg˜ > 0, it follows from the maximum principle in Sn+ and the Hopf
Lemma that if v˜ ≥ 0 on ∂Sn+ then we have either v˜ > 0 or v˜ ≡ 0 in Sn+. The latter
contradicts the last assertion of Proposition 2.8. Hence, v˜ ≥ 0 on ∂Sn+ implies
that v˜ > 0 in Sn+. Since we have proved that v(ξ¯,¯) ≥ 0 on ∂Rn+, we conclude that
v(ξ¯,¯) > 0 in Rn+. 
3 An estimate for the energy of a bubble
In this section we will show that the energy function Fg can be approximated
by a certain auxiliary function.
We fix a multi-linear form W : Rn×Rn×Rn×Rn → R satisfying the algebraic
properties of the Weyl tensor. We set
|W|2 =
n∑
a,b,c,d=1
(Wacbd + Wadbc)2
and assume that |W|2 > 0. Recall that throughout this article we work with
indices 1 ≤ i, j, k, l ≤ n − 1 and 1 ≤ a, b, c, d ≤ n and set x¯ = (x1, ..., xn−1, 0) ∈ ∂Rn+
whenever x = (x1, ..., xn−1, xn) ∈ Rn+ . For x ∈ Rn+ we set
Hi j(x) = Hi j(x¯) = Wik jlxkxl and Hnb(x) = 0
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and define H¯ab(x) = f (|x¯|2)Hab(x), where
f (s) =
d∑
j=0
a js j . (3.1)
The integer 0 < d < n−64 and the coefficients a0, ..., ad ∈ R will be chosen later.
Observe that H is symmetric, trace-free, independent of the coordinate xn and
satisfies
xaHab(x) = xiHib(x) = 0 = ∂aHab(x) = ∂iHib(x) , for any x ∈ Rn+ .
We define a Riemannian metric g = exp(h) on Rn+ where h is a trace-free
symmetric two tensor on Rn+ satisfyinghab(x) = µλ2d f (λ−2|x¯|2)Hab(x) , for |x| ≤ ρ ,hab(x) = 0 , for |x| ≥ 1 .
Here, µ ≤ 1, λ ≤ ρ ≤ 1 and we suppose that hnb(x) = 0 for any x ∈ Rn+ and
∂nhab(x) = 0 for any x ∈ ∂Rn+. We also assume that |h|+ |∂h|+ |∂2h| ≤ α1 where α1
is the constant obtained in Proposition 2.8. Observe that
xahab(x) = xihib(x) = 0 = ∂ahab(x) = ∂ihib(x) , for |x| ≤ ρ .
and hab(x) = O(µ(λ + |x|)2d+2). The second fundamental form of ∂Rn+ satisfies
pii j = Γ
n
ij =
1
2
(gin, j + g jn,i − gi j,n) = 0 .
In particular, the mean curvature of ∂Rn+ is given by κg =
1
n−1 g
i jpii j = 0.
Using Proposition 2.8, for each pair (ξ, ) ∈ Rn−1 × (0,∞) we choose v(ξ,) to
be the unique element of Σ such that v(ξ,) − u(ξ,) ∈ Σ(ξ,) and∫
Rn+
(
< dv(ξ,), dψ >g +cnRgv(ξ,)ψ
)
− (n − 2)
∫
∂Rn+
|v(ξ,)| 2n−2 v(ξ,)ψ = 0
for all ψ ∈ Σ(ξ,).
Finally, we define Ω = {(ξ, ) ∈ Rn−1 × (0,∞) ; |ξ| < 1, 12 <  < 2} .
Proposition 3.1. For any pair (ξ, ) ∈ λΩ we have the estimates
∥∥∥∆gu(ξ,) − cnRgu(ξ,)∥∥∥L 2nn+2 (Rn+) ≤ Cµλ2d+2 + C
(
λ
ρ
) n−2
2
and∥∥∥∆gu(ξ,) − cnRgu(ξ,) + µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)∥∥∥L 2nn+2 (Rn+) ≤ Cµ2λ4d+4 + C
(
λ
ρ
) n−2
2
.
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Proof. We just observe that
|∆gu(ξ,)(x) − cnRg(x)u(ξ,)(x)| ≤ Cµλ n−22 (λ + |x|)2d+2−n
and
|∆gu(ξ,)(x)−cnRg(x)u(ξ,)(x)+µλ2d f (λ−2|x¯|2)Hi j(x)∂i∂ ju(ξ,)(x)| ≤ Cµ2λ n−22 (λ+|x|)4d+4−n
for |x| ≤ ρ. In the last inequality we used the fact that, since ∂ahab(x) = 0 for
|x| ≤ ρ, Lemma 2.1 implies that |Rg(x)| ≤ |∂h(x)|2 + |h(x)||∂2h(x)| for |x| ≤ ρ. 
Corollary 3.2. For any pair (ξ, ) ∈ λΩ we have the estimate
‖v(ξ,) − u(ξ,)‖L 2nn−2 (Rn+) + ‖v(ξ,) − u(ξ,)‖L 2(n−1)n−2 (∂Rn+) ≤ Cµλ
2d+2 + C
(
λ
ρ
) n−2
2
.
Proof. It follows from Proposition 2.8 and the estimate (2.3) that
‖v(ξ,) − u(ξ,)‖L 2nn−2 (Rn+) + ‖v(ξ,) − u(ξ,)‖L 2(n−1)n−2 (∂Rn+) ≤ C
∥∥∥∆gu(ξ,) − cnRgu(ξ,)∥∥∥L 2nn+2 (Rn+)
≤ Cµλ2d+2 + C
(
λ
ρ
) n−2
2
,
where we used Proposition 3.1 in the last inequality. 
In order to refine the estimate of Corollary 3.2, using Proposition 2.7 with
hab = 0 we choose the function w(ξ,) to be the unique element of Σ(ξ,) satisfying∫
Rn+
< dw(ξ,), dψ > −
∫
∂Rn+
nu
2
n−2
(ξ,)w(ξ,)ψ = −
∫
Rn+
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)ψ
(3.2)
for all ψ ∈ Σ(ξ,). Observe that, since xiHi j(x) = 0 for any x ∈ Rn+, we have
w(0,) = 0.
Proposition 3.3. The function w(ξ,) is smooth and satisfies, for any pair (ξ, ) ∈ λΩ,
|∂kw(ξ,)(x)| ≤ Cλ n−22 µ(λ + |x|)2d+4−k−n , for all x ∈ Rn+ , k = 0, 1, 2.
Proof. First observe that there exist real numbers ba(ξ, ), 1 ≤ a ≤ n, such that
w(ξ,) satisfies∫
Rn+
< dw(ξ,), dψ > −
∫
∂Rn+
nu
2
n−2
(ξ,)w(ξ,)ψ (3.3)
= −
∫
Rn+
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)ψ +
n∑
a=1
ba(ξ, )
∫
∂Rn+
φ(a,ξ,)ψ
for all ψ ∈ Σ. Hence, it follows from standard elliptic theory that w(ξ,) is
smooth.
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Now we are going to prove the pointwise estimates. Observe that∥∥∥µλ2d f (λ−2|x¯|2)Hi j(x)∂i∂ ju(ξ,)(x)∥∥∥L 2nn+2 (Rn+) ≤ Cµλ2d+2 . (3.4)
Then we apply Proposition 2.7 with hab = 0 and use the estimates (2.3) and (3.4)
to conclude that
‖w(ξ,)‖L 2nn−2 (Rn+) + ‖w(ξ,)‖L 2(n−1)n−2 (∂Rn+) ≤ K
1
2 ‖w(ξ,)‖Σ ≤ Cµλ2d+2 .
Moreover, we can use the equation (3.3) with ψ = φ(ξ,,a) to conclude that
n∑
a=0
|ba(ξ, )| ≤ Cµλ2d+2 .
Hence,
|∆w(ξ,)(x)| =
∣∣∣µλ2d f (λ−2|x¯|2)Hi j(x)∂i∂ ju(ξ,)(x)∣∣∣ ≤ µλ n−22 (λ + |x|)2d+2−n ,
for all x ∈ Rn+, and∣∣∣∣∣ ∂∂xn w(ξ,)(x) + nu 2n−2(ξ,)w(ξ,)(x)
∣∣∣∣∣ =
∣∣∣∣∣∣∣−
n∑
a=1
ba(ξ, )φ(a,ξ,)(x)
∣∣∣∣∣∣∣ ≤ µλ n2 (λ + |x|)2d+2−n
for all x ∈ ∂Rn+.
Claim. supx∈Rn+ (λ + |x|)
n−2
2 |w(ξ,)(x)| ≤ Cµλ2d+2
We fix x0 ∈ Rn+ and set r = 12 (λ + |x0|). Then we see that
u
2
n−2
(ξ,)(x) ≤ Cr−1 , for all x ∈ B+r (x0) ,∣∣∣∣∣ ∂∂xn w(ξ,)(x) + nu 2n−2(ξ,)w(ξ,)(x)
∣∣∣∣∣ ≤ Cµλ n2 r2d+2−n , for all x ∈ B+r (x0) ∩ ∂Rn+
and
|∆w(ξ,)(x)| ≤ Cµλ n−22 r2d+2−n , for all x ∈ B+r (x0) .
It follows from standard interior estimates that
r
n−2
2 |w(ξ,)(x0)| ≤ C‖w(ξ,)‖L 2nn−2 (B+r (x0)) + Cr
n+2
2 ‖∆w(ξ,)‖L∞(B+r (x0))
+ Cr
n
2
∥∥∥∥∥ ∂∂xn w(ξ,) + nu 2n−2(ξ,)w(ξ,)
∥∥∥∥∥
L∞(B+r (x0)∩∂Rn+)
≤ Cµλ2d+2 + Cµλ n−22 r2d+2+ 2−n2 + Cµλ n2 r2d+2− n2
≤ Cµλ2d+2 ,
since we are assuming that d < n−64 . This proves the Claim.
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Since supx∈Rn+ |x|
n−2
2 |w(ξ,)(x)| < ∞, for all x = (x1, ..., xn−1, xn) ∈ Rn+ we have
w(ξ,)(x) = − 1(n − 2)σn−2
∫
Rn+
(
|x − y|2−n + |x˜ − y|2−n
)
∆w(ξ,)(y)dy
− 1
(n − 2)σn−2
∫
∂Rn+
(
|x − y|2−n + |x˜ − y|2−n
) ∂
∂yn
w(ξ,)(y)dy ,
where x˜ = (x1, ..., xn−1,−xn). Now we use a bootstrap argument to prove the
pointwise estimates. It follows from the last two inequalities that
sup
x∈Rn+
(λ + |x|)β|w(ξ,)(x)| ≤ C sup
x∈Rn+
(λ + |x|)β+2|∆w(ξ,)(x)|
+ C sup
x∈∂Rn+
(λ + |x|)β+1
∣∣∣∣∣ ∂∂xn w(ξ,)(x)
∣∣∣∣∣
for all 0 < β < n − 2. Since
|∆w(ξ,)(x)| ≤ µλ n−22 (λ + |x|)2d+2−n , for all x ∈ Rn+ ,
and ∣∣∣∣∣ ∂∂xn w(ξ,)(x)
∣∣∣∣∣ ≤ nu 2n−2(ξ,)(x)|w(ξ,)(x)| + µλ n2 (λ + |x|)2d+2−n , for all x ∈ ∂Rn+ ,
we see that
sup
x∈Rn+
(λ + |x|)β|w(ξ,)(x)| ≤ Cλ sup
x∈∂Rn+
(λ + |x|)β−1|w(ξ,)(x)| + Cµλβ+2d+3− n2
for all 0 < β ≤ n − 4 − 2d. Interating we obtain
sup
x∈Rn+
(λ + |x|)n−2d−4|w(ξ,)(x)| ≤ Cµλ n−22 .
The derivative estimates follow from elliptic theory, finishing the proof. 
Corollary 3.4. For any (ξ, ) ∈ λΩ, the function v(ξ,) − u(ξ,) − w(ξ,) satisfies
‖v(ξ,) − u(ξ,) − w(ξ,)‖L 2nn−2 (Rn+) + ‖v(ξ,) − u(ξ,) − w(ξ,)‖L 2(n−1)n−2 (∂Rn+)
≤ Cµ nn−2λ (2d+2)·nn−2 + C
(
λ
ρ
) n−2
2
.
Proof. It follows from the definition of w(ξ,) that∫
Rn+
(
< dw(ξ,), dψ >g +cnRgw(ξ,)ψ
)
−
∫
∂Rn+
nu
2
n−2
(ξ,)w(ξ,)ψ
= −
∫
Rn+
{
∂ j
(
(gi j − δi j)∂iw(ξ,)
)
ψ − cnRgw(ξ,)ψ
}
−
∫
Rn+
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)ψ ,
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for any ψ ∈ Σ(ξ,). Hence we can write w(ξ,) = −G(ξ,)(B1 + B2, 0), where
B1 = ∂ j
(
(gi j − δi j)∂iw(ξ,)
)
− cnRgw(ξ,) ,
B2 = µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)
and G(ξ,) is the operator defined in the proof of Proposition 2.8.
On the other hand,∫
Rn+
{
< d(v(ξ,) − u(ξ,)), dψ >g +cnRg(v(ξ,) − u(ξ,))ψ
}
−
∫
∂Rn+
nu
2
n−2
(ξ,)(v(ξ,) − u(ξ,))ψ
= −
∫
Rn+
{
< du(ξ,), dψ >g +cnRgu(ξ,)ψ
}
+
∫
∂Rn+
{
(n − 2)|v(ξ,)| 2n−2 v(ξ,)ψ − nu
2
n−2
(ξ,)(v(ξ,) − u(ξ,))ψ
}
=
∫
Rn+
(∆gu(ξ,) − cnRgu(ξ,))ψ
+ (n − 2)
∫
∂Rn+
{
|v(ξ,)| 2n−2 v(ξ,) − u
n
n−2
(ξ,) −
n
n − 2u
2
n−2
(ξ,)(v(ξ,) − u(ξ,))
}
ψ .
Hence we can write v(ξ,) − u(ξ,) = G(ξ,)(B3, (n − 2)B4), where
B3 = ∆gu(ξ,) − cnRgu(ξ,) ,
B4 = (|v(ξ,)| 2n−2 v(ξ,) − u
n
n−2
(ξ,)) −
n
n − 2u
2
n−2
(ξ,)(v(ξ,) − u(ξ,)) .
Puting this facts together we conclude that
v(ξ,) − u(ξ,) − w(ξ,) = G(ξ,)(B1 + B2 + B3, (n − 2)B4) .
Now we are going to estimate the terms B1,B2,B3,B4. Since
|B1(x)| ≤ C∂(|h||∂w(ξ,)|)(x) + C(|∂2h||h| + |∂h|2)|w(ξ,)|(x)
≤ Cµ2λ n−22 (λ + |x|)4d+4−n , for |x| ≤ ρ ,
we have
‖B1‖L 2nn+2 (Rn+) ≤ Cµ
2λ4d+4 + C
(
λ
ρ
) n−2
2
.
It follows from Proposition 3.1 that
‖B2 + B3‖L 2nn+2 (Rn+) ≤ Cµ
2λ4d+4 + C
(
λ
ρ
) n−2
2
.
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Since |B4(x)| ≤ C|v(ξ,)(x) − u(ξ,)(x)| nn−2 for any x ∈ ∂Rn+, we have
‖B4‖L 2(n−1)n (∂Rn+) ≤ C‖v(ξ,) − u(ξ,)‖
n
n−2
L
2(n−1)
n−2 (∂Rn+)
≤ Cµ nn−2λ (2d+2) nn−2 + C
(
λ
ρ
) n
2
,
where in the last inequality we used Corollary 3.2.
Using the estimates above we see that
‖B1 + B2 + B3‖L 2nn+2 (Rn+) + ‖(n − 2)B4‖L 2(n−1)n (∂Rn+) ≤ Cµ
n
n−2λ
(2d+2) n
n−2 + C
(
λ
ρ
) n−2
2
.
Hence,
‖v(ξ,)−u(ξ,)−w(ξ,)‖L 2nn−2 (Rn+)+‖v(ξ,)−u(ξ,)−w(ξ,)‖L 2(n−1)n−2 (∂Rn+) ≤ Cµ
n
n−2λ
(2d+2) n
n−2 +C
(
λ
ρ
) n−2
2
.

Lemma 3.5. For any (ξ, ) ∈ λΩ we have the estimate∣∣∣∣∣∣
∫
∂Rn+
(|v(ξ,)| 2n−2 − u
2
n−2
(ξ,))u(ξ,)v(ξ,) −
1
n − 1
∫
∂Rn+
(|v(ξ,)| 2(n−1)n−2 − u
2(n−1)
n−2
(ξ,) )
∣∣∣∣∣∣
≤ Cµ 2(n−1)n−2 λ (4d+4)(n−1)n−2 + C
(
λ
ρ
)n−1
.
Proof. It follows from the pointwise estimate∣∣∣∣∣(|v(ξ,)| 2n−2 − u 2n−2(ξ,)) u(ξ,)v(ξ,) − 1n − 1 (|v(ξ,)| 2(n−1)n−2 − u 2(n−1)n−2(ξ,) )
∣∣∣∣∣ ≤ C|v(ξ,) − u(ξ,)| 2(n−1)n−2
that ∣∣∣∣∣∣
∫
∂Rn+
(|v(ξ,)| 2n−2 − u
2
n−2
(ξ,))u(ξ,)v(ξ,) −
1
n − 1
∫
∂Rn+
(|v(ξ,)| 2(n−1)n−2 − u
2(n−1)
n−2
(ξ,) )
∣∣∣∣∣∣
≤ C
∥∥∥v(ξ,) − u(ξ,)∥∥∥ 2(n−1)n−2
L
2(n−1)
n−2 (∂Rn+)
≤ C
µλ2d+2 + (λρ
) n−2
2

2(n−1)
n−2
,
where in the last inequality we used Corollary 3.2. Now the result follows. 
Proposition 3.6. Let Fg be the function defined by the formula (2.19). For any pair
(ξ, ) ∈ λΩ we have the estimate∣∣∣∣Fg(ξ, ) − 12
∫
B+ρ (0)
hilh jl∂iu(ξ,)∂ ju(ξ,) +
cn
4
∫
B+ρ (0)
(∂lhi j)2u2(ξ,)
−
∫
Rn+
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,) w(ξ,)
∣∣∣∣
≤ Cµ 2(n−1)n−2 λ (4d+4)(n−1)n−2 + Cµλ2d+2
(
λ
ρ
) n−2
2
+ C
(
λ
ρ
)n−2
.
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Proof. It follows from the definition of v(ξ,) that∫
Rn+
{
< dv(ξ,), d(v(ξ,) − u(ξ,)) >g +cnRgv(ξ,)(v(ξ,) − u(ξ,))
}
− (n − 2)
∫
∂Rn+
|v(ξ,)| 2n−2 v(ξ,)(v(ξ,) − u(ξ,)) = 0
Thus, ∫
Rn+
{
|dv(ξ,)|2g− < dv(ξ,), du(ξ,) >g +cnRg(v2(ξ,) − u(ξ,)v(ξ,))
}
(3.5)
− (n − 2)
∫
∂Rn+
{
|v(ξ,)| 2(n−1)n−2 − |v(ξ,)| 2n−2 v(ξ,)u(ξ,)
}
= 0 .
We set
% =
∫
Rn+
{
< du(ξ,), d(v(ξ,) − u(ξ,)) >g +cnRgu(ξ,)(v(ξ,) − u(ξ,))
}
(3.6)
−
∫
Rn+
hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,)) − (n − 2)
∫
∂Rn+
u
n
n−2
(ξ,)(v(ξ,) − u(ξ,))
Thus,
% =
∫
Rn+
{
−|du(ξ,)|2g+ < du(ξ,), dv(ξ,) >g +cnRg(u(ξ,)v(ξ,) − u2(ξ,))
}
−
∫
Rn+
hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,)) − (n − 2)
∫
∂Rn+
{
u
n
n−2
(ξ,)v(ξ,) − u
2(n−1)
n−2
(ξ,)
}
Hence, summing (3.5) and (3.7),
% =
∫
Rn+
{
|dv(ξ,)|2g − |du(ξ,)|2g + cnRg(v2(ξ,) − u2(ξ,))
}
(3.7)
−
∫
Rn+
hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,))
− (n − 2)
∫
∂Rn+
{
(|v(ξ,)| 2(n−1)n−2 − u
2(n−1)
n−2
(ξ,) ) + (u
2
n−2
(ξ,) − |v(ξ,)|
2
n−2 ) u(ξ,)v(ξ,)
}
.
Then
% =
∫
Rn+
{
|dv(ξ,)|2g + cnRgv2(ξ,)
}
−
∫
∂Rn+
{
(n − 2)2
n − 1 |v(ξ,)|
2(n−1)
n−2 +
n − 2
n − 1u
2(n−1)
n−2
(ξ,)
}
(3.8)
−
∫
∂Rn+
{
n − 2
n − 1 |v(ξ,)|
2(n−1)
n−2 +
(n − 2)2
n − 1 u
2(n−1)
n−2
(ξ,)
}
− (n − 2)
∫
∂Rn+
(u
2
n−2
(ξ,) − |v(ξ,)|
2
n−2 ) u(ξ,)v(ξ,) + 2(n − 2)
∫
∂Rn+
u
2(n−1)
n−2
(ξ,)
−
∫
Rn+
{
|du(ξ,)|2g + cnRgu2(ξ,) + hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,))
}
.
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We set
B =
∫
Rn+
{
|du(ξ,)|2g − |du(ξ,)|2 + cnRgu2(ξ,) + hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,))
}
and observe that
∫
Rn+
|du(ξ,)|2 = (n − 2)
∫
∂Rn+
u
2(n−1)
n−2
(ξ,) . Hence,
Fg(ξ, ) − B = n − 2n − 1
∫
∂Rn+
{
|v(ξ,)| 2(n−1)n−2 − u
2(n−1)
n−2
(ξ,)
}
(3.9)
− (n − 2)
∫
∂Rn+
(|v(ξ,)| 2n−2 − u
2
n−2
(ξ,)) u(ξ,)v(ξ,) + %
= O
λ (4d+4)(n−1)n−2 µ 2(n−1)n−2 +
(
λ
ρ
)n−1 + %
where in the last inequality we used Lemma 3.5.
On the other hand,
B =
1
2
∫
B+ρ (0)
hilh jl∂iu(ξ,)∂ ju(ξ,) − cn4
∫
B+ρ (0)
(∂lhi j)2u2(ξ,) (3.10)
+
∫
Rn+
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,) w(ξ,) + e1 + e2 + e3 + e4 + e5
where
e1 = −
∫
Rn+
hi j∂iu(ξ,)∂ ju(ξ,) + cn
∫
Rn+
∂i∂ jhi j u2(ξ,) ,
e2 =
∫
Rn+
(gi j − δi j + hi j)∂iu(ξ,)∂ ju(ξ,) −
∫
B+ρ (0)
1
2
hilh jl∂iu(ξ,)∂ ju(ξ,)
=
∫
Rn+\B+ρ (0)
(gi j − δi j + hi j)∂iu(ξ,)∂ ju(ξ,)
+
∫
B+ρ (0)
{
gi j − δi j + hi j − 12hilh jl
}
∂iu(ξ,)∂ ju(ξ,) ,
e3 = cn
∫
Rn+
(Rg − ∂i∂ jhi j) u2(ξ,) + cn
∫
B+ρ (0)
1
4
(∂lhi j)2u2(ξ,)
= cn
∫
Rn+\B+ρ (0)
(Rg − ∂i∂ jhi j) u2(ξ,) + cn
∫
B+ρ (0)
{
Rg +
1
4
(∂lhi j)2
}
u2(ξ,) ,
e4 =
∫
Rn+
hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,) − w(ξ,)) ,
e5 = −
∫
Rn+\B+ρ (0)
µλ2d f (λ−2|x¯|2)Hi j∂i∂ ju(ξ,)w(ξ,) +
∫
Rn+\B+ρ (0)
hi j∂i∂ ju(ξ,) w(ξ,) .
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For the expression of e3 we used the fact that ∂ jhi j(x) = 0 for |x| ≤ ρ. We are
going to use this same fact in the rest of this proof.
Now we are going to estimate the terms e1, ..., e5. First observe that for |x| ≤ ρ
we have ∣∣∣∣∣gi j(x) − δi j + hi j(x) − 12hi jh jl(x)
∣∣∣∣∣ ≤ C|h(x)|3 ≤ Cµ3(λ + |x|)6d+6 (3.11)
≤ Cµ3(λ + |x|) n−1n−2 (4d+4)
and ∣∣∣∣∣Rg(x) + 14(∂lhi j)2(x)
∣∣∣∣∣ ≤ C|h(x)|2|∂2h(x)| + C|h(x)||∂h(x)|2 (3.12)
≤ Cµ3(λ + |x|)6d+4 ≤ Cµ3(λ + |x|) n−1n−2 (4d+4)−2 .
Here, we used Lemma 2.1.
From the identity u(ξ,)∂i∂ ju(ξ,) − nn−2∂iu(ξ,)∂ ju(ξ,) = − 1n−2 |du(ξ,)|2δi j and the
fact that
∑n−1
j=1 h j j = 0 we see that
n
n − 2
∫
Rn+
hi j∂iu(ξ,)∂ ju(ξ,) =
∫
Rn+
hi ju(ξ,)∂i∂ ju(ξ,)
= −
∫
Rn+
∂ihi j u(ξ,)∂ ju(ξ,) −
∫
Rn+
hi j∂iu(ξ,)∂ ju(ξ,) ,
where in the last equality we integrated by parts. Thus,
e1 =
n − 2
2(n − 1)
∫
Rn+\B+ρ (0)
∂ihi j u(ξ,)∂ ju(ξ,) + cn
∫
Rn+\B+ρ (0)
∂i∂ jhi j u2(ξ,) . (3.13)
Then we use the identities (3.13), (3.11) and (3.12) to estimate e1, e2 and e3
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respectively and conclude that
|e1| ≤ Cρ
(
λ
ρ
)n−2
, (3.14)
|e2| ≤ C
(
λ
ρ
)n−2
+ Cµ3λ
n−1
n−2 (4d+4) ,
|e3| ≤ Cρ2
(
λ
ρ
)n−2
+ Cµ3λ
n−1
n−2 (4d+4)
|e4| ≤ C
∫
Rn+
|h||∂2u(ξ,)||v(ξ,) − u(ξ,) − w(ξ,)|
≤ C‖h∂2u(ξ,)‖L 2nn+2 (Rn+)‖v(ξ,) − u(ξ,) − w(ξ,)‖L 2nn−2 (Rn+)
≤ C
µλ2d+2 +
(
λ
ρ
) n−2
2
 ·
µ nn−2λ (2d+2) nn−2 +
(
λ
ρ
) n−2
2

≤ Cµ 2(n−1)n−2 λ (4d+4)(n−1)n−2 + µλ2d+2
(
λ
ρ
) n−2
2
+ µ
n
n−2λ
(2d+2)n
n−2
(
λ
ρ
) n−2
2
+
(
λ
ρ
)n−2
,
|e5| ≤ ρ2d+2
(
λ
ρ
)n−2
.
Now we are going to estimate % using its definition (equation (3.6)). Inte-
grating by parts and using the second equation of (2.1), we obtain
|%| ≤
∫
Rn+
∣∣∣∣ − ∆gu(ξ,)(v(ξ,) − u(ξ,)) + cnRgu(ξ,)(v(ξ,) − u(ξ,)) (3.15)
− hi j∂i∂ ju(ξ,)(v(ξ,) − u(ξ,))
∣∣∣∣
≤
∥∥∥∆gu(ξ,) − cnRgu(ξ,) + hi j∂i∂ ju(ξ,)∥∥∥L 2nn+2 (Rn+) ‖v(ξ,) − u(ξ,)‖L 2nn−2 (Rn+)
≤ C
µ2λ4d+4 +
(
λ
ρ
) n−2
2
 ·
µλ2d+2 +
(
λ
ρ
) n−2
2

≤ Cµ3λ6d+6 + Cµλ2d+2
(
λ
ρ
) n−2
2
+ C
(
λ
ρ
)n−2
.
Here, we used Proposition 3.1 and Corollary 3.2 in the second inequality.
The result now follows from (3.9), (3.10), (3.14) and (3.15). 
4 Finding a critical point of an auxiliary function
Let us follow the notations of the last section. We define
F(ξ, ) =
1
2
∫
Rn+
H¯ilH¯ jl∂iu(ξ,)∂ ju(ξ,) − cn4
∫
Rn+
(∂lH¯i j)2u2(ξ,) +
∫
Rn+
H¯i j∂i∂ ju(ξ,) z(ξ,)
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where z(ξ,) is the unique element of Σ(ξ,) that satisfies∫
Rn+
< dz(ξ,), dψ > −
∫
∂Rn+
nu
2
n−2
(ξ,)z(ξ,)ψ = −
∫
Rn+
H¯i j∂i∂ ju(ξ,) ψ (4.1)
for any ψ ∈ Σ(ξ,). The function z(ξ,) is obtained in Proposition 2.7 with hab = 0.
In this section we will show that the function F(ξ, ) has a critical point,
which is a strict local minimum. Recall that throughout this article we use
indices 1 ≤ i, i, j, k, l,m, p, q, r, s ≤ n − 1.
Since H¯ab(−x) = H¯ab(x) for any x ∈ Rn+, the function F(ξ, ) satisfies F(ξ, ) =
F(−ξ, ) for all (ξ, ) ∈ Rn−1 × (0,∞). In particular,
∂
∂ξp
F(0, ) =
∂2
∂∂ξp
F(0, ) = 0 , for all  > 0 . (4.2)
Proposition 4.1. We have∫
Sn−2r
(∂lHi j)2(x)xpxq =
2σn−2rn+2
(n − 1)(n + 1) (Wipjl + Wil jp)(Wiq jl + Wil jq)
+
σn−2rn+2
(n − 1)(n + 1) (Wik jl + Wil jk)
2δpq
and ∫
Sn−2r
(Hi j)2(x)xpxq =
2σn−2rn+4
(n − 1)(n + 1)(n + 3) (Wipjl + Wil jp)(Wiq jl + Wil jq)
+
σn−2rn+4
2(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2δpq .
Proof. Observe that∫
Sn−2r
(∂lHi j)2(x)xpxq =
∫
Sn−2r
(Wil jr + Wir jl)(Wil jm + Wimjl)xrxmxpxq
and ∫
Sn−2r
(Hi j)2(x)xpxq =
∫
Sn−2r
Wik jlWir jmxkxlxrxmxpxq .
Now we just need to apply Corollary A-3 in the Appendix. 
Proposition 4.2. We have∫
Sn−2r
(∂lH¯i j)2(x)xpxq =
2σn−2rn+2
(n − 1)(n + 1)(n + 3) (Wipjl + Wil jp)(Wiq jl + Wil jq)
·
{
(n + 3) f (r2)2 + 8r2 f (r2) f ′(r2) + 4r4 f ′(r2)2
}
+
σn−2rn+2
(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2δpq
·
{
(n + 3) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
.
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Proof. Since
∂lH¯i j(x) = f (|x¯|2)∂lHi j(x) + 2 f ′(|x¯|2)xlHi j(x)
we obtain
(∂lH¯i j)2(x) = f (|x¯|2)2(∂lHi j)2(x) + 4 f (|x¯|2) f ′(|x¯|2)xl∂lHi jHi j(x) + 4|x¯|2 f ′(|x¯|2)2(Hi j)2
= f (|x¯|2)2(∂lHi j)2(x) + 8 f (|x¯|2) f ′(|x¯|2)(Hi j)2(x) + 4|x¯|2 f ′(|x¯|2)2(Hi j)2(x)
Hence,∫
Sn−2r
(∂lH¯i j)2(x)xpxq = f (|x¯|2)2
∫
Sn−2r
(∂lHi j)2(x)xpxq
+
(
8 f (|x¯|2) f ′(|x¯|2) + 4r2 f ′(|x¯|2)2
) ∫
Sn−2r
(Hi j)2(x)xpxq
and the result follows from Proposition 4.1. 
Corollary 4.3. We have∫
Sn−2r
(∂lH¯i j)2(x) =
σn−2rn
(n − 1)(n + 1) (Wik jl + Wil jk)
2
{
(n + 1) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
.
Proof. By Proposition 4.2,
r2
∫
Sn−2r
(∂lH¯i j)2(x) =
n−1∑
p=1
∫
Sn−2r
(∂lH¯i j)2(x)(xp)2
=
2σn−2rn+2
(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2
{
(n + 3) f (r2)2 + 8r2 f (r2) f ′(r2) + 4r4 f ′(r2)2
}
+
σn−2rn+2
(n − 1)(n + 1)(n + 3) (n − 1)(Wik jl + Wil jk)
2
·
{
(n + 3) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
=
σn−2rn+2
(n − 1)(n + 1) (Wik jl + Wil jk)
2
{
(n + 1) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
.

Proposition 4.4. We have
F(0, ) = − cn · σn−2
4(n − 1)(n + 1) (Wik jl + Wil jk)
2
·
∫ ∞
0
∫ ∞
0
rn
{
(n + 1) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
n−2(( + t)2 + r2)2−ndrdt .
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Proof. It follows from symmetry arguments that z(0,) = 0 and∫
Sn−2r
H¯ilH¯ jl∂iu(0,)∂ ju(0,)(x)
=
∫
Sn−2r
(n − 2)2n−2
(( + xn)2 + |x¯|2)n f (|x¯|
2)2WiplqW jrlmxix jxpxqxrxm = 0 .
Hence, we have
F(0, ) = −cn
4
∫
Rn+
(∂lH¯i j)2(x) u2(0,)(x)
= −cn
4
∫ ∞
0
∫ ∞
0
∫
Sn−2r
(∂lH¯i j)2(x) u2(0,)(x) dσr(x) dr dxn .
The result now follows from Corollary 4.3. 
We write
F(0, ) = −βn ·
2d∑
q=0
αq
∫ ∞
0
∫ ∞
0
r2q+nn−2(( + t)2 + r2)2−ndr dt ,
where
βn =
cn · σn−2
4(n − 1)(n + 1) (Wik jl + Wil jk)
2 ,
and define the coefficients αq ∈ R by the formula
2d∑
q=0
αqsq = (n + 1) f (s)2 + 4s f (s) f ′(s) + 2s2 f ′(s)2 . (4.3)
Here, d is the integer in the formula (3.1). Changing variables t′ = t/ and
r′ = r/ we obtain
F(0, ) = −βn ·
2d∑
q=0
αq
2q+4
∫ ∞
0
∫ ∞
0
r2q+n
((1 + t)2 + r2)n−2
drdt
and, changing variables r′ = r/(1 + t),
F(0, ) = −βn ·
2d∑
q=0
αq
2q+4
∫ ∞
0
1
(1 + t)n−5−2q
dt ·
∫ ∞
0
r2q+n
(1 + r2)n−2
dr
Now, we have ∫ ∞
0
1
(1 + t)n−5−2q
dt =
1
n − 6 − 2q
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and ∫ ∞
0
r2q+n
(1 + r2)n−2
dr =

q∏
j=0
n − 1 + 2 j
n − 5 − 2 j
 ·
∫ ∞
0
rn−2
(1 + r2)n−2
dr ,
where we used Lemma A-1. Hence, we can write
F(0, ) = −βn · I(2) ·
∫ ∞
r=0
rn−2
(1 + r2)n−2
dr (4.4)
where
I(s) =
2d∑
q=0
αq
n − 6 − 2q

q∏
j=0
n − 1 + 2 j
n − 5 − 2 j
 sq+2 . (4.5)
We will now turn our attention to the second order derivatives of the func-
tion F(ξ, ).
Proposition 4.5. We have
∂2
∂ξp∂ξq
F(0, ) = (n − 2)2
∫
Rn+
n−2
(( + xn)2 + |x¯|2)n H¯pl(x)H¯ql(x)
− (n − 2)
2
4
∫
Rn+
n−2
(( + xn)2 + |x¯|2)n (∂lH¯i j(x))
2xpxq
+
(n − 2)2
8(n − 1)
∫
Rn+
n−2
(( + xn)2 + |x¯|2)n−1 (∂lH¯i j(x))
2δpq .
Proof. The proof is the same of Proposition 21 of [6]. 
Proposition 4.6. We have
∂2
∂ξp∂ξq
F(0, ) (4.6)
= − 2(n − 2)
2σn−2
(n − 1)(n + 1)(n + 3) (Wipjl + Wil jp)(Wiq jl + Wil jq)
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+4
(
2 f (r2) f ′(r2) + r2 f ′(r2)2
)
drdt
− (n − 2)
2σn−2
2(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+4
{
2 f (r2) f ′(r2) + r2 f ′(r2)2
}
drdt
+
(n − 2)2σn−2
4(n − 1)2(n + 1) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n−1
rn+4 f ′(r2)2drdt .
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Proof. It follows from Corollary A-3 in the Appendix that∫
Sn−2r
H¯plH¯ql(x) =
∫
Sn−2r
f (r2)2HplHql(x) = f (r2)2
∫
Sn−2r
WipklW jqmlxix jxkxm
=
σn−2
2(n − 1)(n + 1) (Wipkl + Wilkp)(Wiqkl + Wilkq)r
n+2 f (r2)2 .
Hence,∫
Rn+
n−2H¯plH¯ql(x)
(( + xn)2 + |x¯|2)n =
σn−2
2(n − 1)(n + 1) (Wipkl + Wilkp)(Wiqkl + Wilkq) (4.7)
·
∫ ∞
0
∫ ∞
0
n−2rn+2
(( + xn)2 + r2)n
f (r2)2dtdr .
It follows from Proposition 4.2 that∫
Rn+
n−2(∂lH¯i j)2(x)xpxq
(( + xn)2 + |x¯|2)n (4.8)
=
2σn−2
(n − 1)(n + 1)(n + 3) (Wipjl + Wil jp)(Wiq jl + Wil jq)
·
∫ ∞
0
∫ ∞
0
n−2rn+2
(( + xn)2 + r2)n
{
(n + 3) f (r2)2 + 8r2 f (r2) f ′(r2) + 4r4 f ′(r2)2
}
dtdr
+
σn−2
(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2rn+2
(( + xn)2 + r2)n
{
(n + 3) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
dtdr .
and from Corollary 4.3 that∫
Rn+
n−2(∂lH¯i j)2(x)δpq
(( + xn)2 + |x¯|2)n−1 =
σn−2
(n − 1)(n + 1) (Wik jl + Wil jk)
2δpq (4.9)
·
∫ ∞
0
∫ ∞
0
n−2rn
(( + xn)2 + r2)n−1
{
(n + 1) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
dtdr .
Observe that
rn
(( + xn)2 + r2)n−1
{
(n + 1) f (r2)2 + 4r2 f (r2) f ′(r2)
}
(4.10)
=
2(n − 1)rn+2 f (r2)2
(( + xn)2 + r2)n
+
d
dr
{
rn+1 f (r2)2
(( + xn)2 + r2)n−1
}
.
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Substituting the equation (4.10) in the equation (4.9) we obtain∫
Rn+
n−2(∂lH¯i j)2(x)δpq
(( + xn)2 + |x¯|2)n−1 (4.11)
=
2σn−2
n + 1
(Wik jl + Wil jk)2δpq ·
∫ ∞
0
∫ ∞
0
n−2rn+2 f (r2)2
(( + xn)2 + r2)n
dtdr
+
2σn−2
(n − 1)(n + 1) (Wik jl + Wil jk)
2δpq ·
∫ ∞
0
∫ ∞
0
n−2rn+4 f ′(r2)2
(( + xn)2 + r2)n−1
dtdr ,
since we are assuming that n > 4d + 6. Now, using the equations (4.7), (4.8) and
(4.11) in Proposition 4.5, we obtain
∂2
∂ξp∂ξq
F(0, )
=
(n − 2)2σn−2
2(n − 1)(n + 1) (Wipjl + Wil jp)(Wiq jl + Wil jq)
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+2 f (r2)2drdt
− (n − 2)
2σn−2
2(n − 1)(n + 1)(n + 3) (Wipjl + Wil jp)(Wiq jl + Wil jq)
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+2
{
(n + 3) f (r2)2 + 8r2 f (r2) f ′(r2) + 4r4 f ′(r2)2
}
drdt
− (n − 2)
2σn−2
4(n − 1)(n + 1)(n + 3) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+2
{
(n + 3) f (r2)2 + 4r2 f (r2) f ′(r2) + 2r4 f ′(r2)2
}
drdt
+
(n − 2)2σn−2
4(n − 1)(n + 1) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+2 f (r2)2drdt
+
(n − 2)2σn−2
4(n − 1)2(n + 1) (Wik jl + Wil jk)
2δpq
·
∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n−1
rn+4 f ′(r2)2drdt
and the result follows after we cancel out some terms in the above equation. 
Let us define constants βq, for q = 0, ..., 2d − 1, by the following expression:
2d−1∑
q=0
βq sq = 2 f (s) f ′(s) + s f ′(s)2 .
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Proposition 4.7. We have∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+4
(
2 f (r2) f ′(r2) + r2 f ′(r2)2
)
drdt (4.12)
= J(2) ·
∫ ∞
0
rn+2
(1 + r2)n
dr ,
where
J(s) =
2d−1∑
q=0
βqsq+2
n − 6 − 2q ·

q∏
j=0
n + 3 + 2 j
n − 5 − 2 j
 .
Proof. ∫ ∞
0
∫ ∞
0
n−2
(( + xn)2 + r2)n
rn+4
(
2 f (r2) f ′(r2) + r2 f ′(r2)2
)
drdt
=
2d−1∑
q=0
βq
∫ ∞
0
∫ ∞
0
n−2rn+4+2q
(( + xn)2 + r2)n
drdt
=
2d−1∑
q=0
βq
2q+4
∫ ∞
0
∫ ∞
0
rn+4+2q
((1 + xn)2 + r2)n
drdt
=
2d−1∑
q=0
βq
2q+4
∫ ∞
0
1
(1 + t)n−5−2q
dt
∫ ∞
0
rn+4+2q
(1 + r2)n
dr
Now we observe that ∫ ∞
0
1
(1 + t)n−5−2q
dt =
1
n − 6 − 2q
and apply Lemma A-1 to see that
∫ ∞
0
rn+4+2q
(1 + r2)n
dr =

q∏
j=0
n + 3 + 2 j
n − 5 − 2 j
 ·
∫ ∞
0
rn+2
(1 + r2)n
dr .

4.1 The case n ≥ 53
In this case we choose d = 1 in the equation (3.1). Then the coeficients αq in the
equation (4.3) are given by
α0 = (n + 1) a20 , α1 = 2(n + 3) a0 a1 , α2 = (n + 7) a
2
1 .
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Thus, derivating I(s) in the expression (4.5) we obtain
I′(s) =
2∑
q=0
(q + 2)αq
n − 6 − 2q

q∏
j=0
n − 1 + 2 j
n − 5 − 2 j
 sq+1
=
2α0(n − 1)
(n − 6)(n − 5) · s +
3α1(n − 1)(n + 1)
(n − 8)(n − 5)(n − 7) · s
2 +
4α2(n − 1)(n + 1)(n + 3)
(n − 10)(n − 5)(n − 7)(n − 9) · s
3
=
2(n + 1)(n − 1)
n − 5
{
1
n − 6a
2
0s +
3(n + 3)
(n − 8)(n − 7)a0a1s
2 +
2(n + 3)(n + 7)
(n − 10)(n − 7)(n − 9)a
2
1s
3
}
.
Now we choose a1 = −1 and define the polynomial pn by
pn(a0) =
a20
n − 6 −
3(n + 3) a0
(n − 8)(n − 7) +
2(n + 3)(n + 7)
(n − 10)(n − 7)(n − 9) .
Hence,
I′(1) =
2(n + 1)(n − 1)
n − 5 pn(a0) .
The discriminant of pn is then given by
discrim(pn) =
(n + 3)2
(n − 7)2(n − 8)2
{
9 − 8(n − 7)(n − 8)
2(n + 7)
(n + 3)(n − 6)(n − 9)(n − 10)
}
=
(n + 3)2
(n − 7)2(n − 8)2
q(n)
(n + 3)(n − 6)(n − 9)(n − 10) ,
where
q(n) = 9(n + 3)(n − 6)(n − 9)(n − 10) − 8(n − 7)(n − 8)2(n + 7) .
Observe that
q′(n) = 4n3 − 210n2 + 2082n − 5624
and
q′′(n) = 6(2n2 − 70n + 347) .
Since the roots 70±
√
2124
4 of q
′′ are less than 53, we see that q′′(n) > 0 for n ≥ 53.
Since q(53) = 105696 and q′(53) = 110340, we conclude that discrim(pn) > 0 for
n ≥ 53. Hence, if we set
a0 =
(n + 3)(n − 6)
2(n − 7)(n − 8)
3 +
√
9 − 8(n − 7)(n − 8)
2(n + 7)
(n + 3)(n − 6)(n − 9)(n − 10)
 ,
then s = 1 is critical point of I(s). According to Proposition B-1 in the Appendix,
I′′(1) < 0 for n ≥ 53.
Now we will handle J(s), as defined in Proposition 4.7. We have
J(s) =
(n + 3) β0 s2
(n − 6)(n − 5) +
(n + 3)(n + 5) β1 s3
(n − 8)(n − 5)(n − 7)
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where
β0 = 2 a0 a1 and β1 = 3 a21 .
Hence,
J(s) =
(n + 3) a1
n − 5
{
2 a0 s2
n − 6 +
3(n + 5) a1 s3
(n − 8)(n − 7)
}
.
If we set a0 and a1 as above we have
J(1) =
n + 3
(n − 8)(n − 5)(n − 7)
·
6 − (n + 3)
√
9 − 8(n − 7)(n − 8)
2(n + 7)
(n + 3)(n − 6)(n − 9)(n − 10)

According to Proposition B-2 in the Appendix, J(1) < 0 for n ≥ 53.
From the equations (4.2), (4.4), (4.6) and (4.12) and the above results we can
conclude the following:
Proposition 4.8. Suppose that n ≥ 53. If we set a1 = −1 and
a0 =
(n + 3)(n − 6)
2(n − 7)(n − 8)
3 +
√
9 − 8(n − 7)(n − 8)
2(n + 7)
(n + 3)(n − 6)(n − 9)(n − 10)
 ,
then I′(1) = 0, I′′(1) < 0 and J(1) < 0. In particular, the function F(ξ, ) has a strict
local minimum at the point (0, 1).
4.2 The case 25 ≤ n ≤ 52
In this case we choose d = 4 in the equation (3.1). The coeficients αq in the
equation (4.3) are then given by
α0 = (n + 1) a20 ,
α1 = 2(n + 3) a0 a1 ,
α2 = 2(n + 5) a0 a2 + (n + 7) a21 ,
α3 = 2(n + 11) a1 a2 + 2(n + 7) a0 a3 ,
α4 = 2(n + 15) a1 a3 + (n + 17) a22 + 2(n + 9) a0 a4 ,
α5 = 2(n + 23) a2 a3 + 2(n + 19) a1 a4 ,
α6 = (n + 31) a23 + 2(n + 29) a2 a4 ,
α7 = 2(n + 39) a3 a4 ,
α8 = (n + 49) a24 .
Thus, derivating I(s) in the expression (4.5) we obtain
I′(s) =
8∑
q=0
(q + 2)αq
n − 6 − 2q

q∏
j=0
n − 1 + 2 j
n − 5 − 2 j
 sq+1 .
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Now we choose a1 = −3/5, a2 = 1/8, a3 = −1/125, a4 = 10−4 and define the
polynomial rn by rn(a0) = I′(1). Hence,
rn(a0) =
2(n − 1)(n + 1)
(n − 6)(n − 5) · a
2
0 +

4∑
q=1
γq(n)
q + 2
n − 6 − 2q
q∏
j=0
n − 1 + 2 j
n − 5 − 2 j
 · a0
+
8∑
q=2
δq(n)
q + 2
n − 6 − 2q
q∏
j=0
n − 1 + 2 j
n − 5 − 2 j ,
where
γ1(n) = −65(n + 3) , γ2(n) =
n + 5
4
, γ3(n) = − 2125(n + 7) , γ4(n) =
n + 9
5000
,
δ2(n) =
9(n + 7)
25
, δ3(n) = −3(n + 11)20 , δ4(n) =
1009n + 16385
40000
, δ5(n) = −53n + 120725000 ,
δ6(n) =
89n + 2709
106
, δ7(n) = − n + 39625000 , δ8(n) =
n + 49
108
.
Direct computations show that discrim(rn) > 0 for 25 ≤ n ≤ 52.
If we choose
a0 =
(n − 6)(n − 5)
4(n − 1)(n + 1) ·
−
4∑
q=1
γq(n)
q + 2
n − 6 − 2q
q∏
j=0
n − 1 + 2 j
n − 5 − 2 j +
√
discrim(rn)

then s = 1 is critical point of I(s). For 25 ≤ n ≤ 52, direct computations show that
I′′(1) is of the form −e1 − e2√e3, where e1, e2, e3 are positive rational numbers.
The function J(s), defined in Proposition 4.7, is written as
J(s) =
7∑
q=0
βqsq+2
n − 6 − 2q ·

q∏
j=0
n + 3 + 2 j
n − 5 − 2 j
 .
where
β0 = 2 a0 a1 , β1 = 4 a0 a2 +3 a21 , β2 = 6 a0 a3 +10 a1 a2 , β3 = 8 a0 a4 +14 a1 a3 +8 a
2
2 ,
β4 = 18 a1 a4 + 22 a2 a3 , β5 = 28 a2 a4 + 15 a23 , β6 = 38 a3 a4 , β7 = 24 a
2
4 .
For 25 ≤ n ≤ 52, direct computations show that J(1) is of the form −e1 − e2√e3,
where e1, e2, e3 are positive rational numbers. From the equations (4.2), (4.4),
(4.6) and (4.12) and the above results we can conclude the following:
Proposition 4.9. Suppose that 25 ≤ n ≤ 52. If a1 = −3/5, a2 = 1/8, a3 = −1/125,
a4 = 10−4 and
a0 =
(n − 6)(n − 5)
4(n − 1)(n + 1) ·
−
4∑
q=1
γq(n)
q + 2
n − 6 − 2q
q∏
j=0
n − 1 + 2 j
n − 5 − 2 j +
√
discrim(rn)

then I′(1) = 0, I′′(1) < 0 and J(1) < 0. In particular, the function F(ξ, ) has a strict
local minimum at the point (0, 1).
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5 Proof of the main theorem
In this section we will make use of the two-tensor H, defined on Rn+, the
polynomial f and the open set Ω ⊂ Rn−1× (0,∞), which were defined in Section
3. As in Sections 4.1 and 4.2, we fix d = 1 if n ≥ 53 and d = 4 if 25 ≤ n ≤ 52. We
set Dr(0) = {x ∈ ∂Rn+ ; |x| < r}.
The basic ingredient in the proof of the Main Theorem is the following result:
Proposition 5.1. Assume that n ≥ 25. Let g be a smooth Riemannan metric on Rn+
expressed as g = exp(h), where h is a symmetric trace-free two-tensor onRn+ satisfying
the following properties:
hab(x) = µλ2d f (λ−2|x¯|)Hab(x) , for |x| ≤ ρ ,
hab(x) = 0 , for |x| ≥ 1 ,
hnb(x) = 0 , for x ∈ Rn+ ,
∂nhab(x) = 0 , for x ∈ ∂Rn+ ,
(5.1)
where a, b = 1, ...,n. We also assume that
|h(x)| + |∂h(x)| + |∂2h(x)| ≤ α ≤ α1 , for all x ∈ Rn+ ,
where α1 is the constant obtained in Proposition 2.8.
If α and µ−2λn−4d−6ρ2−n are sufficiently small, then there exists a positive smooth
function v satisfying∆gv − cnRgv = 0 , inRn+ ,∂
∂xn
v − dnκgv + (n − 2)v nn−2 = 0 , on ∂Rn+
(5.2)
and ∫
∂Rn+
v
2(n−1)
n−2 <
(
Q(Bn, ∂B)
n − 2
)n−1
. (5.3)
Moreover, there exists c = c(n) > 0 such that
sup
Dλ(0)
v ≥ cλ 2−n2 . (5.4)
Proof. It follows from the fact that
(n + 1) f (s)2 + 4s f (s) f ′(s) + 2s2 f ′(s)2 = (n − 1) f (s)2 + 2( f (s) + s f ′(s))2
and Propostion 4.4 that F(0, 1) < 0. According to Propositions 4.8 and 4.9, we
can choose the coefficients a0, ..., ad in the formula (3.1) such that the point (0, 1)
is a strict local minimum of F. Hence, we can find an open set Ω′ ⊂ Ω such that
(0, 1) ∈ Ω′ and
F(0, 1) < inf
(ξ,)∈∂Ω′
F(ξ, ) < 0 .
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Observe that u(λξ,λ)(λx) = λ−
n−2
2 u(ξ,)(x) and w(λξ,λ)(λx) = µλ2d+2−
n−2
2 z(ξ,)(x) for
all x ∈ Rn+. Here, w(ξ,) and z(ξ,) are the functions defined by the formulas (3.2)
and (4.1) respectively. Thus, it follows from Proposition 3.6 that
∣∣∣Fg(λξ, λ) − µ2λ4d+4F(ξ, )∣∣∣ ≤ Cµ 2(n−1)n−2 λ (4d+4) (n−1)n−2 + Cµλ2d+2 (λρ
) n−2
2
+ C
(
λ
ρ
)n−2
for all (ξ, ) ∈ Ω. Hence,∣∣∣µ−2λ−4d−4Fg(λξ, λ) − F(ξ, )∣∣∣ ≤ Cµ 2n−2λ 4d+4n−2
+ Cµ−1λ
n−4d−6
2 ρ
2−n
2 + Cµ−2λn−4d−6ρ2−n
for all (ξ, ) ∈ Ω. If µ−2λn−4d−6ρ2−n is sufficiently small then we have
Fg(0, λ) < inf
(ξ,)∈∂Ω′
Fg(λξ, λ) < 0 .
Thus we conclude that there exists a point (ξ¯, ¯) ∈ Ω′ such that
Fg(λξ¯, λ¯) = inf
(ξ,)∈Ω′
Fg(λξ, λ) < 0 .
By Proposition 2.9, the function v = v(λξ¯,λ¯) obtained in Proposition 2.8 is a
positive smooth solution to the equations (5.2). Hence, by the definition of Fg
(see the formula (2.19)) and the formula (2.2), we have
n − 2
n − 1
∫
∂Rn+
v
2(n−1)
n−2 =
n − 2
n − 1
(
Q(Bn, ∂B)
n − 2
)n−1
+ F (λξ¯, λ¯) .
This implies the inequality (5.3).
In order to prove the inequality (5.4), observe that
‖v − u(λξ¯,λ¯)‖L 2(n−1)n−2 (Dλ(0)) ≤ ‖v − u(λξ¯,λ¯)‖L 2(n−1)n−2 (∂Rn+) ≤ Cα
by Propositions 2.2 and 2.8. Hence,
|Dλ(0)| n−22(n−1) sup
Dλ(0)
v ≥ ‖v‖
L
2(n−1)
n−2 (Dλ(0))
≥ −Cα + ‖u(λξ¯,λ¯)‖L 2(n−1)n−2 (Dλ(0)) .
Now, the inequality (5.4) follows from choosing α sufficiently small. 
Now the Main Theorem follows from the next theorem, using the conformal
equivalence between Bn\{(0, ..., 0,−1)} and Rn+ (see Lemma 2.3), the properties
(2.8) and Lemma 2.10.
Theorem 5.2. Assume that n ≥ 25. Then there exists a smooth Riemannian metric g
on Rn+ with the following properties:
(a) gab(x) = δab for |x| ≥ 1/2;
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(b) g is not conformally flat;
(c) ∂Rn+ is totally geodesic with respect to the induced metric by g;
(d) there exists a sequence of positive smooth functions {vν}∞ν=1 satisfying∆gvν − cnRgvν = 0 , inRn+ ,∂
∂xn
vν − dnκgvν + (n − 2)v
n
n−2
ν = 0 , on ∂Rn+ ,
(5.5)
for all ν, ∫
∂Rn+
v
2(n−1)
n−2
ν <
(
Q(Bn, ∂B)
n − 2
)n−1
,
for all ν, and supD1(0) vν →∞ as ν→∞.
Proof. Let χ : R → R be a smooth cutoff function such that χ(t) = 1 for t ≤ 1
and χ(t) = 0 for t ≥ 2. We define the trace-free symmetric two-tensor h on Rn+
by
hab(x) =
∞∑
N=N0
χ(4N2|x − xN |)2−dN f (2N |x¯ − xN |)Hab(x − xN)
where xN = ( 1N , 0, ..., 0) ∈ ∂Rn+. Observe that h is smooth and satisfies han(x) = 0
for x ∈ Rn+ and ∂nhab(x) = 0 for x ∈ ∂Rn+. If N0 is sufficiently large, then hab(x) = 0
for |x| ≥ 12 and |h(x)| + |∂h(x)| + |∂2h(x)| ≤ α for x ∈ Rn+, with α sufficiently small
as in Proposition 5.1. Then we define the metric g(x) = exp(h(x)) for x ∈ Rn+ and
the result follows from Proposition 5.1. 
Appendix A
In this section we establish some useful identities used in Section 4. They are
simple computations which are performed in the Appendix of [6].
Lemma A-1. We have
∫ ∞
0
sαds
(1+s2)m =
2m−α−3
α+1
∫ ∞
0
sα+2ds
(1+s2)m , for α + 3 < 2m.
Proposition A-2. We have∫
Sn−2r
pk =
r2
k(k + n − 3)
∫
Sn−2r
∆pk
for every homogeneous polynomial pk of degree k.
Corollary A-3. We have ∫
Sn−2
xix j =
σn−2
n − 1 ,∫
Sn−2
xix jxkxl =
σn−2
(n − 1)(n + 1) (δi jδkl + δikδ jl + δilδ jk)
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and ∫
Sn−2
xix jxkxlxpxq =
σn−2
(n − 1)(n + 1)(n + 3) (δi jδklδpq + δi jδkpδlq + δi jδkqδlp
+δikδ jlδpq + δikδ jpδlq + δikδ jqδlp
+δilδ jkδpq + δilδ jpδkq + δilδ jqδkp
+δipδ jkδlq + δipδ jlδkq + δipδ jqδkl
+δiqδ jkδlp + δiqδ jlδkp + δiqδ jpδkl) .
Appendix B
In this section we establish some results used in Section 4.1. The notations here
are the same of that section. In particular, we fix a1 = −1 and
a0 =
(n + 3)(n − 6)
2(n − 7)(n − 8)
3 +
√
9 − 8(n − 7)(n − 8)
2(n + 7)
(n + 3)(n − 6)(n − 9)(n − 10)
 .
Proposition B-1. We have I′′(1) < 0 for n ≥ 53.
Proof. We are going to prove that I′′(1) < 0 for n ≥ 70. If 25 ≤ n ≤ 69 the result
follows from direct computations. We write
a0 =
(n + 3)(n − 6)
2(n − 7)(n − 8)
3 +
√
9 − 8pA(n)
pB(n)
 ,
where pA(n) = (n − 7)(n − 8)2(n + 7), pB(n) = (n + 3)(n − 6)(n − 9)(n − 10) and
define
qL(n) = pA(n) − pB(n) and qU(n) = αpB(n) − pA(n) ,
where α = 3143928800 .
Claim. qL(n) > 0 for n ≥ 9 and qU(n) > 0 for n ≥ 70.
In order to prove the Claim, first observe that the forth order terms of qL
cancel out and we have qL(n) = 6n3 − 114n2 + 712n − 1516. Hence, q′′L (n) =
36n − 228 > 0 for n ≥ 7, qL(9) = 32 and q′L(9) = 118. Thus, qL(n) > 0 for n ≥ 9.
Now we observe that
qU(n) =
2639
28800
n4 − 115429
14400
n3 +
1207877
9600
n2 − 282161
400
n +
218809
160
.
Hence, q′′′U (n) =
2639
1200 n − 1154392400 > 0 for n ≥ 70, qU(70) = 28707415 , q′U(70) = 1785220377200
and q′′U(70) =
10910017
4800 . Thus, qU(n) > 0 for n ≥ 70, proving the Claim.
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We asume that n ≥ 70. In particular, we conclude from the Claim that
α >
pA(n)
pB(n)
> 1, which implies
2(n + 3)(n − 6)
(n − 7)(n − 8) > a0 >
(n + 3)(n − 6)
2(n − 7)(n − 8) (3 +
√
9 − 8α) .
Now we use this estimate in
I′′(1) =
2(n + 1)(n − 1)
n − 5
 a20n − 6 − 6(n + 3)a0(n − 8)(n − 7) + 6(n + 3)(n + 7)(n − 10)(n − 7)(n − 9)

to see that
(n − 5)I′′(1)
2(n + 1)(n − 1) <
4(n + 3)3(n − 6)
(n − 7)2(n − 8)2 −
3(3 +
√
9 − 8α)(n + 3)2(n − 6)
(n − 7)2(n − 8)2
+
6(n + 3)(n + 7)
(n − 10)(n − 7)(n − 9) .
This can be written as
I′′(1) <
2(n + 3)(n + 1)(n − 1)γ(n)
(n − 8)2(n − 10)(n − 5)(n − 7)2(n − 9) ,
where
γ(n) = −(5 + 3√9 − 8α)(n + 3)(n − 6)(n − 10)(n − 9) + 6(n + 7)(n − 7)(n − 8)2 .
In order to complete our proof, we will show thatγ(n) < 0 under our assumption
on the dimension. Observe that γ(n) = − 1120 n4 + 48110 n3 − 1509920 n2 + 211625 n − 8205.
Hence γ′′′(n) = − 665 n + 14435 < 0 for n ≥ 70, γ(70) = −118392, γ′(70) = − 7449535
and γ′′(70) = − 13647910 . Now the result follows. 
Proposition B-2. We have J(1) < 0 for n ≥ 53.
Proof. Let us assume that n ≥ 53. We want to show that (n+3)
√
9 − 8pA(n)pB(n) −6 > 0,
where we are using the polynomials pA and pB as in the proof of Proposition
B-1. We set again qU(n) = αpB(n) − pA(n) and choose α = 70476272 .
Claim. qU(n) > 0.
In order to prove the Claim, first observe that
qU(n) =
775
6272
n4 − 27341
3136
n3 +
814983
6272
n2 − 551233
784
n +
2063213
1568
.
Hence, q′′′U (n) =
2325
784 n− 820231568 > 0 for n ≥ 53, qU(53) = 16985728 , q′U(53) = 206729551568 and
q′′U(53) =
5182395
3136 . Thus, qU(n) > 0 for n ≥ 53, proving the Claim.
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The Claim implies that (n + 3)
√
9 − 8pA(n)pB(n) > (n + 3)
√
9 − 8α , which reduces
the problem to prove that
(n + 3)
√
9 − 8α − 6 ≥ 0 . (B-1)
On the other hand, the fact that α = 18
{
9 − 36562
}
implies 18
{
9 − 36(n+3)2
}
≥ α, which
is equivalent to the inequality (B-1). 
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