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Re´solution rapide d’un syste`me de Toeplitz bande
par blocs Toeplitz bandes
Houssam Khalil∗
Resume´. Soit T une matrice de Toeplitz par blocs de Toeplitz a` coefficients
dans un corps K et de taille N . On suppose qu’elle est forme´e de m blocs de
taille n × n ; de plus elle est bande par blocs, c’est a` dire qu’en dehors des
2k1 + 1 diagonales par blocs centrales les blocs sont nuls ; les blocs eux-meˆme
sont bande : en dehors des 2k2 + 1 diagonales centrales, les e´le´ments des blocs
sont nuls. On donne dans ce papier trois me´thodes de re´solution rapide, en
O(N3/2), pour re´soudre le syste`me line´aire. Ces me´thodes sont plus rapides que
les me´thodes associe´es aux matrices creuses. On donne aussi une statistique
qui montre que la matrice T devient de plus en plus mal conditionne´e quand
les largeures des bandes de´croissent. Cette remarque n’est pas vrai pour le cas
d’une matrice de Toeplitz sclaire.
1 Introduction
Soit T une matrice de Toeplitz par blocs de Toeplitz a` coefficients dans un
corps K. On suppose qu’elle est forme´e de m blocs de taille n× n ; de plus elle
est bande par blocs, c’est a` dire qu’en dehors des 2k1 + 1 diagonales par blocs
centrales les blocs sont nuls ; les blocs eux-meˆmes sont bande : en dehors des
2k2 + 1 diagonales centrales, les e´le´ments des blocs sont nuls. T est donc de la
forme suivante :
T =


T0 T−1 . . . T−k1 0 . . . 0
T1 T0 . . . T−k1+1 T−k1
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
Tk1
. . .
. . .
. . .
. . .
. . . T−k1
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . T−1
0 . . . 0 Tk1 . . . T1 T0


, (1)
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et chaque Tj est de la forme :
Tj =


T0,j T−1,j . . . T−k2,j 0 . . . 0
T1,j T0,j . . . T−k2+1,j T−k2,j
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
Tk1,j
. . .
. . .
. . .
. . .
. . . T−k2,j
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . T−1,j
0 . . . 0 Tk2,j . . . T1,j T0,j


. (2)
Soit N = nm, et on va supposer que m et n sont de meˆme ordre, c’est a`
dire C−1m ≤ n ≤ Cm pour une certaine constante C > 0. Par conse´quent
m = O(√N), n = O(√N). Il est classique que la re´solution d’un syste`me
n× n de structure bande de largeur k couˆte O(k2n) ope´rations par la me´thode
de Gauss. Dans notre cas, le couˆt serait donc en O(N2) ope´rations avec des
me´thodes directes pour matrices creuses.
Dans ce papier, on va essayer d’exploiter la structure Toeplitz bande par
blocs Toeplitz bande pour donner une estimation en O(N3/2). On donnera trois
algorithmes de re´solution rapide en O(N3/2).
Remarquons tout d’abord que des statistiques expe´rimentales sur le nombre
de conditionnement des matrices ale´atoires de Toeplitz et des matrices ale´atoires
de Toeplitz par blocs de Toeplitz montrent des comportements dont il importe
de tenir compte dans l’analyse des re´sultats.
La section (2) de´crit ces statistiques ainsi que les moyens utilise´s pour les
obtenir. Il faut mentionner ici que les comportements dans le cas Toeplitz et
dans le cas Toeplitz par blocs de Toeplitz sont qualitativement diffe´rents.
2 Statistiques pour des matrices bandes Toe-
plitz et pour des matrices bandes Toeplitz par
blocs bande Toeplitz
2.1 E´tat des connaissances
Un certain nombre de re´sultats the´oriques sont connus pour des matrices
ale´atoires a` structure bande, ou des matrices ale´atoires a` structure de Toeplitz.
Notons en particulier un the´ore`me de limite centrale pour un mode`le de matrice
bande syme´trique par Anderson et Zeitouni [1], un re´sultat sur la distribu-
tion limite des valeurs propres pour les grandes matrices bandes syme´triques
ou hermitiennes par Molchanov et al. [5], un re´sultat de grandes de´viations
pour un mode`le de matrices hermitiennes par Guionnet [3], des re´sultats sur
les de´veloppements asymptotiques et les e´chelles d’universatite´ spectrale par
Khorunzhy et kirsch [4]. D’autre part il y a des re´sultats pour les matrices de
Toeplitz ale´atoires , voir [?] et [?].
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aucun de ces re´sultats ne porte sur le nombre de conditionnement de l’une
ou l’autre famille de mode`les de matrice, alors que c’est l’objet essentiel pour
l’analyse nume´rique des me´thodes de re´solution de syste`mes line´aires.
On a donc de´cide´ d’obtenir des informations expe´rimentales pour des ma-
trices ale´atoires bande Toeplitz et bande Toeplitz par blocs bande Toeplitz et
on a proce´de´ comme suit.
2.2 Algorithmes
Notons 2k + 1 la largeur impaire de bande dans le cas de Toeplitz sca-
laire et 2k1 + 1, 2k2 + 1 les deux largeurs impaires de bande dans le cas par
blocs. Remarquons que les diagonales non nulles occupent une zone syme´trique.
Plus pre´cise´ment, dans le cas scalaire, les diagonales sont nulles en dehors de
{−k, . . . , k}, et dans le cas par blocs, les diagonales de blocs sont nulles en de-
hors de {−k1, . . . , k1} et les diagonales dans les blocs sont nulles en dehors de
{−k2, . . . , k2}.
On a ge´ne´re´ des coefficients pseudo-ale´atoires gaussiens en nombre approprie´,
c’est a` dire k dans le cas scalaire et k1k2 dans le cas par blocs, ce qui permet de
de´crire une matrice T en structure creuse.
On a effectue´ un de´composition LU creuse, par l’algorithme “superLU”, de
T et sa transpose´e, ce qui a permis de calculer la plus petite valeur singulie`re
par la me´thode de la puissance inverse. D’autre part on a obtenu la plus grande
valeur singulie`re par la me´thode de la puissance.
On a constate´ la convergence rapide de la me´thode de la puissance inverse,
et la convergence tre`s lente de la me´thode de la puissance. Ce qui n’est pas
entie`rement surprenant.
Le rapport entre la plus grande et la plus petite des valeurs singulie`res fournit
le nombre de conditionnement κ(T ) = ‖T‖2‖T−1‖2, la norme ‖.‖2 e´tant la
norme spectrale, c’est a` dire la racine carre´e de la plus grande valeur propre de
T ∗T .
2.3 Les re´sultats dans le cas scalaire
On se reportera au figure (1) pour voir des histogrammes du logarithme en
base 10 du nombre de conditionnement des matrices de Toeplitz de meˆme taille
et des largeurs de bande diffe´rentes.
On remarque que ces histogrammes de´pendent peu de la largeur de bande.
2.4 Les re´sultats dans le cas par blocs
Dans ce cas on remarque que la statistique sur les nombres de conditionne-
ments de´pend des largeurs de bande. On constate qu’avec l’accroissement d’au
moins une des largeurs de bande, l’histogramme devient de plus en plus e´troit, et
la moyenne du logarithme du nombre de conditionnement de´croˆıt. Ceci montre
que les matrices TBT bande par blocs bande de petites largeurs de bande sont
plus mal conditionne´es que celles de largeurs de bande plus grandes.
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On se reportera aux figures (2), (3), (4) et (5).
Dans la suite, on de´crira trois algorithmes rapides de re´solution d’une matrice
bande en commenc¸ant tout d’abord par le cas scalaire, puis en les ge´ne´ralisant
au cas par blocs.
3 Cas scalaire
Les ide´es de deux premiers algorithmes proviennent de Bini et Pan [2], et les
auteurs mentionnent un proble`me d’instabilite´ pour le premier algorithme.
3.1 Transformation en matrice circulante plus matrice de
petit rang
Rappelons, tout d’abord, la Formule de Sherman-Morrison-Woodbury :
The´oreme 1. Soient A ∈ Kn×n, G, H ∈ Kn×k. Si Ik + HTA−1G n’est pas
singulie`re, alors
(A+GHT )−1 = A−1 −A−1G(Ik +HTA−1G)−1HTA−1. (3)
De´monstration. Une matrice par blocs peut se factoriser comme suit :
L =
(
M N
P Q
)
=
(
I 0
PM−1 I
)(
M 0
0 S
)(
I M−1N
0 I
)
,
avec S le comple´ment de Schur donne´ par S = Q−PM−1N . Bien entendu cette
factorisation n’a de sens que si M est inversible. Par syme´trie, on a e´galement
L =
(
M N
P Q
)
=
(
I NQ−1
0 I
)(
S˜ 0
0 Q
)(
I 0
Q−1P I
)
,
avec S˜ =M−NQ−1P . En inversant les deux termes de l’e´galite´ et en identifiant
les deux expressions du bloc de la premie`re ligne et de la premie`re colonne on
tire l’identite´ :
M−1 +M−1NS−1PM−1 = S˜−1
qu’on applique a`
L =
(
A G
HT −Ik
)
.
Proposition 1. Soit A ∈ Kn×n une matrice de Toeplitz bande, de largeur de
bande 2k + 1. Alors on peut de´composer A sous la forme C + R avec C une
matrice circulante et R une matrice de rang au plus 2k.
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De´monstration. La de´composition suivante est imme´diate :
A =


a0 a−1 . . . a−k 0 . . . 0
a1 a0 . . . a−k+1 a−k
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
ak
. . .
. . .
. . .
. . .
. . . a−k
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . a−1
0 . . . 0 ak . . . a1 a0


(4)
=


a0 . . . a−k 0 ak . . . a1
...
. . .
. . .
. . .
. . .
. . .
...
ak
. . .
. . .
. . .
. . .
. . . ak
0
. . .
. . .
. . .
. . .
. . . 0
a−k
. . .
. . .
. . .
. . .
. . . a−k
...
. . .
. . .
. . .
. . .
. . .
...
a−1 . . . a−k 0 ak . . . a0


−


0 . . . 0 ak . . . a1
...
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . . ak
a−k
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . .
...
a−1 . . . a−k 0 . . . 0


= C((a0 . . . ak 0 . . . 0 a−k . . . a−1)
T ) +R = C +R.
Corollaire 1. Supposons que A ve´rifie les hypothe`ses de la proposition 1. Alors,
il existe une me´thode directe pour re´soudre le syste`me Ax = b en O(n log n) +
O(nk log k) +O(k3) ope´rations.
De´monstration. En e´crivant R = GHT , avec H, G ∈ Kn×r (r = 2k), et en
utilisant la formule de Sherman-Morrison-Woodbury sur le syste`me (C+R)x = b
on obtient
x = C−1b− C−1G(Ir +HTC−1G)−1HTC−1b.
Remarquons tout d’abord que G est creuse avec k(k + 1) e´le´ments non nuls :
G =

 0k×k g0(n−2k)×k 0(n−2k)×k
f 0k

 et H =

 Ik 0k×k0(n−2k)×k 0(n−2k)×k
0k×k Ik

 ,
avec f = L(a−k . . . a−1)
T et g = U(ak . . . a1)
T , et L(v) (resp. U(v) la matrice
de Toeplitz triangulaire infe´rieure (resp. triangulaire supe´rieure) de premie`re
colonne (resp. premie`re ligne) e´gale a` v. Ainsi la multiplication d’une matrice
de taille n× n par G couˆte O(nk2) ope´rations (la multiplication d’une matrice
creuse qui contient p e´le´ments non nuls par un vecteur couˆte 2p ope´rations). On
peut meˆme faire mieux, en multipliant G par une matrice n× n en O(nk log k)
comme f et g sont de Toeplitz.
Par suite x est obtenu en faisant :
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– v1 = C
−1b : O(n log n) ope´rations,
– v2 = H
T v1 : 0 ope´rations, parcequ’il n’y a pas que des 0 et des 1 dans H,
– C−1v1, avec v1 = G(Ir +H
TC−1G)−1HTC−1b.
– HTC−1G : O(n log n)+O(nk log k) ope´rations (calculer C−1 en O(n log n)
ope´rations puis la multiplier par G en O(nk log k) ope´rations),
– v3 = (Ir +H
TC−1G)−1v2 : O(k3) ope´rations,
– v4 = Gv3 : O(k log k) ope´rations,
– v5 = C
−1v4 : O(n log n) ope´rations.
Remarque 1. On a O(nk log k) est plus ’grand’ que O(n log n) si k = O(nα)
pour un α ∈ [0, 1[.
3.1.1 Instabilite´ de l’algorithme
Dans leur livre, Polynomial and matrix computation, Victor Pan et Dario
Bini, e´noncent que cet algorithme rencontre des proble`mes de stabilite´. Les
proble`mes peuvent eˆtre duˆs a` l’instabilite´ propre du syste`me line´aire. En effet,
on pourra constater sur les figures que la comparaison entre nombre de condi-
tionnement et erreur est normale. Pour se faire, nous avons ge´ne´re´ des matrices
de Toeplitz (et de Toeplitz bande par blocs Toeplitz bandes. Nous avons teste´
l’algorithme sur les deux types de matrices) bande pseudo ale´atoires uniformes.
Nous avons e´galement ge´ne´re´ des vecteurs x ale´atoires et nous avons calcule´ l’er-
reur entre x et x˜ qui est la solution nume´rique, via notre algorithme, de T x˜ = b,
b e´tant e´gal a` Tx. Cette comparaison semble montrer que l’instabilite´ ne vient
pas de l’algorithme.
3.2 Plongement dans une matrice engendre´e par Z + ZT
On va de´crire maintenant un deuxie`me algorithme de re´solution d’une ma-
trice de Toeplitz bande. Dans cette section on travaille avec des matrices carre´es
de taille n. Soit τn (τ s’il y a pas de confusion) l’alge`bre engendre´e par W =
Z + ZT . Les matrices de Toeplitz dans cette section sont syme´triques.
Proposition 2. Soit A ∈ τ , alors ses coefficients ve´rifient
ai−1,j + ai+1,j = ai,j+1 + ai,j−1
a0,j = an+1,j = ai,0 = ai,n+1 = 0
(5)
De´monstration. Si A est dans τ , elle est de la forme A =
n−1∑
i=0
αiW
i. Or W k+1 =
W k.W = W.W k et si M une matrice alors (MW )ij = Mi,j+1 + Mi,j−1 et
(WM)i,j =Mi−1,j +Mi,j+1. Donc
(W k+1)ij = (W
k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j + (W
k)i+1,j . (6)
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Fig. 6 – Les matrices ici sont de Toeplitz bande de taille 400× 400 et la largeur
de la bande 2k + 1 = 5. Pour 3000 essaies, on trace le logarithme a` base 10 de
l’erreur duˆ a` notre algorithme par rapport au logarithme a` base 10 du nombre
de conditionnement. On trouve que la pente de la droite de re´gression est plus
petit que 0.5 !
Montrons par re´currence sur k que chaque W k ve´rifie la proprie´te´ (5) : W la
ve´rifie. Supposons que W k est telle que
(W k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j + (W
k)i+1,j ,
D’apre`s (6) :
(W k)i,j−1+(W
k)i,j+1 = (W
k)i−1,j−1+(W
k)i+1,j−1+(W
k)i−1,j+1+(W
k)i+1,j+1,
et
(W k)i−1,j+(W
k)i+1,j = (W
k)i−1,j−1+(W
k)i−1,j+1+(W
k)i+1,j−1+(W
k)i+1,j+1,
parsuite (W k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j + (W
k)i+1,j .
Corollaire 2. De la` nous de´duisons que l’alge`bre τn peut eˆtre identifie´e a`
B = {Bk ∈ τ ;Bke1 = ek, 1 ≤ k ≤ n}.
Pour A ∈ τ ,
A =
n∑
k=1
akBk,
avec (a1, . . . , an)
T la premie`re ligne de A.
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De´monstration. Pour construire une matrice de l’alge`bre τ il suffit de connaˆıtre
sa premie`re colonne. Or, comme Bk, 1 ≤ k ≤ n, est la matrice de τn telle que sa
premie`re colonne est ek, et comme la premie`re colonne de A vaut
∑n
k=1 akek,
alors A =
∑n
k=1 akBk.
Proposition 3. Soit ∆ l’espace vectoriel des matrices de Toeplitz n × n, de
largeur de bande 2k + 1. Soit dans τn+2(k+1), le sous espace vectoriel engendre´
par les matrices Bi telles que Bie1 = ei − ei−2, avec i = 3 . . . k + 1, ainsi
que B1 = I,B2 = W . Soit E = {k + 1, . . . , n − k − 1}. Alors les matrices
B˜i = ((Bi)lp)l,p∈E forment une base de ∆.
De´monstration. En utilisant la technique donne´e dans la proposition pre´ce´dente
pour calculer un e´le´ment dans τ , on remarque que Bi est de la forme :
0 . . . −1 0 1 0 . . . 0
... −1 1
−1 1 ©
0
. . .
1 1
0 1 1
. . .
. . .
1 1
... 1 1
1
. . .
. . . 1
1
. . .
. . .
. . .
. . .
. . .
. . .
Fig. 7 – La matrice Bi comporte un centre, c’est a` dire l’intersection des lignes
et des colonnes indexe´es par E = {k+1, . . . , n− k− 1}, et une pe´riphe´rique qui
est son comple´mentaire
et B˜i est la matrice qui contient des 1 sur les diagonales qui commencent par
les e´le´ments (1, i) et (i, 1) respectivement. Par suite les B˜i ge´ne`rent ∆
Soit T ∈ ∆ telle que T = ∑k+1i=1 aiB˜i. On peut donc la plonger dans une
matrice M ∈ τ avec M =∑k+1i=1 aiBi de taille n+ 2(k + 1). M a donc la forme
suivante :
M =

M11 M12 M13MT12 T M23
MT13 M
T
23 M33

 ,
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avecM11,M13 etM33 de taille (k+1)× (k+1),M12 etMT23 de taille (k+1)×n.
On cherche a` re´soudre le syste`me Tx = b. E´tudions le syste`me suivant :
M11 M12 M13MT12 T M23
MT13 M
T
23 M33



0x
0

 =

b1b
b3

 .
Dans ce syste`me, les inconnues sont x, b1 et b3 et on a Tx = b. Pour trouver b1
et b3 on proce`de comme suit : soit
M−1 =

µ11 µ12 µ13µT12 µ22 µ23
µT13 µ
T
23 µ33

 .
Les vecteurs b1 et b3 ve´rifient :
µ11 µ12 µ13µT12 µ22 µ23
µT13 µ
T
23 µ11



b1b
b3

 =

0x
0

 ,
et par suite re´solvent le syste`me{
µ11b1 + µ13b3 = −µ12b,
µT13b1 + µ33b3 = −µT23b.
Ce syste`me, de taille 2(k+1)×2(k+1), donne b1 et b3 en O(k3) ope´rations. Pour
construire ce syste`me on a besoin aussi de calculer µ11, µ12, µ13 et µ23, puis de
calculer µ12b et µ
T
23b. comme µ12 et µ
T
23 sont de taille (k + 1) × n, ce calcul va
couˆter O(nk) ope´rations. Le calcul de µ11, µ12, µ13, µ23 couˆte O(n log2(n)) +
O(k2n) ope´rations (voir corollaire ci-dessus).
Proposition 4. SoitM ∈ τn. On peut re´soudre le syste`meMx = b en O(n log2 n)
ope´rations.
De´monstration. M ∈ τ Comme M est dans τn, elle est de la forme
M =
n−1∑
i=1
miW
i.
Or les valeurs propres et vecteurs propres de W sont donne´s par :
λk = 2 cos
kpi
n+ 1
, vk =
(
sin
jkpi
n+ 1
)
1≤j≤n
, k = 1 . . . n,
comme on peut le ve´rifier simplement. Soit donc s la matrice de la transforma-
tion de Fourier en sinus :
s =


sin pin+1 . . . sin
npi
n+1
...
. . .
...
sin npin+1 . . . sin
n2pi
n+1

 = (sin ijpi
n+ 1
)
1≤i,j≤n
.
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Classiquement, s−1 = 2s/(n+1). Si on pose S = s
√
2/(n+ 1), alors S−1 = S et
W = SDS avec D la matrice diagonale des valeurs propres. Nous en de´duisons
la diagonalisation de M :
M = S
(
n−1∑
i=0
miD
i
)
S.
Le calcul de la somme desmiD
i se fait en O(n log2 n) (e´valuation d’un polynoˆme
(avec coefficients mi) aux n valeurs propres λk).
Corollaire 3. Soit M ∈ τn+2(k+1). Pour calculer la pe´riphe´rie de taille k + 1
de M−1 on a besoin de O((n+ k) log2(n+ k)) +O(nk2) ope´rations.
De´monstration. Notons K = k+1. La matrice M est syme´trique, elle est aussi
syme´trique par rapport a` l’antidiagonale. Donc, pour calculer les K premie`res
lignes, les K premie`res colonnes, les K dernie`res lignes et les K dernie`res co-
lonnes de M−1 (la pe´riphe´rie de M−1) il suffira de calculer les K premie`res
colonnes. On a donc besoin de re´soudre K syste`mes line´aires avec la matriceM .
D’apre`s la proposition pre´ce´dente ce calcul couˆtera O(K(n+2K) log2(n+2K))
ope´rations.
On peut construire la pe´riphe´rie d’une autre manie`re. En effet, comme
M−1 ∈ τ , on peut calculer sa premie`re colonne en O((n + 2K) log(n + 2K))
ope´rations, et construire les autres colonnes demande´es en utilisant la technique
de la proposition (2), ce qui demande O(nk2) ope´rations.
Corollaire 4. La re´solution de Tx = b couˆte O(n log2 n) +O(k3) ope´rations.
3.3 Plogement dans une matrice circulante
L’ide´e de cet algorithme est de plonger la matrice de Toeplitz bande dans
une matrice circulante a` la place de la plonger dans une matrice de l’alge`bre τ .
Dans cette section, les matrices de toeplitz bandes ne sont pas ne´cessairement
syme´triques.
Proposition 5. Soit A ∈ Kn×n une matrice de Toeplitz bande, de largeur de
bande 2k + 1. Alors on peut plonger A dans une matrice circulante de taille
(n+ k)× (n+ k).
Proposition 6. Soit A une matrice de Toeplitz bande donne´e comme dans
(4). On peut donc plonger A dans la matrice circulante C = C(r) de premie`re
colonne r donne´ par
r = (a0, . . . , ak, 0, . . . , 0︸ ︷︷ ︸
n
, a−k, . . . , a−1)
T .
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En effet,
C =


a0 . . . a−k+1 a−k 0 . . . 0 ak . . . a1
...
. . .
. . .
. . .
...
ak−1
. . .
. . . ak
ak
. . . a−k
0
. . .
. . . a−k
...
. . .
. . .
...
...
. . .
0 ak . . . a0 a−1 . . . a−k
a−k ak . . . a1 a0 . . . a−k+1
...
. . .
. . .
...
...
. . .
...
a−1 . . . a−k ak ak−1 . . . a0


(7)
=

 A B
D T


avec T une matrice de Toeplitz de taille k×k, D et BT sont de Toeplitz, creuses,
de taille k × n.
Comme dans l’algorithme pre´ce´dent, on re´duit la re´solution du syste`me Ax =
b a` la re´solution du syste`me
C
(
x
0
)
=
(
b
c
)
avec c un vecteur inconnu de longueur k.
En e´crivant
C−1 =
(
γ11 γ12
γ21 γ22
)
,
avec γ11 de taille n×n et γ22 de taille k×k, alors le vecteur c re´solve le syste`me
de Toeplitz, de taille k × k, suivant :
γ22c = −γ21b.
On peut donc calculer c en O(k log2 k) flops. Le vecteur (x 0)T est la solution
d’un syste`me circulant. Donc, une fois calculer c, (x 0)T sera calcule´ en O((n+
k) log(n+k)) flops. Cet algorithme est un peu plus rapide que les deux premiers
parceque le calcul de c peut se faire en O(k log2 k) flops.
Proposition 7. La re´solution du syste`me Ax = b couˆte O(n log n) +O(kn) +
O(k log2 k) flops.
De´monstration. Le calcul de γ21b demande O(kn) flops. Parsuite le calcul de c
demande O(k log2 k), et a` la fin la re´solution du syste`me C
(
x
0
)
=
(
b
c
)
se fait
en O(n log n) flops.
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4 Cas par blocs
Le cas par blocs est une ge´ne´ralisation directe du cas scalaire mais ou` y
rencontre quelques complications, et les comptes d’ope´rations sont diffe´rents.
4.1 Transformation en matrice circulante plus matrice de
petit rang
Soit T une matrice comme dans (1) et (2).
Proposition 8. On peut de´composer T en T = C + R, avec C une matrice
circulante par blocs circulants et R de rang au plus 2(k1n + k2m), et au plus
O(k21k2n+ k22k1m) e´le´ments non nuls.
De´monstration. E´crivons Ti = Ci + R˜i, avec −k1 ≤ i ≤ k1, ou` Ci est une
matrice circulante et R˜i une matrice de rang au plus 2k2. Nous pouvons alors
de´composer T comme suit :
T =


C0 . . . C−k1 0 Ck1 . . . C1
...
. . .
. . .
. . .
. . .
. . .
...
Ck1
. . .
. . .
. . .
. . .
. . . Ck1
0
. . .
. . .
. . .
. . .
. . . 0
C−k1
. . .
. . .
. . .
. . .
. . . C−k1
...
. . .
. . .
. . .
. . .
. . .
...
C−1 . . . C−k1 0 Ck1 . . . C0


−


0 . . . 0 Ck1 . . . C1
...
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . . Ck1
C−k1
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . .
...
C−1 . . . C−k1 0 . . . 0


−


R˜0 . . . R˜−k1 0 . . . 0
...
. . .
. . .
. . .
. . .
...
R˜k1
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . .
. . . R˜−k1
...
. . .
. . .
. . .
. . .
...
0 . . . 0 R˜k1 . . . R˜0


= C +R1 +R2 = C +R.
Nous remarquons que R1 est au plus de rang 2k1n et R2 est de rang 2k2m.
Dans R1 il y a 2× k1(k1 + 1)/2 blocs non nuls, et dans chaque bloc Ci il y
a n+2(n− 1) + 2(n− 2) + · · ·+2(n− k2) + (k22 + k2) = 2k2n+ n e´le´ments non
nuls. Ainsi R1 contient (k
2
1 + k1)(2k2n + n) = O(k21k2n) e´le´ment non nuls ; la
situation est analogue pour R2.
En e´crivant R = GHT , avec G, H ∈ KN×r (r = 2(k1n + k2m)), et en
appliquant la formule de Sherman-Morrison-Woodbury sur le syste`me (C +
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R)x = b on obtient
x = C−1b− C−1G(Ir +HTC−1G)−1HTC−1b.
Proposition 9. G est creuse avec O(k21k2n) + O(k22k1m) e´le´ments non nuls,
et H ne comprend que des 0 et des 1.
De´monstration. Les matrices G et H se de´composent en
G = (G1G2) et H
T =
(
HT1
HT2
)
avec
G1 =


0nk1 E
... 0
0
...
F 0nk1

 ,
pour de´crire la matrice G2, notons
El = {(l − 1)n+ 1, . . . , (l − 1)n+ k2} ∪ {ln− k2 + 1, . . . , ln}
et
E = ∪ml=1El
alors
G2 = ((R2)ij)1≤i≤mn
j∈E
,
HT1 =
(
Ink1 0 . . . 0nk1
0nk1 . . . 0 Ink1
)
,
et
HT2 =
(
Ik2 0k2×(n−k2) ... ... Ik2 0k2×(n−k2)
0k2×(n−k2) Ik2 0k2×(n−k2) Ik2
)
chaque bloc dans H2 est de taille 2k2 ×m.
Donc, en utilisant le compte fait dans la proposition pre´ce´dente on voit que G
contient (k21+k1)(2k2n+n)+(k
2
2+k2)(2k1m+m) = O(k21k2n)+O(k22k1m).
Corollaire 5. La multiplication de G par un vecteur couˆte O(k21k2n)+O(k22k1m)
ope´rations.
Corollaire 6. En supposant que k1 et k2 sont petit devant m et n respectivement
alors la re´solution du syste`me Tx = b donne´ en (1) et (2) couˆte O(N3/2)
ope´rations.
De´monstration. Soit N = nm, K = k21k2n+ k
2
2k1m, et r = 2(k1n+ k2m).
On a x = C−1b − C−1G(Ir + HTC−1G)−1HTC−1b, donc x est obtenu en
faisant :
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Fig. 8 – Les matrices sont de Toeplitz bande par blocs Toeplitz bande de taille
322 × 322 de largeur de bande K1 = 2k1 + 1 = K2 = 2k2 + 1 = 5. Pour 3000
essaies, on trace le logarithme a` base 10 de l’erreur duˆ a` notre algorithme par
rapport au logarithme a` base 10 du nombre de conditionnement. On trouve que
la pente de la droite de re´gression est a` peu pre`s e´gale 1.
– v1 = C
−1b : O(N logN).
– v2 = H
T v1 : 0 ope´ration, car il n’y a que des 0 et des 1 dans H.
– HTC−1G : O(N logN) +O(NK) = O(N logN) +O(N3/2) , le calcul de
C−1 demande O(N logN) ope´rations et la multiplication par G demande
O(NK) ope´rations car G est creuse.
– v3 = (Ir +H
TC−1G)−1v2 : O(r3) = O(N3/2), re´solution classique.
– v4 = Gv3 : O(K) = O(N1/2), multiplication de G par un vecteur, donc
proportionnel au nombre d’e´le´ments non nuls dans G.
– v5 = C
−1v4 : O(N logN).
4.1.1 Stabilite´
Comme dans le cas scalaire, on a applique´ cet algorithme sur des matrices
de Toeplitz bande par blocs Toeplitz bandes pseudo ale´atoires pour obtenir les
erreurs entre la solution de Tx = b calcule´e par notre algorithme et la solution
exacte. En trac¸ant ces erreurs par rapport aux nombres de conditionnement, on
a obtenu une ligne de re´gression de pente ≃ 1. Ce qui prouve qu’il y a pas un
proble`me de stabilite´ pour cet algorithme. Mais on remarque que la pente est
significativement augmente´ de ≃ 0.5 pour le cas scalaire a` ≃ 1 pour le cas par
blocs ! ! !
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4.2 Plongement dans une matrice engendre´e par Z + ZT
Dans cette section T est une matrice de Toeplitz, par blocs de Toeplitz
syme´trique par blocs, et les blocs sont syme´triques, bande par blocs, et les blocs
sont aussi bandes. Les entiersm, n, k1 et k2 sont les dimensions utilise´es dans les
sections pre´ce´dents. Pour re´soudre le syste`me Tx = b, on va essayer de plonger
la matrice T dans une matrice de l’alge`bre τm,n (ou τ s’il y a pas de confusion)
engendre´e par W = (Zm + Z
T
m) ⊗ (Zn + ZTn ). Une matrice M ∈ τ est donc de
la forme
M =
∑
0≤i≤m−1
0≤j≤n−1
αij(Zm + Z
T
m)
i ⊗ (Zn + ZTn )j =
∑
αi,jW
(i,j).
Si M est de plus bande par blocs bandes, les bornes supe´rieures respectives de
i et j dans la sommation sont k1 et k2. On va essayer de proce´der comme dans
le cas scalaire pour avoir un algorithme rapide.
Proposition 10. Soit M dans l’alge`bre τ . On peut re´soudre le syste`me Mx = b
en O(nm log2mn) ope´rations.
De´monstration. Notons sk la matrice de la transformation en sinus de dimension
k, Sk = sk
√
2/(k + 1) et Dk la matrice diagonale diag(λ1, . . . , λk). Comme
M ∈ τ alors M =∑αijW (i,j) avec W :=Wm⊗Wn et W (i,j) := (Zm+ZTm)i⊗
(Zn+Z
T
n )
j . Or W =Wm⊗Wn = (SmDmSm)⊗ (SnDnSn) = (Sm⊗Sn)(Dm⊗
Dn)(Sm ⊗ Sn) =: SDS. Donc M admet la diagonalisation :
M = SES avec E =
∑
0≤i≤m−1
0≤j≤n−1
αijD
i
m ⊗Djn.
E peut eˆtre calcule´ en O(mn log2mn) ope´rations : il s’agit d’e´valuer un po-
lynoˆme a` deux variable en mn points. Comme M−1 admet la de´composition
M−1 = SE−1S, la multiplication de M−1 par un vecteur couˆte 2 transforme´es
rapide en sinus et une multiplication par une matrice diagonale, le tout en
O(mn logmn) ope´rations.
Soit T une matrice bande Toeplitz syme´trique par blocs bande Toeplitz
syme´trique, comme en (1). De meˆme technique que pour le cas scalaire, nous
la plongeons dans une matrice M ∈ τ , en la plongeant tout d’abord par blocs,
puis par blocs et apre`s en plongeant chaque bloc.
La matrice M obtenue est une matrice de taille m+ 2(k1 + 1) par blocs, et
chaque bloc est de taille n+2(k2+1) ; donc M est de taille (m+2(k1+1))(n+
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2(k2 + 1)) ≃ mn+ 2mk1 + 2nk2 + 4k1k2. Elle a la forme suivante :
M =

M11 M12 M13
M21
× × ×
× T0 ×
× × ×
. . .
× × ×
× Tn−1 ×
× × ×
...
. . .
...
× × ×
× Tn−1 ×
× × ×
. . .
× × ×
× T0 ×
× × ×
M23
M31 M32 M33


,
(8)
avecM11,M13,M31,M33 de taille (k1+1)(n+2(k2+1))×(k1+1)(n+2(k2+1))
et M12,M32 sont de taille (k1 + 1)(n+ 2(k2 + 1))×m(n+ 2(k2 + 1)).
On cherche a` re´soudre Tx = b avec
x =

x1...
xn

 , b =

b1...
bn

 , les xi et les bi e´tant des vecteurs de taille n.
Comme dans le cas scalaire, on va comple´ter le vecteur x par de nouvelles
composantes nulles, dont les nume´ros de ligne sont les nume´ros des nouvelles
ligne de M par rapport a` T . Il faudra donc ajouter des lignes a` b, ce qui cre´era
de nouvelles inconnues :
x˜ =

0kx¯
0k

 et b˜ =

bˆ1b¯
bˆ2

 ,
avec k = (k1 + 1)(n+ (k2 + 1)) et
x¯ =


0k¯2
x1
0k¯2
...
0k¯2
xm
0k¯2


et b¯ =


bˆ11
b1
bˆ13
...
bˆm1
bm
bˆm3


,
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avec k¯2 = (k2 + 1), les bˆi1 et les bˆi3 de taille k¯2. Soit
bˆ =


bˆ1
bˆ11
b1
bˆ13
...
bˆm1
bm
bˆm3
bˆ3


Comme dans le cas scalaire, e´crivons x˜ = M−1b˜, et en ne gardant dans ce
syste`me que les lignes nulles dans x˜ et que les nouvelles inconnues, nous obtenons
un syste`me par rapport a` bˆ, dont la matrice est de taille ≃ nk1 + mk2. Pour
de´crire ce syste`me on va e´crire M−1 d’une fac¸on e´quivalente a` l’e´criture de M
donne´e en (8), elle sera donc donne´e comme suit :
M−1 =

µ11 µ12 µ13
µ21

 µij11 µij12 µij13µij21 µij µij23
µij31 µ
ij
32 µ
ij
33


i,j=1...m
µ23
µ31 µ32 M33


,
on de´coupe aussi µ12 (pareil pour µ32) de la fac¸on suivante :
µ12 =
(
µ12,11 µ12,1 µ12,13 . . . µ12,m1 µ12,m µ12,m3
)
.
Le syste`me a` re´soudre sera donne´ par :

µ11bˆ1 +
∑m
i=1(µ12,i1bˆi1 + µ12,i3bˆi3) + µ13bˆ3 = −
∑m
i=1 µ12,ibi
µT12,j1bˆ1 +
∑m
i=1(µ
ij
11bˆi1 + µ
ij
13bˆi3) + µ23,j1bˆ3 = −
∑m
i=1 µ
ij
12bi j = 1 . . .m
µT12,j3bˆ1 +
∑m
i=1(µ
ij
31bˆi1 + µ
ij
33bˆi3) + µ23,j3bˆ3 = −
∑m
i=1 µ
ij
32bi j = 1 . . .m
µ31bˆ1 +
∑m
i=1(µ32,i1bˆi1 + µ32,i3bˆi3) + µ33bˆ3 = −
∑m
i=1 µ12,ibi
Pour former le deuxie`me membre de ce syste`me il faut O(k1(n+ k2).m(n+
2k2))+O(2m2.k2.n) ≃ O(N3/2)+O(N3/2) ope´rations : 2 multiplications d’une
matrice de taille (k1+1)(n+(k2+1))×m(n+2(k2+1)) par un vecteur et 2m2
multiplications matrice-vecteur avec des matrices de taille (k2 + 1)n.
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Proposition 11. En supposant que k1 et k2 sont petit devant m et n respec-
tivement alors le calcul de la pe´riphe´rie (en deux dimension) de M−1 couˆte
O((n+ k1)(m+ k2) log((n+ k1)(m+ k2))) +O(N3/2) ope´rations.
De´monstration. Meˆme de´monstration que pour le cas scalaire
Finalement, la re´solution du syste`me initiale requiert O(N3/2) ope´rations
pour eˆtre re´solu.
4.3 Plogement dans une matrice circulante par blocs cir-
culants
Soit T une matrice bande Toeplitz par blocs bande Toeplitz comme en (1).
On s’inte´resse au proble`me Tx = b avec
x =

x1...
xn

 , b =

b1...
bn

 , les xi et les bi e´tant des vecteurs de taille n.
En suivant les te´chniques du cas scalaire, on peut plonger T dans une matrice
circulante par blocs circulants, C, de taille (m+ k1)(n+ k2)× (m+ k1)(n+ k2).
En effet, on plonge tout d’abord chaque bloc Ti, pour −k1 ≤ i ≤ k1, dans une
matrice circulante de taille (n+ k2)× (n+ k2). Par suite on plonge par bloc la
matrice obtenue, qui est une matrice bande Toeplitz par blocs, dans une matrice
circulante par blocs. La matrice finale est bien une matrice circulante par blocs
circulants de taille (m+ k1)(n+ k2)× (m+ k1)(n+ k2).
On suit les te´chniques de la section pre´ce´dente : on pose le proble`me
Cx˜ = b˜
avec
x˜ =
(
x¯
0k
)
et b˜ =
(
b¯
c
)
avec k = k1(n+ k2), c un vecteur inconnu de longueur k et
x¯ =


x1
0k2
...
xm
0k2

 et b¯ =


b1
c1
...
bm
cm


ou` chaque ci, 1 ≤ i ≤ m, est un vecteur inconnu de longueur k2.
Comme dans le cas scalaire, pour trouver le vecteur inconnu
ζ =


c1
...
cm
c


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on inverse a matrice C et on extraire un syste`me lline´aire,Mζ = g, dont la
solution est ζ. Ce syste`me sera de taille K ×K, avec K = mk2 + nk1 + k1k2.
On peut remarquer quelque structure dans M , mais elle n’est pas TBT (dans
le cas scalaire, on a obtenu un syte`me de Toeplitz). Le calcul de g demande une
multiplication d’une matrice de taille k1(n+ k2)×m(n+ k2) par un vecteur, et
m2 multiplications des matrices de taille k2×n par des vecteurs. Ceci demande
en total, pour calculer g, O(k1mn2 +2k1k2mn+ k1k22m+ k2m2n) flops, qui est
e´quivalent a` O(N3/2) flops. La re´solution du syste`me Mζ = g demande O(K3)
flops, ce qui est aussi e´quivalent a` O(N3/2) flops.
A la fin, la re´solution du syste`me Cx˜ = b˜ se fait en O((m+k1)(n+k2) log(m+
k1)(n+ k2)) flops, qui est e´quivalent a` O(N logN).
Cet algorithme est donc d’orde N3/2 flops.
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