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Abstract
In recent times, a phenomenon that threatens the representative democracy of many
developed countries is the low voter turnout. Voting Advice Applications (VAAs) are
used to inform citizens about the political stances of the parties that involved in the
upcoming elections, in an eﬀort to facilitate their decision making process and
increase their participation in this democratic process. VAA is a Web application that
calls the users and parties to state their position in a set of policy statements, which
are based on the current aﬀairs of their country and then it recommends to each user
the party that better ﬁts their political views. SVAAs, a social recommendation
approach of VAAs, on the other hand, base their recommendation on the VAA
community of users in a collaborative ﬁltering manner. In this paper we resort to
Hidden Markov Models (HMMs) in an attempt to improve the eﬀectiveness of SVAAs.
In particular, we try to model party-supporters using HMMs and then use these
models to recommend each VAA user the party whose model best ﬁts his/her answer
sequence of the VAA policy statements. HMMs proved to be eﬀective machine
learning tools for sequential and correlated data and this is the main rationale behind
this study. VAA policy statements are usually correlated and grouped into categories
such as external policy, economy, society, etc. As a result, opting from the various
answer choices in each policy statement might be related with selections in previous
and subsequent policy statements. Given that the order of policy statements is kept
ﬁxed within each VAA one can assume that (a) answer patterns (sequences of choices
for all policy statements included in the VAA) can be found that characterise ‘typical’
voters of particular parties, and (b) the answer choice in each policy statement can be
‘predicted’ from previous answer choices. For our experiments we use three datasets
based on the 2014 elections to the European Parliament (http://www.euvox2014.eu/),
which are publicly available through the Preference Matcher website
(http://www.preferencematcher.org/?page_id=18).
Keywords: Hidden Markov Models; Voting Advice Applications; collaborative
ﬁltering; expectation maximisation; recommender systems
1 Introduction
The low voter turnout is a phenomenon that aﬀects themost advanced democracies, since
many citizens are not represented properly. Ladner andPianzola [] speciﬁcallymentioned
Switzerland, where the voter turnout does not exceed % by . Citizens, partly be-
cause of their lack of knowledge on the political issues, tend to avoid this democratic deci-
sion making process. E-democracy tools provide the means to use Information and Com-
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Figure 1 A policy statement that was included in EUVox 2014 with the given set of answer choices.
munications Technologies (ICTs) in order to inform people about the political stances of
the parties who take part in the upcoming elections aiming to increase citizen participa-
tion and to promote direct involvement in political activities [].
Voting Advice Applications (VAAs) (according to Fivaz et al. [] this term is widely used
since ) are e-democracy tools that undertake the role of the ‘tipster’ and facilitate
citizens’ decision making process by matching their political stances with those of parties.
Findings have shown that VAAs’ recommendations aﬀect the decision making process of
a signiﬁcant part of voters, especially if these people are undecided, women, aged under
, or they are voting for the ﬁrst time [, ]. In addition, and as reported in some studies
[, ], in many cases VAAs were responsible for increasing the participation of citizens in
elections.
VAAs ask users and parties to ﬁll a speciﬁc questionnaire that contains a number of
policy statements (see a policy statement example in Figure ), which are created according
to issues that concern the nation in the time of elections and represent important political,
economic and social issues [, ]. The recommendation process that a VAA traditionally
follows contains two main steps: ﬁrst the users’ answers are matched with the parties’
answers and then the VAA ranks, in decreasing order of the matching score, the parties
according to party-user ‘similarity’ (see Figure  for party ranking based on party-user
similarity as computed in traditional VAAs).
In addition to the policy statements, many VAAs ask users to answer a number of sup-
plementary questions. One of these supplementary (opt in) questions is the vote intention
of user (i.e., which party the user intends to vote in the upcoming election). An example
of how the supplementary questions appear in the EUVox, the EU-wide VAA that was de-
signed for the  elections to the European Parliament, is shown in Figure . Here we
can see that the vote intention of the user for the European elections is found in the second
question. The vote intention variable is commonly used, to cluster the community of VAA
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Figure 2 Party ranking based on party-user similarity as computed in traditional VAAs (EUVox 2014,
Germany data).
Figure 3 The supplementary questions as they appear in EUVox 2014.
users into disjoint groups, in a social variation of VAAs, called SVAA, that is based on the
collaborative ﬁltering [] philosophy.
SVAAs have the same policy questionnaire with the traditional VAAs but provide a rad-
ically diﬀerent matching technique. In SVAA recommendation, parties’ answers are ig-
nored and recommendation is given based on the community of VAA users using collabo-
rative ﬁltering techniques [, ]. During the training phase of the SVAA design, a number
of groups is created corresponding to the parties that participate in the elections. Each
group includes the users that expressed vote intention for a speciﬁc party; thus, in the
training phase only the ﬁlled questionnaires of the VAA users that answered the vote in-
tention supplementary question and expressed preference for a particular party (i.e., they
did not choose answers like ‘not decided yet’ or ‘I will not vote’ and similar) are included.
VAA users who are clustered into the same group, which means they support the same
party, are likely to create similar answer patterns (i.e., ﬁll in the policy questionnaire in
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Figure 4 Party ranking based onmatching scores between party models and user’s answer pattern
(EUVox 2014, Germany data).
a similar way), since they commonly share the same political opinions. So, party models
can be created for each group to show the common way, if any, in which the users in each
group ﬁll the online questionnaire. Once party models are created, the SVAA starts its
operation phase. The sequence of answers (i.e., ﬁlled in questionnaire) of a VAA user feed
the partymodels and produce in their outputs party-user similarity scores. Recommenda-
tion is given to the user in a decreasing order of these similarity scores. An example of the
matching scores presented to the user according to the SVAA philosophy is shown in Fig-
ure . SVAAs proved to make better voting predictions than the traditional VAA match-
ing schemes between users’ and parties’ proﬁles [, ]. In addition, as recorded by users’
feedback through the emoticons shown in the right part of Figure  and Figure , SVAA
recommendation surpasses VAA recommendation in terms of users’ satisfaction [].
In order to tackle the recommendation problemof SVAAs,machine learning techniques
[, ] can be used to indicate the likelihood of a user to belong to a class of the VAA com-
munity of users; as alreadymentioned each class corresponds to a speciﬁc party. In essence
what is accomplished with machine learning is the modelling of parties groups based on
their users’ answer patterns, which are created by their responses to the online question-
naire. In this paper we investigate the application of HiddenMarkovModel (HMM) classi-
ﬁers for party-user similarity estimation, in an eﬀort to improve the eﬀectiveness of social
vote recommendation. HMM classiﬁers provide a way to apply machine learning to data
represented as a sequence of correlated observations []. Although the order in which
policy statements are displayed to users is not important in VAAs, the policy statements
are usually correlated and grouped into categories (e.g., external policy, economy, soci-
ety, etc). Thus, opting from the various answer choices in each policy statement might
be related with selections in previous and subsequent ones. Given that the order of pol-
icy statements is kept ﬁxed within each VAA one can assume that (a) answer patterns,
i.e., sequences of choices for all policy statements included in the VAA, can be found that
characterise ‘typical’ voters of particular parties, and (b) the answer choice in each policy
statement can be ‘predicted’ from previous answer choices.When users answer the policy
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statements, they are incrementally producing a sequence of symbols. Whenever a process
includes a sequence of dependent observations, HMM classiﬁers can be used tomodel in-
put sequences as generated by a parametric randomprocess. This is our basic rationale for
employing HMMs for obtaining similarity matching between parties and users in SVAAs.
An HMM classiﬁer models a sequence of symbols from observed data without knowing
the sequence of states it has to follow to generate these observations []. We assume that
VAA users, who support the same party, produce similar sequences of symbols (answer
patterns). Therefore,HMMclassiﬁers can be used (a) to create simple and compactmodels
for each party to show the ‘path’ that users, who support the same party, follow to answer
the online questionnaire, and (b) to classify every new user into the party in which is most
likely to belong, according to their given answers/symbols on the policy statements.
In short, the purpose of our paper is to introduce an SVAAmethod for similarity match-
ing between parties and users based on HMMs and investigate its performance based on
the accuracy of predicting their voting intention. We show that, even if the order in which
the policy statements are answered in a VAA does not really matter, the HMM classiﬁer
performs quitewell in estimating vote intention of unseen users. Nevertheless, theHMMs’
performance relies on the smooth distribution of samples per party and on the consistency
between the answers of the users, who are classiﬁed as belonging to these parties. There-
fore, in the cases where these conditions are not met, the results may not be satisfactory
and outlier and/or rogues detection may be required []. Experiments were also con-
ducted for a comparison of HMM classiﬁer with the traditional VAA party-user matching
method and other SVAA’s native solutions to recommend parties to users. We observe
that HMM classiﬁer shows the highest performance between the traditional party-coding
recommendation method and other party-supporters modelling methods.
To the best of our knowledge this is the ﬁrst time HMMs are used to compute party-
user similarity either in VAAs or in SVAAs. For our experiments we use three datasets
derived from EUVox . EUVox was sponsored ﬁnancially by the Open Society Ini-
tiative for Europe (European Elections ) and the Directorate-General for Communi-
cation of the European Parliament (area of Internet-based activities/online media )
to help voters to have quick access to information according to the political positions
of the parties that took part in the  elections to the European Parliament (see
http://www.euvox.eu/). The datasets diﬀer in size, in the number of parties partic-
ipating in the elections and in the population’s distribution percentage among the various
parties. The corresponding datasets are available to other researchers working in the areas
of VAA andWeb based recommender systems through the Preference Matcher website.a
2 Problem formulation
The basic aim of a traditional VAA is to recommend parties to users. In such a case
there is a set of N users X = {x,x, . . . ,xN}, a set of U policy statements (or issues)
Q = {q,q, . . . ,qU}, and a set of D political parties P = {p,p, . . . ,pD}. Each user xj ∈ X
and each political party pi ∈ P, has answered each policy statement qk ∈Q.
Based on their answers, every political party or user can be represented in a vector space
model:
xj = {x(j,),x(j,), . . . ,x(j,k), . . . ,x(j,U)} ()
pi = {p(i,),p(i,), . . . ,p(i,k), . . . ,p(i,U)}, ()
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where x(j,k),p(i,k) ∈ L are the answers of the j-th user and i-th party, respectively, to the
k-th policy statement. The vectors xj and pi are, usually, named user and party proﬁles
respectively.
A typical set of answers is a -point Likert scale: L = { (Completely disagree),
 (Disagree),  (Neither agree nor disagree),  (Agree),  (Completely agree),  (No
opinion)}. In several cases, and in themajority of SVAAmethods proposed so far, the sixth
point is not taken into consideration since it does not correspond to a particular stance
and it is usually replaced with the third point (Neither agree nor disagree). In this work
we keep the sixth point as a distinct emission symbol but not as a distinct state (see also
Section ). As a result the set L, in the context of this work, becomes: L = {, , , , , }.
In Figure  an example, of how the answer choices appear to VAA users, is shown.
The VAA recommendation task tries to approximate the unknown relevance h(j, i) of
user j to party i given the user and party answers xj and pj respectively, and then to suggest
a ranking of political parties based on user-party relevance. In machine learning terms,
the task is to approximate the hidden function h(j, i) with a function hˆ : RU × RU → R,
where hˆ(xj,pi) is the estimation of the relevance of user j with political party i. Typically








One of the supplementary (opt in) questions (see Figure ) that many VAAs ask users
to answer, in addition to the U policy statements, is the vote intention of user, i.e., which
party the user intends to vote in the upcoming election. SVAAs usually use the vote in-
tention variable vij to a-priori cluster VAA users into parties, i.e., party-supporters as in-
dicated by the vote intention variable are clustered together. Then statistical or machine
learning approaches are used to create party models. Thus, for every party i a model Mi
is created using as training examples the subset Tri of user proﬁles who expressed voting
intention for party i, that is Tri = [xj|vij = i]. Then these models can be exploited to pro-
vide a recommendation based on collaborative ﬁltering [] that takes advantage of VAA’s



















where Vj is the set of observations corresponding to user proﬁle xj and λi is the HMM
for party i created (see Section ). The solution of Eq.  is obtained with the aid of Viterbi
algorithm as usually happens in HMM classiﬁers [].
An HMM is a double stochastic process that models data evolving in time. It is deﬁned
by a latent Markov chain, which consists of a ﬁnite number of states, and a number of ob-
servation probability distributions for each state. At each discrete time instant, the system
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switches from one state to another, while an observation is produced by the probability
distribution according to the current state []. In an HMM, the states are not observable
(they are ‘hidden’), but an observation is generated as a probabilistic function of the state,
when the system visits the state [, ].
An HMM is described by three parameters: λ = (A,B,π ) (see more details in Section ),
which can be estimated based on specialised Expectation Maximisation techniques, such
as the Baum-Welch algorithm []. These parameters are calculated through several train-
ing iterations, by using the entire training data set at each time, until an objective function
is maximised. To avoid knowledge corruption, the data should be stored in memory and
be trained from start at each iteration; this is costly and time consuming. Therefore, in
real life, the datasets for training HMMs are often limited and this can signiﬁcantly re-
duce their performance since it heavily depends on the availability of a suﬃcient quantity
of representative training data to calculate the model’s parameters [].
HMMs have not being used in SVAAs so far; this is probably due to the fact that within
a VAA the observations corresponding to user’s answer choices are not time dependent.
However, as we already mentioned, user answer choices can be considered as a sequence
of correlated observationswhile the answer options (‘Completely disagree’, ‘Disagree’, ‘Nei-
ther agree nor disagree’, ‘Agree’, ‘Completely agree’) can be used as the HMM states. Under
these circumstances the HMMs can be applied to VAA, as we have a suﬃcient number of
states and a fairly rich set of data.
3 Methodology
An HMM is characterised by the following ([, ]):
• A set ofW discrete states S = S,S,S, . . . ,SW , with G = gg . . . gT to be the state
sequence (i.e., if we have gt = Si that means at time t the system is in state Si).
• A set of E observations V = v, v, v, . . . , vE , with O =OO . . .OT to be the sequence
of observations corresponding to states G.
• A state transition matrix A, that shows the probability of going from state Si to state
Sj: A≡ [aij] where aij ≡ P(gt+ = Sj|gt = Si).
• An observation emission matrix B, that describes the probability of observing ve in
state Sj: B≡ [bj(e)] where bj(e)≡ P(Ot = ve|gt = Sj).
• The probability distribution of being in the ﬁrst state of a sequence: π ≡ [πi] where
πi ≡ P(g = Si).
In our implementation we consider three states of the HMMs, i.e.,W = , S = {S,S,S}
labeled as S:‘Negative’, S:‘Neutral’ and S:‘Positive’ corresponding to answer choices S:
(Completely disagree, Disagree), S: (Neither agree nor disagree, I have no opinion), and
S: (Agree, Completely agree) that could be given in the U policy statements of the VAA
questionnaire. We chose grouping the answer choices, since separation between the di-
rection (agree/disagree) and intensity (completely) is often diﬃcult to be done by respon-
dents, who are asked to think along multiple dimensions. In addition VAA users tend to
avoid taking ‘extreme’ positions in the Likert scale; as a result diﬀerences between ‘Com-
pletely Agree’ and ‘Agree’ and ‘Completely Disagree’ and ‘Disagree’ create noise rather
than more subtle classiﬁcation. This phenomenon can lead to measurement contamina-
tion []. In addition, during initial experimentationwe observed thatHMMs can bemore
easily created if only three states are considered, in terms of eﬃciency (training time) and
eﬀectiveness (performance).
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Every state sequence G has length equal to the number of policy statements, i.e., T =
U =  while the mapping from a user proﬁle xj (see also Eq. ) to an emission sequence
Vj = {vj, vj, vj, . . . , vjE} is obtained as follows:
vjq = x(j,q) + |L| · (q – ), ()
where x(j,q) is the answer choice of user j to policy statement q (q = , . . . ,E), L is the set of
answer options (see also Section ) and |L| is its cardinality (number of answer options in
the policy statements, in our case |L| = ). For instance if a VAA user selected ‘Completely
Disagree’ in the st policy statement, then the recorded observation in the st place of the
sequential answers of the voter would be:  +  ∗ ( – ) = ; whereas if the answer choice
in the rd policy statement was ‘I agree’, then the observation +∗ (– ) =  would
be registered in the rd place of the Vj sequence.
As already mentioned an HMM is fully described by three parameters: λ = (A,B,π ).
In this work we consider that each party users can be modelled by an HMM λi. The way
VAAusers respond to the ﬁrst policy statement diﬀers among users, who support diﬀerent
parties, reﬂecting into diﬀerent πi; the same holds for any other policy statement reﬂecting
in diﬀerent Bi while theway answer choices are given in two consecutive policy statements
also varies among diﬀerent party supporters reﬂecting into diﬀerent Ai.
4 Related work
4.1 Recommender systems in politics
Recommender Systems (RSs) are software tools and techniques, which recommend prod-
ucts or services to be exploited by a user, in an eﬀort to help them decide what they really
need from the sheer volume of data that many modern online applications manage. Fo-
cusing in the problem of the information overload [], these systems are widely used in
e-commerce [, ], where they make proposals for consumers of products to buy, as well
as in e-government, e-business, e-library, e-learning, e-tourism, e-resource services and
e-group activities [].
E-government is a way to use the combination of information technology, structural
changes and new skills in public administration to improve the quality of public services,
reinforce the democratic process and support community objectives []. Teran et al. []
used a fuzzy recommender system for e-elections in e-government to inform citizens
about candidates and enhance their participation in democratic processes. They intro-
duced the fuzzy clustering analysis, which provides a graphical representation of political
parties distributed in clusters, so as to give the opportunity to citizens to examine the
behaviour of candidates and ﬁnd similarities among them.
Dyczkowsk and Stachowiak [] presented a content-based recommender system of
elections that suggest a candidate to a voter, according to the intuitionistic fuzzy (IF)-set
theory. They found that IF-set theory can suﬃciently model incomplete knowledge about
the political positions of a candidate and operate successfully on that information. They
also developed a Web application that is intended to be a universal platform for creating
recommender systems for elections.
4.2 SVAAmethods
Researchers from diﬀerent research ﬁelds deal with many aspects of VAAs []. Some of
them concern for whether VAAs urge citizens to vote and whether the recommendation
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made by these systems aﬀects the ﬁnal vote decision [, ]. Some others show interest in
the design of VAAs and especially to party-user similarity estimation methods that can be
adopted to predict voting intention [–].
Katakis et al. [] noticed that voters often do not agree with the political positions of
the party that they intend to vote, but they support it since they are aﬀected by family,
friends and community. Therefore, they inspired by community’s inﬂuence and proposed
an alternative matching technique in VAAs that compares the answers sequence of a user
(i.e., its proﬁle xj) to those of other VAA users to ﬁnd similar ones. Then, recommen-
dation is given based on the distribution of voting intentions of the similar users. Their
rational was that VAAs are, in essence, recommendation tools applied in e-politics sce-
narios. Thus, use of collaborative ﬁltering approaches could be easily adopted. Based on
this conceptualisation they presented the so-called Social VAA (SVAA), which proved to
make better voting predictions than the traditional matching schemes between users’ and
parties’ proﬁles. In their paper they resorted to clustering and classiﬁcation approaches
for generating vote advice in SVAAs. They showed that party-supporters modelling based
on data mining classiﬁers and Support Vector Machines, achieve the best performance.
Tsapatsoulis andMendez [] dealt with building party models for SVAAs based not on
voting intention but on the probability to vote each one of parties participating in the Ger-
man elections in . They compared aMahalanobis Classiﬁer, aWeightedMahalanobis
Classiﬁer and function approximation approaches (i.e., regression) and they concluded
that there is nomuch gain when using the probability to vote instead of the vote intention.
Among the compared methods they noticed that non-linear party modelling techniques,
such as neural network based ones, outperform the linear methods like Mahalanobis.
Tsapatsoulis et al. [] in an eﬀort to provide practical design guidelines for SVAAs dealt
with the problem of ﬁnding theminimumnumber of VAAusers required to build eﬀective
party models. They limited their analysis to the Mahalanobis Classiﬁer for minimise the
factors inﬂuencing their research questions. They found that, as the number of parties
modelled increases the performance of recommendation decreases, in terms of the Mean
Average Precision (MAP) [] and F-measure []. In addition they showed that eﬀective
party-supporters models can be built based on a rather small number of user proﬁles.
4.3 HMM for similar problems
When there is a suﬃcient number of hidden states with a rich class of observation dis-
tributions, the HMMs can accurately represent probability distributions in complex real
world problems and create simple and compact models []. Thus there are various ap-
plications of HMMs in diﬀerent research areas such as in diverse sequence recognition
tasks [], in the design of automatic speech recognition systems [, ], in natural lan-
guage processing [], in online character recognition of handwriting [] and signature
veriﬁcation [], in bioinformatics [], as well as in automatic translation tasks [].
Netzer et al. [] referred to anHMMthat relates the latent relationship states to the ob-
served buying behaviour of a customer, investing in customer relationship management.
The proposedHMMenables the company to update the customer proﬁle over the time by
understanding the evolution of customer relationships through the time andmakes it pos-
sible to create a long term purchasing behaviour by recognising the marketing activities
that are preferred in building customer-brand relationships and by predicting the future
choices better than other benchmark models.
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Sahoo et al. [] assumed that the user’s behaviour changes with time and proposed
HMMs to correctly interpret the blog reading behaviour of users and make personalised
article recommendations. They found that the proposed method leads to better article
recommendation than the existing recommender systems do. Sahebi et al. [] applied
HMMs and other clustering algorithms in Web usage-based recommender systems. By
comparing their performance, they showed that HMMs outperformed the other algo-
rithms.
Although there is enough evidence about the appropriateness of HMM classiﬁers for
SVAA recommendation, they have not been applied so far, probably because there are
simpler machine learning techniques that can be used instead. However, we strongly be-
lieve that HMMs have an advantage compared to those methods: they can capture the
correlation between answers in diﬀerent policy statements.
5 Experimental results
5.1 Datasets
In this paper, experiments were conducted to measure the performance of voting predic-
tion, i.e., the accuracy of predicting the vote intention of the users, by applying an HMM
classiﬁer to VAA data (ﬁlled in questionnaires). Comparisons with the traditional VAA
party-user matchingmethod and other party modelling techniques were also done. Three
datasets derived from EUVox  and corresponding to three diﬀerent countries elec-
torate (Cyprus, Germany andGreece) were used in the experiments. EUVox is an EU-wide
VAA that was designed for the  elections to the European Parliament. Its question-
naire consists of  policy statements and it is based on European-wide issues, issues that
are salient for citizens in a particular region, and country-speciﬁc issues. All policy state-
ments devised using the same criteria across all cases, which ensure that users can ﬁnd
many issues that are relevant to their daily lives and at the same time the policy statements
capture both the supranational and the national dynamic of party competition. The policy
statements are clustered into three groups according to themain issue in which they refer:
(a) European Union, (b) Economy and (c) Society.
To be able to calculate the performance of the voting prediction, we took into consid-
eration only the users who expressed vote intention for a speciﬁc party. Therefore, the
questionnaires of the users, who did not answer the supplementary question on voting
intention, or answered either ‘not decided yet’ or ‘I will not vote’ were exempted. Approx-
imately % of the VAA users expressed voting intention for a speciﬁc party. The main
characteristics of the ﬁltered datasets are summarised in Table . For the evaluation, we
randomly divided the users in each one of the datasets into a training set and a test set
[] in a : proportion. Figure  presents the distribution of samples per party in the
training sets of the three datasets.
As training set Tr = {(xj, vij)|j = , . . . ,Nl, vij = Ø} we set the vectors xj corresponding to
users’ answers to the online questionnaire, along with the corresponding vote intention









Cypriot 1,897 1,138 759 7
German 5,180 3,108 2,072 7
Greek 26,243 15,746 10,497 9
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Figure 5 Distribution of samples per party in the
training set for (a) Cypriot dataset, (b) German
dataset, (c) Greek dataset.
vij that refers to the party number. After training, the created HMM classiﬁer (i.e., the
set of party models) was used to predict the vote intention of the users in the test set
Te = {(xt , vit)|(xt , vit) /∈ Tr, t = , . . . ,Nt , vit = Ø}, which is a set of vector and vote intention
pairs (xt , vit) not used in the training set.
The datasets were chosen such as to diﬀer in size. The samples of the Cypriot dataset
are few, since less than , users of the Cypriot dataset ﬁlled properly the online ques-
tionnaire and expressed at the same time their vote intention. The Greek dataset is ap-
proximately  times bigger than the Cypriot dataset. The number of samples in German
dataset is slightly larger than the number in the Cypriot dataset, but it was preferred be-
cause it is characterised by a rather smooth distribution of samples per party, which is
not the case in the Greek and Cypriot datasets. Furthermore, the number of parties varies
among the selected datasets while the same happens for the population’s distribution per-
centage among the various parties. The mentioned diﬀerences helped us to examine the
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behaviour of HMMswhen there is no suﬃcient number of data points per party and when
the number of samples varies among parties.
5.2 Evaluation framework
To evaluate the voting prediction performance of HMMs, we resort to well-known mea-
sures deﬁned in the ﬁeld of information retrieval []. Speciﬁcally Precision, Recall, F-
measure [] and Mean Average Precision [] are computed for all users, who support
a particular party and a weighted average is calculated. The Appendix provides a clear
deﬁnition of these metrics in the context of the current work.
5.3 Results and discussion
Experiments were designed to investigate the performance of social voting recommen-
dation by using HMMs for similarity matching between parties and users in VAAs. The
HMMs were trained with the aid of the HMM Toolbox of Matlab, which was built by
Kevin Murphy in  and it uses the Baum-Welch algorithm for estimating parameters
of HMMs with discrete outputs []. We created an HMM λi = (Ai,Bi,πi), for every party
in each one of the datasets. Thus, we concluded with seven HMMs for the Cypriot and
German datasets and nine HMMs for the Greek dataset.
The experimental process that was adopted for each one of the datasets involves the
following steps: First the parameters of the partymodels were initialised by random guess.
Then the algorithm was updating the parameters iteratively until convergence, by using
the training setTr. After training the partymodels, the createdHMMclassiﬁerwas applied
to the test set Te to classify unseen users into the most probable party class, i.e., if the
user’s answer pattern was most likely to ﬁt with the i’th party model, then the user was
classiﬁed into the party pi. In the end, to examine the voting prediction performance of
HMMs, the real vote intention of each user in the test set was compared to their predicted
vote intention (the party id of the party in which they were classiﬁed) and an overall score
of how well the algorithm performed was calculated. For that the Precision, Recall and
F-measures were computed for all users in a particular party and then a total weighted
average was estimated. In Tables - the results for each party of the Cypriot, German
and Greek dataset, respectively, are shown.
Additional experiments were also conducted to compare the performance of the HMM
classiﬁer with the traditional party-user matching method of VAAs and other classiﬁers
that were applied for similarity matching between parties and users in SVAAs. Tables -
show the total weighted averages for Precision, Recall and F-measure as well as the Mean
Average Precision (MAP) by applying various algorithms to each one of the datasets. The
traditional VAAmethod of voting recommendation is referred as ‘Party Coding’, while the
Table 2 The results of HMMs for each party - Cypriot dataset
Party Recall Precision F-measure
1 0.7569 0.7842 0.7703
2 0.7198 0.9030 0.8011
3 0.2258 0.2029 0.2137
4 0.1538 0.2308 0.1846
5 0.2174 0.0694 0.1053
6 0.2593 0.4468 0.3281
7 0.6780 0.3922 0.4969
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Table 3 The results of HMMs for each party - German dataset
Party Recall Precision F-measure
1 0.7801 0.3412 0.4747
2 0.3079 0.5177 0.3861
3 0.4573 0.4438 0.4505
4 0.6227 0.6592 0.6404
5 0.2621 0.7500 0.3885
6 0.7807 0.8380 0.8083
7 0.1736 0.2500 0.2049
Table 4 The results of HMMs for each party - Greek dataset
Party Recall Precision F-measure
1 0.3807 0.6176 0.4711
2 0.5150 0.7434 0.6085
3 0.0799 0.2252 0.1179
4 0.4593 0.1390 0.2134
5 0.4451 0.4057 0.4245
6 0.4935 0.5971 0.5404
7 0.6341 0.0880 0.1546
8 0.0691 0.3542 0.1156
9 0.6612 0.2539 0.3670
Table 5 The aggregate results of party models by applying various algorithms to the Cypriot
dataset
Method Recall Precision F-measure MAP
Party Coding 0.4875 0.6247 0.5746 0.6554
HMM 0.5968 0.6525 0.6234 0.7306
Mahalanobis 0.6100 0.5936 0.6017 0.7384
KNN 0.6166 0.5543 0.5838 0.6992
Table 6 The aggregate results of party models by applying various algorithms to the German
dataset
Method Recall Precision F-measure MAP
Party Coding 0.4913 0.4731 0.4820 0.6788
HMM 0.5458 0.5811 0.5629 0.7203
Mahalanobis 0.5106 0.5341 0.5221 0.6856
KNN 0.4913 0.4995 0.4954 0.6625
Table 7 The aggregate results of party models by applying various algorithms to the Greek
dataset
Method Recall Precision F-measure MAP
Party Coding 0.3574 0.4783 0.4091 0.5627
HMM 0.3966 0.5237 0.4514 0.6099
Mahalanobis 0.3732 0.5178 0.4338 0.5798
KNN 0.4794 0.4545 0.4666 0.6336
KNN refers to k-nearest neighbour classiﬁcation [, ]. The aggregate results of HMMs
obtained in the German and Cypriot datasets outperform the ones obtained in the Greek
dataset. Also, HMM classiﬁer achieved better overall performance than the other applied
methods.
The HMM classiﬁer achieved a very good prediction performance for the Cypriot
dataset. Actually it responded extremely well on the two ﬁrst parties, which concentrate
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the major percentage of users (see Figure (a)) and their users seem to have consistency
on their answer patterns. The low performance in vote prediction for the users of small
parties is mainly due to insuﬃcient number of samples (see the results in Table ). How-
ever, even if the two ﬁrst parties hold the majority of users, these users are less than the
samples N = U (U is the number of policy statements in the questionnaire) that Tsap-
atsoulis et al. [] mentioned as the required number for training party models when the
Mahalanobis classiﬁer is used. This makes us understand that HMMs can be eﬀectively
trained even with few training samples, when these samples form a single cluster in the
U-dimensional hyperspace.
The quite smooth performance across parties in the German dataset, as it can be seen in
Table , occurs due to the smooth distribution of samples per party (see Figure (b)) along
with the homogeneity of the answer patterns among the users in each party. Even so, the
prediction performance for the sixth party, which holds the majority of the users, exceeds
the performance of the others. Consequently, the results for the seventh party, which has
the smallest distribution of samples in the training set, are the worst.
The vote prediction performance of HMMs for the Greek dataset is controversial (see
Table ) and varies signiﬁcantly among parties. Once again the HMM for the party with
the highest number of users, i.e., the second party, achieved the best score. The non-
accurate results for the small parties caused mainly due to insuﬃcient number of sam-
ples. Nevertheless, there are cases of parties with fewer samples, such as the ﬁfth and
sixth, whose HMMs performed better than parties with more samples such as the ﬁrst
and eighth party. By carefully examining these cases in Table  we see that the low num-
ber of samples reﬂects in unbalanced recall and precision scores, which in turn lead to
low F-scores, while the poor performance for the other parties is possibly due to non-
homogeneity of user proﬁles, which leads to low scores in both recall and precision.
Non-homogeneity within the users in parties occurs for various reasons, such as diﬀerent
political background and diﬀerent view for the various categories of policy statements.
For instance, the supporters of the same party might have a common view on economy
but totally diﬀerent in EU policy issues. As we explain later in the Conclusion section,
within party clusters can be investigated separately by modelling data from each spe-
ciﬁc cluster through a Gaussian distribution and then generating mixture of Gaussians
taking into account the ratio of each source [, ]. It is known that whenever the dis-
tributed data are asymmetric and multi-modal, a mixture of Gaussians can be used to
model them [].
The overall performance of the HMM classiﬁer in predicting vote intention in SVAAs is
very satisfactory (see the aggregate results of HMMs obtained in each one of the datasets
in Tables -). Thus, the use of HMMs, which are based on the conditional probabili-
ties of the VAA users’ answers, seems to be quite eﬀective. That was expected since the
policy statements in VAA questionnaires are usually correlated and grouped into cate-
gories representing speciﬁc political issues. Therefore the answer choice to each policy
statement can be ‘predicted’ from previous answer choices. Also the policy statements are
answered with a speciﬁc display order, from the ﬁrst to last one, and is kept constant for
a speciﬁc VAA creating sequences of symbols. The users who support the same party are
likely to create similar sequences of choices to policy statements (answer patterns), since
they commonly share the same political opinions. So, an HMM classiﬁer, by recognising
the given answer patterns of users, who are classiﬁed in each party according to their vot-
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ing intention, is able to create simple and compact models for each party and make quite
well predictions on unseen data. We noticed, however, that imperfect modelling might
happen due to insuﬃcient number of samples in the party or because of no or low co-
herence between the proﬁles of users, who are classiﬁed into the same party. Even so, the
non-accurate results for small parties do not critically aﬀect the design of social recom-
mendation, something that was also reported by Tsapatsoulis et al. [].
By applying HMMs to SVAAs we realised that HMM classiﬁer’s performance is clos-
est to that of Mahalanobis classiﬁer’s (see the aggregate results in Tables -). However,
the HMM classiﬁer achieved better performance than the Mahalanobis classiﬁer and the
other machine learning algorithms applied. In almost all cases machine learning tech-
niques outperform the traditional VAA party-user matching method; this is in agreement
with conclusions of previous studies (see Agathokleous et al. [], Katakis et al. [], Tsap-
atsoulis and Mendez [], Tsapatsoulis et al. []). Finally, we can see in Table  that the
k-nearest neighbour classiﬁcation (KNN) has better Recall, F-measure and MAP scores
than theHMMclassiﬁer in theGreek dataset. The KNN classiﬁer ﬁnds the k-nearest users
in the training set, whose answer patterns are nearest to the answer pattern of the user
under question. Then it assigns to this user the party id of the party that has the small-
est expected misclassiﬁcation cost among the parties with the k-nearest users []. In our
case we chose to take into consideration the three nearest users (i.e., k = ) and use the
Euclidean distance metric. The good results of KNN classiﬁer reinforce, even more, the
remark made previously about the multi-modal distribution of user proﬁles within the
same party in Greek dataset, since it takes into account only the nearest users and not all
the users in a party group.
6 Conclusion
This study was conducted in order to investigate whether HMMs could improve the eﬀec-
tiveness of social voting recommendation. We based on the idea that while the users are
answering the VAA policy statements, they are incrementally producing sequences of ob-
servations (answer patterns) that might characterise ‘typical’ voters of particular parties;
thus, an HMM classiﬁer, whose ability to capture correlations in symbol sequences would
be beneﬁcial.
The performance of the HMM classiﬁer in SVAA, according to Recall, Precision and
F-measure is quite promising. We observed that, even if the order in which policy state-
ments are displayed in VAAs does not actually matter, the HMMs perform very well in
estimating the vote intention of users taking into account the intra-sequence correlations.
This is not a surprise as the SVAAs are based on the party-supporters models and HMM
classiﬁer creates simple and compact models by identifying the ‘path’ that users, in each
party, follow to answer the online questionnaire. Also, the policy statements in VAAs are
grouped according to the issue category that they represent. The statements that refer on
the same subject are correlated and are evaluated in a similar way by users having simi-
lar political views. Therefore, what answer is going to be given on a policy statement is
dependent on what was observed on a previous one from the same subject category. By
ﬁnding the conditional probability in which a statement is given according to a statement
that has already occurred, the HMMs can eﬀectively provide vote recommendation.
From our experiments we realised that the HMM classiﬁer outperforms the traditional
party-coding recommendation method and other party-supporters modelling methods.
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In addition we noticed that the prediction performance of HMMs depends on the consis-
tency between the answers of the users in each party and the distribution of samples per
party. In general, the parties, with the majority of users achieved the best performance in
all three datasets, even in the case of the Cypriot dataset, where the two ﬁrst parties had
the biggest distribution of samples in the training set, but the number of these samples is
small. This lead us to the observation that HMMs can be eﬀectively trained even with few
training samples, when these samples form a single cluster in the policy statements hy-
perspace. In cases, where the proﬁles of party-supporters create a multi-modal clustering
in the policy statements hyperspace due to diﬀerent political backgrounds and diﬀerent
views in the various categories of policy statements, the results tend to be poor. Under
these circumstances, the use of mixture of Gaussians [, ] or diﬀerent clustering tech-
niques [, , ] could be beneﬁcial. In the near future we plan to tackle this problem
by using per party and per category of policy statements HMMs. Thus, a combination of
HMMs for party-supporters modelling will be pursued to account for the multi-modal
distribution of VAA user proﬁles within the same party.
7 Declarations
List of abbreviations: This list shows the abbreviations in the order they appeared in the
text:
VAA Voting Advice Application
HMM Hidden Markov Model
ICTs Information and Communications Technologies
EU European Union
SVAA Social Voting Advice Application
RSs Recommender Systems
IF-set Intuitionistic Fuzzy set
MAP Mean Average Precision
KNN k-nearest neighbour
Appendix: Formal deﬁnition of evaluationmetrics
Let us deﬁne Xq as the set of users that expressed a voting intention for party pq, that is:
Xq = {j|j : vij = pq}. ()
Let us also deﬁne as Xv the set of users who expressed a voting intention for any one of






We also deﬁne the setGq as the set of users who expressed a voting intention for party pq
and the social VAA recommendation coincides with their voting intention, and Fq the set
of users who expressed a voting intention for a party other than pq but were recommended
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pq by the social recommendation, i.e.,
Gq =
{













L(j, i | xj)
)}
. ()
With the aid of the deﬁnitions above we can formally deﬁne the per party Precision (Prq)
and Recall (Req) measures as follows:
Prq = |Gq||Gq| + |Fq| , ()
Req = |Gq||Xq| , ()
where |A| denotes the cardinality of set A.
The F-measure for a particular party pq is deﬁned as usual with the aid of Prq and Req:
Fmq =  · Pr
q · Req
Prq + Req . ()
The overall Precision (Pr), Recall (Re) and F-measure (Fm) are computed as weighted



















Let us consider the social voting recommendation list for user j as an ordered set Oj,





q , . . . ,p
j
qD |pjq > pjq > · · · > pjqD
}
, ()





(L(j, i|xj))). Let us








Every time the actual voting intention of user j appears ﬁrst in his/her social voting rec-
ommendation list Oj, we have the best prediction and rj =  (i.e., vj = pjq ). However, even
if the real voting intention is ranked second or third the user feels rather satisﬁed. By con-
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sidering this notation Average Precision [] of user j is given by:
AvP(j) = rj
. ()







where Nt is the number of users in the test set.
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