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A good model is a model that encapsulates the initial process 
and therefore represents a close estimate to the true model that 
generated the data. However, whenever there is more than one 
model to be considered, selection decision needs to be based 
on its competence to generalize, which is defined as a model’s 
ability to fit not only current data but also to forecast future 
data. There have been various procedures suggested to date, 
whether through manual or automated selections, to choose 
the best model. This study nonetheless focuses on an 
automated selection for multiple equations model with the use 
of iterative estimation method. In particular, an algorithm on 
model selection for seemingly unrelated regression equations 
model using iterative feasible generalized least squares 
estimation method is proposed. This estimation method is 
equivalent to maximum likelihood estimation at convergence. 
Therefore, the algorithm is known as SUREIFGLS-
Autometrics. Simulation and real data analyses were 
conducted to assess the performance of the algorithm. The 
simulation results reveal that the algorithm shows almost 
similar performances for all conditions involved.  Meanwhile, 
real data analysis using water quality index displays excellent 
accomplishments when compared to other selection 
procedures. Consequently, iterative feasible generalized least 
squares method is regarded as a more suitable estimation 
method in this automated selection. It can also be seen that 
simultaneous selections outperform the individual selections. 
This strategy by executing simultaneous selection with 
iterative estimation method is therefore proven to outclass in 
this analysis. 
Keywords: automated model selection, multiple equations, 
iterative feasible generalized least squares 
 
INTRODUCTION 
Model selection comprises addition and elimination of 
variables until some termination conditions are fulfilled. This 
procedure is performed in order to decide the most 
satisfactory model rather than choosing it at random. 
Nevertheless, misspecification may occur whenever the 
significant variables are absent from the model, functional 
forms are not properly chosen or the model failed any tests of 
diagnostic checking. This is why model selection mechanism 
is vital, since a model is functioned to capture the principles 
of an event [1].  In general, a simpler model is more preferred, 
ceteris paribus, in comparison to excessively large one. A 
model should thus be reliable with the theory related apart 
from being parsimonious. When a model is used for 
forecasting, the model is supposed to have the coefficients 
with the right signs. 
Model selection is not limited to single equation models only. 
Variables may also be grouped in other single equation 
models settings. Therefore, it seems right for these several 
equations to be combined and handled as a system of 
equations in these situations. The word "system" means that 
the equations are to be considered collectively, instead of 
individually. Simultaneous equations model, vector auto-
regression models and seemingly unrelated regression 
equations (SURE) models are a few examples for this kind of 
system [2]. By joining all the equations together, the 
advantages can be seen more in describing the dynamic 
composition of the actual procedure since it considers all 
relationships happened, i.e individual equation relationships 
and interaction of all the relationships. Accordingly, a set of 
equations may provide more information than sum of single 
equations. At the same time, this information can play a big 
role throughout the analysis by providing more knowledge on 
the causal relationships and constructions included, besides 
making more accurate forecasts [3]. 
 
SEEMINGLY UNRELATED REGRESSION 
EQUATIONS (SURE) 
In model building analysis, multi-equations model which use 
both cross section and time series data are very common. This 
includes the SURE model which was introduced in [4], [5], 
where the analysis is for a system of multi-equations with 
cross-equation parameter restrictions and correlated error 
terms. Most of applications of the SURE model arises in 
econometric, financial and sociological modelling [4], [6], [7]. 
SURE is a multivariate regression model with dependent 
variables that follow a joint Gaussian distribution. Usually 
different regressions contain different independent variables 
and seem “unrelated”. However, due to the correlated 
response variables the regressions are only “seemingly 
unrelated” and contain valuable information about each other. 
The model, which consists of some equations, is a 
generalization of a linear regression model. Even though the 
error terms are assumed to be correlated across the equations, 
every equation can be estimated individually. This is because 
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each equation stands on its own with dependent variable and 
possibly different sets of regressors. Hence, these equations 
are ‘seemingly unrelated’. The rationale of SURE modelling 
is to gain efficiency in estimation by combining information 
on different equations and to impose or to test restrictions that 
involve parameters in different equations [4].  
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which can be written in general form, 
1 1 1i i
i i i i
T T k k T   
 y X uβ ,  i = 1, 2, …, m   (2) 
where yi is vector of T identically distributed observations for 
each random variable, Xi is a nonstochastic matrix of fixed 
variables of rank ki, i is vector of unknown coefficients, and 
ui is a vector of disturbances.  
 
Feasible Generalized Least Squares (FGLS): 
The SURE model in econometric analysis can be 
distinguished in different cases [8].  One case is where the 
equations are contemporaneously uncorrelated disturbances.  
This is actually a classical multivariate linear regression 
model if it assumed that the same regressors are associated 
with all the response variables. Thus, the efficient and best 
linear unbiased estimators are given by ordinary least squares 
(OLS). Another case is when the equations have identical 
regressor but contemporaneously correlated disturbances. It is 
well known that the generalized least squares (GLS) 
estimation method is more efficient since the OLS ignores the 
correlations of the disturbances. However, in most cases, the 
covariance of disturbances  is unknown, and hence GLS is 
not feasible. Therefore, [4] and [5] proposed feasible 
generalized least squares (FGLS) where  is replaced by a 
consistent estimator. 
Kmenta and Gilbert [9] discussed procedure of iterating FGLS 
in their experiments. A new estimate of Ω resulting from a 
new set of residuals that was calculated using FGLS estimates 
of regression coefficients can be used for obtaining new 
estimates of the regression coefficients β, and so on. Prior to 
that, this was seen as a possibility by Zellner [4]. He gave the 
impression that the iterative estimates have the same 
asymptotic properties as the two-stage estimates. Moreover, 
iterative FGLS (IFGLS) estimator of β is also consistent, 
given that the FGLS estimator β̂ is a consistent estimator of β 
and Ω̂ is a consistent estimator of Ω. Estimates based on 
FGLS residuals would be expected to be more efficient than 
those based on OLS residuals since the FGLS estimates are 
asymptotically efficient while the OLS estimates are not. 
Consequently, it would direct one to anticipate the IFGLS 
estimates to be superior to FGLS estimates.  
Furthermore, Dhrymes [10] verified similarity of two 
procedures. Numerical equivalence would be attained at every 
step as two iterations start from same initial estimate of Ω. If 
the procedure converges, the asymptotic distribution of the 
convergent iterates is also known, then it is maximum 
likelihood (ML) estimator due to iteration of FGLS estimator 
from an initial consistent estimate of Ω. This is supported by 
Park [11] who showed that when the convergence criterion is 
selected as the difference between two consecutive values of 
the log-likelihood function, this iterative two-stage estimation 
converges to ML estimators of Ω and β.  
 
AUTOMATED MODEL SELECTIONS 
An automated approach has been seen as a more preferred 
technique as contrast to manual approach in model selection 
analysis. With an aim of choosing the most appropriate model, 
an algorithm is developed to provide a rule in guiding the 
researchers a step-by-step procedure to formulate and testing 
the model. Advancement in automated model selection had 
led Hendry and Krolzig [12] and Doornik and Hendry [13] to 
develop PcGets and Autometrics computer programmes, 
respectively. Both programmes handle individual selections 
for multiple equations models, but different from each other in 
terms of search methods. PcGets has two major parts. First 
part is estimation and diagnostic testing of the general 
unrestricted model. Second part is selection of the final model 
by (i) pre-search simplification of the general unrestricted 
model (ii) multi-path (and possibly iterative) selection of the 
final model and (iii) post-search evaluation of the final model. 
The algorithm in Autometrics also has similar characteristics 
with PcGets. Yet, Autometrics applies a tree search method, 
with modifications on pre-search simplification and on the 
objective function.  
As a continuation in automated model selection, Ismail [14] 
invented SURE-PcGets, while Yusof [15] developed SURE-
Autometrics, where both were algorithms for multiple 
equations. These two algorithms had utilized the advantages 
of automated model selection and system of equations in 
SURE model concept. SURE-PcGets focused on an extension 
of PcGets algorithm for multiple equations of SURE. Ismail 
[14] revealed that the simulation results proved the success of 
implementing the algorithm in identifying the true model.  
Meanwhile, SURE-Autometrics was developed by adapting 
the work by Ismail [14]. Two approaches had been considered 
in this study; (i) model selected by OLS weighed against 
model selected by FGLS (ii) model selected by OLS and then 
estimated by FGLS against model selected and estimated by 
FGLS simultaneously. The first approach was aimed to see 
how strongly the performance of single equation estimation 
and system estimation differ, whereas the purpose of the 
second approach was to show the differences between single 
and simultaneous process of selection. Yusof [15] showed that 
SURE-Autometrics managed to exclude more irrelevant 
variables when the correlation strength was high if the model 
was to be selected and estimated simultaneously. This first 
attempt using Autometrics to merge the joint estimation and 
model selection of the entire SURE system has opened up 
more possibilities in the research of SURE itself. Therefore, 
International Journal of Applied Engineering Research ISSN 0973-4562 Volume 11, Number 23 (2016) pp. 11403-11408 
© Research India Publications.  http://www.ripublication.com 
11405 
this paper is intended to measure the performance of SURE-
Autometrics, but with the use of IFGLS estimation method. 
The algorithm is renamed as SUREIFGLS-Autometrics. 
 
SUREIFGLS-Autometrics : 
This study intends to modify SURE-Autometrics algorithm. 
The development of the SUREIFGLS-Autometrics still adopts 
the original SURE-Autometrics where four stages are involved 
as seen in Figure 1. As opposed to FGLS estimation method 
in most SURE models, the original SURE-Autometrics 
algorithm is altered with the use of IFGLS method. This 





Figure 1: Similarities and Differences between SURE-Autometrics and SUREIFGLS-Autometrics 
 
Stage 1: Specification of initial GUM 
The algorithm begins with Stage 1 by specifying the initial 
generalized unrestricted model (GUM). The IFGLS estimation 
of initial GUM initializes the whole search procedure. Every 
equation in SURE model is also estimated by OLS estimation 
method separately and tested for any misspecifications using 
the diagnostic tests to check on the contemporaneous 
correlation errors, normality errors, parameters constancy, 
autocorrelation, unconditional homoscedasticity and 
conditional homoscedasticity along with the independence 
test.  
Stage 2: Pre-search reduction 
This pre-search reduction is where the algorithm can still 
operate with or without it.  It is added to reduce computational 
effort since highly insignificant variables are deleted. This 
stage consists of (i) encompassing tests to ensure that the 
simplified model is a valid reduction of the initial system of 
GUM, (ii) closed lag reduction to test a group of lags from the 
largest lag downwards and discontinue once a lag cannot be 
deleted, and (ii) common lag reduction to test all the 
remaining lags starting from the least significant. 
Stage 3: Tree search method 
In this stage, the whole spaces of models are generated by the 
variables in the initial model. Four reduction principles are 
involved here, as below: 
i. Pruning is done when one variable is considered for 
deletion. 
ii. Bunching is implemented when variables are 
grouped for deletion instead of one variable at one 
time. 
iii. Chopping happens when a highly insignificant bunch 
is eliminated permanently from the search procedure 
iv. Model contrast principle enables modeler to find out 
minimum bunch along the path that must be deleted 
to give a different model. 
 
Stage 4: Tiebreaker 
Finally, the tiebreaker stage, is applied when there are 




Simulation analysis was aimed to evaluate the performances 
of the proposed algorithm in searching for the true model 
specification. The experiment was designed according to [14], 
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The following models were the test-bed for true specification 
search: 
M1:     tt
y 11 0.0290.023   
             tt
y 22 0.0240.018   
M2: ttt
yy 1111 0.0230.6130.009    
ttt yy 2122 0.0170.6800.006    
 
The first model, M1 was also referred as an empty model, 
whereas M2 contained the first lag of dependent variable. 
Subsequently, numerous irrelevant variables were added to 
these true models during the first phase of the algorithm. The 
performances were measured by calculating the percentages 
of the final models selected by SURE-Autometrics similar to 
the true models, since the data-generating process was known. 
Our aim was to have a substantial high percentage of these 
outcomes.   
Simulation of data was done based on the following 
properties, 
i. disturbances have means of zero and variance of one  
ii. strength of correlation among the equations:  =  0.9  
iii. number of equations in the system, m = 2 
iv. significance level α = 1% 
v. two sample sizes, T = 73, 146 
vi. 100 replications 
vii. at most 18 variables 
 
The simulation outcomes are classified into four categories 
where the criteria were adapted from [14]. The categories are 
described as in Table1. The outcomes fall into the designated 
category if all of the equations in the model possessed the 
criteria. 
Table 1: Simulation Outcomes Categories 
Category Criteria Explanation 
1 TRUE = FINAL The true specification is chosen. 
2 TRUE  FINAL The true specification is nested in the final 
specification. 
3 TRUE  FINAL An incorrect specification is chosen, the true 
specification is not nested in the final 
specification. 
4 Nil At least one equation failed to fall under the same 
category. 
 
Empirical analysis : 
Apart from the SUREIFGLS-Autometrics procedures, 3 other 
selections which were Autometrics-SURE, Autometrics-
SUREIFGLS and SURE-Autometrics had been taken into 
account in this empirical study. These selections were 
classified into their selection manners and the method used for 
estimation in the final models. Autometrics is the algorithm 
for single equation model which is embedded in PcGive 
software. Since the SURE model has multiple equations, each 
was estimated using OLS and individually selected for 
multiple times. Autometrics-SURE estimated the final model 
using FGLS. Meanwhile, Autometrics-SUREIFGLS 
resembles the Autometrics-SURE, but estimates the final 
model using IFGLS. SURE-Autometrics and SUREIFGLS-
Autometrics are the algorithms for automatic model selection 
procedures focussing on the multiple equations model. The 
selection of model in SURE-Autometrics was implemented 
simultaneously using FGLS method of estimation, while 
IFGLS estimation was embedded in SUREIFGLS-
Autometrics.  
The dependent variable in this study was the weekly data of 
water quality index of a river in Malaysia from years 2012 and 
2013 totaling 77 observations. This sample was chosen due to 
similar sample size to the simulation analysis. The 
independent variables were Dissolved Oxygen (DO) (% 
saturation), Dissolved Oxygen (DO) (mg/L), Biochemical 
Oxygen Demand (BOD), Chemical Oxygen Demand (COD), 
Suspended Solids (SS), pH and Ammoniacal Nitrogen 
(NH3N). These variables were then converted into the sub-
indices. These data sets were collected from two sampling 
stations, namely S7 and S8. Analyses were done on these two 
sampling stations which indicated two-equation model. 
 
RESULTS 
Simulation analysis results : 
The performance of this algorithm is indicated by high 
percentage of outcomes in Category 1 where all the equations 
have similar variables as in the true specification. Category 4 
is designated for model with outcomes of each equation are 
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different. Table 2 summarizes the percentages of simulation 
outcomes for the strongest correlation disturbances. The result 
shows highest percentage of 90% for full sample of M1, but 
dropped to 77% for M2. Nevertheless, a more consistent 
performance was found in small sample, whereby 80% in M1 
and 85% in M2. This is supported by the fact that M1 is a 
model that contains a constant value only. Thus, M1 is always 
nested in the final selected model. Category 2 recorded small 
percentages for both M1 and M2 in both sample sizes, while 
nil in Category 3. Outcomes in Category 4 revealed that at 
most 15% achieved models contained of equations with 
different outcomes’ category.  
Table 2: Simulation results in percentages by categories 
True model Sample 
sizes 
Category 
1 2 3 4 
M1 146 90 4 0 6 
73 80 6 0 14 
M2 146 77 8 0 15 
73 85 13 0 2 
Empirical analysis results : 
Following [14] and [15], two types of error measures were 
chosen for this study, which are root mean square error 
(RMSE) and geometric root mean square (GRMSE). Large 
values of these measures suggest a poor forecasting 
performance. RMSE is one of the most favoured measures 
among the practitioners for assessing the performance of 
forecasting models. When the series of forecasts are made in 
consecutive time periods, all with the same forecast horizon 
and the cost function is quadratic, the RMSE is a suitable 
measure of accuracy.
 
In the meantime, Fildes [17] suggested 
using the GRMSE for the case where the data (and errors) are 
tainted by occasional outliers and also when dealing with a 
considerably large error term due to a particularly bad 
forecast. 
After the two error measures had been computed for each 
approach and equation for one until three-step-ahead, then the 
medians across all the equations in SURE model were 
calculated and ranked from 1 (the smallest is the ‘best’) to 4 
(the largest) for both RMSE and GRMSE. This served as an 
evaluation of performance of each approach. Table 3 exhibits 
the evaluation results for one, two and three steps ahead 
forecast of two-equation model.  
 
Table 3: Forecasting Performances based on RMSE and GRMSE for Two-Equation Model 
Algorithms One Step 
RMSE 
Rank One Step 
GRMSE 
Rank Two Steps 
RMSE 










1.569 1 1.087 1 1.763 2 1.251 1 1.994 2 1.651 1 
SURE-Autometrics 1.690 2 1.4118 4 1.732 1 1.439 4 1.890 1 1.679 1 
Autometrics- 
SUREIFGLS 
1.706 4 1.248 2 1.866 4 1.326 2 2.134 4 1.832 4 
Autometrics- 
SURE 
1.700 3 1.287 3 1.855 3 1.408 3 2.107 3 1.808 3 
 
SUREIFGLS-Autometrics has shown a steady top 
performance in this empirical analysis with position at rank 1 
for all conditions, except rank 2 for two and three steps 
RMSE. This is followed by SURE-Autometrics that ranked at 
rank 1 for three conditions. Autometrics- SUREIFGLS and 
Autometrics- SURE both scored lower positions than their 
counterparts. These findings showed that system selections 
tend to be more competent than the individual selections for 
multiple equations system.  
 
CONCLUSION 
In general, SUREIFGLS-Autometrics is able to achieve the 
true model specification with high percentages of simulation 
outcomes for multiple models with two equations. Since the 
model consists of multiple equations, the percentages are 
counted if all equations were similar to the true model. 
Nevertheless, whenever the true model has more variables 
than other models, complexity may arise if the final model 
contains only one equation that is identical to the true model. 
Hence, a further evaluation technique is needed to cope with 
such problem. One potential solution is to apply a parallel 
search strategy in the algorithm. This may enhance the 
computational efficiency especially when the model includes 
multiple equations. 
Nonetheless, the overall outcome for the empirical data 
reveals that SUREIFGLS-Autometrics is the ‘best’ approach 
with rank 1 in all but for two conditions only. This proposed 
model selection has demonstrated that system selection is far 
more efficient than the individual selections. By adopting 
IFGLS estimation method in the algorithm, the ‘best’ model 
can be chosen simultaneously from multiple equations for 
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SURE model. This means that IFGLS estimation is found to 
be more applicable instead of FGLS in this study.  
The findings of this research provide insights for IFGLS 
estimation application in multiple equations model selection, 
particularly in SURE model. Therefore, it assists in our 
understanding of the role of estimation method in finding the 
‘best’ parsimonious model from a very general model and 
uses the chosen model in forecasting purposes. 
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