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Abstract— This paper presents a simple and robust method
for the automatic localisation of static 3D objects in large-scale
urban environments. By exploiting the potential to merge a
large volume of noisy but accurately localised 2D image data,
we achieve superior performance in terms of both robustness
and accuracy of the recovered 3D information. The method is
based on a simple distributed voting schema which can be fully
distributed and parallelised to scale to large-scale scenarios.
To evaluate the method we collected city-scale data sets from
New York City and San Francisco consisting of almost 400k
images spanning the area of 40 km2 and used it to accurately
recover the 3D positions of traffic lights. We demonstrate a
robust performance and also show that the solution improves
in quality over time as the amount of data increases.
I. INTRODUCTION
The next generation of self-driving cars will likely operate
more robustly by using maps of their environment [1].
These maps allow the robots to have strong priors on their
environments to improve perception [2], and have metric and
semantic components for localisation and planning (top-left
and top-right in Fig. 1) [3]. For self-driving cars in urban
environments, these semantic maps typically contain static
objects such as road signs, traffic lights, road markings, etc.
It is common to manually label these [4], but on the city-
scale this becomes prohibitively expensive, and furthermore
it needs to be laboriously relabelled as the urban landscape
inevitably changes. A system that can automatically generate
such labels for entire cities without the need for hand-
labeling would be very valuable to overcome this issue. In
this paper we present such a system.
While the idea of using machine learning for automatic
content detection has been explored before, the use of large-
scale accurate maps together with machine learning opens
new possibilities. Our work is inspired by the possibility to
merge large amounts of noisily labelled but accurately lo-
calised data from a particular location. With this, we compute
accurate, denoised estimations of the semantic information
of a superior quality.
Our contribution is a novel and simple system that (1)
takes images, their accurate 3D position in a large-scale
environment and returns the 3D positions of static object in
the environment; (2) improves both object detection rate and
3D object position accuracy as areas are revisited, making
it scale and work better with very large data sets; (3)
deliberately avoids the need for visually matching objects
in-between the images, a problem that prevents most similar
systems from working on objects that (a) inherently look
1PERCRO Laboratory, TeCIP Institute, Scuola Superiore Sant’Anna, Pisa,
Italy. {g.dabisias, e.ruffaldi}@santannapisa.it
2Blue Vision Labs, London, United Kingdom.
{giacomo, hugo, peter}@bluevisionlabs.com
Fig. 1: We use VALUE to automatically find the 3D locations
of all traffic lights in Manhattan, such that they can be used
for autonomous driving. Zero images were manually labeled
to make this semantic map.
similar to each other (like traffic lights) and (b) can appear
very differently based on time of day, lighting, weather
conditions, season, etc.
We evaluate our system on two new large datasets taken
from San Francisco and New York City, in total comprising
almost 0.4M images over 40 km2 from different times and
weather conditions over a period of several weeks to robustly
recover position of the traffic lights in the environment.
We demonstrate that significantly superior results can be
obtained using even only mediocre and noisy 2D detection
algorithms, if enough data are provided.
II. BACKGROUND
A number of works explore robust detection of static 3D
objects in the environment.
The basic component in a vision-based systems is an
accurate 2D detection of the object in a single image or
video. Recently, this approach has been dominated by deep
learning techniques [5]–[7]. In this work we decided to adopt
a fully Convolutional Neural Network (CNN) as described
by Huang et al. [8] to detect traffic lights in a large collection
of pictures.
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Given two detections of the same object coming from a
stereo camera, it is possible to determine the 3D position
of the object by triangulation [9], [10]. These approaches
are viable, for example, for the online detection of relative
positions of objects around the vehicle
Similarly, if the position of multiple cameras observing the
same object are known, a multi-view triangulation approach
can be used [11]. This has an advantage over live detection
since a significantly higher number of potential views from
different cameras can be collected over extended periods of
time, resulting into potentially significantly higher perfor-
mance. We take this approach in our work when we use large
collection of 2D observations to produce accurate, denoised
3D locations.
A common problem in applying such approaches relies
in the need to accurately localise a set of sensors in the
area. This problem can be addressed by using a highly-
precise GPS system. Unfortunately, accuracy of GPS in
dense urban environments is limited due to low sky visibility.
An alternative approach in these environments consists in us-
ing a map-based localisation. Here state-of-the-art structure-
from-motion systems have demonstrated ability to construct
large-scale map of the environments [12]. We follow this
approach and construct a large-scale map of the city to
localise accurately the positions of all the traffic lights.
The most closely related work to ours is [13] where they
use, similarly to us, high-accuracy localisation of camera-
equipped vehicles to map positions of traffic lights in the
environment. The main difference relies in the fact that they
use lidars for localisation, high resolution cameras for image
acquisition and a traffic light position prior database. Our
work is novel for the use of a robust triangulation method
operating jointly on the set of all the data from a particular
location, resulting in improved performance as the amount
of data increases.
III. METHOD
Our system takes a large set of 2D images Ii, with
associated camera-intrinsics parameters qi and 6 degrees-of-
freedom poses Pi ∈ SE(3), and produces a set of 3D positions
of objects Li ∈ R3. In our work the images are captured from
our mapping fleet traversing various cities, and the poses are
calculated using a large-scale structure-from-motion (SFM)
pipeline [14], but in general there is no restriction on the
source of the poses as long as they are accurate and globally
consistent.
The process then consists of two steps: (1) applying a
noisy 2D detector to each image Ii resulting in a set of object
detections Zi ⊂ R2 followed by (2) estimating their final 3D
positions L by a simple voting-based triangulation algorithm.
A. 2D Object Detection
We generate 2D object detections in the images using
an off-the-shelf CNN trained to predict bounding boxes for
traffic lights [8]. These detections are usually noisy and suffer
from many false positives and false negatives. In Sec. IV we
show that our system compensates for these noisy detections
if shown a large amount of data. One alternative to using a
detector is to use hand-annotated labels from, for example,
Algorithm 1 Robust Voting-Based Triangulation
Input: I set of images
Q camera intrinsics
P SE(3) camera poses
dmax maximum reprojection error
α minimum ratio of inliers
Output: L 3D positions of objects
Detect objects in 2D images:
1. for Ii ∈ I
2. Zi ← detect(Ii)
3. Z← ∪i Zi
4. L← ∅
5. for (ia, ib) ∈ I
6. for (za, zb) ∈ (Zia ,Zib)2
Compute 3D position of the object:
7. lab ← triangulate({za, zb})
Compute inliers for computed 3D position:
8. S ab ← {zk |∀zk ∈ Z : pi(li j, pk, qk) − zk < dmax}
Find the hypothesis with most votes:
9. a, b← argmaxa,b |S ab|
10. if |S ab| ≥ α · mean(|S |)
11. L← L ∪ triangulate(S ab)
12. Z ← Z − S ab
13. goto 5
14. return L
Amazon Mechanical Turk [15] which have also been shown
to suffer from label noise [16].
B. Robust Voting-based Triangulation
The output of the previous step is a large set of 2D
detections. Importantly, the 2D detection step cannot tell
you which detections can be associated with which physical
3D traffic light Di, and any feature descriptors that it might
produce to associate them would be useless under the ap-
pearance changes that we see in outdoor environments. This
is true for any set of objects that look similar (traffic lights
are a good example). The only difference between them is
their position in 3D space. Without this association, classical
algorithms for multi-view triangulation can therefore not be
directly used. Instead, we use a robust voting-based triangu-
lation algorithm to jointly determine these 2D associations
and the position of the traffic lights in 3D space.
For each pair of detections (za, zb) (where a and b are
indices into 2D detections) from two different images Ii,
I j we create a 3D hypothesis hab under the assumption
that these two detections correspond to the same physical
3D traffic light generating in total O(N2) hypotheses where
N is the total number of detected traffic lights. The 3D
position l∗ of each hypothesis can be determined by K-view
triangulation (in this case K = 2), where we minimise the
sum of the reprojection errors:
l∗ = argmin
l
∑
k∈W
(
pi(l, pk, qk) − zk)2, (1)
where W is {a,b} in this case, pi is the projection of the 3D
point l into the camera at position pk with intrinsics qk and
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Fig. 2: An example of a cluster in the map consisting of several traversals in differing conditions. Top: Close-up of the
dataset clustering. Bottom row: example frames that are from different traversals belonging to the highlighted cluster and
associated traffic lights.
.
zk is the center of the closes traffic light in the image. We
consider a hypothesis viable if it satisfies the following:
1) triangulation constraint: the point is triangulated in
front of each camera in a valid distance range,
2) rays intersect in 3D space: the reprojection error is
smaller than dmax,
3) the projection is stable: the angle between the optical
axes is larger than θmin,
4) distance to camera: the distance from the traffic light
to either camera is less than rmax.
Optionally, additional constraints reflecting prior information
about the location of a traffic lights can be used to further
restrict the hypothesis space.
For each hypothesis hab we compute the set of consistent
inliers S ab. This set consists of all the 2D detections that
observe a traffic light at the same location, which is com-
puted by projecting the 3D position l∗ into each image and
verifying whether the projected position is less than dmax to
any 2D detection. This parameter can be tuned to obtain a
lower reprojection error at the cost of the number of correctly
triangulated traffic lights. Next, we remove the hypothesis
with the maximum number of votes and also remove the
detections that voted for it (inlier detections). This process
is repeated until no hypothesis with at least α · M inliers
is found, where M is the average number of inliers per
hypothesis and α is a tunable parameter over the confidence.
This creates a set of confirmed hypotheses. An important
theoretical property of this schema is that in the case of noisy
but unbiased 2D detector and a uniform distribution of the
data, it converges to the correct solution as the amount of data
increases. This is due to noisy detections forming hypotheses
with small numbers of votes, and correct detections gathering
consistent votes over time. As the amount of data increases,
these two metrics begin to separate, and α is the threshold
on their ratio.
Finally, for every hypothesis we refine its 3D position
by optimising the reprojection error from (1) over all the
hypothesis detections. This entire algorithm is presented in
Alg. 1.
C. Large-Scale System
The above method works well for small-scale scenario
but does not scale well to large, city-scale settings we are
interested in due to its potential O(N3 ∗ M2) complexity
where M is the number of images N is the average number
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of detected traffic lights in each image. Instead, we resort
to a distribution schema based on splitting the data set to
clusters, running Alg. 1 for each cluster independently, and
then merging the results.
We employ a simple clustering schema where, for each
traffic light, we add to its cluster all images closer than
Nmax meters (50m default). An illustration of these clusters
is shown in Fig. 2.
After each cluster is triangulated using Alg. 1, it might
be the case that the same traffic light is triangulated in two
different clusters. To resolve this issue we merge all pairs of
traffic lights closer than 1m, producing the final set of labels
L. It would be possible to further optimize the final results by
globally optimizing the positions of the traffic lights in the
map, but this has not been done given the high computational
cost.
IV. EXPERIMENTS
We evaluate the presented system on two large-scale data
sets from San Francisco and New York City that we collected
using a dedicated fleet of mapping vehicles. We demonstrate
that the presented system scales to the size of cities, and
that as the amount of data increases it generates increasingly
accurate results both in terms of successfully recovered traffic
lights and their 3D positions, despite using a very inaccurate
off-the-shelf 2D detector.
A. Data Sets
The San Francisco and New York City data sets have been
created by capturing images using a fleet of vehicles. The
vehicles traversed most of the roads multiple times, in both
directions, at varying times of day and weather conditions.
During this time they captured images at regular intervals.
Example images are shown in Figs. 1 and 2. Each of these
images has associated ground-truth 2D labels of traffic lights.
San Francisco New York City
# images 12048 360207
# detections 17198 547689
# clusters 172 3941
# traffic lights 183 1732
# detectable traffic lights 167 1906
mean # views / cluster 70.05 91.4
mean # detections / frame 1.65 2.84
# images with 0 detection 1587 44483
# images with 1 detections 6231 145608
# images with 2 detections 2389 125924
# images with 3 detections 1346 32487
# images with 4 detections 369 7754
# images with 5 detections 98 2700
# images with 6 detections 17 802
# images with 7 detections 9 283
# images with 8 detections 0 80
# images with 9 detections 1 51
# images with 10+ detections 1 35
TABLE I: Per-dataset statistics of 2D detection and cluster-
ing.
San Francisco New York City
true positives 156 1560
false positives 4 84
false negatives 11 172
duplicates 14 56
mean reprojection error 2.94 3.24
TABLE II: The results of the method on two datasets.
We resize each image to 640×480 pixels and use a large-
scale, distributed, structure-from-motion pipeline [12], [17]
running on multiple computers to calculate the 3D positions
P of the images.
Each data set covers an area with a certain number of
physical traffic lights. Not all of them are recoverable, i.e.
their 3D positions cannot be accurately determined. We
consider a traffic light recoverable if it has been observed
from at least two different viewpoints under angle difference
at least θmin. In reality, as the amount of data increases,
almost all the traffic lights eventually become recoverable.
The sizes of these data sets together with their RMSE
results are shown in Tab. I. We also present the amount of
traffic lights present in our dataset along with the number of
detectable traffic lights.
B. 2D Detection
We use a simple, convolutional neural network architecture
to detect traffic lights in 2D images. Firstly, we use a binary
segmentation network [8] to compute the probability that
each pixel is part of a traffic light. We then use a simple
thresholding schema to compute connected components of
pixels representing traffic lights, and fit bounding boxes.
We train this network using the Bosch Data Set [18]. We
split the data set into a training set of size 5,093 and a
testing set of size 8,334, covering in total 24,242 traffic lights
detections. For training we use two Nvidia P5000 cards until
convergence. The network has been used to classify all the
images in our datasets.
In this work we purposely did not fine-tune the detector for
either the San Francisco or New York City data sets. There
are significant differences between the training and testing
data: the Bosch data are from a suburban area, while our data
are urban; the cameras are different; and the training data
contain mostly small traffic lights while our evaluation data
contain traffic lights of all sizes. While the learned classifier
achieves 90% recall on the Bosch test data, it becomes a
relatively noisy detector on our datasets with a recall of 85%
and an average Intersection-Over-Union (IOU) of 0.45. Fine
tuning the detector could possibly improve further the results,
but this has not been investigated.
C. Results
We run the described clustering method from Section III
on all the data. Fig. 2 shows the results of clustering in the
San Francisco data set. Any clusters can contains images
from multiple passes of the mapping vehicles through the
area, as shown in Tab. III.
Tab. II shows the statistics for the triangulation step.
The presented method is able to recover at least 90% of
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(a) New York City (b) San Francisco
(c) New York City (d) San Francisco
Fig. 3: Performance of the system as a function of number of passes through a location. As the amount of data increases
both recall and 3D localisation accuracy (as measured by negative reprojection error) increase.
# clusters
# passes San Francisco New York City
1 47 476
2 43 304
3 9 229
4 6 121
5 1 49
6 4 27
7 6 0
8 6 0
9 1 0
TABLE III: Statistics of a number of passes per cluster. As
the mapping fleet traverses the environment each place is
visited several times. As discussed in the text more passes
through the environment result into higher performance of
the system.
all the recoverable traffic lights in both data sets, while
suffering from only about 10% of false positive detections.
The average reprojection error of the triangulated objects
for two datasets is 2.94 and 3.24 pixels for San Francisco
and New York respectively. Note that reprojection error
incorporates both the error in the triangulated 3D object and
the underlying map accuracy. As discussed in Sec. III-C,
during the triangulation some of the traffic lights might be
detected in two or more different clusters and must be unified
in the merge step. These form only a small fraction of all the
traffic lights. All results have been inspected manually given
the absence of ground truth for the 3D positions of traffic
lights.
Running the 2D detector over all 372k images took 30
hours. Clustering was performed in 1.1 minutes for San
Francisco and 19 minutes for New York City, while the final
triangulation took 1.1 and 3.1 minutes respectively.
Of primary importance is the performance of the system
as the number of data increases. We characterise this by
an increasing number of passes through an area. For this
experiment we took a random subset of 25 clusters with
at least 5 passes and computed the statistics of the number
of recovered traffic lights and their reprojection error. The
results are shown in Fig. 3(a-b). Note that the recall starts off
poorly because not all traffic lights in a cluster are detectable
in a single pass, if for instance, they are angled orthogonally
to the direction of travel and increases with the number of
passes through an area. With increasing passes we are more
likely to detect the traffic light and have enough views to
accurately localise it in 3D. We can see that the likelihood of
detecting a traffic light does increase with number of passes.
Note that the number of false positives for this random subset
of 25 clusters is zero.
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(a) (b) (c)
Fig. 4: Failure modes of the presented method. When not enough data from a particular location are provided both (a) false
negative detections due to the undetected objects or (b) temporarily consistent wrong detections can manifest. The largest
challenge is (c) consistent and repeated detections of a objects that look similar to a traffic light over a period of time.
Figs. 3(c-d) show that the 3D localisation accuracy also
increases with number of passes. We measure this by taking
the 3D object position estimated using up to N passes
and project it into the images from a leave-one-out pass,
measuring the reprojection error between where that 3D
object is projected into the image and where it truly appears
in the image. The statistics in Fig. 3 show that the system
converges in both recoverability of the traffic lights and their
3D position with more data.
Finally, we show some failure cases. The method con-
verges under the assumption that the underlying detector
is unbiased, but might produce incorrect results when this
assumption is broken or when only a small amount of data
are provided. Figure 4 shows some of these cases. While the
method is prone to generate a number of false negative de-
tections, the largest problem are the false positive detections
created by consistent, incorrect detections. While some of
them tend to appear only in a single pass (such as series of
reflections on a deck of the car) and thus can be resolved
with more data, the incorrect detections of traffic-light-like
objects which are repeatedly and consistently observed over
periods of time poses a serious challenge to be addressed in
the future.
V. CONCLUSIONS
We have demonstrated a simple and robust system for
finding the 3D positions of static objects in complex city
environments. We leverage a reliable image pose source and
a large quantity of image data to overcome the common
challenges of noisy 2D labels. The resulting accurate 3D
object positions are borne out of a voting-based triangulation
system that solves the data association problem that poses
a particularly difficult challenge when the desired objects
are similar in physical construction and yet appear vastly
different in images as a result of strong variations in lighting
and weather.
The system is specifically designed in such a way to be
parallelisable, and therefore efficiently process very large
image sets. We have evaluated our system on city-scale data
sets comprising almost 0.4M images, and have shown that
despite the very noisy input detections, the system output
increases in 3D positional accuracy and recall with more
data.
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