Let (A, A * ) denote a tridiagonal pair on a vector space V over a field K. Let V 0 , . . . , V d denote a standard ordering of the eigenspaces of A on V , and let θ 0 , . . . , θ d denote the corresponding eigenvalues of A. We assume d 3. Let q denote a scalar taken from the algebraic closure of K such that q 2 + q −2 + 1 = (θ 3 − θ 0 )/(θ 2 − θ 1 ). We assume q is not a root of unity. Let 
Introduction
The notion of a tridiagonal pair was introduced by Ito et al. [3] , generalizing the notion of a Leonard pair which had been introduced by Terwilliger [6] . See
Terwilliger's lecture note [8] about Leonard pairs and tridiagonal pairs. A tridiagonal pair is defined as follows. Definition 1.1 [3] . Let V denote a nonzero finite dimensional vector space over a field K. By a tridiagonal pair on V , we mean a pair (A, A * ), where A : V −→ V and A * : V −→ V are linear transformations that satisfy the following conditions. Throughout this paper, we fix the following notation. Let K denote a field and let V denote a nonzero finite dimensional vector space over K. Let (A, A * ) denote a tridiagonal pair on V with diameter d 3. Let V 0 , V 1 , . . . , V d (respectively V * 0 , V * 1 , . . . , V * d ) denote an ordering of the eigenspaces of A (respectively A * ) that satisfies the condition (ii) (respectively (iii)) in Definition 1.1. Let ρ i denote the dimension of V i . Let θ i (respectively θ * i ) denote the eigenvalue of A (respectively A * ) for the eigenspace V i (respectively V * i ). Set β = (θ 3 − θ 0 )/(θ 2 − θ 1 ) − 1, and let q denote a scalar taken from the algebraic closure K such that β = q 2 + q −2 . We assume q is not a root of unity.
It is known [5, Theorem 3.3] 
there exists a unique integer h (0 h d/2) such that ρ i−1 < ρ i for 1 i h, ρ i−1 = ρ i for h < i d − h, and ρ i−1 > ρ i for d − h < i d.
The integer h is known as the height of the tridiagonal pair.
Our first main result is the following. In each case of (i), (ii), we display a basis for V and give the action of A, A * on this basis. In order to do this we review some more definitions. Set where we set U −1 = U d+1 = 0. The sequence U 0 , U 1 , . . . , U d is called the split decomposition of (A, A * ). The raising map R and the lowering map L are defined by
where
It is known [3] that the eigenvalues are represented as
for some scalars a, a * , b, b * , c, c * in K. We set
We use the following notation;
We now define our basis for the case (i) in Theorem 1.3. 
We now give the action of R, L on the basis in Theorem 1.5. 
where 
form a basis for V .
We now give the action of R, L on the basis in Theorem 1.11. 
and where 
We remark that the denominator is equal to [3] [d − 2]e 0 and it is nonzero.
In Section 2, we pick up some basic results from [3] . In the proof of Theorem 1.3, we use the refined split decomposition, which was introduced in [5] . In Section 3, we recall about the refined split decomposition. In Section 4, we construct a basis and determine the action of L. In Sections 5 and 6, we prove Theorem 1.3. The proofs of Theorems 1.5-1.9 are given in Section 7. Theorems 1.11-1.14 can be shown in a similar way, so we omit the proofs.
Background
In this section, we recall some known facts about the tridiagonal pairs. For 0 i d, we set
The space V is decomposed as
The decomposition given in (7) is called the split decomposition of the tridiagonal pair.
Let F i : V → U i denote the projection with respect to the direct sum (7). Then for 0 i, j d,
The raising map R and the lowering map L are defined as follows. There is a sequence of scalars β, γ , γ * , , * taken from K such that
Proof. Observe that
The sequence is unique if the diameter is at least three.
The above relations are known as the tridiagonal relations. These relations imply the following relations between R and L. Let ε i (0 i d − 2) denote the scalar defined by 
Then A, A * satisfy (10).
Proof. Let C denote the left side of (10). Replace A (respectively A * ) in each term 
The refined split decomposition
In this section, we pick up some results concerning the refined split decomposition from [5] . For the rest of this paper, let h denote the height of the tridiagonal pair.
For 0 r h and r i d − r, we set 
where we set ρ −1 = 0.
For 0 r h, we set 
where we set
denote the projection with respect to the direct sum V = h r=0 U (r) . Observe that for 0 r h and 0 s h,
We set 
We set
Lemma 3.12 [5, Lemma 6.6] . The following hold.
Lemma 3.13 [5, Lemma 6.7] . The following hold for 0 r h. 
i . 
Lemma 3.15
We fix scalars a, a * , b, b * , c, c * which satisfy (26) and (27). 
Lemma 3.19. Let r denote an integer with
Proof. We show 
Determining the action of L
For the rest of this paper, we assume ρ 0 = ρ d = 1 and ρ 1 = ρ 2 = · · · = ρ d−1 2, so that h = 1.
Lemma 4.1. V is decomposed as
V = d i=0 U (0) i + d−1 i=1 U (1) i (direct sum).
Proof. Follows from (18) and (19) with
We fix a nonzero vector u 0 in U 0 , and we set u i = R i u 0 (1 i d) . 
Proof. We show (32) by induction. Clearly (32) holds for i = 0, so we assume 
By induction,
Now (32) follows.
Lemma 4.4
Proof. (i) Follows from Lemma 3.13.
(ii) Suppose L (+) u 2 = 0. Applying Lemma 3.14 to u i ,
Combining with (i), this implies L (+) u i
Using (24) and (25), this implies We set
Lemma 4.6.
Proof. We show (34) by induction. Clearly (34) holds for i = 1, so we assume 2 i d − 1. Applying Lemma 3.14 to u i ,
Hence
Observe that L (−) v i+1 is a scalar multiple of u i by Lemmas 4.5 and 4.2, so we may write
Lemma 4.7. For 0 i d − 2,
Proof. We show (36) by induction. Clearly (36) holds for i = 0, so we assume
where we have
and
so that
By induction
Now (36) follows. Hence, when ρ 1 = 2,
hold for some scalars c 1 , . . . , c d−2 .
Lemma 4.9. Suppose ρ 1 = 2. Then
Proof. We show (38) by induction. Clearly (38) holds for i = 1, so we assume
This implies
Now (38) follows. Proof. By way of contradiction, we assume Lemma 2.4 . This contradicts our assumption ρ 1 3. So, it is enough to show that Z is invariant under L.
Observe that W ⊆ U (1) and L (+) U (1) 
When ρ 1 3, we set Proof. Follows from Lemmas 4.10 and 3.1.
When ρ 1 3, we set
Lemma 4.12. Suppose ρ 1 3. Then
Proof. Similar to the proof of Lemma 4.7.
Lemma 4.13. Suppose ρ 1 3. Then
Proof. We show (40) by induction. Observe that (40) holds for i = 1 with m 1 = 0,
Observe that
. By induction, we have
Thus (42) becomes
Lemma 4.14.
Proof. Follows from Lemmas 4.11 and 3.2.
Hence, when ρ 1 = 3,
holds for some scalars s i , t i . 
Proof. Similar to the proof of Lemma 4.13. 
Proof. Follows from (25) and Lemmas 4.3, 4.6, 4.7, 4.12 and 4.13.
Proof of ρ 1 3
In this section, we show ρ 1 3. By way of contradiction, we assume ρ 1 4. 
We set L (0) w 2 = x 1 , so that
Observe that u 1 , v 1 , w 1 , x 1 are linearly independent by (19) and Lemma 5.1. Applying (14) to u 3 ,
We compute each term of (47) using Lemma 4.16 and (46). We need to divide our computation into two cases. First we consider the case of d = 3. Observe that Ru 3 = Rv 2 = 0 by Lemma 3.1.
Observe that the coefficient of x 1 in (47) becomes [3]b 2 , so that [3]b 2 = 0, contradicting our assumption that q is not a root of unity. Next we consider the case of d 4.
Now looking at the coefficients of x 1 in (47),
contradicting our assumption that q is not a root of unity. This completes the proof of ρ 1 = 3.
Proof of d = 3
In this section, we assume ρ 1 = 3, and we show d = 3. By way of contradiction, we assume d 4. Applying (14) to v 3 ,
We compute each term of (49) 
The other terms become
When d 5, by a routine computation, the coefficient of w 1 in (49) becomes
so that e 0 = 0, and this implies e i = 0 (1 i d − 1) . The coefficient of v 1 becomes
In either case,
, so that L (−) U (1) = 0 and hence LU (1) ⊆ U (1) . Since U (1) is invariant under R and 
where the coefficients satisfy (32), (33), (36) and (38).
Proof. Follows from Theorem 1.5 and Eqs. (24), (31)-(38).
Proof of Theorem 1.6. First observe the following formulas hold, which can be verified by routine computations.
Now the expressions for a i , b i , c i follow from Lemma 7.1. Applying (14) to v 2 ,
We compute each term of (52) as follows using Lemma 7.1. 
This implies the expression for e i in Theorem 1.6. 
Observe that V is decomposed into direct sum of U 0 , . . . , U d . Let It is routine to verify that both coefficients vanish, so that C 2 u i = 0. In the same way, we can verify C 2 v i = 0. Similarly, we can verify C 2 u i = 0 and C 2 v i = 0 for the case of i = 2, 3, d − 1, d.
