Abstract We present a fast and simple protocol to obtain moderate-resolution backbone structures of helical proteins. This approach utilizes a combination of sparse backbone NMR data (residual dipolar couplings and paramagnetic relaxation enhancements) or EPR data with a residue-based force field and Monte Carlo/simulated annealing protocol to explore the folding energy landscape of helical proteins. By using only backbone NMR data, which are relatively easy to collect and analyze, and strategically placed spin relaxation probes, we show that it is possible to obtain protein structures with correct helical topology and backbone RMS deviations well below 4 Å . This approach offers promising alternatives for the structural determination of proteins in which nuclear Overhauser effect data are difficult or impossible to assign and produces initial models that will speed up the high-resolution structure determination by NMR spectroscopy.
Introduction
Knowledge of three-dimensional structure is an essential step in discerning the biological function of proteins. As the number of available gene sequences continues to rise, there is greater need for methods designed to rapidly determine the protein structures. It has been speculated that in the long-term, most protein structures will be determined by structural models (from comparative modeling studies or structure prediction methods), rather than by experiment [1] . Indeed, the goal of the structural genomics initiative is to experimentally determine only those structures that represent unique folds, thereby creating a database representing approximately 90 % of all existing folds [2, 3] . With such a database in place, the vast majority of protein structures would be solvable by modeling techniques. A best-case scenario for the rapid determination of protein structures in the short-term would combine the strengths of current techniques in both computation and experiment. Carefully chosen experimental constraints can greatly reduce the amount of conformational space that must be sampled by computational search algorithms, making them both more efficient and more accurate [4] . In exchange, an accurate intermolecular force field can reduce the amount of experimental data that must be collected before a protein structure of sufficient accuracy can be determined.
An important consideration for any use of de novo structure prediction methods is the relatively low accuracy of predicted structures. Despite better sampling schemes and improved algorithms seen in the more recent Critical Assessment of Techniques for Protein Structure Prediction experiments [5, 6] , prediction methods are still hindered by both a limited understanding of the protein folding process (which is necessary for the development of accurate force fields) and an incomplete fold database. Even with the best available algorithms, the correct overall topology can be obtained only about half of the time [7] , with typical RMS deviations (RMSDs) between target and calculated structures falling in the 4-8 Å range [1] .
In an effort to reduce the extensive conformational space that must be sampled by prediction algorithms, several methods have been developed to incorporate distance constraints as a means of biasing the possible conformations toward the native protein structure [4, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Most of these methods are able to predict correct tertiary folds to a backbone C a RMSD of 3-5 Å given knowledge of the secondary structure and relatively few distances per secondary structural element. In a recent study, using TOUCHSTONEX, 1365 proteins representing the existing folds in the Protein Data Bank (PDB) were simulated using as few as one distance constraint for every eight residues [8] . The majority of structures ([80 %) were found with an RMSD \ 6.5 Å . When considering the difficulty of the problem, the prediction results are really quite impressive, but when compared to experimental techniques, which typically achieve RMSDs on the order of 1 Å , there remains significant room for further improvement. Experimental techniques, in contrast, suffer from the burden of labor-intensive procedures and can only be considered high-throughput in favorable cases, i.e., when proteins form well-diffracting crystals or give high-resolution (welldispersed) NMR spectra. Still, the high accuracy of experimental techniques recommends a closer consideration of the types of data that are available for use as constraints in prediction programs.
NMR spectroscopy is a powerful technique for the determination of the high-resolution structures of proteins under nearly physiological conditions. The basis for the structural determination is typically NOE-based, and for additional degrees of refinement, alternative approaches are employed. One of the popular methods, providing sitespecific information on the orientation of the peptide planes, is measurement of residual dipolar couplings (RDCs) [18] [19] [20] [21] [22] . RDCs depend on the orientation of specific protein bonds with respect to the magnetic field axis frame as follows [21] :
where m and n represent the atoms of the bond vector for which RDCs are measured, h mn and / mn define the orientation of the mn bond vector with respect to the magnetic field axis frame, and D a and R are the axial and rhombic components of the tensor describing the induced alignment of the protein.
Several constant values, including the gyromagnetic ratios of atoms m and n and their internuclear distance, comprise the D a value. While RDCs have added important new information, they have not generally been sufficient for structural determination in their own right. This is due in part to intrinsic degeneracies associated with the second rank tensor in Eq. 1 [23] [24] [25] . The small protein ubiquitin is a notable exception, in which several independent methods have been used to determine a high-resolution structure using exclusively RDCs [26] [27] [28] [29] [30] . Alternatively, RDCs have been used for rigid body docking of multiple proteins or of proteins with ligands [31, 32] . In practice, where limited data sets are the norm, complementary approaches are required, such as homology modeling [33] or the experimental acquisition of distance information. Distances derived from nuclear Overhauser effects (NOEs) are the primary source of these constraints [34, 35] . NOEs are generally considered a local constraint with an upper distance range of approximately 5-6 Å . They can be very powerful when constraining non-sequential residues, but less helpful when this does not occur. Furthermore, interdomain NOEs in highly crowded spectra of helical proteins are difficult to assign. Finally, long-range NOEs are not routinely attainable for membrane proteins, large proteins or protein complexes, where faster relaxation times cause NOE cross-peaks to broaden and disappear.
Alternative distance constraints are known to be available from NMR and EPR experiments with site-directed spin labels [23, 36, 37] and recently gained popularity in providing long-distance restraints to the NMR structures [38] [39] [40] . Paramagnetic spin labels, such as (1-oxyl-1,1,5,5-tetramethylpyrroline-3-methyl) methanethiosulfonate (MTSSL), can be introduced at various locations along the protein backbone by site-specific mutagenesis and then adding the MTSSL probe onto the newly created cysteine side chain [36, 37] . The paramagnetic broadening of resonances observed in the heteronuclear correlation experiments such as [ 1 H-15 N]-HSQC can be converted into distances between the spin label nitroxide and protein amide hydrogens [36, 37] . Such paramagnetic relaxation enhancement (PRE) arises from the interaction of the unpaired electron on the MTSSL probe with the amide hydrogens of each residue along the protein backbone proximal to the spin label. In EPR experiments, distance information is available when two or more spin labels are introduced along the protein chain. The electron-electron dipolar interactions between spin labels result in a distancedependent broadening of the EPR spectrum that can be used to calculate distances between different parts of the protein [41] . The clear advantage of distance measurements from paramagnetic spin labels is their long-range character. In contrast to NOEs, PRE and EPR spin label distances range from 8 to as far as 35 Å . This means distances constraining parts of the protein far away in the sequence can be obtained more often with spin label experiments than with NOEs, though they will be longer-ranged and less restrictive.
There are different ways to incorporate RDCs into structural determination procedures, either as a standalone restraint or in combination with other methods [42] . Tjandra et al. [43] implemented RDCs as harmonic restraints into simulated annealing procedures to refine previously determined NOE-based protein structures. Prestegard et al. [44] exploited RDCs to obtain the relative orientations of secondary structural domains in large proteins, where no long-range NOEs were available. Finally, Clore et al. [45] used RDCs to dock two proteins in large heterologous complexes.
An alternative approach is to analyze RDCs in terms of dipolar waves. This method was introduced by Opella and coworkers for the analysis of the relative orientation of secondary structural domains with periodic nature, such as helices and b-sheets [46] [47] [48] . In fact, RDCs originating from the alignment of regular secondary structures oscillate according to their intrinsic periodicity. By analyzing these oscillations as a function of the protein residue number, it is possible to identify the regular secondary structural elements and at the same time, to determine their relative orientations [46] [47] [48] . By exploiting the orientational dependence of the dipolar waves and using an exhaustive search algorithm, we were able to determine the topology of a small helical membrane protein, phospholamban, weakly aligned in stressed gels [49] . Also, Wang and coworkers using the peptide pixel approach demonstrated that it is possible to incorporate the intrinsic periodicity of RDCs into annealing protocols to derive the backbone structures of proteins supplemented with either sparse NOEs or //w angles [50] [51] [52] . More recently, Blackledge and coworkers have used dipolar waves to trace transient helical elements of partially folded proteins [53] . To date, however, the utility of dipolar waves for structural determination is still under investigation.
In this paper, we explore the possibility of folding of helical proteins using dipolar waves in concert with longrange distances from paramagnetic centers and a simple residue-based force field [54] . The secondary structural elements (helices) are treated as rigid bodies, and a hybrid Monte Carlo/simulated annealing algorithm is used to search the protein conformational landscape associated with packing and orientation of the helical units. This method requires low-level experimental input and short calculation times. We have critically evaluated both the applicability and the limitation of this approach for several different helical proteins with synthetic data (i.e., the pseudo-experimental data are generated from knowledge of the folded structure), including orientational and longrange distance constraints as well as combinations of both.
Methods

Protein representation
Each protein is represented using only the backbone atoms (C a , C 0 , N), the amide hydrogen and the center of mass of the side chain. Side chain centers of mass are used as the interaction site for the force field, while the carbon atoms are needed to define the position of the backbone. Nitrogen and amide hydrogen atoms are included for direct evaluation of N-H RDCs. Bond angles and distances, including the side chain center of mass, are determined by reading the atom coordinates from the PDB file so that the helix retains the experimental (PDB) conformation. We note here that several tests were also performed using model helices built with the ideal helical structure (i.e., generic structures generated without knowledge of the experimental 3D structure for a specific protein); these tests resulted in the same trends observed while using PDB helix conformations, and data for multiple simulation methods are included in the Online Resource ( Fig. 1; Tables 1, 2 ).
There are several methods available for determining the secondary structure of proteins, including an evaluation of NMR chemical shifts [55] , the use of prediction methods [56, 57] or extraction of this information directly from RDCs [47] . The orientational dependence of RDCs is such that the intrinsic periodicity of secondary structural elements is encoded in the fluctuation of dipolar couplings with residue number [46] [47] [48] . Portions of the protein sequence that can be fit with a sine wave of specific periodicity (3.6 for a-helices and &2.0 for b-sheets) indicate the locations of the respective secondary structural types. For the purposes of this work, target structures are limited to small helical proteins. The secondary structure is assumed to have been previously determined by one of these methods. Only helical segments of the protein are treated explicitly. Unstructured loop regions define an additional distance constraint such that consecutive helix ends are forced to be within a distance of less than 3.8 Å times the number of residues in the loop. Beyond that, loop regions are neglected; they do not add steric hindrance nor favor any interhelical orientation. As a further simplification, each helix is treated as a rigid body ignoring internal degrees of freedom and conformational changes. The force field that is used with this simplified protein model consists of three terms: a favorable contact energy between residue pairs and energy penalties for orientational and distance constraints. First, the ways that constraint data are incorporated is discussed, and then a complete description of the force field is given.
Dipolar wave constraints
The use of RDCs as constraint data in a dipolar wave framework requires that the helix orientation first be clearly defined. To this end, the orientation of each helix is described by three Euler angles, as shown in Fig. 1 , using a ''ZYZ'' rotation convention and treating counterclockwise rotations as positive. The central axis of the helix is determined according to the method proposed by Kahn [58] . The relationship of helix orientation, defined by the central axis, with residual dipolar couplings has been presented previously for the spherical [21] and Cartesian [48] coordinate systems. The intrinsic degeneracy of RDCs manifests within dipolar waves as four degenerate possibilities for the Euler angles that describe the position of a helix:
. A simple exhaustive search over possible angles will readily locate the four degenerate orientations [49] . Lifting this degeneracy requires that another set of RDCs obtained from a sufficiently different alignment (different D a and R values signify a different overall orientation in the magnetic field) be used together with the first set.
To generate a list of dipolar coupling constraints for use in the simulations, Eq. 1 (which depends only on the orientation of N-H vectors with respect to the principal axis frame) is used to back-calculate a set of pseudo-experimental dipolar couplings from the positions of the nitrogen and amide hydrogen atoms listed in the PDB file. Values for the alignment tensor magnitude (D a ) and shape (R) are calculated using the Simulation of Sterically Induced Alignment tensor (SSIA) program [59] for the first RDC set. Tensor values for additional RDC sets, shown in Table 1 , are chosen to differ in both rhombicity (R) and overall alignment (described by a set of alignment tensor Euler angles, a, b and c, that describe the orientation of the whole protein with respect to the principle axis frame). The difference between successive alignment tensors is chosen to give low correlations between RDCs calculated for each set, making respective sets sufficiently different so as to eliminate the characteristic four-fold degeneracy.
Long-range distance constraints (PREs and DEER)
Two types of distance constraints are being considered: PREs and DEER constraints (i.e., dipolar distances between EPR spin labels). For distances involving spin labels, specific sites for the introduction of the nitroxide Euler angles a, b and c are given in radians. D a and R are given in Hz (8) 14 (8) M, N and N hel are the number of helices, total number of residues and number of residues in helices, respectively. The number of spin labels used for PRE and EPR distances is shown in parenthesis beside the number of constraints group were chosen by looking for positions least likely to disrupt the native structure. Because residues that are exposed to solvent can incorporate the nitroxide group with less structural disruption than residues buried within the protein core, we used a Kyte-Doolittle hydropathy plot [60] to select hydrophilic residues as the sites for model spin label placement. We also selected residues that were close to helix ends when possible, reasoning that these would be the most restrictive distance constraints. Figure 2 shows an example of the positions chosen for PRE constraints in the protein with PDB code 1I6Z. From an NMR perspective, the degree to which spin labels change the native protein structure can be assessed by comparing chemical shift changes before and after the spin labels have been introduced. Battiste and Wagner [36] found that MTSSL spin labels introduced at solvent-accessible sites on the protein eIF4E produced no major chemical shift differences. Furthermore, it has been noted that introducing MTSSL spin labels into the solvent-accessible helical segments of the protein does not generally perturb the protein structure [36, 61] . From a simulation perspective, the interaction energy from the force field can be compared for the same protein with and without spin labels. If the replacement of the native side chain with a spin label has not made significant changes to the protein energy, then it is unlikely that the structure has changed. For each of the six proteins studied here, the changes in interaction energy were found to be small when the spin labels were placed on hydrophilic residues (see ''Results and discussion'' section). The actual position of the highly flexible spin label was modeled as an average structure in a manner similar to that reported previously [41] . The average distance from the C a atom to the nitrogen atom of the MTSSL nitroxide was set to 6.7 Å , with the C a -N vector passing through the center of mass of the residue side chain. This specific location was chosen for simplicity, but a distribution of orientations could be modeled by introducing another degree of freedom. A list of distance constraints for each protein was generated from the PDB file by replacing the side chain centers of mass of the appropriate hydrophilic residues with the position of the nitroxide nitrogen. EPR constraints were taken from the distances between the nitrogen atoms of one spin label to the nitrogen atoms of all other spin labels on different helices. PRE constraints were taken from the distances from each MTSSL nitrogen to the amide hydrogens of all residues on the other helices. It should be noted that this computational study assumes an ensemble of identically labeled proteins, whereas experimental situations may result in incomplete labeling. Finally, only distances that fell between the limits of 8 and 25 Å were kept. Distances as large as 35 Å have been observed, but the accuracy of the longest distances ([25 Å ) is less certain and these were not included here [43, 62] .
Force field
The primary challenge of this study is to quickly calculate the relative energy of several protein conformations given an array of possible constraints. This requires a force field that is both simple and moderately accurate, one that can account for solvent effects and other important contributions to the stability of a protein structure implicitly. A simple square-well potential function was chosen with well-depth energies derived from a statistical study of more than 1,100 proteins in the Protein Data Bank [63] . In the original work, Miyazawa and Jernigan [63] (MJ) considered the average number and type of contacts between different amino acid pairs. This was then related to a statistical (free) energy value (based on a Boltzmann inversion of probabilities) for specific pair interactions that naturally incorporates solvent effects. Use of the MJ contact energies has also been noted to be successful in previous implementations of simple force fields for predicting protein folds [64] . In view of this success, a simple force field based on the contact energies was used to describe the energy of interaction between two interhelical residues (Eq. 2):
Residue Number 
where r ij is the distance between the side chain center of mass of residue i on one helix and the side chain center of mass of residue j on a different helix, and e ij is the contact energy for the interaction between specific residue types i and j as described in the original work [63] . The total interaction energy for each protein structure is the sum of all contact energies for all interhelical residue pairs. Each helix is treated as a rigid body with PDB conformations allowing the energy from intrahelical residue pairs to be ignored. A shortcoming of this simple square-well force field is that it is always energetically favorable to form additional contacts which in certain cases may lead to overly compact structures. Additional energy penalties from the various distance and orientational constraints are added in the form of harmonic penalty functions. For the orientational constraints, the calculated dipolar coupling for a given residue is compared to the target dipolar coupling directly (Eq. 3):
Using 15 N-1 H dipolar couplings, there is, at most, one value per residue, and the total energy penalty from orientational constraints is the sum over all residues with a measurable coupling (i.e., non-proline residues). The force constant, k orient , in this equation is kept at a constant value for all of the six proteins studied. When only one set of RDCs is used, the force constant was set to 1.0 energy units per Hz 2 . For two sets of RDCs, the force constant was scaled to 0.5 energy units per Hz 2 , and for five sets, the force constant was set to 0.2 energy units per Hz 2 . Because the orientational energy penalty is a simple sum over the number of residues, treating the force constant in this manner results in somewhat weaker penalties for shorter helices. Another alternative, though not implemented here, would be to use protein-specific force constants that scale with the length of the helix and/or number of possible constraints.
For the distance constraints, the calculated distances are evaluated with an upper (d max ) and lower (d min ) bound consistent with the accuracy of the measurement (Eq. 4):
For PREs, the upper and lower bounds were set to ±4 Å as suggested by Battiste and Wagner [36] . Distances from EPR spin labels can be obtained with better accuracy than the PREs measured in the NMR [41] , so the upper and lower bounds were set to ±1 Å . Alternate bounds for the EPR spin label distances were also tested, ranging from ±1 to ±4 Å . For all tests, final simulated structures were comparable; small increases in average and variance of RMSDs were observed given less restrictive boundary criteria (see Online Resource 2), but these differences were not large enough to affect the overall comparison of different methods. In the case of distance constraints, the total energy penalty is a sum over all the interhelical residue pairs for which a distance could be measured. For distance constraints, the force constant was simply set to 1.0 energy units per Å 2 . The total protein energy is a sum of the interaction energy and any constraints applied to the system (Eq. 5):
where M is the number of helices, and N is the number of residues per helix.
Simulation details
Each set of simulations utilizes several different starting configurations (M!, where M is the number of helices) for each protein. The Monte Carlo/simulated annealing simulations are initiated at a high temperature (1,000 in arbitrary simulation units selected via trial and error) and slowly cooled in a standard simulated annealing process to a temperature less than 1 in the same simulation units. The initial temperature was selected to ensure that each system has enough thermal energy to sample phase space adequately and avoid becoming trapped in local minima. The initial helix orientations of each starting configuration are assigned randomly, with initial positions set so that all loop length constraints are satisfied. Various rates of cooling have been attempted for each protein in an effort to find the fastest rate for which most of the starting configurations converge to the same final structure. Tests were done at six annealing rates for all proteins. The final choice of a protocol with 9 9 10 7 steps (each annealing step reduced the temperature by a factor of 0.9999999) presents a suitable compromise of converged energies across starting configurations and length of time for the simulation. Actual time for each simulation was variable, depending on protein size and number of constraints; times ranged from several hours to a couple of days.
The simulations proceed with a Monte Carlo search over translational and rotational degrees of freedom using the normal Metropolis acceptance rule. A summary of the target proteins can be found in Table 2 , along with the respective numbers and types of constraints that are used for each of the different simulations. Each protein was chosen for its helical secondary structure, small size and the ability to compare with the simulation results of Nanias et al. who used a similar force field [64] . Additional details for the protein model, the constraints, the force field and the simulation method can be found in [54] .
Simulation results were analyzed for relative contributions to the total interaction energy arising from the force field and each type of constraint, C a -RMSDs between calculated structure and PDB structure, and average errors in the internal angles between each pair of helices in a given protein (d IA ; Eq. 6):
where M is the number of internal angles, N is the number of helices, and a is the value of the internal angle. The internal angles are found by first calculating the helix orientation of individual helices according to the convention shown in Fig. 1 and then determining the dot product of central axis vectors for each helix pair.
3 Results and discussion
Force field
For every simulation, the correctness of calculated properties depends on the accuracy of the force field and the ability to adequately sample conformational/configurational space. For simulations in this work, absolute accuracy of the computed structures was less important than the relative accuracy, i.e., determining which combination of constraints gives a better answer than the other combinations. Furthermore, the search algorithm was aided to different degrees by the constraints added to the potential function. As an estimate of the range of structures that are possible using the methodology of this work, two test simulations were run for each protein.
In the first test, the orientational degrees of freedom were eliminated. Backbone conformations and orientations of each helix were read from the respective PDB files and held fixed throughout the simulated annealing Monte Carlo search. This amounted to a simulation using only translation in three dimensions and allowed the force field to locate a preferred packing arrangement of the orientationally constrained PDB helices. This search, mimicking perfectly accurate orientational constraint data, reflects the ability of our simple force field to find correct protein structures in the presence of good constraint information. Results for this first test protocol are shown in Table 3 as ''translation only.'' For each of the six target proteins, the final RMSDs of the best structure are compared with those found previously [64] and demonstrate that the residuebased force field employed here is similarly accurate despite its simplicity.
In the second test, both orientation and position of the helices were allowed to change. In the Monte Carlo search, this required both translation and rotation moves. Rotation moves were performed for an entire rigid helix about a given axis such that all three Euler angles (Fig. 1) were effectively sampled. In this test (referred to as method 1 for later comparisons), the search algorithm proceeded in the absence of any constraint data and located the helix orientations and packing arrangement preferred by the force field alone. For all but protein 1I6Z, the unconstrained search was unable to find the appropriate orientation of helices. This is shown by the high errors in internal angles (d IA ) listed in Table 3 and the increases in RMSDs compared to the constrained test.
Comparing results for the test simulations to the energy of the target structure as calculated with the potential function employed here demonstrates that the target structure is generally not the true minimum of the force field. The differences in energy between the simulations with fixed and variable orientations suggest a bias. The residue-based force field is a simple sum over all the interhelical contacts in the protein (Eq. 5). As the number of contacts increases (and the protein becomes more closely packed), the energy of the protein becomes more favorable. When the orientations of each helix are allowed to change throughout the simulation, the force field attempts to maximize the contacts between helices. This generally corresponds to the situation where all of the helices are roughly parallel or have approximately the same orientation. This tendency can explain the larger error in internal angles and higher RMSDs for the case where helix orientations are allowed to vary. Not surprisingly, the one strikingly successful (average RMSD = 1.1 Å ) protein in this group, 1I6Z, has a native structure with long, nearly parallel helices. The difference in interaction energies between variable and fixed helical orientations is much smaller for 1I6Z than for any of the other proteins in the list. Additionally, the large errors in the internal angles for all but protein 1I6Z indicate that the force field alone struggles to determine both the orientation and packing of helical segments in proteins with non-parallel helix alignments. However, when the orientations are held fixed, the simple force field performs remarkably well. The best RMSDs for each protein in this group are all below 3 Å for the PDB conformations. The implication is that as the constraint data become more accurate and restrictive, the force field will more readily locate a structure that resembles the native target. In this respect, a simple force field is all that is needed to evaluate different types of constraint data that can be used with more sophisticated protein structure prediction methodologies and should be prioritized for experimental measurement. For all subsequent simulations, the interaction energies and corresponding structures are expected to fall somewhere between the target structure and the structure preferred by the force field (''translation and rotation'' field in Table 3 ).
Orientational constraints
The challenges posed by the orientational degeneracy of RDC measurements and the potential benefit of unique constraint data are well known and should not be overlooked when using RDCs in prediction algorithms. In the general case, RDC data from a single alignment are not sufficient for determining unique protein orientations and must be supplemented either by an additional set of RDCs from a different alignment, by distance constraints, or by a force field. Combination of 15 N-1 H RDCs with the chemical shifts in the Rosetta [65] algorithm for protein structure prediction is one such approach [4, [66] [67] [68] . In these studies, the RDC data were used as a supplement to the force field. The inherent degeneracies were noticeable in the first study as an increase in the range of errors (i.e., some structures were much better, but some were much worse) in the distance matrix for the protein [49] . When combined with additional data, such as NMR chemical shifts, overall results and uncertainties improved relative to the unconstrained case [4] . In the second study, no explicit mention of RDC degeneracies was made, but it is interesting to note that at least one of the six proteins in the study failed to show structural improvements with the inclusion of a limited set of RDC constraints from a single alignment [68] .
In the present work, a series of simulations are performed using an increasing amount of RDC data in conjunction with the simple force field described above (methods 2-4). The results, presented in Table 4 , demonstrate that the use of data from only one alignment is not adequate for uniquely determining helix orientations. In fact, the addition of a single set of RDCs to the force field (method 2) actually made structures worse compared to the force field alone for four of the proteins tested. This can be seen by the higher RMSDs and larger errors in the internal angles (d IA ). The situation begins to improve with the addition of a second set of RDCs from a unique alignment. With the exception of 1A6S, the errors in the internal angles improved dramatically compared to the single set. RMSDs decreased for all proteins. As the number of unique alignments was increased to five, the results Results for the lowest energy structure in each set of simulations are compared to the structure giving the best RMSD and to the average values. Column headings are defined as follows: E int refers to the interaction energy (Eq. 5); d IA is the average error in internal angles (Eq. 6) in degrees; RMSD is the C a RMS deviation of the calculated structure from the target (PDB) structure; ''Best RMSD'' is the best observed RMSD over all starting configurations; DE tot is the difference in the total energy between the lowest energy structure and the best RMSD structure; the average RMSD is the average over all starting configurations; and lastly, r RMSD 2 is the variance of RMSDs. RMSDs and r RMSD 2 are given in units of Å , while energies are reported in arbitrary units improved further. The RMSDs observed using two and five data sets (methods 3 and 4) improve steadily, with all proteins showing an RMSD of the lowest energy structure below 6 Å for five sets of RDCs. There is also a best structure in each case with an RMSD below 3.5 Å . The differences in total energy between the lowest energy structure and the best RMSD structure also improve going from a single set to five sets. With a single set of RDCs, the average difference in energy between the lowest energy and best RMSD structure is 27 units. When five RDC sets are used, this average energy difference reduces to 10 units.
A further assessment of the quality of constraint data is the convergence of starting configurations. Experimental data that result in few local minima will direct each starting configuration into the global minimum more rapidly than a less restrictive data set. The better constraint sets will be identified by a higher level of convergence of starting configurations to the global minimum. The plots in Fig. 3 compare energy and RMSD for all starting configurations of each simulation, the sweet spot being the lower left-hand corner, corresponding to low energy (high accuracy) and low RMSD (high precision). As discussed above, the single set of RDCs (Fig. 3a) does not have an appreciable effect on the convergence of helix packing. The scatter of starting configurations for each protein was expected to get smaller and moves toward the lower left-hand corner of the plot as the number of RDC sets increased. Nevertheless, in moving from a single set of RDCs to five sets (Fig. 3b) , RMSD convergence is not noticeably better, but overall there is an increasing number of structures achieving RMSDs below 5 Å . A closer look at the structures obtained from these multiset simulations indicates that the improvement in RMSD is not as dramatic as expected due to the persistence of translational errors. In many cases, the orientations of the helices are correct (note especially the decrease in errors for internal angles; Table 4 ), but the packing has not been optimized.
These results underscore the challenges of using RDC data to constrain conformational search algorithms. A single RDC data set only becomes beneficial when there are enough data from other sources to overcome the intrinsic degeneracy arising from second rank tensor in Eq. 1. Without additional data, RDCs can potentially introduce additional unwanted uncertainty. Unique helix orientations were found consistently only with the use of two or more data sets.
Distance constraints
Distance constraints become more effective at limiting the extent of conformational space when they constrain portions of the protein far apart in the sequence to be close in space. NOE distances, due to their short range (on the order of 5 Å ), are the most precise distance constraints when they are available, but PRE and EPR distances, due to their longer range, can provide complementary information about more distant parts of the tertiary structure. In many previous studies, as in this one, distance information is often adequate for determining both the orientation and packing of helices within the protein [4, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] 69] . As can be seen from Table 5 , in each of the two types of simulations using distance constraints (methods 5 and 6), the RMSDs of the lowest energy structures are all below 7 Å , and for the best RMSD structure, below 5 Å . The one exception is protein 1J7O for simulations using only EPR distances. This protein has fairly loose packing in the target structure and was a consistent challenge for the force field to fit (cf. Eq. 2). For most of the proteins, however, the ability of the force field to find correct structures improves with distance constraints as seen by the smaller differences in energy between the best structure and the lowest energy structure relative to the orientational methods. The average energy differences have decreased from over 25 to 14 units for the PREs and 18 units for the EPR method. Only the simulations using five sets of RDCs had better agreement between the lowest energy structure and the best RMSD structure (DE tot \ 10 on average). A comparison of energies and RMSDs for each of the distance constraint simulations shows an improving trend in results going from EPR simulations to PRE simulations. Thus, the range of RMSDs observed for EPR distance constraints (Fig. 3d) is similar to that of five sets of RDC constraints. Conversely, with the PRE data set, the RMSDs for all starting configurations fall below 10 Å (Fig. 3c ), but none of the observed structures has an RMSD below 1.5 Å . This is the only simulation type where structures below 1.5 Å were not observed. The simulations using PRE or EPR distances resulted in average RMSDs in the 5-7 Å range. By comparison, the simulations using a single set of RDCs produced average RMSDs in the 8-10 Å range. While the RMSDs for distance methods are generally lower than those seen in simulations with RDCs, the errors in the internal angles do not improve substantially relative to RDC-based methods. The simulations using EPR Fig. 3 Comparing energy and RMSD for RDC, PRE and EPR constraint methods. a Force field plus a single set of RDCs (method 2); b force field plus five sets of RDCs (method 4); c force field plus PRE distance constraints (method 5); d force field plus EPR distance constraints (method 6); e force field plus PRE constraints and a single set of RDCs (method 7); f force field plus EPR constraints and a single set of RDCs (method 8). In each case, the six proteins are represented by circles (1I6Z), squares (1G2H), diamonds (1DV5), uptriangles (1J7O), left-triangles (1A6S) and down-triangles (2ABD). For each protein, data points represent an independent starting configuration Table 5 Summary of structural data for distance constraint simulations E dist is the energy penalty for violating the distance constraints (Eq. 4); other column headings are defined in the caption for Table 3 PDB code Lowest energy Best RMSD Average constraints resulted in the highest orientational errors of any of the distance methods. However, these errors are still somewhat better than a single set of RDCs alone. In the absence of definitive NOE data, experimentalists can make use of the long-range distances available from paramagnetic spin labels, such as the PRE and EPR distances, as a supplement or replacement of NOE distances. Referring again to Table 5 , the results of our simulations indicate that the long-range distances from either PRE or EPR experiments do not converge satisfactorily to the target structure, which we attribute to the placement of the paramagnetic center. In each of the paramagnetic distance simulations, the optimal position of spin labels was placing one label at each of the helix ends. With the further requirement that the spin labels be incorporated at solventaccessible sites, the ideal placement of spin labels was only achieved for 2ABD. In the case of 1A6S, there were no solvent-accessible sites on the second helix, so all distances for that protein came from helices 1, 3 or 4. When measuring EPR distances, a minimum of two useable distances per helix was imposed. In most cases, this meant placing several spin labels on one helix to account for the lack of hydrophilic sites on the other helices. For PRE data, the distances were measured from each spin label to amide hydrogen atoms on all other helices. Each set of distances from a given spin label has only a single origin. Despite larger numbers of actual distances (see Table 2 ), PRE distances are less unique and less discriminating than an equal number of NOEs. The number of distances available from EPR experiments is limited further to those between spin labels. Each spin label introduced requires an additional amino acid mutation, thereby increasing the experimental effort required to obtain enough useable distances.
Combined distance and orientational constraints
A final set of simulations was performed using both distance and orientational constraints (methods 7 and 8). This set of simulations generated the best overall results (Table 6 ). Using a combination of distance and orientational information places constraints on both the translational (helix packing) and rotational (helix orientation) degrees of freedom. With these simulations, the energies tend to increase for each protein reflecting the larger number of constraints imposed on the system. Looking more closely at the energy penalties associated with the addition of constraints reveals that the structures obtained using combined constraints are a better match for the target structure. For the combined simulations using EPR and PRE distances, significant improvements are observed. For all of the combined simulations, the RMSD of the lowest energy structure is lower compared to the corresponding methods using either the corresponding distance or orientational constraints. Plots of energy and RMSD for the combined methods (Fig. 3e, f) show trends similar to those observed using only distance constraints. There is increasing convergence going from RDC/EPR simulations to RDC/PRE simulations. These combined simulations are also showing the best agreement between the lowest energy structure and the best RMSD structure. Average differences in the energies are 10 (RDC/PRE) and 18 (RDC/ EPR) in the arbitrary units used in the simulations. Errors in internal angles for the combined simulations are also better than the separate distance and orientational methods. The d IA values for RDC/PRE simulations are generally better than those observed for a single set of RDCs, but not quite as good as those for two and five sets of RDCs. The RDC/EPR simulations are more interesting. In this case, the orientational error is as small as that observed for five sets of RDCs, with the exception of 1DV5. These simulations illustrate both the potential benefits and difficulties arising from RDC information. Inclusion of RDCs resulted in significant improvement in the orientational errors compared to the distance simulation where EPR constraints resulted in the highest d IA values. For the protein 1DV5, however, despite the low energy penalties, the error in the internal angles is nearly 80°. The structure obtained is one of the degenerate orientations that satisfy the orientational constraints while at the same time not generating any significant distance penalty. In this structure, the second helix is rotated 180°relative to the correct orientation. With comparatively few distances between helices, this situation is more likely to occur with EPR constraints than with any of the others. When this protein is excluded, both the RMSDs of the lowest energy structure and the best RMSDs for all other proteins are comparable to those observed using five sets of RDCs.
For each of the combined constraint methods considered here, the addition of distance data to a single set of RDCs is able to overcome the degeneracy problems seen in the high orientational errors and RMSDs using only orientational constraints. These combined simulations utilize the strengths of each type of constraint to yield optimal results. Of course, better convergence and complete relief of RDC degeneracy can be achieved using short-and long-range NOEs. Indeed, when we ran our simulations using dipolar waves in conjunction with NOE constraints randomly distributed along the protein sequences, we consistently obtained RMSDs lower than 1 Å (data not shown). However, we would like to underscore that NOE assignment is a very time-consuming process, while both PREs and EPR distances can be readily available (easy to measure and analyze). Note that in some cases, obtaining samples for PRE measurements can be challenging. Nonetheless, once the samples are prepared, the NMR experiments for these samples are relatively simple to set up and analyze.
Summary of results
In Figs. 4 and 5, the simulation results for RMSDs and errors in the internal angles are compared for each of the eight methods. In Fig. 4 , results are presented for the structure with the best RMSD and the structure with the lowest energy for each method averaged over all six proteins in the test set. Figure 5 presents the degree of convergence of each method. For the simulations using a single set of RDC constraints (method 2) or only distance constraints (methods 5-6), we found high orientational errors and poor convergence. Simulations using constraint data that include multiple RDC data sets from unique (1), the force field plus a single set of RDC constraints (2), the force field plus two sets of RDC constraints (3), the force field plus five sets of RDC constraints (4), the force field plus PRE distance constraints (5), the force field plus EPR constraints (6), the force field plus RDC/PRE constraints (7), the force field plus RDC/EPR constraints (8) alignments or RDC data paired with sparse distance constraints significantly reduce the observed errors in internal angles and result in better predictions of helix orientation. RDC and EPR constraints generated the best RMSDs, whereas RDC and PRE constraints and 5 RDC data sets produced the best internal angles.
In addition to the results discussed so far, additional tests were also performed using ideal helix structures and another set of simulations using larger distance boundaries for the EPR constraints (see Online Resources). Tests with ideal helix conformations show the same general trends as simulations with PDB conformations, particularly with respect to the relative orientations and packing of the helices. For a given set of force constants, however, the magnitude of E orient is larger for the ideal helix structures, which could easily be corrected by scaling the relative force constants. Increasing the EPR distance boundaries does not lead to any significant increase in the RMSD, but E dist decreases slightly when the boundaries are looser.
Ribbon diagrams of the lowest energy structures for the three best methods are shown in Fig. 6 . All of the structures shown have RMSDs to the target of less than 6 Å , with the exception of 1DV5 with RDC/EPR constraints noted earlier. Of the remaining structures, only three of the proteins (1G2H, 1A6S and 2ABD) simulated with five sets of RDC constraints have RMSDs above 4.0 Å . All the other structures for all of the other methods have a lowest energy structure with an RMSD of 3.8 Å or less. Orientational errors also persist for 1G2H and 1A6S. For 1G2H, the higher errors are related to the short length of the helices. As described in the Methods Section, the force constants can lead to weaker constraint penalties for shorter helices; this could be overcome by optimizing force constants for each protein. 2ABD has the correct orientations, but suffers from persistent translational errors. The ribbon diagram reveals that helices 2 and 3 are not correctly packed despite having the correct orientations.
In summation, the best performing methods were found to be methods 4 (5 sets of RDCs), 7 (RDC ? EPR) and 8 (RDC ? PRE). These methods produced, on average, the best RMSDs and lowest orientational errors. In general, the introduction of PRE data is preferable, as it still provides the site-specific information, manifested in the quenching of NMR lines. The exception here is the small globular tightly packed proteins, for which the PRE data would quench the majority of the NMR signals. In this case, there is a preference toward the EPR restraints, as seen for the 1A6S protein (Table 5 ). In the absence of the spin-labeled data, similar precision and accuracy can be obtained with multiple RDC sets, provided a number of sufficiently different alignments can be achieved. Note that introducing other types of RDC data (e.g., C a -C 0 ) does not reduce the degeneracy of the system. Our simulations show that it is possible to have relatively low RMSDs while retaining a fair amount of orientational error and suggest that both RMSD and orientational error should be taken into account when assessing the quality of calculated structures. The success of the method involving multiple RDC data sets further underscores the importance of orientational input when determining protein structure, but multiple unique RDC alignments pose a significant experimental challenge. Our analysis further confirms that the combined use of both long-range distance and orientational constraints is a better approach.
Comparison with other methods and perspectives
In the past few years, concomitant with the structural biology initiative, there has been a tremendous effort devoted to advance computational methods for structural predictions with and without auxiliary NMR data [4, 23, [69] [70] [71] . In particular, the incorporation of RDCs into prediction methods using fragment-or residue-based approaches has improved dramatically the convergence of the
RDC/ PBE RDC/ EPR Fig. 6 Ribbon diagrams of the lowest energy structure found for each protein in the best three methods. Diagrams are colored, so the first helix is red, the second helix is blue, the third helix is green, and the fourth helix is yellow. Unstructured loop regions are shown in gray only for the target structure prediction programs. In our approach, we advocate the use dipolar waves (characteristic patterns arising from the RDC data of periodic structures) for both secondary structure and three-dimensional structure determination. The approach presented in this paper builds on our previous work [49] using dipolar waves and an exhaustive search algorithm to generate a set of geometric solutions compatible with the overall protein folds. Here, we have coupled this approach with a minimal force field and Monte Carlo/simulated annealing sampling method to determine the tertiary fold of proteins. As with the approach proposed by Prestegard and coworkers [72] , this method does not rely on sequence content and utilized sparse and easily obtainable NMR/EPR data. Unlike the method proposed by Blackledge and coworkers [73] , our approach is compatible with the use of dipolar waves derived from only one aligning medium (methods 7 and 8). While our approach embraces a philosophy similar to that of Wang and coworkers, we do not make use of short range distances or //w angles [50] . Rather, we treat the helical segments as rigid units to build the protein three-dimensional structure.
Our aim is to obtain a fast fold at moderate-resolution (below 4 Å ) that can constitute excellent starting points for high-resolution structure determination. As with the method proposed by Wang and coworkers, our structures mainly contain information regarding protein backbones and side chains need to be reconstructed using more realistic force fields [50] . Specifically, these low-resolution structures can be used to design new experiments (i.e., labeling sites, NMR and EPR experiments) to derive further constraints to be implemented in a more comprehensive manner. Fully atomistic force fields can be used in conjunction with simulated annealing approaches to improve convergence and resolution of both backbone and side chains [74, 75] . Our long-term goal, however, is to establish a robust framework to apply these methods for the structural determination of helical membrane proteins utilizing orientational constraints, where NOE data can be difficult to obtain. In fact, membrane protein backbone structural topologies are obtainable from anisotropic solid-state NMR data (dipolar couplings and chemical shift anisotropies) derived from protein reconstituted in mechanically or magnetically aligned lipid bilayers. For these samples, dipolar and chemical shift waves have been instrumental for backbone resonance assignments, topology and structure, simultaneously. The confinement of the transmembrane domains within the *40 Å of the membrane bilayer will significantly restrict the conformational landscape (e.g., a higher propensity for parallel helix alignment), making our strategy (but with a force field reflecting the lipid environment) more advantageous for membrane protein structure determination.
Conclusions
Using six helical proteins for validation, we demonstrate that the combination of minimal experimental data and a simple residue-based force field is able to determine both orientation and packing of several small helical proteins. Specifically, the combinations of EPR or PRE and orientational data derived from RDCs (i.e., dipolar waves) are very promising. Although the structural models we have obtained are at moderate-resolution, they have the correct topology of all helical elements. In the future, our computational approach may aid in the design of new experiments to obtain optimal long-distance information (e.g., predict the location of spin labels that can best discriminate between degenerate candidate structures using only RDCs) and, hence, enables one to find the correct solution for the three-dimensional protein structure in a more expedited manner than the classical experimental methods for structural determination. 
