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RÉSUMÉ
Ce mémoire présente une méthode novatrice de calcul du champ distance d'un
solide paramétrique. Bien que de nombreux travaux aient déjà été préalablement
réalisés sur le champ distance d'une géométrie polygonale, aucune solution n'avait
encore été apportée pour obtenir celui d'une géométrie paramétrique.
Le champ distance est un ensemble compact et fermé d'un espace euclidien, pour
lequel est déﬁnie en tout point la distance euclidienne minimale permettant de
rejoindre la surface d'un solide.
Le champ distance est calculé numériquement en résolvant une équation de trans-
port basée sur l'équation Eikonal. L'équation Eikonal est une équation aux dérivées
partielles du premier ordre, dites d'Hamilton-Jacobi. La résolution de l'équation
Eikonal est un problème hyperbolique et non linéaire. Notre méthode repose sur le
transport de conditions limites qui dépendent de la géométrie.
L'information se propage le long des courbes caractéristiques à partir des conditions
limites. Le caractère non linéaire du problème conduit à la formation de chocs, selon
la loi de conservation hyperbolique.
Nous avons utilisé une méthode de balayage, appelée Fast-Sweeping, pour résoudre
l'équation Eikonal. Cette méthode consiste à discrétiser l'espace autour du solide à
l'aide d'une grille cartésienne, puis à propager les conditions frontières en résolvant
numériquement l'équation Eikonal selon un schéma de Godunov. La méthode de
résolution peut être subdivisée en deux étapes. Dans un premier temps, il est né-
cessaire d'initialiser les conditions frontières. Dans un deuxième temps, l'équation
Eikonal est résolue en utilisant plusieurs balayages alternés de Gauss-Seidel
L'initialisation des conditions frontières est l'étape la plus importante et aussi la
plus diﬃcile à mettre en ÷uvre lors du calcul du champ distance d'un solide.
Les conditions limites sont constituées des n÷uds limitrophes à la géométrie. Nous
avons donc dû développer un algorithme permettant de détecter et d'initialiser
précisément les n÷uds frontières. Ces n÷uds sont initialisés avec la valeur de la
plus courte distance euclidienne permettant de rejoindre le solide. Cette distance
minimale est obtenue en mesurant la longueur entre le n÷ud et sa projection sur
la surface du solide.
Nous avons développé une méthode précise de projection sur une surface de Bézier.
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Contrairement aux méthodes communément admises, qui calculent la projection
à l'aide d'un critère d'orthogonalité, notre approche est basée sur la minimisation
d'une distance euclidienne.
Dans le cas d'un solide fermé, l'orientation du champ distance est déterminée en
propageant l'orientation des n÷uds frontières. La localisation des n÷uds intérieurs
et des n÷uds extérieurs est déterminée grâce de l'orientation géométrique de la
surface.
Nous avons validé la précision du champ distance en eﬀectuant une analyse de
convergence de l'erreur. Nous avons montré que notre méthode est plus précise que
les méthodes qui utilisent un maillage surfacique.
Nous avons validé la robustesse de l'orientation du champ distance sur plusieurs
géométries où la localisation par rapport à la surface d'un point quelconque de
l'espace est connue sans ambiguïté.
Contrairement aux travaux antérieurs, notre méthode permet de calculer le champ
distance d'un solide directement à partir des surfaces paramétriques. Ainsi, l'erreur
de représentation est très faible.
Les mesures eﬀectuées ont montré que les temps de calcul des diﬀérents algorithmes
développés sont linéaires par rapport à la discrétisation utilisée. Le temps de calcul
a été fortement amélioré et permet de calculer des champs distances de grande
taille.
Le champ distance à nombreuses applications en géométrie numérique. Sans vouloir
remplacer les modèles paramétriques, nous croyons que le champ distance est une
représentation complémentaire qui oﬀre de nombreux avantages, notamment celui
de représenter de façon implicite des géométries de topologie quelconque. Il permet
aussi de modéliser les axes médians et de construire des surfaces parallèles.
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ABSTRACT
In this thesis we propose a novel method for computing the distance ﬁeld of parame-
tric shapes. Although many works related to distance ﬁeld of polygonal geometries
have been published, no solution has still been brought to obtain the distance ﬁeld
of parametric geometries.
Distance ﬁelds are deﬁned as spatial ﬁelds of scalar distances to a surface geometry.
At each point within the ﬁeld, we know the distance from that point to the closest
point on any object within the domain. In addition to distance, other properties
may be derived from the distance ﬁeld, such as the direction to the surface. When
the distance ﬁeld is signed, we may also determine if the point is internal or external
to objects within the domain.
There is no closed form analytical formulas for computing the distance ﬁeld of a
manifold. Numerical methods are then necessary for computing the distance ﬁeld
of such complex shapes. We use a front propagation method using the Eikonal
equation to propagate the parametric surfaces. We use an iterative algorithm, cal-
led the Fast Sweeping method, for computing the numerical solution for Eikonal
equation on a rectangular grid. The main idea of this method is to use a nonlinear
Godunov upwind diﬀerence scheme to discretize the partial diﬀerental equation,
and Gauss-Seidel iterations. Information propagates along characteristics from the
boundary. Due to the nonlinearity of the propagation problem, characteristics may
intersect like the formation of shocks in a hyperbolic conservation law.
Boundary conditions are deﬁned as the set of the closest grid nodes from the
parametric surfaces. The initialisation of boundary conditions is the most diﬃcult
and the upmost critical step.
Indeed we present a novel method for detecting boundary nodes on a rectangular
grid using grid properties and projection criterias. We also present a new algorithm
for the projection of points on rational Bezier surfaces using an euclidien distance
optimisation.
We implement a new post-processing algorithm to propagate the sign of boundary
nodes to non-boundary nodes of the cartesien grid.
We validate our method with an error convergence analysis. We present numerical
results to verify our analysis and show a few applications. We prove the convergence
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and error estimates for the distance function. We also prove that computing the
distance ﬁeld of a parametric shape is more accurate than computing the same
distance ﬁeld from a polygonal geometry.
The robusteness of the sign has been veriﬁed using geometric models for which
point in solid test is well known.
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1INTRODUCTION
Contexte du projet
Les méthodes de représentation surfaciques d'un solide sur ordinateur sont très va-
riées. Cependant, dans certains contextes, il est nécessaire de représenter le volume
entourant la surface d'un solide. Le champ distance est une représentation implicite
permettant de modéliser la géométrie, l'espace extérieur ainsi que le volume inté-
rieur d'un solide de topologie quelconque, en donnant localement une indication
sur la proximité du solide.
On déﬁnit le champ distance d'un solide comme un ensemble compact et fermé
d'un espace euclidien, contenant un solide, pour lequel est déﬁnie en tout point
la distance euclidienne minimale, ainsi que la direction, permettant de rejoindre
la surface du solide. Le champ distance est orienté si le solide est fermé, ce qui
permet de connaître la localisation d'un point de l'espace par rapport au solide. La
distance est positive à l'extérieur du solide et négative à l'intérieur.
La carte de distance d'un solide possède de nombreuse applications en géométrie nu-
mérique et en ingénierie. Par exemple, les propriétés du champ distance permettent
de déterminer eﬃcacement les axes médians ou les surfaces médianes d'un solide.
L'axe médian, appelé aussi squelette de distance, est une méthode permettant de
représenter la géométrie d'un solide en déterminant son squelette topologique. En
deux dimensions, l'axe médian d'une courbe fermée est le lieu des centres des cercles
qui sont tangents à la courbe en au moins deux points. L'axe médian peut être gé-
néralisé en n dimensions à l'aide des hypersurfaces. Les cercles en deux dimensions
et les sphères en trois dimensions sont alors remplacés par des hypersphères de
dimension n. Dans un champ distance, le locus de l'axe médian coïncide avec l'in-
tersection des caractéristiques. Ainsi, nous pouvons, une fois la carte de distance
d'un solide calculée, localiser les axes médians de la géométrie.
Le champ distance permet d'appliquer des opérations morphologiques d'érosion,
de dilatation, d'ouverture et de fermeture à la géométrie d'un solide (Jones et al.,
2006). Une opération d'érosion permet de supprimer une partie extérieure du so-
2(a) Axe médian. (b) Surface mediane d'un cube (Bouix et Sid-
diqi, 2000).
Figure 1: Axe et surface médiane.
lide, alors qu'une dilatation ajoute une nouvelle extension à la géométrie du solide.
Une opération d'ouverture permet d'élargir les entailles et les cavités de la géomé-
trie. L'opération d'ouverture est une érosion suivie d'une dilatation. L'opération de
fermeture, illustrée à la ﬁgure 2(b), va, quant à elle, refermer les cavités et adoucir
les artefacts aigus. Cette opération est formée d'une dilatation suivie d'une érosion.
Les opérations morphologiques sont plus faciles à réaliser sur un modèle implicite,
comme le champ distance, que sur un modèle paramétrique. En eﬀet, la continuité
lors de l'assemblage de plusieurs surfaces paramétriques est diﬃcile à garantir.
De plus, le champ distance peut représenter des solides de topologie quelconques,
contrairement aux surfaces paramétriques où la représentation d'un solide muni de
trous nécessite l'utilisation de multiples surfaces dont l'assemblage doit être régi
par un modèle topologique cohérent. Dans le cas du champ distance, la topologie
du solide et la géométrie sont imbriquées.
Une autre application possible au champ distance est la conception de solide à l'aide
de la modélisation volumique. La géométrie du solide est le résultat d'une suite
d'opérations booléennes sur le champ distance de formes géométriques élémentaires.
3(a) Géométrie de départ. (b) Résultat de l'opération de fermeture.
Figure 2: Opération morphologique de fermeture sur un modèle de crâne (Jones et al.,
2006).
Le champ distance est une représentation géométrique permettant de développer
de nouvelles méthodes de décomposition de domaine et de génération de maillage.
Persson (2004) a développé une méthode de génération de maillage non struturé
pour les géométries implicites en utilisant un champ distance orienté. Un maillage
initial est construit à l'aide de la méthode de Delaunay, puis le maillage est amélioré
en résolvant itérativement une équation d'équilibre sur les arêtes des éléments (voir
ﬁgure 3). Une métrique basée sur la courbure et le champ distance de la géométrie
est calculé avant la génération de maillage et permet d'obtenir des éléments de
taille optimale.
Figure 3: Maillage obtenu à l'aide de DistMesh.
4Wang et al. (2005) a développé une méthode de génération de maillage par construc-
tion de peaux successives. Les maillages en peau sont utilisés en dynamique des
ﬂuides pour les problèmes d'écoulement. Le champ distance permet la construction
de surfaces dites parallèles. Ainsi, on peut construire une frontière paramétrique
située à une distance constante de la surface d'origine. Cette nouvelle frontière per-
met alors d'utiliser des méthodes de génération de maillage algébrique ou elliptique
(Frey et George, 1999). En eﬀet, le calcul des transformations transﬁnies nécessite
un domaine fermé par quatre frontières paramétriques.
Le champ distance, de par ses propriétés, permet de concevoir tout une gamme
d'outils mathématiques permettant de se déplacer dans le voisinage du solide re-
présenté.
Problématique
Nous cherchons à obtenir le champ distance d'un solide de topologie quelconque
dont la surface est représentée par une géométrie paramétrique. Nos travaux se
concentreront sur les géométries représentées à l'aide de surfaces B-splinaires ration-
nelles et non uniformes, communément appelées surfaces NURBS (Non-Uniform
Rational B-Splines).
De nombreuses méthodes de calcul permettant d'obtenir le champ distance d'un
solide (Jones et al., 2006). Cependant, les méthodes développées jusqu'à ce jour
reposent sur une représentation polygonale de la géométrie du solide. Or la discré-
tisation d'une surface paramétrique donne toujours lieu à une erreur de représenta-
tion. Comme nous le démontrerons à la section 2.6, cette erreur est intégralement
propagée à travers tout le champ distance. La ﬁgure 4 représente une illustration
de l'erreur maximale commise lors de la discrétisation d'une courbe.
Aucune méthode n'a encore été proposée aﬁn de calculer le champ distance d'un
solide directement à partir d'une représentation paramétrique sans devoir préala-
blement eﬀectuer une discrétisation polygonale de la surface.
Un autre inconvénient au calcul de la carte de distance à partir d'un maillage sur-
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Figure 4: Erreur de représentation due à la discrétisation. La courbe est discrétisée en
quatre points reliés par des segments. L'erreur maximale ij sur chaque inter-
valle entre le n÷ud i et le n÷ud suivant j est représentée.
facique du solide est la formation de zones d'expansion. Lors du calcul du champ
distance, une géométrie polygonale génère de nombreuses zones d'expansion appe-
lées aussi zones de raréfaction, au niveau des arêtes et des sommets, selon la loi
de conservation hyperbolique. Dans une zone de raréfaction, on ne connaît qu'une
solution faible et l'erreur est plus importante.
(a) Zone d'expansion en 2D. (b) Cône d'expansion
d'une surface triangulée.
Figure 5: Représentation des zones d'expansion dans la solution due à la discrétisation.
Dans les zones d'expansion, l'erreur est plus importante et seule une solution
faible est connue. Une surface triangulée de continuité C0 génère des zones de
raréfaction de forme conique.
Un autre problème est l'orientation du champ distance. Dans les travaux antérieurs,
la surface triangulée n'était pas orientée. Pour orienter un n÷ud de la grille, il était
nécessaire d'utiliser une méthode de lancer de rayon. Cette méthode nécessite de
calculer l'intersection entre un rayon (une demi-droite) et le maillage surfacique.
Les méthodes d'intersection sont diﬃciles à développer, principalement à cause des
6problèmes de robustesse liés à la représentation des nombres et aux cas dégénérés
(Segura et Feito, 1998).
L'objectif de ce travail de recherche est de développer une méthode de calcul per-
mettant de minimiser l'erreur de représentation due à la discrétisation, en calculant
le champ distance d'un solide directement à partir des surfaces paramétriques.
Hypothèses de recherche
La problématique ayant été identiﬁée, il convient maintenant d'établir les hypo-
thèses de recherche. Trois hypothèses de recherche vont guider ce projet.
Notre première hypothèse porte sur la représentation du solide. Nous utiliserons
des solides représentés par des surfaces paramétriques. La représentation de la
surface est donc exacte. L'utilisation de surfaces paramétriques permet d'initialiser
les conditions frontières avec une meilleure précision. Le calcul du champ distance
à partir de surfaces paramétriques devrait ainsi permettre d'améliorer la précision
du champ distance.
Notre seconde hypothèse considère qu'il est possible de déterminer des conditions
frontières proches de la surface permettant de propager la distance dans l'espace.
Les conditions limites sont déterminées à l'aide d'une projection sur le solide. La
capacité de propager l'information le long de caractéristiques à partir de conditions
frontières est une propriété des équations hyperboliques de type Hamilton-Jacobi.
L'existence et l'unicité de la solution de ces équations ont été démontrées dans
Crandall et Lions (1983).
La troisième hypothèse consiste à vériﬁer que l'utilisation de surfaces paramétriques
permet de rendre l'orientation du champ distance plus robuste.
Objectifs du projet
Nous voulons que le champ distance préserve la continuité de la représentation
paramétrique du solide. La méthode de calcul du champ distance devra permettre
7un contrôle précis de l'erreur. Nous souhaitons développer une méthode de calcul du
champ distance d'un solide qui n'introduit pas de discontinuités dans la géométrie
continue originale.
Au niveau de l'implémentation, nous désirons obtenir une méthode rapide, dont le
temps de calcul est linéaire par rapport à la dimension du problème.
Une représentation complète de la topologie d'un solide permet de distinguer l'in-
térieur de l'extérieur. Dans le cas d'une représentation paramétrique, l'orientation
de la géométrie est déterminée par le modèle B-Rep. Pour une représentation impli-
cite, c'est la valeur de la fonction potentielle qui permet la localisation d'un point
de l'espace. Aﬁn que notre représentation implicite d'un solide soit complète, il sera
nécessaire d'orienter le champ distance.
Nous démontrerons la qualité du champ distance obtenu à l'aide de solides dont
la géométrie, connue sous une forme analytique, permet de calculer facilement
un champ distance exact. Une analyse de convergence de l'erreur montera que
notre méthode permet d'obtenir le champ distance d'un solide avec la résolution
souhaitée.
Présentation du mémoire
Le présent mémoire est divisé en cinq chapitres. Dans le premier chapitre, une
revue des concepts liés à la modélisation géométrique du solide est présentée. La
représentation paramétrique des surfaces gauches sera présentée, en particulier les
surfaces NURBS. Les algorithmes d'évaluation, d'insertion de n÷uds et de subdivi-
sion seront exposés. Ce chapitre traite aussi des méthodes de modélisation implicite
du solide.
Le second chapitre passe en revue les méthodes de calcul du champ distance exis-
tantes. Les méthodes de calcul numérique les plus courantes pour calculer un champ
distance seront présentées. La résolution de l'équation Eikonal sera particulièrement
détaillée.
Au troisième chapitre, présente dans un premier temps les concepts mathématiques
8de base de la projection orthogonale et, dans un deuxième temps, une revue des
méthodes de projection sur les surfaces paramétriques. Enﬁn une nouvelle méthode
de projection sur les surfaces NURBS sera proposée.
Le quatrième chapitre est consacré aux algorithmes développés pour calculer le
champ distance d'une surface paramétrique. Les étapes permettant de calculer le
champ distance d'un solide représenté par une surface paramétrique seront expli-
quées en détail.
Dans le cinquième chapitre rend compte des résultats obtenus. Une analyse de
convergence permettra de valider les diﬀérentes méthodes numériques développées
dans ce projet. Une analyse de performance des algorithmes de mise en oeuvre sera
aussi présentée.
Enﬁn, certaines perspectives de travaux visant à améliorer la précision et l'eﬃcacité
de la méthodologie seront proposées dans la conclusion.
9CHAPITRE 1
MODÉLISATION GÉOMÉTRIQUE DU SOLIDE
Ce chapitre vise à déﬁnir les concepts mathématiques liés à la représentation géo-
métrique d'un solide. Nous présenterons dans un premier temps les diﬀérents outils
de modélisation géométrique, en particulier de représentation paramétrique des sur-
faces gauches. Dans un deuxième temps, nous expliquerons comment ces surfaces
peuvent aussi être représentées sous une forme implicite.
1.1 Types de représentations géométriques
Les formes géométriques sont classiﬁées selon deux types. Le premier type est
un assemblage de formes géométriques élémentaires telles que des plans ou des
cylindres. Le deuxième type, regroupe quant à lui, les surfaces dite gauches. Une
surface est gauche si elle ne peut pas être décrite par un système d'équations
linéaires. Ces surfaces sont couramment utilisées dans l'industrie lors du processus
de conception géométrique. Elles oﬀrent aussi toute la ﬂexibilité et le contrôle
nécessaire à l'optimisation assistée par ordinateur.
On distingue principalement trois méthodes de représentation de surfaces gauches :
 Les représentations discrètes ;
 Les représentations paramétriques ;
 Les représentations implicites.
La ﬁgure 1.1 montre une hiérarchie des méthodes de représentation géométrique
des surfaces gauches. Ces méthodes possèdent chacune leurs avantages et leurs
inconvénients. Il est impossible de déterminer un modèle de représentation idéal.
Il convient de choisir le bon mode de représentation en fonction des besoins et des
contraintes liées au design et à la conception.
Les principales diﬀérences entre chaque méthode de représentation sont présentées
ci-dessous :
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Surface gauche
Représentation 
paramétrique
Représentation 
analytique
Surface de Bézier
Surface B-Splinaires
Surface NURBS
Représentation 
Implicite
Carte de distance
Représentation 
discrète
Représentation 
polygonale
Figure 1.1: Classiﬁcation non exhaustive des méthodes de représentation géométrique
des surfaces gauches.
 Une représentation implicite est fortement liée à un repère. Il est diﬃcile de le
changer, contrairement à une représentation paramétrique où l'on peut eﬀectuer
un changement de repère en conservant parfaitement la topologie, par exemple
lors de transformations géométriques (translation, rotation).
 Une représentation paramétrique est plus facile à visualiser qu'une représenta-
tion implicite. L'aﬃchage d'une géométrie paramétrique est réalisé en discrétisant
l'intervalle de paramétrisation, puis en évaluant l'équation paramétrique. En re-
vanche, l'aﬃchage d'une représentation implicite nécessite plus de calcul, car il
faut résoudre une équation de niveau (voir section 1.4.3).
 La localisation spatiale des points est triviale dans une représentation implicite.
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Il suﬃt d'évaluer la fonction implicite au point voulu et de déterminer la lo-
calisation spatiale à l'aide du signe de la valeur résultante. Une valeur négative
indique que le point est à l'intérieur du solide. Dans le cas des représentations pa-
ramétriques, il est nécessaire d'utiliser un modèle géométrique complet et orienté
comme un B-Rep, puis d'eﬀectuer un calcul de la normale (voir section 1.3).
 La représentation des intersections et la construction d'une surface parallèle à
une autre (oﬀsets) se calculent plus facilement à l'aide d'une représentation im-
plicite plutôt que paramétrique.
On trouve un résumé des avantages et des inconvénients pour chacune des méthodes
à la ﬁgure 1.1. La représentation la plus couramment utilisée dans l'industrie pour
représenter des surfaces gauches est la représentation paramétrique.
1.2 Représentation paramétrique des surfaces gauches
Les surfaces gauches sont facilement représentables à l'aide d'une fonction paramé-
trique. On distingue plusieurs méthodes de représentation paramétrique. Nous pré-
senterons d'abord les surfaces B-splinaires, puis les surface NURBS (Non-Uniform
Rational Basis Splines) et, enﬁn le cas particulier des surfaces de Bézier.
1.2.1 Surfaces B-splinaires
Une spline est une fonction polynomiale déﬁnie par morceaux. Les B-splines (basis
spline) sont la généralisation des courbes de Bézier, elles sont à leur tour généra-
lisées par les NURBS. Une B-spline est une combinaison linéaire de splines non-
négatives à support compact minimal. Les surfaces B-splines forment un ensemble
de méthodes de représentation paramétrique de surfaces.
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1.2.1.1 Fonctions de bases B-splinaires
Soit U = {u0, . . . , um} une séquence monotone non décroissante de nombres réels,
tel que ui ≤ ui+1 pour i = 0, . . . ,m− 1. Les valeurs ui sont appelées des n÷uds et
U est un vecteur nodal.
On déﬁnit la ie fonction de base B-splinaire de degré p (d'ordre p+1), notée Ni,p(u)
par :
Ni,0(u) =
{
1 si ui ≤ u < ui+1 ,
0 autrement ,
Ni,p(u) =
u− ui
ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u) .
Les fonctions d'interpolation (blending functions) B-splinaires possèdent plusieurs
propriétés qui les rendent adéquates pour la modélisation mathématique des sur-
faces gauches (Piegl et Tiller, 1995).
1.2.1.2 Dérivées des fonctions de bases B-splinaires
La dérivée d'une fonction de base B-spline est donnée par :
N ′i,p(u) =
p
ui+p − uiNi,p−1(u)−
p
ui+p+1 − ui+1Ni+1,p−1(u) . (1.1)
1.2.1.3 Formulation d'une surface B-splinaire
Une surface B-Spline est obtenue à l'aide d'une grille bidirectionnelle de points de
contrôle, appelée polygone de contrôle. La surface B-spline est calculée en multi-
pliant deux ensembles de fonctions de base B-splinaires :
~S(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)~Pi,j .
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Chaque ensemble de fonctions de base est déﬁni sur un vecteur nodal qui lui est
propre :
U = {0, · · · , 0︸ ︷︷ ︸
p+1
, up+1, · · · , uni−p+1, 1, · · · , 1︸ ︷︷ ︸
p+1
} ,
V = {0, · · · , 0︸ ︷︷ ︸
q+1
, uq+1, · · · , unj−q+1, 1, · · · , 1︸ ︷︷ ︸
q+1
} .
1.2.2 Surfaces NURBS
Les surfaces NURBS sont une généralisation des surfaces B-splines. Cependant
les NURBS sont des fonctions rationnelles par morceaux plutôt que des fonctions
polynomiales par morceaux comme les B-splines. On peut ainsi utiliser les NURBS
pour représenter exactement des formes géométriques analytiques telles que les
coniques. Les propriétés des surfaces NURBS sont données en annexe, à la section
II.1.
Une surface NURBS de degré p dans la direction u et de degré q dans la direction
v est une fonction vectorielle bivariée et rationnelle par morceau de la forme :
~S(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)wi,j ~Pi,j
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(v)wi,j
,
avec les bornes 0 ≤ u, v ≤ 1 sur la paramétrisation.
Les points ~Pi,j forment un polygone de contrôle, ils sont associées les pondérations
wi,j. Les fonctions Ni,p(u) et Nj,q(v) sont les fonctions de base B-splinaires non
rationnelles déﬁnies repectivement sur le vecteur nodal :
U = {0, · · · , 0︸ ︷︷ ︸
p+1
, up+1, · · · , uni−p+1, 1, · · · , 1︸ ︷︷ ︸
p+1
} ,
V = {0, · · · , 0︸ ︷︷ ︸
q+1
, uq+1, · · · , unj−q+1, 1, · · · , 1︸ ︷︷ ︸
q+1
} .
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On peut aussi déﬁnir la fonction de base rationnelle suivante :
Ri,j(u, v) =
Ni,p(u)Nj,q(v)wi,j
n∑
k=0
m∑
l=0
Nk,p(u)Nl,q(v)wk,l
.
Ainsi, on peut écrire la surface NURBS comme :
~S(u, v) =
n∑
i=0
m∑
j=0
Ri,j(u, v)~Pi,j.
1.2.2.1 Formulation homogène des surfaces NURBS
Aﬁn de calculer une surface NURBS dans l'espace projectif, on peut déﬁnir une
nouvelle formulation à l'aide des coordonnées homogènes :
~Sw(u, v) =
n∑
i=0
m∑
j=0
Ni,p(u)Nj,q(u)~P
w
i,j ,
où
~Pwi,j =
(
wi,j ~Pi,j
wi,j
)
.
1.2.2.2 Dérivées des surfaces NURBS
Le calcul des dérivées des surfaces NURBS est très important. En eﬀet, la dérivée
d'une surface intervient dans la plupart des méthodes d'analyse et de caractérisa-
tion de la surface. Les formules permettant de calculer les dérivées partielles d'une
surface NURBS sont données en annexe, à la section II.2.
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1.2.2.3 Évaluation numérique des surfaces NURBS
Les méthodes d'évaluation sont très importantes dans ce projet en raison de l'uti-
lisation intensive d'algorithmes d'optimisation évaluant un très grand nombre de
fois la surface. De plus, comme nous le verrons au chapitre 3, la distance entre
un point de l'espace et la surface s'exprime mathématiquement, elle aussi, sous
la forme d'une fonction de type NURBS. Il est donc crucial d'évaluer rapidement
une surface NURBS. L'algorithme récursif permettant d'évaluer un point sur une
surface NURBS est fourni en annexe, à la section II.3.
1.2.2.4 Subdivision des surfaces NURBS
Une opération fondamentale sur les surfaces consiste à isoler une sous-surface d'une
surface plus complexe. On cherche donc à subdiviser la surface en plusieurs sous-
surfaces. La subdivision d'une surface NURBS utilise l'insertion de n÷uds dans le
vecteur nodal. En insérant p fois un n÷ud dans le vecteur nodal, on peut séparer
la surface en deux sous-surfaces. Les détails des calculs permettant l'insertion des
n÷uds dans un vecteur nodal sont présentés en annexe, à la section II.4.
1.2.3 Surfaces de Bézier rationnelles
Les surfaces de Bézier rationnelles sont un cas particulier des surfaces NURBS.
Aﬁn de faciliter la manipulation et la caractérisation de surfaces gauches complexes
modélisées à l'aide de NURBS, il est souvent nécessaire de subdiviser la surface en
plusieurs carreaux de Bézier élémentaires. C'est cette approche que nous avons
utilisée pour calculer le champ distance d'un solide représenté par une surface
NURBS. Les détails des propriétés des surfaces de Bézier rationnelles ainsi que
leur évaluation sont présentés à l'annexe III. Un point sur une surface de Bézier
est calculé à l'aide de l'algorithme de De Casteljau. Cet algorithme est récursif et
permet d'évaluer les polynômes exprimés dans une base de Bernstein. Les détails
de l'algorithme sont fournis en annexe, à la section III.
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1.2.4 Orientation géométrique d'une surface paramétrique
L'orientation géométrique dans un modèle topologique permet de distinguer l'inté-
rieur de l'extérieur d'un solide. Le sens de déplacement indique l'orientation d'une
courbe (voir Fig. 1.2). Par convention, l'intérieur est situé à gauche dans le sens
de déplacement. Dans le cas des surfaces paramétriques, l'orientation est donnée
))s(;y)s(x)=(x;y(
Figure 1.2: Orientation pour une représentation paramétrique.
grâce au sens de parcours des paramètres u et v (voir Fig. 1.3(a)). Par convention,
l'orientation est calculée avec un produit vectoriel ~n = ~u×~v ; l'orientation est donc
liée au signe de la normal ~n (voir Fig. 1.3(b)).
v
1
+
1 u0
(a) Orientation du domaine para-
métrique.
(b) Orientation d'une surface para-
métrique.
Figure 1.3: Orientation du domaine paramétrique et orientation résultante de la surface.
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1.3 Modèle B-Rep
Lors de la modélisation d'un solide, il est important de choisir une méthode de
représentation permettant de décrire, de traiter et de conserver eﬃcacement sa
géométrie. Le modèle de représentation B-Rep (abréviation de Boundary Represen-
tation) est très utilisé dans l'industrie pour la conception et la fabrication assistée
par ordinateur. La représentation B-Rep consiste en une hiérarchie de morceaux
de surface représentant la frontière du solide modélisé.
La cohérence de la représentation d'un solide nécessite de conserver deux types
d'information :
 Les informations sur la topologie du solide qui donnent les relations de voisinage
et de connexité entre trois types d'entités : les faces, les arêtes et les sommets.
 Les informations géométriques qui correspondent aux équations des courbes et
des surfaces, ainsi que les coordonnées des points.
La représentation B-Rep impose, au niveau topologique, que chaque face représente
une partie logique de la frontière de l'objet. Chacune de ces parties est représentée
par un ensemble de boucles. Chacune des boucles est formée d'une liste d'arêtes,
chaque arête étant déﬁnie par deux sommets. L'orientation des boucles est fonda-
mentale pour orienter les faces aﬁn de distinguer l'intérieur de l'extérieur du solide
ainsi que les faces trouées. Les trous sont déﬁnis grâce au sens de parcours des
arêtes (voir Fig. 1.4). Par convention, les boucles formant le contour extérieur du
solide sont orientées selon le sens trigonométrique. Les boucles formant les trous
sont orientées dans le sens anti-trigonométrique. Ainsi, lorsque l'on se déplace selon
l'orientation d'une boucle, l'intérieur du solide est toujours situé à gauche.
L'ensemble des faces décrites dans la partie géométrique d'une représentation B-Rep
doit représenter la totalité de la surface du solide modélisé. Aﬁn que l'orientation
topologique soit cohérente avec l'orientation géométrique, les équations des surfaces
doivent également respecter les règles d'orientation et permettre de distinguer sans
ambiguïté l'intérieur et l'extérieur du solide. Par convention, la normale en chaque
point d'une surface doit être orientée vers l'extérieur du solide.
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boucle formant un trou
boucle exterieur
Figure 1.4: Orientation des boucles pour former un trou topologique.
1.4 Modèle de représentation implicite
Dans cette partie, nous décrirons les surfaces implicites et, plus particulièrement,
une sous-famille déﬁnie à l'aide d'une fonction distance. Les surfaces implicites sont
particulièrement adaptées à la représentation d'objets lisses ayant une topologie
complexe. Il est simple de détecter, sur un modèle implicite, si un point donné de
l'espace est à l'intérieur ou à l'extérieur de l'objet. Ce type de calcul est réalisable
en temps réel, ce qui rend la modélisation par surface implicite particulièrement
intéressante lors de la détection de collisions.
Nous dresserons donc un état de l'art des modèles de représentation implicite.
Nous allons, dans un premier temps, donner une déﬁnition des surfaces implicites
et une brève description des techniques de visualisation. Puis, dans un deuxième
temps, nous expliquerons les diﬀérents algorithmes applicables à cette forme de
modélisation.
1.4.1 Déﬁnition d'une surface implicite
Une surface implicite est déﬁnie à l'aide de deux entités :
1. une fonction f , appelée fonction potentielle, qui associe un réel à chaque point
de l'espace (f : R3 → R) ;
2. une valeur scalaire ﬁxée, nommée iso-valeur et notée iso.
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On obtient une surface en considérant l'ensemble des points S de l'espace R3 pour
lesquels la fonction potentielle f est égale à la valeur scalaire ﬁxée iso :
S =
{
P ∈ R3/f(P ) = iso} .
Considérons trois exemples de surfaces déﬁnies de façon implicite. Un plan est déﬁni
de façon implicite comme :
f(x, y, z) = ax+ by + cz + d ,
Plan =
{
P ∈ R3/f(P ) = 0} .
La surface d'une sphère centrée en (xc, yc, zc) et de rayon R est déﬁnie sous la forme
implicite :
f(x, y, z) = (x− xc)2 + (y − yc)2 + (z − zc)2 ,
Sphère =
{
P ∈ R3/f(P ) = R2} .
D'une manière plus générale, une quadrique peut être déﬁnie de façon implicite
comme :
f(x, y, z) = [x, y, z, 1] ·Q · [x, y, z, 1]T ,
Quadrique =
{
P ∈ R3/f(P ) = 0} .
où Q est la matrice caractéristique, de dimension 4× 4, de la quadrique.
Les surfaces implicites divisent l'espace en deux régions, la région où f ≥ iso et la
région où f < iso. On déﬁnit l'intérieur de l'objet comme l'ensemble des points de
l'espace dont la valeur de la fonction potentielle est inférieure à la valeur scalaire
iso.
intérieur =
{
P ∈ R3/f(P ) < iso} ,
extérieur =
{
P ∈ R3/f(P ) ≥ iso} .
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Dans le cas du champ distance d'un solide, la géométrie originale du solide est
représentée par la surface implicite dont l'iso-valeur est nulle. Un aspect important
du champ distance d'un solide est sa capacité remarquable à représenter une surface
située à une distance donnée de la surface originale. On appelle cette surface une
surface parallèle. Une surface parallèle est constituée de l'ensemble des points de
l'espace qui sont situés à une distance ﬁxe du solide. Notons que la topologie d'une
surface parallèle peut être diﬀérente de celle de la surface génératrice. L'ensemble
de toutes les surfaces parallèles possibles d'un solide est contenu dans son champ
distance.
1.4.2 Opérations de construction de solides
Il est possible de construire de nouveaux objets à partir du champ distance de
primitives de base (Payne et Toga, 1992). Soit deux champs distance orientés φA
et φB correspondant à deux solides distincts représentés respectivement par leur
frontière ΓA et ΓB. Les opérations booléennes sont déﬁnies comme :
ΓA ∪ ΓB = min(φA, φB) ,
ΓA ∩ ΓB = max(φA, φB) ,
ΓA − ΓB = max(φA,−φB) .
(a) Intersection (b) Soustraction. (c) Union.
Figure 1.5: Opérations de construction de solides appliqués aux champ distance de deux
cercles.
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La ﬁgure 1.4.2 illustre diﬀérentes opérations booléennes à l'aide du champ distance
de deux cercles.
1.4.3 Visualisation de surfaces implicites
En considérant la déﬁnition suivante d'une surface implicite S :
S =
{
P ∈ R3/f(P ) = iso} . (1.2)
Il est légitime de s'interroger quant aux méthodes disponibles permettant de visua-
liser une telle construction mathématique. Indépendamment du mode de représen-
tation, l'aﬃchage d'une surface nécessite la localisation d'un ensemble de points.
Déterminer des points appartenant à une surface implicite revient donc à localiser
les points P de l'espace vériﬁant l'équation 1.2.
La principale diﬃculté réside dans la complexité de la fonction potentielle. Dans
le cas des surfaces implicites, il est nécessaire de résoudre une équation, alors que
les modèles paramétriques requièrent simplement l'évaluation d'une fonction ana-
lytique.
On distingue principalement trois méthodes pour visualiser les surfaces implicites :
la méthode du lancer de rayon, le rendu discret et la facettisation de la surface
implicite.
1.4.3.1 Le lancer de rayon
La méthode de lancer de rayon, (aussi appelée ray tracing) permet de visualiser des
surfaces implicites avec un rendu de très bonne qualité. Le lancer de rayon consiste
à déterminer l'intersection entre un rayon partant de l'÷il de l'observateur et la
surface. Si un rayon rencontre la surface de l'objet, on allume le pixel situé sur la
trajectoire entre l'observateur et la surface.
La méthode du lancer de rayon, bien que performante en termes de qualité de
rendu graphique, reste très coûteuse en temps de calcul, car on doit résoudre une
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Figure 1.6: Lancer de rayon. Le pixel situé sur un rayon partant de l'oeil de l'observateur
et rejoignant la surface est allumé.
équation pour chaque pixel de l'image.
1.4.3.2 Le rendu discret
Le méthode du rendu discret consiste à découper l'espace en petits volumes (cu-
biques) puis à eﬀectuer un lancer de rayon sur la grille ou à projeter directement les
cubes à l'écran. Cette méthode de visualisation est particulièrement adaptée dans
les applications où la visualisation en temps réel est importante, par exemple pour
l'aﬃchage de données médicales où la projection orthogonale est préférée et où les
champs scalaires sont généralement statiques. On renvoie le lecteur aux articles de
Pﬁster (1999) et Mora et al. (2000).
1.4.3.3 La facettisation
Les méthodes de facettisation consistent à construire une surface polygonale qui
approxime la surface implicite. La méthode la plus connue est la méthode du Mar-
ching Cubes (Lorensen et Cline, 1987).
L'algorithme du Marching Cubes consiste d'abord à découper le domaine de déﬁ-
nition de la surface implicite en une grille cartésienne tridimensionnelle. Puis, pour
chaque cellule, on détermine la localisation des huit sommets en évaluant la fonc-
tion potentielle. Lorsque certains sommets de la cellule sont à l'intérieur de l'objet
et d'autres à l'extérieur, alors la surface implicite coupe la cellule. Dans ce cas, , il
faut générer les triangles adéquats pour approximer la surface implicite. La ﬁgure
1.7 présente les quatorze cas de base de l'algorithme duMarching Cubes en fonction
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Figure 1.7: Les quatorze cas de base du l'algorithme du Marching Cubes (Lorensen et
Cline, 1987).
du signe de la fonction potentielle aux diﬀérents sommets d'un cube élémentaire.
1.4.4 Représentation paramétrique versus implicite
La représentation paramétrique et la représentation implicite sont complémentaires.
Selon l'application, l'une des deux représentations peut être plus avantageuse. Le
tableau 1.1 résume brièvement les avantages et les inconvénients de ces deux formes
de représentation.
1.4.5 Transformation vers une représentations implicite
La transformation d'une géométrie paramétrique en une géométrie implicite n'est
pas une opération triviale. La conversion exacte est, pour un cas général, sans
espoir (Velho et Gomes, 1996). Cependant si l'on abandonne l'idée d'une transfor-
mation exacte permettant de déterminer une forme implicite d'une représentation
paramétrique, il est possible de développer une transformation approximative.
Le calcul de la carte de distance permet justement de passer d'une représenta-
tion paramétrique d'un solide quelconque à une représentation implicite. Le champ
distance est une fonction potentielle φ telle que |φ(p)| est la plus courte distance
euclidienne entre le point p et la surface d'un solide. Bien que le calcul du champ
distance soit approximatif, il est possible d'obtenir un champ distance aussi précis
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Tableau 1.1: Comparaison des représentations implicites et paramétriques (Patrikalakis,
2002)
Inconvénients
Implicite Paramétrique
 Diﬃculté à déterminer la forme para-
métrique d'un objet quelconque ;
 Dépendance aux axes ;
 Visualisation complexe de la surface ;
 Diﬃculté à représenter précisément
des arêtes vives.
 Intersections diﬃciles à calculer ;
 Diﬃculté à localiser des points.
Avantages
Implicite Paramétrique
 Localisation facile des points ;
 Intersections et oﬀsets facilement re-
présentables.
 Indépendance par rapport aux axes
(transformation facile) ;
 Possibilité d'interpoler des points
pour former une surface ;
 Visualisation facile.
qu'on le souhaite en raﬃnant la grille cartésienne.
Les méthodes de calcul du champ distance actuellement disponibles ne s'appliquent
qu'aux représentations polygonales. Comme nous l'expliquerons dans le chapitre
suivant, le calcul des distances repose sur une propagation de conditions limites,
lesquelles sont fortement liées à la représentation géométrique. Il serait donc sou-
haitable de calculer le champ distance d'une représentation paramétrique, qui est
lisse, à l'aide des meilleures conditions limites possibles, aﬁn d'obtenir une repré-
sentation implicite la plus précise possible. La construction de conditions limites
à partir d'une discrétisation polygonale d'une géométrie paramétrique n'est pas
souhaitable, car les conditions limites sont alors entachées d'une erreur de repré-
sentation due a là discrétrisation.
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CHAPITRE 2
CHAMP DISTANCE D'UN SOLIDE
Ce chapitre a pour principaux objectifs de formaliser le concept de champ distance
d'un solide et de présenter une revue bibliographique des méthodes numériques de
propagation de conditions limites pour le calcul d'une carte de distance.
Dans un premier temps, nous donnerons une déﬁnition du champ distance continu
ainsi que du champ distance discret. Dans un deuxième temps, nous exposerons
les diﬀérentes méthodes existantes permettant de calculer le champ distance dis-
cret d'une géométrie quelconque. En particulier, nous présenterons la formulation
Eikonal de la fonction distance ainsi que les schémas numériques permettant de
la résoudre. Finalement, nous décrirons les propriétés mathématiques d'un champ
distance.
2.1 Déﬁnition du champ distance d'un solide
Un champ distance, appelé aussi carte de distance, est une représentation implicite
d'un solide. La surface d'un solide est constituée de l'ensemble des points du champ
distance dont la valeur est nulle. Le champ distance permet aussi de modéliser le
volume entourant le solide.
Ainsi, le champ distance d'une surface fermée Γ est déﬁni en tout point comme :
φ : R3 → R et pour p ∈ R3,
φ(p) = sgn(p) ·min{|p− q| : q ∈ Γ}
sgn(p) =
+1 si p extérieur,−1 si p intérieur.
(2.1)
où |p − q| est la distance euclidienne entre le point p de l'espace et un point q
appartenant à Γ. Une valeur absolue élevée signiﬁe que l'on est situé loin de la
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surface du solide. À contrario, une valeur faible indique que le point est proche de
la surface. La ﬁgure 2.1 représente l'orientation du champ distance d'un parcours
Γ simple est fermé.
¡
y
x
 0>Á
0<Á
= 0Á
Figure 2.1: Orientation du champ distance d'un parcours simple fermé.
De la même façon que toute hypersurface compacte de Rn est orientable, la carte de
distance d'une surface fermée est orientée. Les valeurs du champ distance peuvent
être positives ou négatives. Une valeur négative correspond à un point situé à
l'intérieur du solide, tandis qu'une valeur positive correspond à un point situé
à l'extérieur. Cette propriété est une généralisation du théorème des courbes de
Jordan en dimension supérieure à deux.
Dans le cas d'une surface non orientée le champ distance est déﬁni positif ou nul
dans tout le domaine de déﬁnition.
Le champ distance peut être représenté de façon continue ou discontinue.
2.1.1 Champ distance continu
Un champ distance continu est une fonction analytique déﬁnie sur Rn, donnant la
distance euclidienne minimale permettant de rejoindre la surface Γ d'un solide.
Par exemple, le champ distance d'une sphère de rayon r et centrée en ~c est donné
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par la fonction analytique suivante :
φ(~x) =

−|~c− ~x|, |~c− ~x| < r ,
0, |~c− ~x| = r ,
+|~c− ~x|, |~c− ~x| > r .
Mis à part des formes géométriques simples, telles que certains solides de révolu-
tion comme une sphère, il est diﬃcile, voir impossible, de déterminer une fonction
analytique donnant la distance euclidienne minimale à la surface d'un solide quel-
conque. Il est donc nécessaire de considérer le problème du calcul du champ distance
d'une géométrie quelconque dans un domaine discret, ainsi que la mise en oeuvre
de méthodes de résolution numériques.
2.1.2 Champ distance discret
Il n'est pas toujours possible de représenter un champ distance sur Rn ; on déﬁni
alors un sous-ensemble Ω de Rn. Le champ distance est déﬁnit dans le domaine de
représentation borné Ω.
Déﬁnition 2.1.1 (champ distance discret) Un champ distance discret est re-
présenté sur une grille de l'espace, déﬁnie sur Ω, pour lesquel on connaît en chaque
point la distance euclidienne minimale à la surface d'un solide.
On déﬁnit une discrétisation de l'espace entourant le solide à l'aide d'un maillage
structuré ou non structuré. Selon l'application et le type de discrétisation choi-
sies, les méthodes utilisées pour calculer le champ distance seront diﬀérentes. Les
maillages non structurés (illustrés à la ﬁgure 2.2(b)) sont utilisés pour les mé-
thodes de calcul utilisant les éléments ﬁnis ou les méthodes de propagation frontales.
Contrairement aux maillages cartésiens (illustrés à la ﬁgure 2.2(a) et 2.2(c)), les
maillages non structurés exigent un savoir-faire pour générer un maillage de qualité
représentant adéquatement la géométrie et donnant lieu à une bonne convergence
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de la solution, permettant ainsi de résoudre correctement le transport de la fron-
tière. De plus, un maillage non structuré du volume entourant un solide se raccroche
à un maillage surfacique, lequel introduit une erreur de représentation de la géo-
métrie. Nous reviendrons sur ce point à la section 2.6, où nous discuterons de la
sensibilité aux conditions frontières.
(a) Maillage cartésien régulier. (b) Maillage non structuré. (c) Maillage cartésien adapta-
tif.
Figure 2.2: Maillage pour le champ distance.
2.2 Méthodes de calcul du champ distance discret
Il existe de nombreuses méthodes permettant de calculer le champ distance d'un
solide géométrique. La méthode la plus triviale consiste à utiliser une approche
exhaustive. Pour chaque point du champ distance, on détermine le point de la
surface le plus proche en calculant la projection orthogonale sur le solide. Cette
méthode exhaustive est simple à programmer, mais est très coûteuse en temps de
calcul. En eﬀet, si on considère un champ distance discret de m points et une
surface subdivisée en n éléments, le temps de calcul de la méthode exhaustive
est en O(m × n). Bien que certaines méthodes de recherche géométrique et de
localisation spatiale permettent de diminuer le nombre de comparaisons nécessaires,
le temps de calcul de la méthode exhaustive demeure prohibitif pour un usage
intensif (Satherley et Jones, 2001b).
Les méthodes de calcul du champ distance actuellement utilisées ne s'appliquent
que pour des surfaces discrétisées. Aucune méthode n'a encore été proposée pour
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calculer un champ distance directement à partir de surfaces paramétriques sans
eﬀectuer une discrétisation préalable. Les surfaces discrétisées sont représentées
sous la forme d'un nuage de points ou d'un maillage surfacique de polygone tel que
représenté à la ﬁgure 2.3. Le calcul du champ distance d'un solide devient ainsi
fortement lié à la qualité du maillage surfacique.
Figure 2.3: Maillage surfacique d'une boîte de vitesse.
Le calcul de la carte de distance d'une géométrie repose sur le principe qu'il est
possible de déterminer des conditions frontières proches de la surface permettant
de diﬀuser l'information sur la distance euclidienne minimale à travers l'espace
entourant le solide.
Le calcul de la transformée distance d'une géométrie nécessite deux étapes. La
première consiste, à l'aide d'une méthode exhaustive, à déterminer des conditions
frontières proches de la surface où l'on connaît exactement la distance minimale à la
surface. La deuxième étape consiste à propager la distance à travers tout le champ
distance. Ces deux étapes permettent de classiﬁer les algorithmes permettant de
calculer un champ distance selon deux critères. La méthode utilisée pour calculer
une estimation locale de la distance minimale à partir des distances connues dans
le voisinage immédiat forme le premier critère. La méthode utilisée pour propager
la distance dans l'ensemble du domaine forme le second.
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Le premier critère nous permet de répertorier trois types d'estimation locale de la
distance minimale :
Calcul par chanfrein. Ces méthodes permettent de calculer la distance en un
point à partir des points dans son voisinage, en additionnant une valeur à
l'aide d'un patron. Le patron sous forme matriciel estime localement la dis-
tance (Butt et Maragos, 1998).
Calcul vectoriel. Ces méthodes conservent sous forme vectorielle le point de la
surface qui est le plus proche. On détermine la valeur d'un point en appliquant
un patron vectoriel à partir des points voisins (Satherley et Jones, 2001a).
Équation Eikonal. La valeur de la distance minimale en un point est approximée
à l'aide d'un schéma de premier ordre à partir des points voisins (Tsitsiklis,
1995).
Les deux schémas de propagation relevant du second critère sont les suivants :
Schéma de balayage. Le schéma démarre dans un coin du domaine de calcul
et propage l'information selon une ligne ou une colonne. Ce type de schéma
nécessite plusieurs passages.
Schéma d'avance de front. Le schéma de propagation démarre à même la sur-
face et avance par couches successives vers les frontières externes du domaine
de calcul.
Les estimations locales, qui utilisent un patron scalaire ou vectoriel de propagation,
sont imprécises. L'équation Eikonal permet une meilleure estimation locale de la
distance à partir des conditions limites, et il est possible de développer des méthodes
d'estimations d'ordre élevés. Pour ces raisons, dans le cadre de ce projet, nous nous
intéressons à la formulation Eikonal du champ distance.
2.3 Équation Eikonal
L'équation Eikonal possède de nombreuses applications dans le domaine de la phy-
sique où elle permet notamment de faire le lien entre les théories de l'optique
ondulatoire et de l'optique géométrique.
L'équation Eikonal est une équation non linéaire aux dérivées partielles déﬁnie par
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la relation suivante :
|∇φ (~x)| = f (~x) , ~x ∈ Rn , (2.2)
avec comme conditions limites la valeur exacte de φ (~x) pour ~x ∈ Γ ⊂ Rn. On
cherche donc une fonction φ(x) telle que la norme euclidienne de son gradient soit
égale à f (~x).
La fonction f (~x) est une fonction positive qui représente la vitesse de propagation
de l'interface. Ainsi l'évaluation de la valeur de la fonction φ (~x) au point ~p de
l'espace donne le temps nécessaire au front de propagation pour atteindre le point
~p à partir des conditions limites.
2.3.1 Formulation Eikonal de la fonction distance
On cherche à exprimer la distance euclidienne minimale entre un point et une
surface sous la forme de l'équation Eikonal. Soit ~x un point appartenant à une
surface et ~P un point de l'espace Rn, on déﬁnit la fonction distance minimale φ(~x)
comme :
φ (~x) =
∣∣∣∣∣∣~P − ~x∣∣∣∣∣∣
φ (~x) =
(
~P − ~x
)
·
(
~P − ~x
)
φ (x1, . . . , xm) =
√√√√ m∑
n=1
(Pn − xn)2 .
Les dérivées partielles de φ (x1, . . . , xm) sont données par :
∂φ (~x)
∂xn
=
Pn − xn√
m∑
n=1
(Pn − xn)2
. (2.3)
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On peut écrire l'égalité suivante :
|∇φ(~x)|2 =
m∑
n=1
(
∂φ (x1, . . . , xm)
∂xn
)2
=
m∑
n=1
(
Pn − xn√∑m
n=1(Pn − xn)2
)2
=
m∑
n=1
(Pn − xn)2
m∑
n=1
(Pn − xn)2
|∇φ(~x)| = 1 .
On peut obtenir le champ distance d'un solide en résolvant l'équation Eikonal telle
que :
|∇φ(~x)| = 1 . (2.4)
avec comme conditions initiales la distance minimale à la surface pour les valeurs
de ~x qui forment la frontière du solide. Cette formulation indique que, dans tout
l'espace, la vitesse de propagation est isotrope, ce qui traduit bien notre environ-
nement.
2.4 Intersection des caractéristiques
La résolution de l'équation Eikonal est un problème non linéaire aux valeurs fron-
tières. C'est un problème aux dérivées partielles hyperbolique d'ordre un. L'infor-
mation se propage le long des caractéristiques à partir de la frontière.
Il est possible que les caractéristiques ne couvrent pas une partie du domaine de
l'équation aux dérivées partielles, formant ainsi une zone de raréfaction (appelée
aussi zone d'expansion). Dans cette zone, la solution n'est connue que sous sa forme
faible.
Lors de la propagation d'un coin, la normale n'est pas clairement déﬁnie, la direction
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de propagation n'est donc pas unique (voir Fig. 2.4(a)). Il est donc nécessaire de
recourir à une solution faible dans les zones de raréfaction.
(a) Zone d'expansion.
Choc
(b) Zone de choc.
Figure 2.4: Zone d'expansion engendrée par un sommet ((a)). L'information propagée
depuis le sommet est insuﬃsante et amène une incertitude sur la direction
de la normale. Dans le cas d'une courbure positive, les caractéristiques se
rencontrent et on observe la formation d'un choc ((b)).
En raison de la non-linéarité des caractéristiques, on observe la formation de chocs
à l'intersection des caractéristiques. La solution est continue dans ces singularités
mais peut ne pas être diﬀérentiable. Krantz et Parks (1981) ont démontré que, pour
une surface de continuité Ck, (k ≥ 1), la fonction distance continue et orientée est
aussi de continuité Ck. La ﬁgure 2.4(b) illustre un cas ou l'on observe la formation
d'un choc.
Le type de singularité formé dépend de la courbure locale de la surface. Une cour-
bure positive provoque une intersection des caractéristiques, alors qu'une courbure
négative génère une zone d'expansion.
2.5 Résolution de l'équation Eikonal
Nous nous intéressons aux méthodes de calcul du champ distance utilisant l'équa-
tion Eikonal. La résolution de cette équation est un problème non linéaire aux
valeurs frontières. C'est un problème aux dérivées partielles hyperbolique d'ordre
un. L'information se propage le long des caractéristiques à partir de la frontière.
Le caractère non linéaire du problème conduit à la formation de chocs selon la loi
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de conservation hyperbolique. La solution est toujours continue, mais peut ne pas
être diﬀérentiable au niveau des chocs.
Zhao (2005) à démontré l'existence et l'unicité d'une solution à l'équation Eikonal.
Eikonal
Schéma d'avance de front Schéma de balayage
Méthodes par éléments finis
Fast Marching Level-Set Fast Sweeping
Schéma de Godunov Schéma de Lax-Friedrichs
Méthodes par différences finies
Figure 2.5: Classiﬁcation des méthodes de résolution de l'équation Eikonal.
L'équation Eikonal peut être résolue à l'aide de plusieurs méthodes. La ﬁgure 2.5
propose une classiﬁcation des principales méthodes de résolution de l'équation
Eikonal selon le schéma de propagation utilisé. Les principales méthodes seront
décrites au cours de ce chapitre.
2.5.1 Méthodes de résolution par avance de front
Un premier ensemble de méthodes de résolution propage l'information selon un
front qui se déplace dans la direction de propagation à chaque itération. Dans cette
catégorie, on retrouve les méthodes de Level-Set et du Fast Marching.
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2.5.1.1 Ensemble de niveaux ou Level Set
Déﬁnition 2.5.1 (Level Set) Le level set d'une fonction dérivable f : Rn → R
correspondant à un réel c est l'ensemble de points tels que :
(x1, ...xn) ∈ Rn : f(x1, ...xn) = c .
Si n = 2, le level set est une courbe dans le plan appelée courbe de niveau. Si n = 3
le levels set est une surface appelée surface de niveau.
La méthode du Level Set, décrite dans Osher et Sethian (1988), est une technique
simple et ﬂexible permettant de calculer le déplacement d'une interface Γ en deux et
trois dimensions. La frontière Γ délimite une région Ω qui peut être non-simplement
connexe. La frontière est propagée sous l'inﬂuence d'un champ de vitesse ~v. La
vitesse dépend de plusieurs facteurs tels que la position, le temps, la géométrie de
l'interface et les conditions physiques externes. L'idée originale dans la méthode
du Level Set est de déﬁnir une fonction ϕ(x, t) qui est régulière (smooth) et au
minimum lipschitzienne1 et qui représente implicitement l'interface en ϕ(x, t) = 0.
La fonction Level Set ϕ à donc les propriétés suivantes :
ϕ(x, t) > 0, x ∈ Ω ,
ϕ(x, t) < 0, x 3 Ω ,
ϕ(x, t) = 0, x ∈ ∂Ω = Γ(t) .
Le déplacement de l'interface est calculé en propageant ϕ à travers le champ de
vitesse ~v. Cette propagation est calculée à l'aide de l'équation suivante :
∂ϕ
∂t
+ v · |∇ϕ| = 0 .
La méthode du Level Set s'applique aux problèmes où le champ de vitesse peut
être positif ou négatif, aﬁn que le front de propagation puisse changer de direction.
1Une fonction lipschitzienne est une fonction possédant une régularité qui est plus forte que
la continuité. Cette fonction est donc limitée dans sa manière d'évoluer.
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La frontière peut alors se déplacer vers l'avant dans une zone et reculer dans une
autre. Cette méthode est une généralisation de la méthode du Fast Marching où le
champ de vitesse est constant, ce qui est le cas lors de la résolution de l'équation
Eikonal.
2.5.1.2 Fast Marching
Le Fast Marching est une méthode numérique permettant de calculer le temps
d'arrivée d'un front se déplaçant selon la normale à une courbe. On peut résoudre
ce problème en déterminant la solution de l'équation Eikonal (Sethian, 1999). Le
Fast Marching résoud donc le problème suivant :
|∇T | = 1
F
, (2.5)
où F ≥ 0 est la vitesse de propagation du front et T son temps d'arrivée. Le Fast
Marching utilise un schéma de discrétisation upwind permettant de résoudre cette
équation :  max(D
−x
ijkT,−D+xijkT, 0)2
+ max(D−yijkT,−D+yijkT, 0)2
+ max(D−zijkT,−D+zijkT, 0)2

1/2
=
1
Fijk
. (2.6)
Ce schéma de discrétisation permet de propager l'information dans une seule di-
rection, des valeurs les plus petites vers les valeurs les plus élevées. Les valeurs sont
propagées de proche en proche en ne considérant que les points qui sont conte-
nus dans une bande proche des valeurs frontières. Les nouvelles valeurs obtenues
sont ﬁxées et ne changent plus lors des itérations suivantes. Ces valeurs deviennent
alors les nouvelles valeurs frontières. La principale diﬃculté dans la méthode du
Fast Marching réside dans la conception d'une méthode eﬃcace permettant de
déterminer la nouvelle bande de points à mettre à jour.
Voici les étapes d'une itération de la méthode du Fast Marching :
1. Marquer les points de la grille qui appartiennent à la frontière comme étant
des valeurs connues ;
2. Marquer les points de la grille qui sont à côté des points connus comme étant
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membres de la bande à mettre à jour ;
3. Marquer les points restant comme étant très éloignés ;
4. Calculer à l'aide de l'équation 2.6 la nouvelle valeur des points de la bande.
Les points de la bande devant être mis à jour sont déterminés à l'aide d'un tri de
type heap sort. La méthode de tri, dont la complexité est en O(m logm) est l'opé-
ration la plus lente. C'est l'opération limitante dans la méthode du Fast Marching.
2.5.2 Résolution par éléments ﬁnis
L'équation Eikonal peut être résolue à l'aide d'une méthode par éléments ﬁnis. Elias
et al. (2007) proposent une méthode de calcul du champ distance sur un maillage
non-stucturé à l'aide d'un résoluteur par éléments ﬁnis. L'équation Eikonal est im-
posée au niveau des éléments. Une nouvelle stratégie d'avance de front, basée sur
le Fast Marching, est proposée. Cet algorithme utilise une liste d'éléments dispo-
nibles pour calculer la distance. Cette liste est mise à jour à chaque itération, en
insérant, en activant et en désactivant certains noeuds pour l'itération suivante.
Cette méthode est précise proche de la surface, et permet de limiter le calcul du
champ distance à une bande entourant le solide.
Barth et Sethian (1998) considèrent une approche stabilized space-time Galerkin
least-squares. Cette méthode par éléments ﬁnis permet de résoudre et de capturer
les chocs des équations du type Hamilton-Jacobi et Eikonal.
Sussman et Fatemi (1999) résolvent les équations de level-set en utilisant une for-
mulation Streamline-Upwind/Petrov-Galerkin (SUPG). D'autres techniques per-
mettant de résoudre les équations du level-set à l'aide des éléments ﬁnis ont aussi
été développées, comme la méthode proposée par Mourad et al. (2005) qui utilise
une formulation à gradient, ou encore la méthode de Marchandise et al. (2006) qui
utilise une formulation de Galerkin.
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2.5.3 Méthodes de résolution par balayage
Une deuxième catégorie de méthodes de résolution de l'équation Eikonal regroupe
l'ensemble des méthodes utilisant un balayage de Gauss-Seidel.
2.5.3.1 Fast Sweeping
Sous la dénomination Fast Sweeping, on fait référence à un ensemble de méthodes
numériques permettant de résoudre les problèmes prenant la forme d'une équation
de Hamilton-Jacobi. Le schéma itératif a la propriété fondamentale de converger
en un nombre ﬁni et connu de balayages.
Avant de décrire le fonctionnement du Fast Sweeping nous allons donner la déﬁni-
tion d'une propriété de causalité, d'une caractéristique, et d'un schéma upwind.
Déﬁnition 2.5.2 (propriété de causalité) Une propriété de causalité signiﬁe
que la valeur d'un point ne dépend que des valeurs de ses voisins. Au niveau de
la résolution d'une équation, une propriété de causalité implique que la solution
d'un point est uniquement inﬂuencée par son voisinage immédiat. On peut donc
déterminer une solution localement.
Déﬁnition 2.5.3 (Caractéristiques) La méthode des caractéristiques est une mé-
thode permettant de résoudre les équations aux dérivées partielles. Elle est principa-
lement utilisée dans les domaines tels que la mécanique des ﬂuides ou les problèmes
de transport. Une caractéristique est, en deux dimensions, une courbe permettant
de transformer une équation aux dérivées partielles de premier ordre en un sys-
tème d'équations diﬀérentielles ordinaires. La résolution de l'équation diﬀérentielle
ordinaire le long d'une caractéristique permet de résoudre le problème original. L'in-
tersection des caractéristiques forme des chocs. La direction d'une caractéristique
indique le sens de l'écoulement de la solution. La connaissance de cette direction
permet de choisir une méthode de diﬀérence ﬁnie adaptée au problème.
Déﬁnition 2.5.4 (schéma upwind) En dynamique des ﬂuides, un schéma up-
wind est une discrétisation qui permet de résoudre numériquement un problème
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hyperbolique aux dérivées partielles (comme l'équation d'onde, l'équation d'Euler).
Les schémas upwind utilisent un patron de diﬀérences ﬁnies permettant de suivre
la direction de propagation de l'information.
Le principe de base de la méthode du Fast Sweeping est d'utiliser une diﬀérence
ﬁnie upwind non linéaire et des itérations de Gauss-Seidel suivant un ordre alterné.
Contrairement à la méthode du Fast Marching, le Fast Sweeping suit les causalités
selon des caractéristiques ayant des directions parallèles. Toutes les caractéristiques
sont divisées en groupes selon leur direction, et chaque itération de Gauss-Seidel
couvre un groupe de caractéristiques particulier. Les itérations de Gauss-Seidel
sont eﬀectuées selon un ordre spéciﬁque permettant la propagation de toutes les
caractéristiques du problème.
Dans le cas général de l'équation Eikonal (2.2), les caractéristiques ont un nombre
inﬁni de directions qui ne peuvent pas être exactement représentées par une grille
cartésienne. Cependant, dans le cas particulier de la fonction distance 2.4, toutes
les caractéristiques peuvent être classiﬁées en un nombre déterminé de groupes. Par
exemple, en deux dimensions, toutes les directions des caractéristiques peuvent être
classiﬁées en quatre groupes : en montant vers la droite, en montant vers la gauche,
en descendant vers la gauche et en descendant vers la droite (voir Fig. 2.6).
Figure 2.6: Directions du balayage en deux dimensions.
Pour l'équation Eikonal (2.2) les caratéristiques sont des courbes. Dans le cas par-
ticulier de la fonction distance (2.4), les caractéristiques forment des demi-droites
orientées selon la normale à la surface.
On ne peut pas transporter une surface à l'aide des informations en aval. On doit
donc utiliser les valeurs en amont pour les propager. Les schémas upwind per-
mettent de suivre la caractéristique et de propager l'information vers l'avant.
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(a) |∇x| = f(x). (b) |∇x| = 1.
Figure 2.7: Caractéristiques de l'équation Eikonal.
Plusieurs méthodes utilisent un schéma de propagation du type Fast Sweeping pour
résoudre l'équation Eikonal. Il existe aussi plusieurs schémas de discrétisation de
l'équation Eikonal. Parmi ceux-ci, on distingue le schéma de Lax-Friedrichs et celui
de Godunov.
2.5.4 Schéma de Lax-Friedrichs
Un schéma de Lax-Friedrichs est proposé dans Kao et al. (2004). Il permet de ré-
soudre les problèmes prenant la forme d'une équation de Hamilton-Jacobi statique :H(x,∇φ(x)) = R(x) x ∈ Ω ,φ(x) = q(x) x ∈ Γ .
Les fonction H, q, et R > 0 sont lipschitziennes. Γ est un sous ensemble de Ω pour
lequel les valeurs exactes de la solution sont connues. Cette méthode peut résoudre
aussi bien les Hamiltoniens convexe que non convexe.
Pour faciliter la compréhension, nous allons illustrer le schéma de Lax-Friedrichs
dans le cas unidimensionnel. L'approximation de Lax-Friedrichs de l'Hamiltonien
est :
H˜LF
(
p−, p+
)
= H
(
p− + p+
2
)
− σx
(
p− − p+
2
)
,
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où p = ∂φ
∂x
et p± correspondent aux diﬀérences ﬁnies en amont et en aval de l'ap-
proximation de p. La constante σx est une viscosité artiﬁcielle vériﬁant :
σx ≥ max
p∈[A,B]
∣∣∣∣∂H∂p
∣∣∣∣ .
Numériquement, en considérant une discrétisation uniforme {xi, i = 1, . . . ,m} de
taille δx du domaine Ω, on peut poser par approximation, en chaque point xi, que
l'égalité suivante est vériﬁée :
H˜LF = R ,
ce qui implique
H
(
xi,
φi+1 − φi−1
2δx
)
− σx
(
φi+1 − 2φi + φi−1
2δx
)
= R(xi) .
À chaque itération, les nouvelles valeurs sont calculées à l'aide du schéma suivant :
φn+1i,j,k = c
{
R−H
(
φi+1,j,k − φi−1,j,k
2∆x
,
φi,j+1,k − φi,j−1,k
2∆y
,
φi,j,k+1 − φi,j,k−1
2∆z
)
+σx
φi+1,j,k + φi−1,j,k
2∆x
+ σy
φi,j+1,k + φi,j−1,k
2∆y
+ σz
φi,j,k+1 + φi,j,k−1
2∆z
}
,
(2.7)
avec
c =
1
σx
∆x
+
σy
∆y
+
σz
∆z
,
où σx, σy et σz représentent des viscosités artiﬁcielles déterminées en fonction du
modèle de propagation désirée. Le schéma de résolution utilise une discrétisation
sur une grille cartésienne en 3D. Les valeurs ∆x...z représentent la taille des éléments
dans chacune des directions spatiales.
Contrairement à un Hamiltonien de Godunov, un Hamiltonien de Lax-Friedrichs
n'est pas un schéma upwind. Étant donné que les caractéristiques peuvent se pro-
pager vers l'extérieur du domaine de calcul, un Hamiltonien de Godunov serait
capable de calculer correctement les points situés sur la frontière du domaine de
calcul. Par contre, comme un Hamiltonien de Lax-Friedrichs prend en compte tous
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les points de son voisinage, il faut impérativement spéciﬁer les points situés en
dehors du domaine de calcul, sinon on introduit des erreurs importantes dans la
solution qui vont se propager à l'intérieur du domaine de calcul. L'imposition des
conditions frontières aux bords du domaine est calculée à l'aide des équations sui-
vantes : 
φnew0,j = min(max(2φ1,j − φ2,j, φ2,j), φold0,j ) ,
φnewm1+1,j = min(max(2φm1,j − φm1−1,j, φm1−1,j)φoldm1+1,j) ,
φnewi,0 = min(max(2φi,1 − φi,2, φi,2), φoldi,0 ) ,
φnewi,m2+1 = min(max(2φi,m2 − φi,m2−1, φi,m2−1)φoldi,m2+1) .
(2.8)
L'algorithme basé sur un schéma de Lax-Friedrichs se déroule en quatre étapes :
1. Initialisation. La valeur exacte de φ0i,j est assignée aux points de la grille
qui sont sur ou proche de la frontière Γ. Ces valeurs sont ﬁxées pour toutes
les itérations suivantes. On assigne à tous les autres points de la grille une
valeur M positive et élevée. La valeur de M doit être plus grande que la plus
grande des valeurs possibles de la solution.
2. Balayages alternés. À l'itération n+1, on calcule la nouvelle valeur de φn+1i,j
en utilisant la formule 2.7. La valeur de φni,j est remplacée par la nouvelle
valeur φn+1i,j si et seulement si elle est inférieure à φ
n
i,j. En deux dimensions,
quatre balayages dans des directions alternées sont eﬀectués pour propager
l'information :
(a) du coin inférieur gauche vers le coin supérieur droit ;
(b) du coin inférieur droit vers le coin supérieur gauche ;
(c) du coin supérieur droit vers le coin inférieur gauche ;
(d) du coin supérieur gauche vers le coin inférieur droit.
3. Imposition des conditions frontières. Après chaque itération, on impose
les conditions frontières à l'aide de la formule 2.8.
4. Vériﬁcation de la convergence. Soit un critère de convergence  > 0. On
vériﬁe que : ∣∣∣∣φn+1 − φn∣∣∣∣
L1
≤  .
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Dans le cas particulier de la résolution de l'équation distance, il est préférable d'uti-
liser un schéma upwind aﬁn de propager la surface. Ainsi, nous devons seulement
connaître les conditions frontières des points situés autour du solide.
Dans le cas particulier du calcul d'un champ distance, il est plus diﬃcile d'initialiser
les conditions limites lorsqu'elles sont éloignées du solide. Pour cette raison, nous
avons choisi d'utiliser le schéma upwind de Godunov proposé par Zhao, aﬁn de ré-
soudre l'équation distance. Ainsi, nous n'avons pas besoin de calculer les conditions
limites aux bords du domaine de calcul.
2.5.5 Schéma de Godunov
Une méthode de résolution de l'équation Eikonal généralisée, appelée le Fast Swee-
ping, est proposée par Zhao (2005).
2.5.5.1 Description de la méthode du Fast Sweeping
La méthode du Fast Sweeping permet de calculer la solution de viscosité u(x) ≥ 0
de l'équation Eikonal généralisée suivante :
|∇u(~x)| = f(~x) ~x ∈ Rn ,
u(~x) = 0 ~x ∈ Γ ∈ Rn ,
(2.9)
où f(~x) > 0. On note xi,j un n÷ud de la grille faisant partie du domaine de calcul
Ω et uhi,j est la solution au n÷ud xi,j. Le domaine de calcul Ω est discrétisé à l'aide
d'une grille cartésienne régulière de taille h.
La méthode du Fast Sweeping utilise un schéma de Godunov upwind aﬁn de dis-
crétiser l'équation aux dérivées partielles Eikonal. Pour une grille cartésienne de
dimension I × J , la discrétisation de l'équation 2.2 est :
[(uhi,j − uhxmin)+]2 + [(uhi,j − uhymin)+]2 = f 2i,jh2 , (2.10)
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avec i = 2, ..., I− 1 et j = 2, ..., J − 1. On déﬁnit les valeurs uhxmin et uhymin tel que :
uhxmin = min(u
h
i−1,j, u
h
i+1,j) ,
uhymin = min(u
h
i,j−1, u
h
i,j+1) .
La fonction échelon (x)+ est déﬁnie comme :
(x)+ =
x x > 0 ,0 x ≤ 0 .
Les conditions frontières u(x) = 0, pour x ∈ Γ ⊂ Rn, sont imposées aux n÷uds de
la grille qui sont les plus proches ou qui sont situés sur la frontière Γ. On assigne
aux autres n÷uds de la grille une valeur très grande par rapport au problème.
Figure 2.8: Représentation d'une géométrie Γ et des n÷uds de la grille cartésienne for-
mant les conditions frontières. Les distances minimales utilisées pour l'ini-
tialisation des conditions frontières sont illustrées par des segments.
Le schéma de diﬀérence ﬁnie upwind utilisé pour discrétiser l'équation Eikonal
respecte la propriété de causalité suivante : la solution d'un n÷ud de la grille est
uniquement déterminée par ses voisins immédiats ayant une valeur inférieure. Le
schéma de discrétisation décentré (one-sided) aux frontières permet de propager
l'information de l'intérieur vers l'extérieur.
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Une fois les conditions frontières imposées sur la grille cartésienne, l'équation 2.10
est résolue à l'aide de plusieurs itérations de Gauss-Seidel en alternant la direction
du balayage lexicographique.
La solution de l'équation Eikonal en deux dimensions :
[(x− a)+]2 + [(x− b)+]2 = f 2i,jh2 , (2.11)
où a = uhxmin, b = u
h
ymin est
x¯ =

min(a, b) + fi,jh |a− b| ≥ fi,jh ,
a+ b+
√
2f 2i,jh
2 − (a− b)2
2
|a− b| < fi,jh .
En trois dimensions, l'équation Eikonal est discrétisée de la façon suivante :
[(x− a)+]2 + [(x− b)+]2 + [(x− c)+]2 = f 2i,jh2 . (2.12)
Les dérivées partielles sont approximées à l'aide des diﬀérences ﬁnies suivantes :
∂φ
∂x
=
φt+1i,j,k − a
h
,
∂φ
∂y
=
φt+1i,j,k − b
h
,
∂φ
∂z
=
φt+1i,j,k − c
h
.
(2.13)
Pour une grille cartésienne de dimension I × J ×K, les valeurs des coeﬃcients a, b
et c sont :
a = min(φti−1,j,k, φ
t
i+1,j,k) i = 2, ..., I − 1 ,
b = min(φti,j−1,k, φ
t
i,j+1,k) j = 2, ..., J − 1 ,
c = min(φti,j,k−1, φ
t
i,j,k+1) k = 2, ..., K − 1 .
(2.14)
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La nouvelle valeur calculée à chaque itération est obtenue en utilisant la formule :
φt+1 =
(a+ b+ c) +
√
3h2 + 2(ab+ bc+ ac− a2 − b2 − c2)
3
. (2.15)
2.5.5.1.1 Algorithme du Fast Sweeping La méthode du Fast Sweeping se
décompose en trois étapes. En premier lieu, on détermine les n÷uds formant les
conditions limites. En deuxième lieu, on les initialise. En troisième lieu, on propage
la frontière à l'aide de plusieurs balayages :
1. Détection des n÷uds frontières. On détermine les n÷uds de la grille
cartésienne qui sont les plus proches de la géométrie. Ces n÷uds formeront
les conditions frontières permettant de résoudre l'équation Eikonal.
2. Initialisation des conditions frontières. On initialise les n÷uds frontières
avec la valeur exacte de φ, c'est-à-dire la distance euclidienne minimale à la
surface.
3. Balayage. À l'itération n+1, on calcule la nouvelle valeur de φn+1i,j en utilisant
la formule 2.15. La valeur de φni,j est remplacée par la nouvelle valeur φ
n+1
i,j si
et seulement si elle est inférieure à φni,j. En deux dimensions, quatre balayages
dans des directions alternées sont eﬀectués pour propager l'information :
(a) du coin inférieur gauche vers le coin supérieur droit ;
(b) du coin inférieur droit vers le coin supérieur gauche ;
(c) du coin supérieur droit vers le coin inférieur gauche ;
(d) du coin supérieur gauche vers le coin inférieur droit.
2.5.5.2 Convergence du Fast Sweeping
Il n'est pas possible de déterminer le nombre d'itérations nécessaire permettant
d'obtenir la convergence d'un système hautement non linéaire. Cependant, Zhao
à démontré que pour un problème de dimension n, il suﬃsait d'eﬀectuer 2n itéra-
tions de la méthode du Fast Sweeping aﬁn d'obtenir une solution de la fonction
distance aussi précise que la solution obtenue après convergence. On entend par
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"aussi précise" que l'erreur de la solution après 2n itérations est en O(h), c'est-
à-dire inférieure à la taille de la discrétisation choisie. Par conséquent, d'après les
travaux de Zhao, 2n itérations du Fast Sweeping sont en pratique suﬃsantes pour
calculer la solution de la fonction distance pour une géométrie quelconque. En trois
dimensions, il est ainsi nécessaire d'eﬀectuer huit balayages.
2.5.5.3 Propriétés du Fast Sweeping
Nous allons présenter les propriétés les plus importantes de la méthode du Fast
Sweeping. Les preuves et les démonstrations sont dans Zhao (2005).
Lemme 2.5.5 Soit x¯ la solution de l'équation 2.9, nous avons :
1 ≥ ∂x¯
∂a1
≥ ∂x¯
∂a2
≥ ... ≥ ∂x¯
∂an
≥ 0 ,
et
∂x¯
∂a1
+
∂x¯
∂a2
+ ...+
∂x¯
∂an
= 1 .
Lemme 2.5.6 À chaque itération de Gauss-Seidel, la solution est strictement dé-
croissante.
Corollaire 2.5.7 Soit u(k) et v(k) deux solutions numériques à la ke itération du
Fast Sweeping. On note || · ||∞ la norme maximale. Nous avons les deux propriétés
suivantes :
‖u(k) − v(k)‖∞ ≤ ‖u(k−1) − v(k−1)‖∞ ,
et
0 ≤ max
(
u
(k)
i,j − u(k+1)i,j
)
≤ max
(
u
(k−1)
i,j − u(k)i,j
)
.
Avant que l'information provenant de la frontière Γ ait atteint tous les n÷uds
de la grille, ‖u(k) − u(k−1)‖∞ est de l'ordre O(1). Quand ‖u(k) − u(k−1)‖∞ est de
l'ordre de O(h), l'information a été propagée à tous les n÷uds de la grille et on
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peut arrêter le processus itératif. Bien que la solution n'ait pas encore convergée,
la solution numérique est aussi précise que si on avait atteint la convergence. La
solution itérative va changer de moins en moins à chaque itération et va converge
graduellement vers la solution du système discrétisé.
Théorème 2.5.8 La solution itérative obtenue en utilisant la méthode du Fast
Sweeping converge de façon monotone vers la solution du système discrétisé (Zhao,
2005).
2.5.5.4 Fast Sweeping d'ordre supérieur
Zhang et al. (2006) une méthode numérique d'ordre supérieur est proposé. Cette
méthode permet de calculer la solution de viscosité 2 de l'équation Eikonal sur une
grille cartésienne régulière en utilisant une approximationweighted essentially non-
oscillatory (WENO) des dérivées ainsi que des itérations de Gauss-Seidel selon un
ordre alterné.
2.5.6 Choix de la méthode retenue
Comme nous l'avons expliqué précédemment, plusieurs schémas de résolution sont
disponibles pour calculer le champ distance d'un solide avec l'équation Eikonal.
Cependant, toutes ces méthodes ne sont pas équivalentes en termes de précision
et de performance. Les méthodes par éléments ﬁnis tout comme la méthode du
Fast-Marching nécessitent la génération d'un maillage et donc une discrétisation
de la géométrie. Comme nous l'expliquerons dans la prochaine section, l'erreur des
conditions limites se propage intégralement dans tout le champ distance. Nous vou-
lons ainsi éviter d'utiliser une méthode qui nécessite de discréditer la représentation
paramétrique, aﬁn d'obtenir des conditions frontières les plus précises possible.
2La notion de solution de viscosité est une notion de solution faible pour les équations ellip-
tiques ou paraboliques non linéaires dégénérées. Cette notion a démontré son eﬃcacité dans des
domaines d'applications tels que les mouvements géométriques et de propagation d'ondes.
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En termes de performance, Gremaud et Kuster (2006) a montré que le Fast-
Sweeping est plus rapide que le Fast-Marching lorsque le changement de direction
du gradient n'est pas trop élevé et lorsque que le front de propagation est impor-
tant. C'est le cas lors du calcul d'un champ distance : le front de propagation est
important car il est formé par toute la surface du solide et le changement de di-
rection du gradient ne survient qu'à l'intersection des caractéristiques. Nous avons
donc choisi la méthode de propagation du Fast-Sweeping pour calculer le champ
distance.
En ce qui a trait à l'estimation locale et à la discrétisation de l'équation Eikonal,
nous avons le choix entre le schéma de Lax-Friedrichs et celui de Godunov. L'initia-
lisation des conditions frontières pour le calcul du champ distance d'une géométrie
paramétrique repose sur la projection d'un point sur une surface. Pour des raisons
de précision et de performance, nous ne voulons pas projeter des points qui sont
loin de la surface. Comme le schéma de Lax-Friedrichs nécessite d'initialiser les
conditions frontières aux bords du domaine de calcul, nous avons choisi le schéma
Godunov qui ne requiert qu'une initialisation de conditions limites proches de la
surface.
Ainsi, pour calculer le champ distance, la méthode du Fast Sweeping développée par
Zhao (2005) est apparue comme idéale pour résoudre l'équation Eikonal dans le cas
du calcul d'un champ distance, et c'est cette méthode que nous avons implémentée.
2.6 Propagation d'erreur à partir des surfaces discrétisés
Dans cette section, nous allons démontrer l'importance de l'initialisation des condi-
tions frontières lors du calcul du champ distance d'un solide. La discrétisation d'une
surface paramétrique donne toujours lieu à une erreur de représentation. Nous al-
lons montrer que cette erreur de représentation, même faible, est propagée à travers
tout le champ distance lors de son calcul et que la précision du champ distance peut
être améliorée en initialisant les conditions frontières directement à partir de la sur-
face paramétrique.
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2.6.1 Erreur de représentation des surfaces discrétisées
Comme le montre la ﬁgure 2.9, on introduit une erreur  lors de l'initialisation de
n÷uds frontières si on les initialise en eﬀectuant une projection sur une discrétisa-
tion de la surface.
P
»
Figure 2.9: Erreur commise lors de la projection d'un point sur une géométrie discrétisée.
Le point P est situé à la distance d de la géométrie originale, mais à la
distance d+  lors de la projection sur la géométrie discrétisée.
2.6.2 Sensibilité aux conditions frontières
Il est important de comprendre l'inﬂuence des conditions frontières sur la résolu-
tion de l'équation de Eikonal. L'erreur commise par le schéma numérique du Fast
Sweeping est bornée en O(|h log h|). Il est plus facile de comprendre l'eﬀet de l'ini-
tialisation des points frontières sur la précision du résultat ﬁnal en considérant le
problème en une dimension. Le problème unidimensionnelle consiste à déterminer la
distance minimale d'un point à tous les n÷uds d'un axe discrétisé (voir Fig. 2.10).
On considère ainsi un axe discrétisé en plusieurs n÷uds d0, d1, d2 et d3. Chaque
n÷ud est situé à la distance h de son voisin. On chercher à calculer la carte de
distance du point P situé entre les n÷uds d1 et d2 de l'axe. Le point P possède
deux n÷uds frontières, soit d1 et d2. L'erreur 1 commise lors de l'initialisation du
n÷ud d1 est propagée selon la caractéristique à droite et l'erreur 2 commise sur
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P
h
3d2d1d0d
Figure 2.10: Représentation de la propagation de l'erreur dans un cas unidimensionnel.
le n÷ud d2 est propagée à gauche. Il faut donc mesurer l'erreur selon la carac-
téristique de propagation. Contrairement à l'erreur du schéma, qui est bornée en
O(|h log h|), l'erreur commise lors de l'initialisation des n÷uds frontières est entiè-
rement propagée jusqu'à l'extrémité du domaine. Ainsi, lors de l'initialisation, les
n÷uds frontières d1 et d2 ont pour valeur :φ(d1) = Dd1→P + d1 ,φ(d2) = Dd2→P + d2 .
Lors de la propagation de la distance aux n÷uds d0 et d3, on obtient les valeurs
suivantes : φ(d0) = φ(d1) + h = Dd1→P + h+ d1 ,φ(d3) = φ(d2) + h = Dd2→P + h+ d2 .
L'erreur commise lors de l'initialisation des n÷uds frontières d1 et d2 à été entière-
ment propagée aux autres n÷uds. Bien que cet exemple puisse paraître trivial, le
même phénomène se produit pour des géométries complexes.
2.7 Résumé
En résumé, il est crucial au niveau du calcul d'un champ distance que les condi-
tions limites soient les plus précises possible. Contrairement aux schémas de ba-
layage Fast Swepping, les schémas d'avance de front Fast Marching et éléments
ﬁnis nécessitent une discrétisation de la géométrie paramétrique. Parmi les mé-
thodes d'approximations locales, le schéma de Godunov est un schéma upwind où
seules les conditions frontières proches de la surface sont nécessaires. Comme la mé-
thode de résolution de l'équation Eikonal développée par Zhao utilise un schéma
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de balayage et une discrétisation de Godunov, c'est cette méthode que nous avons
choisie pour calculer le champ distance d'un solide paramétrique.
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CHAPITRE 3
PROJECTION ORTHOGONALE
La projection est une opération essentielle qui entre dans la résolution de nombreux
problèmes géométriques. Ce chapitre vise à déﬁnir les concepts mathématiques
reliés à la projection orthogonale d'un point sur une surface paramétrique.
Il est important de prévenir le lecteur que la projection sur une surface paramétrique
est très complexe. Selon l'application nécessitant son usage, diﬀérentes méthodes
peuvent être mise en ÷uvre et plusieurs résultats sont admissibles. Dans notre cas,
nous nous intéressons à la projection dans le cadre bien précis du calcul d'un champ
distance, et plus spéciﬁquement comme mécanisme d'initialisation des conditions
frontières pour un schéma de propagation.
Lors du calcul du champ distance d'un solide, la projection est utilisée pour initia-
liser les conditions frontières. Elle permet de calculer la distance minimale entre la
surface du solide et un point de l'espace situé à proximité de celle-ci.
Dans un premier temps, nous rappellerons les principes mathématiques de la pro-
jection sur un convexe fermé ainsi que la méthode de base généralement utili-
sée pour calculer la projection d'un point sur une surface paramétrique. Dans un
deuxième temps, nous eﬀectuerons une revue bibliographique des diﬀérentes mé-
thodes de projection plus élaborées développées récemment. Dans un troisième
temps, nous évoquerons les diﬃcultés inhérentes au calcul d'une projection sur
une surface NURBS. Finalement nous proposerons une nouvelle approche de la
projection basée sur l'optimisation d'une distance euclidienne.
3.1 Projection orthogonale
Selon le théorème 3.1.2, qui généralise la projection orthogonale sur un espace
vectoriel, la projection orthogonale sur un convexe revient à minimiser une distance
(Luenberger, 1997). Rappelons brièvement la déﬁnition d'un ensemble convexe :
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Déﬁnition 3.1.1 (Ensemble convexe) Un ensemble C est dit convexe lorsque,
pour tout x et y de C, le segment [x, y] est tout entier contenu dans C.
La ﬁgure 3.1(a) représente un ensemble convexe, tandis que la ﬁgure 3.1(b) illustre
un ensemble non convexe.
y
x
(a) Ensemble convexe.
y
x
(b) Ensemble non convexe.
Figure 3.1: Convexité d'un ensemble.
On déﬁnit E comme un espace vectoriel muni d'un produit scalaire, x désigne un
vecteur et C un ensemble convexe de l'espace complet E. La distance entre x et
C désigne le minimum des distances entre x et un point de C. Le théorème de la
projection s'énonce de la façon suivante :
Théorème 3.1.2 (Projection sur un convexe fermé) Il existe une unique ap-
plication t de E dans C, dite projection sur le convexe, qui à x associe le point t(x)
de C, tel que la distance de x à C soit égale à celle de x à t(x). Le vecteur t(x) est
l'unique point de C vériﬁant les deux propositions suivantes, qui sont équivalentes :
∀y ∈ C , ‖x− t(x)‖ ≤ ‖x− y‖ , (3.1)
∀y ∈ C , < x− t(x) , y − t(x) > ≤ 0 . (3.2)
La projection orthogonale permet de déterminer la plus courte distance entre un
point d'une part et une droite, un plan, ou plus généralement un sous-espace aﬃne
d'un espace euclidien d'autre part. À condition de travailler dans un espace eucli-
dien (ou plus généralement dans un espace de Hilbert), on dispose d'un résultat
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remarquable : étant donné un convexe fermé, pour tout point x de l'espace, il existe
un et un seul point p(x) du convexe à distance minimale de x.
Dans le cas d'un ensemble non convexe, la projection est également obtenue en
minimisant une distance euclidienne. Cependant, contrairement à la projection sur
un ensemble convexe, il n'y a aucune garantie sur l'unicité de la solution. Celle-ci
peut être unique, multiple et connexe, ou multiple et non connexe. Les problèmes
relatifs à la projection sur un ensemble non convexe seront expliqué à la section
3.3.4.
P
1S
(a) Solution unique.
3S
2S
P
1S
(b) Solution multiple et non connexe.
1S
P
(c) Solution multiple et
connexe.
1S
P
3S
(d) Solution multiple et non connexe.
Figure 3.2: Type de solution pour la projection.
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3.2 Projection d'un point sur une surface paramétrique
Considérons la projection d'un point sur une courbe. Le calcul de la projection
d'un point P sur une courbe paramétrique C(u), 0 ≤ u ≤ 1 consiste à déterminer
la valeur optimale u¯ du paramètre u telle que le vecteur
−−−−→
PC(u¯) soit perpendiculaire
à la tangente de la courbe au point C(u¯) (voir Fig. 3.2). On cherche donc la valeur
)u(C
)u('C
P
Figure 3.3: Projection orthogonale d'un point P sur une courbe paramétrique C(u). Le
vecteur
−−−−→
PC(u¯) est orthogonal à la tangente à la courbe au point C(u¯).
du paramètre u telle que le produit scalaire entre le vecteur
−−−−→
PC(u) et la tangente
à la courbe C ′(u) soit nul. Ainsi, on optimise la fonction objectif f suivante :
f(u) = ~C ′(u) · (~C(u)− ~P ) .
Le paramètre optimal u¯ tel que f(u¯) = 0 est calculé numériquement à l'aide de
l'algorithme de Newton. La fonction itérante suivante est utilisée :
ui+1 = ui − f(ui)
f ′(ui)
,
ui+1 = ui − C
′(ui) · (C(ui)− P )
C ′′(ui) · (C(ui)− P ) + |C ′(ui)|2 .
Trois critères d'arrêt sont utilisés aﬁn de vériﬁer la convergence de la solution :
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Critère sur la distance. La variation de la distance entre le point à projeter et
la courbe est évaluée à chaque itération. Si la variation est inférieure à une très
petite valeur 1, on considère alors que l'algorithme de Newton a convergé vers
une solution :
|~C(ui)− ~P | ≤ 1 .
Critère sur l'angle. Si la variation de l'angle entre le vecteur
−−−−→
PC(u) et la tan-
gente à la courbe est inférieure à 2, alors les deux vecteurs sont considérés
orthogonaux.
|C ′(ui) · (C(ui)− P )|
|C ′(ui)||C(ui)− P | ≤ 2 .
Critère sur la correction. La correction est considérée comme suﬃsamment pe-
tite si le pas eﬀectué entre deux itérations est inférieur à 1.
|(ui+1 − ui)C ′(ui)| ≤ 1 . (3.3)
Le processus itératif est interrompu lorsque les trois critères sont satisfaits.
Aucune relation mathématique entre les critères d'arrêts n'est fournie dans la lit-
térature.
3.2.1 Projection sur une surface
La projection d'un point sur une surface suit une démarche analogue à la projection
sur une courbe. Cependant, la projection sur une surface implique la résolution
d'un système d'équations non linéaires. On déﬁnit la fonction vectorielle ~r(u, v),
qui exprime le vecteur reliant le point ~P à projeter et un point de la surface ~S :
~r(u, v) = ~S(u, v)− ~P .
On déﬁnit aussi les deux fonctions scalaires f(u, v) et g(u, v) :
f(u, v) = ~r(u, v) · Su(u, v) = 0 ,g(u, v) = ~r(u, v) · Sv(u, v) = 0 . (3.4)
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Le système (3.4) implique que le vecteur ~r(u, v) soit simultanément perpendiculaire
à la tangente dans la direction u et à la tangente dans la direction v.
Aﬁn de résoudre le système non linéaire (3.4) on déﬁnit les matrices suivantes :
δi =
[
∆u
∆v
]
=
[
ui+1 − ui
vi+1 − vi
]
,
Ji =
[
fu fv
gu gv
]
=
[
|~Su|2 + ~r · ~Suu ~Su · ~Sv + ~r · ~Suv
~Su · ~Sv + ~r · ~Svu |~Sv|2 + ~r · ~Svv
]
,
κi = −
[
f(ui, vi)
g(ui, vi)
]
.
La matrice δi représente la correction et Ji le Jacobien. À chaque itération, on
résoud le système suivant :
Jiδi = κi .
à partir de δi on obtient :
ui+1 = ∆u+ ui ,
vi+1 = ∆v + vi .
Les quatre critères d'arrêt suivants sont généralement utilisés pour vériﬁer la conver-
gence (Piegl et Tiller, 1995) :
Critère sur la correction. La correction est suﬃsamment petite,
|(ui+1 − ui)Su(ui, vi) + (vi+1 − vi)Sv(ui, vi)| ≤ 1 . (3.5)
Critère sur la distance. La distance entre la surface et le point est très faible,
|S(ui, vi)− P | < 2 . (3.6)
Critère sur les cosinus. Le cosinus de l'angle entre le vecteur ~r et la tangente
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est très proche de zéro,
|Su(ui, vi) · (S(ui, vi)− P )|
|Su(ui, vi)||S(ui, vi)− P | ≤ 3 , (3.7)
|Sv(ui, vi) · (S(ui, vi)− P )|
|Sv(ui, vi)||S(ui, vi)− P | ≤ 3 . (3.8)
Si la projection est située sur un bord d'une surface, alors un seul cosinus vériﬁe
le critère d'angle.
À chaque itération de Newton, il faut s'assurer que les paramètres restent à l'inté-
rieur de l'intervalle de validité u, v ∈ [0, 1].
3.2.2 Revue des méthodes de projection avancées
Il existe très peu de travaux sur le problème de la projection sur les modèles B-
Rep paramétriques. La projection sur une surface se déroule en trois étapes. La
première étape consiste à déterminer la localisation approximative de la solution.
Le but de cette étape est de trouver un bon point de départ pour l'optimisation.
La deuxième étape est l'optimisation. Cette étape optimise une fonction à partir
du point de départ pour déterminer le projeté du point. La troisième étape est la
vériﬁcation de la convergence de la solution. La ﬁgure 3.4 représente le cheminement
général d'une méthode de projection.
Une des diﬃcultés inhérentes au développement d'une méthode de projection est
la localisation approximative de la solution aﬁn de déterminer un point de départ
adéquat pour l'optimisation.
Selimovic (2006) propose une méthode de projection sur une surface NURBS uti-
lisant une subdivision successive de la surface. À chaque itération, la surface est
subdivisée en deux sous-surfaces. En analysant la relation entre le point à projeter
et le polygone de contrôle, une des deux sous-surfaces est rejetée. Ainsi, à chaque
itération, on se rapproche de la solution recherchée en éliminant les sections de la
surface qui ne contiennent pas la solution. Selimovic a proposé un théorème per-
mettant de vériﬁer que le point de la surface S le plus proche d'un point P de
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Figure 3.4: Étapes pour la projection.
l'espace est un des coins du polygone de contrôle. Ce théorème s'énonce comme
suit :
Théorème 3.2.1 Soit S une surface NURBS et P le point à projeter sur la surface
S. Pi,j est un n÷ud du polygone de contrôle et P0,0 est le n÷ud le plus proche de
P . Si
〈Pi,j − P0,0, P0,0 − P 〉 > 0 ,
pour tout (i, j) 6= (0, 0), 0 ≤ i ≤ m− p et 0 ≤ j ≤ n− q, alors la distance minimale
est
‖S(u0, v0)− P‖ = dist(P, S) .
Dans ce cas, tous les autres n÷uds sont plus éloignés de P que P0,0, et le point de
la surface le plus proche de P est P0,0.
Selimovic utilise aussi un critère basé sur la déﬁnition d'un cône tangent. Cepen-
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dant, il ne fournit aucun détail permettant de déﬁnir le cône tangent. La surface S
est subdivisée jusqu'à l'obtention d'une surface planaire selon une tolérance don-
née. Là encore, aucune valeur n'est précisée pour la tolérance. Une fois la surface
suﬃsamment plane selon Selimovic, une méthode de Newton est alors mise en
÷uvre pour déterminer la projection orthogonale. Les équations utilisées pour la
méthode de Newton ne sont pas données, mais on peut supposer que c'est la mé-
thode classique proposée par Piegl et Tiller (1995) et qui à été présentée au début
de ce chapitre.
Hu et Wallner (2005) proposent une méthode de projection d'ordre deux utilisant
une approche géométrique et itérative. Cette méthode analyse la courbure normale
de la surface. Un point de départ est choisi, puis, à l'aide des dérivées partielles et
de la courbure normale, on calcule une correction pour obtenir un nouveau point.
On procède ainsi de suite, de façon itérative, jusqu'à l'obtention approximative de
la projection orthogonale.
Pour conclure cette revue des méthodes de projection, mentionnons que Ma et
Hewitt (2003); Ma et al. (2006) ont aussi proposé une méthode de projection mais
Chen et al. (2007) ont démontré qu'elle était erronée.
Toutes les méthodes de projections que nous venons de présenter sont basées sur la
recherche d'une orthogonalité optimale. Toutefois, comme nous allons l'expliquer
dans la suite de ce chapitre, cette approche est peut robuste.
3.2.3 Problèmes de robustesse existants
Dans certains cas de ﬁgure, la tangente et la normale d'une surface peuvent être
dégénérées. Il n'existe aucune garantie de l'existence de la normale d'une surface,
ce qui rend les méthodes de projection utilisant l'orthogonalité peut robuste.
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3.2.3.1 Normales dégénérés
Le vecteur normal ~N(u, v) d'une surface S(u, v) est déﬁni comme le produit mixte
des deux vecteurs tangents donnés par les dérivées partielles ~Su(u, v) et ~Sv(u, v) :
~N(u, v) = ~Su(u, v)× ~Sv(u, v) . (3.9)
Le vecteur normal d'une surface peut être dégénéré, c'est-à-dire être égal au vecteur
nul. Une normale dégénérée peut provoquer une erreur dans un algorithme. Aﬁn
d'éviter de telles erreurs, les dégénérescences doivent être détectées, et il est sou-
haitable d'utiliser une autre approche que l'équation (3.9) pour calculer la normale
à la surface (Kiciak, 2001).
Selon l'équation (3.9), il est facile de voir que la normale est nulle si et seulement
si un des deux cas suivants survient :
1. L'une des deux dérivées partielles ou les deux sont nulles :
Su(u, v) = 0 ,
Sv(u, v) = 0.
2. Les dérivées partielles sont parallèles :
Su(u, v) = λSv(u, v), λ 6= 0.
Une analyse du polygone de contrôle peut, dans certains cas, indiquer la présence
de normales dégénérées sur les bords de la surface. Une surface dont les côtés
dégénèrent en une singularité possède une normale dégénérée en ce point. C'est le
cas, par exemple, d'une sphère dont les n÷uds du polygone de contrôle d'un côté
sont confondus en un point pour former un pôle.
Les études Farin (1993); Seoul (1995); Kim et al. (1995) montrent qu'il est diﬃcile
de localiser les normales dégénérées en analysant simplement le polygone de contrôle
de la surface. En eﬀet, le vecteur normal peut être nul en n'importe quel point de la
surface, aussi bien à l'intérieur que sur un bord ou un coin. Les tangentes peuvent
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aussi devenir nulles lorsqu'un n÷ud est inséré plusieurs fois dans le vecteur nodal.
Aumann et al. (1995) donnent d'autres exemples de surfaces ayant une normale
dégénérée à l'intérieur de la surface due à des dérivées partielles nulles. Kiciak
(2001) à élaboré une méthode basée sur la construction d'une surface normale,
permettant de calculer le vecteur normal en un point dégénéré.
3.3 Projection par optimisation d'une distance
Notre objectif est de déterminer le projeté d'un point sur un solide représenté
par des surfaces NURBS. Une méthode de projection doit être robuste, c'est-à-
dire, fournir un résultat valide dans tous les cas de ﬁgure. La précision du résultat
est aussi primordiale. Nous désirons une méthode de projection nous permettant
de contrôler l'erreur. La méthode proposée par Piegl et Tiller (1995) est basée
sur l'orthogonalité de la projection. La plupart des travaux se concentrent sur la
localisation approximative de la solution. Dans notre cas, c'est l'optimisation qui
nous préoccupe.
Nous allons proposer une nouvelle approche basée sur la minimisation d'une dis-
tance. Cette approche devrait permettre de résoudre certains problèmes inhérents
à l'approche orthogonale, tels que la projection sur un objet formé de plusieurs
surfaces où la continuité n'est pas garantie au niveau des raccords Les projections
orthogonales sont basées sur la tangente. Cependant, comme nous l'avons déjà ex-
pliqué, rien ne garantit que la tangente d'une surface paramétrique est non nulle.
Dans ce cas, une projection orthogonale ne fonctionne pas, contrairement à une
projection par minimisation de la distance.
3.3.1 Expression de la fonction donnant la projection
D'après le théorème 3.1.2, on peut déterminer la projection orthogonale en mimini-
sant la distance d'un point de l'espace à la surface. On cherche donc à minimiser la
fonction D(u, v), qui représente le carré de la distance entre le point
−→
P0 de l'espace
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et un point d'une surface de Bézier :
D(u, v) =
∥∥∥∥∥∥∥∥∥∥
n∑
i=0
m∑
j=0
wij
(−→
P0 −−→Pij
)
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)
∥∥∥∥∥∥∥∥∥∥
2
.
En posant
−→
Vij =
−→
P0 − −→Pij, on simpliﬁe l'écriture de la distance au carré comme le
produit scalaire du vecteur par lui même :
−→
Vij · −→Vij
D(u, v) =
3∑
k=1

n∑
i=0
m∑
j=0
wij
(−→
Vij
)
k
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)

2
.
Aﬁn de minimiser la fonction D(u, v), il est nécessaire de calculer son gradient ainsi
que son Hessien :
∂D(u, v)
∂u
=
3∑
k=1
∂
∂u

n∑
i=0
m∑
j=0
wij
(−→
Vij
)
k
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)

2
= 2
3∑
k=1

n∑
i=0
m∑
j=0
wij
(−→
Vij
)
k
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)

· ∂
∂u

n∑
i=0
m∑
j=0
wij
(−→
Vij
)
k
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)
 .
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Pour alléger la notation on pose la fonction Sk(u, v) :
Sk =
n∑
i=0
m∑
j=0
wij
(−→
Vij
)
k
Bi,n(u)Bj,m(v)
n∑
i=0
m∑
j=0
wijBi,n(u)Bj,m(v)
.
On peut ainsi exprimer simplement la fonction D(u, v) :
D(u, v) =
3∑
k=1
S2k .
La fonction Sk(u, v) est une surface de Bézier non rationnelle. On peut utiliser
les algorithmes précédemment développés (Piegl et Tiller, 1995) pour calculer les
dérivées. On obtient donc pour la variable u :
∂D(u, v)
∂u
= 2 ·
3∑
k=1
∂
∂u
Sk · Sk .
De façon similaire, pour la variable v :
∂D(u, v)
∂v
= 2 ·
3∑
k=1
∂
∂v
Sk · Sk .
Les dérivées partielles sont :
∂D(u, v)
∂u∂v
= 2
3∑
k=1
∂
∂v
Sk · ∂
∂u
Sk + Sk
∂
∂u∂v
Sk .
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La dérivée seconde en u est donnée par :
∂2D(u, v)
∂u
=
∂
∂u
(
2 ·
3∑
k=1
∂
∂u
Sk · Sk
)
= 2 ·
3∑
k=1
∂
∂u
Sk · ∂
∂u
Sk + Sk
∂2
∂u2
Sk
= 2 ·
3∑
k=1
(
2 · ∂
∂u
Sk + Sk
∂2
∂u2
Sk
)
.
De façon similaire, pour la variable v :
∂2D(u, v)
∂v
= 2 ·
3∑
k=1
(
2 · ∂
∂v
Sk + Sk
∂2
∂v2
Sk
)
.
Comme nous connaissons l'expression analytique de la fonction D(u, v), ainsi que
ses dérivées première et seconde, nous sommes maintenant en mesure de la mini-
miser.
3.3.2 Minimisation de la distance
Nous cherchons à déterminer le minimum de la fonction D(u, v) sur le domaine
u, v ∈ [0, 1]. La fonction D(u, v) est une fonction analytique dont nous pouvons
évaluer le gradient et le Hessien. Nous avons donc utilisé une méthode de Newton
pour minimiser cette fonction.
Nous avons utilisé la librairie OPT++ (Meza et al., 2007) qui permet d'optimiser
une fonction multivariée soumise à des contraintes sur les bornes.
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3.3.3 Choix du point de départ
Il est important de bien choisir le point de départ, car il inﬂuence le nombre d'itéra-
tions nécessaires à la convergence vers le minimum. Un bon point de départ permet
à l'optimisation de converger vers un minimum global. On cherche donc un point
de départ qui soit le plus proche possible de la solution.
Dans le cas de l'initialisation des conditions limites pour le calcul du champ dis-
tance, le point de départ sera déterminé selon la méthode expliquée à la section
4.5.2.1.
3.3.4 Solutions multiples au problème de la projection
La géométrie peut présenter des conﬁgurations si complexes qu'il ne peut y avoir
une seule et unique solution à la projection d'un point. Par exemple, la projection
d'un point appartenant au squelette d'un solide n'admet pas une seule solution, car,
par déﬁnition, un point du squelette est à égale distance d'au moins deux points
non confondus de la surface. La ﬁgure 3.5 illustre l'axe médian d'un rectangle.
Figure 3.5: Axe médian d'un rectangle. L'axe médian est représenté en trait gras. Tous
les points situés sur l'axe médian sont à équidistance d'au moins deux points
distincts de la géométrie. Ainsi la projection d'un point appartenant à l'axe
médian admet plusieurs solutions.
De façon similaire, la projection d'un point appartenant à l'axe de révolution d'une
surface admet comme solution un cercle. La ﬁgure 3.6(a) illustre ce cas. Plus géné-
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ralement, la projection de tout point situé au centre d'une courbure possède une
inﬁnité de solutions formées par un arc de cercle en 2D et une portion de sphère
en 3D. La ﬁgure 3.6(b) illustre ce cas.
axe de révolution
P
Solution
(a) Surface de révolution.
P
(b) Courbe non convexe.
Figure 3.6: La projection peut admettre une inﬁnité de solutions. Dans le cas de la
projection d'un point de l'axe d'une surface de révolution, la solution forme
alors un cercle. La projection du point situées au centre du cercle de rayon
r admet une inﬁnité de solutions situé sur un arc de cercle.
3.3.5 Traitement des solutions multiples
Le problème de la projection peut posséder plusieurs solutions non connexes. Il y
aura donc plusieurs minima à l'intérieur du domaine paramétrique. La ﬁgure 3.7
illustre un domaine paramétrique contenant deux minimas.
Il n'existe pas de méthode publiée qui détermine toutes les solutions d'une pro-
jection. Dans le cas d'applications géométriques, il serait nécessaire de traiter les
solutions multiples. Cependant, dans le cas qui nous occupe, c'est-à-dire le calcul
de distances minimales, toutes les solutions sont à la même distance. Nous n'avons
donc pas à nous soucier de la multiplicité des solutions de la projection.
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Figure 3.7: Domaine paramétrique contenant deux minima.
3.3.5.1 Relations entres les critères de convergence
Aﬁn de vériﬁer que la minimisation a bien convergé vers la solution, on vériﬁe
l'orthogonalité dans la direction u et dans la direction v (Piegl et Tiller, 1995) :
|Su(u, v) · (S(u, v)− P0)|
|Su(u, v)||S(u, v)− P0| ≤ 1 ,
|Sv(u, v) · (S(u, v)− P0)|
|Sv(u, v)||S(u, v)− P0| ≤ 1 .
3.4 Résumé
Les méthodes de projection sont complexes, car elles mettent en ÷uvre successive-
ment des méthodes d'analyse de surface, de recherche géométrique et d'optimisa-
tion. Qui plus est, il est diﬃcile d'uniﬁer toutes ces méthodes et de déterminer des
paramètres cohérents entre elles. Aucune méthode qui allierait une analyse de la
surface et une évaluation robuste des tangentes lors de l'optimisation n'a encore été
réalisée. Les critères de convergence sont ﬁxés arbitrairement au lieu d'être reliés
à une analyse de la surface. Les méthodes de projection actuelles se contentent de
fournir une seule solution et ne traitent pas les solutions multiples.
70
Nous avons proposé une nouvelle approche à la projection en minimisant la distance
plutôt qu'en optimisant l'orthogonalité comme il est d'usage. Cette formulation à
l'avantage d'être bien adaptée au problème d'initialisation de points frontières et
pose le problème de projection sous une forme qui peut être résolue de façon plus
robuste du point de vue numérique.
La projection servira à initialiser les conditions limites pour un schéma de propa-
gation. Elle servira aussi à localiser les n÷uds formant les conditions frontières par
rapport à la surface du solide.
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CHAPITRE 4
CALCUL DU CHAMP DISTANCE D'UN SOLIDE
PARAMÉTRIQUE
Ce chapitre décrit la méthodologie élaborée pour calculer le champ distance d'un so-
lide représenté par des surfaces paramétriques. Nous eﬀectuerons un bref rappel des
objectifs à atteindre. Puis nous décrirons étape par étape la démarche élaborée aﬁn
de calculer la carte de distance d'un solide. Nous nous attarderons particulièrement
sur l'initialisation des conditions frontières qui en est l'étape la plus diﬃcile. Fi-
nalement nous présenterons une procédure robuste permettant d'orienter le champ
distance d'un solide.
4.1 Rappel des objectifs
Nous cherchons à calculer le champ distance d'un solide en préservant la continuité
de la surface dans la solution et en évitant d'y ajouter inutilement des zones d'ex-
pansion. Pour obtenir une solution de continuité similaire à celle de la géométrie,
nous voulons éviter de calculer le champ distance à partir d'un maillage surfacique
de continuité C0 du solide, mais plutôt calculer la solution directement à partir de
la surface originale de continuité, Cp−1.
Nous cherchons aussi à minimiser la propagation de l'erreur de représentation des
conditions frontières lors de la résolution de l'équation Eikonal.
Étant donné qu'il est impossible de calculer analytiquement la carte de distance
d'une surface quelconque, nous utiliserons une approche de résolution numérique
nous permettant de contrôler l'erreur.
Dans ce projet, seul les solides représentés par un ensemble cohérent de surfaces
paramétriques de type NURBS sont considérés.
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4.2 Méthodologie
Le calcul du champ distance d'un solide peut être décomposé selon les cinq étapes
suivantes :
1. Subdiviser la surface NURBS en surfaces de Bézier ;
2. Discrétiser le domaine de calcul à l'aide d'une grille cartésienne ;
3. Déterminer et initialiser les conditions frontières ;
4. Résoudre la formulation Eikonal de l'équation distance ;
5. Orienter le champ distance.
Chacune des étapes nécessaires au calcul du champ distance sera détaillée dans la
suite de ce chapitre.
4.3 Subdivision de la surface du solide
Une même surface B-spline peut représenter plusieurs changements de convexité,
ce qui complique le calcul d'une projection, car la fonction optimisée présente alors
plusieurs minima locaux. La décomposition du solide en surfaces élémentaires rend
l'initialisation des conditions frontières plus facile et plus robuste en limitant le
nombre de minimas locaux. Ainsi, aﬁn de se rapprocher du cas idéal d'une sur-
face convexe, on doit, dans une première étape, subdiviser la surface du solide en
surfaces élémentaires moins complexes. On obtient alors un ensemble de surfaces
géométriquement plus simples que la surface originale.
La surface NURBS originale est subdivisée en surfaces de Bézier rationnelles en
insérant des n÷uds dans le vecteur nodal. Les détails théoriques concernant la
subdivision des surfaces NURBS sont développés en annexe II.4.
4.4 Déﬁnition et discrétisation du domaine de calcul
Les dimensions du domaine de calcul sont déterminées à l'aide de la boîte englo-
bante du solide. Celle-ci est ajustée à l'aide d'un facteur d'expansion spéciﬁé par
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l'utilisateur aﬁn de prévoir une région entourant le solide suﬃsante pour l'applica-
tion considérée (voir Fig. 4.1).
Figure 4.1: Expansion du domaine de calcul.
Une fois les dimensions déterminées, le domaine de calcul est discrétisé à l'aide
d'une grille cartésienne régulière. Une grille cartésienne régulière est une tessela-
tion d'un espace euclidien en hexaèdres congruents, disposés de manière à remplir
uniformément l'espace. Chaque hexaèdre forme une cellule. Les sommets des hexa-
èdres sont des n÷uds auxquels sont attribués des indices uniques.
La méthode du Fast Sweeping garantit que l'erreur maximale  est de l'ordre de la
taille de la grille h (Zhao, 2005) :
 ≤ O (|h log h|) .
Ainsi, la borne supérieure de l'erreur du champ distance dépend de la taille h de
la grille. L'utilisateur doit spéciﬁer une taille h de grille en fonction de la précision
requise et des particularités importantes de la géométrie.
La méthode du Fast Sweeping ne nécessite pas la génération d'un maillage non
structuré, mais simplement une grille cartésienne régulière. Il n'est ainsi pas né-
cessaire de discrétiser la géométrie pour raccrocher un maillage non structuré à
la surface du solide. Par contre, l'utilisation d'une grille cartésienne complique la
construction et l'initialisation des conditions frontières. En eﬀet, les conditions fron-
tières sont très faciles à déterminer sur un maillage non structuré, car elles sont
formées par les n÷uds du maillage surfacique et leur valeur initiale est nulle puisque
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ces n÷uds sont situés sur la surface.
4.5 Initialisation des conditions frontières
L'initialisation des conditions frontières est l'étape la plus importante et aussi la
plus diﬃcile à mettre en ÷uvre lors du calcul du champ distance d'un solide (Tsai,
2002). En eﬀet, comme démontré à la section 2.6.2, l'exactitude des conditions
frontières détermine la précision ﬁnale du champ distance. Les conditions frontières
permettant de résoudre la fonction distance Eikonal sont constituées des n÷uds de
la grille cartésienne limitrophe à la surface du solide. La ﬁgure 4.3 illustre les
conditions frontières d'un cercle.
L'initialisation des conditions frontières est réalisée en deux étapes. D'abord, il faut
détecter les n÷uds de la grille cartésienne qui sont limitrophes au solide. Ensuite,
il faut initialiser ces n÷uds avec la valeur exacte de φ, c'est-à-dire la plus courte
distance permettant de rejoindre la surface du solide.
4.5.1 Détection des n÷uds frontières
Il convient dans un premier temps d'énoncer la déﬁnition d'un n÷ud frontière à
une surface.
Déﬁnition 4.5.1 (n÷ud frontière) Un n÷ud d'une grille cartésienne est un n÷ud
frontière si un point de la surface est situé à l'intérieur d'une cellule à laquelle le
n÷ud appartient.
Aﬁn de calculer et d'orienter le champ distance, il est nécessaire de déterminer les
trois propriétés suivantes pour chaque n÷ud frontière :
1. La plus courte distance euclidienne permettant de rejoindre la surface du
solide. Cette distance est nécessaire pour initialiser les conditions frontières.
2. Une projection du n÷ud sur la surface du solide. La projection permet de
déterminer si le n÷ud est limitrophe au solide (voir théorème 4.5.3).
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3. La localisation topologique du n÷ud, dans le cas d'un solide. La localisation
permet d'orienter le champ distance.
Contrairement à ce qu'on pourrait penser, déterminer les n÷uds d'une grille car-
tésienne qui sont limitrophes à la surface d'un solide n'est pas un problème trivial.
Selon les propriétés connues des n÷uds, plusieurs stratégies permettent de déter-
miner les n÷uds frontières.
Une première méthode consiste à déterminer toutes les intersections entre tous
les segments reliant les n÷uds deux à deux et la géométrie (Wang et al., 2005).
Tous les sommets d'une cellule formant l'intersection sont considérés comme des
n÷uds frontières. Cette méthode dépend de la robustesse avec laquelle il est possible
de déterminer l'intersection entre un segment et une surface (voir Fig. 4.2). Les
problèmes liés à la robustesse sont diﬃciles et sont détaillés dans Edelsbrunner et
Mücke (1990) et Shewchuk (1997).
Figure 4.2: Géométrie possédant un artefact aigu qui complique la détection des n÷uds
frontières. Le segment reliant les n÷uds frontières situés à droite ne forment
pas d'intersection avec la géométrie.
Une autre méthode consiste à classiﬁer les n÷uds de la grille selon leur orientation,
c'est-à-dire ceux situés à l'intérieur ou à l'extérieur du solide. Si un n÷ud a un voi-
sin d'orientation opposée, alors le n÷ud appartient à la frontière du solide. Cette
méthode ne peut bien entendu fonctionner que pour des géométries fermées. Cepen-
dant, elle présente l'avantage que l'on travaille toujours dans le domaine continu.
La localisation des n÷uds ne peut se faire facilement que si l'on connaît une forme
implicite de la géométrie. Or la transformation d'une géométrie paramétrique en
une géométrie implicite est une opération ardue, ce n'est donc pas une approche
évidente pour détecter les n÷uds frontières.
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Une façon plus naturelle de déterminer si un n÷ud est limitrophe est de connaître
la distance minimale de ce point au solide et de la comparer aux propriétés de
la grille. Si la distance est plus petite que la diagonale de la grille, alors c'est un
n÷ud frontière. On peut donc déﬁnir mathématiquement l'ensemble des n÷uds de
la grille qui sont limitrophes au solide.
Déﬁnition 4.5.2 Soit E l'ensemble des n÷uds d'une grille cartésienne et régulière
de taille h et S l'ensemble des points formant la surface. La fonction Dmin donne la
distance minimale d'un point à la surface du solide. Alors, l'ensemble F des n÷uds
frontières est déﬁnie comme l'ensemble des n÷uds dont la distance au solide est
inférieure à la diagonale de la grille :
{
F : E|Dmin(Ei) ≤ h
√
2
}
en 2D , (4.1){
F : E|Dmin(Ei) ≤ h
√
3
}
en 3D . (4.2)
Cette déﬁnition n'est valide que pour une grille cartésienne régulière ; les cellules
sont donc des carrés ou des cubes.
Figure 4.3: N÷uds frontières d'un cercle. La frontière est composée de tous les n÷uds
dont la distance au cercle est strictement inférieure à la diagonale de la grille.
Dans le cas général d'une grille cartésienne formée de rectangles ou de cuboïdes,
la distance minimale ne suﬃt pas : il est indispensable de connaître la projection
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du n÷ud sur le solide pour déterminer s'il est limitrophe. Le théorème suivant
permet de généraliser la détection des n÷uds frontières sur une grille cartésienne
quelconque.
Théorème 4.5.3 (N÷ud frontière) Soit N un n÷ud d'une grille cartésienne
structurée de dimension (hx, hy, hz) et soit le point P la projection de N sur une
surface. Soit
−−→
NP le vecteur reliant le n÷ud à sa projection sur la surface. Si
|−−→NP x| < hx et |−−→NP y| < hy et |−−→NP z| < hz, alors le n÷ud N est un n÷ud fron-
tière à la surface.
Déterminer les n÷uds frontières à l'aide de la distance nécessite une méthode de
projection robuste et revient à calculer localement la valeur exacte du champ dis-
tance. Obtenir localement une solution exacte du champ distance nécessite une
approche exhaustive. Il est donc important de limiter le nombre de points calculés
de cette manière. On cherche donc à restreindre dans le voisinage immédiat de la
surface le calcul exact des distances minimales.
Nous nous sommes limité à l'utilisation d'une grille régulière. Les grilles rectangu-
laires ne sont pas traitées ici.
La détection des n÷uds frontières est réalisée en deux étapes. D'abord, on détermine
approximativement les n÷uds les plus proches, ensuite, on élimine les n÷uds encore
trop éloignés en calculant la distance minimale exacte. Les n÷uds restant forment
alors les conditions frontières.
Aﬁn de localiser approximativement les n÷uds frontières d'une surface de Bézier,
on eﬀectue une tesselation en triangle de cette surface, puis on détermine les n÷uds
frontières de chaque triangle. On détermine la boîte englobante de chaque triangle ;
pour une question de robustesse, celle-ci est agrandie de la diagonale de la grille
dans toutes les directions cartésiennes. Ensuite, pour chacun des n÷uds de la grille
se trouvant à l'intérieur de la boîte englobante, on détermine la distance minimale
au triangle. Cette stratégie repose sur notre capacité à projeter rapidement un point
sur une facette triangulaire. Le calcul d'une projection robuste sur un triangle n'est
pas trivial. Une méthode de projection sur un triangle est présentée en annexe I.
Brièvement, cette méthode minimise une distance exprimée à l'aide d'une fonction
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quadratique. L'optimisation de la distance est réalisée en déterminant analytique-
ment les paramètres rendant les dérivée nulles. La méthodes est très performante
au niveau du temps de calcul et la solution est exacte.
Les n÷uds de la grille dont la distance minimale est inférieure à la diagonale de la
grille sont marqués et initialisés comme des conditions frontières.
(a) N÷uds potentiellement frontières. (b) N÷uds frontières.
Figure 4.4: Conditions frontières d'un segment. La représentation (a) montre tous les
n÷uds de la grille qui font potentiellement partie de l'ensemble des n÷uds
frontières au segment. La ﬁgure (b) représente les n÷uds qui forment ﬁna-
lement les conditions frontières.
Dans le même ordre d'idées, une autre stratégie aurait été de subdiviser la surface
de Bézier jusqu'à l'obtention de sous-surfaces suﬃsament minces, puis de considé-
rer tous les n÷uds situés dans la boîte englobante de chaque sous-surface comme
des n÷uds frontières. Cependant, il est plus facile et plus rapide d'eﬀectuer une
tesselation en triangle de la surface.
La précision des conditions frontières n'est en rien aﬀectée par la tesselation en
triangle, car les n÷uds sont initialisés à partir de la surface originale. La tesselation
de la surface ne sert qu'à localiser approximativement les n÷uds les plus proches
de la surface et à fournir un point de départ à la projection. La projection nous
permet de déterminer la distance minimale entre le n÷ud frontière et la surface du
solide avec le niveau de précision désiré. La projection est calculée selon la méthode
développée au chapitre précédent.
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Par ailleurs, on remarque que si l'on initialise plus de n÷uds frontières que néces-
saire, cela ne nuit pas à la précision, pourvu que leurs valeurs soient exacts. Ainsi,
l'initialisation des conditions frontières est un compromis entre le temps nécessaire
pour déterminer les n÷uds frontières et une méthode exhaustive qui reviendrait à
calculer localement le champ distance.
4.5.1.1 Évaluer la profondeur de tesselation
Il est important de s'assurer que la surface est bien représentée par la tesselation
en triangle. Nous avons utilisé la méthode proposée par Cheng (1992) aﬁn de dé-
terminer la profondeur de subdivision garantissant que l'erreur de représentation 
maximale entre tous les triangles et une surface de Bézier est bornée. En eﬀet, nous
souhaitons que la distance maximale entre un triangle et la surface soit inférieure
à la taille h de la grille.
La ﬁgure 4.5 illustre un triangle d'une tesselation ainsi que l'erreur de représen-
tation commise. Une subdivision adaptative qui borne l'erreur de représentation
²·
Figure 4.5: Représentation de l'erreur maximale  entre une surface et un triangle obtenu
suite à la subdivision.
serait réalisable ; cependant une telle approche serait coûteuse en temps de calcul
en raison de l'évaluation du critère d'erreur à chaque itération. Ainsi, l'approche
développé dans Cheng (1992) consiste à déterminer dès le départ une profondeur
de subdivision qui garantit la planéité (ﬂatness), en eﬀectuant une analyse du
polygone de contrôle.
Dans un premier temps, déﬁnissons ce que nous entendons par la planéité . Soit
T un triangle dont les sommets vi = (ui, vi), i = 0, 1, 2 et soit h(u, v) : T → E3
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un triangle paramétrique de sommets S(vi), i = 0, 1, 2. La triangulation S(T ) de
la surface S est dite planaire selon  si :
sup
(u,v)∈T
inf
(u′,v′)∈T
||f(u, v)− h(u′, v′)|| ≤  .
La méthode de Cheng est très complexe et les démonstrations qui sous-tendent
sa démarche dépassent le cadre de ce chapitre. Nous allons simplement donner les
étapes des calculs nécessaires pour obtenir α.
On considère une surface de Bézier rationnelle de degré n × m et son polygone
de contrôle formé par les points ~Pi,j et leur pondération respective wi,j. On désire
connaître α, la profondeur de subdivision permettant de garantir que l'erreur de
représentation sera inférieure ou égale à .
Les quatre étapes de calcul suivantes sont nécessaires pour déterminer la profondeur
de subdivision α :
1. Calculer les valeurs l, r et L :
l = min {wi,j|0 ≤ i ≤ m, 0 ≤ j ≤ n} ,
r = max
{
||~Pi,j||
∣∣∣ 0 ≤ i ≤ m, 0 ≤ j ≤ n} ,
L = rl ;
2. Déterminer la valeur de δ :
δ =

l
(1 + (r − )2)1/2 , 0 <  ≤ r ,
l, r <  ≤ 2r ,
+∞,  > 2r ;
3. Déterminer les valeurs M1, M2, M3, qui représentent les valeurs maximales
des dérivées :
M1 = sup
(u,v)∈[0,1]
∣∣∣∣∣∣∣∣∂2S(u, v)∂u2
∣∣∣∣∣∣∣∣ ,
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M1 = m(m− 1) max ||~Pwi+2,j − 2~Pwi+1,j + ~Pwi,j|| ,
pour 0 ≤ i ≤ m− 2 et 0 ≤ j ≤ n.
M2 = sup
(u,v)∈[0,1]
∣∣∣∣∣∣∣∣∂2S(u, v)∂u∂v
∣∣∣∣∣∣∣∣ ,
M2 = mnmax ||~Pwi+1,j+1 − ~Pwi+1,j − ~Pwi,j+1 − ~Pwi,j|| ,
pour 0 ≤ i ≤ m− 1 et 0 ≤ j ≤ n− 1.
M3 = sup
(u,v)∈[0,1]
∣∣∣∣∣∣∣∣∂2S(u, v)∂v2
∣∣∣∣∣∣∣∣ ,
M3 = n(n− 1) max ||~Pwi,j+2 − 2~Pwi,j+1 + ~Pwi,j|| ,
pour 0 ≤ i ≤ m et 0 ≤ j ≤ n− 2.
4. Déterminer la profondeur de subdivision α :
α =

0, siM1 + 2M2 +M3 < 8 ,
0, si δ = +∞ ,⌈
log4
(
1
8δ
(M1 + 2M2 +M3)
)⌉
, autrement .
(4.3)
Une fois la profondeur de subdivision α déterminée, on divise le domaine paramé-
trique en 2α+2 triangles.
4.5.2 Initialisation des conditions frontières
Une fois les n÷uds frontières de la grille détectés, il faut les initialiser aﬁn de
former les conditions frontières nécessaires à la résolution de l'équation Eikonal.
L'intialisation consiste à déterminer la distance minimale exacte entre chacun des
n÷uds et la surface. La plus courte distance est donnée par la projection du n÷ud
sur la surface du solide. La méthode de projection utilisée, et qui a été préalablement
présentée au chapitre 3, nécessite cependant un point de départ.
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4.5.2.1 Point de départ pour la projection
Comme mentionné au chapitre précédent, le choix du point de départ est crucial
pour obtenir une bonne convergence de la méthode d'optimisation.
On utilise la projection sur la surface triangulée comme point de départ pour la
méthode de projection. En eﬀet, la distance maximale entre le maillage surfacique et
la surface paramétrique est considérée suﬃsamment faible pour obtenir une bonne
approximation de la solution en utilisant la projection sur le maillage comme point
de départ.
La projection d'un n÷ud sur une facette triangulaire est calculée en optimisant
une distance euclidienne. Chaque triangle est exprimé sous forme la paramétrique
suivante (voir Fig. 4.6) :
T (s, t) = S0 + s ~E1 + t ~E2 ,
tel que :
T (s, t) ∈ D = {(s, t) : s ∈ [0, 1], t ∈ [0, 1], s+ t ≤ 1} .
Le calcul de la projection consiste à déterminer les paramètres (s¯, t¯) optimaux tels
2S
1S
0S
1E~
0E~
Figure 4.6: Triangle paramétrique.
que la distance entre le n÷ud et la surface du triangle soit la plus courte possible.
Les détails sont présentés en annexe I.
Une fois la projection sur le maillage surfacique obtenue, il faut déterminer un
point de départ (u0, v0) situé sur la surface paramétrique. Le point T (s¯, t¯) n'étant
pas situé sur la surface S(u, v), on utilise donc la transformation (s¯, t¯) → (u0, v0)
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suivante pour ramener approximativement le point sur la surface :u0 = S0u + s¯ ~E1u + t¯ ~E2u ,v0 = S0v + s¯ ~E1v + t¯ ~E2v ,
où S0, S1, S2 sont les sommets du triangle interpolé par la surface NURBS, et s, t
les paramètres. Le calcul du point de départ est illustré à la ﬁgure 4.7(b).
v
u
1
10
(a) Maillage du domaine paramétrique.
v
0u
0v
u
0 1
1
(b) Choix du point de départ.
Figure 4.7: Le domaine paramétrique est triangulé. Les paramètres (s¯, t¯) issus de la
projection sont transformés en point de départ (u0, v0).
4.5.2.2 Projection des n÷uds frontières
Une fois un point de départ déterminé, on calcul la projection du n÷ud frontière
sur la surface de Bézier à l'aide de la méthode développée au chapitre 3.
Bien qu'il puisse y avoir plusieurs solutions au problème de la projection, la distance
est la même pour toutes les solutions. Nous n'avons donc pas à nous soucier de ce
problème dans le cas particulier de l'initialisation des conditions frontières.
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4.5.3 Orientation géométrique des n÷uds frontières
Aﬁn d'orienter le champ distance, il faut d'abord déterminer la localisation des
n÷uds frontières par rapport à la surface. L'orientation d'un n÷ud frontière est
déterminée après avoir calculé sa projection sur la surface. On connaît alors les
paramètres (s∗, t∗) correspondant à la projection du n÷ud sur la surface S(u, v).
Le signe du produit scalaire entre la normale au point (s∗, t∗) et la projection donne
l'orientation du n÷ud frontière (voir Fig. 4.8). Si le produit scalaire est positif, le
n÷ud est à l'extérieur et si le produit scalaire est négatif, le n÷ud est à l'intérieur
du solide.
=0);v=1s(
=1);v=0s(
=0);v=0s(
N~
+
P
+F
Figure 4.8: Orientation géométrique d'un n÷ud frontière. Le n÷ud est situé à l'extérieur
par rapport à l'orientation de la surface.
4.5.4 Algorithme d'initialisation des conditions frontières
L'algorithme 4.9 permet de récapituler les étapes nécessaires à l'initialisation des
conditions limites.
4.6 Calcul du champ distance
Une fois que les conditions frontières sont déterminées, le champ distance du so-
lide est calculé en utilisant la méthode du Fast-Sweeping présentée au chapitre 2.
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Algorithme :Initisalisation des conditions frontières
Données :
 Γ est l'ensemble des n÷uds frontières ;
 φ est le champ distance de dimensions I, J,K ;
 θ est l'ensemble des orientations des n÷uds frontières ;
 S est une surface de Bézier ;
 h est la taille de la grille cartésienne ;
 D est la diagonale de la grille.
Résultat : Les n÷uds frontières initialisés et orientés
début
α←− DéterminerSubdivision (S, h) ;
T ←− Trianguler (S, α) ;
On détermine les n÷uds proches de la triangulation;
pour chaque triangle ∈ T faire
boite←− DéterminerBoiteEnglobante(triangle) ;
pour tous noeud ∈ boite faire
p←− Projection(triangle, noeud);
distance←− CalculerDistanceEuclidienne(p, noeud) ;
si distance < 2×D alors
Γ←− Ajouter(Γ, noeud)
On détermine les n÷uds frontières de S;
pour chaque noeud ∈ Γ faire
d←− CalculerPointDépart(S, noeud) ;
(u∗, v∗)←− Projection(S, noeud, d);
distance←− CalculerDistanceEuclidienne(S(u∗, v∗), noeud) ;
si distance > D alors
Γ←− Suprimer(Γ, noeud)
sinon
On initialise la conditions limite;
φ(noeud)←− distance ;
θ(noeud)←− DéterminerLocalisation(S, u∗, v∗, noeud) ;
ﬁn
Figure 4.9: Initisalisation des conditions frontières.
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L'algorithme 4.10 présente un des huit balayages nécessaires pour obtenir le champ
distance d'un solide.
Algorithme : Propagation des conditions frontières
Données :
 φ est le champ distance de dimensions I, J,K ;
 Γ est l'ensemble des n÷uds frontières.
Résultat : Le champ distance après un balayage dans une des huit directions.
début
pour x← 2 à I − 1 faire
pour y ← 2 à J − 1 faire
pour z ← 2 à K − 1 faire
id←− z × I × J + y × I + x ;
si id ∈ Γ alors
φ(i, j, k)←− Γ(id);
sinon
a←− min (φ(i− 1, j, k), φ(i+ 1, j, k)) ;
b←− min (φ(i, j − 1, k), φ(i, j + 1, k)) ;
c←− min (φ(i, j, k − 1), φ(i, j, k + 1)) ;
φ(i, j, k)←− (a+b+c)+
√
3h2+2(ab+bc+ac−a2−b2−c2)
3
;
ﬁn
Figure 4.10: Propagation des conditions frontières.
4.7 Orientation du champ distance
L'orientation de la carte de distance consiste à attribuer un signe positif ou négatif
à chaque n÷ud de la grille cartésienne en fonction de sa localisation par rapport à
la surface du solide.
L'orientation des n÷uds frontières a été déterminée lors de l'étape de détection et
d'initialisation des conditions frontières. Il s'agit maintenant de déterminer l'orien-
tation de tous les autres n÷uds de la grille cartésienne à partir de l'orientation des
n÷uds frontières.
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Les n÷uds frontières isolent les points intérieurs et extérieurs du solide. On dis-
tingue deux frontières, celle formée par les n÷uds frontières intérieurs et celle formée
par les n÷uds frontières extérieurs. Ainsi, un n÷ud de la grille, qui n'est pas un
n÷ud frontière au solide, ne peut avoir comme voisin que des n÷uds intérieurs ou
que des n÷uds extérieurs. Par conséquent, il est possible de déterminer l'orienta-
tion d'un n÷ud de la grille ayant pour voisin un n÷ud frontière. Les deux n÷uds
possèdent alors la même orientation. De proche en proche, nous pouvons propager
l'orientation des n÷uds frontières. L'algorithme 4.11 permet de déterminer l'orien-
tation des n÷uds du champ distance.
Algorithme : Orientation du champ distance
Données :
 φ est le champ distance de dimensions I, J,K ;
 Γ est l'ensemble des n÷uds frontières ;
 θ est l'ensemble des orientations des n÷uds frontières.
Résultat : Le champ distance orienté.
début
orientation←− +1 ;
pour x← 0 à I faire
pour y ← 0 à J faire
pour z ← 0 à K faire
id←− z × I × J + y × I + x ;
si id ∈ Γ alors
orientation←− θ(id);
φ(id)←− |φ(id)| × orientation ;
ﬁn
Figure 4.11: Orientation du champ distance.
4.8 Résumé
Nous avons présenté une nouvelle méthode permettant de calculer le champ dis-
tance d'un solide paramétrique. Il a été nécessaire de développer une méthode de
détection et d'initialisation des conditions frontières. Dans un premier temps, nous
avons construit un maillage surfacique aﬁn de déterminer approximativement la
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localisation des n÷uds frontières. Dans un deuxième temps, nous avons projeté les
n÷uds sur le solide aﬁn de détecter les noeuds limitrophes à la surface. La pro-
jection permet aussi de déterminer le distance minimale ainsi que l'orientation des
n÷uds frontière. Une fois les conditions limites construites, nous avons calculé le
champ distance à l'aide de la méthode du Fast-Sweeping. Nous avons également dé-
veloppé une méthode permettant de propager l'orientation des conditions frontières
à l'ensemble des n÷uds de la grille cartésienne.
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CHAPITRE 5
ANALYSE ET VALIDATION DES RÉSULTATS
Ce chapitre est consacré à la présentation et à l'analyse des résultats obtenus. Dif-
férents modèles géométriques seront présentés aﬁn de valider les étapes nécessaires
au calcul du champ distance d'un solide. L'étape la plus importante étant l'initia-
lisation des conditions frontières, leur validation fera principalement l'objet de ce
chapitre.
Dans un premier temps, nous présenterons les diﬀérentes normes utilisées pour éva-
luer la qualité d'une solution obtenue. Dans un deuixème temps, nous présenterons
un modèle paramétrique d'une sphère qui servira aux validations de chacune des dif-
férentes étapes du calcul du champ distance. L'implémentation du Fast-Sweeping
sera validée en premier, puis nous vériﬁerons la qualité des conditions frontières
pour le modèle de la sphère. Enﬁn nous vériﬁerons que l'erreur converge avec la
taille de la grille, ainsi que la robustesse de l'orientation du champ distance.
Pour conclure, nous montrerons les résultats obtenus pour le champ distance du
Utah Tea-Pot et d'une surface gauche.
5.1 Mesure de l'erreur
Il convient, dans un premier temps, de déﬁnir les normes discrètes utilisées aﬁn de
mesurer l'erreur d'une solution. Trois mesures d'erreur ont été choisies, une absolue
et deux relatives. L'erreur absolue ||e||∞ permet de mesurer l'erreur maximale :
||e||∞ = max ||φ(i)− φe(i)|| .
La valeur du champ distance au n÷ud i est φ(i) et sa valeur exacte est φe(i).
Cette mesure permettra de s'assurer que l'erreur maximale est inférieure à la borne
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déterminée par Zhao :
||e||∞ ≤ O (|h log h|) . (5.1)
Les deux normes discrètes `1 et `2 suivantes permettent de mesurer l'erreur relative :
||e||`2 =
√√√√√√√√√
i=n∑
i=1
(φ(i)− φe(i))2
i=n∑
i=1
φe(i)
2
, (5.2)
||e||`1 = 1
n
i=n∑
i=1
||φ(i)− φe(i)||
||φe(i)|| . (5.3)
5.2 Validation du Fast-Sweeping
Dans un premier temps, il est important de valider notre implémentation du Fast-
Sweeping. Les conditions frontières sont initialisées avec la distance exacte à la
surface d'une sphère de rayon unitaire. Le champ distance est ensuite calculé à
l'aide du Fast-Sweeping conformément à la méthode présentée au chapitre 2.
Les normes d'erreur ||e||∞ , ||e||`1 et ||e||`2 sont évaluées selon les équations 5.2 et
5.3. Les valeurs des normes obtenues sont présentées dans le tableau 5.1 et sur le
graphique 5.1.
Tableau 5.1: Convergence de l'erreur pour la méthode du Fast-Sweeping
h 0.096 0.048 0.024 0.012
|h log h| 0.2250 0.1458 0.0895 0.0531
||e||∞ 0.0856459 0.059128 0.0358105 0.0212209
||e||`1 0.0203614 0.013251 0.0077900 0.0042521
||e||`2 0.0340242 0.018948 0.0101237 0.0052195
Comme on peut le constater sur le graphique 5.1, les normes `1 et `2 convergent
linéairement avec la taille de la grille. L'erreur absolue ||e||∞ est toujours inférieure à
la borne théorique O (|h log h|). Les résultats des normes d'erreurs sont comparables
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Figure 5.1: Graphique de convergence de l'erreur pour la méthode du Fast-Sweeping.
à ceux obtenus par Zhao (2005). Notre implémentation est donc valide et nous
permet de calculer un champ distance. Nous sommes assuré de la convergence de
l'erreur si les conditions frontières sont exactes.
5.3 Modèle bicubique d'une sphère
Le calcul exact du champ distance d'une géométrie quelconque est impossible. Aﬁn
de valider les schémas numériques développés, nous devons nous limiter à des formes
géométriques simples dont le champ distance peut être calculé analytiquement.
Un modèle paramétrique d'une sphère a été choisi pour les validations. La sphère
est construite avec un assemblage de huit surfaces de Bézier bicubiques Grigor'ev
(2008). Elle est représentée à la ﬁgure 5.2(b). Chacune des surfaces correspond à
un huitième de sphère (voir Fig. 5.2(a)).
La continuité de la surface est C3, sauf aux pôles où elle est C1 en raison de la
singularité formée par les n÷uds du polygone de contrôle qui dégénèrent en un
point Yamaguchi (1997).
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(a) Huitième de sphère. (b) Sphère complète.
Figure 5.2: Polygone de contrôle d'une surface de Bézier bicubique représentant (a) un
huitième de sphère et (b) une sphère complète.
5.4 Validation de champ distance d'un solide
Une fois notre implémentation du Fast-Sweeping validée, nous pouvons valider
notre méthode de calcul du champ distance d'un solide paramétrique à l'aide du
modèle de la sphère bicubique.
5.4.1 Validation des conditions frontières
Les conditions frontières sont formées par les n÷uds de la grille les plus proches de
la surface du solide. Pour chacun de ces n÷uds, nous devons valider deux informa-
tions, soit la plus courte distance permettant de rejoindre la surface du solide et la
localisation topologique du n÷ud par rapport au solide. Il est essentiel de valider
les méthodes numériques, développées dans ce projet, permettant de déterminer
ces deux informations. Bien entendu, il est aussi important de vériﬁer que tous les
n÷uds frontières ont bien été détectés et qu'il n'en manque aucun.
La fonction distance exacte pour une sphère de rayon unitaire centrée à l'origine
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d'un repère est :
φ(x, y, z)sphere =
√
x2 + y2 + z2 − 1 .
5.4.1.1 Validation de la détection des n÷uds frontières
Aﬁn de valider la détection des n÷uds frontières, nous avons vériﬁé que les n÷uds
de la grille situés à une distance inférieure à h
√
2 de la surface font partie des
conditions frontières. La ﬁgure 5.3(b) illustre l'ensemble des n÷uds frontières d'une
sphère.
(a) Grille cartésienne. (b) N÷uds frontières.
Figure 5.3: Grille cartésienne et n÷uds frontières d'une sphère.
Pour quatre grilles de discrétisation 0.12, 0.06, 0.03 et 0.015, tous les n÷uds fron-
tières ont été détectés. Il est donc raisonnable de penser que notre algorithme de
détection des n÷uds frontières est valide.
5.4.1.2 Validation de l'initialisation des n÷uds frontières
La projection des n÷uds sur la surface est indépendante de la taille de la grille.
L'erreur due à la projection n'est donc pas amenée à converger avec la grille. On
ne calcule que la norme ||e||∞ pour les conditions frontières.
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Le tableau 5.2 résume les résultats de l'analyse de l'erreur pour l'initalisation des
conditions frontière.
Tableau 5.2: Analyse de l'erreur sur la distance des n÷uds frontières pour le modèle de
la sphère
h 0.12 0.06 0.03 0.015
||e||∞ 0.00152762 0.00466901 0.00124248 0.00174968
L'erreur maximale est plutôt constante quelle que soit la taille de la grille.
5.4.1.3 Validation de l'orientation des conditions frontières
L'orientation des conditions frontières a été validée en comparant le signe des condi-
tions frontières exactes avec celui obtenu par la projection. Pour quatre grilles de
discrétisation 0.12, 0.06, 0.03 et 0.015, tous les n÷uds avaient la bonne orientation.
Il est donc raisonnable de penser que notre algorithme permettant de déterminer
la localisation topologique d'un n÷ud par rapport au solide est valide.
5.4.2 Analyse de convergence de l'erreur du champ distance
Les normes ||e||∞ , ||er||`1 et ||er||`2 ont été calculées pour l'ensemble des n÷uds de
la grille. Les résultats sont présentés dans le tableau 5.3. La ﬁgure 5.4 représente
un graphique des diﬀérentes normes d'erreur en fonction de la taille de la grille.
Tableau 5.3: Tableau montrant que l'erreur maximale est toujours inférieure à |h log h|
h 0.12 0.06 0.03 0.015
|h log h| 0.2544 0.1688 0.1052 0.0630
||e||∞ 0.10865 0.0688371 0.0421315 0.0251541
||er||`1 0.0201733 0.0151103 0.0091092 0.0052855
||er||`2 0.037344 0.0224376 0.0123222 0.0064447
On constate que toutes les normes d'erreur sont inférieures à |h log h|. Les normes
||e||∞ , ||er||`1 et ||er||`2 convergent linérairement avec la taille de la grille. Notre
méthode de calcul du champ distance d'un solide paramétrique est donc valide.
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Figure 5.4: Graphique de l'erreur du champ distance.
5.4.3 Validation de l'orientation du champ distance
L'orientation du champ distance a été validée en comparant l'orientation exacte
avec celle propagée à partir des conditions frontières. Pour quatre grilles de discré-
tisation 0.12, 0.06, 0.03 et 0.015, tous les n÷uds avaient la bonne orientation. Notre
algorithme permettant de propager la localisation topologique des n÷uds est donc
valide.
La ﬁgure 5.5(a) montre le champ distance orienté de la sphère.
Aﬁn de montrer l'importance de l'initialisation de conditions limites, nous avons
calculé le champ distance d'une sphère triangulée et nous l'avons comparé à celui
d'une sphère paramétrique. La surface triangulée a été obtenue à l'aide d'une dis-
crétisation de la surface paramétrique de manière à ce que, la distance de Hausdroﬀ
entre les deux surfaces soit inférieure ou égale à h. Les noeuds frontières ont été
calculés avec une projection sur le maillage surfacique dans un cas et une projec-
tion sur la surface paramétrique dans l'autre cas. Comme le montre la ﬁgure 5.6,
une isosurface permet de comparer visuellement les deux champs distances. La sur-
face isométrique provenant du champ distance de la sphère paramétrique (ﬁgure
5.6(b)) est beaucoup plus lisse que celle issue du champ distance de la même surface
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(a) Champ distance d'une sphère. (b) Lignes iso d'une coupe du champ distance.
Figure 5.5: Champ distance d'une sphère.
triangulée (ﬁgure 5.6(a)), et ce pour une même grille de calcul du champ distance.
5.5 Exemples de champ distance
Nous allons présenter trois autres champs distance de solides paramétriques, un
cylindre, un solide de révolution et le modèle bien connu du Teapot. Pour le cylindre
et le solide de révolution, comme nous sommes en mesure de calcule leur champ
distance exact, nous allons présenter une analyse de convergence de l'erreur.
5.5.1 Cylindre
La géométrie utilisée pour ce cas test est une surface cylindrique. Le solide complet
est composé de douze surfaces de Bézier. La surface cylindrique est formée par
quatre surfaces de Bézier représentant un quart de cylindre. Le cylindre est fermé
par deux disques formés de quatre surfaces de Bézier chacun. Les surfaces sont
orientées de manière à ce que les normales pointent vers l'extérieur du cylindre.
Les n÷uds frontières du cylindre ont tous été détectés et sont illustrés à la ﬁgure
5.7(b).
Les normes discrètes ||e||∞ , ||er||`1 et ||er||`2 ont été calculées pour l'ensemble des
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(a) Isosurface pour le maillage surfacique. (b) Isosurface pour la surface paramétrique.
Figure 5.6: Comparaison entre l'isosurface pour un maillage surfacique tel que  < h
et l'isosurface de la sphère paramétrique. En (a), les conditions frontières
ont été construite à partir de la projection sur une discrétisation en triangle
des surfaces de Bézier. En (b) les conditions frontières ont été construites à
partir de la projection sur les surfaces de Bézier. On observe que l'isosurface
de (b) est plus lisse que celle de (a).
n÷uds du champ distance. Les résultats sont présentés dans le tableau 5.4 . Comme
on peut le voir sur le graphique 5.8, toutes les normes d'erreur convergent avec h,
et l'erreur maximale est toujours inférieure à |h log h|.
Quatre n÷uds frontières ont une mauvaise orientation. Ces n÷uds sont situés au
centre des disques du cylindre. Les surfaces de Bézier formant les disques sont
particulièrement dégénérées, ce qui pose des problèmes lors des calculs des normales
(voir Fig. 5.7(a)).
Tableau 5.4: Analyse de convergence de l'erreur pour le cylindre
h 0.12 0.06 0.03 0.015
|h log h| 0.2544 0.1688 0.1052 0.0630
||e||∞ 0.0805048 0.0472304 0.0365004 0.017868
||er||`1 0.0137021 0.0113156 0.0075781 0.0046571
||er||`2 0.0367473 0.0223662 0.0136288 0.0082194
98
(a) Surfaces de Bézier dégénérés formant un
disque.
(b) N÷uds frontières.
Figure 5.7: Disque bicubique dégénéré et n÷uds frontières du cylindre.
5.5.2 Solide de révolution d'une parabole
La géométrie utilisée pour le deuxième test est un solide de révolution parabolique.
La surface de révolution parabolique peut être représentée comme un demi-cercle
de rayon unitaire dont l'extréma tourne autour de l'axe z selon un cercle lui aussi
unitaire. Cette géométrie est illustrée à la ﬁgure 5.9(a). La géométrie complète
est composée de douze surfaces de Bézier bicubiques. La surface de révolution est
formée par quatre surfaces de Bézier (voir Fig. 5.9(b)). Ces surfaces sont surmontées
de quatre autres surfaces formant un disque pour fermer la partie supérieure. La
partie inférieure du solide est fermée par un autre disque. Les n÷uds du polygone
de contrôle sont ordonnés de manière à ce que les normales pointent vers l'extérieur.
On obtient ainsi un solide de révolution paramétrique, fermé et orienté.
L'orientation des n÷uds situés sur les bords du solide n'est pas robuste. En eﬀet,
les surfaces paraboliques sont confondues avec les disques supérieur et inférieur.
Ainsi un n÷ud frontière de l'arête est à la fois un n÷ud frontière du disque et de la
surface parabolique, or les deux normales sont de sens opposés à cet endroit. Il y
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Figure 5.8: Erreur du champ distance du cylindre et de la surface de révolution.
a donc une incertitude sur la localisation du n÷ud par rapport à la surface. C'est
un cas diﬃcile à traiter pour des algorithmes géométriques.
Les normes ||e||∞ , ||er||`1 et ||er||`2 ont été calculées pour l'ensemble des n÷uds
du champ distance. Les résultats sont présentés dans le tableau 5.5 et la ﬁgure 5.8
représente un graphique des diﬀérentes normes d'erreur en fonction de la taille de
la grille. Les normes d'erreur convergent avec h, et l'erreur maximale est toujours
inférieur à |h log h|.
Tableau 5.5: Analyse de convergence de l'erreur pour le solide de révolution
h 0.28 0.14 0.07 0.035 0.0224
|h log h| 0.3564 0.2753 0.2497 0.1173 0.0851
||e||∞ 0.165566 0.101615 0.0622818 0.0383766 0.0265511
||er||`1 0.0379004 0.034682 0.0259307 0.0183276 0.0129898
||er||`2 0.0699807 0.0501713 0.0346451 0.0225777 0.0158076
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(a) Solide de révolution. (b) Surface de révolution.
(c) Polygone de contrôle du solide
de révolution.
Figure 5.9: Polygone de contrôle et géométrie du solide de révolution.
(a) N÷uds mal orientés. (b) N÷uds frontières.
Figure 5.10: N÷uds frontières d'un solide de révolution et n÷uds ayant une mauvaise
orientation. Les n÷uds ayant une mauvaise orientation sont situés sur les
cercles formant la frontière entre les disques et les surfaces paraboliques.
101
(a) φ = −0.45. (b) φ = −0.25.
(c) φ = −0.15. (d) φ = −0.05.
(e) φ = 0.05. (f) φ = 0.15.
(g) φ = 0.25. (h) φ = 0.35.
Figure 5.11: Surfaces iso pour diﬀérentes valeurs φ du champ distance d'une surface de
révolution parabolique.
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5.5.3 Le Utah Teapot
La théière de l'Utah (Utah teapot) est un modèle mathématique d'une théière. Sa
géométrie est partiellement concave et contient des extrema. Son genre est supérieur
à zéro à cause du trou dans la poignée. Cependant le modèle n'est pas fermé, on
ne peut donc pas orienter son champ distance. La ﬁgure 5.12 et 5.13 illustrent
diﬀérentes surfaces iso du champ distance du Utah Teapot. Nous ne connaissons
pas le champ distance exact de cette géométrie, nous n'avons donc pas eﬀectué
d'analyse de convergence de l'erreur.
Figure 5.12: Champ distance du Teapot.
Le tableau 5.6(d) résume diﬀérentes statistiques sur le calcul du champ distance
du Utah Teapot.
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(a) φ = 0.15. (b) φ = 0.25.
(c) φ = 0.45. (d) φ = 0.65.
Figure 5.13: Surfaces iso pour diﬀérentes valeurs φ du champ distance du Teapot.
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5.6 Performance et temps de calcul
Les temps nécessaires pour calculer le champ distance des modèles géométriques
préalables pour diﬀérentes tailles de la grille sont présentés dans le tableau 5.6
et sur le graphique 5.6. On observe que la relation entre le temps de calcul et le
nombre de n÷uds est linéaire. Le temps de calcul du champ distance d'un solide
paramétrique est en O(h). Les calculs ont été eﬀectués sur un MacPro c© muni de
deux processeurs Intel c© Dual-Core Xeon c© cadencés à 2.66 GHz avec une mémoire
partagée de 5 GB. Le programme, écrit en C++ et complilé à l'aide de gcc, n'a
pas été développé pour fonctionner sur une architecture multiprocesseurs. Ainsi un
seul c÷ur a été utilisé lors des tests.
Les temps de calcul proviennent du système d'exploitation. Nous avons mesuré
le temps d'utilisation (user time). Le temps d'utilisation permet de déterminer
précisément le temps réellement utilisé par une application, en excluant toute les
interventions du système (changement de contexte, défaut de pages, etc.).
À notre connaissance, il n'existe pas de travaux similaires qui calculent le champ
distance d'un solide paramétrique. Notre méthode de calcul est plus lente que les
méthodes utilisant une géométrie triangulée et les méthodes des estimateurs locaux
par chanfrein ou vectoriels. Mais la complexité des calculs mis en ÷uvre par le
modèle paramétrique n'est absolument pas comparable aux modèles discrets. Pour
une géométrie discrète, aucune évaluation de la surfaces ou des ses dérivées n'est
nécessaire.
5.7 Résumé
Dans un premier temps, nous avons validé l'implémentation du Fast Sweeping et
nous avons montré que les résultats obtenus étaient similaires à ceux publiés. Dans
un deuxième temps, nous avons présenté diﬀérents modèles géométriques permet-
tant de valider notre méthode de calcul du champ distance d'un solide paramé-
trique. Pour l'ensemble des tests eﬀectués, les analyses d'erreur ont montré que la
précision converge avec la taille de la grille, conformément à nos attentes. La détec-
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Tableau 5.6: Performance et temps de calcul.
(a) Sphère (coeﬃcient d'expansion de 10 %).
h 0.12 0.06 0.03 0.015
Nombre de n÷uds total 8000 64, 000 512, 000 4, 096, 000
Nombre de n÷uds frontières 2650 11, 001 43, 858 174, 895
Optimisations eﬀectuées 10, 947 35, 256 115, 644 424, 192
Temps calcul des conditions frontières (s) 54.53 224.35 871.34 4806.67
Temps calcul total (s) 54.54 224.41 871.85 4810.71
(b) Cylindre (coeﬃcient d'expansion de 10 %).
h 0.12 0.06 0.03 0.015
Nombre de n÷uds total 8000 64, 000 512, 000 4, 096, 000
Nombre de n÷uds frontières 3818 16, 130 64, 418 259, 414
Optimisations eﬀectuées 13248 46, 142 154, 634 560, 936
Temps calcul des conditions frontières (s) 56.55 241.05 1050.24 5982.1
Temps calcul total (s) 56.56 241.11 1050.74 5986.19
(c) Surface de révolution (coeﬃcient d'expansion de 20 %).
h 0.14 0.07 0.035 0.0224
Nombre de n÷uds total 32, 000 256, 000 2, 048, 000 7, 812, 500
Nombre de n÷uds frontières 6662 26, 964 118, 557 283, 278
Optimisations eﬀectuées 32, 811 103, 141 324, 773 815, 684
Temps calcul des conditions frontières (s) 186.86 780.32 3491.76 13, 373.7
Temps calcul total (s) 186.89 780.57 3493.82 13, 381.8
(d) Teapot (coeﬃcient d'expansion de 20 %).
h 0.12 0.06 0.03 0.015
Nombre de n÷uds total 8000 64, 000 512, 000 4, 096, 000
Nombre de n÷uds frontières 1625 6662 26, 964 118, 557
Optimisations eﬀectuées 6850 19, 961 55, 050 165, 097
Temps calcul des conditions frontières (s) 41.24 186.86 780.32 3490.09
Temps calcul total (s) 41.24 186.89 780.57 3492.14
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(c) Surface de révolution.
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(d) TeaPot.
Figure 5.14: Graphique du temps nécessaire pour calculer le champ distance de diﬀé-
rents solides paramétriques. On observe que le temps de calcul augmente
linéairement avec le nombre de n÷uds de la grille.
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tion et l'orientation des n÷uds frontières ont été validés à l'aide de modèles géomé-
triques dont le champ distance est connu analytiquement. L'orientation du champ
distance dépend de la robustesse du modèle de représentation utilisé. L'orientation
géométrique à elle seule ne suﬃt pas à déterminer si un point est situé à l'intérieur
ou à l'extérieur d'un solide.
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CONCLUSION
Réalisations et contributions
Nous avons présenté une méthode novatrice de calcul du champ distance d'un solide
paramétrique. Bien que de nombreux travaux aient déjà été réalisés sur le champ
distance d'une géométrie polygonale, aucune solution n'avait encore été apportée
pour obtenir celui d'une géométrie paramétrique.
Le champ distance est calculé numériquement en résolvant une équation de trans-
port basée sur l'équation Eikonal. L'équation Eikonal est une équation aux déri-
vées partielles du premier ordre, dites d'Hamilton-Jacobi, et la résolution de cette
équation est un problème hyperbolique non linéaire. Notre méthode repose sur le
transport de conditions limites qui dépendent de la géométrie. L'information se
propage le long des courbes caractéristiques à partir des conditions limites. Le ca-
ractère non linéaire du problème conduit à la formation de chocs selon la loi de
conservation hyperbolique.
La méthode du Fast-Sweeping développée par Zhao est une méthode de balayage.
Comme nous l'avons déjà expliqué, cette méthode a été choisie de préférence à
une méthode d'avance de front telle que le Fast-Marching pour des raisons de
performance.
Le Fast-Sweeping consiste à discrétiser l'espace autour du solide à l'aide d'une grille
cartésienne puis à propager les conditions frontières en résolvant numériquement
l'équation Eikonal selon un schéma de Godunov. La méthode du Fast-Sweeping
peut être subdivisée en deux étapes. Dans un premier temps, il est nécessaire d'ini-
tialiser les conditions frontières. Dans un deuxième temps, en utilisant plusieurs
balayages alternés de Gauss-Seidel, on résout localement l'équation Eikonal.
L'initialisation des conditions frontières est l'étape la plus importante et aussi la
plus diﬃcile à mettre en ÷uvre lors du calcul du champ distance d'un solide. Ces
conditions limites sont constituées des n÷uds limitrophes à la géométrie, appelés
noeuds frontières.
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Il a été nécessaire de développer un algorithme permettant de détecter et d'ini-
tialiser précisément les n÷uds frontières. Ces n÷uds frontières sont initialisés avec
la valeur de la plus courte distance euclidienne permettant de rejoindre le solide.
Cette distance minimale est obtenue en mesurant la longueur entre le n÷ud et sa
projection orthogonale sur la surface du solide.
Une méthode précise de projection sur une surface de Bézier a été développée.
Contrairement aux méthodes communément admises, qui calculent la projection
à l'aide d'un critère d'orthogonalité, nous avons développé une nouvelle approche
basée sur la minimisation d'une distance euclidienne.
Finalement, dans le cas d'un solide fermé, l'orientation du champ distance est dé-
terminée en propagent l'orientation des n÷uds frontières. La localisation des n÷uds
intérieurs et des n÷uds extérieurs est déterminée grâce de l'orientation géométrique
de la surface.
Notre méthode de calcul du champ distance a été validée en eﬀectuant une analyse
de convergence de l'erreur à partir de solides dont le champ distance exact est
connu. La robustesse de l'orientation du champ distance a, quant à elle, été validée
à l'aide de plusieurs géométries où la localisation d'un point de l'espace par rapport
à la surface est connue sans ambiguïté.
Une des visées de cette recherche était l'élaboration d'une méthode de calcul du
champ distance qui conserverait la continuité du modèle paramétrique original. Les
méthodes développées jusqu'à présent ne s'appliquent qu'aux surfaces polygonales.
Comme nous l'avions précisé auparavant, le caractère non linéaire de l'équation
Eikonal conduit à la formation de zones d'expansion au niveau des arêtes et des
sommets d'une triangulation. Nos résultats nous permettent d'aﬃrmer que la mé-
thode que nous avons proposée permet de palier ce problème. Le champ distance
obtenu à partir d'un modèle paramétrique est beaucoup plus régulier que celui
obtenu pour une géométrie équivalente mais triangulée.
Un aspect important pour répandre l'usage du champ distance comme un modèle de
représentation géométrique viable était de garantir une bonne performance. Nous
avions comme objectif de proposer une méthode dont le temps de calcul serait pro-
portionnel à la diﬃculté du problème. Les mesures eﬀectuées ont montré que les
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temps de calcul des diﬀérents algorithmes développés sont linéaires par rapport à
la discrétisation utilisée. L'étape la plus longue est la construction des conditions
limites. La détection et l'initialisation des n÷uds frontières font massivement appel
à un algorithme d'optimisation. La librairie d'optimisation que nous avons utilisée
n'est pas adaptée à un usage aussi intensif, ce qui ralentit considérablement notre
méthode de calcul. Cependant les résultats obtenus sont considérablement supé-
rieurs à ceux publiés dans la littérature. Des champs distances supérieurs à sept
millions de n÷uds ont été obtenus dans un laps de temps raisonnable comparati-
vement aux problèmes de dimension très inférieure des méthodes concurrentes.
Limites et contraintes
Certaines limites sont apparues pendant nos tests. Premièrement, nous nous sommes
aperçu que la projection, comme toute méthode d'optimisation, ne donne pas un
résultat exact. La précision est liée à la nature de la fonction, dans notre cas à la
paramétrisation de la surface. Celle-ci, lorsqu'elle est dégénérée rend la projection
plus délicate. L'erreur maximale ||e||∞ semble être constante quelle que soit la sur-
face. Cette constatation à une implication directe sur la discrétisation minimale
hmin que l'on peut choisir. Il existe donc une relation telle que hmin > β||e||∞ à
déterminer. Cette contrainte impose une limite à la précision maximale qui peut
être attendue de notre méthode de calcul du champ distance.
Deuxièmement, pour certaines géométries, l'orientation des n÷uds peut être er-
ronée. Notre méthode de localisation, basée sur le calcul de normales, n'est pas
toujours robuste. Bien qu'il soit évident pour l'÷il humain de situer rapidement un
point à l'intérieur ou à l'extérieur d'un solide, c'est un problème diﬃcile en géomé-
trie. Nous avions rencontré des problèmes similaires lors de nos travaux préalables
sur l'orientation du champ distance des modèles polygonaux. À la lumière de nos
résultats, l'utilisation d'une géométrie paramétrique ne semble pas permettre, pour
l'instant, de garantir une orientation exacte quelle que soit la géométrie.
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Amélioration
Notre reconstruction implicite d'un solide paramétrique nous a apporté satisfaction,
mais elle est perfectible.
D'après nos expérimentations, il semble que le calcul des normales soit une étape
cruciale, aussi bien lors de l'optimisation que lors de l'orientation des conditions
limites. Une méthode d'évaluation robuste des normales permettrait d'améliorer
nos résultats. Les travaux de Kiciak (2001) concernant la construction de surfaces
tangentes de surfaces normales seraient une approche intéressante. En plus de per-
mettre une reconstruction des normales dégénérées, l'évaluation des dérivées est
très performante en dehors du coût marginal de construction des surfaces tan-
gentes. Cette méthode nous permettrait de faire d'une pierre deux coups, en amé-
liorant l'évaluation de tangentes lors de l'optimisation d'une part et en rendant
plus robuste l'orientation des n÷uds frontières d'autre part.
Cependant, dans certains cas particuliers où il y a une ambiguïté sur la surface la
plus proche d'un n÷ud, la normale ne permet pas de déterminer l'orientation du
n÷ud. Il serait judicieux de compléter notre méthode de localisation avec une mé-
thode de lancer de rayon. Cette méthode présente l'avantage indéniable de n'avoir
aucune restriction sur le rayon. Ainsi, s'il y un doute sur le résultat, on peut sim-
plement eﬀectuer un autre lancer de rayon dans une autre direction. Néanmoins,
le calcul des intersections entre un rayon et un solide est, lui aussi, complexe, par-
ticulièrement lors que le point d'interrogation est proche de la surface, ce qui est
notre cas.
Ce travail souléve aussi de nombreuses questions qui méritent des études parti-
culières. Aﬁn de proposer une méthode automatique d'implicitisation d'un modèle
paramétrique, il serait souhaitable de déterminer quelle est la discrétisation h maxi-
male permettant de représenter adéquatement un solide. L'utilisateur doit, pour
l'instant, décider empiriquement de la taille de la grille en fonction de la précision
requise et des particularités de la géométrie. Une méthode systématique d'analyse
des propriétés de la surface permettant d'estimer h reste à déterminer.
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Travaux futurs
Jusqu'à présent, le temps nécessaire pour calculer un champ distance était une
contrainte qui, a semble-t-il, freiné son usage et le développement de nouvelles
applications. Avec l'avènement des méthodes de balayages rapides, couplées avec
des estimateurs locaux plus précis, le champ distance devient un outil attrayant.
La première étape qui devrait suivre nos travaux, est le développement d'une mé-
thode d'interpolation et de reconstruction du gradient. L'interpolation du champ
distance n'est pas triviale en raison des chocs présents dans la solution. Notamment,
la reconstruction du gradient est complexe. Le gradient n'est pas déﬁni à l'inter-
section des caractéristiques et malheureusement, la détection de ces singularités
est très importante dans la plupart des applications utilisant un champ distance.
Le gradient ne peut pas être calculé par de simples diﬀérences ﬁnies. Aﬁn de cal-
culer correctement le gradient, il faut utiliser un interpolant qui respecte le sens
de l'écoulement des caractéristiques. Les méthodes ENO (Essentially Non Oscilla-
tory) permettent d'interpoler le gradient au niveau des chocs et à proximité de la
surface.
Une fois qu'une méthode d'interpolation aura été développée, il sera possible de
concevoir une méthode permettant de traverser le champ distance, en suivant
l'écoulement des caractéristiques, et de détecter les chocs. Il s'agit de se dépla-
cer dans la direction du gradient, en intégrant à l'aide d'une méthode numérique
comme celle de Runge-Kutta. Aﬁn de contrôler le déplacement, les méthodes d'in-
tégration numériques utilisent des critères d'arrêts : c'est là que la détection des
chocs est importante.
La décomposition de domaine automatique est encore au stade de la recherche.
Un découpage selon l'axe médian et selon les régions de Voronoï semble être l'un
des fondements des techniques de décomposition automatique. Le champ distance
permet de localiser les axes médians. Il permet aussi de détecter les frontières
des polytopes convexes qui déﬁnissent les régions de Voronoï. Rappelons qu'une
triangulation de Delaunay est le dual d'une partition de Voronoï. Par conséquent,
il existe un lien étroit entre la détection des singularités d'un champ distance et la
décomposition d'un domaine.
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Une des particularités du champ distance est de contenir implicitement toutes les
isosurfaces possibles.
Une autre façon de décomposer un domaine est de construire des surfaces para-
métriques tubulaires. Ces surfaces permettent de construire des domaines fermés
par quatre frontières paramétriques. Un maillage peut ensuite être généré à l'aide
de méthodes elliptiques. La construction de ces nouvelles frontières paramétriques
demande de développer des méthodes de paramétrisation de surfaces implicites.
Le calcul du champ distance met en ÷uvre d'importantes ressources en termes de
temps de calcul et d'espace mémoire. Si un champ distance plus précis est requis,
raﬃner de façon globale la grille cartésienne peut être impossible, car l'augmen-
tation du nombre de n÷uds augmente rapidement et l'espace mémoire disponible
peut devenir insuﬃsant. Il existe une méthode de calcul du champ distance d'ordre
supérieur. Elle permet d'obtenir une solution plus précise sans augmenter l'espace
mémoire. Il serait intéressant d'utiliser cette méthode, à condition que la précision
des conditions frontières soit suﬃsante.
Il serait nécessaire de construire des surfaces paramétriques de référence propres au
domaine de la géométrie numérique. Nous n'avons pas été en mesure de trouver dans
la littérature des surfaces paramétriques pour lesquelles une analyse complète aurait
été fournie. Pendant le développement de la méthode de projection, nous aurions
eu besoin de surfaces de référence pour valider plus formellement nos résultats et
vériﬁer plus facilement l'implémentation des algorithmes de calculs. Ces surfaces
de référence seraient un outil similaire aux 306 tests de Hock et Schittkowski pour
les méthodes d'optimisation. Pour chacune de ces surfaces, nous devrions disposer
de plusieurs formes de représentations (B-splinaire, décomposition en Bézier), de
paramétrisations diﬀérentes, l'évaluation de la surface et de ses dérivées en certains
points particuliers, la localisation des singularités, etc. Plusieurs surfaces seraient
certainement nécessaires pour couvrir l'ensemble des cas pouvant poser problèmes
(tangentes dégénérées, n÷uds du polygone de contrôle confondus, etc. ). Avec de
telles surfaces, la comparaison entre les diﬀérents travaux traitant de la projection
serait facilitée, notamment au niveau de la précision et de la performance.
Le champ distance est un modèle de représentation implicite prometteur qui mérite
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d'être plus amplement utilisé. Bien que les calculs permettant d'obtenir le champ
distance d'un solide paramétrique puissent paraître lourds, la représentation impli-
cite d'un solide, en particulier le champ distance, permet une approche diﬀérente
de la modélisation géométrique. Sans vouloir remplacer les modèles paramétriques,
nous croyons que le champ distance est une représentation complémentaire qui oﬀre
de nombreux avantages, notamment dès que des notions de distances et de surfaces
iso entrent en jeu.
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ANNEXE I
PROJECTION SUR UNE FACETTE TRIANGULAIRE
I.1 Distance minimale d'un point à un triangle
Plusieurs méthodes ont été développées pour calculer la plus courte distance entre
un point de l'espace et un triangle. Jones (1995) compare deux méthodes. La pre-
mier méhode consiste utiliser une projection géométrique, alors que la seconde
transforme le problème tridimensionnel en un problème bidimentionel.
Les résultats publiés dans Jones (1995) montrent que la méthode en 2D est trois
à quatre fois plus rapide que la méthode par projection en 3D. Cependant il est
possible de calculer la distance minimale d'un point à un triangle de façon analy-
tique et ainsi éviter les diﬃcultés géométriques liées à la localisation d'un point par
rapport à un triangle.
I.2 Distance calculée analytiquement
Aﬁn d'éviter les problèmes de robustesse des approches géométriques, on préfère
utiliser la méthode analytique publiée dans Schneider et Eberly (2002).
Soit un point
−→
P et un triangle
−→
T (s, t) =
−→
B + s
−→
E0 + t
−→
E1 tel que :
T (s, t) ∈ D = {(s, t) : s ∈ [0, 1], t ∈ [0, 1], s+ t ≤ 1} .
La distance minimale est calculée en déterminant les valeurs (s¯, t¯) ∈ D correspon-
dant au point du triangle le plus proche de
−→
P .
Soit Q(s, t) la fonction donnant la distance au carré entre le point
−→
P et
−→
T (s, t)
déﬁnie comme :
Q(s, t) =
∣∣−→T (s, t)−−→P ∣∣2 pour (s, t) ∈ D .
121
0E~
1E~
B
Figure I.1: Illustration du triangle T (s, t).
La fonction Q(s, t) est quadratique en s et t :
Q(s, t) = as2 + 2bst+ ct2 + 2ds+ 2et+ f .
où a =
−→
E0 · −→E0, b = −→E0 · −→E1, c = −→E1 · −→E1, d = −→E0 · (−→B − −→P ), e = −→E1 · (−→B − −→P ),
f = (
−→
B −−→P ) · (−→B −−→P ).
La forme d'une quadratique dépend du signe de ac− b2.
Pour la fonction Q,
ac− b2 = (−→E0 · −→E0)(−→E1 · −→E1)− (−→E0 · −→E1)2 =
∣∣−→E0 ×−→E1∣∣2 > 0 .
Le signe ac− b2 est toujours positif, car on suppose que les deux côtés −→E0 et −→E1 du
triangle sont linéairement indépendants, donc que leur produit vectoriel n'est pas
nul.
Déterminer le point du triangle le plus proche de P revient à minimiser la fonction
Q(s, t) sur le domaine D. Comme la fonction Q(s, t) est continue et diﬀérentiable,
le minimum est soit un point à l'intérieur de D, tel quel le gradient ∇−→Q = (0, 0),
ou un point sur la frontière de D. Le gradient de la fonction Q(s, t) est :
∇−→Q = 2(as+ bt+ d, bs+ ct+ e) .
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Le gradiant de la fonction Q(s, t) est nul lorsque
s¯ =
be− cd
ac− b2 .
t¯ =
bd− ae
ac− b2 .
Si (s¯, t¯) ∈ D, alors le point recherché est dans le triangle. Si ce n'est pas le cas,
alors le point recherché est sur la frontière de T. Aﬁn de localiser correctement le
minimum, on divise le plan st en septs régions distinctes comme le montre la ﬁgure
I.2.
Région 5Région 4
Région 0
Région 3
Région 2
Région 1
Région 6
t
s
Figure I.2: Division du plan st aﬁn de localiser le minimum lorsqu'il est situé sur une
arête ou un sommet du triangle.
La région centrale nommée Région 0 sur la ﬁgure I.2, est le domaine de Q(s, t).
Si (s¯, t¯) est situé dans la Région 0, le minimum de la fonction Q est dans D, alors
le point le plus proche de P est situé à l'intérieur du triangle. Cependant, il est
possible que le minimum global de Q ne soit pas dans D. Il est alors nécessaire de
déterminer la plus petite valeur (s¯, t¯) de Q tel que (s¯, t¯) soit dans D. On doit donc
traiter plusieurs cas pour chaque région du domaine.
Supposons maintenant que le point (s¯, t¯) soit situé dans la Région 1. Les courbes
de niveaux de la fonction paraboloïde Q forment dans le plan st des ellipses. Au
point où le gradient de Q est nul : ∇Q = (0, 0), les courbes de niveaux dégénèrent
en un point (s¯, t¯). Ce point est le minimum global de Q et a pour valeur Vmin.
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Lorsque la valeur seuil V des courbes de niveaux augmente par rapport à Vmin,
les ellipses s'éloignent du minimum (s¯, t¯). Il existe une valeur V0 pour laquelle la
courbe de niveau correspondante est tangente au segment s + t = 1, formant une
arête du triangle, au point s0 ∈ [0, 1], t0 = 1− s0. Il n'y a aucune intersection entre
les courbes de niveaux et le domaine D pour une valeur seuil V < V0. Pour toutes
les courbes de niveaux V > V0, une partie du domaine de D est situé à l'intérieur
de l'ellipse.
1
10
=0Qr
0V>V=Q
0V=Q
0V < V=Q
0s
0t
t
s
Figure I.3: Courbes de niveaux de la fonction Q pour la Région 1. Le point (s0, t0) ∈ D
est le minimum recherché de la fonction Q.
Tous les point formant une intersection entre une ellipse et un coté du triangle
doivent avoir une valeur seuil V > V0. On en déduit que Q(s, 1 − s) > Q(s0, t0)
pour s ∈ [0, 1] et s 6= s0. Le point (s0, t0) est donc la distance au carré minimale
recherchée entre le point P et le triangle. La ﬁgure I.3 illustre les quatre cas possibles
de valeur seuil pour les courbes de niveau de Q.
Une autre façon de visualiser le problème de minimisation de Q sur le domaine
D est de considérer l'intersection entre la paraboloïde Q et le plan d'équation
s+ t = 1. L'intersection est formée par une parabole d'équation F (s) = Q(s, 1− s)
pour s ∈ [0, 1]. Le problème de minimisation de Q(s, t) peut ainsi être ramené à un
problème unidimensionnel, à savoir la minimisation de F (s) sur l'intervalle [0, 1].
Le minimum de F (s) a lieu soit à l'intérieur du domaine [0, 1], auquel cas la dérivée
F ′(s) = 0 en ce point, soit sur une des bornes du domaine, s = 0 ou s = 1.
Aﬁn de déterminer la localisation du minimum recherché de la fonction F (s), on
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eﬀectue une partition des valeurs réelles possible. L'axe des réels est divisé en trois
intervalles : s < 0, s ∈ [0, 1] et s > 1. Soit la valeur s∗ tel que F ′(s∗) = 0 :
 Si s∗ < 0, alors la fonction F(s) est croissante sur l'intervalle [0, 1] et le minimum
recherché sur l'intervalle à donc lieu au point s = 0. Le minimum recherché de
Q sur D est donc le point (s, t) = (0, 1) ;
 Si s∗ > 0, alors la fonction F(s) est décroisante sur l'intervalle [0, 1] et le mini-
mum recherché sur l'intervalle à donc lieu au point s = 1. Le minimum recherché
de Q sur D est donc le point (s, t) = (1, 0) ;
 Si s∗ ∈ [0, 1] alors la fonction Q atteint son minimum au point (s, t) = (s∗, 1−s∗).
Si le minimum global (s¯, t¯) de la fonction Q survient dans la région 3 ou 5, on traite
le cas de façon similaire à la région 0 :
 Si (s¯, t¯) est dans la région 3, le minimum recherché est un point (0, t0) pour
t0 ∈ [0, 1] ;
 Si (s¯, t¯) est dans la région 5, le minimum recherché est un point (s0, 0) pour
s0 ∈ [0, 1].
On détermine si le premier point de contact est une borne ou un point intérieur du
domaine de la même manière que précédemment.
Si (s¯, t¯) est situé dans la région 2, l'intersection entre la courbe de niveau et le
domaine D peut avoir lieu au sommet (0, 1), sur l'arête s = 0 ou bien sur l'arête
s+ t = 1. La ﬁgure I.2 illustre les trois cas possibles.
Le gradient −∇Q indique la direction intérieure de la courbe de niveau ; ainsi, le
gradient ne pointe jamais vers l'intérieur du triangle. On utilise cette propriété aﬁn
de déterminer dans laquelle des trois possibilités précédentes nous nous situons.
Les deux vecteurs (0, 1) et (1,−1) donnent la normale pour les côtés s = 0 et
s+ t = 1 respectivement. Le gradient ∇Q = (Qs, Qt), où Qs et Qt sont les dérivées
partielles de Q, permet de calculer les deux produits scalaires (0, 1) · ∇Q(0, 1) et
(−1, 1) · ∇Q(0, 1). Ces deux produits scalaire ne peuvent pas avoir simultanément
le même signe. Ainsi on peut localiser sur quel côté à lieu l'intersection à l'aide du
signe des gradients (0, 1) · ∇Q(0, 1) et (−1, 1) · ∇Q(−1, 1).
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(c) Région 3.
Figure I.4: Courbe de niveau possible pour la région 2.
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On utilise le même procédé pour la région 6. Pour la région 4, le signe des gradients
à utiliser est (1, 0) · ∇Q(0, 0) et (0, 1) · ∇Q(0, 0) .
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ANNEXE II
SURFACES NURBS
II.1 Propriétés des surfaces NURBS
Propriété 1 (Interpolation) Les coins du polygone de contrôle sont interpolés
par la surface NURBS. Ainsi ~S(0, 0) = ~P0,0, ~S(1, 0) = ~Pn,0, ~S(0, 1) = ~P0,m et
~S(1, 1) = ~Pn,m.
Propriété 2 (Invariance aﬃne) On applique une transformation aﬃne à la sur-
face NURBS en appliquant la transformation au polygone de contrôle de la surface.
Les surface NURBS sont déﬁnies indépendamment d'un repère ﬁxe.
L'invariance par transformation aﬃne (translation, rotation, homothétie) implique
que la somme des valeurs des fonctions de base pour un paramètre u donné soit
égale à l'unité :
n∑
i=1
N ii,p = 1, u ∈ [u0;um] .
Propriété 3 (Convexité) Dans le cas où wi,j ≥ 0 pour tout les i, j si (u, v) ∈
[ui0 , ui0+1) × [vj0 , vj0+1), alors ~S(u, v) est strictement contenu dans le polygone
convexe formé par les points de contrôle ~Pi,j, i0 − p ≤ i ≤ i0 et j0 − q ≤ j ≤ j0.
Propriété 4 (Support local) Si le point Pi,j est déplacé ou si la pondération
wi,j est changée, seule la partie de la surface déﬁnie par le rectangle [ui, ui+p+1)×
[vi, vi+q+1) est modiﬁée.
Propriété 5 (Ordre des dérivées) La surface NURBS ~S(u, v) est dérivable p−
k fois selon la direction u et q − k fois dérivable selon la direction v pour une
multiplicité k du vecteur nodal.
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Propriété 6 (Diminution de variation) Les surfaces NURBS n'ont pas de pro-
priété de diminution de variation.
II.2 Dérivées de surfaces NURBS
Le calcul des dérivées des surfaces NURBS est très important. En eﬀet, la dérivée
d'une surface intervient dans la plupart des méthodes d'analyse et de caractérisa-
tion de la surface.
Les dérivées des surfaces NURBS sont calculées à l'aide des dérivées des fonctions de
base B-splinaires. La dérivée d'une surface B-splinaire (non rationnelle) est donnée
par la formule suivante :
∂k+l
∂ku∂lv
~S(u, v) =
n∑
i=0
m∑
j=0
N
(k)
i,p N
(l)
j,q
~Pi,j 0 ≤ k + l ≤ d .
On exprime la surface NURBS sous la forme rationnelle suivante :
~S(u, v) =
w(u, v)~S(u, v)
w(u, v)
=
~A(u, v)
w(u, v)
.
Ainsi, la dérivée pour le paramètre α (c'est-à-dire u ou v) s'écrit :
~Sα(u, v) =
~Aα(u, v)− wα(u, v)~S(u, v)
w(u, v)
,
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avec
~A(k,l) = [(w~S)k]l
=
(
k∑
i=0
(
k
i
)
w(i,0)~S(k−i,0)
)l
=
k∑
i=0
(
k
i
) l∑
j=0
(
l
j
)
w(i,j)~S(k−i,l−j)
= w(0,0)~S(k,l) +
k∑
i=1
(
k
i
)
w(i,0)~S(k−i,l) +
l∑
j=1
(
l
j
)
w(0,j)~S(k,l−j)
+
k∑
i=1
(
k
i
) l∑
j=1
(
l
j
)
w(i,j)~S(k−i,l−j) .
Ainsi, la formulation générale des dérivées d'une surface NURBS est :
~S(k,l) =
1
w
(
~A(k,l) −
k∑
i=1
(
k
i
)
w(i,0)~S(k−i,l)
−
l∑
j=1
(
l
j
)
w(0,j)~S(k,l−j) −
k∑
i=1
(
k
i
) l∑
j=1
(
l
j
)
w(i,j)~S(k−i,l−j)
)
.
(II.1)
Les dérivées partielles sont donc données par :
~Suv =
~Auv − wuv ~S − wu~Sv − wv ~Su
w
,
~Suu =
~Auu − 2wu~Su − wuu~S
w
,
~Svv =
~Avv − 2wv ~Su − wvv ~S
w
.
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II.3 Évaluation numérique des surfaces NURBS
L'évaluation d'un point sur une surface NURBS se fait à l'aide de l'algorithme
de De Casteljau. Cet algorithme récursif permet d'évaluer les polynômes exprimés
dans une base de Bernstein.
Bien qu'il ait été développé à l'origine pour l'évaluation des courbes et des surfaces
de Bézier, l'algorithme de De Casteljau est généralisable aux surfaces NURBS en
utilisant les cordonnées homogènes.
Cet algorithme repose sur le fait qu'une restriction d'une surface NURBS est aussi
une surface NURBS. En eﬀet les polynômes de Bernstein possèdent la propriété de
récurrence suivante :
Bni (u) = (1− u)Bn−1i (u) + uBn−1i−1 (u) .
Même s'il est possible d'évaluer une surface NURBS en calculant la forme analy-
tique des polynômes de Bernstein, il est admis que l'algorithme de De Casteljau
est numériquement plus stable.
Géométriquement, l'algorithme de De Casteljau peut être interprété comme un
processus de subdivision qui raﬃne le polygone de contrôle jusqu'à l'obtention
d'un point situé sur la courbe ou la surface. Le processus de subdivision, pour
évaluer une courbe au paramètre t, consiste à déterminer, pour chaque branche du
polygone de contrôle, le point situé au ratio t
1−t . En reliant tous les points obtenus,
on obtient un nouveau polygone de contrôle ayant une branche en moins. On répète
ce processus jusqu'à l'obtention d'un seul point.
Les méthodes d'évaluation sont très importantes dans ce projet en raison de l'uti-
lisation intensive d'algorithmes d'optimisation évaluant un très grand nombre de
fois la surface.
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II.4 Insertion de n÷uds dans une surface NURBS
L'insertion de n÷uds fait partie des opérations les plus importantes permettant de
manipuler les surfaces B-splinaires. L'insertion de n÷uds permet :
1. D'évaluer un point et ses dérivées, aussi bien sur une courbe où une surface,
en insérant plusieurs fois le même n÷ud ;
2. De subdiviser les courbes ou les surfaces pour en obtenir une restriction ;
3. D'ajouter des points de contrôle pour parvenir à un meilleur contrôle lors du
design.
Soit ~Cw(u) =
∑n
i=0Ni,p
~Pwi une courbe NURBS déﬁnie sur le vecteur nodal U =
{u0, . . . , um}. Soit u¯ ∈ [uk, uk+1) la valeur du noeud à insérer dans le vecteur nodal
U . On cherche donc à obtenir un nouveau vecteur nodal U¯ qui a pour valeur
U¯ = {u¯0 = u0, . . . , u¯k = uk, u¯k+1 = u¯, u¯k+2 = u¯k+1, . . . , }
Soit νU l'espace vectoriel d'une fonction NURBS déﬁnie sur le vecteur nodal U
et soit νU¯ l'espace vectoriel d'une autre fonction NURBS déﬁnie sur le vecteur
nodal U¯ , on peut alors aﬃrmer que νU¯ est un sous ensemble de νU : νU¯ ⊂ νU . Par
conséquent on peut représenter la courbe ~Cw(u) avec le vecteur nodal U¯ sous la
forme :
~Cw(u) =
n+1∑
i=0
N¯i,p ~Q
w
i .
La méthode d'insertion de n÷ud dans un vecteur nodal consiste à déterminer les
valeurs ~Qwi . L'insertion d'un n÷ud dans un vecteur nodal est simplement un chan-
gement de base vectorielle. Par conséquent, la courbe ou la surface résultante après
l'insertion d'un n÷ud dans le vecteur nodal est géométriquement et paramétrique-
ment inchangée.
Les valeurs ~Qwi peuvent être déterminées en résolvant un système d'équations li-
néaires. On pose l'égalité suivante :
n∑
i=0
Ni,p ~P
w
i =
n+1∑
i=0
N¯i,p ~Q
w
i . (II.2)
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En substituant n+2 valeurs de u dans cette équation, on obtient un système linéaire
nonsingulier de n + 2 équations à n + 2 inconnues. Chaque inconnue représentent
une valeur recherchée ~Qwi . Ce système linéaire a la particularité d'être structuré en
une bande d'une largeur de n+ 2 diagonales.
Cependant, on peut résoudre ce système de manière plus eﬃcace en utilisant les
propriétés des bases B-splinaires. On sait que pour une base B-splinaire, il y a
au plus p + 1 fonctions nonnulles sur l'intervalle [uk, uk+1). Ainsi, on peut poser
l'égalité suivante :
k∑
i=k−p
Ni,p(u)P
w
i =
k+1∑
i=k−p
Ni,p(u)Q
w
i ,∀u ∈ [uk, uk+1) ,
Ni,p(u) = N¯i,p(u) i = 0, · · · , k − p− 1 ,
Ni,p(u) = N¯i+1,p(u) i = k + 1, · · · , n .
En raison de l'indépendance linéaire des fonctions de base entre elles, on déduit
que :
Pwi = Q
w
i pour i = 0, · · · , k − p− 1 ,
Pwi = Q
w
i+1 pour i = k + 1, · · · , n, .
En utilisant un raisonnement par induction, on peut exprimer une relation entre
les fonctions Ni,p et les fonctions N¯i,p(u) dans le cas i = k − p, · · · , k
Ni,p(u) =
u¯− u¯i
u¯i+p+1 − u¯i N¯i,p(u) +
u¯i+p+2 − u¯
u¯i+p+2 − u¯i+1 N¯i+1,p(u) . (II.3)
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En substituant l'équation II.3 dans l'équation II.2 on obtient l'égalité suivante :
0 = N¯k−p
(
Qwk−p − Pwk−p
)
+ N¯k−p+1
(
Qwk−p+1 −
u¯− uk−p+1
uk+1 − uk−p+1P
w
k−p+1 −
uk+1 − u¯
uk+1 − uk−p+1P
w
k−p
)
...
+ N¯k
(
Qwk −
u¯− uk
uk+p − ukP
w
k −
uk+p − u¯
uk+p − ukP
w
k−1
)
+ N¯k+1
(
Qwk+1 − Pwk
)
.
Pour i = k − p+ 1, · · · , k on pose :
αi =
u¯− ui
ui+p − ui ,
et 1− αi = ui+p − u¯
ui+p − ui .
En substituant et en utilisant l'indépendance linéaire, on a :
Qwk−p = P
w
k−p ,
Qwi = αiP
w
i + (1− αi)Pwi−1, k − p+ 1 ≤ i ≤ k ,
Qwk+1 = P
w
k .
Finalement on obtient une formulation générale pour l'obtention des nouveaux
sommets du polygone de contrôle :
Qwi = αiP
w
i + (1− αi)Pwi−1 ,
avec
αi =

1 i ≤ k − p ,
u¯− ui
ui+p − ui k − p+ 1 ≤ i ≤ k ,
0 i ≥ k + 1 .
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On insère un n÷ud dans une direction paramétrique donnée (u ou v), sur une
surface, en appliquant l'algorithme d'insertion de n÷uds à chaque ligne ou colonne
du polygone de contrôle.
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ANNEXE III
SURFACES DE BÉZIER RATIONNELLES
Les surfaces de Bézier rationnelles sont un cas particulier des surfaces NURBS. Une
surface (ou une patch) de Bézier de degré p dans la direction u et de degré q dans la
direction v est une NURBS déﬁnie sur un vecteur nodal ayant la forme suivante :
U = {0, · · · , 0︸ ︷︷ ︸
p+1
, 1, · · · , 1︸ ︷︷ ︸
p+1
} ,
V = {0, · · · , 0︸ ︷︷ ︸
q+1
, 1, · · · , 1︸ ︷︷ ︸
q+1
} .
Aﬁn de faciliter la manipulation et la caractérisation de surfaces gauches complexes
modélisées à l'aide de NURBS, il est souvent nécessaire de subdiviser la surface
NURBS en plusieurs patchs de Bézier élémentaires.
III.1 Polynômes de Bernstein
Les polynômes de Bernstein Bi,n(t) sont déﬁnis comme :
Bi,n(t) =
n!
i!(n− i)!(1− t)
n−iti, i = 0, . . . , n.
Ces polynômes possèdent possèdent des propriétés intéressantes qui permettent de
les utiliser comme une base pour la construction de modèles géométriques. Les
propriétés les plus importantes sont énumérées ci-dessous : :
Propriété 7 (Non-négativité) Bi,n(t) ≥ 0, 0 ≤ t ≤ 1, i = 0, . . . , n.
Propriété 8 (Partition de l'unité)
∑n
i=0Bi,n(t) = (1− t+ t)n = 1 .
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Propriété 9 (Récursivité) Bi,n(t) = (i− t)Bi,n−1(t) + tBi−1,n−1(t) et Bi,n(t) = 0
pour i < 0, i > n et B0,0(t) = 1.
Propriété 10 (Symétrie) Bi,n(t) = Bn−i,n(1− t).
Propriété 11 (Élévation du degré) Un polynôme de Bernstein de degré n peut
être exprimé à l'aide d'un polynôme de Bernstein de degré n+ 1
Bi,n(t) =
(
1− i
n+ 1
)
Bi,n+1(t) +
i+ 1
n+ 1
Bi+1,n+1(t) .
III.1.1 Formulation des surfaces de Bézier
Une surface de Bézier rationelle est donnée par le produit tensoriel suivant :
~Sw =
n∑
i=0
m∑
j=0
Bi,n(u)Bj,m(v)wi,j ~P
w
i,j
n∑
i=0
m∑
j=0
Bi,n(u)Bj,m(v)wi,j
.
On peut aussi écrire la surface de Bézier comme :
~S =
n∑
i=0
m∑
j=0
Ri,j(u, v)~Pi,j ,
avec
Ri,j(u, v) =
Bi,b(u)Bj,n(v)wi,j
n∑
r=0
m∑
s=0
Br,n(u)Bs,m(v)wr,s
.
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III.2 Subdivision matricielle des surfaces de Bézier
La subdivision d'une surface de Bézier cubique a été implémentée par multiplication
matricielle. On peut exprimer une surface de Bézier bicubique P (u, v) par :
P (u, v) =
[
1 u u2 u3
]
M

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3
 ,
où la matrice M est déﬁnie par :
M =

1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1
 .
Pour subdiviser la surface en u = 0.5 on peut reparamétriser la formulation précé-
dente aﬁn de couvrir la première moitié de la surface, en eﬀectuant la substitution
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u = 1
2
u :
P
(u
2
, v
)
=
[
1 (u
2
) (u
2
)2 (u
2
)3
]
M

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3

=
[
1 u u2 u3
]

1 0 0 0
0 1
2
0 0
0 0 1
4
0
0 0 0 1
8
M

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3

=
[
1 u u2 u3
]
MSL

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3
 .
La matrice SL est calculée de la façon suivante :
SL = M
−1

1 0 0 0
0 1
2
0 0
0 0 1
4
0
0 0 0 1
8
M
=

1 0 0 0
1
2
1
2
0 0
1
4
1
2
1
4
0
1
8
3
8
3
8
1
8
 .
Le polygone de contrôle de la surface couvrant la paramétrisation u ∈ [0, 0.5] est
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donc donné par : 
1 0 0 0
1
2
1
2
0 0
1
4
1
2
1
4
0
1
8
3
8
3
8
1
8


P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
 .
La seconde partie de la surface est obtenue de la même façon. On peut exprimer
la deuxième moitié de la surface comme :
P
(
1
2
+
u
2
, v
)
=
[
1 (12 +
u
2 ) (
1
2 +
u
2 )
2 (12 +
u
2 )
3
]
M

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3

=
[
1 u u2 u3
]

1 12
1
4
1
8
0 12
1
2
3
8
0 0 14
3
8
0 0 0 18
M

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3

=
[
1 u u2 u3
]
MSR

P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3
MT

1
v
v2
v3
 ,
où
SR =

1
8
3
8
3
8
1
8
0 1
4
1
2
1
4
0 0 1
2
1
2
0 0 0 1
 .
Le polygone de contrôle de la surface couvrant la paramétrisation u ∈ [0.5, 1] est
140
donc donné par :
0.125 0.375 0.375 0.125
0 0.125 0.5 0.125
0 0 0.5 0.5
0 0 0 1


P0,0 P0,1 P0,2 P0,3
P1,0 P1,1 P1,2 P1,3
P2,0 P2,1 P2,2 P2,3
P3,0 P3,1 P3,2 P3,3

Il est possible de généraliser ce raisonnement et de subdiviser une surface d'ordre
n pour n'importe quel paramètre u, v.
