



























  The  EP1  receptor  inhibitory  activity  of  1,2‐diarylcyclopentene  derivatives  have  been 
quantitatively  analyzed  in  terms  of  Dragon  descriptors.  The  derived  QSAR  models  have 
provided rationales to explain the EP1 receptor inhibitory activity of 1,2‐diarylcyclopentene 
derivatives.  The  2D‐autocorrelation  descriptors  (MATS4e,  MATS5e,  MATS7v,  GATS5e  and 
GATS7v) have highlighted the role of atomic properties in respective lags of autocorrelations 
to  explain  the  biological  actions  of  1,2‐diarylcyclopentene  analogues.  Presence  of  fluorine 
atom (nF) and smaller distance between N and O atoms (T(N..O)) in molecular structures, in 
addition  to Kier‐Hall  electrotopological  states  (Ss) have also  shown prevalence  to optimize 
the  EP1  receptor  inhibitory  activity.  Partial  least  square  analysis  has  confirmed  the 
dominance of information content of the combinatorial protocol in multiple linear regression 
identified  descriptors.  Applicability  domain  analysis  revealed  that  the  suggested  model 












The  key  mediator  of  pain  and  inflammation  is 
prostaglandin  PGE2  [1‐5].  The  first‐line  treatments  for 
inflammatory  pains,  including  chronic  low  back  pain,  pain 
associated  with  osteoarthritis  and  rheumatoid  arthritis,  are 
selective COX‐2 inhibitors and non‐steroidal anti‐inflammatory 
drugs  (NSAIDs), which  interrupt  the biosynthesis of PGE2 and 
other  prostaglandins  (PGs)  [6‐11].  The  gastrointestinal  side 
effects associated with NSAIDs have been successfully reduced 
with  selective  COX‐2  inhibitors  [12‐14].  The  withdrawal  of 
Vioxx due to increased cardiovascular risk [15] alarmed toward 
the safety profile of COX‐2 inhibitors [16‐23]. The PGE2 exert its 
biological  actions  through  binding  to  specific  receptors  with 
seven  transmembrane  domains,  the  E‐prostanoid  (EP) 
receptors.  The  EP  receptors  are  classified  into  four  subtypes, 
EP1,  EP2,  EP3  and  EP4  [24‐27],  which  are  located  both 
peripherally and in the CNS [28]. These receptor subtypes are 
distinguished  by  their  distinct  pattern  of  tissue  distribution, 
signaling pathways, and physiological functions. EP1 is coupled 
to  intracellular  Ca2+ mobilization,  EP2  and  EP4  are  coupled  to 
stimulation  of  adenylate  cyclase  via  Gs  protein,  and  EP3  is 
coupled to inhibition of adenylate cyclase via Gi protein. Studies 
which  were  aimed  to  identify  key  structural  requirements  to 




1  carboxylate  [29].  The  selective  EP1  antagonists  may  aid  in 
characterization  of  the  effects  mediated  by  this  receptor 
subtype  [30‐32].  The  reported  selective  EP1  receptor 
antagonists  are  the  acylhydrazide  derivative  SC51322  (by 
Searle  group)  [31],  ZD6416  (by  AstraZeneca)  [33,34],  ONO‐
8713  (by  Ono)  [35]  and  thiophene  derivative  ((by  Merck 
Frosst) [36]. Studies revealed that EP1 receptor plays a central 
role in PGE2‐mediated allodynia [37,38] and inflammatory pain 
[39].  The  efficacy  of  EP1  receptor  antagonists  shown  in 
preclinical  models  [40‐42],  led  to  hypothesize  that  these 
antagonists may furnish improved safety profile by sparing the 
synthesis of PGs. 
As  an  attempt  to  identify  novel  EP1  receptor  antagonists, 
recently,  a  series  of  1,2‐diarylcyclopentene  derivatives  has 
been  reported  as  potential  clinically  effective  analgesics  [43]. 
This  study  led  to  the  discovery  of  GW848687X,  a  potential 
candidate  for  the  treatment  of  inflammatory  pain.  In  view  of 
the  importance  of  anti‐inflammatory  agents  in  the  clinical 
management  of  several  disorders,  a  quantitative  structure‐
activity relationship is attempted on the EP1 inhibitory activity 
of  these 1,2‐diarylcyclopentene derivatives. The present study 







The  reported  thirty  three  1,2‐diarylcyclopentene 
derivatives  are  considered  as  data  set  for  the  present  study 
[43].  These  compounds  were  evaluated  for  their  ability  to 
inhibit CYP450 enzymes in human recombinant CYP450 assays 
in  terms  of  IC50  (molar  concentration  for  50%  inhibition) 






have  been  divided  into  training  and  test  sets.  Out  of  the  33 
analogues, one  fourth compounds (8) have been placed  in  the 
test  set  for  the validation of derived models. The  test  set was 
generated  in  the  SYSTAT  [44]  using  the  single  linkage 
hierarchical  cluster  procedure  involving  the  Euclidean 







The  structures  of  the  compounds  under  study  have  been 
drawn in 2D ChemDraw [45]. The drawn structures were then 
converted  into  3D  modules  using  the  default  conversion 
procedure implemented in the CS Chem3D Ultra. The energy of 
these  3D‐structures  was  minimized  in  the  MOPAC  module 
using  the  AM1  procedure  for  closed  shell  systems.  This  will 
ensure  a  well  defined  conformer  relationship  among  the 
compounds of the study. All these energy minimized structures 
of  respective  compounds  have  been  ported  to  DRAGON 
software [46]  for  the computation of descriptors  for  the  titled 
compounds (Table 1). This software offers several hundreds of 
descriptors  from different  perspectives  corresponding  to  0D‐, 
1D‐,  and  2D‐descriptor  modules.  The  outlined  modules 
comprised  of  ten  different  classes,  namely,  the  constitutional 
(CONST),  the  topological  (TOPO),  the  molecular  walk  counts 
(MWC),  the  BCUT  descriptors  (BCUT),  the  Galvez  topological 
charge  indices  (GALVEZ),  the 2D  autocorrelations  (2D‐AUTO), 
the  functional  groups  (FUNC),  the  atom‐centered  fragments 
(ACF),  the  empirical  descriptors  (EMP),  and  the  properties 
describing  descriptors  (PROP).  For  each  of  these  classes  the 
DRAGON  software  computes  a  large  number  of  descriptors 
which  are  characteristic  to  the  molecules  under  multi‐
descriptor  environment.  The  definition  and  scope  of  these 
descriptor’s classes is given in Table 2.  
Both  the  2D‐  and  3D‐descripors  may  be  used  to  obtain 
significant QSARs. However, a QSAR study involving 0D to 2D‐
descriptors  is  quite  simple  to  interpret  the  biological  data  in 
terms  of  different  descriptors  obtained  from  the  two 
dimensional  structures  of  the  compounds.  In  a  congeneric 
series,  where  a  relative  study  is  being  carried  out,  the  2D‐ 
descriptors may play important role in deriving the significant 





  The  combinatorial  protocol  in multiple  linear  regression 
(CP‐MLR)  [47]  and  partial  least‐squares  (PLS)  [48‐50] 
procedures have been used in the present work for developing 
QSAR models. Before the application of CP‐MLR procedure, all 
those  descriptors  which  are  intercorrelated  beyond  0.90  and 
showing  a  correlation  of  less  than  0.1  with  the  biological 
endpoints (descriptor vs. activity, r < 0.1) were excluded. This 
has reduced the total dataset of the compounds from 457 to 88 
descriptors  as  relevant  ones  for  the  EP1  inhibitory  activity.  A 






for  model  development  in  QSAR  studies  [47].  Its  procedural 
aspects  and  implementation  are  discussed  in  some  of  our 
recent  publications  [51‐55].  It  involves  selected  subset 
regressions.  In  this  procedure  a  combinatorial  strategy  with 
appropriately placed  ‘filters’  has  been  interfaced with MLR  to 
result  in  the  extraction  of  diverse  structure‐activity  models, 
each  having  unique  combination  of  descriptors  from  the 
dataset  under  study.  In  this,  the  contents  and  the  number  of 
variables to be evaluated are mixed according to the predefined 
confines.  Here  the  ‘filters’  are  significance  evaluators  of  the 
variables  in  regression  at  different  stages  of  model 
development.  Of  these,  filter‐1  is  set  in  terms  of  inter‐
parameter  correlation  cutoff  criteria  for  variables  to  stay  as  a 
subset  (filter‐1,  default  value  0.3  and  upper  limit  ≤  0.79).  In 
this,  if  two  variables  are  correlated  higher  than  a  predefined 
cutoff  value  the  respective  variable  combination  is  forbidden 
and will be rejected. The second filter is in terms of t‐values of 
regression  coefficients  of  variables  associated  with  a  subset 
(filter‐2,  default  value  2.0).  Here,  if  the  ratio  of  regression 
coefficient and associated standard error of any variable is less 
than  a  predefined  cutoff  value  then  the  variable  combination 
will  be  rejected.  Since  successive  additions  of  variables  to 
multiple  regression equation will  increase  successive multiple 
correlation  coefficient  (r)  values,  square‐root  of  adjusted 
multiple  correlation  coefficient  of  regression  equation,  r‐bar, 
has  been  used  to  compare  the  internal  explanatory  power  of 
models with different number of variables. Accordingly, a filter 
has  been  set  in  terms  of  predefined  threshold  level  of  r‐bar 
(filter‐3,  default  value  0.71)  to  decide  the  variables’  ‘merit’  in 
the  model  formation.  Finally,  to  exclude  false  or  artificial 
correlations,  the  external  consistency  of  the  variables  of  the 
model have been addressed in terms of cross‐validated R2 or Q2 
criteria  from  the  leave‐one‐out  (LOO)  cross‐validation 
procedure  as  default  option  (filter‐4,  default  threshold  value 
0.3  ≤  Q2  ≤  1.0).  All  these  filters  make  the  variable  selection 
process efficient and lead to unique solution. In order to collect 
the  descriptors  with  higher  information  content  and 
explanatory  power,  the  threshold  of  filter‐3  was  successively 
incremented  with  increasing  number  of  descriptors  (per 





In  this  study,  the  data  set  is  divided  into  training  set  for 
model  development  and  test  set  for  external  prediction. 
Goodness  of  fit  of  the models was  assessed  by  examining  the 
multiple  correlation coefficient  (r),  the  standard deviation  (s), 
the  F­ratio  between  the  variances  of  calculated  and  observed 
activities  (F).  A  number  of  additional  statistical  parameters 
such  as  the  Akaike’s  information  criterion,  AIC  [56,57],  the 
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(3) 
 
where, RSS  is  the sum of  the squared differences between the 
observed and the estimated activity values, k is the number of 
variables  in  the  model,  p'  is  the  number  of  adjustable 
parameters  in  the  model,  and  d  is  the  smoothing  parameter. 
The AIC takes into account the statistical goodness of fit and the 
number of parameters that have to be estimated to achieve that 
degree  of  fit.  The  FIT,  closely  related  to  the  F‐value  (Fisher 











Compound  X  R  Ar 
      pIC50a 
Obsd.b 
  Calcd. 
  Eq. 8  Eq. 9  Eq. 10  PLS 
1  H  H 
COOH
8.2  7.7  7.8  7.8  7.8 
2  H  2,4‐F2  
COOH
7.6  7.9  7.9  7.9  7.9 
3  H  3,4‐Cl2 
COOH
6.4  6.2  6.3  6.4  6.1 
4c  H  2‐F,4‐Cl 
COOH
7.3  7.4  7.7  7.6  7.7 
5c  H  4‐OMe 
COOH
7.0  6.6  7.0  6.8  7.0 
6c  Cl  H 
COOH
8.3  7.8  7.4  7.5  7.7 
7  Br  H 
COOH
7.9  8.2  8.0  8.0  8.1 
8  Br  4‐Cl 
COOH
7.9  7.8  7.9  7.8  7.8 
9  Br  4‐F 
COOH
7.7  8.1  8.3  8.1  7.9 
10  Br   3,4‐Cl2 
COOH
7.0  7.2  6.9  7.0  7.0 
11  Br   2,4‐F2 
COOH
8.3  8.7  8.5  8.5  8.7 
12  Br   2‐F, 4‐Cl 
COOH
8.6  8.3  8.3  8.2  8.5 
13  Br   4‐OMe 
COOH






Compound  X  R  Ar 
      pIC50a 
Obsd.b 
  Calcd. 
  Eq. 8  Eq. 9  Eq. 10  PLS 
14  SMe  H  7.2  7.2  7.4  7.5  7.5 
15c  SMe  4‐F 
COOH
7.5  7.2  7.7  7.6  7.4 
16  SMe  2,4‐F2 
COOH
7.8  7.8  7.9  8.0  8.1 
17  SO2Me  H 
COOH
7.1  7.0  7.2  7.1  7.1 
18  SO2Me  4‐F 
COOH
7.1  7.1  7.3  7.3  7.2 
19  SO2Me  2,4‐F2 
COOH
7.8  7.4  7.4  7.6  7.6 
20  CN  H 
COOH
7.0  7.2  6.8  6.9  7.0 
21  CN  4‐F 
COOH
6.4  7.1  7.0  6.9  6.8 
22  CN  2,4‐F2 
COOH
7.4  7.5  7.1  7.2  7.5 
23  CN  4‐Cl 
COOH

































Compound  X  R  Ar 
      pIC50a 
Obsd.b 
  Calcd. 












8.7  8.1  8.6  8.5  8.4 
33  Cl   2,4‐F2 
N COOH











































The  main  disadvantage  of  the  F‐value  is  its  sensitivity  to 




increasing  sensitivity  for  large  k‐values.  The  model  that 
produces  the minimum  value  of  AIC  and  the  highest  value  of 
FIT is considered potentially the most useful and the best. The 
LOF  takes  into  account  the  number  of  terms  used  in  the 
equation and is not biased, as are other indicators, toward large 
numbers of parameters. A minimum LOF value  infers  that  the 
derived model is statistically sound. 
The  internal  validation  of  derived model  was  ascertained 
through  the  cross‐validated  index, Q2,  from  leave‐one‐out  and 
leave‐five‐out  procedures.  The LOO method  creates  a  number 
of modified data  sets by  taking away one compound  from  the 
parent data  set  in  such a way  that  each observation has been 
removed  once  only.  Then  one  model  is  developed  for  each 
reduced  data  set,  and  the  response  values  of  the  deleted 
observations  are  predicted  from  these  models.  The  squared 
differences between predicted and  actual  values  are  added  to 
give the predictive residual sum of squares, PRESS. In this way, 
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a  group  of  five  compounds  is  randomly  kept  outside  the 
analysis  each  time  in  such  a way  that  all  the  compounds,  for 
once, become the part of the predictive groups. A value greater 
than 0.5 of Q2‐index hints toward a reasonable robust model.  
The  external  validation  or  predictive  power  of  derived 
model is based on test set compounds. The squared correlation 















      (5) 
 
where,  YPred(Test)  and  Y(Test)  indicate  predicted  and  observed 
activity  values,  respectively  of  the  test‐set  compounds,  and 
Y(Training) indicate mean activity value of the training set. r2Test is 
the  squared  correlation  coefficient  between  the  observed  and 
predicted  data  of  the  test‐set.  It  suggests  the  fraction  of 






considering  the  stringency  of  test  set  procedures,  often  r2Test 





Chance  correlations,  if  any,  associated  with  the  CP‐MLR 
models  were  recognized  in  randomization  test  [61,62]  by 
repeated  scrambling  of  the  biological  response.  The  data  sets 
with  scrambled  response  vector  have  been  reassessed  by 
multiple  regression  analysis.  The  resulting  regression 
equations,  if  any,  with  correlation  coefficients  better  than  or 
equal  to  the  one  corresponding  to  the  unscrambled  response 
data  were  counted.  Every  model  has  been  subjected  to  100 
such  simulation  runs.  This  has  been  used  as  a  measure  to 





The  utility  of  a  QSAR  model  is  based  on  its  accurate 
prediction  ability  for  new  compounds.  A  model  is  valid  only 
within  its  training  domain,  and  new  compounds  must  be 
assessed  as  belonging  to  the  domain  before  the  model  is 
applied.  The  applicability  domain  is  assessed  by  the  leverage 
values  for  each  compound  [63].  A  Williams  plot  (the  plot  of 
standardized  residuals versus  leverage values  (h)  can  then be 
used  for an  immediate and simple graphical detection of both 
the  response  outliers  (Y  outliers)  and  structurally  influential 
chemicals  (X  outliers)  in  the  model.  In  this  plot,  the 
applicability domain is established inside a squared area within 
±x  (standard  deviations)  and  a  leverage  threshold  h*.  The 
threshold h* is generally fixed at 3(k+1)/n (n  is the number of 
training‐set  compounds,  and  k  is  the  number  of  model 
parameters) whereas x = 2 or 3. Prediction must be considered 
unreliable  for compounds with a high  leverage value  (h > h*). 
On  the other hand, when  the  leverage value of a compound  is 
lower  than  the  threshold  value,  the  probability  of  accordance 







To  rationalize  the  substituent  variations  of  the  1,2‐
diarylcyclopentene derivatives to provide insight for the future 
endeavors,  88  descriptors  accounting  0D‐,  1D‐  and  2D‐
molecular features of the analogues have been subjected to CP‐
MLR analysis with default ‘filters’ set in it. Statistical models in 
two,  three  and  four  descriptor(s)  have  been  derived 
successively  to  achieve  the  best  relationship  correlating  EP1 
inhibitory  activity.  These  models  (with  88  descriptors)  were 
identified  in CP‐MLR by successively  incrementing  the  filter‐3 
with increasing number of descriptors (per equation). For this 
the optimum r‐bar value of the preceding level model has been 

















= 0.997, k = 1.046, k' = 0.953                  (7) 
 
In above and all follow up regression equations, the values 
given  in  the  parentheses  are  the  standard  errors  of  the 
regression  coefficients.  The  r2randY(sd)  is  the  mean  random 
squared  multiple  correlation  coefficient  of  the  regressions  in 
the activity (Y) randomization study with its standard deviation 
from  100  simulations.  In  the  randomization  study  (100 
simulations  per  model),  none  of  the  identified  models  has 
shown any chance correlation. The SETest  is the standard error 
of estimation for the test set activity values. R02 and R'02 are the 
coefficients  of  determination,  predicted  versus  observed 
activity  and  observed  versus  predicted  activity,  respectively 
and k and k' are the slopes of regression lines, predicted versus 





in  model  (6)  are  from  TOPO  and  BCUT  class  of  Dragon 
descriptors,  respectively.  The  descriptor  X0sol,  solvation 
connectivity  index  chi‐0,  has  shown negative  influence on  the 
activity.  Thus,  suggesting  that  a  lower  value  of  0th  order 
solvation connectivity index would be favorable to the activity. 
From  the  positive  sign  of  regression  coefficient  of  descriptor 
T(F..Cl),  the  sum  of  topological  distance  between  F  and  Cl 
atoms,  it  is evident that a bigger value of such distance would 
augment  the  activity.  The  descriptor  BEHm4,  the  highest 
eigenvalue  n.4  of  Burden matrix  weighted  by  atomic masses, 
contributed  positively  to  the  activity  recommending  a  higher 
value of this descriptor for improved inhibitory activity of 1,2‐
diarylcyclopentene derivatives. 
It  is  apparent  from  the  participating  descriptors  in model 
(7)  that  atomic  properties  such  as  atomic masses,  Sanderson 
electronegativities and van der Waals volumes played a pivotal 
role  in  explaining  the  inhibitory  actions  of  the  titled 
compounds.  The  descriptors,  BELm3  and  BEHe6  are  BCUT 
descriptors. From the signs of regression coefficients of it may 
be  ascertained  that  a  higher  value  of  descriptor  BELm3,  the 
lowest  eigenvalue  n.3  of  Burden  matrix  weighted  by  atomic 
masses,  and  a  lower  value  of  descriptor  BEHe6,  the  highest 
eigenvalue n.6 of Burden matrix wighted by atomic Sanderson 
electronegativities  would  be  beneficiary  to  the  activity.  
Descriptors  MATS4e  and  GATS7v  are  the  2D‐autocorrelation 
descriptors.  Both  these  descriptors  have  shown  positive 
influence  on  activity  recommending  higher  values  of  Moran 
autocorrelation  of  lag  4  weighted  by  atomic  Sanderson 
electronegativities  (MATS4e)  and Geary autocorrelation of  lag 
7  weighted  by  atomic  van  der  Waals’  volumes  (GATS7v)  for 
elevated activity. 
The  four  descriptor models  could  estimate  76.56  percent 
variance  in  observed  activity  of  the  compounds.  Considering 
the  number  of  observation  in  the  dataset,  models  with  up  to 
five  descriptors  were  explored.  A  total  number  of  9  models, 
sharing 14 descriptors among them, were obtained through CP‐



















No.  Descriptors’ Class  Descriptors’ symbol, and meaning  Avg. reg. coef. (incidence)a  MLR­like coef. (fc) Orderb 
1  CONST  Ss, sum of Kier‐Hall electrotopological states 0.038 (2) ‐0.048 (‐0.018) 13
2  CONST  nF, number of fluorine atoms  0.321 (1) 0.175 (0.066) 11
3  CONST  nX, number of halogen atoms  0.314 (2) 0.179 (0.068) 8
4  TOPO  T(N..O), sum of topological distance between N and O atoms ‐0.020 (4) ‐0.276 (‐0.104) 3
5  TOPO  T(Cl..Cl),  sum  of  topological  distance  between  Cl  and  Cl 
atoms 
‐0.480 (1) ‐0.287 (‐0.108) 2




8  BCUT  BEHe6,  highest  eigenvalue  n.6  of  Burden  matrix  weighted 
by atomic Sanderson electronegativities 
‐13.661 (9) ‐0.340 (‐0.128) 1
9  2D‐AUTO  MATS7v, Moran autocorrelation of lag 7 weighted by atomic 
van der Waals volumes  






‐11.805 (4) ‐0.183 (‐0.069) 7
12  2D‐AUTO  MATS6e, Moran autocorrelation of lag 6 weighted by atomic 
Sanderson electronegativities 
4.682 (1) ‐0.179 (‐0.067) 9
13  2D‐AUTO  GATS7v, Geary autocorrelation of  lag 7 weighted by atomic 
van der Waals volumes 
8.540 (2) 0.245 (0.092) 4




























= 0.999, k = 0.991, k' = 1.005               (10) 
 
In  the  randomization  study  (100  simulations  per  model), 
none  of  the  identified  models  has  shown  any  chance 
correlation. For above EP1 receptor inhibition models, ten high 
rrandY  values  from  hundred  Y‐randomizations  are  included  in 
Table 4.  
 
Table 4. Ten  random correlation  coefficients  a  (rrandY)  from  the activity  (Y) 
randomization study of the models. 
No.   Eq. (8)  Eq. (9)  Eq. (10) 
1  0.709  0.693 0.775 
2  0.686  0.641 0.773 
3  0.655  0.640 0.737 
4  0.630  0.631 0.688 
5  0.519  0.613 0.673 
6  0.363  0.605 0.647 
7  0.389  0.605 0.624 
8  0.501  0.591 0.563 
9  0.433  0.566 0.562 




a  reasonable  robust  QSAR  model.  The  pIC50  values  of  the 
training set compounds calculated using Equations (8) to (10) 
have  been mentioned  in  Table  1.  The models  (8)  to  (10)  are 
validated with an external test set of eight compounds listed in 
Table  1.  The  predictions  of  the  test  set  compounds  based  on 
external validation are  found  to be  satisfactory as  reflected  in 




The  descriptors  BELm3,  BEHe6,  MATS4e  and  GATS7v, 
which  were  emerged  in  models  (6  and  7),  have  once  again 
shown  their  importance  in  five parameter models and convey 
same  inferences  to  the  activity.  The  descriptor  Ss,  the  sum  of 
Kier‐Hall  electrotopological  states,  and nF, number of  fluorine 





of  topological  distance  between  N  and  O  atoms,  advocates 
smaller distances between N and O atoms in a molecule for the 
better  inhibition  activity.  The  remaining  descriptors MATS7v, 
MATS5e and GATS5e are 2D‐AUTO class descriptors. All  these 
descriptors have contributed negatively to the activity. A higher 
values  of  Moran  autocorrelation  of  lag  7  weighted  by  atomic 
van  der  Waals  volumes  (MATS7v),  Moran  and  Geary 
autocorrelations  of  lag  5  weighted  by  atomic  Sanderson 
electronegativities  (MATS5e  and  GATS5e,  respectively) would 
be detrimental to the activity. 
According  to  the  test  set R2  values  and  the  corresponding 
R02  and  R'02  suggest  that  equations  (7)  and  (8)  have  higher 
predictive  power  when  compared  to  other  equations  listed. 
However, the k and k' values are within acceptable range for all 
the models. In a comprehensive manner, the statistics emerged 





and  to  identify  their  (descriptors)  potential  in  explaining  the 












contributions  obtainable  from  the  normalized  regression 
coefficients of the descriptors allow this comparison within the 
modeled activity. For the purpose of PLS, the descriptors have 
been autoscaled  (zero mean and unit  s.d.)  to give each one of 
them equal weight  in  the analysis.  In  the PLS cross‐validation, 






and are  listed  in Table 1. For  the sake of comparison,  the plot 
showing  goodness  of  fit  between  observed  and  calculated 
activities  (through  PLS  analysis)  for  the  training  and  test  set 
compounds  is  given  in  Figure  1.  Figure  2  shows  a  plot  of  the 




Figure  2.  Plot  of  fraction  contribution  of  MLR‐like  PLS  coefficients 
(normalized)  of  the  14  descriptors  (Table  3)  to  EP1  receptor  inhibitory 
activity of 1,2‐diarylcyclopentene derivatives. 
 
The  PLS  analysis  has  also  suggested  BEHe6  (a  2D‐AUTO 
class  descriptor)  as  the  most  determining  descriptor  for 
modeling the activity of the compounds (descriptor S. No. 8 in 
Table  3;  Figure  2).  The  other  nine  significant  descriptors  in 
decreasing order of  significance are T(Cl..Cl), T(N..O), GATS7v, 
MATS4e,  MATS7v,  MATS5e,  nX,  MATS6e  and  MWC10 
(descriptors  S.  No.  5,  4,  13,  10,  9,  11,  3,  12  and  6  in  Table  3; 
Figure 2). Except, T(Cl..Cl),  nX, MATS6e and MWC10,  all  these 
descriptors  are  part  of  Equations  8‐10  and  convey  same 
inference in the PLS model as well. The TOPO class descriptor 
T(Cl..Cl),  the  sum  of  topological  distance  between  Cl  and  Cl 
atom,  advocates  that  the  shorter  distance  between  chlorine 
atoms  in  a  molecular  structure  would  be  beneficiary  to  the 
activity.  The  positive  influence  of  descriptor,  nX  (number  of 
halogen  atoms)  to  the  activity  recommended  the  presence  of 
halogen  atoms  in  a  compound  for  improved  activity.  The 
negative regression coefficient of the Moran autocorrelation of 
lag  6  weighted  by  atomic  Sanderson  electronegativities 
(descriptor MATS6e) advocates that a higher positive value of it 
is detrimental to the activity. Descriptor MWC10 (a TOPO class 
descriptor)  representing  10th  order  molecular  walk  count 
suggests a higher value of 10th order walk count to enhance the 
activity.  In comparison to these ten descriptors, the remaining 
ones  appear  in  lower  order  of  significance  to  influence  the 
activity  of  the  compounds  (Table  3;  Figure  2).  It  is  also 











































receptor  inhibitory  activity  of  1,2‐diarylcyclopentene  derivatives.  The 
residuals  for  training  and  test  set  compounds  are  shown  by  Δ  and  Ο, 
respectively.    The  horizontal  dotted  line  refers  to  the  residual  limit  (±3× 





The  derived  QSAR  models  have  provided  rationales  to 
explain  the  EP1  receptor  inhibitory  activity  of  1,2‐
Diarylcyclopentene  derivatives.  The  2D‐autocorrelation 
descriptors (MATS4e, MATS5e, MATS7v, GATS5e and GATS7v) 
and  BCUT  descriptors  (BELm3  and  BEHe6)  have  highlighted 
the  role  of  atomic  properties  in  respective  lags  of 
autocorrelations  and  eigen‐values  to  explain  the  biological 
actions  of  1,2‐diarylcyclopentene  analogues.  The  presence  of 
fluorine atom (nF) and  the  smaller distance between N and O 
atoms (T(N..O)) in molecular structures, in addition to Kier‐Hall 
electrotopological  states  (Ss)  have  also  shown  prevalence  to 
optimize  the  EP1  receptor  inhibitory  activity.  The  statistics 




analysis  has  also  confirmed  the  dominance  of  information 
content  of  the  CP‐MLR  identified  descriptors.  Applicability 
domain  analysis  revealed  that  the  suggested  models  have 
acceptable  predictability.  All  the  compounds  are  within  the 
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