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Introduction
A progressive image compression algorithm represents an image in such a way that the decoder can reconstruct the image with increasing quality as more bits arrive. In order to achieve good performance as measured by PSNR, progressive algorithms have often focused on sending information on the largest DCT or wavelet coefficients first, in order to minimize mean squared error (MSE) distortion at a given bitrate. The algorithm which best achieves this goal is judged by current criteria to be superior to others. For realworld applications of progressive compression such as image transmission over limited-bandwidth communications links (e.g., the Internet), it is important that the user be able to identify the contents of an image as early as possible in its transmission. While browsing a remote database, if the image arriving is recognized as being of no interest, the user can save time by aborting the transmission and jumping to the next item. Measuring the utility of the progressive compression algorithm for a given application should involve issues of human recognition of the reconstructed images.
A number of methods have been used to evaluate the perceptual distortion caused by lossy compression. One class of methods employs models of human psychovisual response developed by testing specific visual effects (e.g., [6, 11) . These models can explain a number of effects such as contrast and orientation masking, but are not yet general enough to predict human understanding of complex realworld images. Other methods rely on subjective opinions, where subjects are asked for example which of two images looks better, or whether the primary object in the image has been recognized [3] . These methods begin to address the question of image recognition. Our study involves no subjective opinions; it directly assesses image recognition by having observers respond to questions whose answer can only be known by recognizing the image content. We analyze the correctness of the answers as well as the response times, and this can provide a reliable comparison between compression algorithms.
Our comparisons were of three well-known progressive compression algorithms. The popular DCT-based JPEG algorithm is included here as a useful baseline for comparison. A progressive version of JPEG is defined [ 81, however for the purposes of this study the progression was simulated by displaying successive versions of baseline sequential JPEG at increasing quality levels. The other two progressive coders studied were wavelet zerotree methods: Embedded Zerotree Wavelet (EZW) coding due to Shapiro [ 5 ] , and Set Partitioning in Hierarchical Trees (SPIHT) due to Said and Pearlman [4] . This paper is organized as follows. Section 2 describes in detail our evaluation framework. The results of the experiments and statistical analysis are presented in Section 3, and we discuss our conclusions and ongoing work in Section 4.
Evaluation Framework
This section describes in detail the proposed experimental and statistical framework for comparing any two progressive compression algorithms.
scale. Within the constraints of the total memory usage, this provided greater resolution in bit rate at the very low bit rates, and coarser resolution at the higher rates where fewer response occurred, while still allowing the progression to continue to a sufficiently high final quality if needed. The display rate for this experiment was 2 frames per second.
Experimental Procedure 2.2. Statistical Analysis
A collection of images is selected for which a question with a binary answer can be asked, for example, "Are the persons in this image male or female?" The images are chosen such that the question can be unambiguously and reliably answered when the image is shown at full quality. Several such image collections, each with its own associated question, are combined into an experiment collection. Each image is compressed both by algorithm A and by algorithm B . For each observer, one compressed version of each image is randomly assigned to the first viewing session, and the other version is assigned to the second viewing session. Thus, no observer sees the same image twice on the same day. The images within a given session are presented in a different random order for each subject. The two sessions are seen one week (or more) apart to minimize intersession learning effects.
For each image to be viewed, the corresponding question is first displayed on the screen. After reading it, the observer hits a key to begin the progressive display. While watching the progressive display, as soon as the observer is reasonably confident that she can correctly answer the question, she hits a key to halt the progression. The image disappears from the screen, and she enters the answer and proceeds in like fashion with the remaining images. The time and bit rate required for each response are recorded, as well as whether the correct answer was given. Observers are instructed not to rush, but to answer the question as soon as they are reasonably confident of the answer.
The progressive transmissions are simulated by displaying image frames at selected bit rates in sequence. For each image, the elapsed time when a given bit rate (in bpp) is displayed for algorithm A is the same as that for algorithm B. For our first experiment, comparing JPEG with SPIHT, frames were spaced 0.02 bpp apart in bit rate and displayed at a rate of 1.33 frames per second. Since both the time and the bit rate spacing of frames were constant, an analogy could be made with the transmission of image data over a fixed-rate channel. Fifty frames were pre-stored for each image, so that the progression could continue out to 1 bpp, ensuring that observers would eventually be able to answer the question with confidence. However, the vast majority of responses were found to occur near the beginning of the progression. Accordingly, for the second experiment, in which EZW was compared with SPIHT, the bit rates selected for each frame were spaced evenly on a logarithmic
The algorithms are compared both on the basis of the bit rate at which observers answer the posed question for each algorithm and on the frequency of error in the answer. An algorithm is superior if it can transmit the necessary information faster, i.e., at a lower bit rate, provided that the error rate is no higher. Thus, statistics are needed to compare bit rates and error rates.
Denote the bit rate at which observer i answers a question for image j compressed by algorithm A as r A i j and the corresponding bit rate for algorithm B as r B i j , and let i = 1,. . . , I and j = 1,. . . , J be indices for observers and images. For comparing algorithms A and B , we would like to know mean values, r A and TB, and whether any difference in these values should be deemed statistically significant. Preliminary examination of probability plots of the data suggested that they approximate the lognormal distribution, which suggests that r A and rg be geometric means and that normal theory statistical methods (such as ANOVA) be used to analyze the log-transformed Values, bg(rAij) and log(rBij). Three analyses are carried out: one uses the bit rates from algorithm A, one uses the bit rates from algorithm B , and one uses their ratios, i.e.
These analyses are carried out by fitting the data to the sij T A i j /rBij. mixed effects linear model
In this model, Y is an N x 1 vector containing either log(rAij), log(rBij), or log(sij), where N = I J is the total number of observations. X is the design matrix for fixed effects and in this case is just an N x 1 vector of ones with a (1 x 1) being the mean of Y. Note that exp(a) is the geometric mean of the bit rate or ratio. 2 is the design matrix for random effects and can be partitioned as 2 = (21 IZZ), where 2 1 ( N x I ) contains a 1 in column i for each row involving observer i and zeroes elsewhere, and where Z2 ( N x J ) contains a 1 in column j for every row involving image j and zeroes elsewhere. The ( I + J ) x 1 vector of random effects can be partitioned as p = (pi 10; )' and it is assumed that the random effects are independently distributed An estimate of the standard error of 8, se&,, is obtained from the variance components and this can be used to perform significance tests or to form the 95% confidence interval for a, i.e. h f 1.96sek, and for its antilog, exp(h f 1.96se&) Model fitting is performed using the Splus function varcomp [7] .
The
Analysis of Observer Mistakes
In addition to the bit rates, the responses of the observers to the questions are recorded and examined for correctness. We wish to examine the possibility that more errors occur with one algorithm than with another. It would be possible, in theory, that one algorithm might lead people to make rapid yet incorrect decisions. To examine this possibility, we use the paired data in which, for a given reader and image, the correctness result for algorithm A is paired with that for algorithm B. For each image in the pair, the observer is either correct or not. There are thus four types of pairs, those with both members correct, those with algorithm A correct and B not, those with algorithm B correct and A not, and those with neither one correct. In the McNemar analysis [2] , we concern ourselves with two of the four types: those pairs in which the members differ. If answers are equally likely to be correct whether an image was seen with algorithm A or B , then conditional on the numbers of the other two types, each would have a binomial distribution with parameter 1/2. As an example of the calculation, one observer saw 118 pairs of images. Of these, both images in the pair were recognized correctly 1 10 times; for three pairs both versions were recognized incorrectly. Of the remaining five pairs, four times the EZW image was recognized correctly while SPIHT was not, and one time the SPIHT image was recognized correctly while the EZW image was not. The probability that a fair coin flipped five times will produce a headskails split at least as great as 4: 1 is 0.375, thus this result is not significant.
Results

Experiment Parameters
For the results presented in this paper, the following experiment parameters were used: Within a session, sets of 12 images associated with one question were alternated with sets associated with the other question. No observer saw the same image twice on the same day and images were presented in a different random order for each subject.
For the comparison of JPEG with SPIHT, there were 5 observers. For the comparison of EZW with SPIHT, there were 20 observers. The observers were untrained persons over age 18 drawn from the general university population. They signed informed consent forms, and were paid for their participation. The only requirement was that they have normal or corrected-to-normal vision.
Summary of Results
Two experiments were performed: the first comparing JPEG with SPIHT, and the second comparing EZW with SPIHT. Figure 1 shows the log of bit rates for the JPEG-SPIHT comparison. A characteristic of baseline sequential JPEG is that it must transmit a minimum number of bits before anything at all can be displayed (a DC value for each block), which results in the visible skew of the data toward the left of the diagonal at low bit rates. In Figure 2 the data for the EZW versus SPIHT comparison are shown. Visual examination of this plot indicates that these two algorithms are more evenly matched.
When examined quantitatively, SPIHT was found to lead to faster image recognition than either JPEG or EZW. In Figure 3 , the mean bit rates for recognition and their confidence intervals are shown for each of the algorithms. These values indicate for each algorithm the approximate range at which recognition occurred sufficient to allow the posed questions to be answered. In designing new progressive algorithms tuned for fast recognition, information about the image features judged to be important for recognition should be concentrated below these ranges. The bit rate at which observers answer depends not only on the complexity of the images and of the observation task, but also on the parameters of the experiment. We note in Figure 3 . that the same SPIHT-compressed images required more bits on the average in the experiment where they were compressed against JPEG, than in the experiment where they were compared against EZW. In the JPEG comparison, the frame display rate was faster, so a person's inherent reaction time would be expected to play more of a role. In the comparison against SPIHT, the display rate was slower, and also the frame bit rates were no longer proportional to time, so observers could more carefully respond. Figure 4 shows the mean bit rate ratios and their confidence intervals. These values can summarize the comparative performance of the algorithms. In each experiment, SPIHT was found to perform better, in terms of observer recognition, than the algorithm with which it was compared.
Next the influence of observer errors is examined. The smallest number of incorrect answers given by an observer in a session was zero; the largest number of mistakes was 16, and the mean value was 4.84 (out of 118 images). Analyzing the paired data with the McNemar statistic, as described above, showed no difference in correctness at the 5% significance level between algorithms for any of the 25 observers individually, or for the observers in each experiment pooled together. In Figure 5 only the bit rates for erroneous responses in the EZWEPIHT comparison are plotted. The symmetry of these errors supports our conclusion from the McNemar analysis that errors did not significantly influence our results.
Conclusions
We expect that this framework for evaluating progressive transmissions will be useful in a number of ways. For those image databases which are expected to have an important component of progressive fast browsing usage, a choice must be made regarding which progressive algorithm to use. The simplest way to make this choice is through the use of a distortion-rate curve. There are many situations, however, in which distortion-rate curves cannot be meaningfully compared. For example, suppose the database is of human faces, and candidate compression algorithms exist which allocate more bits and higher quality to detected features such as the eyes and mouth. The overall distortion-rate curve for such a region-based compression algorithm could not be sensibly compared against algorithms such as the wavelet zerotree methods. While one could report distortions separately for different regions, actual evaluation of the use- fulness of such a progressive region-based scheme would likely require an experiment aimed at measuring and comparing recognition response times. Similarly, perceptuallybased compression schemes, which do not attempt to minimize MSE, cannot be expected to prove their worth with a curve of MSE versus bit rate. Likewise, if one had a choice between transmitting a reduced-size image at higher quality, or a larger version at lower quality, the comparison of distortion-rate curves for the images at different resolutions would not be straightforward. In all these types of cases (region-based quality allocation, perceptual quality allocation, multiresolution images), we expect that our proposed framework for measuring and comparing recognition bit rates would be a useful method for comparing algorithms. In this paper, we compared JPEG and SPIHT, and also EZW and SPIHT. The SPIHT algorithm was significantly superior to JPEG for these recognition tasks under this experimental setup. The comparison of SPIHT and EZW also showed that SPIHT allowed image recognition to occur at significantly lower bit rates. In future work we intend to examine perceptually-based algorithms and multiresolution progression under this framework.
We expect that this type of testing will prove useful in other ways as well. It will be of interest to see what bit rates actually tend to correspond to "barely recognizable" quality. By varying the image databases used, and by varying the questions asked about them, one can explore whether perhaps, for fast browsing applications, image quality at ultra-low bit rates should be promoted even at the expense of having worse distortion-rate performance at higher rates.
