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ABSTRACT 
This paper presents a comprehensive study to find the most 
efficient bitrate requirement to deliver mobile video that 
optimizes bandwidth, while at the same time maintains good user 
viewing experience. In the study, forty participants were asked to 
choose the lowest quality video that would still provide for a 
comfortable and long-term viewing experience, knowing that 
higher video quality is more expensive and bandwidth intensive. 
This paper proposes the lowest pleasing bitrates and 
corresponding encoding parameters for five different content 
types: cartoon, movie, music, news and sports. It also explores 
how the lowest pleasing quality is influenced by content type, 
image resolution, bitrate, and user gender, prior viewing 
experience, and preference. In addition, it analyzes the trajectory 
of users’ progression while selecting the lowest pleasing quality. 
The findings reveal that the lowest bitrate requirement for a 
pleasing viewing experience is much higher than that of the 
lowest acceptable quality. Users’ criteria for the lowest pleasing 
video quality are related to the video’s content features, as well as 
its usage purpose and the user’s personal preferences. These 
findings can provide video providers guidance on what quality 
they should offer to please mobile users. 
Categories and Subject Descriptors 
H.5.1 [Multimedia Information Services]: 
Evaluation/methodology. H.5.2 [User Interfaces]: User-centred 
design 
General Terms 
Design, Experimentation, Human Factors. 
Keywords 
Acceptability, mobile video, quality, bitrate, encoding parameters, 
user profile, content type. 
1. INTRODUCTION 
Mobile video refers to the various forms of videos viewable on 
mobile devices, which can be downloaded and streamed in real 
time. Minimizing video bitrate is an important issue in mobile 
delivery for three main reasons. First, wireless networks prefer 
low bitrate to adapt to different bandwidth conditions. Second, 
users prefer low bitrate as most network providers normally 
charge for data usage. Third, video providers need to save costs 
associated with serving the content, especially if the users and 
amount of videos are rapidly growing. However, low video bitrate 
could lead to poor video quality, which would not be pleasing to 
watch. In general, lower bitrate corresponds to lower video 
quality under a particular video format. Fortunately, there is a 
nonlinear relationship between a user’s perceived quality and the 
video’s bitrate [1]. This offers an opportunity to find the lowest 
possible bitrate that will still provide an acceptable video quality. 
There are existing studies that have proposed the lowest 
acceptable bandwidth requirement for mobile TV quality [2-4]. 
However, these studies were subject to restrictions from older 
generation mobile devices with lower display resolution and 
relatively low bitrate choices (which would suit older network 
bandwidths). Thus, the results derived from the previous studies 
are not always suitable for current scenarios. Moreover, a recent 
study has identified that the lowest acceptable video quality is not 
equal to the lowest quality for long term viewing, and users’ 
requirements may change with more experience of watching 
mobile video [5].  
This paper presents a user study on mobile video quality 
requirements, aiming to find the lowest requirement for a pleasing 
viewing experience, thereby maintaining a balance between 
users’ satisfaction and bandwidth (cost) saving. The study was 
designed so that users would choose a desired video quality that 
would be comfortable for long term viewing, while considering 
that the bandwidth increases if they want higher quality. Based on 
the results and analysis, this paper presents important discoveries 
in mobile video user experience, namely: 
• the mapping of video bitrates to the subjective judgment of 
quality pleasantness, 
• impact of content type, video encoding parameters and user 
profile on mobile video viewing experience, and 
• users’ selection processes and their criteria for the lowest 
pleasing quality for different content types. 
The rest of this paper is organized as follows. Section 2 provides 
a review of previous studies on mobile video quality assessment. 
Section 3 describes the details of our user study, while Section 4 
presents the results from both quantitative and qualitative analysis. 
Section 5 further discusses some related issues, and then the paper 
is concluded in Section 6. 
2. RELATED WORK 
Many studies have demonstrated qualitatively that users’ 
requirements for mobile video depend on both social and 
psychological factors, including consumption model, service, user 
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 profile, contexts and the video quality [6]. Video quality is 
influenced by the technical elements of the video processing, such 
as spatial and temporal resolution and quantization; as well the 
features in the specific video content such as motion and texture 
complexity.  
For mobile video delivery, saving a user’s data download costs 
can be achieved by video bitrate reduction. There are three main 
factors influence bitrate: resolution, frame rate, and quantization 
parameters. Resolution reduction scales the size of the frames by 
transmitting fewer pixels, thereby reducing the level of detail in 
the frame. Frame rate reduction drops frames, which leads to 
frame jump. Scaling quantization levels drops chrominance or 
DCT coefficients, resulting in a loss of colors and detail. 
Moreover, in block-based video codec (e.g. H.264/AVC, MPEG, 
and WMV), blockiness and blurriness can be aggravated by 
coarser quantization [7]. Fortunately, the degradation in perceived 
video quality is not proportionate to the decrease in bitrate [1]. 
Thus, many researchers continue to explore methods to achieve a 
good user experience using perceptual quality oriented strategies. 
The commonly used method for evaluating perceptual quality is 
the scale-based subjective quality assessment using 5/9/11-scales, 
recommended by ITU [9]. However, the scale-based assessment 
overburdens participants, especially when they struggle to 
determine a proper score for the quality of a video. Binary choice 
method is therefore suggested to use in assessing acceptability of 
mobile TV (one kind of mobile videos) by McCarthy and Knoche 
et al. [3, 10]. The idea of acceptability is to identify the lowest 
acceptable quality level [10, 11]. In Knoche et al.’s user study [3], 
the impacts of image resolution, bitrate and content type on 
acceptability rating were addressed under the conditions of the 
maximum resolution of 320x240 pixels and the maximum 
encoding bitrate of 448kbps, which were restricted by the 
technology and devices at that time. In their further study [4], 
although a mobile device with higher screen resolution was used, 
the examined image resolution was still only up to 480x360 
pixels. As image size (resolution) has a significant impact on 
perceived video quality [3, 12], the previous studies using small 
screens, or testing for lower resolutions do not adequately address 
current issues. Since then, mobile devices have improved rapidly, 
supporting higher resolutions and having increased memory and 
processing capability. Moreover, people are generally more 
experienced with viewing high definition (HD) quality than they 
were previously. It is probable that the users’ requirements 
regarding mobile video quality have changed due to the 
improvements in mobile devices and the increased experience of 
viewing mobile videos.  
A recent user study used a more current model of a mobile device 
and tried to address more issues related to the user experience of 
mobile videos [5]. The qualitative study on users’ criteria on 
acceptability assessment revealed that a user’s opinion of whether 
or not a video’s quality is acceptable is different from whether the 
user is willing to watch it in the long-term. Therefore, we should 
differentiate them by stating that the lowest quality for pleasing 
use refers to the minimum quality that users would accept for 
regular viewing; and the lowest acceptable quality refers to the 
minimum quality that users would be willing to watch. 
Previous qualitative studies have addressed how users assess 
mobile video quality. In [3], the reasons for unacceptable quality 
for different content types, including animation, music, sports and 
news, depend on issues such as text detail, object detail, shot type, 
facial detail, jerky pictures, audio fidelity, color and contrast. In 
[13], visual quality factors were defined for different content, 
including details, erroneousness, blurriness, motion, clarity, text 
readability, and so on. Both studies confirmed that the criteria for 
visual quality are different for different content types, which is 
commonly explained by the features of content types. However, 
the question remains: are there other reasons related to the 
criteria? 
The cost versus performance issue in the multimedia domain has 
been discussed in [14], and it was found that there is a trade-off 
between quality of service (QoS) and price. When the price is 
perceived as too high, users would rather select the lowest 
acceptable QoS. Otherwise, they would tend to select the highest 
available level of QoS. Price is a commercial factor and the 
affordable price depends on each individual. In most real cases, 
users do not know how much they are spending on the video that 
they are watching. As most networks charge by data-flow, users 
generally hope to achieve the best quality at the lowest cost 
possible. When the networks do not have a data quota, network 
traffic control mechanisms may not always provide users with the 
highest possible quality, even though the network providers 
generally hope to obtain high user satisfaction. Hence, it is 
important to identify the threshold of quality in mobile videos, 
which maintains an acceptable balance between network and 
bandwidth. 
3. USER STUDY 
This study was designed to find the optimal video quality that 
users would be pleased to regularly watch on their mobile 
devices. To mimic real world scenarios, a popular representative 
of currently available mobile phones (i.e. the iPhone) was chosen 
as the test tool. The test videos were selected to represent the 
various characteristics of encoded video. 
3.1 Equipment 
This study was carried out on an iPhone 3GS with 16GB storage, 
3.5-inch (75mmx50mm) widescreen Multi-Touch display, and 
480x320-pixel resolution at 163 ppi. It supports H.264/AVC 
video format’s baseline profile, up to 1.5 Mbps, 640x480 pixels, 
and 30 frames per second. It supports AAC-LC audio format, up 
to 160 Kbps, 48kHz. 
3.2 Test Materials 
To represent the typical video content of mobile TV [15-17], we 
used five video content types in the user study, namely, news, 
music, animation, sports and movie, as described in Table 1.  
It is important to use real material for a user-oriented study [18], 
therefore all videos were selected from recorded news and sports 
videos, trailers of movies and animations, and a clip of music TV. 
The test video content was selected to be representative of the 
content types, and comparable with previous studies [2, 3]. Each 
test video was encoded using various combinations of parameters: 
quantization parameter (QP), spatial resolution (SR) and frame 
rate (FR). From these combinations, we obtained 30 test clips, 
which have different qualities in terms of bitrates. The 30 test 
clips were then divided into three groups L, M and H, 
corresponding to three SR: 320x240 pixels, 480x320 pixels, and 
640x480 pixels respectively. The purpose of this SR-based group 
separation is to compare the impact of various image resolutions 
as different mobile devices support different display resolutions. 
Table 2 shows the encoding parameters of the 10 test clips in each 
of the SR groups, which are presented in bitrate ascending order. 
To remove any additional (and unwanted) quality impairments, 
the test clips were all encoded at high resolutions (>=1280x720) 
and high bitrates (>2048kbps). To meet the requirements of the 
testing device (iPhone), the video format was defined as 
H.264/AVC baseline 3.0. As this paper does not evaluate the 
effect of audio, the videos were encoded using a uniformly high 
quality of audio AAC, 64kbps and 48kHz to ensure participants 
would understand the content and enjoy the viewing experience.  
 
Table 1. Description of test video content types 
 
Animation (An) 
Planet 51 trailer 
(2:16) 
 
Movie (Mo) 
The Back-up Plan 
trailer (2:20) 
 
Music (Mu) 
Miley Cyrus – 7 
Things MV (3:30) 
  
News (Nw) 
A clip from Channel TEN 
news in 2009 (3:50) 
 
Sports (Sp) 
A clip from Spain vs. South 
Africa in FIFA 2009 (5:20) 
Table 2. Encoding parameters for one SR group (e.g. 320x240, 
480x320, and 640x480) 
No. QP FR (fps) No. QP FR (fps) 
Clip1 40 12.5 Clip 6 32 25 
Clip 2 40 25 Clip 7 28 12.5 
Clip 3 36 12.5 Clip 8 28 25 
Clip 4 36 25 Clip 9 24 12.5 
Clip 5 32 12.5 Clip 10 24 25 
3.3 Participants 
Participants were recruited in the lounge area outside of a 
university library, where, based on our observations, the activity 
of viewing mobile videos often occurs. We offered coffee 
vouchers for their time and emphasized that they should 
participate in the study as naturally as possible, and that there 
would be no assessment made on their viewing performance. 40 
participants took part in the quality assessment test for all the five 
content types. The participants comprised an equal number of 
males and females, in the age range of 17-35 (average age = 
23.2). All participants reported normal color vision and confirmed 
that they had not previously watched the test videos, which was 
important to determine if the impact of content recognition 
needed to be considered [19]. We also collected other participants’ 
profiles related to their experience using mobile video, as listed in 
Table 3. A participant could have multiple preferences for video 
content type, and his/her prior experience in watching mobile 
video was classified based on whether he/she had used mobile 
video for over six months and whether he/she watched mobile 
videos at least once a week. The information was used to perform 
statistical analysis on the effect of user profile on the quality 
acceptability. In addition, it should be pointed out that there were 
two participants who worked in the area of image or video 
processing. However, as we did not find any significant 
difference in their assessments compared to other participants, we 
included these two participants in the subsequent data analysis for 
greater external validity.  
Table 3. Participants’ profiles (Out of 40) 
Experience in watching mobile video 
• Frequency: at least once a week 
• Duration: less than six months 
 
21 (52.5%) 
20 (50%) 
Preference for content types 
• Animation 
• Movie 
• Music 
• News 
• Sports 
 
11 (27.5%) 
24 (60%) 
16 (40%) 
10 (25%) 
12 (30%) 
3.4 Procedure 
To guide the participation, we told participants that the purpose of 
this study and the test scenario was as follows: “This study aims 
to find out what quality of mobile video is the lowest acceptable 
for common use, based on the user’s viewing experience.” [,,,] “In 
this study, the quality of your viewing video is adjustable. BUT 
the scenario is that the higher the quality you watch, the more the 
bandwidth (cost) you would have to spend. Your task is to adjust 
the quality of video to reach an optimal trade-off between viewing 
experience and cost. The optimal trade-off means that you should 
pick up the lowest quality possible, but you would still feel 
comfortable (i.e. pleased) to watch and are willing to use this 
kind of quality of videos regularly.”  
Further explanation was as follows: “The scenario is that you 
want to have a nice viewing experience but sometimes the 
network bandwidth does not support very high quality video or 
you may worry that it would cost too much on your data plan. We 
are experimenting to find the quality borderline where you can 
still enjoy the watching experience, but the bandwidth (cost) is the 
lowest possible. So we are asking you to select the lowest quality 
that you feel would be comfortable and enjoyable to watch 
regularly.” 
After ensuring the participants understood the task, the data 
collection procedure started and was completed in 20-25 minutes 
with three steps. Step1: participant’s profile collection. Step 2: the 
participant randomly chose the video contents. While watching, 
they could adjust the video quality to decide the preferred quality 
under the scenario of cost saving. Step 3: a short interview (about 
five minutes) was performed to further understand the user’s 
experience. 
To ensure that the first two steps could be achieved smoothly, we 
custom designed an iPhone application, of which screenshots are 
shown in Figure 1. First of all, the participant’s profile was 
required, including name (or nickname), age, gender, content type 
preference, and experience in viewing mobile video. All the 
information was collected by choosing an answer for each 
question as shown in Figure 1(a). Then, the participant chose one 
type of content and played the test videos by touching the 
corresponding cells in the content list (Figure 1(b)). For example, 
if the news video was chosen, the cells with name “News L”, 
“News M” and “News H” had to be watched one after another in 
 any order. Each cell corresponded to a spatial resolution group, 
containing 10 test clips encoded with different combinations of 
QP and FR parameters (see Table 2). Check marks were used to 
remind the participants which videos had been viewed. 
To consider the possible effect of a change in direction of quality 
(i.e. low to high or high to low), we asked half of the participants 
to view the test clips in a bitrate ascending order and the other 
half to view the videos in a descending order. During the 
ascending order viewing, the first displayed video quality was the 
clip with the lowest bitrate. He/she could switch to a higher 
quality by swiping up or right on the middle of the screen 
(illustrated in Figure 1(d)). When the current video was at a 
higher quality level, the participant could also shift to a lower 
quality by swiping down or left. After swiping, the next quality 
video continued to play from the current playback time (with up 
to one-second’s overlap) rather than from the beginning. This was 
to minimize the effect of quality switch on people’s viewing. 
After quality adjustments participants could choose to keep 
watching until the end of the video content or stop watching once 
they determined the lowest pleasing quality. All data of user’s 
information and interactions while viewing videos were stored 
into a database file and exported to our machine for data analysis, 
as well as viewed from a results page (Figure 1(c)) by participants 
for their interest. 
                 
  (a)   (b) 
 
  (c)   (d) 
Figure 1. Screenshots of the test iPhone application 
The main advantage of using the custom designed iPhone 
application during the user study is that data collection could be 
automatically and implicitly performed without interrupting 
participants’ viewing. The streamlined test process was faster and 
participants were less likely to become tired and bored. 
Generally, the follow-up interview was very short and took less 
than five minutes. Two main questions were asked. 
• What criteria did you use to select the desired video 
quality? 
• Is there any difference between your criteria for different 
content types? Why? 
4.  RESULTS 
We used both quantitative and qualitative data for our analysis. 
The quantitative data were obtained from tracking users’ 
interactions with the test tool while they were choosing the 
acceptable video quality. The qualitative data were obtained from 
interviews to provide further discussion on related issues.  
In order to perform statistical analysis, we firstly transformed 
each subject’s evaluation into binary data to denote whether a 
certain video quality is acceptable for pleasurable viewing or not, 
with 1 and 0 respectively. At a given resolution, the video clips 
that had lower quality (based on their bitrate) than the selected 
lowest acceptable clip were regarded as “unacceptable”; whilst 
those clips with higher quality will be regarded as “acceptable”. 
In total, 6000 quality assessments (0/1) were obtained from the 
150 test clips used by 40 participants.  
Using this data, we calculated the acceptability for each clip. In 
this paper, “acceptability” refers to the percentage of participants 
accepting a video quality as the lowest pleasing quality. The 
acceptability was then used to indicate the required quality to 
meet the user’s requirements.  
Using the binary data from the 6000 quality assessments, we also 
conducted Binary Logistic Regression analysis to examine 
whether the user viewing experience is influenced by various 
factors, such as video encoding parameters, content type, viewing 
order and user profiles. Post-hoc within-subject tests were 
followed using a non-parametric McNemar’s test to compare the 
difference between two related conditions for dichotomous data 
[20].  
From the recorded quality-selection tracks, user’s behavior when 
selecting their required video qualities can also be probed. In this 
part, two non-parametric methods, the Kruskal-Wallis test and the  
Mann-Whitney test [20], were used to compare the medians of 
multiple and two groups of continuous data of spent time.  
4.1 Acceptability and Encoding Parameters 
Figure 2 shows the mean acceptability lines of pleasing quality 
for all kinds of content types and resolution groups (i.e. the 
percentage of each test clip was rated as acceptable). From this 
graph, it can be observed that the acceptability is different from 
content to content, and from resolution to resolution. In general, a 
movie video gains much lower acceptability than others, whereas 
a news video gains higher acceptability. Moreover, the difference 
between content types reduces with the increase of resolution 
from 320x240 pixels to 640x480 pixels. The next subsection will 
further verify this phenomenon with statistical analysis.  
For the purpose of differentiating the degree (or extent) of users’ 
satisfaction, we define four stages of the acceptability, 0-40%, 41-
60%, 61-80%, 81-100% respectively. The acceptability of less 
than 40% should be avoided as it will disappoint users; 41-60% is 
the critical state, indicating a risk of annoying users；61%-80% 
means that the quality can please most users; and over 80% can 
achieve high user satisfaction. Based on Figure 2, at the highest 
resolution of 640x480 pixels, QP<=32 can meet 80% of user 
requirements for all content types; while at 320x240 and 480x320 
pixels resolutions, a lower quantization level (QP<=24) is needed 
for movies and sports than for other content types (QP<=28). Due 
to the close relationship between perceptual video quality and 
bitrate [1], we draw the bitrate-acceptability curves for each 
content type (shown in Figure 3), and list the range of bitrates for 
acceptability distributions (shown in Table 4). 
Using the same video encoder, different content types were 
encoded into different bitrates under the same encoding setting of 
QP, SR and FR. Figure 3 also shows an obvious effect of content 
type on the bitrate acceptability. In general, a video at a high 
resolution of 640x480 pixels needs a higher bitrate to reach the 
same acceptable quality as videos that were obtained at lower 
resolutions of 320x240 or 480x320 pixels (see Figure 3 (a, c-f)). 
This can be explained by the fact that a higher image resolution 
needs a higher encoding bitrate to reach the same objective 
quality. However, this tendency is not obvious for the movie 
video (see Figure 3 (b)), which may be due to participants’ 
attitudes towards a movie, as highlighted in the next subsection of 
user criteria. For the sports video, the acceptability rises with the 
bitrate much more slowly than for other content types, as 
generally more encoding bits are required for fast motion content.  
Based on the mapping between the encoding bitrate and the 
quality acceptability (as listed in Table 4), we suggest that at 
320x240 pixels and 12.5fps, the encoding bitrate of mobile 
viewing should not be lower than 200kbps for animation, movie 
and music videos, 120kbps for news videos, and 250kbps for 
sports videos. To reach a high level of user satisfaction, the bitrate 
requirements should be: 200kbps for news, 300kbps for animation 
and music, 350kbps for movies, and 500kbps for sports with 
small and many objects (e.g. soccer). 
 
 
Figure 2. Mean acceptability of test clips for five content types 
4.2 Influencing Factors on Quality 
Acceptability 
To examine the impacts of various factors on quality 
acceptability, such as video encoding parameters, user profiles, 
content type and viewing order, we conducted a Binary Logistic 
Regression analysis. In this analysis, binary values indicating 
whether a quality is acceptable were used as dependent variables. 
Whereas nine predictors, namely: quantization parameter (QP), 
spatial resolution (SR), frame rate (FR), content type (CT), 
gender, age, frequency (of viewing mobile videos), duration (of 
viewing the video), and viewing order, were used as independent 
variables.  
According to Wald statistics and the associated probabilities, 
which provide an index for the significance of each predictor, all 
the variables: QP, SR, FR, content type, gender, frequency, 
duration, and viewing order were found to provide significant 
contributions to the acceptability prediction (p < .05), except age 
(z = 2.94, p > .05). 
To explore how these factors influence mobile user’s acceptance 
of video quality, we performed a follow-up analysis for each of 
the influencing factors. 
4.2.1 Effect of content type  
A significant impact of content type was found as a result of the 
regression analysis ([χ2(4)=199.544, p<.001]). Since the same 
participants made the binary evaluations for each content type, we 
employed the McNemar test to compare the acceptability 
difference between any pairs of content types. The results showed 
that a significant impact of content type on quality acceptability is 
mainly reflected between movie and music, movie and news, and 
movie and animation (p<.05). This is consistent with the 
observation from Figure 2 that at the same encoding setting, the 
quality of movie video is less (likely to be) accepted than the 
other content types.  
The statistical results also indicated that as the spatial resolution 
is decreased, more encoding setting points showed a significant 
effect on content type. For example, the apparent acceptability 
gap between movie and music exists at 5 points (in clip 5-9) for 
320x240 pixels, but only 2 points (in clip 3-4) for 640x480 pixels 
(see also Figure 2). However, with respect to their bitrates, the 
difference in quality acceptance between various content types 
mainly concentrates on a relative low bitrate range, around 200 to 
400 kbps regardless of the spatial resolution. 
4.2.2 Effect of Encoding Parameters 
Binary logistic regression analysis showed that the acceptability 
of video quality significantly increases with the: 
• decrease of QP ([χ2 (4)= 1337.234, p<.001]),  
• increase of SR ([χ2 (2)= 396.268, p<.001]), and  
• increase of FR ([χ2 (1)= 171.899, p<.001]).  
The McNemar test revealed that when other encoding parameters 
are fixed, there were great differences among adjacent QP values, 
and between the lowest image resolution of 320x240 pixels and 
other resolutions (p<.001). However, the significant difference 
between 480x320 pixels and 640x480 pixels only occurred when 
content types were animation (p<.05) and movie (p<.001). 
 
  
(a)      (b)     (c) 
 
 (d)     (e)                                                            (f)  
Figure 3. Relationships between bitrate and quality acceptability 
Table 4. Mapping relationship between average bitrate and quality acceptability 
Accept-
ability (%) SR (pixels) FR (fps) Animation Movie Music News Sports 
41-60 
320x240 12.5 180-230 230-290 210-250 120-150 250-380 25 200-270 230-290 220-270 150-200 400-580 
480x320 12.5 200-230 230-290 260-300 140-180 320-450 25 200-270 270-320 300-350 160-210 320-460 
640x480 
12.5 300-350 270-310 350-430 210-280 420-600 
25 350-410 270-320 380-480 250-300 450-620 
61-80 
320x240 12.5 230-320 290-360 250-300 150-200 380-520 25 270-350 290-380 270-350 200-250 580-850 
480x320 12.5 230-350 290-360 300-380 180-230 450-630 25 270-350 320-390 350-400 210-260 460-850 
640x480 12.5 350-450 310-400 430-550 280-360 600-850 25 410-550 320-400 480-670 300-450 620-1000 
4.2.3 Effect of viewing order 
A significant impact of viewing order ([χ2 (1) = 7.242, p = .001]) 
showed that the quality acceptability obtained in the descending 
order (from high bitrate to low) was lower than that obtained in 
the ascending order. This conclusion is in accordance with the 
effect of image resolution order given in [3], where participants 
who viewed clips decreasing in image resolution were less likely 
to accept the video quality. However, the significant difference is 
related to content types. Separate Mann-Whitney U tests for each 
content type showed that the order influence was not significant 
for movie ([z = -.355, p = .723]) but was significant for animation, 
music, news and sports (p < .025). Due to the significant impact 
of viewing order, when analyzing the impacts of user profile, the 
dependency between order and user profile was considered. 
4.2.3 Effect of User Profile 
Logistic regression was used to test four characteristics of the 
user profile: gender, age, experience with mobile video: 
frequency (of at least once per week) and duration (whether 
having watched mobile video in the last six months). It was found 
that gender [χ2(1)=23.988, p<.001], frequency [χ2(1)=8.12, 
p=.004], and duration [χ2(1)=9.915, p=.002] significantly 
influenced users’ experience. Figure 4 illustrates these effects. It 
was observed that frequent watchers (at least once per week) had 
a lower acceptability than those who do not often watch mobile 
video; while long-term experienced users (>6 months) had 
slightly more tolerance for a low video quality than the short-term 
or non-experienced users. Also, the acceptability score for women 
was much higher than that for men. However, this tendency was 
only distinct when viewing test clips in ascending order because 
gender had a significant interaction with viewing order in the 
quality evaluation ([χ2(1)=104.731, p<.001]).  
There was no significant interaction between duration and order, 
and between duration and gender (p>.05). However, there were 
significant relationships between frequency and gender, and 
frequency and duration (p<.001) (shown in Figure 5). The effect 
of frequency on quality acceptability was mainly found in male 
and long-term users. In other words, among male and long-term 
users of mobile video, frequent viewers require higher pleasing 
quality than non-frequent viewers. 
In our experiment, user’s preference for a content type was not 
count-balanced. For example, less than 30% of participants liked 
news and sports and about 70% of them disliked news and sports. 
Due to the large gap, we could not state that the impact of user’s 
preference is significant. However, an obvious difference of 
average acceptability between people who like and dislike the 
content types was observed. Figure 6 illustrates the average 
acceptability for animation and sports. In accordance with the 
conclusion in [19], we found that content types that match a 
user’s preference generally collected a higher rating. For instance, 
people who like animation were more likely to accept a lower 
video quality. However, sports video took an opposite direction, 
whereby sports fan were less likely to accept lower video quality. 
We will conduct further discussions regarding this phenomenon 
through analyzing the interview data. 
4.3 Quality Selection Patterns 
In this experiment, we also recorded users’ trajectories while 
selecting the final (pleasing) quality, including the video clip 
names and the quality-switching time in milliseconds. Since the 
data on the switching time was not in normality distribution 
(based on the Kolmogorov-Smirnov test p<.05), non-parametric 
tests were used instead. In general, the mean time for switching 
quality is about 3.342 seconds. The Kruskal-Wallis Test indicated 
that there was a significant difference among the mean time for 
the five video content types ([χ2(4) =55.586, p<.001]). The post-
test using Mann-Whitney tests revealed that the average time 
spent on news video was much lower than that of other content 
types (p<.001); and the average time spent on sports video was 
significantly lower than animation but higher than news (p<.001) 
(see also Figure 7 (a)). Moreover, people spent much more time at 
the chosen quality level (mean = 4.487s) than other quality levels 
(mean = 2.792) ([z=-16.384, p<.001]). 
When people opted for the quality close to the lowest pleasing 
threshold, two patterns of selection behaviors were observed. In 
Pattern 1, participants directly chose their target qualities without 
hesitation, while in Pattern 2, participants bounced to and from 
the lower or higher qualities to do a comparison before making 
their final decision. Pattern 1 mostly happened when viewing in 
the quality ascending order; while Pattern 2 was predominant in 
the quality descending order. This finding is most likely to be 
related to the test purpose of selecting the lowest pleasing quality. 
When users viewed videos from low quality to high quality, once 
they found the current quality was good enough and much better 
than the previous one, they could directly choose the current one 
as the lowest pleasing quality. However, when viewing from high 
to low, they often had to check at a low quality stage to see how 
poor the next quality would be, and they then returned to a 
desired quality stage, and compared several adjoining qualities to 
make the decision.  
 
Figure 4. Effects of user profile (gender, frequency, duration) 
on quality acceptability 
 
Figure 5. Relationships between frequency and gender, 
frequency and duration 
 
Figure 6. Effect of user’s preference for content types on 
quality acceptability 
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Figure 7. (a) Mean quality selection time for five content types 
(b) Examples of quality selection patterns 
Although not dominant, pattern 2 still existed in the ascending 
order. The bouncing-back behavior usually occurred at the 
beginning of selecting a quality and within only one quality level 
from the key quality. Once the quality ruler was built, the 
following selections were direct and quick. Figure 7 (b) 
demonstrates two examples of pattern 2. Similarly, pattern 1 also 
appeared in the descending order. Furthermore, though belonging 
to the same pattern 2 in the descending order, some participants 
adjusted video qualities recognizably less frequently than others.  
4.4 Criteria of Acceptable Quality 
This section focuses on how users typically assess the acceptable 
quality of different content types for meeting their requirements 
of natural daily viewing. Our study confirmed that people have 
different assessment criteria for different content types [3,13,19], 
evidenced by the qualitative data from 28 interviewees’ opinions. 
However, it is more interesting to know why users make different 
judgments and how their criteria explain the results from the 
quantitative analysis. 
For movie video, one participant’s words can represent the 
majority of other opinions: “I have a higher quality requirement 
for movie than other video types. I need the actors or actresses’ 
faces clear enough to recognize their expressions. Since movie is 
commonly watched in a HD quality on a cinema screen or a 
TV/PC screen, it should be also vivid on a mobile device screen; 
and HD is good if possible.”  
Obviously, affected by the experience of watching high definition 
(HD) films, users want a HD movie even on a small screen device. 
This is consistent with the assessment results about required 
bitrate and encoding parameters for the movie: at the highest 
resolution (640x480 pixels), a medium quantization quality 
(QP=32) can meet their needs; however, when the resolution 
drops (480x320, or 320x240 pixels), a higher quantization quality 
(QP = 28, 24 respectively) is needed to compensate for the loss of 
resolution. 
For news video, audio quality and the synchronization of audio 
and video seem more important than video quality.  
“… I don’t like it if the speaker’s lips movement doesn’t match 
the speech.” 
“… I never thought of the news quality. Well, I mean I just watch 
what the websites show to me….” 
“… It should be clear, but needn’t be as clear as movie.” 
The difference in criteria for news and movie can be used to 
explain why news is accepted the easiest whereas it is most 
difficult to satisfy users with a movie. 
For music video, participants mentioned the audio quality. Their 
focus is not mainly on the video quality, thus if the image is not 
too blurry or pixelated, they will accept it. Some participants also 
mentioned facial details, because the music video test clip 
contained a lot of close-up shots of singers. Despite the fact that 
the music video used was a fast-rhythm song, there was no 
statement about a “jerky picture”, which was heavily commented 
about in the music content type in Knoche et al.’s study [3]. We 
think this arises from the selection of music video itself, as 
Knoche et al.’s explanation of “the problem seemed to lie with a 
disruption of rhythm associated with the music being played”.  
Participants had fewer requirements for animation. They mainly 
do not like blockiness, as smoothness is the key for achieving a 
pleasing quality. This is consistent with the fact that animation 
videos generally contain vivid colors, high contrast and frame 
changes. 
“It doesn’t matter what the animation’s quality is. I mean almost 
all given qualities were not bad, but if no blocks in the picture it 
will be nice. Also, I found that in some qualities, frame changed 
too fast, it made me feel a little bit uncomfortable.” 
For sports video, most participants agreed that when small objects 
exist, they need a higher quality compared to the big objects. The 
objects should also move smoothly.  
To explore the opposite impact of user’s preference for sports 
video on the acceptable video quality, we compared the interview 
data from both people who like and dislike a certain video content 
type. For news video, news fans do not necessarily require a high 
quality because their main purpose in watching news video was 
for information, which can be obtained by listening more than 
watching. However, for users who do not like news, they wanted 
the people’s faces in the video to be clear (i.e. not too blurry). 
This finding is in accordance with the finding in [5], but 
inconsistent with [19]. In contrast, sports fans always wanted the 
video quality to be as high as possible so that they could clearly 
see the players and the ball on the small screen. As for other users 
who are not keen on sports, their attitudes are quite interesting. 
They thought that the players were too small to recognize on the 
small screen even in a high quality video. As such, for those 
users, high quality was not necessary for sports video. And they 
accepted a quality in which they could see enough of the game to 
understand what was going on and the movement was not jittery. 
The derived effects of preference for sports video contradicts the 
conclusion from [5], in which people who were fond of sports 
were more accepting of a lower quality. The conflict is associated 
with our study’s evaluation scenario - cost saving but happy to 
use. Although the sports fans may accept a poor quality, they are 
more willing to pay more for a high quality. 
5.  DISCUSSION 
To maximize user experience of mobile video, it is essential to 
understand users’ requirements for video quality. This 
requirement is related not only to the video quality itself, but also 
to a user’s profile. Studying the effect of user profile on quality 
acceptability can benefit personalized mobile video delivery. For 
example, a high quality of sports video is generally required in 
order to satisfy sports fans, whereas, a high quality of news video 
is needed to avoid disappointing occasional news watchers. 
As for the acceptable bitrate, Knoche et al. [2, 3] previously 
stated that at 320x240 pixels resolution and 12.5 fps, movie and 
music requires about 200 kbps bitrate to be acceptable by 80% of 
participants; news only needed 100 kbps while football needed 
over 300 kbps. However, using the same conditions, our results 
indicate that the bitrate requirements are about one-and-a half 
times higher than Knoche et al.’s findings. For example, over 
300kbps for animation, movie, music, 200kbps for news, and 
520kbps for sports. However, the bitrate requirements for 40% of 
acceptability are similar to Knoche et al.’s results (see Table 4). 
We argue that the remarkable increase in expectation is due to 
two main reasons. Firstly, user’s requirements for mobile video 
quality have increased, along with the development of video and 
mobile technologies. Current users have much more exposure to 
high-resolution videos than previously, and the enhanced 
experience in turn promotes the increase in a user’s requirements 
(and expectations). This impact is demonstrated in our study by 
the user’s criteria for movie videos (i.e. they want much higher 
quality as they are used to HD videos), and the requests for higher 
quality from frequent watchers of mobile video. Secondly, the 
lowest quality requirement for regular and pleasing viewing 
experience is generally higher than that of the lowest acceptable 
quality. Another possible reason is the change in social 
expectations of mobile video quality. The social expectations 
refer to the norms that give regularity to the behavior of watching 
mobile videos and make predictable interaction between members 
of the social group [21]. It is assumed that in 2005 [2, 3] people 
generally expected a relatively low video quality on a mobile 
device because the common devices did not have high display 
resolutions, nor were many high quality videos introduced to 
users. However, this paper does not have explicit evidence to 
show that effect. It will be an interesting study to obtain a deeper 
insight into this issue.  
Considering the impact of content features (spatial and temporal 
complexity) on the encoding bitrate, we should point out that the 
lowest acceptable bitrates for various content types given in this 
paper are only the estimated range of bitrates as the exact bitrate 
depends on the individual video content itself. In spite of the 
bitrate differences among content types, a commonality can be 
observed in terms of the encoding parameters. That is, to achieve 
a good user experience (based on 80% of acceptability), the 
quantization parameter (QP) should be less than 28 under the 
resolution of 320x240 pixels and 32 under the resolution of 
480x320 and 640x480 for animation, music and news; but for 
movie and sports, it should be less than 24, 28 and 32 under the 
three resolutions respectively. Moreover, it should be noted that 
the lowest acceptable bitrate for the five content types is 
dependent on the encoding standard of the H.264/AVC Baseline 
3.0 profile, which is required by iPhone 3GS. In fact, the 
encoding bitrate varies across encoding standards (such as H.264 
and WMV) and encoding levels (such as baseline and high 
profile). Since the usable encoding settings depend on the 
supported platform, the lowest acceptable bitrate might be 
different for different platforms.  
With regards to the quality selection behavior, some users make a 
decision quickly but some are very careful. A question arose from 
this phenomenon: do people prefer an adjustable quality-
providing mode or a direct quality-providing mode? The former 
allows users to change the quality level; while the latter refers to 
providing users with a fixed quality that is accepted by most 
people. 
In this study, our aim is not to investigate how cost influences a 
user’s requirements in the selection of mobile video quality, but 
using cost as an assumption condition to instruct users to select 
the lowest pleasing quality. The scenario-based user study aims to 
gain a closer user experience. The results can give video 
providers guidance on what quality they should offer to mobile 
users and in what range the quality should be adjusted. 
6.  CONCLUSION 
Mobile video users prefer to watch high quality videos at the 
lowest possible bandwidth (which often directly means cost). 
Video providers want to provide optimal quality to please users, 
while maintaining storage savings and speeding up video 
delivery. To serve both requirements, the paper attempted to 
answer: “where is the break-even point in mobile video quality?” 
To answer this question, we performed a thorough user study on 
quality acceptability of mobile video for five typical content 
types: animation, movie, music, news and sports.  
Through the statistical analysis, we address the significant 
impacts of content type, encoding parameter, and user profile on 
the acceptability of mobile video quality. It was found that: (i) the 
acceptability of video quality increases significantly with the 
decrease of the quantization parameter (QP) and the increase of 
spatial resolution (SR) and frame rate (FR); (ii) there is a stronger 
relationship between acceptability and content type at a relatively 
low bitrate range of 200 - 400kbps; (iii) female users and people 
who seldom watch mobile video are more likely to accept a lower 
quality than their counterparts.  
We also provide general bitrate requirements and the 
corresponding encoding parameters for the five content types. It 
is suggested that: (i) with 80% of acceptability as the threshold, 
the encoding bitrate for a 320x240 pixel image resolution should 
be over 200kbps for news, 300kbps for animation and music, 
350kbps for movie, and 500kbps for sports; (ii) at higher 
resolutions, such as 480x320 pixels and 640x480 pixels, a higher 
than 60% of acceptability can be achieved if the bitrate is greater 
than 300kbps for news, 400kbps for animation, movie, and music, 
and 800kbps for sports; and (iii) for videos with resolutions of 
higher than 480x320 pixels, a quantization parameter (QP) of less 
than 28 is required to meet the requirements for quality 
acceptability, regardless of the video content types. 
Compared to previous work, we find that the lowest quality 
requirement for regular viewing is much higher than the lowest 
acceptable quality. This may be caused by not only the scenario 
difference between the pleasing and long-term use and the short 
time viewing, but also the increasing user demand for quality due 
 to the advance of video technology and the growth of experience 
in watching mobile video. From the follow-up interviews, 
participants’ criteria for selecting the lowest pleasing quality 
explain their different requirements for different content types. In 
general, users expect a high quality movie, even on a mobile 
device with a small screen. However, they do not expect high 
video quality for music and news, but rather, good sound and 
synchronization of audio and video. Those who like a particular 
video content type can usually accept a relatively low quality, but 
the opposite is found in sports’ fans who expect higher quality 
sport videos to see their favorite players’ details clearly. The 
criteria show that a pleasing quality significantly depends on a 
user’s purposes and preferences for content types. 
The findings from this study make connections between users’ 
requirements and the underlying technical parameters, and add to 
our understanding about the influence of user profiles on their 
requirements. This study suggests that it is important for mobile 
video providers to take into consideration the increase in users’ 
requirements, in order to deliver a pleasing video quality to users. 
For future work, it will be interesting to study in-depth how users’ 
requirements have changed and how user profile, usage cost and 
environment, and social expectations affect the user experience in 
mobile video. Our ongoing research focuses on an extensive user 
study and user experience modeling of mobile video to establish 
optimal video delivery strategies and prediction models to meet 
mobile video user’s satisfaction. We will also study the question 
raised in this paper on the effect of the quality-providing mode to 
seek a better interaction between users and video delivery systems. 
Other aspects of influencing user experiences of mobile video, 
such as cost and social expectation, may also be further explored.  
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