Introduction
Robust and efficient analytical tools for analyzing sequence similarity and variation are becoming increasingly important components of biological research (Collins et al., 1998) . While protein domains having similar structural and functional features may vary significantly in sequence (Holm and Sander, 1994; Mirny et al., 1998) many groups of biologically related proteins can be distinguished by the occurrence in their sequences of * To whom correspondence should be addressed. particular patterns of amino acids recognized as motifs or signatures (Bairoch, 1993; Bucher et al., 1996; Bork and Koonin, 1996) . The recognition of motifs is based on the principle of local multiple sequence alignment (Smith et al., 1990; Waterman and Jones, 1990; Shuler et al., 1991; Depiereux and Feytmans, 1992; Lawrence et al., 1993; Bailey and Elkan, 1994; Henikoff et al., 1995; Brocchieri and Karlin, 1998) . In contrast to global alignment, whose aim is to align optimally complete sequences from end to end, local alignment aims to extract relatively short ungapped segments common to all or to some of the sequences. Each sequence may have several such distinct segments separated by gaps of variable length. In those cases where sequences are not closely related and for which common segments cannot be located 'by eye', the rigorous solution of a multiple alignment problem is known as a hard computational problem (Stormo and Hartzell, 1989; Lukashin et al., 1992; Wareham, 1995; Gotoh, 1996) . Indeed, if there is a set of N sequences of average length L, and a common pattern of width W is to be identified, then the number of computational operations required for finding the best alignment is O(W · N 2 · L N ). In fact, it has been shown that even for sum-of-pairs score the multiple alignment problem is likely NP-complete (Wang and Jiang, 1994) . Since the combinatorial complexity of the problem makes an exhaustive search inefficient for any interesting case, all available methods are approximate or heuristic ones; that is, there is no guarantee that these practical methods find the best alignment. Here we report an algorithm having for many practical instances a polynomial, rather than combinatorial, computational complexity for rigorously solving the local multiple alignment problem. The algorithm essentially implements the idea of dead-end elimination that has been put forward for prediction of protein side-chain positioning (Desmet et al., 1992; Lasters and Desmet, 1993; Goldstein, 1994; Lasters et al., 1995; De Maeyer et al., 1997; Dahiyat and Mayo, 1997; Desjarlais and Clarke, 1998) . Using certain rejection criteria, our algorithm aims to identify segments and pairs of segments that are mathematically provable to be incompatible with an optimal alignment. As a consequence, the vast majority of combinatorial possibilities can be eliminated without considering them explicitly, and a unique best solution may be reached relatively rapidly. Although one cannot guarantee a polynomial-time convergence of the algorithm in all possible cases, its application to difficult but well understood alignments demonstrates the robustness and practicality of the method.
Methods
Globally optimal matching score For the sake of the simplicity of notation, we describe the algorithm for searching for a single optimal pattern of fixed width and then briefly discuss generalization issues. Let us consider a set of N sequences having components (amino acid residues) S(l i ), where i and l i denote sequence number and position within the sequence, respectively. Given a pattern width W , each possible alignment is uniquely defined by a set of left-end positions (l 1 , l 2 , . . . , l N ) for segments constituting the alignment. We use the sum-of-pairs matching score of a multiple alignment that can be written as
where F(l i , l j ) is the pairwise matching score for segments starting at positions l i and l j within sequences i and j, respectively:
The function Comp[X, Y ] compares two symbols X and Y . It can be chosen as a simple 'match-mismatch' rule
or can reflect the degree of similarity in accordance with a substitution matrix (Henikoff, 1996) . The best alignment is defined by a set of left-end positions (l G 1 , l G 2 , . . . , l G N ) resulting in the globally optimal matching score: (4) implies that any possible alignment must have a matching score less than or equal to F G . Note that although the matching score for multiple alignment can be represented as a sum of pairwise alignments [equation (1)], all sequences must be aligned simultaneously. Therefore, either or both of the two segments constituting a best pairwise alignment may or may not participate in the best multiple alignment.
Lower and upper boundaries
The number of computational operations needed to find the best multiple alignment is reduced if an algorithm explores solutions near the global maximum. A lower boundary for the value F G (4) can be estimated as it follows. Consider a particular segment l i , i.e. the segment starting at position l i within sequence i. The segments that have the best pairwise matching score with the specified segment l i , that is, the segments
constitute one of possible multiple alignments. Now let us compare such alignments for all possible segments l i , for all sequences i = 1, . . . , N , and select, among these possibilities, the alignment having the best multiple matching score (1). By definition of globally optimal matching score F G (4), the chosen alignment cannot be greater than F G . Therefore, it may be considered as a lower boundary for the F G value:
The upper boundary for globally optimal matching score, F max ≥ F G , can be estimated, for instance, as the sum of best pairwise alignments.
Criteria for the dead-end elimination
Let us take a probe value F * from the interval F min ≤ F * ≤ F max , and assume that F G ≥ F * . For example, this is always true if F * = F min . We now derive a criterion of whether a particular segment is compatible with the best alignment. By isolating the contribution of sequence i in the best alignment one obtains
From (7) and straightforward inequalities
Now consider a segment l i obeying the inequality, which is opposite to the above one:
Since the right-hand sides in (10) and (11) are identical, the following inequality holds true:
This implies that l i = l G i , and segment l i is incompatible with the best alignment. Consequently, all segments l i , for i = 1, . . . , N , obeying the inequality (11) and, therefore, all alignments comprising such segments should be eliminated as dead-ending. Note that the number of computational operations required for evaluating all possible segments using (11) is as low
Iterative procedure A caveat for the dead-end elimination is that a segment can escape rejection, in spite of its incompatibility with the best alignment. In fact, rejection criteria similar to equation (11) can be derived for segment pairs, triples, and so on. In general, elimination of incompatible segment combinations could help to reduce the number of possible alignments. However, the computational complexity for evaluating segment pairs is O(N 3 · L 3 ) and it continues to grow for higher-order combinations. As has been recognized, an iterative approach makes the dead-end elimination especially effective (Desmet et al., 1992) . In our case, we use the following procedure. At the first stage, we sequentially apply inequality (11) to all single segments and eliminate the dead-ending ones, after which the right-hand side of (11) is recalculated for non-eliminated segments. The updating of equation (11) lowers the rejection benchmark, and more segments can be eliminated. Note, the more segments that are eliminated, the lesser the number of computational operations required at the next iteration. This process is repeated until the number of segments remains unchanged. At the second stage, if necessary, the same operation is carried out for segment pairs. The elimination of pairs results in a further lowering of the rejection benchmark. Therefore, more single segments, and then pairs, can be eliminated, and so on, until the self-accelerating procedure converges to a fixed number of remaining single segments and pairs.
Results and discussion
The method has been tested by its application to a diverse set of protein families. Below we outline basic problems and overall efficiency of the algorithm. In general, if the eliminating procedure converges, the following scenarios might be expected: (i) If the probe value of the optimal matching score [the term F * in equation (11)] is underestimated, the resulting number of non-eliminated alignments may be too large to enumerate all of them; in this case, a trial using a larger value of F * is required. (ii) If the probe value F * is overestimated, so that F * > F G , all segments may be eliminated, and, therefore, the solution for this probe value of the matching score does not exist; this means that the upper boundary for the global maximum F G should be reduced to the current value of F * . (iii) If F * is chosen properly, the algorithm converges to a unique alignment, which corresponds to the global maximum matching score.
Convergence of iterative procedure
We applied the algorithm in the framework of discrete 'match-mismatch' scoring scheme (3). Due to the discreteness, the achievement of the global maximum can be clearly demonstrated. Figure 1 illustrates convergence of the eliminating procedure for 10 human zinc-metallopeptidase sequences taken from the PROSITE database (Bairoch, 1993) . The number of noneliminated alignments (in logarithmic scale) is shown, after each iteration, for different probe values F * . We seek a common single pattern having the width W = 12. The initial number of possible alignments is over 10 25 . The estimation of lower and upper boundaries for the globally optimal matching score (see the Methods section) leads to the interval 222 ≤ F * ≤ 258, from which the probe value F * [see equation (11)] may be taken. If the value F * ≥ 241 is used in the course of the eliminating procedure, then scenario (ii) is observed: all segments are incompatible with a matching score equal or greater than 241. This type of behavior is shown in Figure 1 for F * = 241. After the second iteration, the number of remaining segments equals to zero (the logarithm drops below the zero line). Therefore, in the framework of discrete scoring scheme, the upper boundary is now shifted to the value 240. Given F * = 240, the behavior of the algorithm is switched to scenario (iii). After the fourth iteration, the number of possible alignments converges to a unique alignment depicted at the upper right corner in Figure 1 . This alignment has the matching score exactly equal to 240. Since the maximum matching score cannot be even one unit higher, the best alignment is found. Another way to reach the global maximum is to explore sequential discrete increase of the probe value F * starting from its minimal value of 222. As long as F * is not large enough, scenario (i) is observed. However, starting from F * = 230 the convergence behavior is switched to scenario (iii). Two of such trials for F * = 230 and 235 are shown in Figure 1 . In both cases, the procedure converges (11)]. The values F * are shown to the right of each iteration cycle. A single pattern of width 12 amino acid residues is sought in the set of 10 human zinc-metallopeptidase sequences from the PROSITE database (Bairoch, 1993) . If a sequence length exceeds 500 amino acids only the first 500 residues (from the N-terminus) are included. The pattern shown in the upper right corner is the alignment that corresponds to the globally optimal matching score. The sequences are designated by SwissProt entries (the extension HUMAN is omitted). The number to the left of each segment is the amino acid sequence number of the first residue in the segment.
to the same unique alignment (the right upper corner in Figure 1 ) having the best maximum matching score, though it requires more iterations. The alignment shown in Figure 1 is a well-recognized zinc-binding region signature confirmed in many studies. The fast convergence of the eliminating procedure depicted in Figure 1 reflects the typical behavior of the algorithm in most of the cases we analyzed. However, a more difficult example has also been detected. To align the 10 protein sequences from Brennan and Matthews (1989) , which are known to contain DNA-binding helix-turnhelix structure, over 10 3 iterations were required before the optimal solution was found. Remarkably, the pattern presented in Brennan and Matthews (1989) is indeed the best possible alignment, though it is poorly discriminated from many other, near-optimal, alignments.
Multiple patterns and pattern width
So far we have described the search for a single pattern of a given width. The extension allowing for several distinct patterns separated by gaps of arbitrary length is straightforward. After the best alignment has been found, we look for a second best alignment among segments not sharing any residue belonging to the segments comprising the first best alignment. Subsequently, a third best alignment can be computed that intersects neither the best nor the second best, and so on. In Figure 2A an output of this procedure is shown for 10 human tumor necrosis factor (TNF) sequences from the PROSITE database (Bairoch, 1993) . Note that the gap-length, separating segments within each sequence, varies significantly. We deliberately used the same width of sought-for patterns, so that matching scores for the best, second and third alignments may be compared. The best alignment (the central one) represents a designated TNF family signature (Bairoch, 1993) .
Since the pattern width, W , is an input parameter for our algorithm, we tested the dependence of the results on the value of W by executing the eliminating procedure using a range of W from 10 to 30 amino acid residues. In all cases tested we find the shorter alignment pattern is (Bairoch, 1993) and designated by SwissProt entries (the extension HUMAN is omitted). The algorithm was applied consecutively three times with the same sought-for pattern width W = 17 to identify the best, second and third alignments. The resulting matching score values, F, are shown under each pattern. Numbers in parentheses are distances, in amino acid residues, from the N-terminus to the first segment and between segments. (B) The best alignments of the TNF sequences obtained using three different pattern widths, W = 12, 17 and 22. The designation of sequences is the same as in (A).
embedded into a longer one. As an example, in Figure 2B the best alignments for TNF sequences are presented for three choices of the pattern width. All three alignments encompass the same parts of the sequences. The results imply that the variation of pattern width does not change the relative position of segments comprising alignments. Therefore, within this range of widths, any empirical criterion can be utilized to select the 'best' pattern width.
Evaluation of efficiency
We have applied the algorithm to more than 30 protein families for which the most conservative motifs are known from a variety of studies. The purposes of this application were (i) to present a positive control, and (ii) to identify those cases in which the algorithm does not converge. We have uncovered only one example (the above-mentioned set of sequences containing helix-turnhelix motif), for which the convergence of the dead-end eliminating procedure was slow (Table 1) . In all other cases, from one to five distinct common patterns could be found after a minimal number of iterations. Among them, the segments comprising the first best alignment were the same that those designated in PROSITE as containing the most conserved motif. Table 1 gives several examples of protein families we analyzed, as well as the input and output parameters of the algorithm. Since Table 1 represents data for different numbers of aligned sequences N and for different pattern widths W , we quantify alignments by a relative (normalized to N and W ) matching score: R = F/(W · N · (N − 1)/2). This value always falls in the interval between 0 and 1. The protein families in Table 1 are ordered in accordance with the relative value of maximum matching score, R G . Remarkably, in nine cases out of the 11 presented in (Bairoch, 1993 ) that corresponds to be best alignment found by the dead-end elimination. Table 1 , the normalized lower boundary R min estimated by means of (5) and (6) coincides with the globally optimal matching score R G (4), suggesting that the lower boundary of the global maximum and the corresponding alignment are, in most cases, the global maximum and the best alignment themselves.
An important quantity we have not discussed yet is the value R max Sh (Table 1) , which is the upper boundary of maximum matching score (in relative units) calculated by the averaging of upper boundaries for shuffled sequences. This quantity reflects a level of noise in a given ensemble of sequences. Table 1 demonstrates that, in all cases except for the helix-turn-helix motif, the lower boundary of relative matching score for the original set of sequences, R min , is higher than the upper boundary for shuffled sequences, R max Sh . This means that, in these cases, the sought-for pattern is isolated from noise and, as a result, the algorithm finds it easily (maximum 87 iterations, for the lipokalins family). In contrast, in the most timeconsuming case of the helix-turn-helix motif, not only the lower boundary, but also the global maximum itself is less than the upper boundary of noise (R G = 0.234 versus R max Sh = 0.248). The results presented in Table 1 were obtained in the framework of a simple match-mismatch scoring scheme [equation (3)]. The algorithm was also tested on the same set of alignments using discrete BLOSUM62 substitution matrix (Henikoff and Henikoff, 1992) . We have not found any significant changes in the resulting alignments. In all test cases the procedure successfully converged, though the number of iterations needed to reach the optimal alignment increased 2-fold on average (data not shown).
Two major disadvantages of the algorithm should be noted. First of all, the dead-end eliminating procedure was designed specifically for the sum-of-pairs scoring system [equation (1)], and it cannot be easily generalized to more complicated non-additive schemes. Second, the polynomial-time algorithm described is apparently slower than the linear-time heuristic approaches. On current workstations, widely used MOTIF (Smith et al., 1990) or Gibbs Sampler (Lawrence et al., 1993) programs solve the problems in Table 1 within a few seconds, whereas our program takes from 1 minute for PDGF family to 23 minutes to align a set of lipokalins. The running time for the helix-turn-helix family is about 7 hours. Obviously, the dead-end elimination algorithm cannot compete with linear approximations as a fast routine tool. However, the advantage of our algorithm is that it guarantees to find the optimal alignment, thereby providing a rigorous method for evaluating the reliability of results.
