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The Firing Squad Synchronization Problem (FSSP), one of the most well-known problems
related to cellular automata, was originally proposed by Myhill in 1957 and became famous
through the work of Moore. The ﬁrst solution to this problem was given by Minsky and
McCarthy, and a minimal time solution was given by Goto. A considerable amount of
research has also dealt with variants of this problem. In this paper, we introduce a new
state called the sub-general to the original problem and propose the FSSP with sub-generals.
In particular, we consider the case of one sub-general and determine the position of the
sub-general in the array that minimizes the synchronization time. Moreover, we determine
the minimal time to solve this problem and show that there exists no minimal time
solution for any length of array. However, we show that the total time of our algorithm
approaches arbitrarily close to the minimal time.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-SA license.1. Introduction
The Firing Squad Synchronization Problem (FSSP), one of
the most well-known problems related to cellular au-
tomata, was originally proposed by Myhill in 1957 and be-
came famous through the work of Moore [1]. The ﬁrst so-
lution to the FSSP was given by Minsky and McCarthy [2],
and requires 3n + O (logn) steps for n cells using thirteen
states. It is easy to show that any solution to the FSSP re-
quires at least 2(n−1) steps. Goto [3] gave a minimal time
solution using several thousands of states. Inspired by his
results, many researchers tried to reduce the number of
states: in 1966, Waksman [4] gave a solution with sixteen
states; in 1967, Balzer [5] gave a solution with eight states;
in 1987, Gerken [6] reduced this to seven states; and in the
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Open access under CC BYsame year, Mazoyer [7] gave a solution with six states, the
minimal time solution with the fewest states at present.
Moreover, it has been shown [5] that any solution needs
at least ﬁve states.1
A considerable amount of research has also dealt with
variants of the FSSP. The FSSP has been studied on a ring
of n cells [9], and on arrays of two and three dimen-
sions [10,11]. The FSSP with multi-generals [12–14] has
also been studied. The FSSPs for Cayley graphs [15] and
another particular class of graphs [16] have also been stud-
ied. Some constrained variants of the FSSP have been de-
veloped to ﬁnd solutions on reversible (i.e., backward de-
terministic) cellular automata [17] and cellular automata
with a number-conserving property (i.e., a state is a tu-
ple of non-negative integers whose sum is constant) [18].
Other kinds of constraints which have been considered in-
volve the amount of information exchange between any
pair of adjacent cells [19,20].
1 While Balzer’s statement is correct, his proof is unfortunately wrong.
See page 101 of the paper by Sanders [8].-NC-SA license.
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sub-general to the original problem and propose the FSSP
with sub-generals. In particular, we consider the case of
one sub-general and determine the position of the sub-
general in the array that minimizes the synchronization
time. Moreover, we clarify the minimal time to solve this
problem and show that no minimal time solution exists.
However, we show that the total time of our algorithm ap-
proaches arbitrarily close to the minimal time.
2. The ﬁring squad synchronization problem
Since the FSSP is deﬁned by cellular automata, we ex-
plain them brieﬂy here.
A cellular automaton is deﬁned by an interconnection
network of ﬁnite automata. Finite automata on nodes of
the network, called cells, are copies of a ﬁnite automa-
ton and communicate through edges of the network. For
a cell v , cells connected to v directly are called neighbor
cells of v . Each cell changes its state in discrete time by the
state transition function depending on its own state and
its neighbor cells’ states (a set of a cell v and its neighbor
cells is called its neighborhood). The interval of the time in
which cells change their states once is called a step.
For a one-dimensional cellular automaton, an intercon-
nection network is a path of length n for any positive
integer n, and the neighbor cells of v are the ones im-
mediately to its right and left. Therefore, this is called a
three-neighborhood one-dimensional cellular automaton.
2.1. Deﬁnition of the FSSP
The FSSP is deﬁned on three-neighborhood one-dimen-
sional cellular automata.
Consider a one-dimensional array of n cells, C0,C1, . . . ,
Cn−1. Assume that n is arbitrary, but ﬁnite. The cell C0
at the left end is called a general, and the remaining cells
C1,C2, . . . ,Cn−1 are called soldiers. The problem is to de-
sign a set of states and a state transition function so that
the general can cause all cells to transit to a particular ter-
minal state, called the ﬁring state, for the ﬁrst time and at
exactly the same time.
A more precise deﬁnition is as follows. A = (S, δ) is
the ﬁnite automaton of each cell Ci (0  i  n − 1). S is
a ﬁnite set of states: a general state G ∈ S , a quiescent
state Q ∈ S , and a ﬁring state F ∈ S , each differing from
the others. The state transition function is δ : (S ∪ {B}) ×
S × (S ∪ {B}) → S , where B /∈ S is a signal that indicates
the border of the array. For the quiescent state Q , we de-
ﬁne δ(sQ , Q , sQ ) = Q , where sQ indicates any element of
{Q , B}.
Initially, all soldiers are assumed to be in the quies-
cent state, and only the general is assumed to be in the
general state. The state of Ci (0  i  n − 1) at time t is
denoted by sti . The state s
t+1
i , which is the state of Ci at
time t + 1, is determined by the state transition function










If all cells ﬁrst transit to the ﬁring state F at time tF ,
we say that the array of n cells is ﬁred by the ﬁnite au-tomaton A. So, the sequence of states of each cell Ci
(0 i  n − 1) is
stFi = F and sti = F for all 0 t < tF .
A ﬁnite automaton A solving the FSSP for all n is called
a solution. The time tF required to solve the FSSP by a
ﬁnite automaton A for an array of n cells is written as
tF (n,A). The minimal time of the solutions for an array of
n cells is written as tF min(n), where
tF min(n) = min
{
tF (n,A)
∣∣A is a solution for the FSSP}.
If tF (n,A) = tF min(n) holds for all n, the solution A is
called a minimal time solution. In this case the solution A
must achieve synchronization in minimal time for all n.
2.2. Outline of a minimal time solution of the FSSP
An outline of a minimal time solution (Waksman’s al-
gorithm [4]) of the FSSP is as follows.
At time t = 0, the general C0 simultaneously sends




7 , . . . ,
1
2k−1 , . . . ,
where k is any positive integer3 to the right. These sig-
nals are called the ﬁring signals and play an important role
in dividing the array into two, four, eight, . . . , equal parts
synchronously. When a signal with a propagation speed of
1
1 reaches the right end of the array at time t = n − 1,
the rightmost cell Cn−1 transits to the general state and
behaves like the original general, except that it sends the
ﬁring signal to the left instead of the right. The signal with
propagation speed 13 which C0 sent at time t = 0 and the
signal with propagation speed 11 which Cn−1 sent at time
t = n− 1 meet at the center of the array, midway between
C0 and Cn−1. Then, the middle cell transits to the general
state and sends ﬁring signals to the left and the right. As
a result of this process, the array is divided into two equal
parts. This process is repeated until all cells in the array
are in the general state. Every cell transits to the ﬁring
state at the next step. Note that the above process ensures
synchronization of the array and also permits the determi-
nation of the ﬁring time if a cell as well as the cells on
either side of it are in the general state.
It is easily understood that the time required for the
above-mentioned process is 2(n− 1) steps. This equals the
time required for the signal with propagation speed 11 ,
sent by C0, to reach Cn−1 and return.
Fig. 1 shows a time–space diagram of the minimal time
algorithm. The horizontal axis is the cell space and the ver-
tical axis is the time. The fractions in the ﬁgure are the
propagation speeds of the ﬁring signals and the dots indi-
cate cells that are in the general state.
2 A signal with a propagation speed of 1t moves at a rate of one cell
every t steps.
3 This unbounded number of different signals can be realized with a
ﬁnite number of states. See for example [7] for details.
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3. The FSSP with sub-generals
We introduce a new state GS called the sub-general
to the original problem and propose the FSSP with sub-
generals.
The sub-general state GS satisﬁes the following condi-
tions where sQ , s, and ∗ indicate any elements of {Q , B},
S , and S ∪ {B}, respectively.
δ(sQ ,GS , sQ ) = GS ,
δ(∗, s,GS) = δ(∗, s, Q ),
δ(GS , s,∗) = δ(Q , s,∗).
The sub-general state resembles the quiescent state: it
does not change state while to its right and left is a bor-
der or cells in the quiescent state and it cannot be dis-
tinguished from the quiescent state by its neighbor cells.
However, once it receives a signal (order) from the gen-
eral, it can transit to a state different from the quiescent
state and can even behave the same as the general. So, it
is called the sub-general state.
Now, we deﬁne the FSSP with sub-generals. Let α be
an arbitrary positive integer, M be a subset of {m ∈N | 0 <
m < α}.4 We assume n equals 1+lα for a positive integer l.
The initial conﬁguration for the cells Ci (0  i  n − 1) is
denoted by Aα,M,l where the initial state of Ci is
s0i =
{
G if i = 0;
GS if i = lm, m ∈ M;
Q otherwise.
Then the FSSP with sub-generals for a speciﬁc value α and
a speciﬁc set M is the set of initial conﬁgurations
FSSPSUB(α,M) = {Aα,M,l | l ∈N}.
Changing the value α or the set M deﬁnes a different al-
gorithmic problem. To put it brieﬂy, the state transition
function knows the value α and the set M , but does not
know the values n and l.
4
N is the set of positive integers excluding 0.Fig. 2. Time–space diagram of Algorithm 1.
4. The ﬁring squad synchronization algorithm
We consider the case of one sub-general and determine
the position of the sub-general in the array that minimizes
the synchronization time.
The cell Cml = C m
α (n−1) (where m is a positive integer
that satisﬁes 0 <m < α) is the sub-general.
4.1. A simple algorithm
Intuitively, when Waksman’s minimal time algorithm of
the original FSSP is used, it seems to be the most eﬃcient
to place the sub-general at position of 23 (n − 1) from the
left of the array. We give a simple algorithm to solve the
FSSP with a sub-general when α = 3 and m = 2.
Algorithm 1.
1. At time t = 0, the general C0 sends the ﬁring signals
to the right.
2. At time t = 23 (n− 1), the sub-general C2l = C 23 (n−1) re-
ceives the signal with propagation speed 11 from the
general and transits to the general state.
3. The sub-general, acting as a general, applies the min-
imal time algorithm to the right-hand part of array
consisting of C 2
3 (n−1),C 23 (n−1)+1, . . . ,Cn−1. At the same
time, it also behaves as the right end cell of the seg-
ment of cells C0,C1, . . . ,C 2
3 (n−1) .
It takes 43 (n − 1) steps to ﬁre the array of length
2
3 (n−1)+1 to the left of the sub-general. It takes 23 (n−1)
steps for the sub-general to receive the signal with prop-
agation speed 11 from the general. Moreover, it takes
2
3 (n − 1) steps to ﬁre the array of length 13 (n − 1) + 1 to
the right of the sub-general. Therefore, when cell C 2
3 (n−1)
is the sub-general for an array of length n, Algorithm 1
requires 43 (n − 1) steps.
Fig. 2 shows a time–space diagram of Algorithm 1.
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We have given a simple algorithm which requires 43 (n−
1) steps by applying Waksman’s minimal time algorithm.
However, we can obtain faster algorithms by synchronizing
the equally-spaced cells C jl (0 j  α).
First, we consider the case that the sub-general is
placed in the right-hand half of the array, that is, α2 <
m < α. In this case we can employ the following algorithm.
Algorithm 2.
1. At time t = 0, the general5 C0 sends the ﬁring sig-
nals and also sends signals T j at propagation speeds
of m+ j2m−1 (0 j  α −m).
2. At time t = ml, the sub-general Cml receives the ﬁr-
ing signal with propagation speed 11 . Then, the sub-
general sends the ﬁring signals to the left and signals
S j at propagation speeds of
j
m−1 (0  j  α − m) to
the right; in particular the signal S0 does not move.
3. At time t = (2m− 1)l, the sub-general Cml receives the
signal T0. At the same time, the cells C(m+ j)l (0 < j 
α − m) receive the signals T j and S j simultaneously
and transit to the general state.6 Then, the sub-general
Cml and the cells C(m+ j)l apply the minimal time al-
gorithm to the connected arrays of length l + 1 (into
which the original array has been evenly divided) that
have cells in the sub-general or general state at both
ends.
It takes 2ml steps to ﬁre the array to the left of the
sub-general, which is equal to the time to solve the origi-
nal FSSP for an array of length ml + 1.
For the array to the right of the sub-general, at time
t = (2m − 1)l, the sub-general Cml receives the signal T0
and the cells C(m+ j)l (0 < j  α − m) receive the signals
T j and S j simultaneously and transit to the general state.
Moreover, it takes l steps to ﬁre the arrays of length l + 1
which have cells in the sub-general or general state at both
ends. Therefore, it also takes (2m − 1)l + l = 2ml steps to
ﬁre the array to the right of the sub-general.
As a result, when cell Cml = C m
α (n−1) (
α
2 <m < α) is the
sub-general for an array of length n, Algorithm 2 requires
2ml = 2mα (n − 1) steps. This equals the time required for
the signal with propagation speed 11 , which the general
C0 sent, to reach the sub-general Cml and return. There-
fore, the solution time of this algorithm is shortened as
the value of m approaches α2 , that is, as the sub-general
approaches the center of the array.
For example, Fig. 3 shows the time–space diagram of
Algorithm 2 when α = 4 and m = 3. In the ﬁgure, a cir-
cle (◦) indicates the general state, squares () indicate the
sub-general states, and dots (•) indicate the general states
of Waksman’s algorithm.
5 Note that the general C0 is in a different general state from that of
Waksman’s algorithm.
6 Note that the general states at this time are the same as the general
state of Waksman’s algorithm.Fig. 3. Time–space diagram of Algorithm 2 when α = 4 and m = 3.
Next we consider the case that the sub-general is
placed in the left-hand half of the array, that is, 0 <m α2 .
In this case we can employ the following algorithm.
Algorithm 3.
1. At time t = 0, the general C0 sends signals T j at prop-
agation speeds of jα (0 j  α).
2. At time t = ml, the sub-general Cml receives the sig-
nal Tα . Then, the sub-general sends signals S j at prop-
agation speeds7 of j−mα−m (0  j  α) to the right and
the left.
3. At time t = αl = n − 1, the cell Cn−1 at the right end
receives the signal Sα and transits to the general state.
At the same time, the cells C jl (0  j  α − 1) re-
ceive the signal T j and S j simultaneously and transit
to the general state. The cells C jl (0  j  α) in the
general state apply the minimal time algorithm to the
connected arrays of length l + 1 (into which the orig-
inal array has been evenly divided) that have cells in
the general state at both ends.
At time t = n − 1, the cells C jl (0  j  α) transit to
the general state simultaneously. Moreover, it takes l steps
to ﬁre the arrays of length l + 1 which have cells in the
general state at both ends. Therefore, when the cell Cml
(0 <m α2 ) is a sub-general for an array of length n, Algo-
rithm 3 requires (n−1)+l = α+1α (n−1) steps. The solution
time of this algorithm does not depend on the position of
the sub-general. By increasing the value of α, the solution
time approaches arbitrarily close to n − 1.
7 Note that a signal whose propagation speed is positive propagates to
the right and a signal whose propagation speed is negative propagates to
the left.
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Fig. 5. Time–space diagram of Algorithm 3 when α = 4 and m = 2.
For example, Figs. 4 and 5 show the time–space dia-
grams of Algorithm 3 when α = 4, m = 1 and α = 4, m = 2,
respectively.
5. The minimal time to solve the FSSP with a sub-general
In this section, we determine the minimal time re-
quired to solve the FSSP with a sub-general for an array
of length n.
Because cell Cn−1 is in the quiescent state until time
t = n− 2, the solution time cannot be less than or equal to
n − 2. Therefore, the following lemma holds.
Lemma 1. tF (n,A) n−1 holds for any solutionA of the FSSP
with a sub-general for an array of length n.
When cell Cml0 = C mα (n0−1) (0 < m  α2 ) is the sub-
general for an array of a particular ﬁxed length n0 =αl0 + 1, we can easily construct a ﬁnite automaton An0
that can ﬁre the array of length n0 in n0 −1 steps but does
not ﬁre an array of length n = n0. An0 consists of the fol-
lowing set of states S and state transitions where s and ∗
indicate any elements of S −{X} and S ∪ {B}, respectively.
S = {G = S0, S1, . . . , Sml0 , . . . , Sn0−1 = F , Q ,GS , X},
δ(∗, Si, s) = Si+1,
δ(Si−1, Q ,∗) = Si if i =ml0,
δ(Sml0−1,GS ,∗) = Sml0 ,
δ(Si−1,GS ,∗) = X if i =ml0,
δ(Sml0−1, Q ,∗) = X,
δ(∗, Si, X) = X,
δ(X, Q ,∗) = Q ,
δ(X, Q S ,∗) = Q S .
We now give a brief description of the behavior of An0 .
First, we consider the case n = n0. The general C0, ini-
tially in the state G = S0, changes its state to S1, S2, . . . ,
Sml0 , . . . , Sn0−1 successively and the states propagate to the
right one by one. As a result, at time t = j (0 < j  n0 − 1),
all cells from C0 to C j transit to the state S j . So, at time
t = n0 − 1, all cells transit to the state Sn0−1 = F . Second,
when the length n < n0, the sub-general Cml changes its
state from GS to X at time t =ml. The state X propagates
to the left one by one. Therefore, at time t = 2ml n0 − 1,
all cells are in the state X or Q . Similarly, when the length
n > n0, the cell Cml0 changes its state from Q to X at time
t = ml0. The state X propagates to the left. Therefore, at
time t = 2ml0  n0 − 1, all cells are in the state X , Q ,
or GS .
The ﬁnite automaton A′ that mimics the above An0 to-
gether with an appropriate solution A is also a solution of
the FSSP with a sub-general and tF (n0,A′) = n0−1 holds.8
Thus, the following theorem holds.
Theorem 1. tF min(n) = n − 1 holds when the sub-general is
placed to the left of the center of the array.
6. The minimal time solution
Though we have shown that the minimal time to solve
the FSSP with a sub-general for an array of length n is
n − 1, we must discuss whether such a minimal time solu-
tion exists or not.
The following lemma shows that no such solution ex-
ists.
Lemma 2. Let A = (S, δ) be a solution of the FSSP with a sub-
general for an array of length n. If n − ml > |S|2 , t F (n,A) >
n − 1 holds.
8 The states of the compound automaton A′ consist of the ﬁring state
F and the pairs of states of two automata An0 and A. The automaton A′
simulates the two automata An0 and A simultaneously and transits to
the ﬁring state F when either of them ﬁres.
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n − 1 and deriving a contradiction.
Let sti be the state of the cell Ci at time t . If n −ml >
|S|2, there exist two different integers i and j (ml  i <
j  n−2) such that sii−1 = s jj−1, sii = s jj . That is, there exist
two pairs of adjacent cells Ci−1Ci and C j−1C j to the right
of the sub-general Cml for which the states sii−1s
i
i of the
cells Ci−1Ci at time i and the states s jj−1s
j
j of the cells
C j−1C j at time j are the same.
Because si+1i+1 = δ(sii, Q , Q ) when ml  i < n − 2, it fol-
lows that si+ki+k = s j+kj+k when 0 k n− 2− j. Furthermore,
because si+1i = δ(sii−1, sii, Q ) when ml < i  n−2, it follows
that si+k+1i+k = s j+k+1j+k when 0 k n− 2− j. Therefore, we
have that sn−1+i− jn−2+i− j = sn−1n−2.
From the assumption that the solution time is n − 1,
sn−1n−2 = F holds. Therefore, sn−1+i− jn−2+i− j = sn−1n−2 = F holds. As
the cell Cn−2+i− j is in the ﬁring state at time t = n − 1 +
i − j < n − 1, A is not the solution which contradicts the
assumption. 
Thus we have the following theorem.
Theorem 2. There is no minimal time solution for the FSSP with
a sub-general.
7. Conclusion
We introduced a new state called the sub-general to the
original FSSP and proposed the FSSP with sub-generals. In
particular, we considered the case of one sub-general.
When the sub-general is placed in the right-hand half
of an array of length n, we gave an algorithm to solve the
problem in 2ml steps. The solution time of this algorithm
is shortened as the sub-general approaches the center of
the array.
When the sub-general is placed in the left-hand half of
an array of length n, we gave an algorithm that required
α+1
α (n−1) steps for a positive integer α. The solution time
of this algorithm does not depend on the position of the
sub-general. By increasing the value of α, we can approxi-
mate the solution time to n − 1 steps.
Moreover, we determined that the minimal time to
solve this problem is n− 1 steps. Although we proved that
no minimal time solution exists, we showed that the total
time of our algorithm approaches arbitrarily close to the
minimal time.Acknowledgements
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