Researchers have developed a number of statistical techniques to control for the effect of CMV in mono-method research designs.
In contrast with the Harman single-factor test, the marker variable technique (Lindell and Whitney 2001) attempts to control for CMV by including "a measure of the assumed source of method variance as a covariate in the statistical analysis" (Podsakoff et al. 2003, p. 889) . Application of the marker variable technique requires the inclusion in the study of a variable that is theoretically unrelated to at least one of the focal variables. The correlation observed between the marker variable and the theoretically unrelated variable is interpreted as an estimate of CMV (Lindell and Whitney 2001) . This is also assumed to be the extent of CMV contaminating every correlation in the study. Consequently, partialling out the correlation of the marker variable results in correlation values that are not contaminated by CMV (Lindell and Whitney 2001) . The technique can also be employed in a post hoc manner by assuming the lowest correlation in a correlation matrix to be the magnitude of CMV and partialling it out of the analysis (Lindell and Whitney 2001) . Malhotra et al. (2006) employed the marker variable technique in a post hoc manner on a sample of IS studies and concluded that CMV does not pose a threat to published findings within the IS domain.
Podsakoff et al. identify a number of conceptual and empirical problems with the marker variable technique. In particular, they argue that it ignores some of the most powerful sources of method biases, including, for example, those arising from implicit theories (p. 893). Further, it assumes that the method factor has a constant correlation with all manifest variables, an assumption that is likely to have a substantive effect on findings resulting from the application of this technique (Podsakoff et al. 2003, p. 893; Richardson et al. 2009 ).
Importantly, as both Straub and Burton-Jones (2007) and Sharma et al. (2007) argue, the marker variable technique does not control for common rater problems, particularly those including implicit theories and the consistency motif. These are likely to be the important underlying issues for TAM studies, a limitation acknowledged by Malhotra et al. The conceptual overlap between PU and U virtually ensures a high spurious component in observed correlations when self-report measures are employed to measure both variables (Straub and Burton-Jones 2007) . These sources of CMV are not captured by a marker such as age of respondent because these sources of CMV are not simply a matter of similar instrument format.
The analysis in the "Discussion" section of the paper shows that, when the PU-U relationship is estimated from measures that are highly susceptible to CMV, CMV may explain more of the observed relationship than does the true relationship. Straub and Burton-Jones argue that the combination of a common rater, providing self-report data, collected on perceptually anchored scales to investigate an intentions-based theory is highly problematic and that such research designs expose the findings to the classic mono-method threat identified, for example, by Cook and Campbell (1979) .
In addition, the marker variable technique is not well specified in practice (Sharma et al. 2007 ). Lindell and Whitney (2001) identify multiple criteria for selecting the marker variable. However, they neither provide a priori theoretical justification for selecting one over the other, nor provide any practical guidelines for doing so. Consequently, the validity of findings arising from the application of this technique is questionable 2 (Sharma et al. 2007 ).
Finally, Richardson et al. (2009) 
Validity Threat from Inclusion of Multiple Studies from a Publication
Multiple data points reported in a publication should be included only when there is justification for treating them as independent . Otherwise, the assumption of independence underpinning regression and other statistical analyses is violated and may result in spurious results. Multiple data points in a study can be considered independent for a variety of reasons. If the multiple data points relate to independent samples of respondents, they are independent. Multiple data points relating to the same set of respondents but captured at different points in time can also be considered independent. Multiple data points relating to the sample of respondents but based on different stimuli can also be considered independent. Where independence cannot be established, statistical independence can potentially be violated when the multiple effect sizes refer to the same conceptual relationship. The sample employed in this illustration includes 11 publications that contribute multiple data points. We describe some of these cases below, reasons for considering them independent, and also analyze the potential validity threat posed by their inclusion. Adams et al. (1992) contribute eight data sets gathered from two independent samples of respondents. The first sample contributes two data points, one each for two different technologies. These two data points are independent as they are based on different stimuli. The second sample contributes six data points. Respondents present their responses to three different technologies and provide two different measures of usage for each technology. Responses to the three different technologies are independent as they pertain to different stimuli. The independence of the two measures of usage is not as clear cut. However, the high level of variability in the correlations for the two different measures of usage suggests that the assumption of independence is not violated.
Bhattacharjee and Premkumar (2004) contribute six data points based on two independent samples of respondents: two data points come from the RAD study while the other four come from the CBT study. The multiple data points within both independent samples of respondents were collected at different points in time, ensuring independence of data points.
Davis (1989) contributes two data sets, based on two different technologies involving some overlap of respondents. These two data points are independent as they are based on different stimuli. Instead of including the pooled correlation from this study (r = 0.63) with a sample size of 184, we have included two data points (r = 0.56 and r = 0.68, with sample sizes of 109 and 75, respectively) from this publication to reflect the independence of the data points and the variability in correlations.
Guthrie (2001) contributes three data points based on responses to three different technologies, but with the same respondents. These data points are independent as they are based on different stimuli. The variability of the three correlation values is quite high (r = 0.19, 0.28, and 0.34), suggesting that the assumption of independence is not violated.
Horton et al. (2001) contribute three data points, based on two independent samples of respondents. The two data points from one sample of respondents are collected differently: one is system-captured while the other is self-report. The two usage measures are collected from independent sources, ensuring independence of the data points.
Manson (1998) contributes three data points, based on three independent samples drawn from three organizations. These data points are independent.
Overall, potential nonindependence of data points does not pose a substantial validity threat to the findings of this study. The independence of multiple data points from a single publication is clear cut in most cases and the number of publications where the independence of data points may be doubtful is small compared to the overall sample size. Further, since the objective of this illustration is to evaluate the effect of different operationalizations, it is not meaningful to aggregate effect sizes across operationalizations or to select a data point randomly from the multiple operationalizations. Lipsey and Wilson (2001, p. 78) argue that the most inclusive approach employed here "permits the fullest empirical examination of the relationship between the particular ways in which a construct is operationalized and the nature of findings from different studies." Consistent with the objective of this study, the most inclusive approach is employed.
The effect of the violation of the independence assumption by including multiple data points from a single publication is a question that can be resolved empirically. An empirical examination of the effect of including multiple data points from a publication finds that this does not pose a threat to the validity of findings reported in Tables 5 and 6 . We repeated the analysis excluding every data point that came from a publication that contributed more than one correlation, leaving a sample size of 39 data points. Both H1 and H2 are supported in this subsample. Further, the values of parameters in this subsample are very similar to those for the full data set reported in Tables 5 and 6 . Within this smaller subsample, CMV[MMP-I] is significant (p < 0.05) and explains 61.8 percent of the variance, very similar to that explained in the full data set (56.09 percent, Table 5 ). The means for the categories of usage (Table 6) . The findings of the study are not subject to a validity threat arising from the inclusion of multiple data points from a single publication. Table B2 reports the summary statistics of the reliabilities of perceived usefulness and use reported in the primary studies. Reliability for perceived usefulness is reported in 61 of the 75 data sets. The mean reliability of perceived usefulness was used to correct the reported correlation in studies not reporting reliability values. However, reliability for usage is available for only 26 of the 75 data sets. Accordingly, the findings reported in Tables 3, 5 and 6 do not correct for the reliability of usage.
Reliabilities of Measures

Analysis of Validity Threats Arising from Nonavailability of Reliability Usage
Since reliability values for the system-captured and behavioral continuous categories are not available, there still remains a potential validity threat to the findings reported in Tables 5 and 6 . For this threat to be material, the mean reliability for system-captured usage measures would need to be 0.27 for the average PU-U correlation for this category to be equal to that of the perceptually anchored category (r = 0.59, Table 6 ). Similarly, the mean reliability value for behavioral continuous measures (r = 0.29, Table 6 ) would need to be 0.49 for the average PU-U correlation for this category to be equal that of the perceptually anchored category (r = 0.59). While these values appear implausible, 3 this is an important empirical question that should be addressed in future research.
To more formally address this validity threat, Tables B3 and B4 report the results of the random effects ANOVA (H1) and planned contrast analysis (H2) for three cases. The first case is for the subsample of 26 data points for which reliability values for both perceived usefulness and usage are available. The second case extends the first and includes the subsample of 50 data points in the three categories (behaviorally anchored, mixed, and perceptually anchored) that report reliability of usage. The mean reliability of usage for each category is employed to correct the observed correlation for these data points. The third case extends the second and includes the complete set of 75 data points. An assumed low reliability of 0.75 is employed to correct the observed correlations in the system-captured and behavioral continuous categories. The dependent variable in each case is the PU-U correlation corrected for the reliabilities of both PU and U. Each data point is weighted by its inverse variance weight 4 . This analysis excludes the six data points in the mixed category.
An inspection of Table B3 shows that the magnitude of between-studies variance explained by CMV [MMP-I] is significant in each of the three cases. Support for H1 is not subject to a validity threat arising from excluding reliability of usage in the main analysis. Similarly, an inspection of Table B4 shows that the contrasts are significant in each of the three cases. Support for H2 is also not subject to a validity threat arising from excluding reliability of usage in the main analysis (Tables 5 and 6 ).
To further investigate this validity threat, a weighted least squares regression for Case 3 in Tables B3 and B4 is presented in Table B5 . An inspection of Table B5 finds that the regression coefficient for CMV [MMP-I] is significant (β = 0.74, p < 0.05, n = 75). H1 and H2 are supported even when reliability of U is included in the analysis. A similar analysis for Case 1 above (including only the 26 data points for which reliabilities of both PU and U are reported) also finds that the regression coefficient for CMV [MMP-I] is significant (β = 0.60, p < 0.05, n = 26). H1 and H2 are supported for the subset of studies for which reliability values are available for both PU and U.
The analyses reported in Tables B3, B4 , and B5 support the conclusion that the findings reported in Tables 5 and 6 are not subject to a validity threat arising from the nonavailability of reliability values of usage. However, the intercept obtained needs to be corrected for various measurement artifacts, as discussed by , Le et al. (2009) and Schmidt et al. (2003) . These corrections are necessary before valid estimates can be obtained for the magnitude of a focal correlation controlling for CMV and other measurement errors. However, given the magnitude of the intercept obtained (r = 0.01, ns) it is unlikely that corrections for other measurement artifacts would raise the estimate of the intercept to any substantive magnitude in this case.
The magnitude of the intercept is sensitive to a number of assumptions underpinning the regression analysis. First, it assumes the CMV[MMP-I] scale to be an interval scale. Violation of this assumption could result in different estimates of the intercept. However, the errors resulting from treating ordinal scales as interval scales in a regression are usually small and valid conclusions can be drawn from regressions conducted with ordinal scales (Labovitz 1970) . Regression analysis is usually robust to violations of assumptions regarding the measurement scales and the distribution of errors (Babakus et al. 1987) .
Second, the estimate of the intercept is sensitive to the assumption that a linear relationship fits the data. The sensitivity of the estimate of the intercept to a violation of this assumption can be estimated by including quadratic and/or other terms in the regression analysis. A regression analysis including the quadratic term finds the value of the intercept to be 0.019, virtually identical to that reported in Table C1 . However, these issues need to be investigated in future research.
Third, the estimate of the intercept is sensitive to two assumptions regarding system-captured measures. One is that correlations involving system-captured measures are independent of any CMV-based biases. Therefore, in the above illustration, the CMV influence on the observed correlation is assumed to be zero when usage is measured on a system-captured scale. The other assumption concerns the errors in systemcaptured measures. If the reliability of system-captured measures is substantially lower than of other measures, it could have a significant impact on estimates of the slope and intercept in the regression. (See Appendix B for an analysis of this issue.)
To analyze the above validity threats, Table C2 reports the results of a regression analysis for three cases. Case 1 is the base case reported in Table C1 . The sample for Case 2 is the same as Case 1, except that it excludes the seven system-captured data points. This addresses the validity threat that system-captured measures are driving down the value of the intercept. The sample for Case 3 is the same as Case 1, except that the dependent variable is the PU-U correlation corrected for the reliabilities of both PU and U. Case 3 assumes a low reliability of 0.75 for system-captured and behavioral continuous measures of U and substitutes the mean value of reliability of U for other data points where reliability of U is not available. An inspection of the results finds that the magnitudes of the intercept in the three cases are r = 0.01 (ns), -0.05 (ns) and 0.04 (ns). The conclusions drawn in the "Discussion" section of the paper regarding the magnitude of the PU-U correlation are not sensitive to the above validity threats.
Inspecting Table C2 for Case 2, the standardized regression coefficient for CMV[MMP-I] is significant ( = 0.73, p < 0.01). The hypotheses  β are supported even when system-captured measures are excluded from the analysis. Conclusions from a random effects ANOVA and contrast analysis are identical, and are available on request from the authors. The CMV-corrected correlation between perceived usefulness and usage, obtained by employing the marker variable technique, is not a function of the method-method pair employed.
To test the above hypothesis, following Malhotra et al. (2006) , we calculated the CMV-adjusted correlation between perceived usefulness and usage for each study included in Sharma et al. (2007) , using the second lowest correlation in the complete correlation matrix reported in the study as the marker variable. The mean values of the CMV-corrected correlations for the four levels of CMV[MMP-I] are 0.08, 0.12, 0.31, and 0.33, respectively. A random effects ANOVA with CMV[MMP-I] as the predictor variable finds that CMV[MMP-I] explains 27.5 percent of the variance in CMV-adjusted correlations (F = 6.7, p < 0.05). Significant method effects remain even after the correlations are corrected for CMV employing MVT.
We conclude that the "constant method effect" assumption underpinning the MVT is not empirically supported. Contrary to Malhotra et al.'s speculation that violation of the constant method effect assumption does not have a material impact on conclusions, the above analysis shows that the impact is both substantial and significant. Importantly, the marker variable technique under-corrects when the potential CMV-based validity threat is high.
An examination of the marker variables identified in each study suggests that this under-correction may be due, in part, to the fact that the marker variable correlation is often between measures that are subject to low CMV, even when the focal correlation is subject to potentially high CMV. Examples of such low CMV measures in the sample analyzed include variables such as a categorical variable capturing highest level of education (Manson 1998) , number of years using structured programming (Kim 1996) , and number of years working in the tourism industry (Wober and Gretzel 2000) . The pattern of corrections resulting from applying MVT indirectly rewards poor measurement techniques subject to high CMV by under-correcting the reported correlations. Consistent with Richardson et al. (2009) , we find that the MVT does not offer a valid correction for the effect of CMV and we recommend against its use.
