In this paper we present the use of a previously developed single-objective optimization approach, together with the ε-constraint method, to provide an approximation of the Pareto front in a multiobjective optimization problem. This approximation is usually very near of the true Pareto front, but its cost grows with the desired number of points in the output set. As an alternative, it is possible to generate only a few points, and execute a second phase which will generate intermediate points, to increase the size of the output set. We use a rough sets-based approach for this second phase, which is a very robust approach. The results of this twophase approach are very competitive in hard multiobjective problems, and is less expensive than the ε-constraint method alone. This approach is very effective on hard multiobjective problems, where is able to find good approximations of the Pareto front with less funtion evaluations than other approaches, as the NSGA-II (against which is compared).
INTRODUCTION
Evolutionary multi-objective optimization consists of using evolutionary algorithms to solve problems with two or more (often conflicting) objective functions. This research area has become very popular in the last few years [1] . Concurrently, more challenging problems have been integrated into the most recent benchmarks, some of which require a considerably high number of objective function evaluations in order to be solved, or can even make current algorithms to fail in their efforts to generate the true Pareto front [6] .
The ε-constraint method [5] is a mathematical programming technique, which transforms a multi-objective optimization problem into several constrained single-objective problems. This method has not been used too often in the evolutionary multi-objective optimization literature, due to the fact that it does not generate a set of nondominated solutions in a single run, as most multi-objective evolutionary algorithms (MOEAs) do. Moreover, it has been found that this method is relatively expensive when solving "easy" multi-objective problems, because of the several single-objective optimizations that need to be performed in order to generate the Pareto front. Nevertheless, and despite its disadvantages, we argue that the ε-constraint approach can be a very effective choice under certain conditions. For example, in [9] is shown that a hybrid of the ε-constraint with a carefully designed evolutionary algorithm can be adopted as a viable MOEA when dealing with very difficult two-objective optimization problems, which stateof-the-art MOEAs such as the NSGA-II cannot solve even when performing a very high number of fitness function evaluations. In this paper, we extend the work of [9] by introducing a mechanism that allows to solve problems with three or more objectives, and a further hybridization with rough sets, which are used as a local search algorithm. The resulting approach has a much more affordable computational cost, while still solving very difficult multi-objective optimization problems. The single-objective optimizer adopted by our hybrid with the ε-constraint method consists of a differential evolution-based cultural algorithm, which improves the optimization process by means of domain information extracted during the evolutionary search. Since the ε-constraint method requires an execution of the singleobjective optimizer to obtain each point of the Pareto front, we propose to reduce the high computational cost associated with this process by generating only a few points, which are then processed by another approach able to diversify them such that the entire Pareto front can be covered. Obviously, this diversification approach, which acts as a local search algorithm, should be computationally affordable, so that the total cost of this MOEA is reasonably low. As indicated before, in this paper, we propose the use of rough sets as our diversification method.
THE EPSILON-CONSTRAINT METHOD
The ε-constraint method is a multi-objective optimization technique, proposed by Haimes et al. [5] , for generating Pareto optimal solutions. It makes use of a singleobjective optimizer which handles constraints, to generate one point of the Pareto front at a time. For transforming the multi-objective problem into several single-objective problems with constraints it uses the following procedure (assuming minimization for all the objective functions):
where l ∈ {1, 2, . . . , m} and S is the feasible region, which can be defined by any equality and/or inequality constraint. The vector of upper bounds, ε = (ε1, ε2, . . . , εm), defines the maximum value that each objective can have. In order to obtain a subset of the Pareto optimal set (or even the entire set, in case this set is finite), one must vary the vector of upper bounds along the Pareto front for each objective, and perform a new optimization process for each new vector. The generation of different points of the Pareto front using different values of the upper bound is illustrated in Figure 1 . For any nonlinear multi-objective optimization problem, the solution of an ε-constraint problem yields a weakly Pareto optimal solution [5] . A true Pareto optimal solution can be obtained either if the solution is unique, or if the optimizations are done for all the objectives before reporting the solution [10] . However, to improve the speed of the generation of solutions, and specially if the single-objective optimizer is a metaheuristic, only one optimization per point can be performed to obtain an approximation of the Pareto optimal set.
It is worth mentioning that the ε-constraint method only guarantees to obtain Pareto optimal points if the singleobjective optimizer can find the global optimum of the ε-constraint problem, which is not possible for a general nonlinear problem in polynomial time. To the best of our knowledge, the only attempt to hybridize the ε-constraint method with an evolutionary algorithm is the approach called CMEA [15] . This approach performs the intermediate optimizations using a standard evolutionary algorithm. To reduce the computational cost of each independent optimization, the final population of one optimization process is used as the initial population for the next one; however, the authors noted the lack of diversity of the approach and proposed a high mutation rate at the beginning of each process. The authors provide no further details about the mechanism adopted to handle the constraints in the single-objective optimizer.
In [7] , the authors proposed an extension of CMEA for three-objective problems. However, the algorithm seems to be unable to find the extreme points of the Pareto front itself, since they are provided a priori to the algorithm. Regarding the number of fitness function evaluations needed for CMEA to obtain good results, in [7] , the authors mention that they perform 500,000 evaluations for solving threeobjective knapsack problems.
CULTURED DIFFERENTIAL EVOLUTION
Instead of using an exact method to solve the constrained optimization problems derived from the ε-constraint method, our proposed approach is designed to use an efficient evolutionary technique, which is able to approximate the global minimum of constrained optimization problems requiring a relatively low computational cost.
The cultured differential evolution is a cultural algorithm [16] based on differential evolution [14] , designed to solve nonlinear constrained optimization problems. In previous experiments [8] , this algorithm exhibited a very good performance, obtaining competitive results when compared to other state-of-the-art evolutionary optimization techniques, but requiring only a fraction of their fitness function evaluations. This is because of the use of domain knowledge, extracted during the evolutionary process, to efficiently guide the search. Next, we will briefly describe this approach.
Cultural algorithms consist of two main components: (1) The population space, which consists of a set of possible solutions to the problem, and can be modeled using any population based technique, and (2) the belief space, which is the information repository in which the individuals can store their experiences for the other individuals to learn them indirectly; it may be composed by several knowledge sources. Our proposed approach uses differential evolution in the population space [14] . A pseudo-code of our approach is shown in Algorithm 1.
In the initial steps of the algorithm, a population of popsize individuals, x j , j = 1, . . . , popsize, is created; each individual contains the n parameters of the problem,
). An initial belief space is also created. For the offspring generation, the variation operator of differential evolution is modified by the inf luence() function of a knowledge source, but the parameters CR and F of the standard differential evolution are also required. Since we want to solve constrained optimization problems, the objective function by itself does not provide enough information as to guide the search properly. To determine if a child is better than its parent, and, therefore, if it can replace it, we use the following rules: 1. A feasible individual is better than an infeasible one. 2. If both are feasible, the individual with the best objective function value is better. 3. Otherwise, the individual with less amount of constraint violation is considered better. The amount of constraint violation Algorithm 1 Pseudo-code of the cultured differential evolution Generate initial population of size popsize Initialize the belief space repeat for each individual j in the population do Randomly select a knowledge source ks from the belief space Generate a random integer i rand ∈ (1, n) for each parameter i do
inf luence(ks) if rand(0, 1) < CR or i = i rand x j i otherwise end for Replace x j with the child x j , if x j is better end for Update the belief space until the termination condition is achieved is measured with normalized constraints, with the use of the following expression:
where gc(x) with c = 1, . . . , C are the constraints of the problem, and gmaxc is the largest violation found for the constraint gc(x) so far.
In our approach, the belief space is divided into 4 knowledge sources:
Situational Knowledge: consists of the best exemplar found along the evolutionary process. Its infuence function modifies the direction of the variation operator to follow the leader.
Normative Knowledge: contains the intervals for the decision variables where good solutions have been found, to move new solutions towards them, through the use of its influence function.
Topographical Knowledge: creates a kind of map of the fitness landscape of the problem during the evolutionary process. It consists of a set of cells, and the best individual found on each cell. The topographical knowledge has an ordered list of the best cells, based on the fitness value of the best individual on each of them. Its influence function moves newly generated individuals towards the best cells.
History Knowledge: was originally proposed for dynamic objective functions [17] . It records in a list, the location of the best individual found before each environmental change. In our approach, instead of detecting changes of the environment, we use it to escape from local optima.
At the beginning, all the knowledge sources have the same probability to be applied, but during the evolutionary process, the probability of applying each knowledge source is updated according to its success rate.
ROUGH SETS
The rough sets are an approach designed to deal with imperfect (i.e., uncertain) knowledge. In this paper, we adopt rough sets to generate nondominated points in less populated areas, obtaining a denser approximation of the Pareto front. The Rough sets theory was originally proposed by Pawlak [12, 13] . The basics of this approach are presented next.
Let us assume that we are given a set of objects U called the universe and an indiscernibility relation R ⊆ U × U , representing our lack of knowledge about elements of U (in our case, R is simply an equivalence relation based on a grid over the feasible set; this is, just a division of the feasible set in (hyper)-rectangles). Let X be a subset of U . We want to characterize the set X with respect to R. The way rough sets theory expresses vagueness is employing a boundary region of the set X built once we know points both inside X and outside X. If the boundary region of a set is empty it means that the set is crisp; otherwise, the set is rough (inexact). A nonempty boundary region of a set means that our knowledge about the set is not enough to define the set precisely (see Figure 2) .
Then, each element in U is classified as certainly inside X if it belongs to the lower approximation or partially (probably) inside X if it belongs to the upper approximation (see Figure 2) . The boundary is the difference of these two sets, and the bigger the boundary the worse the knowledge we have of set X. On the other hand, the more precise is the grid implicity used to define the indiscernibility relation R, the smaller the boundary regions are. But, the more precise is the grid, the bigger the number of elements in U , and then, the more complex the problem becomes. Then, the less elements in U the better to manage the grid, but the more elements in U the better precision we obtain. Consequently, the goal is to obtain "small" grids with the maximum precision possible. These two aspects are called Density and Quality of the grid. If q is the number of criteria (in our case, the number of objectives), Qi is the i-th criteria, b i j is the j-th value of the i-th criteria (we assume these value are ordered increasingly), then: 
Use of Rough Sets in Multi-Objective Optimization
Our main purpose for using rough sets in our work is that this technique can be utilized as a local search approach that takes as input a small set of points that lie either on Rough sets use a grid to distribute the points that the algorithm receives as input, and the precision of such grid is critical to its performance: a high precision provides highquality results, but at a high computational cost, and viceversa. Thus, reaching a good balance in the design of the rough sets grid is an important issue. To create this grid, as an input we will have N feasible points divided in two sets: the nondominated points (ES) and the dominated ones (DS). Using these two sets we want to create a grid to describe the set ES in order to intensify the search on it. This is, we want to describe the Pareto front in decision variable space because then we could easily use this information to generate more efficient points and then improve this initial approximation. Figure 3 shows how information in objective function space can be translated into information in decision variable space through the use of a grid.
We must note the importance of the DS set as in a rough sets method the information comes from the description of the boundary of the two sets. Then, the more nondominated points provided the better. However, it is also required to provide dominated points, since we need to estimate the boundary between being dominated and being nondominated. Once this information is computed, we can simply generate more points in the "efficient side".
Since the computational cost of managing the grid increases with the number of points used to create it, we will try to use just a few points. However, such points must be as far from each other as possible, because the better the distribution the points have in the initial approximation the less points we need to build a reliable grid. On the other hand, in order to diversify the search, we build several grids using different (and disjoint) sets DS and ES coming from the initial approximation. To ensure these sets are really disjoint we will mark each point as explored or non-explored (if it has been used or not to compute a grid) and we will not allow repetitions. Algorithm 2 describes a Rough Sets iteration.
OUR PROPOSED APPROACH
First, we will describe the hybridization of the ε-constraint method with the cultured differential evolution, which represents the first stage of our approach.
As our proposed approach is designed to deal with realvalued problems which are likely to have a continuous Pareto Generate (randomly)
front, the εj must vary from the best to the worst value for the objective j, i.e. the search must move from the ideal to the nadir objective vector. The estimation of the ideal objective vector involves individual optimizations of one objective at a time. On the other hand, the estimation of the nadir objective vector is a more difficult task [10] . Only for the two-objective case, there exists a simple method that can provide a good estimation, which is called the payoff table. As we also want to solve problems with three or more objectives, a more sophisitcated mechanism is required. In this work we use a technique based on the approach in [2] , which is a modification of the crowding mechanism of the NSGA-II. The modification consists of emphasizing the generation of nondominated solutions near to the edges of the Pareto front, and not only the extreme values. In this work, we perform the estimation using a standard differential evolution approach, incorporating the new ranking rules before the selection procedure. The decision of using a differential evolution algorithm is due to the speed required, because this is only the first step of the process, and the estimation obtained will be relaxed in the next steps.
In the following, let's assume that the procedure nadir st(f , g) performs the modified differential evolution previously described for g generations. It will return two arrays, lb and ub with the estimated ideal and nadir objective vectors (assuming minimization).
The single-objective optimizer, in which our method is based, is the cultured differential evolution previously described. Let's now assume that it is available as the procedure cde(f l , ε, g), which performs the optimization process of the ε-constraint method during g generations and returns the best point found. The pseudo-code of the ε-constraint with CDE (εCCDE) is shown in the Algorithm 3.
In Algorithm 3, the lower and upper bounds, lb and ub, are increased by a tolerance t; this is done since the results of the nadir st procedure are only approximations, and it is possible to find a better point outside of them. We use tj = 0.1(ubj − lbj ). The ε values are updated with a delta, which is dependent of the number of points in the Pareto front desired by the user or the decision maker. It is obtained as follows: δj = ub j −lb j p . This way, we aim that the Algorithm 3 ε-Constraint with CDE. P = ∅ (lb, ub) = nadir st(f , g) ub = ub + t, lb = lb − t ∀j ∈ (2, . . . , m), εj = lbj + δj while εm ≤ ubm do x = cde(f1, ε, g) if x is nondominated with respect to P then P = P − {y ∈ P | x y} P = P ∪ {x} end if ε2 = ε2 + δ2 for j = 2 to m − 1 do if εj > ubm then εj = lbj εj+1 = εj+1 + δj+1 end if end for end while final points are equally spaced in their projection over the f2 to fm axis. g is an input parameter of the algorithm, but it is very important, because together with p and the population size of the cde procedure, popsize, define the total number of fitness function evaluations required for the approach. The number of fitness function evaluations is p m−1 · g · popsize. Algorithm 3 shows f1 as the objective to be optimized, and f2 to fm as the constraints. However, one can interchange the roles of the objectives if the problem looks harder to solve in the original setting. In the experiments shown in this paper, the original setting was always preserved, and f1 was always taken as the objective to optimize, to allow a fair comparison. In order to improve the performance of each optimization process, the algorithm shares a percentage of the population, in the initial population of the next process. This helps because the problems to be solved are very similar, and the only change is the upper bound of the objective functions which is treated as a constraint. When all the population is shared, the loss of diversity leads to premature convergence. In practice, we found that a small percentage (around 10%) of the population to be shared is enough to improve convergence without losing diversity. According to our previous experiments [9] , the εCCDE approach provides good results by itself, but it can result computationally expensive when many points of the Pareto front are required, because it needs an individual optimization process for each point. At this point, we propose to use rough sets theory to spread the few points obtained earlier, an then cover a larger area of the Pareto Front. To achieve this objective, in addition to the final nondominated points provided by the ε-constraint approach, we need some dominated points obtained from the intermediate optimizations (these points are randomly chosen). These sets of points provide enough information to the rough sets to enhance the approximation of the Pareto front.
COMPARISON OF RESULTS
In order to validate the performance of the proposed approach, some test functions have been taken from the specialized literature. One may think that the several singleobjective optimizations required may give rise to a prohibitively high computational cost, which is unnecessary considering that a modern MOEA may produce a similar approximation of the Pareto front at a much more affordable computational cost. There are problems, however, where this is not the case, and in which a modern MOEA cannot converge to the true Pareto front even if we do not restrict the number of evaluations performed. It is precisely in those cases for which we believe that our approach can be a viable alternative. In order to validate our hypothesis we looked specifically for hard multi-objective problems within the existing benchmarks. Our search led us to the use of two recent benchmarks, proposed by Huband et al. [6] and Okabe et al. [11] , where we found very hard problems (WFG1, WFG2, WFG9, OKA1 and OKA2). In the case of WFG problems, each of them has 24 variables. WFG1 is strongly biased toward small values of the first 4 variables, WFG2 is non-separable and has also a disconnected Pareto front, and WFG9 is a deceptive problem. In the case of OKA problems, they only have 2 and 3 variables and 2 objectives, but the geometry of their optimal sets is nonlinear, and they are also strongly biased to the opposite side of the Pareto front. We also use four ZDT problems [18] , because they have been used frequently in the specialized literature, and they constitute a reference point for many researchers in the field. We decided to compare results with respect to the NSGA-II [3] , since this is an approach representative of the state-of-the-art in the area. It is also known, that the NSGA-II performs very well in the ZDT problem set.
Experimental Setup

εCCDE alone
In this case, and due to space constraints, we only use the WGF problems, with two objectives. We ran both algorithms during 250,000, 25,000 and 50,000 fitness function evaluations each (for WFG1, WFG2 and WFG3, respectively). We aimed to obtain a set of 50 points as a result of each run, so we adapted the parameters according to that. For the εCCDE, the parameters adopted were: p = 120, 50 and 50 for each problem, g = 48, with 10% of the population shared between optimizations (this 10% is chosen at random). For the cde procedure we used popsize = 40, 20 and 10 for each problem, F = 0.7, CR = 0.5. The population size of NSGA-II was set to 52, and the number of generations to 4808, 962 and 481 for each problem. The rest of the parameteres were set as recommended by its authors: probability of crossover = 0.9, probability of mutation = 1/n, the value of the distribution index for crossover = 15, and the value of the distribution index for mutation = 20. It is worth mentioning that, in the case of WFG1, even with this large number of iterations, the NSGA-II was not able to reach the true Pareto front. In Figure 4 , we show the results of a single run for each test problem.
εCCDE+MORS
We ran both algorithms during 15,000 fitness function evaluations each 1 (except for OKA2 and WFG1). We aimed to obtain a set of 100 points as a result of each run, so we adapted the parameters according to that. For the εCCDE, the parameters adopted were, for the two objective problems: p = 5, g = 100, with 10% of the population shared between optimizations (this 10% is chosen at random), for the cde procedure we used popsize = 20, F = 0.7, CR = 0.5; and for the three objective problems: p = 3, g = 70 and popsize = 16 (the parameters must be different because the number of evaluations depends of the number of objectives m). The maximum number of evaluations performed by the rough sets algorithm was set to 5,000. The population size of the NSGA-II was set to 100, and the number of generations to 150. The rest of the parameteres were set as recommended by the NSGA-II's authors: probability of crossover = 0.9, probability of mutation = 1/n, the value of the distribution index for crossover = 15, and the value of the distribution index for mutation = 20.
Only for OKA2 and WFG1, the total number of fitness function evaluations was increased to 25,000, because these are really difficult problems. In this case, we adopted, for the two objective problem (OKA2): g = 150, and for the three objective problem (WFG1): g = 104. In both cases the maximum number of evaluations of the rough sets algorithm was set to 10,000. The number of generations of the NSGA-II was changed in this case to 250, to allow a fair comparison. However, even with this large number of iterations, the NSGA-II was not able to reach the true Pareto front of WFG1, and in the case of OKA2, a very small portion of the Pareto front was covered. In Figures 5, 6 and 7, we show the results of the run on the median with respect to the two set coverage metric (CS) for each test problem adopted. Since a visual comparison of the results may be inaccurate, we also used some performance measures to allow a quantitative comparison of results.
Performance Measures
To assess the performance of the proposed approach, we adopted the two set coverage (CS) metric [18] , which is an indicator of how much a set covers (or dominates) another one. points in X that dominate some point in Y .
Our second performance measure was the binary coverage (Qc) [4] , which is an indicator of the ability of an algorithm to obtain solutions near the extrema of the Pareto front, measuring the largest possible angle between two vectors of the output of an algorithm. This is a second criterion when proper convergence has been achieved. A value of Qc(X, Y ) > 0 means that X obtained points nearer to the extrema of the Pareto front Note that Qc(Y, X) = −Qc(X, Y ).
εCCDE alone
We executed our εCCDE 30 times per problem, and then executed the NSGA-II 30 times with the same random seeds, and we performed 30 one-to-one comparisons. The results are summarized in Table 1 and 2 .
In all the problems in Table 1 , the εCCDE obtained better average values. However, in WFG1, all the points of εCCDE always dominate the points produced by the NSGA-II, because the latter cannot properly converge. From Table 1 , it can be seen that our approached obtained the largest value for WFG1. For WFG9, this metric indicates that the NSGA-II can cover a larger portion of the Pareto front. However, it is important to keep in mind that this is a secondary cri- terion, which becomes relevant only when convergence has been achieved. In this case, and based on the two set coverage measure, our εCCDE obtained a better convergence.
εCCDE+MORS
Again, we executed the proposed εCCDE+MORS 30 times per problem, and then executed the NSGA-II 30 times with the same random seeds, and we performed 30 one-to-one comparisons. The results are summarized in Table 3 .
In almost all the problems in Table 3 , the approach presented here obtained better average values. WFG1 is a very hard problem for the NSGA-II, which again cannot properly converge, and almost all its points were dominated by the εCCDE+MORS outcome. On the other hand, in OKA1, both algorithms show difficulties to dominate the results of each other. Regarding the ZDT problems, the NSGA-II presented a better convergence in two problems (ZDT2 and ZDT3), while in the other two our approach obtained a better convergence. For WFG2 and OKA2, as well as for ZDT3 and ZDT4, the second measure (Table 4) indicates that the NSGA-II can cover a slighly larger portion of the Pareto front. In these cases, and based on the CS measure, our εCCDE+MORS obtained a better convergence than the NSGA-II, except in ZDT3, where the NSGA-II obtained both, a better convergence and a larger length over the Pareto front.
CONCLUSIONS AND FUTURE WORK
In this paper, we explored the use of the ε-constraint method hybridized with an efficient evolutionary single-objective optimizer, in order to obtain a first approximation to the Pareto front, and then apply an approach based on rough sets theory to spread the results. We apply this approach to solve hard two-and three-objective optimization problems. Our results show that the proposed approach can solve problems that a highly competitive MOEA (the NSGA-II) cannot. This approach may be recommended when other algorithms cannot achieve a proper convergence, or when it is known that the problem is deceptive or strongly biased (as is the case of several of the test problems adopted). Lamont. Evolutionary Algorithms for Solving 
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