Measurement of Quantum Correlation Parameters  . . . by Alexander Warn Scott, II
UNIVERSITY OF MINNESOTA
This is to certify that I have examined this copy of a doctoral dissertation by
Alexander Warn Scott, II
and have found that it is complete and satisfactory in all respects,
and that any and all revisions required by the nal
examining committee have been made.
Name of Faculty Advisor
Signature of Faculty Advisor
Date
GRADUATE SCHOOLMeasurement of Quantum Correlation Parameters in
Entangled D Meson Decays Using the CLEO-c Detector
A DISSERTATION
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Alexander Warn Scott, II
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
December 2007c Alexander Warn Scott, II 2007
ALL RIGHTS RESERVEDAcknowledgements
I would like to acknowledge many people who were instrumental in getting me to
the point of writing this thesis. First, I'd like to thank my advisor, Dr. Ron Poling,
for shepherding me through the dicult times in graduate school. You were always
quick to give credit to others when it was due and hesitant to put the blame others
when something went wrong. You were understanding when I had problems outside
of work, and gave me freedom in pursuing my research but told me when you were
cutting o funding. I hope that future students will have such a great mentor as I
did. I also appreciate the impromptu lessons on the ner points of English grammar.
I would also like to thank the other members of the Minnesota group: Drs. Yuichi
Kubota, Dan Cronin-Hennessey, Pete Zweber, and Brian Lang, and fellow students
Justin Hietala, Tim Klein, and Kaiyan Gao. They provided assistance in the form of
physics insight and computer coding suggestions. All the members of the Minnesota
CLEO group have been great to work with, as colleagues and friends.
I would like thank the other members of the TQCA group: David Asner, David
Cinabro, Qing He, Adam Lincoln, and Ed Thorndike, with special thanks to Werner
Sun for holding the project together. We've all worked hard in bringing this project
to fruition and I appreciate the input on my research from the other group members.
I would also like to thank the CESR group for delivering the 281 pb 1 of integrated
luminosity that my research is based on - it certainly wasn't easy to get there. Also,
my thanks to the CLEO group who maintained the detector, processed the raw signal,
created the high-level code objects, and did the detector-response studies. They're a
friendly, collegial group that I will miss. Finally, I would like to thank the DOE and
NSF for providing the funding for myself and CLEO as a whole.
iI would also like to acknowledge the people close to me who helped me through
my dicult years in graduate school. First, my wife Jana, who managed our daily
aairs when I had no brainpower to spare, ferried me to late-night CLEO shifts and
back, and took care of the children during the many times that I was on trips to
the accelerator or to conferences. She has joked that she feels that she's earned part
of my degree as well, and I must agree. My friends Lance Lohstreter, Dat Nguyen,
and Peanut McCoy helped keep me sane through some dicult times and helped me
immensely in my studies. They have all moved on already, and I miss their advice
and friendship. Last, but not least, I have to acknowledge my parents (Dale and
Jackimaye Scott) and grandparents (Jim and Nell Scott and Bonnie Ashley) for their
love, support, and belief that I could succeed. On many levels, I would not be what
I am today without them.
Thank you all.
iiDedication
I would like to dedicate this thesis to my children, Justin Warn Scott, Mary
Johanna Scott, and any other little Scotts that may come along, that when you are
older you will believe that your father knew something once.
And to my Grammy, who didn't get to see me become a doctor. I know you would
have been proud.
iiiABSTRACT
Measurement of Quantum Correlation Parameters in
Entangled D Meson Decays Using the CLEO-c Detector
Alexander Warn Scott, II
The decays of D0 and  D0 mesons produced from e+e  annihilation at the  (3770) res-
onance reect quantum correlations so that decay rates are sensitive to inteference between
indistinguishable nal states. Using the 281 pb 1 of
p
s = 3:770 GeV e+e  data collected
with the CLEO-c detector at the Cornell Electron Storage Ring, we measure the time-
independent decay rates of D0 decays to avored states K +, K+ , and CP eigenstates
K+K , + , K0
S00, K0
S0, K0
S!, K0
S, K0
S, and K0
L0, as well as inclusive semilep-
tonic modes, using both partially- and fully-reconstructed D0  D0 pairs. A 2 minimization
tter extracts from these decay rates the uncorrelated branching fractions of the modes
used, the ratio of doubly-Cabibbo suppressed to Cabibbo favored amplitudes rK and the
strong phase dierence K (respectively, the magnitude and phase of hK +j  D0i
hK +jD0i ), and
the D mixing parameters y and x2. By constraining the branching fractions and rK with
independent measurements, we present a rst measurement of cos = 1:03+0:29+0:13
 0:14 0:11, with
a 95% C.L. that jj < 75.
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xxxiChapter 1
Introduction
This dissertation is devoted to the study of quantum correlations in D0    D0 nal
states produced at the  (3770) resonance and observed with the CLEO-c detector.
The theory and procedure are also applicable to any pair of coherently produced
particles with nal decay states common to both, including B0    B0. We describe
here the use of partially- and fully-reconstructed D0    D0 events as input for a least
squares tter to constrain parameters related to D mixing. To explain the signif-
icance of this research, it is necessary to begin with a description of the founda-
tions of elementary particle physics, particularly the Standard Model of quarks and
leptons, as well as charge and parity symmetries. Much of the following material
is based on David Griths' textbooks Introduction to Elementary Particles [1] and
Introduction to Quantum Mechanics [2].
11.1 Elementary Particle Physics and the Standard
Model
Elementary particle physics is the study of the properties and interactions of the
fundamental particles. The eld began with the discovery of the electron as an
atomic constituent by Thomson, which opened the door to investigating matter on
a progressively smaller scale in the search for structure. Rutherford discovered the
atomic nucleus and Chadwick the neutron. Since then, ever more complex devices
have been built, from cloud chambers for cosmic-ray research to massive particle
accelerators probing at ever smaller interaction distances, to observe the properties
and interactions of the particles involved.
The accumulation of fundamental particles over time required a systemization
to make relationships and properties more clear; the Standard Model, a quantum
eld theory developed in the 1960's and 70's to encompass electroweak and strong
interactions based on local gauge invariance and SU(3)SU(2)U(1) symmetry, lls
that role. It is, so far, the most successful systemization of fundamental particles and
interactions in organizing and predicting particles and their properties. Only with
the discovery of non-zero masses for neutrinos (see Reference [3] for an overview) has
it become clear that the Standard Model needs extension. The particles organized by
the Standard Model are the leptons, quarks, gauge bosons (mediating the fundamental
forces), and the Higgs boson, which alone has yet to be observed. The gravitational
force is not part of the Standard Model and will not be discussed here.
21.1.1 Forces and Mediating Particles
Quantum eld theories have forces represented by elds, with excitations of those
elds (particles) transmitting the forces. The three forces that are currently described
by quantum eld theories and their mediating gauge bosons are listed in Table 1.1.
The gauge bosons are spin 1 particles that obey Bose statistics, meaning that they are
not excluded from lling an occupied quantum state. The three fundamental forces
mediated by these particles are the strong nuclear force, the weak nuclear force, and
the electromagnetic force, with the last two being low energy approximations of the
elctroweak force.
force gauge particle Mass [7] charge N force strength
EM photon () 0 0 1 1
weak W 80.400.03 GeV 1 2 0.8
Z 91.1880.002 GeV 0 1
strong gluon (g) 0 ci cj 8 25
Table 1.1: Gauge bosons in the Standard Model. All have spin 1 and mediate one of
the fundamental forces. N is the number of distinct gauge bosons of that type, the
W bosons have electric charge in units of the electron charge (1:60210 19 C), and
gluons have a color/anti-color charge combination from fR,G,Bg. The force strength
is given for 2 u quarks at separation 10 18 m.
The classical formulation of electromagnetism is Maxwell's equations, while the
quantum version is Quantum Electrodynamics, or QED. QED deals with the inter-
actions between photons and electrically charged particles, and has been rigorously
tested to result in the most accurate and precise theory in all of physics. The photon
is a massless mediator of the electromagenetic eld, which consequently gives the elec-
tromagnetic force innite range. Electromagnetic elds are best known for binding
nuclei and electrons together as atoms, and as the oscillating electric and magnetic
3elds that make light waves.
Weak interactions were rst formulated in the context of nuclear decays and were
represented by a \black box" interaction. The weak nuclear force is now described
as being mediated by the W  and Z0 bosons and interacts with leptons, quarks (the
constituents of protons and neutrons in nuclei), and the weak bosons themselves.
The W and Z bosons are quite massive, with a mass almost 100 times that of a
proton, and have ranges on the order of  h=(MWc). Interactions with the W  bo-
son change one type of quark or lepton into another; this is called a avor-changing
charged current (FCCC). The Z0 has interactions much like the photon and cannot
change types of quarks or leptons, meaning that it does not generate a avor-changing
neutral current (FCNC). The fact that the Z0 and the photon have similar interac-
tions at high energies led to the unication of the weak force and QED in the GWS
(Glashow/Weinberg/Salam) electroweak theory [4, 5, 6], which is an essential part
of the Standard Model. The weak force and QED are dierent expressions of the
electroweak force in the low-energy limit.
The strong nuclear force is mediated by gluons and interacts with color charge; in
this case, \color" does not refer to the electromagnetic spectrum but is merely a name
for the type of charge carried by quarks and gluons (an apt choice of name because
of how combinations of color charge are analogous to familiar color combinations).
Unlike electric charge, of which there is only one kind with values of 1, color charge
comes in three avors, denoted \R", \G", and \B" and each can have values of 1.
Quarks have a color charge, leptons have none, and gluons have a color/anti-color
charge (such as R  G or more generally, ci cj). The strong force, unlike gravity and the
electroweak force, becomes stronger as the separation between color-charged objects
increases.
41.1.2 Leptons and Quarks
Leptons and their properties are displayed in Table 1.2; these are the electrons (e),
muons (), taus (), and their associated neutrinos. All leptons are fermions, meaning
they have spin 1
2 and obey Fermi-Dirac statistics (requiring the Pauli Exclusion Prin-
ciple that no two fermions can occupy the same quantum state). Every lepton also
has an anti-particle with the same mass but opposite charge and quantum numbers.
Electrons, muons, and taus are charged particles that can interact electromagnetically
or via the weak nuclear force, with the electron being the lightest and the other two
having similar properties but greater mass. The neutrinos are neutral particles that
interact only through the weak force. Each generation of leptons (electron and asso-
ciated neutrino e, muon and , and  and ) has its own quantum number which
is conserved; an electron cannot be destroyed without creating an electron or electron
neutrino. There is some discrepancy between Standard Model neutrinos and exper-
imental evidence, which observes neutrino mixing. Neutrino mixing models require
a small but non-zero neutrino mass for one type of neutrino to change to another
(which by its nature violates lepton number conservation). These two unexpected
eects are an exciting eld of research for elementary particle physics.
The quarks and their properties are displayed in Table 1.3; like the leptons, they
are fermions with spin 1
2. For each quark there is also an anti-quark, with the same
mass but opposite charge and quantum numbers. Quarks and anti-quarks are the
fundamental components of hadrons, either in the form of quark-antiquark pairs (qi  qj)
called mesons, like , 0, K, and the J= , or 3-quark combinations (qiqjqk) called
baryons, like the proton and neutron. Like the leptons, quarks have three generations
whose members have repeating properties. There are six avors in two groups: down,
5Generation Name Mass [7] Q Le L L
I e 0.511 MeV -1 1 0 0
e < 2 eV 0 1 0 0
II  105.7 MeV -1 0 1 0
 < 0.19 MeV 0 0 1 0
III  1777 MeV -1 0 0 1
 < 18.2 MeV 0 0 0 1
Table 1.2: Leptons in the Standard Model, with mass and charge Q in units of electron
charge (1:602  10 19 C). Quantum numbers Le, L, and L are associated with
lepton generation and are conserved in most interactions, although recent evidence
of neutrino mixing implies that they can be broken. Anti-leptons have the opposite
charge and quantum numbers.
strange, and bottom form one group while up, charm, and top form another. The rst
group has electric charge  
1
3 while the second group has electric charge +
2
3. Quarks
also come in three colors (referring to the strong force charge), with each color quark
considered distinct: for example, there is a red up quark, a blue up quark and a
green up quark. That these dierent color quarks are actually dierent particles is
evidenced by the factor of three enhancement in the decay rate Z0 ! q q [7] and other
phenomena. A gluon exchange can transform the quark into a dierent color quark of
the same type; the strong force conserves the quantum numbers D, U, S, C, B, and
T, which are associated with the six quark avors. The weak force does not conserve
those quantum numbers, which has led to a rich eld of physics investigation.
1.2 Symmetries of Nature
Introductory-level physics covers many of the particle properties that are related to
forces, such as energy, linear momentum, and rotational momentum. Emmy Noether
developed a theorem [8] that these properties, if conserved, must be related to a sym-
6Generation Name bare Mass [1, 7] Q D U S C B T
I d 3-7 MeV -1/3 -1 0 0 0 0 0
u 1.5-3.0 MeV +2/3 0 1 0 0 0 0
II s 9525 MeV -1/3 0 0 -1 0 0 0
c 1.250.09 GeV +2/3 0 0 0 1 0 0
III b 4.200.07 GeV -1/3 0 0 0 0 -1 0
t 174.23.3 GeV +2/3 0 0 0 0 0 1
Table 1.3: Quarks in the Standard Model, with charge Q reported in units of electron
charge (1:602  10 19 C). Quantum numbers D, U, S, C, B, and T are associated
with quark identity, which is conserved by the strong force but not by the weak.
Some authors use isospin component Iz in place of D and U, with Iz = +1
2 for the
u quark, Iz =  1
2 for the d quark, and Iz = 0 for all other avors. Anti-quarks have
the opposite charge and quantum numbers.
metry in nature. For instance, a mechanics that is invariant under spatial translation
conserves linear momentum, while a mechanics that is invariant over time conserves
energy. Parity invariance for a process means that process is the same in a mirror
image, or a left-right reection. For this process, there is no preferred direction. In
terms of quantum mechanics, the parity operator P acts on a state j ;xi and trans-
forms it to B j ; xi, where B = 1. A process that conserves parity can only
transform a system with even parity to another system with even parity, and odd to
odd. Particles carry intrinisic parity, which reects the construction of the particle's
wave function. Particles with no intrinisic angular momentum, such as pions and
kaons, have odd parity. The parity of a group of particles depends on the intrinisic
parity of the particles and the angular momentum they share; for example, the eigen-
value of the parity operator on a group of n pions with total angular momentum L
is ( 1)n+L.
Until the 1950's, scientists believed that all processes conserved parity. Lee and
Yang [9] were the rst to examine the evidence for parity conservation, and found
7that parity was conserved in all cases for strong and electromagnetic interactions
but that there was no evidence of parity conservation in weak interactions. In fact,
there was a possible counterexample in the + and + (now considered the same
particle, K+). These two particles had the same mass and charge but decayed to
dierent nal states: + ! 2, an even parity state, and + ! 3, an odd parity
state. Accepting the possibility that weak decays do not require parity conservation
allows the common-sense deduction that the + and +, having the same mass and
charge, are the same particle with dierent decays. Lee and Yang formulated an
experiment that was conducted by C.S. Wu [10] to verify parity conservation. The
experiment, simple in concept though challenging technically, is to take a sample of
radioactive Co60 atoms and align their spins. When an atom undergoes beta decay,
the direction of the electron is measured. The surprising result was that there is a
preferred direction for emission of the electron, which is the direction of the nuclear
spin. The mirror image process ips the spin in the opposite direction, but the
electron would still be emitted in the original direction, which is now opposite to the
spin. If the weak force respected parity, Wu would have observed equal proportions
of electrons aligned and anti-aligned with the spin, but that was not the case.
Another example of parity violation in weak decays is observed in the helicity of
neutrinos. Particles have a property called \helicity" or \handedness" related to the
quantization of spin; right-handedness has the spin aligned with velocity and left-
handedness has spin anti-aligned. Consider the decay + ! +; the + has 0 spin,
so the neutrino and anti-muon in the decay must have the same spin direction. When
the helicity of the anti-muon is measured, there are only left-handed anti-muons, and
so only left-handed neutrinos. The decay   !   produces muons and anti-
neutrinos, and these muons are always observed to be right-handed. There is not a
8Ang. mom. Spin Parity Charge Conj. Sample particles
pseudoscalar ` = 0 s = 0 P( ) C(+) 0, 
scalar ` = 1 s = 1 P(+) C(+) , f0(980)
vector ` = 0 s = 1 P( ) C( ) 0, !
axial vector ` = 1 s = 0 P(+) C( ) b1
Table 1.4: Behavior of sample scalars and vectors under parity inversion and charge
conjugation.
mirror image of these decays because only a particular handedness is produced for
specic particles; in contrast, the electromagnetic decay 0 !  produces daughters
with an even distribution of right- and left-handedness.
The example given of  decays suggests that, while weak processes may not have
a mirror image, changing all particles to their anti-particles rst does produce a mirror
image process, the symmetry being a combination of charge-conjugation and parity
inversion. Charge conjugation has the eect of turning all internal quantum numbers
(charge, strangeness, baryon number, etc.) to their opposite, changing matter to
anti-matter and vice versa. The only eigenstates for charge-conjugation are particles
that are their own anti-particle, such as 0, , , and ! (but not neutrons or K0),
with eigenvalues of 1 depending on the quark content. The combination of charge
conjugation and parity inversion, called CP, was believed until the 1960's to be a
symmetry conserved even by the weak force until detailed experiments combining
quark theory and a better knowledge of the weak force were brought to bear. The
charge and parity eigenvalues for dierent states are listed in Table 1.4.
91.3 Quarks
Quarks, a large and fertile area of investigation in the Standard Model, were intro-
duced with a very controversial beginning. The idea of quarks was introduced in the
1960's to address the problem of proliferating hadrons. This great mass of mesons and
baryons, in retrospect, bore similarities to the disarray of chemical elements before
Mendeleev organized them in his Periodic Table.
In 1961, Gell-Mann and Ne'eman were able to organize the known mesons and
baryons into groups using a model called the Eightfold Way [11], plotting particles
on axes of electric charge and a property called strangeness. Strangeness was rst
observed in cosmic ray studies and was later associated with particles now known
to contain strange quarks; the original strange particles had high cross-sections for
production but small rates for decay. Strangeness was conserved at production, mean-
ing strange particles were produced in pairs, but did not pass on that property to
decay products. The lowest mass particle groupings formed hexagons on the charge-
strangeness axes, with two singlets in the center. Particles with similar mass an
properties were adjacent in this method of organization, with fairly regular mass in-
crements between rows. Gell-Mann used the Eightfold way patterns to predict the
existence of a new particle, the 
 , and estimate its mass and decay width. Although
the model was successful in organizing mesons and baryons into structures, the origin
of the structure remained mysterious.
1.3.1 Quark Theory
When the theory of quarks was rst proposed by Gell-Mann and Zweig in 1964 to
explain the Eightfold way, it required some unusual qualications that left many sci-
10entists skeptical. The fundamental unit of electric charge was thought to be that of
an electron, or 1.60210 19 Coulombs as measured by Millikan in the famous oil-drop
experiment [12], but quark theory required that particles forming the substructure of
hadrons have fractional electron charge, either 1=3 or 2=3. Quarks could never be
found in isolation, only in groups of three or as part of a quark, anti-quark pair, a
property called connement. Furthermore, quarks needed the introduction of a hid-
den property called color charge to avoid running afoul of Pauli's Exclusion Principle.
The ++, for instance, consists of three up quarks, all three of which would be indis-
tinguishable and in the same state without some additional property to dierentiate
them. Color charge allows each up quark its own color (red, green, or blue) and so
all three are in a unique state. Observable particles can only be colorless (no net
color) or be a superposition of color states so that all three color charges are present
in equal amounts.
The quark theory did have some advantages. It required only three quarks (u,d,s)
to explain the properties of all the known hadrons and predicted one to be found
(the 0). Deep inelastic scattering studies of protons [13] found that the charge was
distributed in a lumpy way, suggestive of three clumps of charge. More experimental
evidence was needed, though, to make the quark theory convincing in the absence of
unconned quarks. That evidence would come from the charm quark, necessitated
by the non-conservation of quark quantum numbers by the weak force, as explained
in the next section.
111.3.2 Cabibbo Angle and Weak Interactions in Quarks
At the time that quark theory was rst introduced, it contained no concept of quark
generations. The quark types in the theory at the time, the up, down, and strange
quarks, were combined to make hadrons that could be classied based on electric
charge and strangeness. Nicola Cabibbo hypothesized in 1963 [14] that weak inter-
action cross-sections involving quarks could be described in the same way as weak
interaction cross-sections involving electrons and neutrinos, with only an additional
factor in the amplitude. This factor was cosC for particles with a down* )up inter-
action and sinC for particles undergoing a strange* )up interaction; C came to be
known as the Cabibbo angle with an experimental value of 13.1 [1].
This theory failed when applied to the decay rate amplitude of K0 ! + , which
was predicted to be the same as a leptonic decay with four weak lepton interactions,
with an additional factor of sinC cosC. Instead, the actual rate is tiny, with a
branching fraction of less than 10 7 [7]. To solve this problem, Glashow, Iliopoulos,
and Maiani [15] looked back to an earlier idea by Glashow and Bjorken [16] that
there should be a fourth quark (whimsically named \charm") to balance with the
four known leptons. This fourth quark could then be used to cancel the amplitude
for K0 ! +  if its couplings were cosC for particles in a strange* )charm weak in-
teraction and  sinC for particles in a down* )charm weak interaction (cancellations
of this sort are now called the GIM mechanism).
Adding a fourth quark with similar rotations in avor space suggests that the
weak force interactions with quarks could be more simply portrayed as operating on
12a rotation of the s and d quarks:
d
0 = d cosC + s sinC (1.1)
s
0 =  d sinC + s cosC
which can be expressed as:
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Here, d0 and s0 are the states that the weak force interacts with, a mixture of avor
states d and s. Kobayashi and Maskawa [17] expanded this mixing matrix to encom-
pass a third generation, the bottom and top quarks, in order to introduce imaginary
terms generating CP violation. This mixing matrix (now called the CKM matrix) is
composed of the amplitudes for down-type quarks interacting with up-type quarks
(expressed as VUD where U is a member of fu;c;tg and D is a member of fd;s;bg):
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V is minimally described by three angles and one phase [18]:
V =
0
B
B
B
B
B B
@
c1 s1c3 s1s3
 s1c2 c1c2c3   s2s3ei c1c2s3 + s2c3ei
 s1s2 c1s2c3 + c2s3ei c1s2s3   c2c3ei
1
C
C
C
C
C C
A
; (1.4)
13where s and c here denote sine and cosine respectively, while the subscript identies
the angle. The CP-violating phase is . Some prefer to work in the Wolfenstein
parameterization [19], an expansion of the mixing matrix in Vus, denoted by . The
Wolfenstein parameterization is shown here to O(3):
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The current experimental values [7] for the mixing matrix are
V =
0
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@
0:9738  0:0003 0:226  0:002 (4:3  0:3)  10 3
0:230  0:011 0:957  0:095 (41:6  0:6)  10 3
(7:4  0:8)  10 3 4:81
+0:18
+0:14  Vtd > 0:78
1
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C
C
C C
C
A
; (1.6)
although assuming unitarity constrains the mixing matrix elements more stringently.
1.3.3 The Charm Quark
In 1973, quark theory was still viewed with skepticism for reasons noted above. All
that would change with the discovery of a fourth quark to ll the role of charm and
the \November Revolution." Two dierent groups, Ting of Brookhaven [20] and
Richter at SLAC [21], published papers announcing their discovery at the same time,
November 11, 1974, on a new particle with mass around 3100 MeV=c2 and a lifetime
of 1000 times longer than that of similarly massive particles. This new particle was
called the J= ; the nomenclature reects the shared discovery, with the J coming from
Ting and the   from Richter. The J=  was identied as the 3S1 state of charmonium
14(c c), which is not the lowest energy bound state of charm quarks but the lowest that
can be produced by e+e  annihilation (the production method at SLAC).
This was the evidence needed to rmly establish quark theory, as the J=  matched
predictions made earlier in 1974 on what a charm   anti-charm particle should be
like. The net charm for this particle is 0, since the charmness of the c and  c cancel
out, so the charm quarks are \hidden." It also cannot decay to charmed particles
because the lightest particles with one charm quark are more than half as massive as
the J= .
1.3.4 D Mesons
Open charm, or the property of net charm, was observed in 1976 by the MARK I [22,
23] collaboration in particles called D+=D  (quark content c d and charge conjugate,
mass of 1869.3 MeV/c2) and D0=  D0 (quark content c u and charge conjugate, mass of
1869.3 MeV/c2) [7]. The D mesons were produced at the  (3770) resonance, which
is also known as the  00, or the 3D1 state of charmonium. D mesons from  (3770) are
produced almost at rest in the frame of the  (3770) since their masses are little less
than half that of the  (3770). These D mesons live about a half picosecond before
decaying to other particles via the weak force.
The charm quark preferentially decays to a strange quark; the ratio of the inter-
action amplitudes (or CKM elements; see Equation 1.3) for c * ) s and c * ) d is 4.16
to 1. Figure 1.1 shows a Feynman diagram of a D0 meson decaying to a K (quark
content s u), a positron, and an electron neutrino. The charge of the electron/positron
unambiguously tags the charm quark content of the parent meson: a c quark in D0
or D+, and a  c anti-quark in  D0 or D . Figure 1.2 shows a Feynman diagram of a
15D0 meson decaying to a K  (quark content s u) and a + (quark content u d). This
decay is called Cabibbo-favored (CF) because the CKM elements involved are on the
diagonal of the mixing matrix, and as such, are close in value to 1. A  D0 meson
decaying to K+  is also a CF decay. However, a D0 meson decaying to a K+  (see
Figure 1.3) is called a doubly-Cabibbo suppressed (DCS) decay because both CKM
elements are o the matrix diagonal. The ratio of CF to DCS branching fractions of
D0 ! K is 271. The mass degeneracy of D0 and  D0, along with the availability
of common nal states, suggets that some combination of avor eigenstates might
be more fundamental when describing the decays of D mesons. A good model for
addressing this issue is the K0    K0 system, where the mixing of avor eigenstates
has been well studied.
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Figure 1.1: D0 decay to K e+e, unambiguously tagging the parent as a D0.
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Figure 1.2: A D0 meson decays to K  (s u) and + (u d) with a branching fraction of
3.80  0.07% [7].
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Figure 1.3: A D0 meson decays to K+ (u s) and  (d u) with a branching fraction of
0.0143  0.0004% [7].
171.4 Flavor Mixing
The K0 and  K0 particles, like the D0 and  D0, are both electrically neutral and
degenerate in mass. The only dierence between the two kaons is the value of the
strangeness quantum number S, which the weak force does not conserve. Gell-Mann
and Pais noted in 1955 [24] that the neutral kaons have a S = 2 second-order
weak transformation available, allowing K0 * )  K0. In order to distinguish the two
particles, a quantum number conserved by the weak force was needed, so Gell-Mann
and Pais constructed CP eigenstates where the CP eigenvalue was the conserved
quantum number. The weak force would then act on this mixture of avor states,
much as the weak force acts on a mixture of quarks, as a unique particle.
1.4.1 Neutral Kaon CP Eigenstates
Looking at the result of applying the parity operator to the set of states K0 and  K0,
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and the charge conjugation operator to the same,
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18then normalized eigenstates of the combined CP operator can be constructed as fol-
lows:
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The CP eigenvalue of jK1i is +1 and the CP eigenvalue of jK2i is -1, and to the
degree that the weak force conserves CP, jK1i should decay to only CP+ states and
jK2i to only CP  states. These CP-eigenstate particles can be predicted to have
distinct decays to all-pion states because of CP conservation. The CP eigenvalue of
a system of n charged pions is ( 1)n, and momentum conservation requires n > 1,
while energy conservation requires n < 4. So, K1 will decay to two pions while K2
will decay to three pions. Since the three pion decay is suppressed by phase space
compared to two pions, the decay rate for the former should be much smaller, and the
lifetime longer, than for the latter. A beam of K0 mesons should, at a long enough
distance, be composed only of K2.
Lederman and the lab at Brookhaven discovered a long-lived neutral kaon with
decays to three pions in an experiment in 1956 [25]. The K0
L, as it came to be known,
has a mean lifetime 1000 times that of the K0
S and a mass splitting between the two
of M = 3:5  10 12 [7]. Because of the mass non-degeneracy, the K0
L and K0
S can
also be said to be mass eigenstates. This particle was considered at the time to be
the K2.
Even though the K0
L and K0
S were formulated to conserve CP as a quantum num-
ber, they have been shown to violate CP conservation at very small levels. Two-pion
decays are observed in what should be pure beams of K0
L, implying K0
S regeneration
19from the K0
L. This means that the K0
L is not pure K2 but has a small admixture of
K1:


K
0
L
E
=
1
q
1 + jj
2 (jK2i + jK1i); (1.10)
where  = 2:5  10 3. The cause of K0
S regeneration is that the Strangeness of the
system oscillates with a period of T = 2=M. This can be measured experimen-
tally; just as semileptonic decays of D mesons unambiguously tag the quark content,
tagging the lepton charge in semileptonic decays of beams of initially pure K0 displays
oscillations in S.
1.4.2 D0    D0 Mixing in the Standard Model
The D0    D0 system has a mixing option available, just as the K0    K0 system does,
with mass eigenstates that mix the avor eigenstates [26]:
D1  p


D
0
E
+ q


  D0
E
(1.11)
D2  p


D
0
E
  q


  D0
E
jpj
2 + jqj
2 = 1
If p = q =
1 p
2 then D1 and D2 are CP eigenstates like K0
1 and K0
2, but it is more
general to not make that assumption. The possibility of mixing in the D0    D0
system is interesting because it would be highly suppressed in the Standard Model,
allowing sensitivity to potential new physics that could mediate the process. The
C = 2 process in the Standard Model can only proceed through loop diagrams,
20either through a box diagram (see Figure 1.4) or going through intermediary states
that are common to both D0 and  D0, such as K+  and K + (see Figure 1.5).
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Figure 1.4:  D0 mixes to D0 via box diagram.
1.4.3 Mixing Parameterization
It is common to parameterize mixing quantities based on the mass eigenstates in the
following way [26]:
M 
M1 + M2
2
; (1.12)
  
 1 +  2
2
; (1.13)
x 
M2   M1
 
; (1.14)
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Figure 1.5:  D0 mixes to D0 via virtual intermediate states.
and
y 
 2    1
2 
: (1.15)
In these terms, the time evolution of a D0 can be described as
i
@
@t
jD(t)i = (M  
i
2
 )jD(t)i; (1.16)
and the expansion of the matrix (M  
i
2 ) is given as follows [27]:
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I + i"
: (1.17)
22Mixing that proceeds through common intermediate states involves two C = 1
processes and has an amplitude proportional to  iy; these are long-range eects and
were thought to not contribute much to mixing since the decay rates to common nal
states are already well constrained [28]. Recent results [29] suggest, however, that
it is not negligible. The box diagram represents one C = 2 transition and has an
amplitude proportional to x; this is a short-range eect, with contributions from all
energy scales, so new physics could make a signicant contribution [30]. Mixing that
proceeds through a box diagram has a rate proportional to the square of the relevant
CKM elements and the square of the mass of the intermediary quark. Neutral B
and K mesons have the super-heavy top quark to drive their mixing, and so their
mixing rate is relatively high, but the box diagram for neutral D mesons has down-
type quarks as its intermediaries. The b quark couples weakly to the c and u quarks
because the CKM elements Vcb and Vub are small, so the box-diagram terms with s
and d quarks as intermediaries predominate. The mixing amplitude should therefore
be proportional to the dierence in the square of the masses of s and d [32].
For unbroken SU(3) symmetry, the mixing rate from the box diagram is zero for
reasons similar to that for introducing the GIM mechanism and the charm quark.
With SU(3) symmetry breaking, the mass dierence should be small but non-zero,
on the order of m2
s=m2
W [32]. If there were heavy intermediate particles for the c and u
quarks to couple to, such as potential supersymmetric particles, then the rate would
not be suppressed by GIM-type cancellations. The mixing rate RM = (x2 + y2)=2
is estimated to be as low as 10 10 to 10 7 (the fourth power in SU(3) symmetry
breaking) in the Standard Model, while new physics could be as high as 10 4 to
10 2 [31] (where rates are restricted by limits on new physics from other results, like
b ! s).
23Because the value of RM may be very small, it is common instead to measure x
and y as factors in other processes. These mass eigenstate parameters can be found by
measuring the time development of the decays of D0 ! K+ . The initial population
of K+  must come from D0 DCS decays, but K+  can also result from D0    D0
mixing. The interference between the two sources of K+  can be described in terms
of x, y, r, and cos, where r is the magnitude of the ratio of DCS to CF decay
rate amplitudes, or hK +j  D0
E
=hK +j D0i, and  is the phase of that ratio. The
parameter  is also called the strong phase dierence. The time dependent decay rate
for D0 ! K+  [30] can be written as:
 [D
0(t) ! K
+
 ] = e
  t jAj
2  [r +
p
r




p
q



(y
0 cos   x
0 sin) t +
+
1
4
 


p
q
 


2
(y2 + x2)( t)2]; (1.18)
where  is the weak phase dierence between the ratio of decay amplitudes and the
mixing matrix [30], x0  xcos+y sin, and y0  y cos xsin. Since it is believed
that x and y are small, the best constraint on mixing information derives from the
decay rate term linear in t, x, and y [30]. However, the strong phase is needed to
disentangle the information on x0 and y0, which are the observables measured by the
most sensitive previous experiments.
1.4.4 The Strong Phase Angle
The strong phase dierence () for K + is dened as the dierence in phase angles
for the CF, or \right-sign" (RS), and DCS, or \wrong-sign" (WS), decays of D0 and
 D0 [26]:
D
K
 
+


 D
0
E
 Ae
iR (1.19)
24D
K
 
+
 
  D0
E
  Ae
iW (1.20)
  R   W:
Equation 1.19 describes the RS decay of D0 to K + and Equation 1.20 describes
the WS decay of  D0 to K +. The phases arise from strong interactions between
hadrons in the nal state or from hadronization of the decay products of the charm
quark. For unbroken SU(3) symmetry, the strong phases R and W should be equal,
making the strong phase dierence  = 0, and the ratio of A and  A should be the ratio
of their CKM elements,  A=A = (VcdV 
us)=(VcsV 
ud) [28]. However, SU(3) symmetry
is known to be broken in D0 decays; as an example, the ratio of branching fractions
D0 ! K K+ to D0 !  + is 2:820:15 [7], while SU(3) symmetry predicts a value
of 1. In particular, the ratio of decay rates R =
B(  D0!K +)
B(D0!K +)

 
VcsV 
ud
VcdV 
us

 
2
is 1 in the limit
of SU(3) symmetry, while the PDG [7] lists it as 1:19  0:10. While the theoretical
expectation is that the strong phase dierence for D0 ! K +, subsequently referred
to as \the strong phase", should be close to zero, that need not be the case. At the
time of this dissertation, no published measurements of the strong phase exist.
There are good motivations to measure the strong phase. As mentioned previ-
ously, the most sensitive experiments searching for charm mixing can only measure
the rotated values x0 and y0, particularly in the high-statistics time-dependent mea-
surement of the decay rate for D0 ! K+ . A measurement of cos would allow the
disentangling of the underlying parameters x and y and a search for an enhancement
in the mixing rate due to new physics. Both y and cos can be extracted from the
decay rates of neutral D mesons produced in quantum-coherent states.
251.5 Quantum Coherence
One of the dening attributes of quantum mechanics is that the amplitudes of inter-
action processes are relevant, rather than just the probabilities of the interactions.
Sometimes there is only one amplitude contributing, meaning that the probability is
the square of that amplitude. Usually there is more than one process contributing,
and then the phase of each component is relevant. Two amplitudes can cancel each
other if they have opposite phases, as is the case with the GIM mechanism. Likewise,
two or more particles can be in a quantum-coherent state, also said to be \entan-
gled", where there is a phase relationship in the amplitude of the interactions of all
the particles in the state. Their wave functions develop in a dependent way until
a measurement or interaction collapses the coherent wave function and the particles
subsequently evolve independently. This is most relevant with respect to conservation
laws, so that an interaction determining the eigenvalue of the spin or CP operator
determines the value for the other particles.
1.5.1 History of Entangled States
Albert Einstein thought that entanglement and its ramications were proof that quan-
tum mechanics was an incomplete theory; \spooky action at a distance" (spukhafte
Fernwirkung), as he called it, in a letter to Bohr in 1947 [33]. Einstein was at odds
with quantum mechanics in two particular areas: realism and locality. The former is
the idea that a particle has well-dened values for all of its observables independent
of the measuring process, although they may be inaccessible to a particular measure-
ment. The latter is the idea that the inuence of one particle's interactions cannot
propagate faster than the speed of light to aect any other particle. Einstein felt that
26any sensible theory should have both realism and locality as part of its structure, so
he, Podolsky, and Rosen created a thought experiment intended to discredit quantum
mechanics by showing it necessitated an absurdity.
The original EPR (Einstein-Podolsky-Rosen) paper [34] involved position and mo-
mentum states but David Bohm [35] reformulated the idea in a more testable way,
involving two possible combinations of spin in a two-particle system. If two particles
are created in a coherent state, then the state can be allowed to evolve with the parti-
cles traveling farther apart. When the spin of one particle is measured, the spin of the
other is known instantaneously. One has to sacrice either locality or all conservation
laws for this to be so; in principle, the particles could be widely enough separated
to allow a measurement of a conserved quantity such as angular momentum for both
particles before either one could receive a signal from the collapsing of the other's
wave function. Einstein believed that there must be additional hidden information
that quantum mechanics could not access which would preserve locality and realism.
The idea that some information is hidden from quantum mechanics is called \hid-
den variable theory." John Bell [36] was able to prove mathematically that all local-
ized hidden-variable theories are incompatible with quantum mechanical results. He
envisioned an experiment designed to measure the spin of the electron and positron in
the decay 0 ! e+e . Since the 0 is a spin 0 particle and the electron and positron
are produced in a quantum coherent state, the spin conguration for the two particles
is 1 p
2 (" #+   #+" ). Bell suggested measuring the spin of the electron in direction
~ a and the positron in direction ~ b. Then, the average spin product is P

~ a;~ b

. If
the detectors measure in parallel directions then P (~ a;~ a) =  1. Quantum mechanics
predicts that P

~ a;~ b

=  ~ a ~ b while Bell showed that any localized hidden-variable
27theory obeyed this inequality:

 P

~ a;~ b

  P (~ a;~ c)

   1 + P

~ b;~ c

: (1.21)
It is trivial to verify that the Bell Inequality is not true for the quantum mechanical
result of P

~ a;~ b

=  ~ a ~ b, for example, with a =4 rotation between ~ a and ~ c and
another =4 rotation between ~ c and ~ b. Aspect, Grangier, and Roger [37] were able
to demonstrate that the empirical evidence strongly agreed with the quantum me-
chanical prediction and was clearly inconsistent with Bell's Inequality. The evidence
does not rule out non-local hidden variable theories but the motivation to nd one is
greatly reduced once locality is forfeited.
1.5.2 Extracting Parameters From Coherent States
Since coherent states with correlations between spin states are well established ex-
perimentally, there should also be correlations between CP states when produced
coherently. D0    D0 can be produced in a coherent state, in principle as CP eigen-
states D1 and D2, from the CP eigenstate  (3770). The state will be antisymmetric
in the form [30]
 
D
0  D0
E
=
1
p
2
n 
D
0 (k1)
E 
  D0 (k2)
E
 
 
D
0 (k2)
E 
  D0 (k1)
Eo
: (1.22)
Just as measuring the spin state of the electron from 0 ! e+e  decays determines
the spin of the positron, so too does measuring the CP of one neutral D determine
the possible CP of the other. This should be reected in the total decay rates for the
D0    D0 produced coherently. The decay rate for the D0    D0 state produced from
28a  (3770) (C=-1), using the notation from References [26, 38], is as follows:
 (j;k) = QM jA(j;k)j
2 + SM jB (j;k)j
2 (1.23)
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(1.26)
SM 
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1   y2  
1
1 + x2
#

x2 + y2
2
(1.27)
By comparison, the decay rate for D0    D0 produced incoherently is  (j;k) =
jA(j;k)j
2. The decay rates for D0    D0 to particular classes of states (f and  f
for avored and charge-conjugate, `+ and `  for semileptonic decays, and S+ and
S  for CP+ and CP  eigenstates) are shown in Tables 1.5 and 1.6. The notation
used is RM for the total mixing rate, rf 

 
D
fj  D0
E
=hfjD0i

  for any avored state f
(with f determined relative to  f so that rf < 1),  f  arg
D
fj  D0
E
=hfjD0i

, and
zf  2cosf. The decay rates for D0    D0 where only one decay is of relevance are
listed in Table 1.7. So, studying the decays of D0    D0 produced coherently at the
 (3770) resonance should give access to the mixing parameters x and y.
1.6 Opportunities at CLEO-c
The CLEO-c experiment oers opportunities for exploiting quantum-coherent states
to measure mixing parameters. Between 2003 and 2005 it produced 281 pb 1 of
D  D pairs from e+e  collisions through the  (3770) resonance, which has the same
quantum numbers as the virtual photon produced from the e+e  collision: JPC =
29f  f
f B2
fRM
h
1 + r2
f(2   z2
f)
i
 f B2
f
h
1 + r2
f(2   z2
f)
i
B2
fRM
h
1 + r2
f(2   z2
f)
i
`+ BfB`r2
f BfB`
`  BfB` BfB`r2
f
S+ BfBS+ [1 + rf(rf + zf)] BfBS+ [1 + rf(rf + zf)]
S  BfBS+ [1 + rf(rf   zf)] BfBS+ [1 + rf(rf   zf)]
Table 1.5: D0    D0 decay rates for at least one avored mode, normalized by  2
D0, to
leading order in x and y.
`+ `  S+ S 
`+ B2
`RM
`  B2
` B2
`RM
S+ B`BS+ B`BS+ 0
S  B`BS  B`BS  4BS+BS  0
Table 1.6: D0   D0 decay rates for semileptonic modes and CP eigenstates, normalized
by  2
D0, to leading order in x and y.
X
f Bf [1 + rf(rf + zfy)]
` B`
S 2BS(1  y)
Table 1.7: D0   D0 inclusive decay rates for avored modes, semileptonic modes, and
CP eigenstates, with no restrictions on the other-side decay, normalized by  2
D0, to
leading order in x and y.
301  . This imposes restrictions on the decay rates and potential decay states of the
D0 and  D0 [26]; for instance, without violating CP conservation, there cannot be
both D0 and  D0 decays to states with the same CP eigenvalue. Additionally, the rate
for D0 and  D0 to states with the opposite CP eigenvalue is enhanced by a factor of
two. In general, decay rates to states that are accessible to both D0 and  D0 exhibit
interference eects; these common states can be CP eigenstates, or avor states that
are DCS decays for D0 but CF decays for  D0.
A collaborative eort within CLEO-c has been undertaken to measure the param-
eters involved in quantum correlated D0    D0 decays: x, y, and cos [39]. These
parameters, along with the uncorrelated branching fractions of decay modes used in
this study, are measured with a simultaneous t as described in Reference [40]. The
input for this least squares branching fraction tter is the yields and eciencies for
partially- and fully-reconstructed events from hadronic [41, 42] and semileptonic de-
cay modes [43]. Both types of events are needed for the self-normalizing technique
developed by MARK III [44, 45], which was originally designed to measure branching
fractions but is extendable to include quantum correlations. The MARK III tech-
nique is the basis for the chi-squared minimization branching-fraction tter used by
CLEO-c [40], which is described in more detail in Chapter 6. The self-normalizing
technique uses eciency-corrected yields from partially-reconstructed events (Ni) and
from fully-reconstructed events (Ni;j) to calculate uncorrelated branching fractions
Bi =
Nij
Nj
(1.28)
31and the number of D0  D0 pairs
ND0  D0 =
NiNj
Nij
; (1.29)
where i;j are for all available decay modes, as well as correlation parameters y
y 
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and a combination of y and cos
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#
:
This technique does not require any external values, although the CLEO-c tter can
use external measurements to constrain t results. In the above representation, cos
is dependent on y. These two parameters can be calculated separately if external
information on the uncorrelated branching fractions is present:
y  
"
NS
2ND0  D0BS
  1
#
(1.32)
322rcos + y  (1 + r
2)
"
NS+f=BS+   NS f=BS 
NS+f=BS+ + NS f=BS 
#
: (1.33)
The CLEO-c branching fraction tter currently uses the following decay modes as
input: two avor tags (K + and K+ ), three CP+ tags (K+K , + , and
K0
S00), and three CP  tags (K0
S0, K0
S!, and K0
S), as well as K0
L0 (CP+)
mode and inclusive semileptonics (X e+ and charge conjugate) when another tag is
found. The selection of these decay modes is described in Chapter 3, with additional
information on fully-reconstructing events in Chapter 4.
While this data set does not have enough statistical power to set new limits on
uncorrelated branching fractions (except for D0 ! KS00), a rst measurement of
cosK has been made, as well as a contribution to the global measurement of y.
This thesis presents detailed descriptions of the measurement of partially- and fully-
reconstructed D0 hadronic yields and their associated eciencies, as well as briefer
descriptions and results for the other t components and the overall ts.
33Chapter 2
Experimental Setup
The e+e  collisions generating the data used in this thesis were produced by the
Cornell Electron Storage Ring (CESR), a 122 m radius electron-positron storage
ring run by the Laboratory of Elementary Particle Physics at Cornell University in
Ithaca, NY. The ring itself is roughly 12 m beneath the Alumni athletic eld, with the
CLEO-c detector collecting data from e+e  collisions in the south end of the tunnel.
The accelerator complex at Cornell consists of three main parts: a linear accelerator
(linac), synchrotron, and storage ring (Figure 2.1). The linac and synchrotron were
built in the 1960's, with the capacity to accelerate electrons up to 12 GeV. The CESR
storage ring was built in 1979 and was originally designed to run at center-of-mass
energies up to 16 GeV, although it has operated at the Upsilon resonances (9.4-11.2
GeV) until 2001.
The rst CLEO detector was commisioned in 1979 to take advantage of the CESR
storage ring to do B physics in the upsilon region; the experiment's detector was
upgraded in 1989 to CLEO II and again in 1995 to CLEO II.V. The CLEO III
detector, commissioned in 1999, was designed to keep the previous electromagnetic
34calorimeter (along with the muon chambers and magnet) and to replace all other
parts, improving and rening the components from previous incarnations to achieve
even better performance.
When it became apparent that the asymmetric B-factories would out-class CESR
and CLEO in B production, the detector and accelerator were modied to run at
charm-threshold energies (3-5 GeV) as CLEO-c and CESR-c. The CLEO-c detector
required only a modest modication of the CLEO III infrastructure, replacing the
central silicon strip detector with an additional wire tracking chamber and lowering
the magnetic eld strength in the tracking volume. CESR required the installation
of wiggler magnets to provide additional beam instability damping. Synchrotron
radiation, the usual mechanism for damping, is inadequate when running below the
design energy. The storage ring and CLEO-c detector modications, as well as the
motivation and physics reach of the project, are fully described in the document
\CLEO-c and CESR-c: A New Frontier of Weak and Strong Interactions" [27], with
briefer descriptions following below.
2.1 CESR Accelerator and Storage Ring
CESR's linac is the source for electrons and positrons and accelerates those particles
to an energy of 300 MeV before injecting them into the synchrotron; electrons and
positrons are handled by the linac and the synchrotron at dierent times. Electrons
are boiled o a lament and red from a 150 keV electron gun into the linear acceler-
ator. The accelerator consists of eight sections that use the oscillation of microwave
electromagnetic elds [47] to add energy to the particles. Positrons are produced by
diverting accelerated electrons to bombard a tungsten target; electromagnetic showers
35are generated by the collision, creating positrons via pair-production. The positrons
are then collected, focused, and accelerated to 200 MeV. Afterwards, the particles are
injected into the synchrotron, with positrons orbiting clockwise and electrons orbiting
counter-clockwise as viewed in Figure 2.1. In normal operation, positrons are injected
rst, followed by electrons.
The particles are accelerated in the synchrotron to the desired beam energy of
about 2 GeV. There are 192 dipole magnets in the synchrotron for maintaining a
roughly circular orbit, and four radio frequency (rf) acceleration cavities to provide
the energy boost. The dipole magnetic elds are increased to maintain a stable
orbit as the electrons or positrons gain energy. When the desired energy is reached,
the electrons or positrons are injected into the storage ring in \trains," or groups
of bunches. CESR has the capability to operate with nine bunch trains, each train
having up to ve bunches, and 14 ns spacing between adjacent bunches. CESR
currently operates with eight trains of four bunches for optimum beam conditions.
The electron and positron bunches circle around the storage ring in opposite direc-
tions for the length of a \ll," or about one hour, which requires the beam conditions
to be precisely maintained. The vacuum must be kept to less than 10 9 Torr to mini-
mize losses due to beam-gas interactions. Along with dipole magnets to maintain the
circular orbit, the storage ring has quadrupole and sextupole magnets to focus the
beam. As the electron/positron beams circle in the storage ring, they lose energy due
to synchrotron radiation; CESR uses superconducting niobium rf cavities to replace
the radiated energy and maintain good beam conditions.
Because CESR is a single-ring, multi-bunch storage ring, the beams are main-
tained in so-called \pretzel orbits" to prevent the electron and positron beams from
interacting except at the designated interaction region (IR), as shown in Figure 2.2.
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Figure 2.1: Diagram of main CESR components: linac, synchrotron, and storage
ring. The converter is a tungsten target that produces positrons via electromagnetic
showers when bombarded by energetic electrons.
37With the number of crossing points equal to twice the number of bunches, there are
up to 89 crossing points which have to be avoided. Horizontal separators are used to
give the beams antisymmetric orbit perturbations, preventing collisions at 88 poten-
tial crossing points, and a vertical separator prevents collisions at the crossing point
opposite to the IR. At the IR, the beams have a small crossing angle of 2.5 mrad
(0.14).
2.1.1 Luminosity and Changes for CESR-c
The most important measure of the performance of a storage ring is the luminosity
it delivers. The instantaneous luminosity, L, can be loosely described as the rate
at which particles are provided for collisions, independent of the interaction process.
The instantaneous luminosity can be parameterized as
L = f
n1n2
4xy
; (2.1)
where n1 and n2 are the number of particles in each of two colliding bunches, f is
the frquency of bunch collision, and x (y) is the Gaussian width of the particle
distribution in the bunch in the horizontal (vertical) direction. Although the initial
distribution of the particles in the bunch may not be Gaussian, the normal distribution
is a reasonable model after reaching high energy [7].
Equation 2.1 can be rewritten in terms of parameters more fundamental to acceler-
ator physics, replacing the beam size widths x and y with the transverse emittance
 and the amplitude function . The transverse emittance is a beam quality param-
eter and depends on synchrotron radiation. The amplitude function is a beam optic
parameter and depends on the accelerator magnet conguration. The beam size is
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Figure 2.2: Exaggerated schematic of CESR beam orbits, showing the \pretzel" struc-
ture designed to keep beams separate at parasitic crossing locations.
39related to these beam parameters as
i = 
2
i =i; (2.2)
for i = x;y. The instantaneous luminosity equation is then
L = f
n2
4
q
x
xy
y
; (2.3)
where 
i is the amplitude function at the IR. Luminosity is maximized by high-
frequency bunch crossings of high-population bunches while maintaining a low emit-
tance and small amplitude function at the IR. CESR's peak luminosity at charm-
energies so far is 701030 cm 2s 1 [46].
CESR has required modications to achieve that luminosity after changing the
center-of-mass energy from open-bottom to open-charm while maintaining the same
ring infrastructure. Most ring colliders have limited energy ranges, with synchrotron
radiation limiting the cost-eectiveness of high-energy running and increased damp-
ing times aecting beam stability at low-energy running. Synchrotron radiation is a
necessary element in keeping damping times short because quickly dissipating energy
smoothes out perturbations in the orbits due to injection and passage through ac-
celerator structures. However, for a given ring, the power loss per revolution due to
synchrotron radiation goes as E4, so a reduction in beam energy from 5 GeV to 2 GeV
has a large eect on both power loss and damping time. The damping time should
increase by a factor of 25 [27] when running at energies needed by CLEO-c compared
to CLEO III. There are other challenges associated with lower beam energies, such
as a decrease in the horizontal emittance due to less radiation. While it is good to
40have the space density of charges increase, which causes more collisions per crossing,
the electrical repulsion between charges limits the number of charges per bunch.
The challenges of lower-energy running associated with reduced damping were
addressed by the introduction into CESR of wiggler magnets, of which 12 have been
installed. The CESR-c wiggler magnets (Figure 2.3) have eight 2.1 T dipole magnets
of alternating polarity. The eect is a roughly sinusoidal magnetic eld within the
wiggler, which causes oscillations of the beam perpendicular to the velocity and the
emission of synchrotron radiation. The wigglers dominate the radiation eects at
CESR-c; without the wigglers, the damping time would go as E 3, while the inclusion
of the wigglers causes the damping time to go as E 1 (where E is the beam energy).
2.2 CLEO-c Detector
The CLEO collaboration has a long history of focusing on excellent tracking, photon
detection, and charged particle momentum resolution [48]. The experience of twenty
years with the detector and its upgrades has reduced systematic errors in tracking to
0.17% [49]. The cesium iodide crystal calorimeter is used to detect electromagnetic
showers from pions, electrons, and photons and has almost the full 4 coverage of
the solid angle around the interaction point [27]. The superconducting solenoid that
encloses the tracking chambers and calorimeter has a uniform and precisely measured
magnetic eld which helps to provide precise momentum measurements and particle
identication via specic ionization (dE=dx). The Ring Imaging Cherenkov Detector
(RICH) also provides particle identication, separating kaons from pions. The CLEO-
c detector components are shown in Figure 2.4 and described in further detail below.
410140601-016
Figure 2.3: Schematic for wiggler magnet.
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432.2.1 ZD Replacing Silicon
The silicon vertex detector was designed for CLEO III to allow the measurement of
vertices of D daughters of B decays and also to provide precise directional information
on tracks. The device consisted of 4 layers of silicon strips, congured as double layers,
with one side measuring z position and the other measuring r   . The position
resolution was 24 microns in z and 11 microns in r   . For CLEO-c, however,
the silicon vertex detector material would have signicantly degraded the tracking
through multiple scattering because the typical track momenta are lower than at
CLEO III. Also, much of the motivation for the silicon detector is eliminated with
the shift to running at lower energy. Since the CLEO-c D mesons are produced
almost at rest, the ight paths would have been too small to be measured by the
silicon detector's vertex reconstruction capabilities. For these reasons, a replacement
detector for CLEO-c was needed between the beampipe and the main drift chamber.
A new cylindrical wire vertex chamber (ZD) (Figure 2.5) was constructed for the
CLEO-c detector, lling the space between radii 4.1 cm and 11.8 cm. The ZD was
built from materials similar to those in the main drift chamber (described below),
with gold-plated tungsten sense wires and gold-plated aluminum eld wires. It has
six layers of sense wires, held at 1900 V relative to the eld wires, that are grouped
into 300 cells. The ZD is designed to provide position information on charged particles
within jcosj < 0:93, where  is dened with respect to the beam. The ends of the
wires are displaced in the r   plane from one endplate to the other, giving a stereo
angle (the angle between the endplates and the longitudinal center) that ranges from
10.5 on the inside to 15.4 on the exterior.
A signal is produced when a charged particle ionizes gas atoms in the drift cham-
441400701-002
Figure 2.5: Schematic for ZD wire vertex chamber.
45ber. The gas is 60% helium and 40% propane (C3H8); helium is chosen because of its
long radiation length (330 m), and the precise mixture optimizes position and energy
resolution. The free electrons are accelerated by the potential towards the sense wire,
ionizing other gas atoms and creating an avalanche. The electric charge (proportional
to the energy deposited by the track) and the timing are recorded and contribute to
track tting by the main drift chamber. The z position resolution of the ZD wire
vertex chamber is 680 microns, not nearly as good as the silicon vertex detector, but
the momentum resolution is comparable on average to the silicon and even better at
some energies.
2.2.2 Tracking Chamber
The outer, or main, drift chamber (DR) is a wire vertex chamber spanning from 12
to 82 cm in the radial direction. Along with the ZD vertex chamber, its purpose is
to provide good particle identication, which is important for analyses of hadronic
nal states. There are forty-seven wire layers, with a total of 9,796 of the gold-plated
tungsten wires and 29,682 of the gold-plated aluminum eld wires, grouped in open
\cells." Each cell consists of eight eld wires in a cage around one sense wire, with the
sense wire held at high voltage relative to the eld wires. Of the forty-seven layers,
the rst sixteen are all axial and the remainder alternate stereo angles of about 3
in groups of four. The sense wires are held at a potential of 2100 V relative to the
eld wires. The gas inside the main drift chamber is the same as in the ZD, a 60:40
mix of helium and propane. The inner surface of the exterior shell is segmented into
cathode strips which provide z position information on tracks.
Like the ZD vertex chamber, the main drift chamber provides position and energy
46loss information when a charged particle ionizes gas in the drift chamber as it passes
through. A track is reconstructed based on the wire hits from both drift chambers
using pattern recognition software (the Billoir, or Kalman, algorithm [57]). A tted
track yields momentum information based on the curvature of the trajectory in the
magnetic eld from the solenoid. The drift chamber has position resolution of 85
microns and momentum resolution from this t of p=p of 0.35% at 1 GeV/c [27].
The rate of energy loss (energy deposited per unit length or dE=dx) is compared
to values for dierent particles to make an hypothesis as to particle identity. The
deviation from the particle-hypothesis for a single measurement variable is dened as
follows:
i 
dE=dx(measured)   dE=dxi (expected)
i
(2.4)
where i is the uncertainty on the measurement, usually about 6%. An overall 2 is
formed for each particle identity hypothesis of electron, muon, pion, kaon, or proton by
summing the 2
i over many hits. The value of dE=dx(measured) is plotted against
particle momentum for each charged particle in Figure 2.6. Figure 2.7 shows the
separation between pions and kaons (the majority of charged hadronic particles in
CLEO-c) in dE=dx over the typical momentum range in CLEO-c. Separation is
greater than 5 below 600 MeV/c and is still greater than 3 at 700 MeV/c. At
higher momenta, additional information is needed for good particle identication,
which is especially relevant for the decay mode D0 ! K and is crucial for the
analysis described in this thesis.
47Figure 2.6: dE=dx for dierent particles. \D" here refers to deuterons, which were
present in CLEO III due to beam-gas and beam-wall interactions, but not in CLEO-c
(where the energies are lower).
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Figure 2.7: Separation in dE=dx for kaons and pions.
492.2.3 RICH Detector
The RICH detector uses Cherenkov photons to provide particle identication over
83% of the 4 solid angle. Cherenkhov radiation is produced by the constructive
interference of EM waves emitted when a charged particle moves faster than the local
speed of light in a dielectric medium. The charged particle polarizes nearby atoms,
which release UV photons to return to their ground state. The wavefronts produced
by the constructive interference are conical, centered on the particle trajectory, and
have a characteristic angle that is related to the velocity of the particle:
cosc =
1
n
; (2.5)
where  is the velocity relative to c and n is the index of refraction for the dielectric
medium. If there is independent knowledge of the particle's momentum (from, say,
the track curvature in the magnetic eld) then a calculation can be made of the
particle's mass from the opening angle of the Cherenkov light:
 = p=E; (2.6)
E
2 = m
2 + p
2;
cosc =
1
n
s
1 +
m2
p2 ;
allowing a likelihood to be constructed for the particle's identity.
LiF crystals were used as the dielectric medium to generate Cherenkov photons;
although expensive, their low-Z value minimizes the likelihood of an electromagnetic
interaction with photons from one of the decay products. There are fourteen rows
of crystals, with the rows at the center of the barrel having sawtooth surfaces (see
50Figure 2.8) to prevent total internal reection (see signal comparison in Figure 2.9),
and rows near the edge of the barrel are smooth. UV photons exit the LiF crystals
into the N2 expansion volume, where the cone of Cherenkov photons widens. These
photons then pass through CaF2 windows into a methane-TEA (triethylamine) gas,
where the UV light produces photoelectrons which are collected at cathode pads and
converted to signal.
To use RICH information for particle identication, a 2 variable dierence was
constructed based on likelihood variables, taking into account dierent light paths
produced by dierent particle hypotheses:

2
i   
2
j =  2lnLi + 2lnLj; (2.7)
where i; j can be electrons, muons, pions, kaons, and protons (Figure 2.10). A typical
selection requirement of 2
K   2
 < 0 identies 92% of kaons with only an 8% fake
rate for pions (Figure 2.11).
2.2.4 Crystal Calorimeter
The electromagnetic calorimeter measures the energy deposited by particles through
ionization, Brehmstrahlung, pair conversion, or nuclear interactions, and is the only
way for CLEO-c to recognize neutral particles. Good calorimetry is necessary to
have clean signals for modes with 0's and to keep photon backgrounds low. The
calorimeter is located between the RICH detector and the superconducting solenoid
(see Figure 2.12) and has 93% of 4 coverage. It consists of about 7800 thallium
doped CsI crystals (5 cm x 5 cm x 30 cm), each of which is triple wrapped with 0.04
mm thickness white teon and once with 0.01 mm aluminized mylar to keep photons
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Figure 2.8: Partial r    cross-section of CLEO-c RICH detector.
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Figure 2.9: Plots of Cherenkhov photons from a saw-tooth radiator (top) and at
radiator (bottom). Each square represents charge collected at the cathode; hits in
the center are from the charged particle itself. The at radiator shows only half the
photons, with the other half internally reected. The sawtooth radiator is distorted
by refraction on both sides of the tooth.
53102
10
1
0 0.5 1.0 1.5 2.0
P (GeV/c)
p/
K/
e/
/
0140501-006
N
u
m
b
e
r
 
o
f
 
S
t
a
n
d
a
r
d
 
D
e
v
i
a
t
i
o
n
s
Figure 2.10: Separation between particle hypotheses in the CLEO-c RICH detector
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55from escaping the crystal. About 80% of the crystals lie in the barrel region, covering
jcosj < 0:80, and project radially away from the beamline. The two endcap regions
cover 0:85 < jcosj < 0:93 and have crystals extending parallel to the beamline.
The energy resolution and eciency for the end-cap region is slightly worse than for
the barrel because of additional intervening material. The transition region between
barrel and endcap, from 0:80 < jcosj < 0:85, does not have as good resolution as
the rest of the calorimeter due to the additional material at that angle and crystals
in this region are commonly not used. Figure 2.13 shows the dierence in signal to
background and resolution for 0 mass with two versus only one shower in the barrel
region.
The signals from multiple crystals registering energy deposition must be combined
to detect all of the energy of photons or electrons. All crystals recording a signal are
combined into a cluster, with the requirement that each is at most two segments
away from another crystal in the cluster. The most energetic crystal in the cluster is
dened to be the crystal with energy above 10 MeV and recording higher energy than
any of its adjacent neighbors. The energy of the cluster is calculated based on the
N most energetic crystals in a cluster; N varies logarithmically with energy, ranging
from 4 at 25 MeV to 17 at 4 GeV [53]. The energy resolution as a function of the
number of crystals used in the cluster is displayed in Figure 2.14. This algorithm
improves energy resolution over using all crystals in a cluster, as the lowest energy
crystals are dominated by noise. When a crystal is used by more than one cluster,
the energy is considered to be split among the clusters. The centroid of the cluster
is found by summing the energy-weighted coordinates of the crystals used in shower
reconstruction, and the shower position is this centroid plus a small correction ac-
counting for the geometry of the detector. The crystals' energy response is calibrated
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58using Bhabha-scattering events, e+e  ! e+e . The CLEO-c calorimeter has angular
resolution of 10 mrad and energy resolution of 4.0% at 100 MeV and 7% at 30 MeV
[27].
Electrons and photons deposit energy through electromagenetic showers, with a
high rate of energy loss due to high-Z nuclei. At typical CLEO-c energies, photons
undergo pair conversions to electrons and positrons, while electrons primarily lose
energy through Bremsstrahlung. The end products, low energy electrons, deposit
energy via ionization, exciting atoms in the CsI(Th) crystal which emit visible light
(560 nm photons) to return to their ground state. The crystals are transparent at
this wavelength, and the 560 nm photons produced by deexcitation are collected at
the end of the crystal by four 1 cm  1 cm PIN photodiodes.
Hadrons lose energy electromagnetically at slower rates in the calorimeter due to
the higher mass, but can also deposit energy through strong interactions with nuclei.
One result is the creation of neutral pions decaying to photons, which then follow
the energy deposition process outlined above. However, the CLEO-c calorimeter
does not have sucient material to capture enough of an hadronic shower to make
a useful energy measurement. Muons are minimum ionizing particles and escape the
calorimeter into the muon chambers.
2.2.5 Magnets
The CLEO III detector's superconducting solenoid produced a eld of 1.5 T within
the detector. While this was superior for running at center-of-mass energies around
10 GeV, with average charged particle momentum of 530 MeV/c, charm threshold en-
ergies produce tracks with a lower average momentum of 395 MeV/c and a signicant
59Figure 2.14: Energy resolution E=E in CLEO II as a function of N, the number of
crystals in a cluster that are used to nd the energy of a shower. The calorimeter
has remained the same from CLEO II through CLEO-c. The Monte Carlo curves
represent generated 100 MeV photons with diering levels of noise, while the data
points are 100 MeV photons from the transition (3S) ! bJ(2P). The arrow
indicates the value of N used for 100 MeV photons.
60number of low momentum tracks. Lowering the magnetic eld to 1.0 T in CLEO-c
has two main benets for low momentum tracks. First, low momentum tracks (60-
80 MeV/c) will penetrate deeper into the drift chamber, producing more hits and
raising the detection eciency. Second, it will reduce the number of \curlers", or
tracks that are associated with low-momentum particles that have trajectories with
diameters smaller than the radius of the main drift chamber. At 1.5 T, these are
particles with transverse momenta less than 180 MeV/c. Curlers present a challenge
because the pattern recognition is impaired for the entire event. A reduced solenoidal
eld produces a greater radius of curvature, allowing the low momentum particles
to escape the drift chamber. CLEO-c runs with a 1.0 T magnetic eld, uniform to
within 0.02%.
2.2.6 Muon Chambers
There is also a muon detector surrounding the other CLEO-c components, consisting
of interleaved wire chambers and layers of iron. The iron screens out other particles,
meaning that hits seen in the wire chambers can only be due to muons. However,
the muon detectors are not used for most CLEO-c analyses because the acceptance
of the system is poor at the momentum range of muons produced at center-of-mass
4 GeV [27], because the detector was designed for 1 GeV and higher muons.
2.3 Data Acquisition and Trigger for CLEO-c
CLEO-c employs a trigger system to maximize the eciency for collecting events con-
taining interesting physics while minimizing the amount of extraneous signal. While
maximum eciency would be achieved by digitizing every signal recorded by the
61detector, the data acquisition system (DAQ) has limitations on the rate of moving
data to an archive. The time between receiving the trigger signal and the end of the
digitization process is called \dead time" because any event occurring during that
time is lost. Since some events will be lost, it makes sense to spend time recording
useful events and to drop uninteresting ones, which is handled by predened triggers.
The trigger lines are developed according to the specications of the DAQ, to deliver
events that meet certain criteria as physics of interest while minimizing dead time.
2.3.1 The Data Acquisition System
The performance of the DAQ is determined by its ability to minimize dead time by
quickly moving signal from components to storage media; the performance of the
CLEO III DAQ in key parameters, including data read-out rate and data transfer
bandwidth, is given in Table 2.1. The data transfer bandwidth depends on the event
size (average of 25 kBytes) and the read-out rate, which can be found from the total
cross-section, the luminosity, and the trigger eciency. The upper bound on the
luminosity assumed in designing the DAQ was 51032 cm 2s 1, while the cross-section
at the  (3770) energy was estimated to be 560 nb. Bhabha scattering makes up
500 nb of that cross-section (based on cos  0:93), with the remainder coming from
charmed particles, continuum processes, and +  pairs [27]. The rate of Bhabha
events is reduced by an adjustable prescaling factor, so a more reasonable eective
cross-section is 160 nb. For a trigger eciency of 100%, the read-out rate based on
the eective cross-section is 80 Hz; with an event size of 25 kBytes, the bandwidth
needed is 2.0 MBytes/s. An average read out time of 20-30 s per event with this
read-out rate yields an average dead time of less than 0.3%. Based on these numbers,
62DAQ Parameter Achieved performance
Max. read-out rate 150 Hz (data)
500 Hz (random trig.)
Avg. Event-size 25 kBytes
Data bandwidth 6 MBytes/s
Avg. Read-out time 30 s
Table 2.1: Key performance parameters for DAQ, based on CLEO III data.
it was judged that the CLEO III DAQ is sucient to handle the environment at
CLEO-c. In practice, with smaller-than-expected luminosity, the performance has
been excellent.
The structure of the CLEO III DAQ is diagrammed in Figure 2.15, showing the
ow of data from the data board buer of each CLEO III detector component (a
total of 400,000 detector channels) to the nal record; the CLEO-c DAQ diers in the
replacement of the Si-VERTEX component with the ZD wire chamber. Electronics
local to each component hold data in buers; the DAQ is activated when a trigger
line approves the buered signal [56], when it is transferred through the component's
Data Mover. This transfer to Level 3, the nal trigger stage, is done in 500 s
or less. Here, beam-gas and beam-wall interactions are selected out. Finally, the
Event-Builder receives the data from all the detector channels, constructs an event,
and records it to disk. All this occurs only if a trigger line indicates that the event
matches criteria for a particular kind of physics. CLEO-c currently uses eight triggers
(out of 24 available in the hardware) with variable prescaling, dened in Table 2.2
with the relative rates after prescaling. The total trigger rate for L = 5  1032
cm 2s 1 is between 40 and 45 Hz [27]. The hadronic trigger is the primary source
of data for this analysis, with the trigger on Bhabhas providing information on the
luminosity (as well as cross-checks on that luminosity measurement from  pairs and
63e+e  !  events). The instantaneous luminosity is calculated using information
from the Bhabha trigger to estimate the rate of Bhabha events and reported to the
CESR control room [56].
trigger line denition relative rate
Hadronic Naxial > 1 & NCB low > 0 0.41
   pair back-to-back stereo tracks 1.40
barrel Bhabhas back-to-back high showers in CB 1.0
endcap Bhabhas back-to-back high showers in CE 0.23
electron+track Naxial > 0 & NCB med > 0 1.48
/radiative Nstereo > 1 & NCB low > 0 2
two track Naxial > 1 0.69
random random 1 kHz source 1
Table 2.2: Trigger denitions, from CLEO III, with rates relative to barrel Bhabhas.
The random trigger has been prescaled by a factor of 1000, meaning that only 1 in a
1000 random events is accepted.
2.3.2 Triggers
In order to minimize dead time and to maximize the proportion of signal that is
interesting physics, CLEO-c employs a global trigger that prescales events dened
by preset trigger lines using decisions and information from the main drift chamber
trigger and the electromagnetic calorimeter trigger. If an event is passed, a Level 1
pass signal is sent and the information is moved to storage by the DAQ; otherwise, the
information can be dropped to allow the next signal to be captured. Data from each
component is processed in a separate VME crate to produce basic trigger primitives
(track and shower counts, and the topologies of each) for use by the two hardware
trigger systems. Both hardware triggers and the global trigger use MVME2304 Power
PC modules to act as crate controllers (CTL) and data movers (DM). Also, there are
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Figure 2.15: DAQ 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65trigger interface modules (TIM) to regulate clock signals and send \pass" or \busy"
signals. Figure 2.16 shows the owchart of information in the trigger, with denitions
of other trigger components given below.
2.3.3 Tracking Trigger
The tracking trigger checks the wire chamber output for signals of tracks and considers
the axial and stereo portions of the drift chamber separately [54]. The axial tracking
looks at all 1696 axial wires in 16 radial layers for hit patterns indicating tracks with
p? > 200 MeV/c. At least one point in the track patterns must be within 5 mm of
the beampipe. Tracking hits are binned in 42 ns intervals, or three times the bunch
spacing in beam trains, which is sucient for the trigger to determine the time of the
interaction. The maximum drift time for a hit is 400 ns and all hits within 700 ns are
used for the track, which is enough time for all hits from a track to register [54].
Track pattern recognition is performed by the axial tracking (AXTR) boards for
the entire axial portion of the drift chamber at each time interval. An AXTR board
covers 7 adjacent key wires, with signals from some wires shared between AXTR
boards. Key wires are those in layer 9, where a hit is agged as a track and wires
above and below are checked for track reconstruction. Up to two hits can be missing
from both the wires below the key wire and from the wires above. The axial processor
(AXPR) boards take the input from the 112 AXTR boards and produces a track count
based on key hits, a track topology, and a time stamp. This information is then passed
to the track correlator (TRCR) boards.
The stereo section of the main drift chamber has 8100 wires, which is more infor-
mation than can be processed in the 42 ns time interval. Consequently, the wire hits
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Figure 2.16: Flowchart of trigger system, from CLEO III.
67are read out in 44 blocks, divided into eight U and V superlayers. The stereo wires
are rotated with respect to the beam axis by a small angle ; the U superlayers have
a positive  rotation while the V superlayers have a negative  rotation. The last
superlayer has only three layers, so its wire blocks are 43. Each block requires hits
in only 3 out of 4 layers, allowing high eciency given the wire hit eciencies, but all
blocks must be present for the track. Track pattern recognition using stereo blocks
is handled by 12 stereo tracking (STTR) boards for each time interval. Information
is shared between adjacent STTR boards to avoid ineciencies at board boundaries.
Output from the STTR boards are passed to another TRCR board.
The TRCR boards correlate the U, V , and axial bits to form a nal topology and
report the number of high and low momentum tracks. A track is classied as \low
momentum" if the curvature can be clearly identied as positive or negative, while
\high momentum" tracks are those whose curvature is ambiguous. This information
is passed to the Level 1 decision electronics. The combination of U, V , and axial
information has good background rejection and an eciency on single tracks of greater
than 99% [54].
Timing in the tracking trigger has been thoroughly studied. Simulations for CLEO
III indicated that most tracks have at least one hit that can be used to determine
event timing. AXTR boards observe the track multiplicity as the event evolves in the
detector (42 ns timing bins). The time at which the number of active tracks begins
to fall o after reaching the maximum is usually one time discriminant later than
the arrival of the rst hit. This method of timing events has sucient resolution to
separate the bunch trains in the beam (see Figure 2.17). Each bin is 42 ns and the
61 bins represent the revolution period of a particle in the CESR beam.
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Figure 2.17: The beam structure of eight bunches, as recorded by CLEO III trigger
timing extraction hardware.
692.3.4 Calorimeter Trigger
The calorimeter trigger uses analog and digital electronics to provide shower infor-
mation from the calorimeter crystals every 42 ns with a delay of 2.5 s from the
time of the event to read-out [55]. The shower information provided is the topology,
energy, and timing. The analog electronics handle the problems arising from showers
depositing energy in more than one block of crystals, while the digital electronics
handle shower topology. A owchart for calorimeter signal processing is shown in
Figure 2.18.
The visible light produced by the crystals from shower energy is collected by the
four photodiodes at the end of the crystal and passed to a preamp; the time to clear
the preamp level is 180 s. The preamps for sixteen crystals feed out to a mixer-
shaper card (CTL M/S), which combines signal from a crystal's four photodiodes into
one. That signal is shaped, integrated, and passed to oine analysis. The signal is
also passed to a tile processor (TPRO), which groups the input as tiles. A tile is a
44 arrangement of crystal blocks, each block from a mixer-shaper and having 16
crystals, and is designed to address the problem of showers extending across crystal
boundaries. A TPRO receives input from many tiles (384 from the barrel of the
calorimeter or 120 from the endcap) and must determine for each shower which tile
has the best combination of blocks to contain it. Figure 2.19 shows an example of
tiles containing a shower cluster.
The TPRO chooses one tile that best encompasses the shower energy for each
of the shower clusters in its group of tiles and projects the tile location into one-
dimensional angular distributions for  and . This method of reporting shower
energy and location is a compromise between minimizing the time for the trigger to
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Figure 2.18: Flowchart for data within the calorimeter trigger.
71Figure 2.19: An example of calorimeter trigger tiles. A 1212 subregion of the
calorimeter is shown, containing 9 blocks, represented by individual boxes. A sample
photon shower is represented by the cluster of shaded-in squares. Four possible trigger
tiles are shown that have in common the central block.
72process information and resolution of energy and position [55]. The TPRO reports
the number of showers and their positions to a SURF (Sampling Unit for Radio
Frequency) board. One SURF board combines the results from the four barrel TPRO
and another handles the endcaps. The output from the SURF boards is sent to the
crystal calorimeter global logic (CCGL) unit, and from there to the Level 1 decision
electronics.
2.3.5 Global Trigger
The Level 1 Decision and Data Flow Control system of the CLEO-c Trigger passes
a trigger decision every time interval (42 ns) based on information received from the
VME crates for tracking and calorimetry hardware as described above. Programmable
trigger decision boards (L1TR) monitor this information after it has been time-aligned
(there is a delay of 2 s for drift and processing in the tracking trigger and 2.5 s
for the calorimetry trigger) and allows up to 24 trigger lines to be dened. After an
event has been accepted by a trigger line, the output from all detector channels is
moved to the DAQ for storage. The data signal is conditionally approved by data
ow control (DFC) circuitry based on space in the ow for a new event. If the DFC
passes the signal, it goes to the gating and calibration (GCAL) modules for the DAQ
to retrieve.
2.4 Data
The data used in this analysis was collected by the CLEO-c detector between Decem-
ber 2003 and April 2005 at the  (3770) resonance. The center of mass energy (
p
s)
was 3.773 GeV and the integrated luminosity (
R
Ldt) collected was 281 pb 1, with
73an uncertainty of 1% [65]. Although the instantaneous luminosity measures the real-
time performance of a storage ring, the integrated luminosity is the more important
number for particle physicists since it measures the number of collisions in the data
sample. The luminosity collected by CLEO-c was determined using measurements of
e+e  to e+e , + , and , which are processes that are very precisely described by
QED, have no substantial backgrounds, and are complementary from an experimental
point of view [65]. The number of decays for a particular process is Ni = i
R
Ldt, so
that the integrated luminosity can also be known from the number of events collected
and the cross-section for that process. The total number of D  D pairs in the CLEO-c
dataset is a parameter that can be determined by the branching fraction tter.
2.5 Monte Carlo
Eciency determination and background estimation are essential for any analysis.
This requires a good understanding of detector response and is implemented with
Monte Carlo simulations that incorporate that understanding. Monte Carlo simula-
tions allow a testing ground to determine which variables to place requirements on
and at what values. Use of Monte Carlo to design analysis procedures avoids biasing
the data results.
CLEO-c Monte Carlo production proceeds in two stages, generation and recon-
struction. In the generation stage, EvtGen [58, 59] is used to generate D  D pairs and
their decays from simulated e+e  collisions, PHOTOS [60] simulates nal state radia-
tion (FSR), and GEANT [61] governs interactions of the D  D decay products with the
detector components. Information on beam energy and beamspot position collected
from data running are used in the Monte Carlo generation to make the simulations
74as faithful to the data as possible. Random trigger events, which are not tied to
beam-beam interactions but to a radioactive source (1 Hz), are merged into nal
Monte Carlo events to simulate realistic detector noise. The full information on all
particles produced and their interactions is then passed to the reconstruction phase
where the simulated detector data is processed in the same way as data from CESR
collisions.
Besides D  D, radiative returns to the  (2S) are also generated by EvtGen. Other
simulated event types use a dierent generator package but follow the same subsequent
steps; continuum (e+e  ! q q !hadrons, where q 6= c) is produced with EvtGen (Lund
Area Law [62]), while   decays are produced with QQ [63] and KORALB [64].
2.5.1 Monte Carlo samples
This analysis used three samples of Monte Carlo, two of which are subsets of the rst.
The primary sample is a generically decaying set of 68 million D  D pairs from the
 (3770), representing forty times the CLEO-c data sample of 281 pb 1. The generic
sample was produced to include the known decays of D  D with branching fractions and
multi-body decay amplitudes closely following the PDG values and was most useful
for studying backgrounds. The signal Monte Carlo subsample was formed by selecting
events from the generic sample requiring that at least one of the D mesons decayed to
a avor mode or CP eigenstate. The signal subsample was used to determine signal
shapes and eciencies.
A quantum-correlated subsample had to be created in order to test this analysis's
sensitivity to quantum correlations, which were not simulated in the generic sample.
The quantum correlations aect the decay rates and nal state combinations of D0
75and  D0; in addition to aecting signal modes, some background decay rates will also
be enhanced or diminished. Ideally, multiple Monte Carlo samples would be created
with decay rates that reect dierent choices for quantum correlation parameters.
The easiest method for producing a correctly weighted Monte Carlo sample is to
create a lookup table of events drawn from the generic Monte Carlo sample. Each
event has a probability of being included in the quantum correlated Monte Carlo
subsample based on a weighting determined by the choice of mixing parameters;
relevant parameters and some derived variables that appear in quantum correlated
decay rates are dened in Table 2.3. Events are randomly selected for inclusion in
the quantum correlated subsample based on their weighting. The weights for classes
of decays, as a function of mixing parameters, are detailed in Reference [38] and
summarized in Tables 2.4 and 2.5. The reweighted sample that has been used for this
analysis xes r = 0:06, y =  0:019, and cos = 1.
Parameter Default value
x  M=  0
y   =  -0.019
rCF 0.06
rCS 1
zCF  2cosCF 2
wCF  2sinCF 0
zCS  2cosCS -2
wCS  2sinCS 0
u

CF  rCFrCS (zCFzCS  wCFwCS)=2 -0.12
RM 
x2+y2
2 1.810-4
Table 2.3: Adjustable parameters and variable denitions for selecting events from
generic Monte Carlo for the quantum-correlated subsample.
Choosing events from a larger sample has the benet of allowing the simulation of
many possible values of mixing parameters while maintaining light storage require-
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
 fCF

1 + r2
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 
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
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CF

=
 
1 + r4
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
W (fCF;fCF)
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CF=CS + RM
h
1 + r2
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W
 
fCF;  fCS

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 
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CS

 fCS
h
1 + r2
CFr2
CS   u 
CF=CS
i
=
 
1 + r2
CF + r2
CS

W (fCS;fCS)
`+ 1 W (fCF;`+)
`  1 W (fCF;` )
S+
 
1 + r2
CF + rCFzCF

=
 
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
W (fCF;S+)
S 
 
1 + r2
CF   rCFzCF

=
 
1 + r2
CF

W (fCF;S )
Table 2.4: Mixing weights used for dierent event types to construct the quantum-
correlated Monte Carlo.
W fCS  fCS `+ `  S+ S 
fCS RM

1 + r2
CS
 
2   z2
CS

+ r4
CS

=r2
CS W
 
fCS;  fCS

 fCS

1 + r2
CS
 
2   z2
CS

+ r4
CS

=
 
1 + r4
CS

W (fCS;fCS)
`+ 1 W (fCS;`+) 0
`  1 W (fCS;` ) 1 0
S+
 
1 + r2
CF + rCFzCF

=
 
1 + r2
CF

W (fCS;S+) 1 1 0
S 
 
1 + r2
CF   rCFzCF

=
 
1 + r2
CF

W (fCS;S ) 1 1 2 0
Table 2.5: Mixing weights used for dierent event types to construct the quantum-
correlated Monte Carlo.
77ments; only the addresses of the events chosen were stored. However, this technique
is limited by the inability to generate events that were not in the original sample; for
instance, direct mixing of D0  D0 producing two semileptonic decays with the same
sign electron does not occur in the generic sample and cannot be generated by the
reweighting process. The weighting of events required to double the frequency of
opposite-CP decays dominated all others, essentially cutting the number of D0  D0 in
half. The total number of D0  D0 in the sample with quantum correlations is 14.6
million or 37.4% of the D0  D0 in the generic sample.
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Partially-Reconstructed Events
The technique used in this analysis to measure quantum-correlation parameters and
uncorrelated branching fractions uses partially- and fully-reconstructed event yields
of three types: avored decays, semileptonic decays, and CP eigenstates. Partially-
reconstructed events are needed to normalize the yields from fully-reconstructed
events (described in Chapter 4) to avoid the results being limited by the uncer-
tainties on external branching fraction measurements. The partially-reconstructed
events in this analysis are particular avor and CP eigenstates; the neutrino leaves
no evidence in the detector, so semileptonic events require the other decay to also be
reconstructed. The avored states used are K+  and K +, while the CP eigen-
states used are S+ states K+K , + , and K0
S00, and S  states K0
S0, K0
S!,
K0
S, and K0
S. Although it is possible to add more avored modes, the tter results
are statistically limited by the CP modes. All avor and CP modes are 2-body de-
cays, with the exception of K0
S00. The latter can be produced by a two-body decay
when a K00 or K0
SK0
S decays to K0
S00, but it is a multibody decay the majority
of the time. Whether produced by two-body or multibody decays, K0
S00 is a pure
79CP+ eigenstate because the 2 0's must have even L to satisfy Bose symmetry. The
Monte Carlo eciencies and data yields from partially-reconstructed events serve as
input to the least-squares tter, which ts for the value of y and cos (among other
parameters).
As an illustration of the analysis steps presented in this chapter, consider the mode
D0 ! K0
S. This is a mode with relatively large contributions from background decay
modes (D0 ! + , D0 ! + K+K , and D0 ! K0
SK+K ) that peak in some
of the same variables as D0 ! K0
S. First, events containing D0 ! K0
S candidates
are delivered in the form of single-tags, or DTags, which are the standard way in
CLEO-c of constructing an object representing the decay of a D meson. The yield of
D0 ! K0
S in signal Monte Carlo is determined by tting the Mbc distribution with
a combination of analytic functions that separates the peak and smooth background,
while the yield in data is determined by tting the data Mbc distribution with the
K0
S line shape from signal Monte Carlo. The contribution to the peak area due to
each background mode is determined by nding the dierence between the area of
the K0
S signal Monte Carlo peak and the peak area of signal Monte Carlo for K0
S
plus that background mode. Selection requirements to reduce smooth and peaking
backgrounds are imposed and the nal ts are made.
The inputs needed for the branching-fraction tter (described fully in Chapter
6) for this mode are the eciency for nding D0 ! K0
S, the eciency for each
background mode faking the signal, and the yield from data. The eciency for
nding D0 ! K0
S is calculated as the ratio of the peak area of the Mbc distribution
in signal Monte Carlo to the number of K0
S generated in that sample. The fake rate
for each peaking background mode is calculated as the ratio of the contribution to the
peak area due to that background mode to the number generated of that background
80mode. The data yield is the area of the line-shape, corrected by the fraction of the
area of the line-shape that falls in the peak (determined in signal Monte Carlo). The
signal eciency, fake rates for each background, and the data yield are then provided
to the branching-fraction tter for determination of the correlation parameters.
This chapter describes all of these analysis steps (the delivery of DTags, the tting
procedure, the determination of selection requirements, the identication of peaking
backgrounds, and the analysis results) in detail, along with exceptional circumstances
for some signal modes.
3.1 DTag Requirements
The analysis of all partially-reconstructed events begins with reconstructed D mesons
called single-tags, or DTags, and that reconstruction is implemented by CLEO-c spe-
cic software [66, 67, 68]. DTags are the standard way in CLEO-c of constructing an
object representing the decay of a D meson from tracks and showers in the detec-
tor. The DTag code identies D-meson hadronic decays to many distinct nal states,
classied by the specic decay products: , K, K0
S, 0, and . An event can be
fully-reconstructed as a double-tag by joining one DTag with another DTag. The DTag
code prevents a track or shower from being used twice in a double-tag; DTags that
have any common constituents cannot be joined. A DTag object has already passed
a series of standard selection requirements before becoming available; these are listed
in Table 3.1 and are explained in greater detail in Reference [66]. A brief description
of each standard selection requirement is given here.
There is a selection requirement on the dierence between the DTag's measured
energy and the beam energy: E  Ebeam ECand, with jEj < 0.100 GeV. There is
81DTag Selection Requirements
Track quality requirements: 2 < 100000
hitfrac > 0.5
jcotj < 2:53
j  ! p jMax < 2.00 GeV/c
j  ! p jMin > 0.05 GeV/c
jz0j< 0.050 m
jdbj< 0.005 m
standard PID
0 /  requirements: 2 < 10000
  1000
Munconstrained <1000 GeV/c2
pullMass 3.0
shwrMinE =30/50 MeV
K0
S requirements: 2 < 1000
pullMass 3.0
Munconstrained <1000 GeV/c2
DTag object requirements: Mbc >1.83 GeV/c2
jEj <0.100 GeV
Table 3.1: Selection requirements on DTag object and component particles.
82also a selection requirement on a quantity constructed from the beam energy and the
DTag's momentum, called the beam-constrained mass: Mbc 
q
E2
beam=c4   p2
Cand=c2,
with Mbc > 1.830 GeV/c2. There are also selection requirements on t parameters to
the helical tracks made by charged particles in a magnetic eld. The parameter db is
the signed distance of closest approach of the helical t to the beamspot in the radial
direction and must be less than 5 mm, while z0 is the distance of closest approach of
the t to the beamspot in the direction of the beam-axis and must be within 50 cm.
There is a ducial requirement that jcotj must be less than 2.53, where  is with
respect to the beam-axis. The parameter hitfrac is the ratio of the number of hits
used in the t to the expected number of hits based on the last layer of the detector
recording hits and must be greater than 50%. The 2 variable refers to the t of
the track to the wire hits and is used to remove pathological tracks. Tracks have a
minimum-momentum requirement of 0.05 GeV/c and a maximum of 2.00 GeV/c ,
which is greater than any D decay product could have.
The standard PID listed in Table 3.1 consists of a number of particleID require-
ments which test the hypothesis for the track being a particular charged particle. For
charged kaons, there are three requirements:

2
K   
2
 + LK   L < 0; (3.1)
jKj  3:0; and
n  3;
where K= is the dierence between the expected specic ionization (dE=dx) and
the measured value (Equation 2.4), LK= is the likelihood variable constructed from
the RICH information (Equation 2.7), and n is the number of photons associated
83with the track in the RICH. The particle identication requirements are dierent if
the momentum is less than 0.7 GeV/c or jcosj < 0:75; in that case, only the dE=dx
information is used. Charged pion identication simply swaps the pion and kaon in
the selection requirements:

2
   
2
K + L   LK < 0; (3.2)
jj  3:0; and
n  3:
The 0 and  selection requirements are as follows: the object should be within
1000 of the 0/ hypothesis; the unconstrained mass should be greater than 0 and
less than 1000 GeV/c2; and the 2 should be less than 10000. These requirements
remove pathological shower combinations and do not cut into the signal. Also, the
pull mass should be less than or equal to 3, where the pull mass is the dierence
between the measured and expected masses, divided by the resolution (). There is
also a minimum shower energy requirement, which is 30 MeV for a 0 and 50 MeV
for an . The K0
S has similar requirements on 2 and the unconstrained mass to avoid
pathological combinations, and also includes a requirement that the pull mass be less
than or equal to 3, where  is xed to be 4 MeV/c2.
Combinatorics and K= misidentication sometimes result in multiple DTags
of the same decay mode within an event. When multiple single-tag combinations
that pass all analysis selection requirements are found for an event, the combination
with the minimum jEj is chosen. Figure 3.1 shows combination multiplicity per
event for K+ , K +, and K0
S00. The multiplicity was around 1.0 for two-
track combinations and 1.4 for the highest average multiplicity mode, K0
S00. This
84means that there is very little exposure in two-track events to bias from choosing the
best combination, since there is usually only one track. Bias from keeping only one
combination is investigated further in Chapter 5 on systematic uncertainties.
3.2 Single-Tag Fitting Procedure
Once the single-tags are delivered by the DTag code and the best single-tag per event
is chosen, some method of determining yields must be chosen. Of the many dierent
variables that could be used to t for signal yields, the Mbc distribution was chosen
because the shape is easiest to model and is most consistent over signal decay modes.
The eciency in Monte Carlo is calculated based on a t to the Mbc distribution
with a combination of analytic functions, while a numerical function using the Monte
Carlo line shape is used to nd the yield in data. The two tting methods were
compared using the quantum-correlated Monte Carlo (described in Section 2.5), with
a discrepancy in yields of less than 1 for eight of the nine modes, and less than 2
for the other mode.
3.2.1 Fitting Signal Decays in Monte Carlo
To calculate the eciency for nding a signal decay mode, the Mbc distribution of
events passing all selection requirements is tted by a combination of analytic func-
tions. The signal peak is represented by an inverted Crystal Ball function [69] and
a Gaussian, and an ARGUS shape [70] to represent the smooth background, which
is mainly composed of particles from any source that are combined to simulate the
signal decay. The analytic functions are parameterized as follows:
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Figure 3.1: Combination multiplicity for K+  (top) and K0
S00 (bottom).
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where x represents Mbc, the ARGUS parameter EB is the beam energy cuto (GeV),
and B is a normalizing factor for the Crystal Ball function (the integral of the function
between 1.830 GeV/c2 and EB/c2). The ARGUS function goes to zero as x approaches
the beam energy, and is a good match for the smooth background shape. The Crystal
Ball function switches from a Gaussian function to a power-law function at x =
 + , and is inverted so that the power-law portion covers the Mbc high-side tail
due to initial-state radiation (ISR) [71]. An example t using the combined analytic
functions is shown in Figure 3.2.
The t using the combined analytic functions uses the ROOT tting package and
was originally performed on the generic Monte Carlo. Because all D decay channels
in the Monte Carlo could contribute to the Mbc distribution, the smooth background
was often large compared to the peak area. In those modes with the worst signal-to-
noise ratio, the shape of the ARGUS in the region of the Crystal Ball power law tail
and the secondary Gaussian was not well determined, resulting in large uncertainties
in the eciency calculations. The central value of the yield was unstable for the mode
K0
S00, resulting in two dierent t minima with a 10% dierence in the yield. The
dierence was due to events which could alternatively be assigned to the secondary
Gaussian or to the smooth background. The solution used in this analysis is to t
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Figure 3.2: An example t using the combined analytic functions Crystal Ball
(\XBALL"), Gaussian (\Gauss"), and ARGUS functions. Note the log scale for
the y-axis. The combined t to the D0 ! K0
S distribution from generic Monte
Carlo has a 2=ndof of 2.7.
88signal Monte Carlo instead of generic Monte Carlo. The t parameters are better
determined due to the greater signal-to-noise ratio and there is no diculty in the t
with assigning events to one component of the t or another.
3.2.2 Fitting Peaking Backgrounds in Monte Carlo
The analysis procedure as described measures the total peaking component of the Mbc
distribution; included in this peak can be a number of decay channels with the same
nal state particles as the signal decay mode. These peaking backgrounds, unlike
the smooth background, cannot reliably be modeled as t components whose areas
oat because of the similarity in shape to that of the signal. The alternative is to
calculate from Monte Carlo an eciency for faking a signal mode. These eciencies
are subsequently combined with the number of D0  D0 pairs in data and background
branching fractions by the branching fractions tter for an absolute estimate of the
amount of peaking background in the sample.
The formula used to calculate the amount of peaking background in data is
Np = ND0  D0  2 
X
i
(BFi  "i); (3.6)
where Np is the amount of peaking background, ND0  D0 is the estimated number of
D0  D0 events, BFi is the branching fraction for decay mode i, "i is the eciency
for background mode i to fake the signal, and the summation is over all sources of
peaking background. The factor of two is due to the background potentially coming
from either D0 or  D0 (or in the case of avored background, it is due to the fact that
both avors can contribute). Only one D+ decay mode was found to contribute to
the peaking background, and in that case ND0  D0 was replaced with ND+D .
89To identify all of the peaking backgrounds, the events in the Mbc distribution
are separated by decay channel. Each background mode observed to peak in Mbc is
studied separately by selecting events from the generic Monte Carlo sample with at
least one decay to the background or signal mode and tting the Mbc distribution with
the requirement that the shape remain the same as the shape from tting the signal
alone. This is an improvement over tting only the peaking background distributions
because many individual background modes have low statistics, low signal-to-noise
ratios, and sometimes have shapes that can not be easily modeled. An eciency is
calculated for each peaking background decay mode, using as the background yield
the change in peak area between signal and the combined signal and background.
Figure 3.3 shows examples of peaking background ts in the case of K0
S. Using
a 40 signal Monte Carlo, the peak area of K0
S alone is 26338  169, whereas
it is 26364  165 for +  plus K0
S, 26343  165 for K+K + plus K0
S, and
28014170 for K0
SK+K  plus K0
S. The peaking contribution from each background
mode is then calculated to be 26, 5, and 1676 for + , K+K + , and K0
SK+K ,
respectively, which are reported as background rates in the results section. The
uncertainty on the background contribution is all systematic.
To determine that all peaking background modes from generic Monte Carlo for
each signal mode had been accounted for, all decay modes identied so far were re-
moved from the t. Any remaining peaking events were investigated to identify the
decay channel. If no individual decay channel seemed to account for the remaining
peaking background and it could not be t by a smooth background, it was charac-
terized as D0  D0 or D+D .
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Figure 3.3: Mbc distributions for K0
S peaking backgrounds + , K+K + ,
and K0
SK+K  in signal Monte Carlo. In each case, the peaking background mode
and K0
S contribute. Parameter \nsig" is the peak area, while \nbkg" is the ARGUS
area.
913.2.3 Fitting Data
The nal step in the single-tag tting procedure is to measure the yield for each
signal decay mode in data. Originally, the data peak was tted with a combination
of analytic functions; however, it resulted in the same indeterminacy as to how to
split between the peak and smooth background, driving up the uncertainty in the
yield. This loss of precision is believed to be articial, due to the tting method and
not accurately reecting the uncertainty on the yield. Therefore, the combination
of analytic functions was replaced with a numerical function using the signal Monte
Carlo line shape and an additional ARGUS to handle smooth backgrounds that are
not in the signal Monte Carlo, like continuum and non-signal D  D decays. A Gaussian
\smear" function, with the width as a free parameter, is convoluted with the line shape
to accomodate the dierence in resolution between data and Monte Carlo (between
0.2 and 0.8 MeV/c2). The t package RooFit is used for this procedure to take
advantage of its built-in functionality to convert a histogram to a numerical function
and to do convolutions.
Figure 3.4 shows a sample t to K0
S candidates in data. While the additional
ARGUS is small compared to the peak in this case, it is more signicant in other
modes, like K0
S00. Also, not all of the line shape area falls in the peak; the reported
yield is the area of the peak in the line shape, expressed as the area of the line
shape multiplied by the fraction of the area of the line shape that is in the peak
(fpeak), which is supplied by Monte Carlo. The parameter fpeak is an additional
factor in the eciency which accounts for events that contain the correct decay but are
reconstructed in a way that is indistinguishable from background. Misreconstructed
signal events are particularly signicant in K0
S00, which has 15% of its signal Monte
92Carlo events distributed like smooth background and are not treated as signal. The
parameter fpeak for each signal mode is reported in the signal Monte Carlo t results
section.
3.2.4 Diculties in Fitting Data
It became apparent while developing the t procedure that at least one of the Monte
Carlo variables was systematically shifted relative to the data. The peak of the Monte
Carlo line shape was shifted higher in Mbc by roughly 0.5 bins (0.3 MeV/c2) relative to
the data (Figure 3.5). A shift in the D momentum spectra of the Monte Carlo relative
to the data was also observed, such that the peak of the momentum spectrum was
lower in Monte Carlo (Figure 3.6). The distributions of kaon and pion momenta were
also observed to be narrower in Monte Carlo than in data (Figure 3.7). The observed
Mbc shift could be due to the beam energy in data being systematically higher than
reported by a fraction of an MeV (same mass but higher momentum), or that the true
D0 mass is a fraction of an MeV lower than that generated by Monte Carlo (same
energy but higher momentum). Either possibility would result in a stier momentum
distribution for the tag and a wider momentum distribution for decay products than
was predicted.
It is sucient for the purposes of this analysis to shift the Mbc distribution in
Monte Carlo in order to match the data during tting, which has no eect on the
yields. This was done indirectly by using the shift in the DTag momentum spectrum
to avoid biasing the Mbc. Equation 3.9 gives the form for a shifted Mbc using the
momentum dierence:
93Figure 3.4: An example t (K0
S) to data using the combined line shape from signal
Monte Carlo convoluted with a Gaussian to account for dierences in detector reso-
lution, and an ARGUS function to cover backgrounds absent in signal Monte Carlo.
Note the log scale for the y-axis. Some of the area of the line shape is inseparable
from background, and is not included in the reported yield. The total 2 for this t
is 13.9.
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Figure 3.5: Sample Monte Carlo Mbc distribution (top) and data Mbc distribution
with Monte Carlo line shape superimposed (bottom).
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Figure 3.6: Reconstructed D-meson momentum distributions for Monte Carlo (top)
and data with Monte Carlo distribution superimposed (bottom). The Monte Carlo
is shifted to lower momentum relative to the data, meaning that the data has more
energy available to be converted into momentum.
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Figure 3.7: K and  momentum distributions in data with Monte Carlo distribu-
tions superimposed. The Monte Carlo distribution is narrower than the data distri-
bution.
97Mbc 
q
(E=c2)2   p2=c2 (3.7)
M
0
bc =
q
(E=c2)2   (p + p)2=c2 (3.8)
M
0
bc = Mbc(1  
p=c  p=c
M2
bc
): (3.9)
The value of p is measured to be 1.1 MeV/c by comparing the t of the tag
momentum plots for data and generic Monte Carlo (Figure 3.6). Using the value for
the shifted Mbc in Equation 3.9 to create Monte Carlo distributions that agreed with
the data within the resolution of 0.6 MeV/c2 (Figure 3.8).
3.3 Single-Tag Selection Requirements
The two background components described in the tting section are smooth back-
ground from combinatorics, where particles from any source are combined to simulate
the signal decay, and peaking background, where a D0 decays to the same nal state
particles as the signal but through a dierent channel. Although the smooth back-
ground can be removed by tting it separately from the peak, and the peaking back-
ground can be estimated by calculating fake rates in Monte Carlo, the overall precision
can be improved by minimizing both. The smooth background inates the statistical
uncertainty of the tted peak area, while the peaking background introduces system-
atic uncertainties due to poorly measured branching fractions. Therefore, to improve
the precision on measuring the signal process, we look for ways to eliminate as much
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Figure 3.8: K + Mbc distribution in Monte Carlo with shifted values for Mbc (top),
and data with shifted Monte Carlo line shape superimposed (bottom).
99background as possible without signicantly reducing the signal.
3.3.1 Selection Requirement on E
No selection requirements are applied to the Mbc variable because the yield is deter-
mined by tting that distribution, but other variables are used to separate background
and signal. Events that fall in the peak of the Mbc distribution also fall in the peak of
the E distribution, and Mbc background also looks like E background. To elimi-
nate some of the combinatoric background in the Mbc distribution, mode-dependent
E requirements are applied (Table 3.2). These requirements cover almost 3 of the
peak for most decay modes, but modes with a 0 or  are more tightly restricted on
the low side of the E distribution to reduce the combinatoric background (which is
concentrated at negative E). Sample E distributions are shown in Figures 3.9 and
3.10; the mode D0 ! K K+ is an example of a narrow E distribution with little
combinatoric background, while the mode D0 ! KS00 has a wide E distribution
with signicant combinatoric background.
Mode low-side E cut high-side E cut
D0 ! K + -0.0294 GeV 0.0294 GeV
D0 ! K+  -0.0294 GeV 0.0294 GeV
D0 ! K K+ -0.020 GeV 0.020 GeV
D0 !  + -0.030 GeV 0.030 GeV
D0 ! K0
S00 -0.055 GeV 0.045 GeV
D0 ! K0
S0 -0.071 GeV 0.045 GeV
D0 ! K0
S -0.055 GeV 0.035 GeV
D0 ! K0
S -0.018 GeV 0.018 GeV
D0 ! K0
S! -0.025 GeV 0.025 GeV
Table 3.2: Mode dependent selection requirements on E.
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Figure 3.9: E distribution for K K+ in generic Monte Carlo. This mode has a
narrow E distribution with little combinatoric background.
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Figure 3.10: E distribution for KS00 in generic Monte Carlo. This mode has a
wide E distribution with signicant combinatoric background.
1023.3.2 Selection Requirement on Bhabhas/Cosmic Rays
Other background processes that contribute to the measurements of decay modes con-
sisting of two charged tracks (K +, K+ , K+K , and + ) are cosmic rays and
radiative Bhabhas (e+e  ! e+e ). These two backgrounds are grouped together
because they both can fake two-track events: cosmic rays by coincidence if they pass
near to the IP and have the right energy, and radiative Bhabhas if the radiated pho-
tons are suciently energetic. It is standard for CLEO-c analyses to eliminate this
background using the DTag Bhabha veto. This veto eliminates events satisfying the
following criteria:
 exactly two tracks, both of which pass loose lepton identication [67], or
 exactly two tracks and no showers above 50 MeV [67].
This veto is applied to K +, K+ , K+K , and +  single-tag candidates.
The mode K+K  requires an additional selection requirement to veto radiative
Bhabha events that are reconstructed to appear at high Mbc. The DTag Bhabha veto
does not eliminate these events, despite the loose lepton veto identifying the tracks as
electrons, because the energetic radiated photons can undergo photon conversion and
produce additional tracks. The electrons and positrons in this sample pass analysis
requirements because the tracks can be reconstructed as a single-tag with Mbc close
to Ebeam/c2. To have this property, both electron and positron must have radiated
roughly the same energy to be at equal and opposite momenta. In order to pass the
E selection, both electron and positron must have momenta of about 800 MeV/c,
which is also where electrons and kaons become indistinguishable by dE=dx (Figure
2.6). In addition, particles close to the beampipe (jcosj > 0:8) do not generate
103RICH information, so Bhabha electrons and positrons at jcosj > 0:8 have no particle
identication to separate them from kaons.
The Bhabha background for K+K  can be identied by its distinct charge-
correlated angular distribution (Figure 3.11); the negatively-charged tracks have cos
between -0.93 and -0.9, while the positively-charged tracks have cos between 0.93
and 0.9. Vetoing events with both charge-correlated angular requirements ( 0:93 <
cosK  <  0:90 and +0:90 < cosK+ < +0:93) has less than a 1% eect on the
D0 ! K K+ yield and allows the background to be modeled with a smooth func-
tion. Similar background events due to radiative Bhabhas do not appear in the K +,
K+ , or +  sample, so this veto is not applied to those modes. To misidentify
electrons as pions in these modes would require a momentum of 850-950 MeV/c per
electron, and the e  separation in dE=dx at that momentum is good (Figure 2.6).
3.3.3 Selection Requirements on CP Particles
Additional selection requirements are needed for decay modes that reconstruct a CP
particle (one with denite CP) to eliminate peaking backgrounds (decay modes with
the same nal state but through non-resonant channels). Modes that reconstruct
a K0
S do so using K0
S ! +  and have a selection requirement on the K0
S mass
to minimize non-resonant +  backgrounds. This analysis restricts the K0
S mass
tightly to 7.5 MeV/c2 around the central value of 497.6 MeV/c2. The  and !
also have a tightly restricted reconstructed mass, ranging from 1009 MeV/c2 to 1033
MeV/c2 for  ! K+K  and 762 MeV/c2 to 802 MeV/c2 for ! ! + 0. The  has
a looser reconstructed mass restriction of 506 MeV/c2 to 590 MeV/c2 and is required
to decay to . Table 3.3 lists the invariant mass selection requirements, while the
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Figure 3.11: Mbc distribution for K+K  candidates in data, with no angular veto
(top), and with angular veto (bottom); cos distributions for the negatively charged
track (left center) and the positively charged track (right center) from K+K  candi-
dates in data, selected to have Mbc > 1:884 GeV/c2.
105invariant mass distributions are shown in Figures 3.12 (K0
S), 3.13 (), 3.14 (), and
3.15 (!).
particle minimum invariant mass maximum invariant mass
K0
S 490.1 MeV/c2 505.1 MeV/c2
 506 MeV/c2 590 MeV/c2
 1009 MeV/c2 1033 MeV/c2
! 762 MeV/c2 802 MeV/c2
Table 3.3: Selection requirements on CP particle invariant masses.
3.3.4 Special Consideration of K0
S00
K0
S00 peaking backgrounds required special consideration; they accounted for about
10% of the peak yield, but background modes with the same nal state particles as the
signal mode (+ 00) only accounted for a quarter of that 10%. After decomposing
the background by decay channel, the decay modes contributing to K0
S00 with
dierent nal state particles were found to be K0, K0
S!; and K0
S0.
The background mode K0 for K0
S00 reects unusual kinematics. In order
to fake the signal mode, the kaon must be misidentied as a pion with the two charged
tracks reconstructed as a K0
S, with the kinematic coincidence of passing the K0
S-mass
cut. Also, a 0 must be taken from the other-side decay in order to have the right
number of particles, allowing the lost energy from misidentifying the kaon as a pion
to be balanced. The peak for this mode is broad, shifted to higher Mbc, and dierent
in shape from the signal, making it dicult to estimate the contribution to the peak.
While this background is almost half of the peaking background in single-tag K0
S00,
it contributes very little to the yield when two single-tags are joined in a double-tag
because of the missing energy from the lost 0 on the other side.
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Figure 3.12: Invariant mass distributions for M(+ ) from K0
S0 candidates in
generic Monte Carlo (top) and data (bottom). Events have already passed the E
requirement.
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Figure 3.13: Invariant mass distributions for M() in generic Monte Carlo (top) and
data (bottom). Events have already passed E and K0
S-mass selection requirements.
The large background is due to random photons being paired.
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Figure 3.14: Invariant mass distributions for M (K+K ) in generic Monte Carlo
(top) and data (bottom). Events have already passed E and K0
S-mass selection
requirements. Peaking background can be seen due to the decay mode D0 ! + .
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Figure 3.15: Invariant mass distributions for M(+ 0) in generic Monte Carlo
(top) and data (bottom). Events have already passed E and K0
S-mass selection
requirements.
110Besides the diculty introduced by having dierent eciencies for K0 faking
K0
S00 in single- and double-tags, the presence of K0 as a background distorts
the t for K0
S00. Fitting the generic Monte Carlo K0
S00 distribution while main-
taining the signal Monte Carlo shape produces an eciency-corrected yield 4.5 from
the truth-tagged yield. The main dierence in the generic and signal t shapes is the
small Gaussian; in the signal Monte Carlo t, the mean is at 1.8651 GeV/c2 and the
width is 6.0 MeV/c2, but in the generic Monte Carlo t the mean is 1.8666 GeV/c2
and the width is 9.1 MeV/c2. This can be explained by the presence of K0,
whose peak is broadened and shifted to high Mbc.
One avenue explored for reducing K0 and other peaking backgrounds for
K0
S00 was to require better 0 candidates. This was done by looking for separation
between signal and background in a plot of the energy of the lowest-energy shower in
K0
S00, in a plot of the momentum of the 0 candidates, and in a Dalitz plot of K0
S0
(1)
vs. K0
S0
(2). In Figure 3.16, a comparison is made between signal and background of
the lowest energy shower in K0
S00. While a substantial amount of the background is
located at energies less than 50 MeV, the eciency loss with a selection requirement
of Elow shower > 50 MeV is also substantial (about 20%). There was also very little
separation observed in the two-dimensional plot of 0
(1) vs. 0
(2) momentum (Figure
3.17) or in the K0
S0
(1) vs. K0
S0
(2) Dalitz plot (Figure 3.18). The Dalitz plot for signal
events shows the K0 bands, as it ought. It is possible to veto events below the K0
mass (0.75 GeV/c2), which reduces the signal combinations by 5.3% while reducing
background by 17%. While this would provide a small improvement in the sensitivity
for this mode, it was judged that the loss of eciency and consequent systematic
uncertainty outweighed the gain, so this requirement is not applied.
Applying particleID requirements on the tracks composing a K0
S was explored as
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Figure 3.16: Lowest-energy shower in K0
S00, measured in GeV. The dashed line
is background, the solid line is events with K0
S00 decays, and the dash-dot line is
truth-tagged K0
S00. The hard cuto is a standard requirement that showers have
energy greater than 30 MeV.
112Figure 3.17: 0 momentum; truth-tagged K0
S00 (top) and background (bottom).
113Figure 3.18: Dalitz plot of K0
S0
(1) vs. K0
S0
(2); truth-tagged K0
S00 (top) and back-
ground (bottom).
114a way to eliminate K0, since that background has a kaon faking a pion and there
is no default particleID selection requirement on the K0
S candidate daughters. Since
not all charged particles are suciently energetic to have RICH information, only
dE=dx information is used for particleID, checking for pion consistency and kaon
inconsistency (using the 2 object in Equation 2.4). Figure 3.19 is a two-dimensional
plot showing the consistency in dE=dx with the kaon hypothesis for both daughter
particles of the K0
S candidate. The majority of the truth-tagged K0 falls within
3 of the kaon hypothesis; the remainder is K0 that happens to be the other-side
decay for a dierent background decay mode passing K0
S00 selection requirements
(which should be common given a 13% branching fraction for K0 and the large
amount of peaking background). Consistency in dE=dx with the pion hypothesis
can also be checked; those results are in Figure 3.20. Almost all of the truth-tagged
K0
S00 lies within 3 of the pion hypothesis, so that requirement costs almost no
signal. The selection requirement used is that both daughters must be less than -2
from the kaon hypothesis and within 3 of the pion hypothesis.
The total particleID selection requirement imposes a 2.2% reduction in the ef-
ciency and a 44% reduction in the total background for K0
S00, with almost all of
the reduction to the requirement of kaon inconsistency. Figure 3.21 shows the dier-
ence in the amount of peaking K0 after the particleID selection requirement
is applied. The new t to the generic Monte Carlo has the Gaussian mean at 1.8659
GeV/c2 and a width of 0.0058 GeV/c2; the mean is shifted relative to the signal's
Gaussian by less than 1 MeV/c2 and the widths are consistent.
The cross-feed contribution from K0
S! and the background mode K0
S0 is also
somewhat unusual. The K0
S! background fakes a K0
S00 through ! ! 0, where
an unrelated shower in the event pairs with the single photon from the decay to form
115Figure 3.19: Number of sigmas from kaon hypothesis for daughter particles of K0
S
candidate; truth-tagged K0
S00 (top) and truth-tagged K0 (bottom).
116Figure 3.20: Number of sigmas from pion hypothesis for daughter particles of K0
S
candidate; truth-tagged K0
S00 (top) and truth-tagged K0 (bottom).
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Figure 3.21: Mbc distribution of K0 faking K0
S00, with original selection re-
quirements (top) and after the particleID selection requirement on K0
S daughters is
applied (bottom).
118the second 0. The extra photon broadens the peak, but does not otherwise make it
harder to t. The K0
S+0 is a decay from a D+ and is reconstructed with a 0 from
the other-side decay swapped for the +, producing a broad peak shifted to higher
Mbc. However, K0
S0 as a background seems to be well accommodated by the
ARGUS part of the t, so that the contribution of this mode to the yield is smaller
than expected when looking at it in isolation.
3.3.5 Special Consideration of K0
S!
The amount of peaking background for K0
S! was also a concern, with non-signal
modes composing over 10% of the peak yield. Most of the backgrounds for K0
S!
come from decay modes with K ! K0
S , so K0
S! does not benet from particleID
requirements on K0
S daughters to eliminate non-resonant background. The results
of four dierent selection requirements (and their combinations) were compared: a
tighter ! mass requirement, a requirement on the charged K mass, a requirement
on the momentum of the K0
S boosted to the D0 rest frame, and a requirement on the
ight signicance of the K0
S. The ight signicance is calculated as
KS = (
X
i;j=x;y;z
tiijdj)=
s
(
X
i;j=x;y;z
titjij); (3.10)
where ti is the directional cosine of the reconstructed K0
S, dj is the distance to the
beamspot, and ij is an error matrix element combining both beamspot and vertex
position uncertainties. The combination minimizing eciency loss and background
level was the tighter ! mass requirement and the ight signicance requirement, which
together reduced the peaking background rate to 5.9% while only cutting eciency
by 11%. The ight signicance requirement was so eective at eliminating non-K0
S
119background that it was applied to all other signal modes with a K0
S as well.
3.4 Single-Tag Results
The results from the single-tag analysis that are used as input to the branching-
fraction tter are the signal Monte Carlo eciency for each signal mode, the sig-
nal Monte Carlo fake rate for each background mode, and the yield in data. The
quantum-correlated Monte Carlo sample was also processed as simulated data to pro-
vide a testing ground for the branching-fraction tter, since generator information
was available for comparison. Additionally, the quantum-correlated Monte Carlo was
processed the same as signal Monte Carlo to provide a comparison of the two samples.
Results are presented for the Monte Carlo determinations of fake rates, peaking
backgrounds, t parameters, and eciencies for each signal mode in Section 3.4.1.
Tests on quantum-correlated Monte Carlo are described in Section 3.4.2, and the
results for data (tted plots, t parameters, and yields) are given in Section 3.4.3.
3.4.1 Signal Monte Carlo Results
The rates at which peaking background decay modes fake signal decays, after all
selection requirements are applied, are listed in Table 3.4. Column 5, the eciency
for a mode to fake a signal decay, is part of the input to the branching fraction
tter (described in Chapter 6). The Mbc distributions for each background mode in
isolation are shown for K+  and K + in Figure 3.22, for K0
S00 in Figures 3.23
and 3.24, for K0
S0 in Figures 3.25 and 3.26, for K0
S in Figure 3.27, and for K0
S! in
Figures 3.28, 3.29, and 3.30. The signal Monte Carlo in all these samples represents
forty times the data size.
120All peaking backgrounds with non-resonant +  are highly suppressed by the K0
S
ight signicance requirement. The background mode K0
S0 faking K0
S00 has a
shape distinct from that of the signal, but is well represented by the ARGUS function,
so it contributes relatively little to the peak area. K0
S0 has peaking background that
cannot be separated into specic decay channels, and so it is classied as D0  D0 and
D+D . The signicance of the peaking is very low, but it does contribute to the
total yield. K0
S! has peaking background in Monte Carlo from K1(1270), which can
decay to K0
S+ 0 (same nal state particles as K0
S!) via (K) or (K).
The t parameters for each signal mode from signal Monte Carlo are listed in
Table 3.5. The t parameters in the table are related to the Crystal Ball, Gaussian,
and ARGUS variables in Equations 3.3, 3.4, and 3.5 in the following ways:
 Areap is the area of the Crystal Ball and Gaussian functions combined and
represents the signal yield.
 fA2 is the fraction of Areap that comes from the Gaussian
 Mean is the mean of the Crystal Ball function (1)
 dM is the dierence between the means of the Gaussian and Crystal Ball (2  
1)
 width is the width of the Crystal Ball function (1)
 Rsigma is the ratio of Gaussian to Crystal Ball widths (2=1)
 n,  are Crystal Ball parameters
 AreaA is the area of the ARGUS function and represents the amount of back-
ground.
121signal Mode Background # Gen. Yield " (%)
K+  K + 1498027 138945 0.0930.003
K + K+  1501122 148777 0.0990.007
K0
S00 K0
S+  2104661 120260 0.0060.012
+ 00 388630 119261 0.0310.067
K0 10829266 135258 0.0010.002
K0
S! 818193 416258 0.0510.031
K0
S+0 2833249 1451188 0.0510.007
K0
S0  625379 45432 0.0730.005
00 155467 510 0.0330.000
+ 0 467307 1600 0.0340.000
D0  D0 77926236 30596 0.00050.000
D+D  58420914 31196 0.00040.000
K0
S K0
SK+K  199109 167240 0.8400.020
+ K+K  194176 290 0.0340.000
+  85828 50 0.0030.000
K0
S! K0+  1754274 118826 0.0680.002
K0 780214 110026 0.1410.003
K 4756079 174453 0.0370.001
K00 1136317 26146 0.0230.004
K0
S+ 0 331588 14020 0.4230.000
+ + 0 1378545 7946 0.0060.003
K
1 (1270) 834261 33146 0.0400.005
K0
1(1270)0 554000 17053 0.0310.010
Table 3.4: Peaking background modes, yields, generated numbers (# Gen.), and
eciencies (") in generic Monte Carlo, equivalent to forty times the data sample.
Background modes D0  D0 and D+D  represent peaking background that could not
be isolated to specic decay channels. The eciency for a mode to fake a signal decay
is part of the input to the branching fraction tter.
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Figure 3.22: Mbc plots of cross-feed between K+  (top) and K + (bottom) in
signal Monte Carlo. The cross-feed rate is approximately 0.1% of the signal.
123Beam-constrained mass (GeV/c^2)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
e
v
e
n
t
s
 
/
 
1
.
0
 
M
e
V
10
20
30
40
50
60
70
80 - p + p s  K ®  
0 D
Beam-constrained mass (GeV/c^2)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
e
v
e
n
t
s
 
/
 
1
.
0
 
M
e
V
0
5
10
15
20
25
30
35
40
45 0 p 2
- p + p   ®  
0 D
Figure 3.23: Signal Monte Carlo Mbc plots for individual background modes K0
S+ 
(top) and + 00 (bottom) for K0
S00. K0
S+  is almost completely eliminated
by the K0
S ight signicance requirement.
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Figure 3.24: Signal Monte Carlo Mbc plots for individual background modes (top-to-
bottom): K0, K0
S!; and K0
S0 for K0
S00. Decay mode K0 is strongly
suppressed by the particleID requirements on K0
S daughters. The peaking back-
ground K0
S! is cross-feed from the signal mode K0
S!. Decay mode K0
S0 has a
shape distinct from the signal shape due to having dierent nal state particles.
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Figure 3.25: Signal Monte Carlo Mbc plots for individual background modes (top-to-
bottom): , 00, and + 0 for K0
S0.
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Figure 3.26: Signal Monte Carlo Mbc plots for individual background modes: K0
L0
(top), generic D0  D0 (middle), and generic D+D  (bottom) for K0
S0. The signicance
of the D+D  peaking is low, but the D+D  background does change the size of the
peak when added to the signal, so it is considered peaking background. The D0  D0
background, although it does not appear smooth, does not contribute to peaking
background.
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Figure 3.27: Signal Monte Carlo Mbc plots for individual background modes (top-
to-bottom): + , K0
SK+K , and K+K +  for K0
S. The decay mode
K+K +  is almost completely eliminated by the K0
S ight signicance require-
ment.
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Figure 3.28: Signal Monte Carlo Mbc plots for individual background modes (top-to-
bottom): K0, K0+ , and + + 0 for K0
S!.
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Figure 3.29: Signal Monte Carlo Mbc plots for individual background modes (top-to-
bottom): K, K00, and K0
S+ 0 for K0
S!.
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Figure 3.30: Signal Monte Carlo Mbc plots for individual background modes (top-
to-bottom): K

1 (1270) and K0
1(1270)0 for K0
S!. The K1(1270) can decay to
K0
S+ 0 via (K) or (K).
131  is an ARGUS parameter
 EB is the beam-cuto energy.
Figures 3.31 through 3.39 show the signal ts using the combined Crystal Ball,
Gaussian, and ARGUS functions to single-tag K+ , K +, and CP eigenstates.
The decay modes with high signal/background ratios, particularly K+  and K +,
have poor ts to the smooth background. In these cases, the size of the background
is 3-4 orders of magnitude smaller than the peak height, so t diculties have a
small eect on the yield. Because this is signal Monte Carlo, there are no peaking
backgrounds; however, the events were not required to be reconstructed perfectly, so
there is a smooth background from misreconstructed signal decays.
132Mode Areap fA2 Mean dM width R n  AreaA  EB
(peak) GeV/c2 GeV/c2 MeV/c2 (ARGUS) GeV/c2
K+  10000161002 0.927 1.8645 0.0035 1.38 3.11 50 1.46 93274 -21 1.885
K + 983917994 0.924 1.8645 0.0034 1.38 3.16 50 1.47 141174 -27.4 1.885
K+K  195479443 0.934 1.8645 0.0037 1.37 3.08 33 1.47 30024 -1 1.8865
+  85915294 0.924 1.8645 0.0033 1.38 3.19 50 1.43 89 -1 1.8865
K0
S00 87993414 0.83 1.8646 0.0005 2.01 3 16 1.48 14801314 -17.9 1.8868
K0
S0 253909509 0.933 1.8646 -0.0027 1.87 1.8 14 1.04 120881 -13 1.886
K0
S 30684182 0.84 1.8645 0.0014 1.87 2.4 50 1.96 81658 -27 1.8856
K0
S 24601158 0.915 1.8645 0.0028 1.46 3.08 23 1.70 11723 -28 1.8863
K0
S! 106650349 0.897 1.8645 0.0018 1.56 3.27 10 1.60 4105138 -13 1.8868
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3
3Quantities derived from signal Monte Carlo t results are reported in Table 3.6.
The derived quantities are as follows:
 Gen is the number of events generated
 Areap and AreaA are the peak and ARGUS areas, respectively
 The eciency (") is calculated by dividing Areap by Gen; it is this number that
serves as partial input to the branching fraction tter.
 The fraction of events in the histogram falling in the peak (fpeak) was calculated
by dividing Areap by Areap + AreaA. The usefulness of this parameter is
described in Section 3.2.3.
 A sideband scale factor (scale) is calculated, which is the ratio of the ARGUS
area under the peak (signal region) to the ARGUS area under the tail (sideband
region). The signal region was chosen to be 1.860 GeV/c2 to 1.870 GeV/c2 and
the sideband region was chosen to be 1.830 GeV/c2 to 1.855 GeV/c2. Because
K0
S00 has a wide peak, the sideband region for this mode is 1.830 GeV/c2 to
1.845 GeV/c2. The scale factor allows the double-tag sideband to be properly
subtracted, as discussed in Chapter 4.
3.4.2 Quantum-Correlated Monte Carlo Results
The quantum-correlated Monte Carlo, described in Section 2.5, was designed to serve
as simulated data, incorporating reasonable values of correlation parameters into the
generic Monte Carlo. The quantum-correlated Monte Carlo is tted using the signal
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Figure 3.31: Mbc distribution for K + single-tags in signal Monte Carlo.
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Figure 3.32: Mbc distribution for K+  single-tags in signal Monte Carlo.
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Figure 3.33: Mbc distribution for K+K  single-tags in signal Monte Carlo.
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Figure 3.34: Mbc distribution for +  single-tags in signal Monte Carlo.
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Figure 3.35: Mbc distribution for K0
S00 single-tags in signal Monte Carlo.
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Figure 3.36: Mbc distribution for K0
S0 single-tags in signal Monte Carlo.
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Figure 3.37: Mbc distribution for K0
S single-tags in signal Monte Carlo.
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Figure 3.38: Mbc distribution for K0
S single-tags in signal Monte Carlo.
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Figure 3.39: Mbc distribution for K0
S! single-tags in signal Monte Carlo.
143Mode Gen Areap AreaA fpeak " scale
(peak) (ARGUS) (%)
K+  1501122 10000161002 93274 0.9990.001 66.620.04 0.456
K + 1498027 983917994 141174 0.9990.001 65.680.04 0.527
K+K  335097 195749443 30024 0.9990.002 58.420.09 0.291
+  116640 85915294 8921 0.9990.003 73.660.13 0.291
K0
S00 658328 87993414 14801314 0.8560.004 13.370.06 0.7510.019
K0
S0 825790 253909509 120881 0.9950.002 30.750.05 0.3840.026
K0
S 277468 30684182 81658 0.9740.006 11.060.06 0.5260.037
K0
S 334364 24601158 11723 0.9950.006 7.360.05 0.5430.121
K0
S! 818193 106650349 4105138 0.9630.003 13.030.04 0.3870.018
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1
4
4Monte Carlo line shape, using the same procedure as for tting data (Section 3.2.3),
with results presented in Table 3.7. The t parameters are described as follows:
 fpeak and " are determined from signal Monte Carlo (Table 3.6)
 The peaking background B is calculated according to Equation 3.6 using fake
rates from signal Monte Carlo (Table 3.4).
 AreaLS is the area under the line shape
 Nadj is the yield falling in the peak (AreaLS  fpeak) and is the input used for
the branching fraction tter test.
 Ncorr is the background-subtracted, eciency-corrected yield ((Nadj   B)="),
and Gen: is the generated number of events. All decay modes had Ncorr within
1 of Gen:, with the yields of six decay modes higher than the generated number
and three lower. The reweighted Monte Carlo sample is roughly 15 times the
size of the data, so an upper bound of 1 discrepancy is signicant at the 0.25
level for data.
Fits using analytical functions were also performed as a consistency check on the
reliability of the ts to the Monte Carlo signal shapes. For the purpose of comparison,
the background rates from ts using analytic functions to the reweighted Monte Carlo
are listed in Table 3.8, the t parameters are listed in Table 3.9, and the eciencies
and scale factors appear in Table 3.10. Parameter dentions are the same as in Section
3.6. The relative dierence in eciency between signal and quantum-correlated Monte
Carlo samples is less than 1%.
145Mode AreaLS fpeak Nadj B " Ncorr Gen:
(MC) (MC) (MC)
K+  374762614 0.9990.001 374413719 51810 66.620.04 5612531127 561005
K + 370029611 0.9990.001 369499715 55416 65.680.04 5617241138 560651
K+K  75129280 0.9990.002 75014327 0 58.420.09 128414590 127823
+  32881185 0.9990.003 32847216 0 73.660.13 44594304 44695
K0
S00 40270290 0.8560.004 34472297 1380240 13.370.06 2475783051 250420
K0
S0 94578315 0.9950.002 94130366 59581 30.750.05 3042041320 303363
K0
S 11609122 0.9740.006 11308137 0 11.060.06 1022581360 102001
K0
S 9695101 0.9950.006 9649118 63815 7.360.05 1224781786 122646
K0
S! 43452230 0.9630.003 41842260 234742 13.030.04 3029932225 300744
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4
6CP Mode Background Mode # Gen. Yield " (%)
K+  K + 560651 5100 0.0910.000
K + K+  561005 54060 0.0960.011
K0
S00 K0
S+  787553 57188 0.0070.024
+ +  146816 50188 0.0340.128
K0 4056835 21187 0.0010.005
K0
S! 300744 133187 0.0440.062
K0
S+0 2122043 1060141 0.0500.007
K0
S0  237704 15125 0.0640.010
00 59115 160 0.0270.000
+ 0 176370 5725 0.0320.014
D0=  D0 29185768 33325 0.0010.000
D+=D  43644228 23383 0.0010.000
K0
S K0
SK+K  74504 62624 0.8400.032
+ K+K  73168 150 0.0460.000
+  32326 314 0.0040.019
K0
S! K0+  657858 40636 0.0620.005
K0 291842 39521 0.1350.007
K 1781780 68541 0.0380.002
K00 425687 10621 0.0250.005
K0
S+ 0 124440 51729 0.4150.023
+ + 0 519717 2821 0.0050.004
K+
1   312689 13821 0.0440.007
K0
10 206891 570 0.0280.000
Table 3.8: Peaking background modes,yields, and eciencies (") in truth-tagged
quantum-correlated Monte Carlo.
147Mode Areap fA2 Mean dM width R n  AreaA  E
(peak) GeV/c2 GeV/c2 MeV/c2 (ARGUS) GeV/c2
K+  373690613 0.927 1.8645 0.0033 1.38 3.11 50 1.47 35046 -21 1.885
K + 368756608 0.923 1.8645 0.0034 1.38 3.13 50 1.48 50344 -28 1.885
K+K  74961274 0.935 1.8645 0.0038 1.37 3.05 50 1.46 12821 -7.4 1.8865
+  32909182 0.919 1.8645 0.0031 1.38 3.18 50 1.42 369 -1 1.887
K0
S00 33456274 0.83 1.8646 0.0005 2.03 3 31 1.49 5953218 -17 1.8868
K0
S0 93683308 0.935 1.8646 -0.0028 1.87 1.76 14 1.04 51848 -9 1.886
K0
S 11355110 0.82 1.8645 0.0013 1.83 2.35 50 2.00 27632 -29 1.8857
K0
S 902496 0.93 1.8645 0.0028 1.48 3.4 8 1.69 2812 -29 1.886
K0
S! 39410211 0.903 1.8645 0.0020 1.57 3.25 11 1.60 147182 -15 1.8865
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8Mode Gen: Areap AreaA fpeak " scale
(peak) (ARGUS) (%)
K+  561005 373690613 35046 0.9990.002 66.610.06 0.3780.027
K + 560651 368756608 50344 0.9990.002 65.770.06 0.3880.028
K+K  127823 74961274 12821 0.9980.004 58.640.14 0.2920.029
+  44695 32909182 369 0.9990.006 73.630.21 0.4550.021
K0
S00 250420 33456274 5953218 0.8490.007 13.360.10 0.7590.008
K0
S0 303363 93683308 51848 0.9960.003 30.880.08 0.3950.012
K0
S 102001 11355110 27632 0.9760.009 11.130.10 0.5430.010
K0
S 122646 902496 2812 0.9970.011 7.360.08 0.3590.024
K0
S! 300744 39410211 147182 0.9640.005 13.100.07 0.3760.004
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4
93.4.3 Data Results
The Mbc single-tag distributions for avor and CP decay modes in data, with ts
using signal Monte Carlo line shapes, are shown in Figures 3.40 through 3.48. The
parameters and yields of the ts are reported in Table 3.11 and are the same as
described in Section 3.4.2. The new parameter smear is the width of the Gaussian
convoluted with the line shape to account for resolution dierences between Monte
Carlo and data. The large uncertainty on the peaking background for K0
S! is due to
the large uncertainties in branching fractions of contributing decay modes.
150Mode AreaLS smear fpeak Nadj B " (%) Ncorr scale
(MeV/c2) (MC) (MC) (MC)
K+  25866165 0.230.03 0.9990.001 25842167 36.51.4 66.620.04 38737251 0.5150.025
K + 25410164 0.190.03 0.9990.001 25374166 38.92.2 65.680.04 38572253 0.4830.022
K+K  474770 0.300.08 0.9990.002 474071 0 58.420.09 8114122 0.3900.020
+  210059 0.190.14 0.9990.003 209859 0 73.660.13 284881 0.3440.007
K0
S00 284583 0.600.20 0.8560.004 243572 8420 13.370.06 17592564 0.6320.014
K0
S0 755990 0.850.07 0.9950.002 752391 33.64.0 30.750.05 24359298 0.3810.009
K0
S 107940 0.800.20 0.9740.006 105139 0 11.060.06 9504361 0.4130.020
K0
S 79529 0.320.01 0.9950.006 79129 42.45.9 7.360.05 10178411 0.4140.078
K0
S! 336465 0.640.09 0.9630.003 323963 21097 13.030.04 23238890 0.3460.008
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Figure 3.40: Mbc distribution for K + in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.41: Mbc distribution for K+  in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.42: Mbc distribution for K+K  in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.43: Mbc distribution for +  in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.44: Mbc distribution for K0
S00 in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.45: Mbc distribution for K0
S0 in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.46: Mbc distribution for K0
S in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.47: Mbc distribution for K0
S in data with numeric t using signal Monte
Carlo line shape.
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Figure 3.48: Mbc distribution for K0
S! in data with numeric t using signal Monte
Carlo line shape.
160Chapter 4
Fully-Reconstructed Events
The technique presented in this analysis to measure quantum-correlation parame-
ters uses both partially- and fully-reconstructed events as input to a least-squares
tter (described in Chapter 6). The selection of partially-reconstructed events, called
single-tags, is described fully in Chapter 3. A fully-reconstructed event, where two
distinct single-tags have been reconstructed, is called a double-tag. For the pur-
pose of the branching-fraction tter, events where decays from both the D0 and  D0
are identied are considered fully-reconstructed, but are not properly double-tags.
These non- double-tag events include semileptonic decays (inclusive for both e+ and
e , including K e+e and  e+e) combined with a single-tag, or a K0
L0 decay
(where the K0
L is not reconstructed) combined with a single-tag. All appropriate
decay mode selection-requirements are applied to each component single-tag in the
fully-reconstructed event.
In addition to serving as input for the least-squares tter to calculate quantum-
correlations, double-tags composed of two CP eigenstate single-tags provide a simple
check on the validity of the quantum-correlations expectation. The decay rate for
161D0  D0 to opposite-CP states should have maximal constructive interference, while
decays to same-CP states should be forbidden [38]. Comparing the yields of same-
CP double-tags in data to expectations from generic and quantum-correlated Monte
Carlo quickly conrms the presence of quantum correlations.
This chapter describes the selection process for fully-reconstructed events, in-
cluding selection-requirements beyond those of component single-tags, along with a
description of the yield extraction procedure and the data results.
4.1 Double-Tag Measurement Procedure
Both of the component single-tags that make up the hadronic double-tags used in this
analysis are either a avor mode or a CP eigenstate, and all combinations of avor
and CP decay modes are included. Multiple single-tags are not resolved; instead,
when an event has more than one combination of particles for a particular species of
double-tag (such as the combination K + vs. K+ ) passing all analysis selection
requirements, that double-tag combination which minimizes the dierence between
 Mbc (  Mbc  [Mbc(1) + Mbc(2)]=2) and 1.8645 GeV/c2 (the D0 measured mass [7])
is used. The variables Mbc(1) and Mbc(2) refer to the beam-constrained masses of
decays 1 and 2, since decays cannot be denitively determined to be from a D0 or
 D0. Other than the dierent method of resolving multiple candidates, all single-tag
selections requirements remain the same.
4.1.1 Signal and Sideband Regions
The double-tag yield is measured by using a cut-and-count method on a plot of Mbc(1)
vs. Mbc(2). The 2-dimensional Mbc plane is divided into four sideband regions and a
162signal region, described in Table 4.1 and illustrated in Figure 4.1.
 The signal region is bounded by a square from 1.860 GeV/c2 to 1.870 GeV/c2
in both dimensions, and contains the peak of the signal distribution within 3
for all decay modes except K0
S00.
 Sideband regions A and B both represent the smooth background of misrecon-
structed events on the low end of one Mbc distribution and the signal region
of the other. Sideband A has a length extending from 1.830 GeV/c2 to 1.855
GeV/c2 in Mbc(1) and a width from 1.860 GeV/c2 to 1.870 GeV/c2 in Mbc(2),
with dimensions interchanged for sideband B.
 Sideband C represents mispartitioned events where particles are swapped be-
tween D decays, which is especially signicant for the double-tag composed of
K+K  and + . Mispartitioned K+  vs. K + has the same nal particles
as K+K  vs. +  but has a branching fraction larger by a factor of 300. The
misreconstructed K+  vs. K + can be eliminated using the sideband C. Its
region is bounded by the intersection of a square extending from 1.830 GeV/c2
to 1.855 GeV/c2 in both dimensions and the area dened by jMj  0:0035
GeV/c2, where M  Mbc(1) Mbc(2), so that sideband C follows the diagonal
in the 2-dimensional Mbc plane.
 Sideband region D represents the at backgrounds from non-D  D sources and
is bounded by a square from 1.83 GeV/c2 to 1.855 GeV/c2 and excludes the
region jMj < 0:0055 GeV/c2.
The yield of a particular species of double-tag is calculated by subtracting the
scaled contents of each sideband region from the contents of the signal region. The
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Figure 4.1: Mbc(1) vs. Mbc(2) two-dimensional plane showing signal region S and
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164Mbc(1) (GeV/c2) Mbc(2) (GeV/c2) Special Requirements
Signal 1.860 1.870 1.860 1.870
Sideband A 1.830 1.855 1.860 1.870
Sideband B 1.860 1.870 1.830 1.855
Sideband C 1.830 1.855 1.830 1.855 jMj  0:0035 GeV/c2
Sideband D 1.830 1.855 1.830 1.855 jMj  0:0035 GeV/c2
Table 4.1: Summary of signal and sideband regions. Sidebands C and D have an
additional requirement on M  Mbc(1)   Mbc(2). Double-tags containing at least
one K0
S00 single-tag are a special case, with 1.845 replacing 1.830.
scale factor for the sideband, scale, is determined in the single-tag analysis, either
Monte Carlo (Table 3.6) or data (Table 3.11) as appropriate. The scale factor repre-
sents the ratio of the tted ARGUS (background function) area in the signal region
(1.860 GeV/c2 to 1.870 GeV/c2) to the tted ARGUS area in the sideband (1.830
GeV/c2 to 1.855 GeV/c2). Each sideband's scale factor corresponds to the signal
single-tag mode which populates it. The physics contribution to sideband C is a
combination of A and B (sidebands of both single-tags), so we calculate the sideband
C scale factor to be the average of the scale factors for sidebands A and B, which
is correct to within 8% [73]. The scaled yield for sideband D is subtracted from all
regions (signal, sidebands A, B, and C) to prevent overcounting, with a scale factor
for each region that is the ratio of the areas of the other sideband and sideband D.
The equation for the sideband-subtracted double-tag yield is
Y ield = (S   D 
areaS
areaD
)   scaleA  (A   D 
areaA
areaD
)   (4.1)
 scaleB  (B   D 
areaB
areaD
)   scaleC  (C   D 
areaC
areaD
);
165where S, A, B; C, and D are the event counts from each cut-and-count region;
scaleA, scaleB, and scaleC are the appropriate sideband scale factors from signal
Monte Carlo; and areaA, areaB, areaC, and areaD are the respective areas of each
cut-and-count region.
Some sample double-tag plots are shown in Figures 4.2 and 4.3, where both com-
ponent single-tags are charged K, and Figures 4.4 and 4.5, where both component
single-tags are CP eigenstates. The data yields for K+  vs. K + and K vs.
K are consistent with both the generic and the quantum-correlated Monte Carlo
expectations; the statistics are insucient to dierentiate between the expectations.
The data yields for K+K  vs. K+K  and K K+ vs. K0
S0, after sideband subtrac-
tion, are consistent with the quantum-correlated Monte Carlo expectations and not
the generic Monte Carlo expectations.
4.1.2 Special Consideration of K0
S00
Double-tags containing K0
S00 as one of the joined single-tags require special con-
sideration. The peak is wider for K0
S00 than for the other modes; the 3 width is
6 MeV/c2, as opposed to 4.2 MeV/c2for a mode like K+K  (Table 3.5). Although a
small amount of the K0
S00 peak is outside the signal box, the signal box dimensions
for double-tags containing K0
S00 is the same as for all others because the fraction
of events lost is small. However, the wider peak means that the sidebands require
greater separation from the signal region. Double-tags containing K0
S00 have all
sidebands extending from 1.830 GeV/c2 to 1.845 GeV/c2 instead of 1.830 GeV/c2 to
1.855 GeV/c2. Because of the change in sideband areas, the scale factor that repre-
sents the ratio of the tted ARGUS area in the signal region to sideband region uses
166Beam-constrained mass (GeV/c^2)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
B
e
a
m
-
c
o
n
s
t
r
a
i
n
e
d
 
m
a
s
s
 
(
G
e
V
/
c
^
2
)
1.83
1.84
1.85
1.86
1.87
1.88
1.89
+ p
- ,K - p
+  K ®  
0 D
0 D
Beam-constrained mass (GeV/c^2)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
B
e
a
m
-
c
o
n
s
t
r
a
i
n
e
d
 
m
a
s
s
 
(
G
e
V
/
c
^
2
)
1.83
1.84
1.85
1.86
1.87
1.88
1.89
+ p
- ,K - p
+  K ®  
0 D
0 D
Figure 4.2: Two-dimensional Mbc plots of K+  vs. K + comparing a 40x generic
Monte Carlo (top) and data (bottom).
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Figure 4.3: Two-dimensional Mbc plots of K+  vs. K+  comparing a 40x generic
Monte Carlo (top) and data (bottom).
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Figure 4.4: Two-dimensional Mbc plots for K+K  vs. K+K  comparing a 40x generic
Monte Carlo (top left), a 15x quantum-correlated Monte Carlo (top right), and data
(bottom). The data result is consistent with the quantum-correlated Monte Carlo
expectation and not the generic Monte Carlo expectation.
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Figure 4.5: Two-dimensional Mbc plots for K K+ vs. K0
S0 comparing a 40x generic
Monte Carlo (top left), a 15x quantum-correlated Monte Carlo (top right), and data
(bottom).
170the truncated sideband region (1.830 GeV/c2 to 1.845 GeV/c2) as well. Figure 4.6
shows the projection of the signal and sideband regions onto the K0
S00 Mbc axis,
while Figure 4.7 shows the truncated sidebands in the two-dimensional Mbc plot.
4.1.3 Special Consideration of K Cross-Feed
There is cross-feed between K + and K+  at roughly the 0.1% level due to particle
misidentication. The actual number of each type of double-tag is calculated below,
assuming at most one tag is misidentied (due to the low swap rate):
0
B
B
@
N0
+ 
N0
++
N0
  
1
C
C
A =
0
B
B
@
1   "+   "  2"+ 2" 
"  1   2"+ 0
"+ 0 1   2" 
1
C
C
A
0
B
B
@
N+ 
N++
N  
1
C
C
A (4.2)
where  indicates the kaon charge, N is the corrected amount of K vs.
K double-tags, and N0
 is the measured amount. The parameter " is the
probability of a K faking a K. The reported yields have the correction
applied, as shown in Equation 4.3:
0
B
B
@
N+ 
N++
N  
1
C
C
A = A
0
B
B
@
1   2"+   2"   2"+  2" 
 "  1   "    3"+ 0
 "+ 0 1   "+   3" 
1
C
C
A
0
B
B
@
N0
+ 
N0
++
N0
  
1
C
C
A; (4.3)
where A  (1   3"    3"+)
 1. There is some cross-feed between double-tags
composed of a CP decay mode and opposite-avor K, but the eect is negligible in
data.
171Figure 4.6: Mbc plot for single-tag D0 ! K0
S00 single-tags in data. The dashed
lines at 1.860 and 1.870 GeV/c2 represent the signal box projected onto the K0
S00
Mbc axis, while the solid lines at 1.845 and 1.855 GeV/c2 represent the upper limit of
the sideband for K0
S00 and for other modes.
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Figure 4.7: Two-dimensional Mbc plot for K + vs. K0
S00 for a 40x generic Monte
Carlo, showing the truncated sidebands.
1734.1.4 Peaking Background
There are also non-K peaking backgrounds to be considered. The peaking back-
ground contribution to the signal is treated as the linear sum of the peaking amounts
from the two single-tag modes composing the double-tag. The amount of peaking
background in each data double-tag yield is estimated by multiplying the number of
D0  D0 events by the branching fraction and eciency from signal Monte Carlo for
one of the signal decays and the branching fraction and eciency from signal Monte
Carlo for each background mode faking a signal mode. This is the same method used
in Equation 3.6 to nd the estimated peaking background in data single-tags, but
with the branching fraction and eciency for the other-side decay inserted as factors.
In Equation 4.4, subscripts i and j denote the signal decays (such as K0
S00 and
K0
S!) while subscripts (i;h) and (j;k) denote particular peaking backgrounds for the
signal decays (such as K0
S+  for K0
S00).
Np  ND0  D0  [(BFi  "i) 
X
k
BFj;k  "j;k + (4.4)
+
X
h
BFi;h  "i;h  (BFj  "j)]  2
4.2 Semileptonic Measurement Procedure
Semileptonic events were selected according to the procedure detailed in Reference
[43]. Because the neutrino cannot be reconstructed, the semileptonic yields are mea-
sured by requiring either a avor or CP eigenstate single-tag and then identifying an
electron or positron in the event. The yield is the area of the electron momentum
174spectrum.
The reconstructed single-tags used in the semileptonic event measurement have
all the selection requirements described in Chapter 3. In addition, the reconstructed
single-tags have a mode-dependent Mbc selection requirement to minimize background.
The beam-constrained mass of the single-tag is required to be between 1.8585 GeV/c2
and 1.8775 GeV/c2 for all modes except K0
S00 and K0
S0, which must have a beam-
constrained mass between 1.8530 GeV/c2 and 1.8780 GeV/c2. Additional selection
requirements on the electron are chosen for consistency with CLEO-c semileptonic
studies [72] and are listed in Table 4.2. The kinematic requirements on the electron
track are similar to those in Table 3.1 for DTag tracks and are designed to remove
regions with high background. The variable FR is a likelihood [43], combining the
energy-to-momentum ratio from the calorimeter and tracking measurements, dE=dx,
and RICH information. The ratio of electron likelihood to the sum of electron, pion,
and kaon likelihoods must be greater than 0.8.
electron requirements
kinematic requirements j  ! p j > 200 MeV/c
jcosj < 0:9
jd0j < 0:005 m
jz0j < 0:05 m
hitfrac > 0.5
likelihood cut FR > 0:8
Table 4.2: Selection requirements for electron candidates in semileptonic decays.
Every candidate in an event that passes all the selection-requirements is entered
into a histogram of the electron momentum spectrum. The yield is determined by a
t to the momentum based on signal and background shapes from Monte Carlo. The
major contributions to background come from photon conversions, 0 Dalitz decays,
175and mis-identied tags. Electrons paired with avor tags have minimal background
because the sign of the electron charge is required to be correlated with the sign
of the kaon in the K single-tag. This requirement strongly reduces the main
backgrounds of  ! e+e  and 0 ! e+e . CP tags do not have this correlation and
so the backgrounds are much higher. A sideband subtraction eliminates some of this
background and the rest must be modeled in Monte Carlo. Figures 4.8, 4.9, and 4.10
show the electron momentum spectra for avor and CP tags in data with background
and sideband distributions superimposed.
4.3 K0
L0 Measurement Procedure
K0
L0 events are selected according to the procedure detailed in Reference [42]. Al-
though some K0
L particles will leave a signal in the CLEO-c detector, it is much more
ecient not to require reconstruction of the K0
L0. Instead, a avor or CP eigenstate
single-tag is identied that passes all mode-specic selection requirements (described
in Chapter 3), and is accompanied by one additional 0 with, no other detected 0, ,
or charged particles. The missing energy and momentum in the event are calculated
based on the single-tag and 0 kinematics and used to nd the missing-mass squared
(M2
miss):
M
2
miss  E
2
miss   p
2
miss: (4.5)
Events fall into one of three regions: signal (\s", 0:1 < M2
miss < 0:5 (GeV=c2)2),
a low sideband (\b",  0:1 < M2
miss < 0:1 (GeV=c2)2), and a high sideband (\p",
0:8 < M2
miss < 1:2(GeV=c2)2). Figures 4.11, 4.12, and 4.13 show M2
miss for events with
avor tags, CP  tags, and CP+ tags, respectively. Since K0
L0 is CP+, there should
176Figure 4.8: Electron momentum distribution opposite charged K tags.
177Figure 4.9: Electron momentum distribution opposite combined CP+ tags.
178Figure 4.10: Electron momentum distribution opposite combined CP- tags.
179region M2
miss (GeV/c2)2 description
s 0.1 0.5 K0
L0
b -0.1 0.1 unknown bkgd., K0
S0
p 0.8 1.2 00
Table 4.3: M2
miss regions for K0
L0
be no signal in the M2
miss plot against other CP+ tags. After sideband subtraction,
the same-CP double-tag yield is indeed consistent with zero.
Three main backgrounds, D0 ! 00, D0 ! K0
S0, and D0 ! 0 have been iden-
tied, along with unspecied processes that contribute to background. The amount
of background due to K0
S0 and 0 is estimated from Monte Carlo, while 00 is
estimated from the high sideband and the unspecied processes can be estimated
from the low sideband. There is some K0
S0 in the low sideband, so the number of
\unspecied processes" events in data is estimated by scaling and subtracting the
K0
S0 contribution to the low sideband in data and then scaling the sideband yield
for the amount in the signal region. Table 4.3 lists the signal and sideband regions
along with the main process in that region.
4.4 Double-Tag Results
4.4.1 Signal Monte Carlo
Tables 4.4, 4.5, and 4.6 list the yields and eciencies for charged K vs. CP, opposite-
CP, and same-CP double-tag events in signal Monte Carlo. The reported quantities
are dened as follows:
 Gen is the number of events generated
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Figure 4.11: Missing-mass squared recoiling opposite avor tags in data.
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Figure 4.12: Missing-mass squared opposite CP  tags in data.
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Figure 4.13: Missing-mass squared opposite CP+ tags in data. The yield of K0
L0
opposite CP+ tags is expected to be zero.
183 The signal region S and Sidebands A, B, C, and D are dened in Section 4.1.1.
The reported numbers are the event yields within these regions in the Mbc(1)
vs. Mbc(2) plane.
 NSB is the sideband-subtracted yield, as dened in Equation 4.1.
 The eciency " is dened as NSB divided by Gen:, and is part of the input to
the branching fractions tter described in Chapter 6.
Because this is signal Monte Carlo, there is no peaking background or cross-feed
between charged K.
4.4.2 Quantum-correlated Monte Carlo
As a consistency check, the quantum-correlated Monte Carlo yields were background-
subtracted (including the K cross-feed adjustment in Table 4.3), corrected by signal
Monte Carlo eciencies, and compared to the generated numbers. Most background-
subtracted, eciency-corrected yields (Ncorr) are consistent with the generated values,
although the uncertainties are large. Tables 4.7, 4.8, and 4.9 list the eciency-
corrected yields and generated numbers for charged K vs. CP, opposite-CP, and
same-CP double-tag modes in the reweighted Monte Carlo. The parameter denitions
are the same as in Section 4.4.1. The sideband-subtracted yield (NSB) is the input
to the branching-fractions tter test.
4.4.3 Data
The charged K vs. CP, opposite-CP, and same-CP double-tag yields in data are
reported in Tables 4.10, 4.11 and 4.12. The parameters are dened the same as in
184Sidebands
Mode A Mode B Gen: A B C D S NSB " (%)
K+  K+  233 0 0 0 0 106 10610 45.493.26
K+  K + 57279 10 22 0 0 24255 24239156 42.320.21
K + K + 203 1 0 0 0 76 75.58.7 37.183.41
K+  K+K  6618 0 1 3 0 2477 247650 37.410.60
K + K+K  6410 1 1 2 0 2356 235449 36.730.60
K+  +  2258 0 0 1 0 1114 111433 49.321.05
K + +  2199 1 0 1 0 1001 100032 45.481.06
K+  K0
S00 12704 0 2 0 0 1099 109833 8.640.25
K + K0
S00 12425 0 2 0 0 1084 108333 8.710.25
K+  K0
S0 15949 1 4 0 0 3119 311756 19.540.31
K + K0
S0 16003 1 4 0 0 3091 308956 19.300.31
K+  K0
S 5260 0 2 0 0 352 35119 6.670.34
K + K0
S 5342 0 1 0 0 351 35119 6.560.34
K+  K0
S 6339 0 0 0 0 318 31818 5.020.27
K + K0
S 6475 0 0 0 0 313 31318 4.830.27
K+  K0
S! 15749 1 1 0 0 1339 133837 8.500.22
K + K0
S! 15733 2 2 0 0 1287 128536 8.170.22
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Mode A Mode B Gen: A B C D S NSB " (%)
K+K  K0
S0 3599 0 1 0 0 648 64825 18.00.6
K+K  K0
S 1239 0 1 0 0 97 9710 7.80.8
K+K  K0
S 1416 0 0 0 0 51 517 3.60.5
K+K  K0
S! 3396 0 0 0 0 245 24516 7.20.4
+  K0
S0 1223 0 2 0 0 246 24516 20.11.2
+  K0
S 410 0 0 0 0 36 366 8.81.4
+  K0
S 464 0 0 0 0 23 235 5.01.0
+  K0
S! 1223 0 2 0 0 129 12811 10.50.9
K0
S00 K0
S0 7109 0 0 0 0 273 27317 3.80.2
K0
S00 K0
S 2329 0 0 0 0 32 326 1.40.2
K0
S00 K0
S 2842 0 0 0 0 16 164 0.560.14
K0
S00 K0
S! 6714 1 0 0 0 104 10310 1.50.2
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Mode A Mode B Gen: A B C D S NSB " (%)
K+K  K+K  746 0 0 0 0 252 25216 33.81.7
K+K  +  496 0 0 0 0 199 19914 40.12.2
K+K  K0
S00 2958 0 1 0 0 214 21315 7.20.5
+  +  96 0 0 0 0 44 447 45.85.1
+  K0
S00 951 0 0 0 0 95 9510 10.01.0
K0
S00 K0
S00 2815 0 0 0 0 48 487 1.70.2
K0
S0 K0
S0 4273 1 0 0 0 409 40920 9.60.5
K0
S0 K0
S 2952 0 0 0 0 96 9610 3.30.3
K0
S0 K0
S 3436 0 0 0 0 73 739 2.10.3
K0
S0 K0
S! 8740 2 0 0 0 309 30818 3.50.2
K0
S K0
S 502 0 0 0 0 4 4.02.0 0.800.40
K0
S K0
S 1223 0 0 0 0 5 52.2 0.410.18
K0
S K0
S! 2938 0 0 0 0 33 335.7 1.10.2
K0
S K0
S 696 0 0 0 0 2 2.01.4 0.290.20
K0
S K0
S! 3636 0 0 0 0 29 295.4 0.800.15
K0
S! K0
S! 4297 0 0 0 0 70 708.4 1.60.2
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7Sidebands (signal MC)
Mode A Mode B A B C D S NSB " (%) Ncorr Gen.
K+  K+  2 1 0 0 13 11.93.7 45.493.26 7.82.3 0
K+  K + 3 8 0 0 8949 894595 42.320.21 21178247 21103
K + K + 1 0 0 0 15 14.63.9 37.183.38 15.44.3 0
K+  K+K  0 43 1 0 1034 102132 37.410.59 273096 2777
K + K+K  2 36 1 0 1010 99832 36.730.60 271898 2698
K+  +  0 4 1 0 475 47322 49.321.05 95949 919
K + +  1 0 1 0 438 43721 45.481.06 96151 940
K+  K0
S00 0 1 0 0 466 46522 8.640.25 5182294 5357
K + K0
S00 0 1 0 0 445 44421 8.710.25 4900283 5163
K+  K0
S0 2 1 0 0 1045 104432 19.540.31 5302186 5273
K + K0
S0 2 2 0 0 1053 105132 19.300.31 5408190 5279
K+  K0
S 0 7 1 0 116 11211 6.670.34 1675185 1737
K + K0
S 0 5 0 0 109 10611 6.560.34 1620181 1721
K+  K0
S 0 0 0 0 104 10410 5.020.27 1911229 1964
K + K0
S 0 0 0 0 119 11911 4.830.27 2296259 2024
K+  K0
S! 1 2 0 0 477 47622 8.500.22 5248292 5103
K + K0
S! 0 1 0 0 450 45021 8.170.22 5143294 5063
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8Sidebands (signal MC)
Mode A Mode B A B C D S NSB "% Ncorr Gen.
K+K  K0
S0 5 2 0 1 498 49622 18.00.6 2749158 2722
K+K  K0
S 1 4 0 0 76 749 7.80.8 944146 937
K+K  K0
S 1 0 0 0 47 477 3.60.5 1252257 1059
K+K  K0
S! 1 0 0 0 197 19714 7.20.4 2645254 2534
+  K0
S0 2 1 1 0 175 17313 20.11.1 86182 916
+  K0
S 0 0 1 1 32 326 8.81.4 36687 314
+  K0
S 0 0 0 0 13 13.03.6 5.01.0 24889 337
+  K0
S! 0 1 0 0 95 9510 10.50.9 878119 908
K0
S00 K0
S0 0 0 0 0 211 21115 3.80.2 5360495 5364
K0
S00 K0
S 0 0 0 0 23 235 1.40.2 1635452 1776
K0
S00 K0
S 0 0 0 0 14 14.03.7 0.60.1 2282875 2117
K0
S00 K0
S! 0 0 0 0 91 9110 1.50.2 5623831 5025
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9Sidebands (signal MC)
Mode A Mode B A B C D S NSB " (%) Ncorr Gen.
K+K  K+K  3 2 0 0 0 -1.50.7 33.81.7 -4.32 0
K+K  +  2 2 20 0 7 -2.03.2 40.12.2 -58 0
K+K  K0
S00 5 0 0 0 2 0.51.6 7.20.5 -4123 0
+  +  0 1 0 0 0 -0.50.5 45.85.1 -11 0
+  K0
S00 0 0 0 0 1 1.01.0 10.01.0 -510 0
K0
S00 K0
S00 0 0 2 0 1 -0.51.5 1.70.2 -12189 0
K0
S0 K0
S0 0 0 0 0 1 1.01.0 9.60.4 -1011 0
K0
S0 K0
S 0 0 0 0 0 0.00.0 3.30.3 -71 0
K0
S0 K0
S 0 0 0 0 6 2.01.4 2.10.2 176117 0
K0
S0 K0
S! 0 0 1 0 10 1.01.0 3.50.2 3391 0
K0
S K0
S 0 0 0 0 0 0.00.0 0.80.4 0 0
K0
S K0
S 0 0 0 0 2 2.01.4 0.40.2 428395 0
K0
S K0
S! 0 0 0 0 1 1.01.0 1.10.2 789 0
K0
S K0
S 0 0 0 0 0 0.00.0 0.30.2 -7050 0
K0
S K0
S! 0 0 0 0 1 1.01.0 0.80.1 -77126 0
K0
S! K0
S! 0 0 0 0 3 3.01.7 1.60.2 -13106 0
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0Sections 4.4.1 and 4.4.2 with the exception of Ncorr, which is background-subtracted
but not eciency-corrected. There is the addition of NMC and NQCMC, which are the
expected yields based on the scaling of generic and quantum-correlated Monte Carlo,
respectively. The sideband-subtracted yield (NSB) is the input to the branching-
fractions tter.
The nal rows in Table 4.10 report the sum of yields for all modes with charged
K vs. CP+ and for all modes with charged K vs. CP , for the purpose of
comparing data and both Monte Carlo using higher statistics. The expectation of
D0  D0 ! (K;CP+) based on quantum-correlated Monte Carlo was overestimated
when compared to data, while the expected amount of D0  D0 ! (K;CP ) based
on quantum-correlated Monte Carlo was underestimated, which could reect that
the cos assumed in the quantum-correlated Monte Carlo is signicantly dierent
from data. The disagreement could also (at least partially) be explained by incorrect
branching fractions; the PDG lists an uncertainty of 20% [7] on the branching fraction
of K0
S00. The comparison between data and both Monte Carlos of the sum of the
yields of all same-CP double-tags and of all opposite-CP double-tags (bottom of
Tables 4.11 and 4.12) shows more than 1 dierence between the quantum-correlated
sample and the data. Since no quantum-correlation parameters are present in these
yields, it is reasonable to assign this discrepancy to dierences in branching fractions,
which the branching-fraction tter will account for.
4.5 Results From Semileptonic Events
The measured semileptonic yields are listed for generic Monte Carlo (Table 4.13),
reweighted Monte Carlo (Table 4.14), and data (Table 4.15), as reported in Reference
191Sidebands
Mode A Mode B A B C D S NSB Ncorr NMC NQCMC
K+  K+  0 0 0 0 2 2.01.4 1.41.0 2.7 0.2
K+  K + 1 1 9 0 605 60025 60125 606 598
K + K + 0 0 0 0 2 2.01.4 1.41.0 1.9 0.4
K+  K+K  0 0 0 0 54 547 547 62 68
K + K+K  0 1 0 0 71 718 718 59 67
K+  +  0 2 0 0 26 255 255 28 32
K + +  0 0 1 0 24 245 245 25 29
K+  K0
S00 0 0 0 0 33 336 326 27 30
K + K0
S00 0 0 1 1 31 326 316 27 28
K+  K0
S0 0 0 0 0 76 769 769 78 69
K + K0
S0 1 1 0 0 89 889 889 77 70
K+  K0
S 0 0 0 0 9 9.03.0 9.03.0 8.8 7
K + K0
S 0 0 0 0 8 8.02.8 8.02.8 8.8 7
K+  K0
S 0 0 0 0 6 6.02.5 5.02.5 8.0 6
K + K0
S 0 0 0 0 14 14.03.7 13.03.7 7.8 7
K+  K0
S! 0 1 0 0 33 336 306 33.5 30
K + K0
S! 0 0 0 0 29 295 265 32.1 28
K CP+ 237.015.5 228.1 253.6
K CP  254.616.3 254.0 224.7
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2Sidebands
Mode A Mode B A B C D S NSB Ncorr NMC NQCMC
K+K  K0
S0 1 0 0 0 39 38.66.3 38.56.3 16 33
K+K  K0
S 0 0 0 0 7 7.02.7 7.02.7 2.4 4.9
K+K  K0
S 0 0 0 0 3 3.01.7 2.81.7 1.3 3.0
K+K  K0
S! 0 0 0 0 20 20.04.5 19.54.5 6.1 12.7
+  K0
S0 0 0 0 0 13 13.03.6 13.03.6 6.1 11.5
+  K0
S 0 0 0 0 2 2.01.4 2.01.4 0.9 2.1
+  K0
S 0 0 0 0 1 1.01.0 0.91.0 0.6 0.8
+  K0
S! 0 0 0 0 7 7.02.7 6.82.7 3.2 6.1
K0
S00 K0
S0 0 0 0 0 14 14.03.7 13.73.7 6.8 13.7
K0
S00 K0
S 0 0 0 0 4 4.02.0 4.02.0 0.8 1.5
K0
S00 K0
S 0 0 0 0 2 2.01.4 1.91.4 0.4 0.9
K0
S00 K0
S! 0 0 0 0 4 4.02.0 3.72.0 2.6 5.8
opposite-CP 113.810.8 47.4 96.0
T
a
b
l
e
4
.
1
1
:
O
p
p
o
s
i
t
e
-
C
P
d
o
u
b
l
e
-
t
a
g
y
i
e
l
d
s
i
n
d
a
t
a
.
T
h
e
s
i
d
e
b
a
n
d
-
s
u
b
t
r
a
c
t
e
d
y
i
e
l
d
(
N
S
B
)
i
s
t
h
e
n
u
m
b
e
r
u
s
e
d
a
s
i
n
p
u
t
t
o
t
h
e
b
r
a
n
c
h
i
n
g
-
f
r
a
c
t
i
o
n
s

t
t
e
r
.
A
c
o
m
p
a
r
i
s
o
n
i
s
a
l
s
o
m
a
d
e
b
e
t
w
e
e
n
b
a
c
k
g
r
o
u
n
d
-
s
u
b
t
r
a
c
t
e
d
d
a
t
a
(
N
c
o
r
r
)
a
n
d
s
c
a
l
e
d
e
x
p
e
c
t
a
t
i
o
n
s
f
r
o
m
b
o
t
h
s
i
g
n
a
l
(
N
M
C
)
a
n
d
q
u
a
n
t
u
m
-
c
o
r
r
e
l
a
t
e
d
(
N
Q
C
M
C
)
M
o
n
t
e
C
a
r
l
o
s
.
T
h
e
l
a
s
t
t
w
o
r
o
w
s
c
o
m
b
i
n
e
r
e
s
u
l
t
s
f
o
r
a
l
l
o
p
p
o
s
i
t
e
-
C
P
d
o
u
b
l
e
-
t
a
g
s
f
o
r
b
e
t
t
e
r
s
t
a
t
i
s
t
i
c
s
.
1
9
3Sidebands
Mode A Mode B A B C D S NSB Ncorr NMC NQCMC
K+K  K+K  0 0 8 0 1 -2.11.5 -2.11.5 6.3 -0.1
K+K  +  0 0 5 2 2 0.91.6 0.91.6 5 -0.1
K+K  K0
S00 0 0 0 0 0 0.00.0 -0.10.0 5.3 -0.2
+  +  1 0 13 0 6 1.22.8 1.22.8 1.1 0.0
+  K0
S00 0 0 0 0 1 1.01.0 0.91.0 2.4 0.0
K0
S00 K0
S00 0 0 0 0 0 0.00.0 -0.10.0 1.2 -0.1
K0
S0 K0
S0 0 0 0 0 0 0.00.0 -0.10.0 10.2 -0.1
K0
S0 K0
S 0 0 0 0 0 0.00.0 0.00.0 2.4 0.0
K0
S0 K0
S 0 0 0 0 3 3.01.7 2.71.7 1.8 0.2
K0
S0 K0
S! 0 0 0 0 1 1.01.0 0.21.0 7.7 0.1
K0
S K0
S 0 0 0 0 0 0.00.0 0.00.0 0.1 0.0
K0
S K0
S 0 0 0 0 0 0.00.0 0.00.0 0.1 0.1
K0
S K0
S! 0 0 0 0 0 0.00.0 -0.10.0 0.8 0.0
K0
S K0
S 0 0 0 0 0 0.00.0 0.00.0 0.1 0.0
K0
S K0
S! 0 0 0 0 0 0.00.0 -0.20.0 0.7 0.0
K0
S! K0
S! 0 0 0 0 1 1.01.0 0.71.0 1.8 0.0
same-CP 3.74.3 47.0 -0.3
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4[43]. The parameters are dened as follows:
 Gen: is the number of events generated of this type.
 \Raw" is the number of events in the electron momentum spectrum.
 \Signal" is the tted number of signal events and is input to the tter.
 0= is the tted fraction of the electron momentum spectrum due to photon
conversions and 0 Dalitz decays.
 \Mis-Tag" is the tted fraction of the electron momentum spectrum due to
background in the single-tags.
 \Mis-ID" is the tted fraction of the electron momentum spectrum due to
misidentication of a hadron as an electron.
  is the eciency for nding both the tag and the electron, and is input to the
tter.
 \SB" is the fraction of the electron momentum spectrum that is estimated from
sidebands. The shape comes from sidebands in E and Mbc and the scaling
comes from the generic Monte Carlo \Mis-Tag" fraction [43].
4.6 K0
L0 Double-Tags
The measured eciencies for K0
L0 and background modes opposite a avor or CP
tag are listed in Table 4.16. Other parameters are dened as follows:
195Tag SL Gen: Raw Signal 0= (%) Mis-Tag (%) Mis-ID (%)  (%)
K + e  91914 46268 42949 6.9 0.17 0.12 0.46020.0016
K+  e+ 91758 46712 43423 6.7 0.16 0.14 0.46600.0016
K+K  e  10424 5449 4261 12.3 7.2 2.3 0.40920.0049
K+K  e+ 10255 5282 4216 10.9 7.0 2.2 0.39820.0048
+  e  3578 2121 1792 12.3 1.3 1.9 0.50760.0085
+  e+ 3476 2171 1852 11.7 0.7 2.3 0.50990.0084
K0
S00 e  20458 3522 1954 7.2 36.1 1.1 0.09390.0020
K0
S00 e+ 20501 3486 2125 9.1 28.4 1.5 0.10230.0021
K0
S0 e  25457 7082 5732 11.4 5.6 2.0 0.22140.0026
K0
S0 e+ 25505 6866 5718 12.2 2.5 2.0 0.22120.0026
K0
S e  8617 959 731 12.2 9.9 1.7 0.08500.0030
K0
S e+ 8470 920 717 12.1 8.6 1.4 0.08190.0030
K0
S! e  25177 2973 2204 11.3 12.4 2.2 0.08600.0018
K0
S! e+ 25230 2890 2274 11.1 8.3 1.9 0.08890.0018
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6Tag SL Gen: Raw Signal 0= (%) SB (%) Mis-ID (%)
K + e  34577 18747137 17350176 7.30.6 0.2 -
K+  e+ 34222 18805137 17493182 6.80.7 0.1 -
K+K  e  3997 220947 161390 14.12.4 7.4 5.51.8
K+K  e+ 3790 222847 175984 10.62.2 7.0 3.41.8
+  e  1334 85929 73239 13.53.4 1.4 0.00.0
+  e+ 1281 90830 70456 17.93.8 0.7 3.92.8
K0
S00 e  7580 181242 88588 8.03.0 42.2 0.92.1
K0
S00 e+ 7754 173442 93752 11.82.4 34.1 0.00.0
K0
S0 e  9350 290354 231098 13.32.0 5.8 1.41.5
K0
S0 e+ 9493 281053 238995 11.21.4 2.6 1.11.6
K0
S e  3241 42420 35238 3.35.6 11.3 2.43.6
K0
S e+ 3207 38019 29537 10.26.5 9.8 2.23.5
K0
S! e  9468 124935 93357 10.42.9 14.1 0.71.7
K0
S! e+ 9396 113434 86162 11.83.3 9.7 2.52.4
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7Tag SL Raw Signal 0= (%) SB (%) Mis-ID (%)
K + e  122035 115145 5.22.5 0.4 -
K+  e+ 129736 124548 3.72.6 0.3 -
K+K  e  15212 12724 2.69.1 9.5 4.07.2
K+K  e+ 14312 10120 6.47.5 9.9 13.27.8
+  e  819 5012 18.312.5 18.6 0.00.0
+  e+ 598 4010 12.313.9 18.4 0.00.0
K0
S00 e  11811 3622 22.112.3 38.5 8.38.8
K0
S00 e+ 10810 5112 17.79.7 34.9 0.00.0
K0
S0 e  22915 19724 10.86.5 1.4 1.84.2
K0
S0 e+ 22615 19820 10.66.4 1.7 0.00.0
K0
S e  356 287 0.00.0 16.1 0.211.0
K0
S e+ 346 288 6.918.8 9.9 0.00.0
K0
S! e  849 5115 17.811.8 17.6 4.37.4
K0
S! e+ 779 4916 12.512.8 13.6 10.310.1
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8 Regions (p,s,b): Number of events in the signal and sideband missing-mass
squared regions (as dened in Section 4.3)
 B is the estimated background in the signal region based on sideband yields
 Ncorr is the yield from the signal region with the estimated \non-specied back-
ground" subtracted. This number is input to the tter (where other back-
grounds are subtracted).
The yields for quantum-correlated Monte Carlo are listed in Table 4.17 and the yields
from data are listed in Table 4.18.
tag  K0
L0 (%)  K0
S0 (%)  0 (%)  00 (%)
K + 35.690.15 1.950.04 5.380.07 4.080.06
K+  36.570.15 2.020.05 5.690.08 4.120.06
K+K  29.730.10 1.700.09 4.510.15 3.640.13
+  40.240.11 2.420.11 6.260.18 4.490.15
K0
S00 7.080.06 0.550.05 1.350.08 1.060.07
K0
S0 16.590.10 2.000.10 2.800.05 2.200.07
K0
S 5.970.05 0.400.04 0.950.03 0.740.04
K0
S! 6.710.06 0.420.05 1.340.04 1.030.05
Table 4.16: Eciency for K0
L0 signal and background modes, recoiling against avor
and CP tags, in a 15x quantum-correlated Monte Carlo.
199Regions
tag p s b B Ncorr
K + 84 2593 812 228 255651
K+  107 2774 797 237 272553
K+K  1 62 239 66 488.7
+  0 28 119 31 206.0
K0
S00 1 46 155 53 357.5
K0
S0 41 1153 123 38 114734.0
K0
S 6 139 27 15 13512.0
K0
S! 18 503 82 21 49822.5
Table 4.17: Results for K0
L0 signal recoiling against avor and CP tags in a 15x
quantum-correlated Monte Carlo.
Regions
tag p s b B Ncorr
K + 10 190 63 15.7 187.113.9
K+  7 184 68 16.3 179.813.7
K+K  0 3 22 4.5 1.72.1
+  1 5 10 2.1 4.32.4
K0
S00 1 4 19 3.6 2.72.3
K0
S0 3 90 8 2.6 90.09.5
K0
S 1 9 3 1.0 8.63.1
K0
S! 2 34 6 1.4 33.75.9
Table 4.18: Results for K0
L0 signal recoiling against avor and CP tags in data.
200Chapter 5
Systematic Uncertainties
Both mixing parameters y and  are expected by theory to be small (see Chap-
ter 1). The results of this analysis will be values, or more likely, limits on those
two parameters. In either case, it is essential to identify, understand, and evaluate
both statistical and systematic uncertainties aecting the mixing parameter measure-
ments. The statistical uncertainties are treated in Chapters 3 (single-tag analysis)
and 4 (double-tag analysis). This chapter addresses the issue of systematic uncertain-
ties. Some systematic uncertainties have been studied by the CLEO-c collaboration
and ocial results produced, while other systematic uncertainties required further
study as part of this analysis. Systematic uncertainties for the measured yields and
estimated eciencies for each single-tag and double-tag mode are propagated through
the branching-fraction tter described in Chapter 6 to produce systematic errors on
y and cos.
2015.1 Systematic Uncertainty Studies for Partially-
Reconstructed Events
5.1.1 Standard Systematic Eects for CLEO-c
The CLEO-c collaboration has produced a number of studies on the systematic un-
certainties associated with basic elements of all analyses, such as the measurement of
tracks and showers. Standard systematic uncertainties for CLEO-c were assigned as
follows:
 0.3% per pion or kaon [74] on the eciency of nding a charged track, based
on studies of D hadronic decays. All particles in the decay are reconstructed
except for one pion or kaon. A DTag is formed and typical Mbc and E selection
requirements are applied. The missing particle is searched for (based on the
missing momentum vector) and the event is entered into one of two missing-
mass squared distributions, depending on whether or not the particle is found.
Each distribution is tted and the eciency is calculated as the ratio of the
\particle found" peak area to the sum of the \particle found" and \particle
not found" peak areas. The fractional systematic uncertainty for nding a pion
or kaon is the ratio of the eciency in Monte Carlo to that in data, minus 1.
There is also a 0.6% systematic uncertainty on the eciency of nding a kaon
[75] because of the dierence in eciency between K+ and K . The procedure
is the same as for measuring the systematic uncertainty in nding a kaon, except
that K+ and K  are treated separately. The two systematic uncertainties for
kaons are added in quadrature.
202 0.3% per kaon and 0.2% per pion [76] on the eciency of correctly identifying
a charged track with standard particleID (described in Equations 3.1 and
3.2). The procedure is the same as for measuring the systematic uncertainty in
nding a pion or kaon except that the missing track is required to pass standard
particleID.
 4.0% per 0 [77] on the eciency of nding a 0, determined from using the
decay  (2S) ! J= 00 ! (`+` )00. Using a similar procedure to the
systematic uncertainty measurement for kaons and pions, a lepton pair (e+e 
or + ) is reconstructed as a J=  and combined with one 0. The missing-
mass squared is then calculated for the other 0, and the event is entered into
one of two missing-mass squared plots depending on whether or not the particle
is found. Each distribution is tted and the eciency is calculated as the ratio of
the \particle found" peak area to the sum of the \particle found" and \particle
not found" peak areas. The fractional systematic uncertainty for nding a 0 is
the ratio of the eciency in Monte Carlo to that in data, minus 1. We assigned
reconstructed 's the same uncertainty as 0's, which is comparable to the
separately determined systematic uncertainty for  reconstruction in Reference
[78].
 The CLEO-c systematic uncertainty on the eciency of nding a K0
S was not
used because this analysis has signicantly dierent selection requirements on
the K0
S identication. The systematic uncertainty on the eciency of nding a
K0
S will be described later in this chapter.
These systematic uncertainty studies also provide particle-specic eciency correction
factors i [39]. Each i is the ratio for a particle of type i (, K, 0, , K0
S)
203of the detection probability in data to that in our Monte Carlo simulations and is
determined by reconstructing an event except for one particle and then determining
if that particle can or cannot be found. The values of i are listed in Table 5.1, and
is based on References [77, 76, 74, 79, 80, 81].
Particle type i i
 0.995 0.004
K 0.990 0.007
e 0.985 0.010
K0
S 1.0086 0.000
0 0.967 0.04
 0.935 0.04
Table 5.1: Eciency correction factor i for each detected particle type in the nal
state. i is the standard CLEO-c systematic uncertainty associated with each particle
type. The standard CLEO-c systematic uncertainty for K0
S is not used because this
analysis has signicantly dierent selection requirements on the K0
S identication.
5.1.2 Analysis-Specic Systematic Eects
The choice to resolve multiple single-tag combinations based on the best E allows
for the possibility of bias. Clearly, there would be no bias if the best candidate
were always the right (truth-tagged) candidate. If a mode has a signicant dier-
ence between the best-candidate yield and the right-candidate yield, that suggests
further investigation. Also, if the shape of the distribution (primarily reected in
the Crystal Ball and Gaussian widths) is dierent between the best-candidate and
right-candidate, that would also suggest further investigation. Table 5.2 compares
the single-tag yields between selecting the best candidate in the event (based on E)
to selecting the right candidate (based on truth-tagging). A comparison of the shape
is made by looking at the ratio of best- to right-candidate Crystal Ball (XB) and
204Gaussian (G) widths (Equations 3.3 and 3.4 give the Crystal Ball and Gaussian re-
spective parameterizations). Both K0
S00 and K0
S! not only have large dierences
in their yields (N), but also have signicant dierences in the Gaussian widths,
indicating that the shapes are aected by the candidate selection method.
mode Nbest Ntruth N (%) RXB RG
K+  1,000,016 998,638 0.14 1.00 1.00
K + 983,917 982,642 0.13 1.00 1.00
K+K  195,743 195,653 0.05 1.00 1.00
+  85,915 85,734 0.21 1.00 1.00
K0
S00 96,731 84,409 12.74 1.02 1.35
K0
S0 262,686 257,619 1.93 1.01 1.04
K0
S 31,893 31,378 1.62 0.99 0.98
K0
S 26,342 26,004 1.28 1.00 1.05
K0
S! 119,952 111,757 6.83 1.00 1.19
Table 5.2: Monte Carlo comparison between choosing the \best" combination (based
on E) and the \right" combination (based on truth-tagging). N is the yield
dierence between the two methods, while RXB and RG express the change in shape
as the ratio of the widths of the Crystal Ball (XB) and Gaussian (G) components
for the \best" and the \right" combinations.
A further test for bias from resolving multiple combinations compares yields from
choosing the combination with the best E and from some other method that does
not use truth-tagging. The simplest method to resolve multiple combinations is to
keep only the rst candidate found in an event. (The order is presumed to be ran-
dom.) The dierence between the two ways of choosing can be compared with an
independent Monte Carlo to check for bias. The Monte Carlo chosen for comparison
was the quantum-correlated subsample of the generic Monte Carlo. This subsample
is roughly 38% of the whole, so it should be largely statistically independent. Table
5.3 shows the comparison between the two Monte Carlo sets of the two methods of
resolving multiple candidates. The yields for the two samples are Nbest;X and Nfirst;X,
205where X signies either the generic (MC) or quantum-correlated (QCMC) Monte
Carlo.
For every mode in both samples, choosing the \best" candidate over the rst
always results in greater eciency, meaning that it is more likely to choose a signal
combination than a background combination. Three modes have dierences in yields
(N) between methods of choosing that are greater than the statistical uncertainty
on the yields: K0
S00, K0
S0, and K0
S!. In all three cases, the dierences between
methods of choosing were consistent for generic and quantum-correlated Monte Carlo.
Therefore, no systematic uncertainty due to the method of choosing a combination
within the event was assigned to the eciency.
There is a related issue to resolving multiple candidates which is the number of
candidates passing selection requirements may dier between Monte Carlo and data.
Table 5.4 compares the number of candidates passing all requirements between Monte
Carlo and data, with a slightly higher average in data. The dierence between Monte
Carlo and data was taken as a systematic uncertainty on the ability of the Monte
Carlo to predict the yield in data, representing an upper limit on the eect of multiple
candidates on the yield.
Another possible dierence between Monte Carlo and data was the t function
used. An analytical t function was used to nd eciencies in Monte Carlo, while a
numerical t function was used to measure the yield in data. It is possible for these
two methods to yield dierent results. This possibility was tested on the quantum-
correlated Monte Carlo, checking the background-subtracted yield from a numerical
t against an analytical t done on truth-tagged events. The results are shown in
Table 5.5, but the systematic uncertainty on the yield due to the method of mea-
surement was not used in the branching-fraction tter. A dierent way of measuring
206mode Nbest;MC Nfirst;MC NMC NMC(%)
K+K  195,900457 195,800457 100 0.05
+  85,700298 85,700298 0 0.00
K0
S00 97,780357 94,600368 3180 3.25
K0
S0 270,200555 269,500555 700 0.26
K0
S 32,020251 31,820251 200 0.62
K0
S 28,620174 28,610174 10 0.03
K0
S! 120,200363 118,600363 1600 1.33
mode Nbest;QCMC Nfirst;QCMC NMC NQCMC(%)
K+K  74,960283 74,930283 30 0.04
+  32,790185 32,770185 20 0.06
K0
S00 37,120219 35,920228 1200 3.23
K0
S0 100,000343 99,770343 230 0.23
K0
S 12,130161 12,090160 40 0.32
K0
S 10,510106 10,490196 20 0.19
K0
S! 44,500220 43,920220 580 4 1.30
Table 5.3: Comparison between generic (MC) and quantum-correlated (QCMC)
Monte Carlo of the dierence in resolving multiple combinations by choosing the
lowest E (best) or the rst combination (first). The uncertainties on the yield
dierences are negligble compared to the statistical uncertainties on the yields. Only
K0
S00, K0
S0, and K0
S! had a dierence greater than the statistical errors on their
yields. The dierence between \MC" and \QCMC" as a percentage of the number
found was consistent for all modes.
207Mode NMC Ndata  (%)
K + 1 1.001 0.1
K+  1 1.001 0.1
K+K  1.003 1.003 0.1*
+  1.001 1.005 0.4
K0
S00 1.436 1.438 0.1
K0
S0 1.024 1.026 0.2
K0
S 1.047 1.061 1.3
K0
S! 1.082 1.084 0.2
Table 5.4: The average number of single-tag candidates per event in Monte Carlo
(NMC) and data (Ndata) that pass all selection requirements.  is the fractional excess
of candidates in data over Monte Carlo, and is taken as a systematic uncertainty on
the ability of the Monte Carlo to predict the yield in data. The mode K+K  is
assigned a systematic uncertainty of 0.1% for multiple candidates, despite measuring
0.0 fractional dierence in the excess of candidates in data over Monte Carlo, as an
upper limit on the measurement dierences.
the systemtaic uncertainty due to tting method was used; a comparison was made
between tting all events in the quantum-correlated Monte Carlo that pass selection
requirements and tting only truth-tagged events. Table 5.6 shows the results of
this study, and the fractional dierence in the two yields is taken as the systematic
uncertainty on the eciency due to the tting procedure.
Another issue requiring attention was how well the Monte Carlo modeled the
three-body decay of K0
S00. While a two-body decay is straightforward to model
and involves only kinematics, a multi-body decay has a varying amplitude in the
particles' momentum spectra due to dierent resonances producing the same nal
state. Since the detector eciency varies along the momentum spectrum, there could
be signicant dierences between the simulated and true eciency based on dierent
momentum spectra.
The rst comparison was between the momentum distributions of each of the com-
208Mode Nnum Nan N  (%)
K + 373895719 373690613 205 0.06
K+  368946715 368756608 190 0.05
K+K  75014327 74961274 53 0.07
+  32847216 32909182 -62 0.19
K0
S00 33092381 33456274 -364 1.10
K0
S0 93535375 93683308 -148 0.16
K0
S 11308137 11355110 -47 0.41
K0
S! 39495264 39410211 85 0.21
Table 5.5: A comparison between the single-tag yield in quantum-correlated Monte
Carlo using a numerical t function (Nnum) and an analytical t function (Nan). The
numerical yield has a background subtraction applied, while the analytic yield was
done on truth-tagged events. The fractional dierence  was taken as a systematic
uncertainty on the data yield due to tting procedure, but was decided not to be used
in the branching-fraction tter.
Mode NSMC NGMC N  (%)
K + 374413719 374454718 -41.0 0.0
K+  369499715 369541716 -41.5 0.0
K+K  75014327 74987314 26.6 0.0
+  32847216 32891217 -43.7 0.1
K0
S00 34472297 34691314 -219.0 0.6
K0
S0 94130366 94220370 -90.1 0.1
K0
S 11308137 11206145 -102.4 0.9
K0
S! 41842260 41852272 -10.8 0.0
Table 5.6: A comparison between the single-tag yield in quantum-correlated Monte
Carlo selecting only truth-tagged events (NSMC) and using all events (NGMC). The
fractional dierence  was taken as a systematic uncertainty on the data yield on the
eciency from signal Monte Carlo.
209ponent particles of K0
S00 in Monte Carlo and data for all events passing selection
requirements. The particle momentum distributions from data with a normalized
Monte Carlo overlay are shown in Figures 5.1 through 5.3. While the higher-energy
0 matches fairly well, and the K0
S is only particularly poorly matched between 0.4
and 0.5 GeV/c, the lower-energy 0 can be seen from visual inspection to fail to
match in the peak region. These distributions do not distinguish between the smooth
background and the peaking signal identied in the Mbc plot; agreement or disagree-
ment between the Monte Carlo and data distributions could be masked by dierences
between signal and background processes. Figure 5.4 shows the momentum distri-
butions of the component particles, with the blue line being the signal region events
(1.860 GeV/c2 to 1.870 GeV/c2) and the red line being the sideband region events
(1.830 GeV/c2 to 1.845 GeV/c2). The ratio of sideband to signal areas is greater in
data than in signal Monte Carlo due to the presence of additional background pro-
cesses, like continuum (referenced in Section 2.5). After the sideband is scaled and
subtracted from the signal distribution, the data and Monte Carlo distributions still
did not match for the lower-energy 0 momentum distribution (Figures 5.5 through
5.7).
To nd a systematic uncertainty on the K0
S00 yield due to imperfect modeling
of the 0 momentum, the Monte Carlo Mbc distribution was reweighted according to
the lower-energy 0 momentum distribution. It was chosen because it had the worst
match between the data and Monte Carlo of the three components. The reweighting
was accomplished by dividing the lower-energy 0 momentum distribution into four
regions (with divisions at the inection points of the distribution in Monte Carlo)
and measuring the Mbc yield of events within that momentum bin for both data
and Monte Carlo. The binned Monte Carlo eciency was calculated based on the
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Figure 5.1: Momentum distribution of the K0
S in K0
S00 candidates. The points are
data (no background subtraction) nand the histogram is normalized Monte Carlo.
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Figure 5.2: Momentum distribution of the higher-energy 0 in K0
S00 candidates.
The points are data (no background subtraction) and the histogram is normalized
Monte Carlo.
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Figure 5.3: Momentum distribution of the lower-energy 0 in K0
S00 candidates.
The points are data (no background subtraction) and the histogram is normalized
Monte Carlo.
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Figure 5.4: Momentum distributions of K0
S00 components for data (right) and
Monte Carlo (left) with events from the signal region (blue) and the sideband region
(red). Distributions are, from the top down, K0
S, the higher-energy 0, and the lower-
energy 0.
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Figure 5.5: Sideband-subtracted momentum distribution of the K0
S in K0
S00 can-
didates. The points are data and the histogram is normalized Monte Carlo.
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Figure 5.6: Sideband-subtracted momentum distribution of the higher-energy 0 in
K0
S00 candidates. The points are data and the histogram is normalized Monte
Carlo.
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Figure 5.7: Sideband-subtracted momentum distribution of the lower-energy 0 in
K0
S00 candidates. The points are data and the histogram is normalized Monte
Carlo.
217number of events generated within each momentum bin (Table 5.7). The sum of the
binned, eciency-corrected yields was compared to the unbinned eciency-corrected
yield, resulting in a 0.65% systematic uncertainty on the data yield (Table 5.8). The
systematic is small compared to the statistical uncertainty of the yield.
range (GeV/c) Gen: Nyield B  (%)
(0.00-0.20) 131696 18,790223 215065 14.270.18
(0.20-0.34) 152514 19,910212 142084 13.050.14
(0.34-0.56) 251620 31,780217 1380107 12.630.09
(0.56-1.00) 114975 17,550147 62049 15.260.13
all 650805 88,010417 5420158 13.520.06
Table 5.7: Fit results of the Mbc distribution in Monte Carlo, binned in the momentum
of the lower-energy 0. Gen is the number of events generated, Nyield is the tted
area of the peak, B is the amount of peaking background, and  is the eciency.
range (GeV/c)  (%) Nyield B Ncorr
(0.00-0.20) 14.270.18 72272 54.42 4678508
(0.20-0.34) 13.050.14 58443 35.92.7 4200333
(0.34-0.56) 12.630.09 67169 34.92.7 5036547
(0.56-1.00) 15.260.13 56449 15.71.2 3593323
combined 17,507879
all 13.520.06 2520126 1374 17,626935
Table 5.8: Fit results of the Mbc distribution in data, binned in the momentum of
the lower-energy 0. Nyield is the tted area of the peak, B is the amount of peaking
background, is the eciency (calculated in Table 5.7), and Ncorr is the background-
subtracted, eciency-corrected yield.
All other selection requirements developed by this analysis were studied by re-
laxing or dropping the selection requirement and redoing the analysis to nd the
dierence between the data yields using the original and the altered requirements.
The quadrature sum of the dierence and the uncertainty on the dierence is taken
to be the systematic uncertainty in most cases because the statistical error on the
218systematic measurement is more signicant than the systematic measurment itself.
The data yield dierence and quadrature sum for each study are listed in Table 5.15.
 The E selection requirement was relaxed to include some of the smooth region
around the peak in E. The ineciencies in Monte Carlo and data were then
compared between the standard and relaxed requirements. All decay modes
have a dierence in eciency-adjusted data yields of less than 1% except for
K0
S. Relevant numbers are in Table 5.9.
 The , , and ! reconstructed mass selection requirement was relaxed to include
some of the smooth region around the peak. The ineciencies in Monte Carlo
and data were then compared between the standard and relaxed requirements.
The dierence in eciency-adjusted data yields for the  mass is signicant, at
over 8%. Relevant numbers are in Table 5.10.
 The modeling of ISR (initial-state radiation) by the Monte Carlo was tested by
restricting the upper limit of the Mbc plot to 1.8672 GeV/c2 for both Monte
Carlo and data (to suppress events aected by ISR) and measuring the change
in eciency. All decay modes have a dierence in eciency-adjusted data yield
of about 0.5% except for K0
S. Relevant numbers are in Table 5.11.
 The eect of the K0
S ight signicance requirement (referenced in Equation
3.10) was tested by allowing the ight signicance to be as low as 0 instead
of 2. (Some events had negative ight signicance.) This test results in a
signicant systematic uncertainty for K0
S of over 7% and was higher than 1%
for K0
S and K0
S!. This eect is combined with a systematic uncertainty on the
K0
S reconstructed mass and a weighted average is taken over all modes to give
219a combined systematic uncertainty for nding a K0
S. The relevant numbers are
in Tables 5.12 and 5.13.
 The lepton veto (referenced in Section 3.3.2), the charge-angular correlation
requirement for K+K  (also referenced in Section 3.3.2), and the K0
S daughter
dE=dx selection requirement (referenced in Section 3.3.4) were all tested by
dropping the requirement and measuring the dierence in eciency-corrected
yields. The relevant numbers are in Table 5.14.
5.2 Systematic Studies for Fully-Reconstructed Events
There is only one systematic uncertainty unique to double-tags, and that is a sys-
tematic uncertainty on the data yield for each double-tag mode equal to the yield
correction in data from sidebands. The fractional correction due to sideband subtrac-
tion is listed in Table 5.16. Systematic uncertainties assigned to double-tags based
on their single-tag content are explained later in this Chapter.
Systematic uncertainties unique to the semileptonic decay t are reported in Table
5.17. The rst four reported systematics, 1 through 4, are variations on the
momentum spectrum t procedure and are detailed in the caption. One systematic,
5, uses a dierent Monte Carlo shape for the numerical t, and the last, 6, restricts
the range of the size of the hadron misidentication t component to a factor of two
based on other studies [43]. The systematic uncertainties due to the single-tag come
from the appropriate single-tag result.
Systematic uncertainties unique to the tagged K0
L0 study are listed in Table 5.18
and described in more detail in Ref. [82]. The background subtraction systematic
220standard E
Mode  (%) RB (%) yield Ncorr
K+  66.750.07 26080166 39071.1251.8
K + 65.780.07 25570168 38872.1258.4
K+K  58.460.14 476077 8142.2133.1
+  73.930.27 234095 3165.2129.0
K0
S00 13.470.06 5.850.29 2567125 17937.1934.7
K0
S0 30.750.06 0.580.04 8231100 26613.5329.8
K0
S 11.560.18 108060 9343.6539.4
K0
S 7.360.05 6.490.17 79630 10112.2414.0
K0
S! 13.110.04 5.720.15 330468 23754.9526.1
relaxed E
Mode  (%) RB (%) yield Ncorr
K+  67.220.07 26260169 39067.9254.4
K + 66.300.07 25750173 38838.3263.9
K+K  59.510.14 487483 8190.9140.8
+  74.210.27 2349104 3165.3140.6
K0
S00 13.890.07 5.700.82 2660138 18055.41011.1
K0
S0 30.920.06 0.600.04 8274124 26596.3404.8
K0
S 11.700.20 111582 9533.2720.2
K0
S 7.390.05 6.530.18 79429 10037.2398.9
K0
S! 13.580.04 5.990.19 346671 23992.0531.3
Table 5.9: Systematic uncertainty study on the change in data yield due to varying the
E requirement.  is the eciency from Monte Carlo, RB is the fraction of the signal
peak that is background, the yield is the size of the signal peak in data, and Ncorr
is the background-subtracted, eciency-corrected yield in data. The uncertainty on
Ncorr comes from the statistical uncertianty on the yield and from the uncertainty on
the eciency.
221standard CP particle reconstruction
Mode  (%) RB (%) yield Ncorr
K0
S 11.560.18 108060 9343.6539.4
K0
S 7.360.05 6.490.17 79630 10112.2414.0
K0
S! 13.110.04 5.720.15 330468 23754.9526.1
relaxed CP particle reconstruction
Mode  (%) RB (%) yield Ncorr
K0
S 11.580.18 107960 9319.1539.0
K0
S 7.760.05 13.020.23 98033 10984.8435.3
K0
S! 14.460.04 9.860.17 385272 24021.9507.2
Table 5.10: Systematic uncertainty study on the change in data yield due to varying
the mass limits on the reconstructed CP particles.  is the eciency from Monte
Carlo, RB is the fraction of the signal peak that is background, the yield is the size of
the signal peak in data, and Ncorr is the background-subtracted, eciency-corrected
yield in data. The uncertainty on Ncorr comes from the statistical uncertianty on the
yield and from the uncertainty on the eciency.
reects the uncertainty in the smoothness of the background shape under the signal
peak. The track simulation systematic compares the Monte Carlo and data when
checking for extra tracks in the event. The peak position and shape compare the
Monte Carlo signal shape and position to data by making small changes to the size
of the regions in the missing-mass squared plot. The 0 and  vetoes were dropped
in order to test for a systematic, while the 0 eciency is provided by CLEO-c for
standard analyses. The total systematic uncertainty is calculated separately from the
0 eciency because the latter can cancel when the K0
L0 is used in tter calculations.
222standard upper limit on Mbc
Mode  (%) yield Ncorr
K+K  58.51 474773 8113.8124.8
+  73.73 210256 2850.875.9
K0
S00 15.61 285378 18271.6499.5
K0
S0 30.89 750392 24286.5297.8
K0
S 11.35 105839 9319.4343.5
K0
S 7.39 79629 10767.6392.3
K0
S! 13.54 336564 24858.6472.8
lower limit on Mbc
Mode  (%) yield Ncorr
K+K  55.91 453370 8107.9125.2
+  70.29 200953 2858.375.4
K0
S00 13.75 250468 18214.8494.6
K0
S0 28.39 691786 24367.2303
K0
S 10.53 99836 9480.7342
K0
S 7.05 75628 10727.3397.3
K0
S! 12.70 313660 24691.6472.4
Table 5.11: Systematic uncertainty study on the change in data yield due to varying
the upper limit on Mbc, which probes the eect of ISR.  is the eciency from Monte
Carlo, RB is the fraction of the signal peak that is background, the yield is the size of
the signal peak in data, and Ncorr is the background-subtracted, eciency-corrected
yield in data. The uncertainty on Ncorr comes from the statistical uncertianty on the
yield and from the uncertainty on the eciency.
223standard K0
S ight signicance
Mode  (%) RB (%) yield Ncorr
K0
S00 13.470.06 5.850.29 2567125 17937.1934.7
K0
S0 30.750.06 0.580.04 7605102 24589.4335.6
K0
S 11.560.18 108060 9343.6539.4
K0
S 7.360.05 6.490.17 79630 10112.2414.0
K0
S! 13.110.04 5.720.15 330468 23754.9526.1
relaxed K0
S ight signicance
Mode  (%) RB (%) yield Ncorr
K0
S00 14.220.07 7.510.49 2750138 17882.3981.0
K0
S0 31.730.06 1.010.03 7933106 24748.7338.0
K0
S 12.740.16 110672 8677.9575.8
K0
S 7.760.05 10.080.20 85031 9844.5406.6
K0
S! 13.610.04 6.800.15 340871 23333.9529.2
Table 5.12: Systematic uncertainty study on the change in data yield due to varying
the requirement on the K0
S ight signicance.  is the eciency from Monte Carlo,
RB is the fraction of the signal peak that is background, the yield is the size of the
signal peak in data, and Ncorr is the background-subtracted, eciency-corrected yield
in data. The uncertainty on Ncorr comes from the statistical uncertianty on the yield
and from the uncertainty on the eciency.
224standard K0
S mass limits
Mode  (%) RB (%) yield Ncorr
K0
S00 13.470.06 5.850.29 2567125 17937.1934.7
K0
S0 30.750.06 0.580.04 7605102 24589.4335.6
K0
S 11.560.18 108060 9343.6539.4
K0
S 7.360.05 6.490.17 79630 10112.2414.0
K0
S! 13.110.04 5.720.15 330468 23754.9526.1
relaxed K0
S mass limits
Mode  (%) RB (%) yield Ncorr
K0
S00 13.870.06 6.230.30 262098 17717.9715.2
K0
S0 31.620.06 0.730.04 7889104 24770.6332.9
K0
S 11.960.19 114661 9581.4531.6
K0
S 7.560.05 9.390.20 82930 9931.5404.0
K0
S! 13.500.04 5.860.16 341470 23813.4526.2
Table 5.13: Systematic uncertainty study on the change in data yield due to varying
the K0
S mass limits.  is the eciency from Monte Carlo, RB is the fraction of the
signal peak that is background, the yield is the size of the signal peak in data, and
Ncorr is the background-subtracted, eciency-corrected yield in data. The uncertainty
on Ncorr comes from the statistical uncertianty on the yield and from the uncertainty
on the eciency.
225standard lepton veto
Mode  (%) RB (%) yield Ncorr
K+  66.750.07 26080166 39071.1251.8
K + 65.780.07 25570168 38872.1258.4
K+K  58.460.14 476077 8142.2133.1
+  73.930.27 234095 3165.2129.0
standard K+K  cos requirement
K+K  58.460.14 476077 8142.2133.1
standard K0
S daughter dE=dx
K0
S00 13.470.06 5.850.29 2567125 17937.1934.7
dropped lepton veto
Mode  (%) RB (%) yield Ncorr
K+  66.820.07 26140113 39122.0173.6
K + 65.910.07 25590125 38823.7193.7
K+K  58.700.14 478975 8158.5129.2
+  74.040.27 237065 3201.088.6
dropped K+K  cos requirement
K+K  58.520.14 475674 8127.1127.9
dropped K0
S daughter dE=dx
K0
S00 13.610.06 5.850.29 2630127 18149.8940.1
Table 5.14: Systematic uncertainty study on the change in data yield due to dropping
the lepton veto, the K+K  cos requirement, the K0
S daughter dE=dx requirement.
 is the eciency from Monte Carlo, RB is the fraction of the signal peak that is back-
ground, the yield is the size of the signal peak in data, and Ncorr is the background-
subtracted, eciency-corrected yield in data. The uncertainty on Ncorr comes from
the statistical uncertianty on the yield and from the uncertainty on the eciency.
226E ISR K0
S ight signicance K0
S particle recon.
Mode N N S (%) N N S (%) N N S (%) N N S (%)
K+  3.3 47 0.12
K + 33.8 62 0.18
K+K  -48.7 52 0.88 5.9 37 0.46
+  -0.1 57 1.80 -7.6 25 0.93
K0
S00 -118 448 2.58 56.8 270 1.51 54.8 414 2.33 219 559 3.35
K0
S0 17.2 237 0.89 -80.7 112 0.57 -159 91 0.75 -181 65 0.78
K0
S -190 478 5.50 -161 140 2.29 -666 316 7.89 -238 94 2.74
K0
S 75.0 104 1.27 40.3 105 1.05 268 103 2.84 181 11 1.79
K0
S! -237 155 1.19 167 173 0.97 421 151 1.88 -58.5 124 0.58
CP particle recon. lepton veto K+K  cos requirement K0
S daughter dE=dx
Mode N N S (%) N N S (%) N N S (%) N N S (%)
K+  -50.8 182 0.48
K + 48.4 170 0.46
K+K  -16.3 30 0.42 15.1 36 0.48
+  -35.8 94 3.16
K0
S00 -212.7 165 1.50
K0
S0
K0
S 24.5 0.9 0.26
K0
S -873 178 8.81
K0
S! -267 171 1.33
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7Mode K + K+  K+K  +  K0
S00 K0
S0 K0
S K0
S!
K + 0.00% 0.91% 0.55% 1.72% 3.29% 0.97% 0.00% 0.00%
K+  0.00% 0.00% 2.65% 0.00% 0.00% 0.00% 1.05%
K+K     1.00% 0.00% 0.00%
+    0.00% 0.00% 0.00%
K0
S00  0.00% 0.00% 0.00%
K0
S0   
K0
S  
K0
S! 
Table 5.16: Systematic uncertainty on data yields due to sideband subtraction for
double-tags, equal to yield change from subtracting sidebands. Opposite-CP modes
are marked with \;" the sideband in these modes is equivalent to or greater than
the signal.
Mode Systematic Uncertainties
Tag SL 1 2 3 4 5 6 Total Yield
K + e- +3 -17 0 0 -23 - 9 115145
K+  e+ -11 +23 0 0 -27 - 12 124548
K+K  e- -12 - 0 -1 +1 -1 3 12724
K+K  e+ -13 - 0 0 +1 +17 6 10120
+  e- -10 - +12 +5 -1 -1 6 5012
+  e+ -5 - +6 +2 0 0 3 4010
K0
S00 e- -24 - 0 0 +1 +13 8 3622
K0
S00 e+ -20 - -1 +1 -1 -2 5 5112
K0
S0 e- -3 - 0 0 -2 0 1 19724
K0
S0 e+ -3 - +14 0 -2 -3 4 19820
K0
S e- -7 - +7 +2 0 0 3 287
K0
S e+ -3 - +4 0 -1 -1 2 288
K0
S! e- -13 - 0 -1 -1 0 3 5115
K0
S! e+ -8 - 0 0 0 +6 3 4916
Table 5.17: Systematic uncertianties in data for the semileptonic t. 1 allows
the sideband t component to oat, 2 includes hadron misidentication in the t
opposite K tags, 3 allows t contributions to have negative areas, 4 subtracts
the estimated mistag background rather than allowing it to be a t component, 5
uses a dierent Monte Carlo shape, and 6 restricts the hadron misidentication
component using fake rate studies. The total systematic error is the square root of
the average of the squared individual systematic uncertainties [43].
228Systematic  (%)
Background subtraction 0.68
Track simulation 0.33
Peak position and shape 1.39
Extra 0 veto 1.59
 veto 0.48
0 eciency 2.60
All (without 0 eciency) 2.29
Table 5.18: Systematic errors in data for the K0
L0 study [42].
5.3 Correlated versus Uncorrelated Systematic Un-
certainties
The systematic uncertainties in this analysis are presented separately for correlated
systematic uncertainties, which apply to all modes, and uncorrelated systematic un-
certainties, which are unique to each mode. In the absence of external measurements,
the correlated systematics cancel when using the self-normalizing techniques discussed
in Chapter 1; once external constraints are introduced, all systematics must be ac-
counted for. The numbers presented are as delivered to the branching-fraction tter
described in Chapter 6.
Uncorrelated systematic uncertainties for single-tags are grouped in Table 5.19.
These come from the modeling of multiple candidates in Monte Carlo (Table 5.4) and
the consistency of the tting method result (Table 5.5). The uncorrelated double-tag
systematic uncertainties pertain to the correct Monte Carlo modeling of the event dis-
tribution in Mbc;1 versus Mbc;2 space and equal the size of the sideband subtraction.
Numbers are presented in Table 5.16. Systematic uncertainties specic to semilep-
tonics are all uncorrelated and are presented in Table 5.17.
229Mode Multiple Candidates Fit Method
K 0.1% 0.0%
K+K  0.1% 0.0%
+  0.4% 0.1%
K0
S00 0.1% 0.6%
K0
S0 0.2% 0.1%
K0
S 1.3% 0.9%
K0
S! 0.2% 0.1%
Table 5.19: Uncorrelated, relative systematic uncertainties from single-tags.
Correlated systematic uncertainties on data yields, grouped by nal state particle,
are listed in Table 5.20, with the determination of these values described in Section
5.1.1. Correlated systematic uncertainties on the reconstruction of decay modes are
listed in Table 5.21. These systematic uncertainties represent the sum, in quadrature,
of the systematic uncertainty and the statistical error on that uncertainty. Combining
both errors is done because the uncertainty on the systematic is often larger than the
systematic itself, so both are used. The ISR fractional systematic uncertainty was
set to be 0.5% [39] for all modes as an upper bound on the eect of ISR on the yield.
Table 5.21 also describes how to combine the single-tag systematic uncertainties to
nd the double-tag systematic uncertainties (either linear or quadratic sum).
230Source  (%) Scheme
Tracking es. 0.3 per track
K tracking es. 0.6 per K
K0
S es. 1.9 per K0
S
0 es. 4.0 per 0
 es. 4.0 per 
 PID es. 0.3 per  PID cut
K PID es. 0.3 per K PID cut
EID es. 1.0 per e
Table 5.20: Correlated fractional systematic uncertainties () and the quantities to
which they are applied in the data t.
Mode jEj ISR* FSR* Lep. Veto Other
K 0.5% 0.5% 1.2% 0.5%
K+K  0.9% 0.5% 0.8% 0.4% 0.5% K directional cut
+  1.9% 0.5% 1.7% 3.2%
K0
S00 2.6% 0.5% 1.5% K0
S daughter PID
0.7% resonant substructure
K0
S0 0.9% 0.5%
K0
S 5.5% 0.5% 0.3%  mass cut
0.7% B( ! )
K0
S! 1.2% 0.5% 0.8% 1.4% ! mass cut
0.8% ! ! + 0
Xe 0.5% 0.3% 2.0% spectrum extrapolation
0.7% multiple e candidates
K0
L0 0.5% 0.7% background subtraction
0.3% extra track veto
1.4% signal shape
1.6% extra 0 veto
0.5%  veto
Scheme per D per yield per D per ST per D
DT
p
2 + 2 ( + )=2  +  0
p
2 + 2
Table 5.21: Correlated fractional systematic uncertainties on decay mode reconstruc-
tion. Each column contains the single-tag systematic uncertainties from a particular
study, while the bottom row shows how to calculate the systematic uncertainty for a
double-tag (DT) with single-tag components  and . For instance, to nd DT due
to the jEj requirement for a double-tag composed of K and K+K , add 0.5%
and 0.9% in quadrature.
231Chapter 6
Branching Fraction Fitter
All decay modes from a D0 or  D0 that are accessible to both mesons will exhibit
interference eects when produced from a correlated state. Each partially- or fully-
reconstructed event contains information on one or more of the quantum correlation
parameters x, y, r2, and cos, as well as the uncorrelated branching fractions and
ND  D. Since each yield is dependent on more than one of these quantities, a simul-
taneous t for all parameters is optimal. The branching fraction tter used in this
analysis (hereafter referred to simply as \the tter") extracts correlation parameters
and uncorrelated branching fractions via a least-squares t as described in detail in
Reference [40]. The tter described in the original paper extracted branching fractions
and ND  D, but it has been extended to add other free parameters to the t, as well
as external constraints [39]. The 2
fit variable is constructed utilizing partially- and
fully-reconstructed event yields in data and associated eciencies from Monte Carlo,
statistical and systematic uncertainties, fake rates and branching fractions for back-
ground decay modes, external constraints on various parameters, and the correlations
among dierent inputs.
2326.1 Fitter Input
The tter uses measurements of the yields for the following reconstructed nal states
as input:
 two avor modes, K + (f) and K+  (  f)
 four CP-even modes (S+), K+K , + , K0
S00, and K0
L0
 three CP-odd modes (S ), K0
S0, K0
S, and K0
S!
 inclusive semileptonic decays X e+ (`+) and X+e   (` )
We decided not to use the K0
S decay mode as input to the tter because of
unresolved concerns over background. The decay modes presented that contain a K0
S
or K0
L are treated as pure CP eigenstates because the rate for CP-violation in K
mesons is below the sensitivity of this analysis. All decay modes except K0
L0 and
semileptonic decays are included in the tter as single-tags; since the K0
L is unlikely
to leave a signal in the detector (and a neutrino essentially never does), these modes
are not reconstructed but measured as an other-side decay to one of the other decay
modes listed. Every double-tag combination of avor and CP eigenstate decay modes
is used, as well as all opposite-CP combinations. Also, the right-sign combination
of avor-tagged, inclusive semileptonic decays and CP-tagged, inclusive semileptonic
decays are used. Same-CP double-tag combinations are excluded because they should
have zero yields for any set of correlation parameters. Although CP violation, direct
mixing, or C-even contamination of the sample can occur, which would result in a non-
zero rate for same-CP double-tags, this rate is expected to be below the sensitivity
of this analysis. Table 6.1 lists the decay mode combinations used in the tter.
233Mode X K + K+  S0+ S  X e+ X+e   K0
L0
K +  (1)  (1)  (1)  (3)  (3)   (1)  (1)
K+   (1)  (1)  (3)  (3)  (1)   (1)
S0+  (3)   (9)  (3)  (3) 
S   (3)   (3)  (3)  (3)
X e+ - - - -
X+e   - - -
K0
L0 - -
Table 6.1: The single-tag and double-tag decay modes used as input to the tter. S0+
is the list of CP-even modes, excepting K0
L0, which is treated dierently because of
the reconstruction requirements. The t described here uses fty-one combinations
of decay modes, marked with \." Decay mode combinations that were not used in
this t are marked with \," while combinations that are not accessible are marked
with \-."
For each decay mode or combination of decay modes, the tter input is the ef-
ciency from signal Monte Carlo, the uncorrected yield in data, systematic uncer-
tainties for each measurement, and the fake rate for each background process. The
input for the tter is listed in Table 6.2 for single-tags, in Table 6.3 for double-tags,
and in Table 6.4 for other fully-reconstructed events. The selection and measure-
ment of single-tags is described in Chapter 3 and the selection and measurement of
double-tags is described in Chapter 4.
The determination of systematic uncertainties for single- and double-tags is de-
scribed in Chapter 5. Although correlated systematic uncertainties cancel in the
calculation of ratios and dierences, the use of external constraints requires that all
systematic uncertainties be kept. In this instance, greater precision is achieved by im-
posing external constraints than would be the case by allowing correlated systematics
to cancel. The tter adjusts Monte Carlo eciencies by the particle-specic correc-
tion factors i, which are determined as part of systematic uncertainty studies. The
value of i for each particle of type i is listed in Table 5.1. The measured eciency
234from Monte Carlo is multiplied by
Q
i 
ni
i , where i tuns over all particle types in the
nal state and ni is the number of particles of type i in the nal state.
Mode QCMC Yield Data Yield  (%)
K + 369541716 2537416626 65.680.04
K+  374454718 2584216726 66.620.04
K+K  74987314 4740715 58.420.09
+  32891217 2098599 73.660.13
K0
S00 34691314 24357216 13.370.06
K0
S0 94220370 75239117 30.750.05
K0
S 11206145 10513917 11.060.06
K0
S! 41852272 3239637 13.030.04
Table 6.2: Single-tag yields from quantum-correlated Monte Carlo (QCMC) and data,
and eciencies () from signal Monte Carlo, that are used as input to the tter.
The tter calculates the peaking background subtractions based on the number
of D  D events in the sample, uncorrelated branching fractions from the PDG [7] (or
as produced by the quantum-correlated Monte Carlo), and the fake rates for each
background channel. The exception is the semileptonic modes, where there is already
a mistag correction due to sideband subtraction, which is integral to the measurement.
Some of the peaking background is due to cross-feed between signal decay modes, like
K + $ K + and K0
S0 ! K0
L0, so that a best t for uncorrelated branching
fractions will allow the best estimate of peaking background. Most of the peaking
background comes from other decay modes with the same nal state particles. Some
peaking backgrounds are specic to particular decay mode combinations; for instance,
K0
S00 has peaking backgrounds that are only present in single-tags because they
swap or borrow particles from the other side decay. Another example is K0
S0, which
is a background for K0
L0 when it is paired with a CP-even decay but not when it is
paired with a CP-odd decay. The cross-feed numbers are listed in Table 6.5, while
235Mode QCMC Yield Data Yield  (%)
K +/K + 154 2.01.40 37.23.4
K +/K+  894595 600255 42.30.2
K +/K+K  99832 7181 36.70.6
K +/+  43721 2451 45.51.1
K +/K0
S00 44421 3261 8.70.3
K +/K0
S0 105132 8891 19.30.3
K +/K0
S 10610 8.02.80 6.60.3
K +/K0
S! 45021 2950 8.20.2
K+ /K+  124 2.01.40 45.53.3
K+ /K+K  102132 5470 37.40.6
K+ /+  47322 2551 49.31.1
K+ /K0
S00 46522 3360 8.60.3
K+ /K0
S0 104432 7690 19.50.3
K+ /K0
S 11211 930 6.70.3
K+ /K0
S! 47622 3361 8.50.2
K+K /K0
S0 49622 3961 18.00.6
K+K /K0
S 749 7.02.70 7.80.8
K+K /K0
S! 19714 2040 7.20.4
+ /K0
S0 17313 1340 20.11.2
+ /K0
S 326 2.01.40 8.81.4
+ /K0
S! 9510 7.02.70 10.50.9
K0
S00/K0
S0 21115 1440 3.80.2
K0
S00/K0
S 235 4.02.00 1.40.2
K0
S00/K0
S! 9110 4.02.00 1.50.2
Table 6.3: Double-tag yields from quantum-correlated Monte Carlo (QCMC) and
data, and eciencies () from signal Monte Carlo, that are used as input to the tter.
Same-CP double-tags (Tables 4.9 and 4.12) were not used as input because the t
requires these to be zero in data.
236Mode QCMC Yield Data Yield  (%)
X+e   e/K + 17350176 11284513 46.70.2
X+e   e/K+K  161390 128245 42.00.5
X+e   e/+  73239 49127 51.60.9
X+e   e/K0
S00 88588 372212 9.50.2
X+e   e/K0
S0 230198 195242 22.50.3
X+e   e/K0
S 35238 2864 8.60.3
X+e   e/K0
S! 93357 50156 8.70.2
X e+e/K+  17493182 12184717 47.30.2
X e+e/K+K  175984 1022110 40.40.5
X e+e/+  70456 40104 51.80.8
X e+e/K0
S00 93752 50156 10.40.2
X e+e/K0
S0 238995 189197 22.50.3
X e+e/K0
S 29537 2782 8.30.3
X e+e/K0
S! 86162 49164 9.00.2
K0
L0/K + 255651 187140 35.70.2
K0
L0/K+  272553 179140 36.60.2
K0
L0/K0
S0 114734 90100 16.60.1
K0
L0/K0
S 13512 8.63.10 6.00.1
K0
L0/K0
S! 49823 3460 6.70.1
Table 6.4: For non-double-tag fully-reconstructed events, the yields from quantum-
correlated Monte Carlo (QCMC) and data and eciencies () from Monte Carlo that
are used as input to the tter.
237the peaking background estimates are listed in Table 6.6.
6.2 External Constraints
The tter has the ability to use external measurements as constraints on the t
parameters. Any of the parameters tted for can be constrained by external mea-
surements, but the tted value is no longer independent. Multiple ts can be made to
evaluate parameters with and without the inuence of external measurements. The
dependence of mixing parameters on types of external measurements is laid out in
this section.
Branching fraction measurements used in the tter are listed in Table 6.7. External
constraints from other CLEO-c measurements do not have statistical overlap with the
measurements presented in this analysis. PDG05 values were used to avoid inclusion
of the CLEO-c measurement of K +; there are no new measurements in the PDG06
average other than those from CLEO-c. The CLEO-c constraint on B (K0
L0) is non-
overlapping with the tter input because the avor tags used are dierent.
This analysis can make only a poor determination of r2, but since the t for cos
involves rcos, external information is needed to make a good measurement of cos.
Naively, r2 is just the ratio of the wrong-sign (WS) to right-sign (RS) decay rates for
K +
RWS 
 (  D0 ! K +)
 (D0 ! K +)
= r
2; (6.1)
but this assumes no mixing (i.e., that x and y are 0). Since that is explicitly not the
case in this analysis, RWS is carried to greater precision:
RWS = r
2 + ry
0 + RM (6.2)
238Crossfeed ! Signal E. (%)
K+  ! K + 0.0990.005
K + ! K+  0.0930.003
K0
S! ! K0
S00 0.0510.031
(K + tag) K0
S0 ! K0
L0 1.950.04
(K+  tag) K0
S0 ! K0
L0 2.020.05
(K+K  tag) K0
S0 ! K0
L0 1.700.09
(+  tag) K0
S0 ! K0
L0 2.420.11
(K0
S00 tag) K0
S0 ! K0
L0 0.550.05
Background ! Signal QCMC B (%) Data B (%) E. (%)
K0
S+  ! K0
S00 2.70 2.900.19 0.0060.012
+ 00 ! K0
S00 0.50 0.980.09 0.0310.067
K0 (*) ! K0
S00 13.90 14.10.5 0.00130.0024
D+ ! K0
S+0 ! K0
S00 4.85 7.220.26 0.0510.007
 ! K0
S0 0.40 1.000.06 0.0730.005
00 ! K0
S0 0.20 0.320.04 0.0330.033
+ 0 ! K0
S0 0.60 00 0.0340.034
generic D0=  D0 (*) ! K0
S0 0.000530.00016
generic D+=D  (*) ! K0
S0 0.000390.00012
K0+  ! K0
S! 2.25 2.30.5 0.0680.002
K0 ! K0
S! 1.00 1.000.22 0.1410.003
K ! K0
S! 6.10 6.42.5 0.0370.001
K00 ! K0
S! 1.46 1.500.33 0.0230.004
K0
S+ 0 ! K0
S! 0.425 1.11.1 0.4230.423
+ + 0 ! K0
S! 1.77 0.410.05 0.0060.003
K

1  ! K0
S! 1.15 1.120.31 0.0400.005
K0
10 ! K0
S! 0.59 0.590.02 0.0310.010
0 ! K0
L0 0.10 0.0560.014 0.1600.001
00 ! K0
L0 0.08 0.0790.008 0.1210.001
Table 6.5: Cross-feed probabilities, peaking background eciencies, and peaking
background branching fractions from quantum-correlated Monte Carlo (QCMC) and
data that serve as input to the tter. Decay modes marked by an asterisk (*) are not
signicant in double-tags.
239Mode QCMC Bkg QCMC Bkg/Tot Data Bkg Data Bkg/Tot
K0
S00 1225 3.5% 692 2.8%
K0
S0 582 0.6% 482 0.6%
K0
S! 2362 5.6% 22095 6.8%
K +/K0
S00 1.1 0.3% 0.110.01 0.3%
K +/K0
S0 3.5 0.3% 0.440.02 0.5%
K +/K0
S! 30 6.6% 2.71.2 9.3%
K+ /K0
S00 1.1 0.2% 0.110.01 0.3%
K+ /K0
S0 3.5 0.3% 0.450.03 0.6%
K+ /K0
S! 30 6.3% 2.71.2 8.4%
K+K /K0
S0 0.08 0.02% 0 0%
K+K /K0
S! 6.4 3.3% 0.540.23 2.7%
+ /K0
S0 0.03 0.02% 0 0%
+ /K0
S! 2.8 3.0% 0.240.10 3.4%
K0
S00/K0
S0 0.3 0.1% 0.0300.002 0.2%
K0
S00/K0
S 0.03 0.1% 0.00430.0003 0.1%
K0
S00/K0
S! 3.0 3.3% 0.270.11 6.8%
X+e   e/K0
S00 2.1 0.2% 0.210.01 0.6%
X+e   e/K0
S0 6.0 0.3% 0.750.04 0.4%
X+e   e/K0
S! 52 5.3% 4.82.1 8.7%
X e+e/K0
S00 2.3 0.2% 0.230.01 0.5%
X e+e/K0
S0 6.0 0.3% 0.750.04 0.4%
X e+e/K0
S! 54 5.9% 5.02.2 9.3%
K0
L0/K + 55 2.1% 2.70.4 1.4%
K0
L0/K+  57 2.1% 2.80.4 1.5%
K0
L0/K0
S0 29 2.5% 1.50.2 1.7%
K0
L0/K0
S 3.2 2.4% 0.210.03 2.4%
K0
L0/K0
S! 2.7 5.5% 1.80.5 5.4%
Table 6.6: Peaking background yields for quantum-correlated Monte Carlo (QCMC)
and data, given as events expected and as a fraction of the total yield (signal plus
background). Uncertainties in the data backgrounds reect uncertainties in the input
background branching fractions.
240Parameter PDG05 Fit PDG06 CLEO-c
B (K +)(%) 3.810.09[83]
B(K K+)
B(K +) (%) 10.100.16[7]
B( +)
B(K +)(%) 3.590.06[7]
B (K0
S0)(%) 1.150.12[83]
B (K0
S)(10 3) 3.80.6[83]
B (K0
S!)(%) 1.30.3[83]
B (K0
L0) (%) 0.9920.085[82]
Table 6.7: External branching fraction measurements used as constraints in the tter.
= r
2 + rycos   rxsin +
1
2
(x
2 + y
2):
Using this relationship between r2 and RWS , however, introduces large errors into
r2. Values for RWS can still be used as external constraints if they come from time-
integrated analyses, because the terms in Equation 6.2 separate in the time-dependent
analysis:
dN
dt
/ e
 t

r
2 + ry
0 t +
1
4
(x
02 + y
02)( t)
2

: (6.3)
Still, getting useful information from time-integrated measurements of RWS requires
both the assumption that x sin is small (a choice supported by t results for cos
[39], but requiring testing with future data) and an external constraint on x2 (which
cannot currently be measured with good precision in our data). External constraints
for RWS and RM are listed in Table 6.8, and are treated by the tter as combinations
of r, x; and y.
External constraints on y come from two kinds of analyses: a comparison of decay
times of D0 ! CP+ (K+K  or + ) to D0 ! flavor (K+  or K +), and
time dependent Dalitz analyses of D ! K0
S+ . In addition to external constraints
241Parameter Value (%) Source Average (%)
RWS (10 3) 0.68
+0:34
 0:330.07 E791[84] 0.4090.022
0.429
+0:063
 0:0610.027 FOCUS[85]
0.4050.0210.001 CDF[86]
RM (10 3) 0.11
+0:30
 0:27
+0:00
 0:014 E791[86] 0.01730.0387[91]
0.160.290.29 CLEO II.V[88]
0.0200.0470.014 Belle[89]
0.004
+0:070
 0:060 BaBar[90]
Table 6.8: External measurements used as constraints on r2 in tter.
on y, the t for cos allows use to be made of measurements for y0 and x0. These
constraints are listed in Table 6.9.
6.3 Fitter results
The tter was tested on the quantum-correlated Monte Carlo sample before tting the
data. It is necessary to test on this sample because it incorporates correlation param-
eters that are not present in the generic Monte Carlo sample. Table 6.10 shows the t-
ter results with various external constraints, using input from the quantum-correlated
Monte Carlo sample (15x the data sample size, no systematic errors included). The
constraint r2
gen uses the constraints on RWS and RM, while the constraint y(0)
gen in-
corporates x, y, r2, y0, and RM. When r2 is constrained by the input parameters,
the agreement between generated and tted values is very good for the branching
fractions and cos but not as good for y. The accuracy and precision of cos, y and
x2 improve when the known branching fractions are constrained.
Table 6.11 shows the results of running the branching fraction tter on data with
dierent sets of external constraints. The constraint r2
ext uses the constraints on RWS
and RM, while the constraint y
(0)
ext incorporates x, y, r2, y0, and RM. With no external
242Parameter Value (%) Source Average (%)
y 0.732.891.03 E791[92] 0.6620.211
3.421.390.74 FOCUS[93]
-1.22.51.4 CLEO II.V[94]
0.80.4
+0:5
 0:4 BABAR[95]
-0.51.0
+0:7
 0:8 Belle[96]
1.310.320.25 Belle[97]
-1.42.40.80.4 CLEO II.V[98]
0.330.240.15 Belle[99]
x 1.9
+3:2
 3:30.40.4 CLEO II.V[98] 0.8110.334[91]
0.800.290.17 Belle[99]
r 6.860.88 CLEO II.V[100]
y0 -2.3
+1:3
 1:40.3
x0 1.01.50.2
r2 0.3640.017 Belle[101]
y0 0.06
+0:40
 0:39
x02 0.018
+0:021
 0:023
r2 0.3030.0160.010 BABAR[102]
y0 0.970.440.31
x02 -0.0220.0300.021
r2 0.3390.012
y0 0.340.30
x02 0.0060.018
Table 6.9: External measurements on x, y, r=r2, x0, and y0 used as constraints in
tter.
243Fits w/ various cons.
Parameter Generated None r2
gen r2
gen; Bs r2
gen; y
(0)
gen; Bs
ND0  D0
 
107
1.461 1.4680.013 1.4680.013 1.4650.002 1.4640.002
y(%) -1.90 -2.511.70 -2.481.72 -2.000.25 -
r2  
10 3
3.60 19.919.0 4.001.29 3.770.20 -
cos 1 0.440.21 0.970.08 1.060.07 1.0000.001
x2  
10 3
0 -0.61.0 -0.30.9 - -
B(K +)(%) 3.83 3.760.08 3.820.03 - -
B(K K+)
 
10 3
4.30 4.270.09 4.270.09 - -
B( +)
 
10 3
1.50 1.490.03 1.490.03 - -
B
 
K0
S00 
10 3
8.48 8.320.19 8.330.19 8.380.10 8.390.10
B
 
K0
S0
(%) 1.06 1.060.02 1.060.02 - -
B
 
K0
S
 
10 3
3.55 3.530.08 3.530.08 - -
B
 
K0
S!

(%) 1.05 1.060.02 1.060.02 - -
B(X e+e)(%) 6.61 6.710.11 6.620.05 6.620.05 6.620.05
B
 
K0
L0
(%) 1.06 1.090.03 1.090.03 - -
2
fit=ndof - 19.9/37 21.0/39 25.5/46 26.5/50
2
gen=ndof - 10.0/14 9.3/12 4.9/5 3.9/4
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2
4
4constraints, the t value for r2 is unphysical and forces an unphysical result for cos
because the latter only appears as rcos. Imposing r2
ext (and assuming xsin = 0)
brings r2 back to a physical result and allows a real value for cos of 0.960.220.08.
This constraint has only a small eect on the uncertainty of y because y can be
determined independently of r2 (Equation 1.30).
Adding additional constraints on branching fractions improves the precision on
cos but not on y (the limiting factor on y is NS` double-tag statistics). The value
of cos in the t constraining r2
ext +Bext but oating y is 1.030.160.11 [39], while
the value of y is -0.0450.0550.028 [39], which is consistent with the world average
of +0.00660.0021 given in Table 6.9. It should be noted that adding further external
constraints increases the uncertainty in cos as y takes on a positive central value.
Using the RWS constraint introduces a non-linearity so that the sign of y is the
correlation between r2 and rcos. So, when y is positive, r2 and rcos are anti-
correlated, increasing the uncertainty in cos. Because of this relationship between
y and cos, the 2 of cos has an asymmetric distribution. The measurement has
asymmetric errors to account for the asymmetric 2, so that cos = 1:03
+0:29+0:13
 0:14 0:11.
The 2 of the t, as a function of cos, was converted into a likelihood curve as
L = e
 (2 2
min)=2 and used to calculate condence limits for  and cos (described
in Reference [39]). The best t for cos, using constraints on r2
ext + Bext, produces a
95% C.L. of cos > 0:7 and jj < 75 [39].
Another t was done where xsin is allowed to oat, rather than assumed to
be 0. The external measurements in Table 6.9 provide enough constraint to make a
measurement of xsin in this dataset. Although all variables are tted, only y, cos,
x2, and xsin are reported here to emphasize the changes from oating xsin. The
constraints needed to t for xsin push y positive, which worsens the uncertainty on
245Fits w/ various cons.
Parameter None r2
ext
ND0  D0 (107) 1.0480.0310.013 1.0470.0310.013
y (10 3) -295924 -265622
r2 (10 3) -26224 [5.85.11.4]
cos (2rcos=0.1470.0720.024) 0.960.220.08
x2 (10 3) 3.15.00.0 [-0.23.30.0]
B (K +)(%) 3.750.270.11 3.730.110.07
B (K K+)(10 3) 3.930.130.08 3.930.130.08
B ( +)(10 3) 1.360.050.05 1.360.060.05
B (K0
S00)(10 3) 9.080.380.85 9.090.380.85
B (K0
S0)(%) 1.200.040.06 1.200.040.06
B (K0
S)(10 3) 4.810.230.36 4.820.230.37
B (K0
S!)(%) 1.160.040.07 1.160.040.07
B (X e+e)(%) 6.510.390.23 6.550.170.17
B (K0
L0)(%) 1.120.060.05 1.120.060.05
2
fit=ndof 20.5/37 21.5/39
Parameter r2
ext + Bext r2
ext + y
(0)
ext + Bext
ND0  D0 (107) 1.0420.0200.013 1.0440.0190.012
y (10 3) -455528 [4.61.40.7]
r2 (10 3) [8.07.10.0] [3.390.080.00]
cos 1.030.160.11 0.890.320.03
x2 (10 3) [-1.55.60.0] [0.050.050.00]
B (K +)(%) [3.780.070.02] [3.770.070.03]
B (K K+)(10 3) [3.870.080.03] [3.870.080.03]
B ( +)(10 3) [1.360.030.01] [1.360.030.01]
B (K0
S00)(10 3) 8.340.320.52 8.270.320.52
B (K0
S0)(%) [1.140.030.03] [1.130.030.03]
B (K0
S)(10 3) [4.420.190.25] [4.400.190.25]
B (K0
S!)(%) [1.120.030.06] [1.110.030.05]
B (X e+e)(%) 6.540.170.17 6.590.160.17
B (K0
L0)(%) [1.010.030.02] [1.020.030.02]
2
fit=ndof 30.1/46 57.1/58
Table 6.11: Results of branching-fraction tter with data as input, with various ex-
ternal constraints. The constraint r2
ext uses the constraints RWS and RM, while the
constraint y
(0)
ext incorporates x, y, r2, y0, and RM. Fit values come from Reference [39].
246Parameter r2
ext + y
(0)
ext r2
ext + y
(0)
ext + Bext
y (10 3) [6.52.10.0] [6.52.10.0]
cos 0.950.360.05 1.100.340.12
x2 (10 3) [0.060.050.00] [0.060.050.00]
xsin (10 3) 3.53.60.5 4.43.80.0
2
fit=ndof 46.4/50 55.3/57
Table 6.12: Results of branching-fraction tter with data as input, with various ex-
ternal constraints and xsin oating. Only y, cos, x2, and xsin are reported
here. The constraint r2
ext uses the constraints RWS and RM, while the constraint y
(0)
ext
incorporates x, y, r2, y0, and RM. Fit values come from Reference [39].
cos but produces a tighter condence limit on  (because of the requirement that
both cos and sin are physical). The 95% C.L. on  is  7 <  < 61 [39].
6.4 Stand-alone Calculations
The values of y and cos can be calculated directly using fully-reconstructed events
and external branching fractions. The precision on these stand-alone calculations will
be reduced relative to the tter results, but the exercise provides a useful cross-check.
6.4.1 cos Calculation
The form of the standalone calculation for cos is given in Equation 6.4,
2rcos  (1 + r
2)
"
NS+f=BS+   NS f=BS 
NS+f=BS+ + NS f=BS 
#
  y; (6.4)
where NSf is the background-subtracted, eciency-corrected yield of double-tags
composed of K and all CP eigenstates. The branching fraction BS refers to the
247combined branching fraction for all CP eigenstates used. The parameter cos is
then proportional to the asymmetry in CP+ and CP- tagged K. In the case where
the asymmetry is small, then the statistical uncertainty is A 
q
1
N [26], where N
is the total number of CP tagged K. This is the strongest limit possible using a
stand-alone method.
The quantum-correlated Monte Carlo was created with correlation parameter val-
ues r = 0:06 and cos = 1:0. The value of 2rcos was measured in this set for
consistency with its input parameters using perfect knowledge of all the branching
fractions. This calculation produced a value of 2rcos = 0:108  0:017, which corre-
sponds to a value of cos = 0:9000:145. When restricting the modes to only K+K 
and K0
S0, the cleanest CP+ and CP- mode, the value of 2rcos was 0:113  0:017.
So, adding the low statistics tags did not appreciably reduce the error. Using the
numbers of generated events in the reweighted Monte Carlo instead of the measured
numbers of events, the value of 2rcos was 0:113, which is in good agreement with
the measured value.
The value of 2rcos was also calculated using the generic Monte Carlo as a
comparison to the reweighted sample. Since the generic Monte Carlo does not
weight decay rates, the asymmetry should be 0 (resulting in cos = 0). A value
of  0:0000:012 was calculated for 2rcos. After restricting the modes to the clean
tags mentioned above, the value was  0:003  0:013 for 2rcos, which is still con-
sistent with zero. Using the number of generated events in the generic Monte Carlo,
the value of 2rcos was  0:005  0:004.
The same method to measure 2rcos as described above was used on the data,
with the branching fraction values coming from the PDG06 [7]. Using the same
CP modes that were used by the tter, a value of 0:041  0:081 for 2rcos was
248measured , which corresponds to a value of cos = 0:340:66. Of the error on cos,
seventy percent comes from the tags and thirty percent from the branching fraction
uncertainties, heavily inuenced by the uncertainty in the K0
S00 branching fraction.
The value for cos changed to 0:71  0:58 when only the clean modes K+K  and
K0
S0, suggesting that some decay modes may be skewing the results. After replacing
the branching fractions in the asymmetry measurement with the branching fraction
and uncertainty constraints resulting from the tter [39], cos was measured to be
1:04  0:48. Almost all (97%) of this error comes from the tags themselves and the
rest comes from the uncertainty in the CP  branching fractions. The value for cos
changed to 0:83  0:50 when only the clean modes K+K  and K0
S0 were used and
the tter branching fraction results were used. Both values of cos using the tter
results for branching fractions are consistent with the tted result of 1:030:160:11
in Table 6.11, but the result varied depending on which branching fractions were used
(between 1.04 and 0.34 for all decay modes, 0.83 to 0.71 for K+K  and K0
S0).
Increasing the data sample size to 800 nb-1 which is the projected sample size at
the  (3770), would decrease the uncertainty on the stand-alone cos calculation to
0.30.
6.4.2 y Calculation
The parameter y has also been calculated by stand-alone methods in Reference [43]
using Equation 1.30. In the rst case, y was calculated using semileptonic events
tagged with avor and CP eigenstates,
2492rcos cos
QCMC (all) 0:108  0:017 0:900  0:145
QCMC (select) 0:113  0:017 0:942  0:145
QCMC (truth) 0:120
GMC (all)  0:000  0:012 0:00  0:10
GMC (select)  0:003  0:013 0:025  0:108
GMC (truth) 0
data (all) 0:041  0:081 0:34  0:66
data (select) 0:086  0:071 0:71  0:58
data (all, t B) 1:04  0:48
data (select, t B) 0:83  0:50
Table 6.13: Comparison of cos calculation using generic Monte Carlo (GMC),
quantum-correlated Monte Carlo (QCMC), and data. The decay modes used are
by default those used in the tter (\all") or just K+K  and K0
S0 (\select"). A
comparison is made to the value of 2rcos based on generator level information. The
notation \t B" means that the branching fractions from the t result were used.
y 
Nf`
4Nf
"
NS 
NS `
 
NS+
NS+`
#
; (6.5)
with a result of y =  0:036  0:070. Using only semileptonic events tagged with CP
eigenstates,
y 
1
4
"
NS+`NS 
NS `NS+
 
NS `NS+
NS+`NS 
#
; (6.6)
giving a stand-alone value of y of  0:035  0:047. Both stand-alone calculations are
consistent with tter result of  0:034  0:019 reported in Table 6.11.
250Chapter 7
Conclusions
This analysis was designed to measure quantum correlations in entangled D  D decays
as a means of accessing charm-sector mixing parameters x, y, rK, and cosK.
Tighter limits on these parameters would allow other measurements, particularly
time-dependent measurements of D decays, to determine whether or not D0    D0
mixing proceeds according to the Standard Model. The measurement of cosK is
particularly important since many measurements of y are actually done in the rotated
basis y0 = y cosK xsinK and a rst measurement of cosK would allow separate
measurements of y and y0 to be combined. Although we expected not to be able to
improve the world precision on rK, and that x would be unmeasurable with our rst
data set, we anticipated improving the world knowledge of y and making a a rst
measurement of cosK.
Using the 281 pb 1 of
p
s = 3:770 GeV e+e  data collected with the CLEO-c
detector, we have measured the decay rates of particular CP eigenstates and avored
states and their combinations with each other and with semileptonic decays. We have
observed a doubling of the uncorrelated decay rates of correlated D0  D0 to opposite-
251CP eigenstates and a strong suppression (consistent with zero) of the decay rates
of correlated D0  D0 to same-CP eigenstates. This is consistent with the quantum
correlations expectation and not with the uncorrelated excpectation. To achieve
the most precise results in extracting D-mixing parameters, we performed multiple
least-squares ts on the measured decay rates with external constraints for added
precision. To achieve the strongest limit on the D-mixing parameters y and cosK,
we constrain rK and the branching fractions involved with external measurements.
The best tted value of cos is cos = 1:03
+0:29+0:13
 0:14 0:11, with a 95% C.L. that jj < 75;
the same t nds y to be (-4.55.52.8)%. The value of cos is measured directly as
a cross-check, and using the same branching fractions that were used as constraints
for the TQCA t, is 1:04  0:48. This value is consistent with the tted result.
Some additional information can be gained by including external constraints on
y in the t and allowing the value of xsin to oat. In this t, the tted value
of cos is 1:10  0:34  0:12, the tted value of xsin is (4:4
+4:0
 3:4)  10 3, and  =
(21:6
+13:8+4:5
 16:2 1:8). Being able to t for x (in the form of xsin) is an unexpected but
pleasant product of using external constraints. The value for y in this t, which is
no longer independent of external measurements, is 0:46  0:14  0:07%. This result
can be compared to recent results shown by the Belle collaboration at the 2007 La
Thuille conference, where x = (0:800:290:17)% from time-dependent Dalitz plots
and y = (1:31  0:32  0:25)% by measuring D0 ! CP+ modes [103]. Although
our constrained value of y diers from the Belle result by 3, we do include CP 
modes where Belle does not. Our constrained measurement of y also incorporates
external information on x0 and y0, which allows it to be an improvement over (but
not independent of) the current world average.
The total integrated luminosity of CLEO-c data at
p
s = 3:770 GeV is approxi-
252mately 800 pb 1. This is an increase in statistics by almost a factor of three, which
will reduce the statistical error by a factor of 1.7. We might then expect a statistical
uncertainty on cos of +0:17; 0:08 and 3:2% on y. Since most of the system-
atic uncertainties for both hadronic and semileptonic decays are statistics limited,
we can expect a similar improvement in systematic uncertainties, to approximately
+0:09; 0:07 on cos and 1:9% on y. In both of these cases, we remain limited by
statistics.
There are two avenues for improving this analysis within CLEO-c beyond the
additional statistics of the total data sample. The more dicult extension is to use
D0 ! K0
S+  as a CP eigenstate. This nal state can be reached through both
CP+ and CP  eigenstates, so there must be some way to distinguish them. The
K0
S+  Dalitz plot can be mapped in terms of CP decays by tagging the K0
S+ 
with another CP eigenstate and measuring the resulting plot [104]. This information
can then be used in decays with K0
S+  and K to CP tag the K. Although
this procedure is dicult, the branching fraction for K0
S+  is more than twice that
of K0
S0 and the eciency is better (about 50% compared to 30%).
A more exciting prospect is to use data taken at
p
s = 4:170 GeV. This data has
a dierent C parity than data taken at
p
s = 3:770 GeV, which gives access to the
parameter x. The dependence of the double-tag rate for K + vs. K+  on x goes
as 4A4
frfxsin [38]. Because our data suggest that cos is close to 1, sin may be
close to 0, making x dicult to measure. However, x may have the greatest exposure
to new physics due to its sensitivity to massive particles mediating the C = 2
transition.
This analysis technique should allow much better measurements with the upcom-
ing BES III experiment in Beijing, China. BES III is a general purpose experiment
253that will operate at an e+e  storage ring, very much like CLEO-c. It is well suited to
measure D meson decays, and will begin data collection in 2008. BES III will collect
more than 20 million D0  D0 pairs [105], or about seven times the total CLEO-c D0  D0
sample in one year of running. BES III should have a 6% resolution on hadron tracks
in dE=dx [106] (comparable to CLEO-c), but it has a time-of-ight (TOF) detector
for particle identication that is less powerful than the CLEO RICH detector. Be-
cause of the high statistics and the increased diculty of particle identication, the
analysis might be optimized at BES III with just D0 ! K0
S0 and D0 ! K+K ,
which are the two CP modes with the highest and rates and cleanest signals. These
two modes provide more than 50% of the statistics of all CP modes presented in
this analysis and have low systematic uncertainties relative to the other CP modes.
Assuming a total of 20 fb 1 [106] of data at
p
s = 3:770 GeV, BES III could use
only K+K  and K0
S0 as CP modes and accumulate 12 the statistics of CLEO-c,
reducing the statistical error on cos to +0:05; 0:02, comparable to the estimate in
Reference [107]. The quality of the measurement will then depend on the ability of
BES-III to control their systematic uncertainties. The propsect of the latter seems
good, since BES III anticipates collecting 10 billion J=  in their rst year of running,
which will allow a very good understanding of the detector and Monte Carlo in a
sample independent of D0  D0.
254Appendix A
Quantum-Correlation Calculations
We would like to demonstrate the calculations needed to achieve the results listed
in Section 1.5.2, which is the quantum-mechanical description of the decay rates
of correlated D0 and  D0 and their dependence on mixing parameters. We begin
by nding solutions to the time-dependent Schrodinger Equation that allow mixing
between D0 and  D0, calculate the decay rate of a correlated D0    D0 state, and
determine the decay rates to various nal states that can be measured at CLEO-c.
A.1 Solution to the Time-Dependent Schrodinger
Equation
We consider a D0
phys state which begins as a D0 and becomes a mixture of D0 and
 D0 over time. To construct that state, we begin with the time evolution of the
255D0
phys    D0
phys system, as described by the Schrodinger Equation:
i
@
@t
0
B
B
@
D0
phys(t)
 D0
phys(t)
1
C
C
A =

M  
i
2
 

0
B
B
@
D0
phys (t)
 D0
phys (t)
1
C
C
A; (A.1)
where the matrices M and   are Hermitian, so that M21 = M12 and  21 =  12,
and are CPT invariant, so that M11 = M22 = M and  11 =  22 =   [38]. The matrix

M   i
2 

in Equation A.1 can be combined into one matrix and written as

M  
i
2
 

=
0
B
B
@
M   i
2  M12   i
2 12
M
12   i
2 
12 M   i
2 
1
C
C
A; (A.2)
using the Hermitian and CPT properties mentioned previously. The eigenvalue equa-
tion of the matrix in Equation A.2 is

M  
i
2
    
2
 

M12  
i
2
 12
 
M

12  
i
2
 

12

= 0: (A.3)
To simplify the calculation, we dene a quantity F such that
F 
s
M12  
i
2
 12
 
M
12  
i
2
 
12

(A.4)
Equation A.3 is rewritten to be

M  
i
2
    
2
  F
2 = 0:
256The eigenvalues are then
1 = M  
i
2
  + F (A.5)
2 = M  
i
2
    F
It is useful in a later derivation to rewrite the eigenvalues in terms of a mass
eigenstate basis (rather than the physical basis used above). This basis is given in
Reference [38] as
[D1i = p
h
D
0
E
+ q
h
 D0
E
(A.6)
[D2i = p
h
D
0
E
  q
h
 D0
E
where p and q are complex coecients with jpj
2+jqj
2 = 1, but are otherewise not yet
dened. The eigenvector condition for [D1i (for example) is then
[D1i =
0
B
B
@
M   i
2  M12   i
2 12
M
12  
i
2 
12 M  
i
2 
1
C
C
A[D1i;
which is then rewritten as

0
@
p
q
1
A
 
D0   D0 
=
0
@
M   i
2  M12   i
2 12
M
12   i
2 
12 M   i
2 
1
A
0
@
p
q
1
A
 
D0   D0 
: (A.7)
Equation A.7 can be reduced to
0
B
B
@
M   i
2     M12   i
2 12
M
12   i
2 
12 M   i
2    
1
C
C
A
0
B
B
@
p
q
1
C
C
A = 0;
257which is expressed as a set of equations

M  
i
2
    

p +

M12  
i
2
 12

q = 0 (A.8)

M

12  
i
2
 

12

p +

M  
i
2
    

q = 0
Allowing  = 1 and substituting in F using the denition in Equation A.4, Equation
A.8 becomes
( F)p +

M12  
i
2
 12

q = 0

M

12  
i
2
 

12

p + ( F)q = 0:
From the rst equation, we nd the ratio of coecients q and p to be
q
p
=
F

M12  
i
2 12
;
or
q
p
=
v u
u
tM
12  
i
2 
12
M12   i
2 12
(A.9)
after substituting for F. This value for q=p satises the second equation in Equation
A.8 as well. This is the derivation of the denition of p and q in Equation 1.25.
The next step in this derivation is to nd solutions to the time-dependent Schrodinger
Equation. Equation A.1 can be separated into a set of equations using Equation A.2
to dene the mass and decay rate matrix:
i
@D0
phys (t)
@t
=

M  
i
2
 

D0
phys(t) +

M12  
i
2
 12

 D0
phys(t) (A.10)
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@  D0
phys (t)
@t
=

M  
i
2
 

 D0
phys(t) +

M
12  
i
2
 
12

D0
phys (t)
Because the o-diagonal terms are non-zero, mixing between D0
phys and  D0
phys is
allowed. This suggests that the D0
phys and  D0
phys states should be described as com-
binations of pure D0 and  D0 states with time-dependent functions for coecients:
h
D
0
phys (t)
E
= (t)
h
D
0
E
+  (t)
h
 D0
E
(A.11)
h
 D0
phys (t)
E
=  (t)
h
 D0
E
+  (t)
h
D
0
E
The denitions of D0
phys and  D0
phys in Equation A.11 are substituted into Equation
A.10 to give a set of equations that depend on D0 and  D0 states:
i
@
@t

(t)D
0 +  (t)  D0

=

M  
i
2
 
 
(t)D
0 +  (t)  D0

(A.12)
+

M12  
i
2
 12

 (t)  D0 +  (t)D
0

i
@
@t

 (t)  D0 +  (t)D
0

=

M  
i
2
 
 
 (t)  D0 +  (t)D
0

(A.13)
+

M

12  
i
2
 

12

(t)D
0 +  (t)  D0

:
The two equations in Equation A.12 can be separated into a set of four equations by
equating only terms with D0 or  D0:
i
@
@t
(t) =

M  
i
2
 

(t) +

M12  
i
2
 12

 (t) (A.14)
i
@
@t
 (t) =

M  
i
2
 

 (t) +

M

12  
i
2
 

12

(t) (A.15)
i
@
@t
 (t) =

M  
i
2
 

 (t) +

M12  
i
2
 12

 (t) (A.16)
i
@
@t
 (t) =

M  
i
2
 

 (t) +

M

12  
i
2
 

12

 (t) (A.17)
259There should be two components to each time-dependent function; an exponential
function (exp
h
 

iM +  
2

t
i
) so that the function and its derivative have the same
form, and a hyperbolic trigonometric function to alternate between (t) and  (t) (or
 (t) and  (t)) when taking the derivative. So, the functions should look like:
(t)  exp

 

iM +
 
2

t

cosh[Xt] (A.18)
 (t)  exp

 

iM +
 
2

t

sinh[Xt] (A.19)
 (t)  exp

 

iM +
 
2

t

cosh[Xt] (A.20)
 (t)  exp

 

iM +
 
2

t

sinh[Xt]: (A.21)
After taking the derivative with respect to time, the exponential factor cancels one
term and factors out, leaving only the o-diagonal terms with the hyperbolic triono-
metric dependency
iX sinh[Xt] =

M12  
i
2
 12

sinh[Xt] (A.22)
iX cosh[Xt] =

M

12  
i
2
 

12

cosh[Xt]:
The hyperbolic trigonometric functions then factor out, leaving
iX =

M12  
i
2
 12

(A.23)
iX =

M

12  
i
2
 

12

:
This must be an incomplete solution because M12  
i
2 12 is not necessarily equal to
M
12   i
2 
12 (unless CP is conserved in the process). Consider if Equation A.18 were
260modied by multiplying  (t) by a complex factor n:
 (t)  n  exp

 

iM +
 
2

t

sinh[Xt]; (A.24)
then, Equation A.23 would be modied to be
iX =

M12  
i
2
 12

n (A.25)
iXn =

M

12  
i
2
 

12

:
If n = q=p (Equation A.9), then both equations are consistent:
iX =
s
M12  
i
2
 12

M
12  
i
2
 
12

: (A.26)
To express Equation A.26 in terms of observables requires nding a relationship
between o-diagonal terms M
12 and M12 , and  
12 and  12. We turn to a dierent
basis for the D0 and  D0 states to nd the relationship between o-diagonal terms
in the physical basis. Because the D0 and  D0 can mix, the avor state is not the
same as the observable. In the mass basis (which is the same as Equation A.6), the
eigenstates are
[DLi = p
h
D
0
E
+ q
h
 D0
E
[DHi = p
h
D
0
E
  q
h
 D0
E
:
261The mass matrix in this basis is
M
0 =
0
B
B
@
MH 0
0 ML
1
C
C
A:
The trace of M0 should be equal to that of M, so we can say that
MHML = M
2   jM12j
2 :
It is reasonable to dene M = (MH + ML)=2, so that the trace becomes
MHML = (MH + ML)
2 =4   jM12j
2 ;
which reduces to
jM12j
2 = (MH   ML)
2 =4
We can then dene M  MH   ML so that
jM12j
2 =
M
2
2
(A.27)
In a similar way,
j 12j
2 =
  
2
2
(A.28)
where we dene     H    L. These equations allow a relationship between o-
diagonal terms in the form of an observable.
262As a reminder, the equations for the argument of the hyperbolic functions are
given in Equation A.26, which can be written as
iX =

M12  
i
2
 12
 q
p
:
We need to have M12M
12 and  12 
12 to take advantage of Equations A.27 and A.28,
so we multiply each side of the equation by its complex conjugate:
jXj
2 =

jM12j
2 +
1
4
j 12j
2
 



q
p
 



2
: (A.29)
Substituting observables for o-diagonal matrix-elements into Equation A.29 yields
jXj
2 =
 M
2
2
+
1
4
 
2
2! 
 


q
p

 


2
: (A.30)
There is some ambiguity in the solution of Equation A.30; there are four solutions
Xa = (i)
a
M
2
+
i
2
 
2
 q
p
(A.31)
corresponding to a 2 f0;1;2;3g. We choose a = 1 or
X1 =
iM
2
 
1
2
 
2

:
The function  (t), despite occupying a parallel spot to (t) in the equations,
shouldn't have an identical functional form to (t), since they appear in the same
263equation. So,  (t) takes on the functional form of  (t)
 (t)  exp

 

iM +
 
2

t

cosh[Xt]
 (t)  n
0 exp

 

iM +
 
2

t

sinh[Xt];
with the algebra coming out the same except that n0 should be 1=n, or p=q.
The solutions to the time-dependent Schrodinger equation are then
h
D
0
phys (t)
E
= exp

 

iM +
 
2

t

cosh
iM
2
 
1
2
 
2

t
 h
D
0
E
+
p
q
exp

 

iM +
 
2

t

sinh
iM
2
 
1
2
 
2

t
 h
 D0
E
and
h
 D0
phys (t)
E
= exp

 

iM +
 
2

t

cosh
iM
2
 
1
2
 
2

t
 h
 D0
E
+
q
p
exp

 

iM +
 
2

t

sinh
iM
2
 
1
2
 
2

t
 h
D
0
E
:
The solutions can also be expressed as
h
D
0
phys (t)
E
= g+(t)
h
D
0
E
+
p
q
g (t)
h
 D0
E
(A.32)
h
 D0
phys (t)
E
= g+(t)
h
 D0
E
+
q
p
g (t)
h
D
0
E
; (A.33)
where
g+ (t)  exp

 

iM +
 
2

t

cosh

iM  
 
2
 t
2

(A.34)
g  (t)  exp

 

iM +
 
2

t

sinh

iM  
 
2
 t
2

; (A.35)
which match the literature [108] except that p and q are reversed. We note that the
literature use of p and q results in invalid solutions to Schrodinger's equation. We
264believe that the literature transposes p and q and that the wrong notation has been
accepted. This will not aect the TQCA analysis because we set p = q due to lack of
sensitivity to CP violation.
A.2 Deriving the Time-Independent Rate
The anti-symmetrized wave function for D0
phys  D0
phys created at rest is given by
1
p
2
nh
D
0
phys
  !
K;t
Eh
 D0
phys

 
  !
K;t
E
 
h
D
0
phys

 
  !
K;t
Eh
 D0
phys
  !
K;t
Eo
; (A.36)
as stated in Equation 1.22. The D meson with momentum
  !
K decays to nal state f1
at time t1 while the D meson with momentum    ! K decays to nal state f2 at time
t2 [108]. We can substitute into the wave function the time-dependent description of
D0
phys and  D0
phys from Equations A.32 and A.33. To nd the amplitude for the state
to evolve as described above, we introduce the matrix element for hf1;2 [Di where
state j is f1and k is f2:
A(j;t1;k;t2) =
1
p
2
"
g+ (t1)hj
h
D
0
E
+
p
q
g  (t1)hj
h
 D0
E
#
(A.37)

"
g+ (t2)hk
h
 D0
E
+
q
p
g  (t2)hk
h
D
0
E#
 
1
p
2
"
g+ (t2)hk
h
D
0
E
+
p
q
g  (t2)hk
h
 D0
E
#

"
g+ (t1)hj
h
 D0
E
+
q
p
g  (t1)hj
h
D
0
E
#
265We dene the decay amplitudes [38, 108] as follows to simplify notation
Af = hfj D
0
E
; (A.38)
 Af =
D
 f


  D0
E
;
 Af =
D
 f


 D
0
E
; and
   Af = hfj  D0
E
;
and substitute into Equation A.37:
A(j;t1;k;t2) =
1
p
2
"
g+ (t1)Aj +
p
q
g  (t1)  Aj
#

"
g+ (t2)  Ak +
q
p
g  (t2)Ak
#
 
1
p
2
"
g+ (t2)Ak +
p
q
g  (t2)  Ak
#

"
g+ (t1)  Aj +
q
p
g  (t1)Aj
#
:
We also dene f [108] as
f 
p
q

 Af
Af
(A.39)
and substitute into the decay amplitude
A(j;t1;k;t2) =
1
p
2
[g+ (t1)Aj + g  (t1)jAj] 
"
q
p
g+ (t2)kAk +
q
p
g  (t2)Ak
#
 
1
p
2
[g+ (t2)Ak + g  (t2)kAk] 
"
q
p
g+ (t1)jAj +
q
p
g  (t1)Aj
#
:
We do some algebra to combine terms, and for further simplication, dene a few
more variables
 =
q
p
(1   jk) (A.40)
266 =
q
p
(k   j) (A.41)
and the amplitude A(j;t1;k;t2) becomes
A(j;t1;k;t2) =
1
p
2
AjAk [g+ (t1)g  (t2)   g+ (t2)g  (t1)] (A.42)
+
1
p
2
AjAk [g+ (t1)g+ (t2)   g  (t1)g  (t2)]:
The amplitude now matches that given in Reference [108].
The rate for the D meson with momentum
  !
K decaying to nal state f1 at time t1
while the D meson with momentum  
  !
K decays to nal state f2 at time t2 is given
by
R = A(j;t1;k;t2)A
(j;t1;k;t2)
Using the denition for the amplitude A(j;t1;k;t2) in Equation A.42, the rate R is
R(j;t1;k;t2) = A  A = +jj
2 [g+ (t1)g  (t2)   g  (t1)g+ (t2)]

h
g

+ (t1)g

  (t2)   g

  (t1)g

+ (t2)
i
+
 [g+ (t1)g  (t2)   g  (t1)g+ (t2)]

h
g

+ (t1)g

+ (t2)   g

  (t1)g

  (t2)
i
+

h
g

+ (t1)g

  (t2)   g

  (t1)g

+ (t2)
i
[g+ (t1)g+ (t2)   g  (t1)g  (t2)]
+jj
2 [g+ (t1)g+ (t2)   g  (t1)g  (t2)]

h
g

+ (t1)g

+ (t2)   g

  (t1)g

  (t2)
i
;
267multiplied by an overall factor of 1
2

jAjj
2 jAkj
2
. For later substitutions, we dene
the following variables in accordance with the literature [108]:
y 
 
2 
(A.43)
x 
M
2 
(A.44)
t+  t2 + t1 (A.45)
t   t2   t1: (A.46)
After multiplying through, rearranging terms, and taking advantage of some hyper-
bolic trigonometric identities, the rate R becomes
R(j;t1;k;t2) =
1
4

jAjj
2 jAkj
2
e
  t+  f
+cosh( yt ) 
h
jj
2 + jj
2i
 cos( xt ) 
h
jj
2   jj
2i
+isin( xt )  [
   
]
 sinh( yt )  [
 + 
]g:
Since  and  are complex numbers, they can be written as the sum of complex parts
 = R + iI
 = R + iI;
and the complex conjugate is dened as

 = R   iI
268
 = R   iI:
Then, the rate R(j;t1;k;t2) becomes
R(j;t1;k;t2) =
1
4

jAjj
2 jAkj
2
e
  t+  (A.47)
[

jj
2 + jj
2
cosh( yt )   2Re(
)sinh( yt )
 

jj
2   jj
2
cos( xt ) + 2Im(
)sin( xt )]
This expression for the rate is consistent with the literature [108].
To nd the time-dependent decay rate R(j;t1;k;t2), we begin with a reminder
that t+ = t1+t2 and t  = t2+Ct1, which is t  = t2 t1 at the  (3770). The complete
integral of R(j;t1;k;t2) over t2 2 [0;1) is:
R(j;t1;k) =
1
4

jAjj
2 jAkj
2
e
  t1 1
 

f
1
1   y2[

jj
2 + jj
2   2yRe(  )

cosh( yt1)
+

2Re(  )   y

jj
2 + jj
2
sinh( yt1)]
+
1
1 + x2[

2xIm(  )   jj
2 + jj
2
cos( xt1)
 

x

jj
2   jj
2
+ 2Im(  )

sin( xt1)]g:
The complete integratal of R(j;t1;k) over t1 2 [0;1) is:
R(j;k) =
1
4

jAjj
2 jAkj
2 1
 2
"
1
(1   y2)

jj
2 + jj
2
 
1
(1 + x2)

jj
2   jj
2#
; (A.48)
which is consistent with the literature in the case of C =  1 [108], as at the  (3770).
269A.3 Deriving the Decay Rate for Various Double-
Tag States
We begin with the time-independent rate for D0  D0 ! j;k in a C =  1 state, as at
the  (3770) in Equation A.48, with a reminder of variable denitions from Equations
A.40 and A.41
jj
2 =
 



q
p
(1   jk)
 



2
jj
2 =





q
p
(k   j)





2
;
as well as the denition of  from Equation A.39
f 
p
q

 Af
Af
;
so that jj
2 and jj
2 become
jj
2 =

 


q
p
 
p
q

 Aj
Aj
 Ak
Ak

 


2
jj
2 =
 



 Ak
Ak
 
 Aj
Aj
 



2
Substituting jj
2 and jj
2 back into the rate R(j;k),
R(j;k) =
1
4 2f
 
  AkAj    AjAk
 

2

"
1
(1   y2)
+
1
(1 + x2)
#
+
 



q
p
AjAk  
p
q
 Aj  Ak
 



2

"
1
(1   y2)
 
1
(1 + x2)
#
g:
270A reminder that
Af  hfj D
0
E
 Af  hfj  D0
E
:
Substituting for Af and  Af,
R(j;k) =
1
4 2f


hkj  D0
E
hjj D
0
E
  hjj  D0
E
hkj D
0
E


2

"
1
(1   y2)
+
1
(1 + x2)
#
+



 
q
p
hjj D
0
E
hkj D
0
E
 
p
q
hjj  D0
E
hkj  D0
E



 
2

"
1
(1   y2)
 
1
(1 + x2)
#
g:
This is rewritten as
 (j;k) =
1
2 2

QM


A
( ) (j;k)



2
+ RM


B
( ) (j;k)



2
; (A.49)
with variables dened as
A
( ) (j;k)  hkj  D0
E
hjj D
0
E
  hjj  D0
E
hkj D
0
E
; (A.50)
B
( ) (j;k) 
q
p
hjj D
0
E
hkj D
0
E
 
p
q
hjj  D0
E
hkj  D0
E
; (A.51)
QM 
1
2
"
1
(1   y2)
+
1
(1 + x2)
#
; and (A.52)
RM 
1
2
"
1
(1   y2)
 
1
(1 + x2)
#
: (A.53)
 (j;k) and the variable denitions correspond to Equations 1.23 and 1.25, and is
proportional to the formulation in Reference [38] (with the interchange of p and q).
The ratio q=p will equal 1 in the absence of CP violation. With small CP violation,
271q=p will deviate slightly from unity [38]; the only term with q=p is B( ) (j;k), which is
proportional to x2+y2, which is already small. Therefore, we will consider q=p = 1 for
rates to rst order in x2 and y2 and assume CP is conserved in decay amplitudes. We
will also only keep terms to second order in r2, x, and y because of the approximations
made in QM and RM.
The decay rate of D0  D0 ! j;k can be calculated for classes of j;k using Equation
A.49. For a avored state f, the amplitudes and phase conventions are expressed in
Equation A.38 and repeated here:
Af = hfj D
0
E
 Af =
D
 f
 
  D0
E
 Af =
D
 f
 
 D
0
E
   Af = hfj  D0
E
:
We can relate Af and  Af in the following way:
hfj  D0
E
=hfj D
0
E
=    Af=Af   rfe
 if = rfe
 i(f+) (A.54)
likewise,
D
 f


 D
0
E
=
D
 f


  D0
E
=    Af=Af   rfe
 if = rfe
 i(f+)
and
 f  arg

hfj  D0
E
=hfj D
0
E
= strong + weak +  (A.55)
272Since weak in the charm sector is 0 or , the phase of hfj  D0
E
=hfj D0i is the strong
phase (strong). For convenience, we also dene new variables related to the phase f:
zf  2cos(f) (A.56)
wf  2sin(f) (A.57)
So, if the D0  D0 state decays to f;  f then the rate is
 

f;  f

= A
4
f

1   r
2
fz
2
f + 2r
2
f + r
4
f  
1
2

x
2   y
2

(A.58)
Or, if the D0  D0 state decays to f;f (or  f;  f) then the rate is
 (f;f) = A
4
fRM

1   r
2
fz
2
f + 2r
2
f + r
4
f

(A.59)
A CP eigenstate S has CP eigenvalue  = 1. According to the phase convention
chosen,
AS  hSj D
0
E
=    hSj  D0
E
(A.60)
When paired with a avor state, the rate is
 (f;S) = A
2
SA
2
f

1 + rfzf + r
2
f   y
2

(A.61)
When paired with an opposite-CP eigenstate tag, the rate is
 (S;S ) = 4A
4
S (A.62)
273When paired with a same-CP eigenstate tag, the rate is
 (S;S ) = QM j ASAS + ASASj
2
+RM jASAS   ASASj
2
 (S;S ) = 0 (A.63)
A semileptonic decay tags the avor state of its parent. According to the phase
convention chosen,
A` 
D
`
+


 D
0
E
=  
D
`
 


  D0
E
(A.64)
and is otherwise 0. When paired with a right-sign avor state, the rate is
 

f;`
 

= A
2
fA
2
`

1  
1
2

x
2   y
2

(A.65)
When paired with a wrong-sign avor state, the rate is
 

f;`
+

= A
2
fA
2
`

r
2
f +
1
2

x
2 + y
2

(A.66)
When paired with an opposite sign semileptonic decay, the rate is
 

`
 ;`
+

=
"
1  
x2   y2
2
#
jA`A`j
2 (A.67)
When paired with a same sign semileptonic decay, the rate is
 

`
;`


= RM jA`A`j
2 (A.68)
274When paired with a CP eigenstate tag, the rate is
 

`
+;S

= A
2
SA
2
`

1 + y
2

(A.69)
A.4 Deriving the Decay Rate for Single-Tag rates
The uncorrelated decay rate for D0 is
 D0 =    D0 =
X
k


hkj D
0
E


2
+



D
 k


 D
0
E


2
=
X
k
A
2
k

1 + r
2
k

; (A.70)
which covers decays of D0 to all nal states. However, rk is not the same for every
mode k. The parameter rk (and k) is determined for every type of decay (avored,
semileptonic, or CP eigenstate) using equations A.54 and A.55:


hkj  D0
E
=hkj D
0
E

 = rk
arg

hfj  D0
E
=hfj D
0
E
= k
For avored states, the ratio rf =  Af=Af and the phase f vary by mode. For
semileptonic states,  ASL is zero, so rSL = 0 and SL isn't dened. For CP+ and
CP  eigenstates, the amplitude has the same magnitude from D0 as from  D0, so
rS+ = rS  = 1. However, there is a factor of  1 between CP+ (but not CP )
amplitudes from D0 and  D0, so S+ =  and S  = 0. These are summarized in
Table A.1.
The values of rk and zk can be combined into an expression for y, which is dened
275k rk k zk
f rf f zf
`+ 0 - -
S+ 1  -2
S  1 0 +2
Table A.1: Values of rk and k for dierent nal states
in Equation A.43 as
y 
 
2 
;
where   =  2    1 in the mass basis. In the limit of CP conservation, [D1i and
[D2i are expressed as
[D1i =
1
p
2
h
D
0
E
+
1
p
2
h
 D0
E
(A.71)
[D2i =
1
p
2
h
D
0
E
 
1
p
2
h
 D0
E
: (A.72)
Therefore, we can express y as the dierence of decay rates for [D1i and [D2i:
y =
1
2 
 
X
k
jhk [D2ij
2  
X
k
jhk [D1ij
2
!
: (A.73)
We divide the set of states k into avored, semileptonic, and CP eigenstates. The
rate for [D1i to CP+ states is 0 and the same is true for [D2i and CP  states. CP
eigenstates are represented as both S and  S, since they are self-conjugate. There is
no interference in semileptonic decays between decays from D0 and  D0, so the width
for [D1i and [D2i to X+`   ` and X `+` is the same (no net contribution to y). The
width dierence for avored modes depends on both rf and f. Expressed as a sum
276over states for D0 and  D0, y can be written as
2 y = +
X
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1
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2
hS+
h
D
0
E
 
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2
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E
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E
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X
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p
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E
 



2
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X
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p
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D
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E
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D
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E
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D
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E
+
1
p
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p
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E
+
1
p
2
D
 f
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 D0
E


 

2
:
The matrix elements are dened in Equations A.38 and A.60. Using those denitions
for substitution, y is written as
2 y = +2
X
S+


 

1
p
2
AS+ +
1
p
2
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2
+
X
f


 

1
p
2
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1
p
2
Afrfe
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2
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X
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Afrfe
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p
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  2
X
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1
p
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X
f
 



1
p
2
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1
p
2
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X
f
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p
2
Afrfe
 if  
1
p
2
Af
 



2
;
which can be condensed to
2 y = +4
X
S+
A
2
S+   4
X
S 
A
2
S    2
X
f
A
2
frfzf:
Using the values for rS and zS from Table A.1, and adding semileptonic modes \for
277free" (rSL = 0), y becomes
 y =  
X
k
A
2
krkzk: (A.74)
The correlated decay rate for the single-tag j is the summation over all k of  (j;k).
For a avored mode f, the decay rate comes from Equation A.49:
 (f;X) =
X
k

QM


A
( ) (f;k)



2
+ RM


B
( ) (f;k)



2
+ QM


A
( )

f;  k



2
+ RM


B
( )

f; k



2
The form of A and B is worked out to be


A
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2
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;
and


B
( )

f;  k



2
=


A
( ) (f;k)



2
:
Making these substitutions, the correlated decay rate for a avored single-tag is
278 (f;X) =

1 + y
2

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2
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X
k
A
2
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
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2
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
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k
A
2
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
r
2
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2
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2
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Use Equations A.70 and A.74,  (f;X) becomes
 (f;X)  A
2
f
h
1 + r
2
f + rfzfy
i
 D0 (A.75)
to rst order in y. Generalizing this equation using Table A.1 gives the single-tag
rate for each decay type:
 (f;X) = A
2
f
h
1 + r
2
f + rfzfy
i
 D0;
 (`;X) = A
2
` D0;
 (S+;X) = A
2
S+ [2   2y] D0; and
 (S ;X) = A
2
S  [2 + 2y] D0:
The summary of all single-tag and double-tag rates is given in Tables A.2 and A.3.
These tables are equivalent to Tables 1.5, 1.6, and 1.7.
279f  f
f A4
fRM

1   r2
fz2
f + 2r2
f + r4
f

 f A4
f

1   r2
fz2
f + 2r2
f + r4
f

A4
fRM

1   r2
fz2
f + 2r2
f + r4
f
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`+ A2
fA2
`r2
f A2
fA2
`
`  A2
fA2
` A2
fA2
`r2
f
S+ AfAS+ [1 + rf(rf + zf)] AfAS+ [1 + rf(rf + zf)]
S  AfAS+ [1 + rf(rf   zf)] AfAS+ [1 + rf(rf   zf)]
X A2
f
h
1 + r2
f + rfzfy
i
A2
f
h
1 + r2
f + rfzfy
i
Table A.2: D0    D0 decay rates for at least one avored mode, normalized by  2
D0,
to leading order in x and y.
`+ `  S+ S 
`+ A4
`RM
`  A4
` A4
`RM
S+ A2
S+A2
` A2
S+A2
` 0
S  A2
S A2
` A2
S A2
` 4A4
S 0
X A2
` A2
` 2A2
S+ [1   y] 2A2
S+ [1 + y]
Table A.3: D0    D0 decay rates for at least one avored mode, normalized by  2
D0,
to leading order in x and y.
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