The parallel processing of visual information was studied with penetrating microelectrode arrays. We studied the high-resolution visuotopic organization of cat primary visual cortex, and the encoding of simple visual stimuli by ensembles of ganglion cells in the isolated turtle retina. The high-resolution visuotopic organization of visual cortex is non-conformal. Regions of visual cortex separated by 400 m may have receptive field centers that are separated by as much as 3°, or they may superimpose. Ganglion cells are 'generalists', and are poor specifiers of the color of full field visual stimuli. Groups of 'luminosity' type ganglion cells can assist in the specification of stimulus color, but even individual 'chromatic' ganglion cells are not capable of quality color specification. These basic studies have relevance to the development of visual neuroprostheses based upon electrical stimulation of the retina and cortex.
Introduction
It is a cliché to point out that sensory and motor information encoding and processing in the nervous system is a highly parallel process. This parallelism is present at all levels of the visual system, and is appreciated readily when one considers either the vertebrate retina or the visual cortex. Spatial, color, intensity and temporal patterns of retinal illumination are transformed into a neural image by the 130 million rods and cones of the human retina (Osterberg, 1935) . The photoreceptors pass this information on to the higher visual centers via the radial pathways composed of the bipolar cells and ganglion cells. These radial pathways are subdivided further into the high spatial resolution foveal, or midget, pathway and the more integrative pathways that make up the parafoveal and peripheral regions of the retina. As the visual signal passes along these pathways, the tangential retinal pathways composed of horizontal and amacrine cells mediate spatial, chromatic and temporal filtering. This parallel stream of visual information leaves each retina via 1.2 million optic nerve fibers (Quigley & Addicks, et al., 1982) and enters the lateral geniculate nucleus where large numbers of feedback signals from higher visual centers converge upon the visual information stream. This stream then reaches primary visual cortex where it is elaborated into many parallel representations such as those for ocular dominance, spatial frequency, orientation and color (Hubel & Wiesel, 1962) .
Because of the parallel nature of the information that the retina sends to the higher visual centers, and because of the large variability in responses to repeated, constant stimuli (Levine & Zimmerman, et al., 1988) , the mechanisms by which this information is encoded and processed cannot be studied efficiently using conventional single-cell recording approaches. Many new technologies have been developed that are enabling the study of this parallel information processing in the nervous system. Two broad approaches are being ap-plied to the vertebrate visual system, optical techniques based on intrinsic and dye enhanced imaging, and single-and multiunit recordings using high electrode count microelectrode arrays. The optical techniques pioneered by Grinvald (Grinvald & Lieke, et al., 1986) and Blasdel (Blasdel & Salama, 1986) have undergone constant improvement and now permit measurements of the integrated activities of small neuronal ensembles. The technique has recently been applied to behaving animals (Shoham & Glaser, et al., 1999) . However, these optical approaches sense generally the surface activity of the cerebral cortex, and have yet to allow neuroscientists to observe the activity of individual neurons with the millisecond time resolution required to study temporal dependencies in individual trains of action potentials from groups of neurons. Further, the spatial resolution of these optical techniques also generally limits studies to localized regions of superficial cortical activity. In order to obtain high-resolution neural imaging of spatial and temporal patterns of activity, one must turn to single unit recording techniques made possible by arrays of microelectrodes.
Significant progress in microelectrode array technologies has been made since the early work of Kruger (Kruger & Aiple, 1988) and later work of Pare (Pare & Llinas, 1994) and Singer (Singer, 1993) . Recent work by Meister (Meister & Pine, et al., 1994) has demonstrated the utility of planar arrays of microelectrodes in studying synchrony (Wong & Meister, et al., 1993) and visual encoding (Meister, 1996) in the retina. The silicon based arrays of penetrating microelectrodes developed by Wise and his colleagues (Wise & Najafi, 1991) have been used profitably in source-sink analysis of the hippocampus (Bragin & Csicsvari, et al., 1997) . Simple forms of microelectrode arrays have also been built from individual microwires inserted into the cortex (Nicolelis & Lin, et al., 1993) . A great deal of work has recently been devoted to the development of 'stereotrodes' and 'tetrodes' (Gray & Maldonado, et al., 1995) . The tips of these arrays of microelectrodes are very closely spaced and allow multiple, simultaneous recordings of action potentials from individual cells. This permits more accurate isolation and identification of the individual cells, from which the recordings originate. Many of these microelectrode arrays have been used in chronic applications in behaving animals (Chapin & Moxon, et al., 1999) .
We have also developed an array of microelectrodes, the Utah Electrode Array (UEA), that allows for highresolution spatio-temporal imaging of the activity of neural ensembles at a variety of sites in the nervous system (Campbell & Jones, et al., 1991; Jones & Campbell, et al., 1992) . The UEA contains 100, 1.5-mm-long electrodes that have been designed to be implanted into cerebral cortex. These electrodes mediate the simultaneous recording of single-and multi-unit responses from large numbers of neurons. This same electrode architecture has been used in the vertebrate retina to record photoresponses from large numbers of ganglion cells.
The neural mechanisms that underly the spatio-temporal-chromatic parallel signal processing occurring in the retina and primary visual cortex are not fully understood. Each peripheral retinal ganglion cell is a generalist that informs the higher visual centers something about the color, intensity, temporal features and movement in and around its receptive field. These ganglion cells are driven by signals that originate in the cone photoreceptors. Cone photoreceptors have broad and highly overlapping spectral sensitivity curves and they encode light intensity with a sigmoidal shaped intensity-response curve. These cellular features complicate significantly the problem of encoding color and intensity by ganglion cells because while the stimulus intensity and color that strike the retina are independent input variables, the mechanisms of phototransduction convert these into dependent variables, as the intensity of a monochromatic stimulus is changed, the differential excitation of the three classes of cone photoreceptors changes, which changes the perceived hue and saturation of the stimulus. Understanding how groups of retinal ganglion cells encode a broad range of colors of differing intensities is, therefore, a challenging and unresolved question.
Another complicating factor in decoding the firing pattern of an ensemble of ganglion cells is the variability of ganglion cell responses. Individual ganglion cell responses to repetitive presentations of certain stimuli have been shown to be quite variable (or 'noisy') (Levine & Zimmerman, et al., 1988) , while responses to other forms of stimuli are less noisy (Meister, 1996) . The variability of responses to repeated presentations of a constant stimulus can be greater than the change in the response due to subtle changes in the stimulus features. The contextual encoding of space, time, intensity and color by ensembles of ganglion cells must mitigate the effects of noise and response variability observed in individual ganglion cells.
The representation of spatial information in the visual cortex has been shown to obey a roughly conformal visuotopic mapping (Tusa & Palmer, et al., 1978; Dow & Vautin, et al., 1985) . However, the cortical mapping experiments, upon which this conclusion has been drawn, were based upon low-resolution mapping techniques. Low-resolution mapping was mandated by the problems of eye drift that is compounded by the sequential nature of single-electrode mapping of receptive fields. The use of high-electrode-count microelectrode arrays enables the simultaneous recordings from many cortical single-units, and the simultaneous mapping of receptive fields from these single-units (in the time required normally to map a single receptive field).
Thus, the use of microelectrode arrays permits a highresolution view of the visuotopic organization of primary visual cortex.
As an example of how arrays of microelectrodes can be used to study neural imaging of ensembles of neurons, we report in this paper how the responses of groups of turtle retinal ganglion cells respond to simple visual stimuli. We have also used the Utah Electrode Array to study the high-resolution visuotopic organization of primary visual cortex of the cat. The paper demonstrates the utility of this functional visualization approach in elucidating basic neuroscience issues. Further, the examples chosen have direct application to the emerging field of visual neuroprosthetics. Significant research activity is, at present, being directed at the development of retinal and cortically based vision neuroprosthetic systems for the limited restoration of a visual sense in those with profound blindness (Normann, 1995) . Studying the parallel processing of spatial, chromatic, temporal, and intensity information by the retina and higher visual centers should facilitate the development of these new therapeutic approaches to profound blindness.
Methods
Experiments were conducted in the isolated, perfused turtle retina preparation, and in area 17 of the anesthetized cat. All experimental procedures were approved by the University of Utah Institutional Animal Care and Use Committee and conducted following guidelines laid down by the NIH in the US regarding the care and use of animals for experimental procedures. We describe below the methods used in each preparation.
Cat cortical preparation
The acute cat preparation has been described previously (Maynard, Fernandez, & Normann, 2000) and is summarized below. The animals were induced under ketamine, intubated, and maintained with halothane (2% during surgery, and around 0.8-1% during recording). The scalp was reflected and an approximately 1 cm 2 cortical access obtained with a rotary burring tool. The dura was reflected and the array implanted using a high velocity implantation technique (Rousche & Normann, 1992) . Array implantation into area 17 was based on cortical landmarks provided elsewhere (Tusa & Palmer, et al., 1978) . The depth of implantation was established with a mechanical stop on the high-velocity inserter and validated histologically. After stable anesthesia was maintained for 3-4 h, pancuronium bromide paralytic was administered in periodic IV bolus injections (0.2 mg once an hour) to eliminate eye drift.
Retinal coordinates were obtained using back projection onto a tangent screen. Optical corrections were provided with external lenses.
Turtle retina preparation
The isolated superfused turtle retina preparation has also been described elsewhere (Normann & Perlman, et al., 1986) . Turtles were decapitated and the eyes enucleated. Isolated turtle retinas were mounted ganglion side up on a glass slide and perfused with a physiological medium (110 mM NaCl, 2.6 mM KCl, 2 mM CaCl 2 , 2 mM MgCl 2 , 10 mM D-glucose, made up in a 22 mM bicarbonate buffer to pH 7.4). Superfusate was oxygenated and delivered at 0.6 ml/min. The retina was illuminated periodically with full field white stimuli and the array was lowered into the retina until a significant number of electrodes were able to record light evoked single-and multi-unit responses.
Stimulation

Cats
Back projection of retinal vasculature onto a tangent screen was accomplished periodically throughout the experiment to monitor the extent of gross eye drift. A video monitor was positioned in front of the cat for monocular viewing. Stimulation consisted of a checkerboard pattern where the intensity of each check was randomly set to one of two intensities, 'DIM' or 'BRIGHT'. For the 'DIM' intensity, the red, green, and blue channels of the monitor were driven at 25% of the maximum available from the computer's video card. For the 'BRIGHT' intensity, the red, green, and blue channels of the monitor were driven at 75% of their maxima. The selection of intensity was controlled by a linear congruential pseudorandom number generator (Percus & Whitlock, 1995) . If the pseudorandom number generated was in the lower quarter of the range of pseudorandom numbers, the intensity was set to 'BRIGHT'. This resulted in only 25% of the checks being illuminated at any time. Empirically, we found this sparse representation of 'BRIGHT' checks resulted in more reliable responses by cat cortical neurons. A new checkerboard pattern was displayed every 40 ms, synchronized to the refresh rate of the monitor (100 Hz). Each check subtended 1.0°of visual angle on a side, a size found empirically to drive cat cortical neurons well. To improve the spatial resolution of the receptive field maps, the entire checkerboard was translated randomly by multiples of 0.125°steps in both the vertical and horizontal directions. Each data set consisted of 45,000 stimulus trials preceded by 5 min without any stimulus.
Turtles
Simultaneous single-and multi-unit photoresponses were recorded from all 100 electrodes in response to uniformly illuminated light spots with a range of different intensities and colors. These stimuli were produced using either a tungsten lamp, neutral density filters, and chromatic interference filters or a 17-inch computer monitor (Hitachi model 620) that was focused into a 6×6-mm image on the isolated retina. The monitor used a refresh rate of 100 Hz and stimulus updates were performed between vertical refreshes. The stimuli in this second class consisted of 200 ms full-field, uniformly illuminated flashes followed by a 300-ms 'OFF' period. The 'ON' stimuli were selected randomly from a discrete set of eight 100% contrast binary combinations of the red, green, and blue channels of the monitor ('ON' intensities of 1.4, 2.0, and 1.5 mW/m 2 respectively). These simple intensity and color variations were selected as likely to be discriminable by the pentachromatic visual system of the turtle and appeared to humans as black (no stimulus), red, green, blue, cyan, magenta, yellow, and white. Each data set consisted of 10,000 stimulus trials following a 4000 trial recording stabilization period.
Electrode array and electronics
Simultaneous single-and multi-unit recordings were made with a 100-microelectrode square array with 400-m electrode spacing (Bionic Technologies, Inc., Salt Lake City, UT, USA). The details of these arrays are described elsewhere (Jones & Campbell, et al., 1992 ), but are briefly described here. The arrays were manufactured from doped silicon to provide a conducting path from the metalized electrode tip to the lead wire connected on the backside of each electrode. Each electrode was isolated electrically from its neighboring electrodes by a glass moat that surrounded the base of each electrode. The electrodes were 1.5 mm in length, and tapered from 80 m diameter at their base to a sharpened tip (radius of curvature of about 2-3 m). The tips of the electrodes were coated with platinum and the remaining regions of the array were insulated with silicon nitride or polyimide. Electrode impedances, measured with 100 nA currents at 1 kHz were typically 100-300 kV. Each electrode was connected to one channel of a 100-channel amplifier with a 0.001 in. diameter insulated wire soldered onto a platinum bond pad deposited on the back surface of the array. The signals were amplified with a 100-channel amplifier (gain= 5000; 250-7500 Hz bandpass) and a 100-channel data acquisition system that captured, time-stamped and saved spike waveforms (Guillory & Normann, 1999 ).
Signal processing
Signal processing consisted of off-line separation and classification of action potentials on each functional electrode. Single unit classification was accomplished with an unsupervised statistical classification method called mixture modeling (Lewicki, 1998; Jain & Duin, et al., 2000) . Retinal ganglion cell ensemble responses were analyzed by constructing various models for stimulus encoding by ganglion cell ensembles, and using these models to estimate the color of the stimulus that evoked each set of simultaneously recorded responses.
Results
Visuotopic organization of cat area 17
The visuotopic organization of layer 4 in cat area 17 was studied using simultaneous recordings of responses to spatially and temporally modulated 'checkerboard' stimuli. The identity of the recording sites was determined from maps described elsewhere (Tusa & Palmer, et al., 1978) and the depth of the recordings was determined from histological studies of fixed tissues. Because of the curvature of the gyrus, all electrodes were not inserted into layer 4. The electrodes on the edges of the array closest to sulci were implanted in more superficial layers. Before describing this organization, we will describe briefly the nature of the cortical responses we record with the Utah Electrode Array.
Nature of the responses
The electrode array was able to record from a variety of cortical cell types. Phasic responses with 'ON', 'OFF', and 'ON/OFF' components to pulsed stimuli were typically observed. Examples of well-isolated single-unit and more typical multi-unit responses to periodic random checkerboard stimuli are indicated in Fig.  1 . On approximately 25% of the electrodes, well isolated, easily classifiable single-unit responses could be recorded that were characterized based upon their receptive field properties as being 'simple' in nature (Hubel & Wiesel, 1962) . On about another 20-30% of the electrodes, multi-unit responses could be recorded, and from these, a few electrodes had potentially isolatable, single-units. The remaining electrodes had either no light evoked responses, or only field potentials from distal units. These recording statistics were quite variable, and were dependent on the quality of the surgical technique used in the electrode implantation. In our best preparations, we were able to record light evoked responses from as many as 60% of the electrodes, while in our worst preparations, we were able to record responses from only a few electrodes. In the experiments described herein, we report cortical organization based upon receptive field measurements from a total of 23 identified single-units in one of our better experiments, but the conclusions have been substantiated in six other experiments.
Recepti6e field mapping with the Utah electrode array
We used 'spike triggered averaging' (Watt & Stauffer, et al., 1976) of the stimulus pattern to reconstruct the receptive fields of the units from which we were recording. An example of the receptive field of a well-isolated single unit is shown in Fig. 2 where darkness in the region (indicated by blue) and/or lightness in the region (indicated by red) was more likely to initiate a spike in the cell. We first observed the blue 'dark ON excitatory' region 100 ms prior to the action potential. At 80 ms prior to the spike, we see the beginning of the red 'light ON excitatory' region. These two flanking regions spanned a time interval from about 100 ms to 20 ms prior to the spike.
To evaluate the significance of the spike triggered average, one can perform a 'T' test for each possible location of a check in visual space. The result is a matrix of T scores, each of which represents the possibility of observing the spike triggered average under the null hypothesis that there is no relationship between the visual stimulus and the spike. The T scores have units of numbers of standard deviations from a normalized T distribution with a large number of degrees of freedom. Fig. 2 . Receptive field organization revealed by spike-triggered backward averaging of the visual stimulus. Light stimuli delivered 120 ms prior to a spike have no effect on likelihood of evoking a spike. However, over the interval from 100 to 20 ms, darkness (blue region) or light stimuli (red region) at certain loci increase the likelihood of evoking action potentials.
This normalization has been performed on the data given in Fig. 2 and, hence, the color intensity shown represents the T score in the figure. The most intense red region has a magnitude of 28 standard deviations and the most intense blue has a magnitude of 26 standard deviations. The surrounding regions, shown in grey, have a magnitude less than five standard deviations. Given the large number of possible positions of the check in visual space, one can postulate that a magnitude exceeding 4.3 standard deviations indicated the check was illuminated at a greater than chance probability (one in 40,000).
In order to generate reliable receptive field maps like that shown in Fig. 2 , we must acquire data for at least ten minutes and typically, 30 minutes. With single electrode studies, this data acquisition time greatly limits the number of receptive field measurements that can be made during the course of an experiment, and for each measurement, requires stationarity of responses and a fixed gaze of the animal. However, with the use of a microelectrode array like the Utah Electrode Array, we are able to make measurements on units that may be present on all 100 electrodes in the time that it takes to make the measurement with a single electrode. Further, because these measurements are made simultaneously, uncertainties in eye position are greatly minimized when using this microelectrode approach.
An example of three receptive fields that were simultaneously recorded from the cortex is shown in Fig. 3 . Here, we represent only the light ON excitatory phase of the three receptive fields in a contour plot. The positions of the receptive fields in visual space (azimuth and elevation) are shown as the horizontal and vertical axes, respectively, and the third dimension (contour lines) represents the magnitude of the responses. We Fig. 1 . Cortical visually evoked responses typically recorded with the Utah Electrode Array fall into three categories each characterized with differing signal-to-noise ratios (SNR's), well isolated single-units (top trace), multi-units with occasional single-units (middle trace); and field potentials from distal units (lower trace). Responses were evoked with a 2-s period of random checkerboard stimulation separated by 3 s of darkness (lower trace). Raster plots were generated from multi-unit recordings using the responses as templates for the single-unit isolation.
have only shown three units in this figure for clarity. When comparing many superimposed receptive fields, even this two-dimensional representation becomes confusing. We have therefore simplified the receptive field locations even further by collapsing the field down to a single point, the center of the receptive field (the region where stimulation has the highest probability of evoking a spike), shown as the squares in these figures.
We have summarized our findings on the visuotopic organization of cat area 17 in Fig. 4. Fig. 4A shows the location of the centers of all recorded receptive fields in spatial coordinates of the receptive fields, and the inset shows the numbering scheme used to define each electrode in the array. Although one can see a suggestion of a visuotopic organization by comparing the positions of the receptive fields for adjacent electrodes, it is clear from this figure that the receptive fields do not form a rectangular grid as would be expected if perfectly conformal visuotopy maintained.
In order to assay the average visuotopic organization, we have performed a least means square fit of our electrode array to the receptive fields as follows. We perform a coordinate transformation on the electrodes in the array by translating, scaling, and rotating the 10× 10 grid into a rectangular visual space representation. We then construct a series of vectors that connect each receptive field center to the transformed coordinates of the electrodes used to record the receptive fields. The fit adjusts the magnitude of the translation, scaling and rotation to minimize the mean vector length. The resulting linear transformation provides the best fit of the locations of the recording electrodes to the receptive field map. The receptive field centers, transformed electrode array locations, and the vectors that connect each electrode to its appropriate receptive field are shown in Fig. 4B . In this figure, a perfectly conformal map would have zero mean vector length because each electrode recording site would overlie its respective receptive field. This clearly is not the case. Some pairs of neighboring electrodes have receptive fields that virtually overlap each other, while other pairs of neighboring electrodes have receptive fields separated by up to 3.3°of visual angle. We have conducted an analysis of the errors we expect in our measurements of this visuotopic organization, and found that our measurement precision is 0.1°of visual angle. The 0.5°mean vector length, therefore, reflects a real and significant non-conformality in the visuotopic organization of cat visual cortex. We have made similar measurements in four additional cat experiments, and similar results were obtained.
The non-conformal visuotopic organization illustrated in Fig. 4B did not show significant bias for any particular direction of shift. In the inset in Fig. 4B we have superimposed all recording electrodes onto a central point and redrew each receptive field vector from this point. Significant horizontal or vertical biases would be manifest as clusters in this plot. Such clustering is not apparent.
It is clear from this study that local cortical magnification factors based upon two receptive field centers and two cortical recording loci have little meaning. However, a global magnification factor can be inferred from the best-fit, coordinate transformed data. From the map of Fig. 4b , we find that the global magnification of this region of visual cortex is 2.2 mm 2 of cortical surface per square degree of visual angle. Similar values have been reported by Tusa (Tusa & Palmer, et al., 1978) , also for cat area 17.
Response to mo6ing bars
The non-conformal mapping of visual cortex implies that simple spatial patterns of retinal illumination will not produce simple spatial patterns of cortical excitation. To investigate this implication, we have used the visuotopic map of Fig. 4 to predict the pattern of neural activity that would be evoked by a white horizontal bar that was moved in an upward direction across the visual area addressed by the neurons recorded by the electrode array. A linear prediction was tested by measuring the average ensemble responses to such a moving bar. The bar was moved at 8°per s, and was 2°in width. The prediction was based upon the Fig. 3 . Three receptive fields, mapped with spike-triggered backward averaging in simultaneously recorded single-units with the UEA. For each of the three receptive fields, the data shown represents the maximal peak response in the spike-triggered average for all averages calculated between 25 and 100 ms before each spike. Hence, the three peaks do not represent the same latency between change in a stimulus and the occurrence of a spike. The centers of the receptive fields (squares) indicate the regions where light stimuli have the highest probability of evoking an action potential in these units. The outermost contour line represents a magnitude of five standard deviations and the interior contour lines are shown at five standard deviation steps. assumption of temporal and spatial superposition. Because of the kinetics of the genesis of excitatory and inhibitory responses, and the possible existence of temporal dependencies in the firing patterns of neighboring electrodes, the assumption of linear superposition is expected to be naive. However, if the predicted and the measured firing patterns manifest a significant degree of correlation, it could indicate that these temporal effects were of secondary importance. The prediction of the firing pattern for various bar locations is shown in the left set of activity maps in Fig. 5 .
We tested this predication by recording the firing patterns from the neural ensemble as the bar was repeatedly passed through the receptive fields of the recorded units. The bar was moved through the receptive fields 16 times, and the activity patterns were averaged. The right set of activity patterns in Fig. 5 shows the average activity for corresponding positions of the bar as in the left set of patterns. Comparison of the predicted and measured patterns indicates that there was some correlation in the activity patterns, but that the predictions did not well agree with the measured patterns. This suggests that temporal features and dependencies between individual receptive fields must play a role in the genesis of the ensemble response to patterned stimulation. It is also clear that the activity patterns produced by simple visual stimuli are complex. In fact, it is difficult to discern the direction of bar movement from the firing patterns. These considerations have implications for the development of a visual prosthesis and suggest that simple patterned cortical stimulation will not necessarily evoke simple patterned percepts. Thus, some form of external remapping is likely to be required to transform signals recorded from a video camera into appropriate patterns of cortical stimulation.
Estimation of stimulus from responses of turtle retinal ganglion cells
Nature of the responses
The signal-to-noise ratios of ganglion cell recordings made in the isolated retina with the UEA are illustrated in the sample records shown in Fig. 6 . As in the cortex, we typically can record well-isolated single-units on about 20-30% of the electrodes.
The ganglion cells, like cortical neurons, also manifest considerable variability in their responses to repeated stimulation with a single stimulus. This can be seen in the raster plots from a well isolated single-unit shown in Fig. 7 using stimuli of varying intensity. This figure shows three sets of eight responses of a ganglion cell to 200-ms flashes of three different monochromatic intensities. The lowest set of rasters shows that the eight responses to the dimmest flashes all have a similar latency between the stimulus onset and the first spike, but manifest considerable variability in the phasic component of the response. The middle set of eight rasters is from the same ganglion cell, but to an intensity approximately three times brighter. The responses have Fig. 5 . Predicted and measured responses of cat area 17 cell ensemble to upwardly moving horizontal bar. The rightmost column shows the observed response on each electrode of the array to a moving bar, shown in the center column. The leftmost column represents the predicted pattern of activity on each electrode of the array based upon the receptive field organization illustrated in Fig. 4 and assuming linear superposition of the neural response. Pseudo colors represent firing rates with red indicating the maximal observed firing rate at the particular electrode location in the array. a shorter latency and are more phasic, but they still show considerable variability. When the intensity of the flashes is further increased by approximately a factor of ten (the top set of rasters in Fig. 7) , latency is further decreased and the raster plots become even more phasic. However, they still are quite variable. For all three intensities, the onset of the response is relatively time locked to the stimulus, with the time locking becoming sharper as the intensity is increased (Meister, 1996) . The bottom of this figure shows this same data set, but represented as three superimposed peristimulus time histograms (PSTH's). The variability in the responses is also evident in these plots as the graded onset and offset of the spiking at light onset and offset.
Stimulus estimation
The responses of ganglion cells encode all the perceived features of the stimuli that evoke these responses. We have created various simple models of forward coding by ganglion cells and we have evaluated these models by using the recorded responses to estimate which of the colored stimuli was the most likely cause of each set of ganglion cell responses. Another motivation for stimulus estimation is to try to identify als. Moreover, only well-isolated single-units were used in the following analyses, limiting the number of cells available to 18. To maximize the usage of the data, models were built from the entire 10,000 trial set and each trial was subtracted from the models as it was estimated. This effectively allowed each trial to be estimated using models built from all of the other trials in the data set.
Stationarity of responses
An individual cell's response to repeated stimulation with a constant stimulus can manifest considerable variability. However, the development of an encoding model based on evoked responses requires that the cell's responses over the entire course of the experiment be relatively stationary. For this reason, we first investigated the stationarity of the responses from each successful experiment. One feature of recording with an array of penetrating electrodes is its increased recording stability over single electrodes. This is a result of the large surface area of the penetrating electrodes that helps anchor the electrodes to the tissue. While not all experiments manifested stability over the course of an eight hour experiment, an example of one set of simultaneously recorded responses from 18 isolated singleunits to 10,000 full field colored stimuli is illustrated in the raster plots of Fig. 8A . In this figure, the 18 responses have been concatenated into a single raster, displayed across the abscissa. Each response is 500 ms long, and the spikes have been placed into 1-ms bins.
features in the response that are useful for stimulus decoding. Because of the variability associated with the spike patterns when the identical stimuli are applied, and the similarity of the responses to some sets of different stimuli, maximum likelihood methods were selected for statistical estimation of the stimulus features using simultaneously recorded neural responses. However, these methods require large data sets for model building with as much stationarity in the data sets as possible. Because of this, eight multi-color full field stimuli were used for the estimation tasks since it allowed automated collection of many stimulation tri- Fig. 7 . Raster plots of a single ganglion cell to three different intensities of 200 ms flashes of monochromatic light (bars under rasters). The top eight rasters were evoked by an intensity about ten times brighter than that which evoked the middle eight rasters. This intensity was about three times brighter than that used to evoked the bottom set of eight rasters. The numbers to the left of the rasters indicate the attenuation of the stimuli in log units. The plot at the bottom shows three superimposed PSTH's from the above data. Thus, there are 9000 bins displayed across the abscissa. The stationarity shown in this plot can be qualitatively assessed by the resemblance of the responses to vertical bands. The drift in stationarity over time can be somewhat quantified by subtracting the summed PSTH's from all cells across the first half of the data set from that created by summing spikes from all cells using the last half of the data set. The PSTH from the entire data set and the difference in PSTH's between the first and last halves is shown in Fig. 8B . Although the change in the PSTH's over time is not insignificant, the responses apparently were sufficiently stationary to implement the stimulus estimation tasks.
Statistical dependencies between cells
Stochastic models of neural function also require that statistical dependencies between cells be quantified. A joint PSTH analysis (Aertsen & Gerstein, et al., 1989) was applied to all pairs of cells in the data record to look for dependencies, especially projections from one cell to another and none were found in the data set presented here. Other researchers, however, using planar electrode arrays have demonstrated such interactions at closer spacings (Meister, 1996; Brivanlou & Warland, et al., 1998) . Due to the 400 mm spacing of the electrodes in the arrays used in these experiments, these findings were not surprising. We are presently developing electrodes and interconnection technologies with inter-electrode spacings between 100 and 200 mm to allow us to better investigate these temporal and spatial dependencies.
Models of color encoding by small ganglion cell ensembles
Our analysis of these ensemble responses was based on three simple models of color encoding by the ganglion cells. These three models will first be described and then their utility in estimating the color of the test stimuli will be presented.
Model I: classification of stimulus color based upon spike counting codes
The temporal 'jitter' seen in individual responses to repeated stimuli suggests that precise timing of the spikes in a response may not be a property that the retina uses to encode stimulus features. To explore this hypothesis, we have represented the responses as broad 'rate codes' where each cell's response is given as the total number of spikes evoked during a complete stimulation trial (500 ms duration). We have provided a probabilistic description of this possible coding scheme, where the probability that a given color stimulus evoked a given number of spikes is determined from the normalized relation,
Where n c,x is the number of trials where a particular colored stimulus, c, evoked x spikes, and N c is the total number of trials where this stimulus color was used. Estimation is then accomplished by using Bayes Rule to convert the response probabilities into the probability that a specific stimulus is present given an observed spike count for a cell, P(color/number of spikes) = P(color) *P(number of spikes/color) P(number of spikes)
Since the spikes of the different cells were determined to be statistically independent through a joint PSTH analysis, the stimulus probabilities from different cells can simply be multiplied to produce the total probabilities for all cells, P total (color/number of spikes) = 5
number of cells i = 1 P i (color/number of spikes) Fig. 9A shows an example of the probabilities of getting different spike counts for the different stimuli for a cell in the sample. In this and subsequent figures, the color of the traces indicates the color of the stimulus used in the estimation (black indicates no stimulus, and the dotted black trace indicates a white stimulus). This particular cell was clearly not very color-selective as the probabilities for evoking a given number of spikes was virtually independent of the color of the stimulus (with the exception of the black and the blue traces). Fig. 9B shows the corresponding probabilities for different stimuli being present given the observation of specific spike counts. Based on the above method, given the observed number of spikes in a trial, the most likely stimulus color is chosen as the estimate for each trial. From this figure, if a given stimulus evoked eight spikes in this cell's response, the most likely color of the stimulus would be yellow.
Model II: stimulus classification based upon gross temporal response features
Clearly, stimulus color is expressed differentially during the 'ON', and 'OFF' response phases of some ganglion cells. Accordingly, an encoding model that captures these temporal features of the response would be expected to perform better in the color classification task than a model based solely on spike counts across the entire trial. The PSTH of Fig. 8B was used to subdivide the kinetics of the responses into temporal phases, 'ON' was defined as the interval from 0 to 220 ms, 'OFF' was defined from 220 to 500 ms. A delayed 'OFF' response peak can also be observed in the PSTH of Fig. 8B . This response phase was lumped into the 'OFF' response since most cells either exhibit an 'OFF' or a delayed 'OFF' response. Each phase was counted separately in each response to produce two bin counts for each cell, each with its own distribution. These bin counts were also treated as independent and stimulus estimation was performed by taking the maximum likelihood from the product of the all of the individual likelihoods as in the previous analysis. Fig. 10 shows the probabilities for the different stimuli for the 'ON' response ( Fig. 10A ) of a cell with differing 'ON' and 'OFF' responses and the color distributions for the 'OFF' response of the same cell (Fig. 10B). 
Model III: stimulus classification based upon precise temporal features
As was seen in the raster plots of Fig. 7 , the onset and offset of the response to a stimulus appears to be more deterministic than the tonic component of the response. This can also be seen in the PSTH shown in Fig. 11 of a single cell in response to each of the eight stimuli. Consistent with previous descriptions of ganglion cells as chromaticity or luminosity type cells (Granda & Maxwell, et al., 1986; Ammermuller & Muller, et al., 1995) , we find that some cells are better specifiers of the color of the stimuli than others.
Interestingly, the ganglion cells we studied did not fall into two distinct classes (chromaticity and luminosity types), but formed a continuum of color selectivity. Also, the latency of the response in some cells appeared to convey information about stimulus color and intensity. We, therefore, expect that a model that includes finer temporal aspects in the set of responses to a test stimulus should be the best predictor of stimulus features. The simplest method for building this model is to use the PSTH as an estimate for the time-varying firing rate of the cell throughout the response. If we assume that the spikes then occur independently within this firing rate, the model then becomes a Poisson process. Interestingly, many stochastic methods for Poisson processes have been devised, including functions for evaluating directly the likelihood that an observed set of spikes was generated by a specific firing rate function (Snyder & Miller, 1991) , where P is the probability that the set of n spikes (X) for a single cell was generated by the rate function u over the time period t 0 to t 1 . u(x i ) is the value of the rate function at the times of the occurrence (x i ) of the spikes. Although this likelihood function does not require time bins, we discretized time into 1-ms bins for ease of computation and numerical integration. The measured PSTH functions were also smoothed with a Gaussian filter with a variance of 10 ms prior to their use for the estimation task. For estimation of each unit, the likelihood is determined for the observed spike pattern being generated from each rate function for each stimulus. Using Bayes Rule again for normalization and multiplying the likelihoods from all of the individual units, we can compute the total likelihood of each color being present on the basis of the observed ensemble response.
Classification by indi6idual ganglion cells
Individual ganglion cells do respond differentially to the different color stimuli. Therefore, we have determined the ability of each ganglion cell to classify the color of the test stimuli using each of the three simplified models of color encoding. The performance of the individual cells is shown in Fig. 12 . Chance classification in this task is 12.5%, and the poorest color classifiers perform only slightly above this level. The best classifiers, however, only perform at about 40% correct. As expected, an individual cell's classification performance improved when model complexity was increased.
3.2.10. Estimation accuracy 6ersus the number of ganglion cells Fig. 13 shows the performance of the three different model and estimation methods as a function of the number of cells included in the estimations. As expected, the accuracy of the estimation process increases with the number of ganglion cells used for estimation.
The best performance for this stimulus class came from the Poisson model and likelihood methods that reached an accuracy of 75% correct with ten cells (as opposed to chance performance of 12.5%). The ordering of the cells used in estimation in Fig. 12 was optimized to produce the quickest climb for the Poisson likelihood model. Ideally, the accuracy of the estimation would continue to improve with more cells, even with cells with identical, but independent, response functions. The population of cells also appeared to contain a sufficiently mixed range of responses to the different stimuli for these methods. However, the performance of all three methods with the data presented here plateaus very quickly and even begins to lose accuracy for some combinations with more cells. In addition, given the simplistic, constrained nature of this task, one would expect performance to be even better. These performance plateaus reveal inadequacies for all these models that are probably due to the stationarity issues discussed previously. It is unclear how much the changes in response functions are truly an inherent property of the retina and how much of these changes are due to plications for the development of visual prosthetic systems.
Functional 6isualization of acti6ity in neuronal ensembles
The use of microelectrode-based electrophysiology in understanding the function of single neurons has had a long and productive history. While intracellular techniques have proven most effective in understanding single cell biophysical issues, extracellular techniques have provided most of our basic understanding of sensory and motor information processing. Well-isolated, single unit extracellular recordings provide a high spatial resolution view of the activity of individual neurons, with a temporal precision in the sub-millisecond range. When the technique is extended to microelectrode arrays, neuroscientists can begin to study precise temporal and spatial information processing of neuronal ensembles whose size is limited only by the dimensionality of the electrode array.
The stability of the recordings is also another important feature of the microelectrode array technique. The very large surface area of the implanted array allows the array to become functionally integrated with the cerebral cortex; as the brain moves with respiratory, cardiac, or skeletal induced pulsations, the tips of the electrodes move with the brain. One example of this recording stability is provided by experiments focused on the representation of volitional intent in behaving primates (Maynard & Hatsopoulos, et al., 1999) where microelectrode arrays have been implanted in monkeys trained to make repeated simple motor movements. Simultaneous single-unit recordings from neural ensembles have been made in that preparation for over a 3-year period. While this feature is most useful in recordings from arrays that have been implanted chronically in cerebral cortex of behaving animals, this stability also enables long-term recordings from single-units in isolated tissues such as the retina. However, because this recording stability generally cannot be obtained in every preparation, more work will be required on surgical techniques and on developing systems that minimize 'tethering' forces on the array produced by the lead wires that run from the array to the skull-mounted connectors. Of course, wireless telemetry systems would provide the ultimate in subject mobility, but such systems are still a few years away.
Visuotopic organization of 6isual cortex
Another feature of imaging with high-count electrode arrays was capitalized upon in our studies of the visuotopic organization of visual cortex. In this example, the effects of eye drift were mitigated greatly by the simultaneous recording of large numbers of receptive fields. the isolated preparation. However, observations of short and long-term changes in neural response patterns for individual sensory cells are common in the neuroscience literature. Future modeling and estimation work should consider the utility of adaptive models for neural responses and their interpretation.
Discussion
The goals of this paper were threefold. First, we wished to illustrate the technique of multielectrode recording as a means to visualize the activity of large numbers of neurons with a temporal and spatial resolution that is generally unachievable with other means. Second, we wanted to demonstrate this technique in two quite different regions of the visual pathwaysthe isolated retina and the primary visual cortex. Finally, we hoped to be able to demonstrate the utility of this technique in enhancing our understanding of basic neuroscience questions. These questions have direct im- In Fig. 4 , we have measured the receptive fields and their centers in 34 units in the time that it would take to measure these parameters in a single unit using singleelectrode techniques. This has allowed us to make visuotopic maps with a relative spatial reliability that is unprecedented, and, therefore, to explore the conformality of these maps. It is clear from Fig. 4 that these high-resolution visuotopic maps are non-conformal, and that simple patterns of retinal illumination are expected to produce complex spatio-temporal firing patterns of units in visual cortex. The responses of units in the cat's area 17 to a simple moving bar shown in Fig. 5 validate this expectation. 
Implications for a 6isual prosthesis
The implications of this visuotopic non-conformality on the development of a cortically based visual prosthesis may be significant. However, nothing is known about the relation between the receptive field of a cortical unit and the nature of the phosphene percept that would be evoked when such a unit is excited electrically with extrinsic currents. Therefore, it is not possible to speculate with confidence about the spatiotemporal pattern of extrinsic currents that would be required to evoke simple patterned percepts in a blind individual. The complex visuotopic organization of visual cortex may require that some form of spatial remapper be interposed between a video camera used to encode visual objects in front of a blind individual and the stimulation pattern delivered to an array of electrodes implanted in the visual cortex of such a subject. Such a 'video encoder' is being developed by Eckmiller to achieve this spatial remapping of video signals that may be used in a retinal prosthesis (Eckmiller, 1997) . It is also possible that the plasticity of the neural connections in the visual centers may be able to perform this spatial remapping biologically. If this were to occur to a significant degree with training, biological remapping may make such electronic remapping unnecessary.
Encoding of color by ensembles of retinal ganglion cells
One principle motivation behind the design of candidate cortically based visual neuroprostheses is that excitation of neurons be achieved with 'biomimetic' stimulation: that the electrical stimulation pattern used to stimulate neurons of visual cortex should be as close to physiological as possible. Thus, one would expect that the video encoder and processor used in a visual neuroprosthesis should stimulate cortical units in a blind subject much as they are stimulated in sighted individuals by populations of ganglion cells that respond to visual scenes. This was one motivation for our study of visual encoding by populations of ganglion cells. We have presented in this paper the data that relates to the encoding of very simple patterns of retinal illumination -full field, uniform patterns of six computer-generated colors, plus white and black. We have shown that the individual ganglion cells we have recorded are relatively poor specifiers of the color of the stimulus, and that they form a continuum. Some classify colors only slightly above chance, while others do somewhat better. This view differs from the more classical view that ganglion cells fall into two broad classes -chromaticity and luminosity types. While some ganglion cells could easily distinguish red and green stimuli, these cells were not competent to distinguish reds from yellows. It was only by using responses from an ensemble of ganglion cells that their color classification capabilities could be fully realized. In this ensemble view, even ganglion cells that were poor color classifiers could contribute significantly to the color classification achieved by the ensemble.
These observations further amplify on the contextual encoding of stimulus features by ganglion cell ensembles. Stimulus features generally cannot be deduced from the responses of individual ganglion cells. It is only by considering the response of individual ganglion cells in the context of the responses of neighboring ganglion cells that these stimulus features can be deduced. The experiments described in this paper were intended as exemplars of this contextual encoding of stimulus features by ganglion-cell ensembles. Such encoding can only practically be studied using simultaneous multielectrode recording, and we look forward to using this technique to study other features of simple visual stimuli (such as intensity, time and form), and to extend these studies to more natural stimuli (video scenes of realistic environments). The results of these studies are expected to lead to the design of cortical electrical stimulation strategies that will be more effective in evoking relevant percepts in human subjects using a cortically based vision neuroprosthetic system.
