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ON THE JORDAN-KINDERLEHRER-OTTO SCHEME
PAUL W.Y. LEE
Abstract. In this paper, we prove that the Jordan-Kinderlehrer-
Otto scheme for a family of linear parabolic equations on the flat
torus converges uniformly in space.
1. Introduction
Diffusion equations including the heat equation, the Fokker-Planck
equation, and the porous medium equation are gradient flows in the
Wasserstein space, the space of all probability measures, with respect
to the L2-Wasserstein distance from the theory of optimal transporta-
tion. One way to make the above statement precise is to use a time-
discretization scheme introduced in [10] which is now called the Jordan-
Kinderlehrer-Otto (JKO) scheme. An interesting and insightful formal
Riemannian structure of the L2-Wasserstein distance was also found in
[13]. It was also shown in [2] that the above equations are examples of
generalized gradient flows on abstract metric spaces (see [1] for a quick
overview and [15, 16] for further details). There are also lots of recent
activities in this area (see, for instance, [3, 7]).
We consider, in this paper, the JKO scheme for the equation
∂tφt = ∆φt + 〈∇φt,∇Ψ〉+ fφt
on the flat torus Tn, assuming that we have a positive solution v0 of
the equation
(1.1) ∆v0 = 〈∇v0,∇Ψ〉+ (∆Ψ− f)v0,
where Ψ and f are smooth functions on the flat torus Tn.
For this, let µ0 and µ1 be two Borel probability measure on T
n. The
L2 Wasserstein distance d between µ0 and µ1 is defined as follows
(1.2) d2(µ0, µ1) = inf
ϕ∗µ0=µ1
∫
M
d2(x, ϕ(x))dµ0(x),
where the infimum is taken over all Borel maps ϕ : Tn → Tn pushing
µ0 forward to µ1. Minimizers of (1.2) are called optimal maps.
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Let dxn be the Lebesgue measure on Tn, let µ = v0dx
n, let ρ0µ be
a probability measure Tn, let ρN0 = ρ0, and let K > 0 be a constant.
The following minimization problem has a unique solution ρNk for each
k = 1, ..., N .
(1.3) inf
[
1
2
d
2(ρNk−1µ, ρµ) +
K
N
∫
Tn
(log ρ− log v0 +Ψ)ρdµ
]
,
where the infimum is taken over the set of L1 functions ρ : Tn → [0,∞)
satisfying
∫
ρdµ = 1.
This defines, for each positive integer N , a sequence of functions
{ρNk |k = 0, 1, ...}. This discrete scheme is the so-called JKO scheme.
Let φNt : [0, K]× T
n → [0,∞) be defined by
φNt = ρ
N
k
if t is in
[
kK
N
,
(k+1)K
N
)
and k = 0, ..., N − 1.
It follows as in [10] that a subsequence of {φNt |N = 1, 2, ...} converges
in L1 to the solution of the initial value problem
(1.4) ∂tφt = ∆φt + 〈∇φt,∇Ψ〉+ fφt, φ0 = ρ0.
Note that a uniform L∞ bound for the sequence φNt can be found in
[14]. In the case of the flat torus Tn, we show that this sequence has a
uniform Lipschitz bound in space. More precisely,
Theorem 1.1. Assume that ρ0 is in C
4(Tn). Then there is a constant
C > 0 depending only on ρ0, v0, and Ψ such that the sequence {φ
N
t |N =
1, 2, ...} satisfies
|∇φNt | ≤ C
for all t in the interval [0, K].
Moreover, this sequence converges in C0,α(Tn), for any 0 < α < 1,
to the unique solution of the initial value problem (1.4) as k →∞.
The rest of the sections are devoted to the proof of Theorem 1.1.
Acknowledgment
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2. The optimal Transportation problem and the JKO
Scheme
In this section, we recall basic results in the theory of optimal trans-
portation and discuss the JKO scheme. Let Tn be the n-dimensional
torus equipped with the flat distance d. Let µ0 and µ1 be two Borel
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probability measures on Tn. Recall that the L2 Wasserstein distance d
between µ0 and µ1 is the following minimization problem
(2.1) d2(µ0, µ1) = inf
ϕ∗µ0=µ1
∫
M
d2(x, ϕ(x))dµ0(x),
where the infimum is taken over all Borel maps ϕ : Tn → Tn pushing
µ0 forward to µ1. Minimizers of (2.1) are called optimal maps.
The minimization problem (2.1) admits the following dual problem
(2.2) sup
f(x)+g(y)≤ 1
2
d2(x,y)
[∫
Tn
fdµ0 +
∫
Tn
gdµ1
]
,
where the supremum is taken over all pairs (f, g) of continuous func-
tions satisfying f(x) + g(y) ≤ 1
2
d2(x, y) for all x and y in Tn.
The maximizers of the above problem are given by pairs of c-concave
functions. If f : Tn → R is a continuous function, then the c-transform
f c of f is defined by
f c(x) = inf
y∈Tn
[
1
2
d2(x, y)− f(y)
]
.
The function f is c-concave if f cc = f .
For the proof of following result (see, for instance, [4, 6, 12]).
Theorem 2.1. The infimum in (1.2) and the supremum in (2.2) co-
incide. Moreover, the supremum in (2.2) is achieved by a pair (f, f c),
where f is a c-concave function.
The following existence and uniqueness result can be found in [4, 12].
Note that c-concave functions are locally semi-concave and hence twice
differentiable almost everywhere (see [8]).
Theorem 2.2. Assume that the measure µ0 is absolutely continuous
with respect to the Lebesgue measure dxn. Then there is an optimal
map ϕ of (1.2) pushing µ0 forward to µ1 which is of the form
(2.3) ϕ(x) = x−∇f(x),
where f is a c-concave function. This map is unique up to a set of µ0
measure zero.
Moreover, if µ1 is also absolutely continuous with respect to dx
n, then
the map
ϕc(x) := x−∇f c(x)
is the optimal map pushing µ1 forward to µ0, where f
c is the c-transform
of f .
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Next, let us fix a positive constant h and a positive function ρ0 sat-
isfying
∫
Tn
ρ0dµ = 1 and consider the following minimization problem
(2.4) inf
[
1
2
d
2(ρ0µ, ρµ) + h
∫
Tn
(log ρ− log v0 +Ψ)ρdµ
]
,
where the infimum is taken over the set of L1 functions ρ : Tn → [0,∞)
satisfying
∫
Tn
ρdµ = 1.
Theorem 2.3. There is a unique minimizer ρ of (2.4) which is locally
semi-convex on the set
{x|ρ0(x) > 0}.
and satisfying the following
(2.5) ϕ∗(ρµ) = ρ0µ,
where
ϕ(x) = x+ h∇F (x)
is the optimal map which pushes forward ρµ to ρ0µ and
F := log ρ− log v0 +Ψ.
Moreover, if there is a C2 positive solution of (2.5), then it coincides
with ρ.
Proof. By the convexity of the functional in (2.4), any minimizing se-
quence of (2.4) converges weakly in L1 to a unique minimizer ρ. Fol-
lowing [10], we let ψs be the flow of a vector field X and let (ψs)∗(ρµ) =
σsµ. It follows that
d
ds
[1
2
∫
Tn
d2(x, ψs(ϕ¯(x)))ρ0(x) + h log σs(ψs(x))ρ(x)
+ h(− log v0(ψs(x)) + Ψ(ψs(x)))ρ(x)dµ(x)
]∣∣∣
s=0
= 0,
(2.6)
where ϕ¯ is the optimal map pushing ρ0µ forward to ρµ.
Since σs(ψs)v0(ψs) det(dψs) = ρv0, we have
d
ds
∫
Tn
(log σs − log v0 +Ψ)(ψs(x)) ρ(x)dµ(x)
]∣∣∣
s=0
=
∫
Tn
[−div(X(x)) + 〈X(x),∇(Ψ− 2 log v0)(x)〉]ρ(x)dµ(x).
(2.7)
Using standard arguments in [12], it is not hard to see that
d
ds
[
1
2
∫
Tn
d2(x, ψs(ϕ¯(x)))ρ0(x)dµ(x)
] ∣∣∣
s=0
=
1
2
∫
Tn
〈
∇d2x, X
〉
ϕ¯(x)
ρ0(x)dµ(x).
(2.8)
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By combining this with (2.6) and (2.7), we have∫
Tn
div(X)ρdµ
=
∫
Tn
〈
1
2h
∇d2ϕ¯−1(x) +∇(Ψ− 2 log v0), X
〉
x
ρ(x)dµ(x).
(2.9)
It follows that ρ is Lipschitz and
−h∇ log ρ(x) + h∇ log v0 − h∇Ψ(x) =
1
2
∇d2ϕ¯−1(x)(x)
holds ρµ almost everywhere. Therefore,
x+ h∇F (x) = ϕ¯−1(x)
ρµ almost everywhere. (2.5) follows from this and Theorem 2.2.
It also follows from the above discussion that
t 7→ x+ th∇F (x)
is the unique minimizing geodesic between its endpoints for ρµ almost
all x. Therefore,
h∇F (x) = −∇f c(x)
for ρµ almost all x.
Since c-concave functions are locally semi-concave, log ρ is locally
semi-convex on the open set {x ∈ M |ρ(x) > 0}. It follows that the
following equation holds Lebesgue almost everywhere on the same set
(2.10) ρ0(ϕ(x))v0(ϕ(x)) det(dϕ(x)) = ρ(x)v0(x)
where ϕ(x) = x+ h∇F (x). The rest follows from a simple application
of maximum principle.
Let ρ¯ be a positive C2 solution of (2.10). Let g = log ρ− log ρ¯ and let
x′ be the maximum point of g. Since g is locally semi-convex, there is a
sequence of points xi where g is twice differentiable and the followings
hold
lim
i→∞
xi = x
′, lim
i→∞
∇g(xi) = 0, ∇
2g(xi) ≤ ǫiI
for some sequence ǫi → 0 as i→∞. It follows that
ρ(xi)v0(xi) = ρ0(ϕ(xi))v0(ϕ(xi)) det(I + h∇
2F (xi))
≤ ρ0(ϕ(xi))v0(ϕ(xi)) det((1− ǫi)I + h∇
2(log ρ¯− log v0 +Ψ)(xi)).
By letting i→∞ and using (2.10), we obtain ρ ≤ ρ¯ everywhere. On
the other hand,
∫
ρv0 =
∫
ρ¯v0. Therefore, ρ ≡ ρ¯. 
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3. Regularity of Minimizers
In this section, we show C2 regularity and positivity of the minimiz-
ers in (1.3). More precisely, we have the following result.
Theorem 3.1. Let
(3.1) λ := sup
{w∈TTn| |w|=1}
∇2F (w,w).
Assume that ρ0 is a positive C
r,α function for some r ≥ 2 and α > 0.
Assume also that hλ ≤ 1
8
. Then there is a constant h0 > 0 depending
on Ψ, v0, and ρ0 such that the minimizer of (2.4) with h < h0 is a
Cr+2,α solution of (2.10).
First, we prove the following a priori estimates for solutions of the
equation (2.10).
Lemma 3.2. Let ρ be a C4 positive solution of the equation (2.10). If
I + h∇2F ≥ 0, then
(1) (1 + h||∇2(Ψ− log v0)||∞)
n sup
Tn
(ρ0v0)
≥ ρv0 ≥ (1− h||∇
2(Ψ− log v0)||∞)
n infTn(ρ0v0),
(2) (1− h||∇2(Ψ− 2 log v0)||∞)||∇F ||∞ ≤ ||∇F0||∞,
(3) 0 ≤ h||∇3(Ψ− 2 log v0)||∞||∇F ||∞ + λ0
+ (h2||∇3(Ψ− 2 log v0)||∞||∇F ||∞
+ 2h||∇2(Ψ− 2 log v0)||∞ + 2hλ0 − 1)λ
+ (1
3
h3||∇3(Ψ− 2 log v0)||∞||∇F ||∞
+ h2||∇2(Ψ− 2 log v0)||∞ + h
2λ0)λ
2,
where |S| is the norm of the tensor S, ||S||∞ = supTn |S|,
λ0 = sup
{w∈TTn| |w|=1}
∇2F0(w,w)
and F0 = log ρ0 − log v0 +Ψ.
Proof. The first assertion follows immediately from (2.10) and the max-
imum principle.
For each fixed x in the torus Tn and each vector w in Rn, we let
γ(s) = x+ sw and let ϕ(x) = x+ h∇F (x). It follows from (2.10) that
log ρ0(ϕ(γ(s))) + log v0(ϕ(γ(s))) + log det(I + h∇
2F (γ(s)))
= log ρ(γ(s)) + log v0(γ(s)).
Note that the v0 term in the above equation appears with a plus sign
and in F with a minus sign.
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By differentiating this equation with respect to s, we obtain
〈∇(log ρ+ log v0)(γ(s)), w〉
=
〈
∇(log ρ0 + log v0)(ϕ(γ(s))), (dϕ)γ(s)(w)
〉
+ htr((I + hS(s))−1S ′(s)),
(3.2)
where S(s) is the matrix defined by Sij(s) = ∇
2F (γ(s))(∂xi, ∂xj ).
If x is a point where y 7→ |∇F (y)|2 achieves its maximum, then
∇2F (x)(∇F (x)) = 0 and ∇3F (x)(∇F (x), v, v) ≤ −|∇2F (x)(v)|2 for
any vector v.
By combining this with (3.2), we obtain
〈∇(log ρ+ log v0)(x),∇F (x)〉 − 〈∇(log ρ0 + log v0)(ϕ(x)), dϕx(∇F (x))〉
≤ −htr((I + hS(0))−1S(0)2) ≤ 0.
The above inequality together with ∇2F (x)(∇F (x)) = 0 gives
|∇F (x)|2 − 〈∇(log ρ0 − log v0 +Ψ)(ϕ(x)), dϕx(∇F (x))〉
≤ 〈∇(−2 log v0 +Ψ)(x),∇F (x)〉 − 〈∇(−2 log v0 +Ψ)(ϕ(x)), dϕx(∇F (x))〉
≤ h||∇2(−2 log v0 +Ψ)||∞|∇F (x)|
2 + h||∇(−2 log v0 +Ψ)||∞||∇
2F (x)(∇F (x))||
= h||∇2(−2 log v0 +Ψ)||∞|∇F (x)|
2.
Therefore, by using dϕx(∇F (x)) = ∇F (x) + h∇
2F (x)(∇F (x)) =
∇F (x), we obtain
(1− h||∇2(−2 log v0 +Ψ)||∞)|∇F (x)|
2
≤ 〈∇(log ρ0 − log v0 +Ψ)(ϕ(x)), dϕx(∇F (x))〉
≤ ||∇F0||∞ |∇F (x)|
and the second assertion follows.
By differentiating (3.2), we obtain
∇2(log ρ+ log v0)(x)(w,w)
= ∇2(log ρ0 + log v0)(ϕ(x))(dϕ(w), dϕ(w))
+ h∇3F (x)(w,w,∇(log ρ0 + log v0)(ϕ(x)))
− h2tr(((I + hS(0))−1S ′(0))2) + htr((I + hS(0))−1S ′′(0)).
(3.3)
If (x, w) achieves the supremum in (3.1), then
∇3F (x)(w,w, v) = 0,
〈S ′′(0)v, v〉 = ∇4F (x)(w,w, v, v) ≤ 0
for any vector v.
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Therefore, by combining this with (3.3), we obtain
∇2(log ρ+ log v0)(x)(w,w) ≤ ∇
2(log ρ0 + log v0)(ϕ(x))(dϕ(w), dϕ(w)).
Since dϕ(w) = w + h∇2F (x)(w) = w + hλw, it also follows that
λ− (1 + hλ)2λ0
= ∇2(Ψ− 2 log v0)(x)(w,w)−∇
2(Ψ− 2 log v0)(ϕ(x))(dϕ(w), dϕ(w))
≤
∫ 1
0
d
dt
∇2(Ψ− 2 log v0)(Φt(x))(dΦt(x)(w), dΦt(x)(w))dt
≤ h||∇3(Ψ− 2 log v0)||∞||∇F ||∞
(
1 + hλ+
1
3
h2λ2
)
+ h||∇2(Ψ− 2 log v0)||∞(2λ+ hλ
2),
where Φt(x) = tx+ (1− t)ϕ(x).
The last assertion follows from this. 
Proof of Theorem 3.1. Let C be a constant such that∫
M
Celog v0−Ψdµ = 1.
First, if ρ0 = Ce
log v0−Ψ, then ρ = Celog v0−Ψ is a smooth positive
solution of (2.10). For more general ρ0, let us consider the following
family of equations
det(I + h∇2F (x)) =
ρ(x)v0(x)
((Celog v0−Ψ)1−s(ρ0)sv0)(x+ h∇F (x))
.(3.4)
Let s0 be the supremum over the set of all s in [0, 1] for which (3.4)
has a C4 solution ρ¯s. By Theorem 2.3, ρ¯s is a minimizer of (2.4) with ρ0
replaced by (Celog v0−Ψ)1−s(ρ0)
s. It follows that I+h∇2(log ρ¯s−log v0+
Ψ) ≥ 0. Let us choose h0 such that 1 − h0||∇
2(Ψ − 2 log v0)||∞ > 0.
Then, by the second statement of Lemma 3.2, the set of solutions
{log ρ¯s|0 ≤ s < s0} has a uniform C
1 bound depending on ρ0.
Let λ(s) = supx∈Tn,|w|=1∇
2(log ρ¯s − log v0 +Ψ)(x)(w,w). Since
sup
x∈Tn,|w|=1
∇2[log((Celog v0−Ψ)1−s(ρ0)
s)− log v0 +Ψ](x)(w,w)
= s sup
x∈Tn,|w|=1
∇2(log ρ0 − log v0 +Ψ)(x)(w,w)
= sλ0 < λ0,
we can apply the third statement of Lemma 3.2 and conclude that there
are positive constants h0 and C depending only on ρ0, v0, and Ψ such
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that
0 ≤ h2C + hλ0 + (hC + 2hλ0 − 1) hλ(s) + (hC + hλ0) (hλ(s))
2
for all h < h0.
By assumption, we have hλ0 ≤
1
8
. Therefore, by choosing a smaller
h0,
h2C + hλ0 + (hC + 2hλ0 − 1)x+ (hC + hλ0) x
2
has real root.
Since λ(0) = 0, λ(s) has a upper bounded independent of s. There-
fore, λ(s) is bounded above independent of s (again by assuming h0
small enough).
This, together with (3.4), also gives a uniform positive lower bound
of I + h∇2(log ρ¯s − log v0 + Ψ). Higher order estimates follow from
standard elliptic theory [9]. Therefore, there is a solution ρ¯s0 of (3.4)
with s = s0. By elliptic theory and the implicit function theorem, we
must have s0 = 1. 
4. C0,α-Convergence of the JKO Scheme
In this section, we show the C0,α-convergence of the JKO scheme. For
each fixed positive integer N , let h = K
N
, where K is a positive constant
to be fixed later which depends only on ρ0, v0, Ψ, and dimension. Let
ρ0 : T
n → (0,∞) be a smooth function. Then (1.3) defines a sequence
of functions ρN0 := ρ0, ρ
N
1 , ..., ρ
N
N . Let F
N
k := log ρ
N
k − log v0 +Ψ. Then
the followings are consequences of Lemma 3.2.
Lemma 4.1. There are positive constants C and K depending only on
ρ0, v0, Ψ, and dimension such that
(1) 1
C
≤ ρNk ≤ C,
(2) ||∇FNk ||∞ ≤ C,
(3)
KλN
k
N
≤ 1
8
,
for all positive integer N and all k = 1, ..., N .
Proof. We proceed by induction. Assume that the estimates hold and
K
N
λk ≤
1
8
for all k ≤ m − 1. Then, by Theorem 3.1, ρNm is smooth.
Assume that K satisfies
K < max
{
1
||∇2(Ψ− 2 log v0)||∞
,
1
||∇2(Ψ− log v0)||∞
}
.
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It follows from Lemma 3.2 that
enC||∇
2(Ψ−log v0)||∞ sup(ρ0v0)
≥
(
1 +
K
N
||∇2(Ψ− log v0)||∞
)nN
sup(ρ0v0)
≥ ρNmv0 ≥
(
1−
K
N
||∇2(Ψ− log v0)||∞
)nN
inf(ρ0v0)
≥ e−nK||∇
2(Ψ−log v0)||∞ inf(ρ0v0) > 0
and
||∇FNm ||∞ ≤
1(
1− K
N
||∇2(Ψ− 2 log v0)||∞
)N ||∇FN0 ||∞
≤ e−K||∇
2(Ψ−2 log v0)||∞||∇F0||∞.
This proves the first two assertions.
By the above estimates and Lemma 3.2, there are positive constants
C and h0 depending only on Ψ, v0, and ρ0 such that
0 ≤ h2C + hλNk−1 + (hC + 2hλ
N
k−1 − 1)hλ
N
k +
(
hC + hλNk−1
)
(hλNk )
2
for all h < h0.
Assume that K ≤ 1
6C
. It follows as in the proof of Theorem 3.1 that
hλNk ≤
2(h2C + hλNk−1)
1− hC − 2hλNk−1 +
√
1 + h2C2 − 2hC − 4h3C2 − 4hλNk−1 − 4h
3CλNk−1
≤
2(h2C + hλNk−1)
1− hC − 2hλNk−1 +
√
1− 3hC − 4hλNk−1
≤
h2C + hλNk−1
1− 2hC − 3hλNk−1
.
for all k ≤ m− 1. Note that 1− 3hC − 4hλNk−1 > 0 since K ≤
1
6C
and
K
N
λk−1 = hλk−1 ≤
1
8
.
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By assuming that the constant C is large enough, we have
ph2C +
h2C+hλN
k
1−2hC−3hλN
k
1− 2phC − 3p
h2C+hλN
k
1−2hC−3hλN
k
=
ph2C(1− 2hC − 3hλNk ) + h
2C + hλNk
(1− 2phC) (1− 2hC − 3hλNk )− 3ph
2C − 3phλNk
=
(p+ 1)h2C − 2ph3C2 − 3ph3CλNk + hλ
N
k
1− 2 (p+ 1) hC − 3(p+ 1)hλNk + 4ph
2C2 + 6ph2CλNk − 3ph
2C
≤
(p+ 1)h2C + hλNk
1− 2 (p+ 1)hC − 3(p+ 1)hλNk
.
By iterating the two inequalities above, we obtain
KλNm
N
≤
K
N
λ0 +
Km
N
C
1− 2CKm
N
− 3Kmλ0
N
≤
K
N
λ0 +KC
1− 2CK − 3Kλ0
,
where λ0 = supx∈M,|w|=1∇
2F0(x)(w,w) ≤ C and F0 = log ρ0− log v0 +
Ψ.
Assume that the constant K satisfies K(λ0+KC)
1−2CK−3Kλ0
< 1
8
and K <
1
2C+3λ0
. Then the last assertion follows. 
Finally, we finish the proof of Theorem 1.1. The arguments are mild
modifications of the ones in [10, 13, 2] combined with the estimates in
Lemma 4.1.
Proof. Let φNt : [0, K]×M → R be defined by
φNt = ρ
N
k
if t is in
[
kK
N
,
(k+1)K
N
)
and k = 0, ..., N − 1.
By (1.3),
1
2
d
2(ρNk µ, ρ
N
k+1µ) +
K
N
∫
M
FNk+1dµ ≤
K
N
∫
M
FNk dµ.
Therefore,
1
2
N−1∑
k=0
d
2(ρNk µ, ρ
N
k+1µ)
≤
K
N
(∫
M
FN0 ρ0dµ− inf
∫
M
(log ρ− log v0 +Ψ)ρdµ
)
,
(4.1)
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where the infimum is taken over all ρ : Tn → [0,∞) satisfying∫
Tn
ρ dµ = 1.
Therefore, we obtain∫ K
0
∫
Tn
|∇ logφNt (x)−∇ log v0 +∇Ψ(x)|
2φNt (x)dµdt
=
N−1∑
k=0
d
2(ρkµ, ρk+1µ) ≤ C.
Hence, t 7→
√∫
Tn
|∇ logφNt (x)−∇ log v0 +∇Ψ(x)|
2φNt (x)dµ con-
verges weakly in L2 to a function A : [0, K] → R. On the other
hand, we have
d(φNτ0µ, φ
N
τ1
µ) ≤
m1−1∑
k=m0
d(ρNk−1µ, ρ
N
k µ)
=
∫ (m1−1)K
N
(m0−1)K
N
√∫
Tn
|∇ logφNt (x)−∇ log v0 +∇Ψ(x)|
2φNt (x)dµ dt,
where (mi−1)K
N
≤ τi <
miK
N
, i = 0, 1.
By letting N →∞, we obtain
lim inf
N→∞
d(φNτ0µ, φ
N
τ1
µ) ≤
∫ τ1
τ0
A(t)dt.(4.2)
Let D be a dense subset of [0, K]. By Lemma 4.1 and a diagonal
argument, there is a subsequence φNkt which converges in C
0,α(Tn) to
a function φt for all t in D. By Lemma 4.1 and (4.2), we can extend
{φt|t ∈ D} to a unique curve {φt|t ∈ [0, K]} contained in C
0,α(Tn) by
continuity. Next, we show that φNkt converges to φt in C
0,α(Tn) for all
t in [0, K]. By Lemma 4.1, it is enough to show that any convergence
subsequence (say φ
Nkm
t ) converges to φt in C
0,α(Tn). Suppose that the
uniform limit of φ
Nkm
t is φ˜t. Then, by (4.2),
d(φsµ, φ˜tµ) = lim
m→∞
d(φNkms µ, φ
Nkm
t µ) ≤
∫ t
s
A(τ)dτ
for all s in D. It follows from this and the definition of φt that φt = φ˜t.
We also know that φt is Lipschitz in space.
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Finally, if ΦNk (x) = x+
K
N
∇FNk (x) and ξ is any function on R× T
n
with compact support, then we have∣∣∣∣
∫
Tn
ξt(ρ
N
k − ρ
N
k−1)dµ+
K
N
∫
Tn
〈
∇ξt,∇F
N
k
〉
ρNk dµ
∣∣∣∣
≤
K2
2N2
∫
Tn
∣∣〈∇2ξt(∇FNk ),∇FNk 〉∣∣ ρNk dµ
≤
1
2
||∇2ξt||C0
K2
N2
∫
Tn
∣∣∇FNk ∣∣2 ρNk dµ.
On the other hand, by (2.6), (2.7), and (2.8), we have∫
M
[−div(X) + 〈X,∇(Ψ− 2 log v0)〉 −
〈
∇FNk , X
〉
]ρkdµ = 0.
Therefore, by choosing X = ∇ξt, we obtain∣∣∣ ∫
Tn
[−∆ξt + 〈∇ξt,∇(Ψ− 2 log v0)〉]ρ
N
k dµ
+
∫
Tn
N
K
ξt(ρ
N
k − ρ
N
k−1)dµ
∣∣∣ ≤ 1
2
||∇2ξ||C0
K
N
∫
Tn
∣∣∇FNk ∣∣2 ρNk dµ.
For each fix time T in [0, K], let kN be the integer satisfying
(kN−1)K
N
≤
T < kNK
N
. By applying (4.1), we obtain
kN∑
k=1
∫
Tn
ξ (k−1)K
N
ρNk − ξ (k−1)K
N
ρNk−1dµ
→
∫ T
0
∫
Tn
[∆ξt − 〈∇ξt,∇(Ψ− 2 log v0)〉]φtdµ dt
as N →∞.
On the other hand, we have
kN∑
k=1
∫
Tn
ξ (k−1)K
N
ρNk − ξ (k−1)K
N
ρNk−1dµ
→
∫
Tn
ξTφTdµ−
∫
Tn
ξ0φ0dµ−
∫ T
0
∫
Tn
∂tξt φtdµ dt
as N →∞.
By combining the above discussions with (1.1), we see that φ is a
weak solution (and hence the unique classical solution, see [11]) to the
equation
(4.3) φ˙ = ∆φ+ 〈∇φ,∇Ψ〉+ fφ
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on [0, K] × Tn. This gives the result for a short time. The result for
long time follows from C2 estimate for linear parabolic equations (see
[11]).
Finally, it is not hard to see that the whole sequence φNt converges
to φt for each t. Indeed, suppose there is a time t0 and a subsequence
φNit0 converging in C
0,α(Tn) to φ¯t0 which is different from φt0 . By the
same procedure as above, we can find a subsequence φ
Nik
t of φ
Ni
t which
converges uniformly to a weak solution of (4.3). By the uniqueness
of solution, this limit is φt. In particular, φ¯t0 and φt0 should be the
same. 
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