A generalized hypersubstitution of type τ = (2) is a mapping which maps the binary operation symbol f to a term σ(f ) which does not necessarily preserve the arity. Any such σ can be inductively extended to a mapσ on the set of all terms of type τ = (2), and any two such extensions can be composed in a natural way. Thus, the set HypG(2) of all generalized hypersubstitutions of type τ = (2) forms a monoid. Green's relations on the monoid of all hypersubstitutions of type τ = (2) were studied by K. Denecke and Sh.L. Wismath. In this paper we describe the classes of generalized hypersubstitutions of type τ = (2) under Green's relations.
Introduction
The concept of generalized hypersubstitutions was introduced by S. Leeratanavalee and K. Denecke [11] . We use it as a tool to study strong hyperidentities and use strong hyperidentities to classify varieties into collections called strong hypervarieties. Varieties which are closed under arbitrary application of generalized hypersubstitutions are called strongly solid.
A generalized hypersubstitution of type τ = (n i ) i∈I , or simply, a generalized hypersubstitution is a mapping σ which maps each n i -ary operation symbol of type τ to the set W τ (X) of all terms of type τ built up by operation symbols from {f i |i ∈ I} where f i is n i -ary and variables from a countably infinite alphabet of variables X := {x 1 We extend a generalized hypersubstitution σ to a mappingσ : W τ (X) → W τ (X) inductively defined as follows: Then we define a binary operation • G on Hyp G (τ ) by σ 1 • G σ 2 :=σ 1 •σ 2 where • denotes the usual composition of mappings and σ 1 , σ 2 ∈ Hyp G (τ ). Let σ id be the hypersubstitution which maps each n i -ary operation symbol f i to the term f i (x 1 , . . . , x ni ). We proved the following propositions.
Proposition 1.1. ([11])
For arbitrary terms t, t 1 , . . . , t n ∈ W τ (X) and for arbitrary generalized hypersubstitutions σ, σ 1 , σ 2 we have
is a monoid and the set of all hypersubstitutions of type τ forms a submonoid of Hyp G (τ ).
In this paper we describe the classes of generalized hypersubstitutions of type τ = (2) under Green's relations.
Green's relations on Semigroups
Let S be a semigroup and 1 / ∈ S. We extend the binary operation on S to S ∪ {1} by define x1 = 1x = x for all x ∈ S ∪ {1}. Then S ∪ {1} is a semigroup with identity 1.
Let S be a semigroup. Then we define,
Let S be a semigroup and ∅ ̸ = A ⊆ S. We now set (A) l = ∩{L|L is a left ideal of S containing A}, (A) r = ∩{R|R is a right ideal of S containing A},
Then (A) l ,(A) r and (A) i are left ideal, right ideal and ideal of S, respectively.
It is easy to see that
For a 1 , a 2 , . . . , a n ∈ S, we write (a 1 , a 2 , . . . , a n ) l instead of ({a 1 , a 2 , . . . , a n }) l and call it the left ideal of S generated by a 1 , a 2 , . . . , a n . Similarly, we write (a 1 , a 2 , . . . , a n ) r and (a 1 , a 2 , . . . , a n ) i for the right ideal and the ideal of S generated by a 1 , a 2 , . . . , a n , respectively. If A is a left ideal of S and A = (a) l for some a ∈ S, we then call A the principal left ideal generated by a. We can define the concept of a principal right ideal and a principal ideal in the same manner.
Let S be a semigroup. We define the relations L, R, H, D and J on S as follows:
Remark 2.1. Let S be a semigroup. Then the following statements hold.
1. L, R, H, D and J are equivalence relations.
We call the relations L, R, H, D and J the Green's relations on S. For each a ∈ S, we denote L-class, R-class, H-class, D-class and J-class containing a by L a , R a , H a , D a and J a , respectively.
For more details on Green's relations see [7] .
Green's relations on Hyp G (2)
Let τ = (2) be a type with the binary operation symbol f . The generalized hypersubstitution σ of type τ = (2) which maps f to the term t in W (2) (X) is denoted by σ t . In this section we want to study Green's relations on Hyp G (2) . First, we introduce some notations. 
) by interchanging all occurrences of the letters x 1 and x 2 
) by replacing each of the occurrences of the letter x 1 by
) by replacing each of the occurrences of the letter x 2 by
) by replacing each of the occurrences of the letter x 1 by x i and the letter x 2 by
Then we have for any
) and f (u, v) match one of the following 16 possibilities:
Then the following statements hold:
is L-related only to itself, but is R-related, D-related and J-related to all elements of P G (2), and not related to any other generalized hypersubstitutions. Moreover, the set P G (2) forms a complete R-, D-and J-class.
Proof. By Lemma 3.3, we get for any
, then σ cannot be J-related to every element in P G (2) . So P G (2) is the J-class of its elements. Since any two elements in P G (2) are R− and D− related, R ⊆ J, D ⊆ J and P G (2) is the J-class of its elements, thus P G (2) forms a complete R-, D-class. (2) . Then the following statements hold:
The proof of (ii) is similar to the proof of (i). 
we obtain that the R-and the L-class of σ id are equal to {σ id , σ f (x2,x1) }. (σ f (x2,x1) ) i , and if σ ∈ Hyp G (2) and then σ is one of σ id or σ f (x2,x1) . Moreover, the J-class of σ id is equal to its D-class, {σ id , σ f (x2,x1) }. x2,x1) . Again by Lemma 3.6, we get σ = σ id or σ = σ f (x2,x1) .
u]) (x is not a variable occurring in the term
(σ t • G σ u )(f )). Proof. If u ∈ X, thenσ t [u] = u and so x / ∈ var(σ t [u]). Assume that u = f (u 1 , u 2 ) where u 1 , u 2 ∈ W (2) (X), x / ∈ var(σ t [u 1 ]) and x / ∈ var(σ t [u 2 ]). Since x / ∈ var(σ t [u 1 ]), x / ∈ var(σ t [u 2 ]) andσ t [u] =σ t [f (u 1 , u 2 )] = S 2 (t,σ t [u 1 ],σ t [u 2 ]), thus x / ∈ var(σ t [u]).
Proposition 3.10. Any σ t ∈ G is R-related only to itself, but is L-related, D-related and J-related to all elements of G, and not related to any other generalized hypersubstitutions. Moreover, the set G forms a complete L-, Dand J-class.
Proof. Proof. Assume that σ 1 Rσ 2 . Then (1) and (2), we get vb(s) = vb(t). We consider four cases:
∈ X. From (1) and x 1 , x 2 ∈ var(t), we obtain that vb(s) > vb(t) and it is a contradiction. So u 1 , u 2 ∈ X. Suppose that
From (2) and x 1 ∈ var(s), we obtain that vb(t) > vb(s) and it is a contradiction. So v 1 ∈ X and thusσ s [
then by the same proof as the case
2 where i > 2, then by the same proof as the case (2) we get s = t. So x 1 , x 2 / ∈ var(t) and it is a contradiction.
Case 3:
∈ X, we obtain that vb(s) > vb(t) and it is a contradiction. So u 1 ∈ X and thusσ s [u 1 ] = u 1 
∈ var(t) and it is a contradiction. Case 4: t ∈ W ({x 2 }). By the same proof as the case t ∈ W ({x 1 }) we get s = t or s = t.
Conversely, assume that s = t or s = t. By Proposition 3.4, we get σ s Rσ t .
We have to consider the letters used in the term
is a left zero band. 
For the opposite inclusion, assume that σ t ∈ Hyp G (2) where σ t Lσ f (x1,x1) . By Proposition 3.5, we get t / ∈ X.
Proof. Assume that σ t ∈ Hyp G (2) where σ t Dσ f (x1,x1) . Then there exists σ s ∈ Hyp G (2) such that σ t Rσ s and σ s Lσ f (x1,x1) . Since σ t Rσ s , by Proposition 3.12 we get σ t = σ s or σ t = σ s . Since σ s Lσ f (x1,x1) , by Proposition 3.16 we get (2) . So σ • G σ t ̸ = σ t for all σ ∈ Hyp G (2). Thus it is impossible that σ t is L-related to σ t . By the same way we can show that if t ∈ W ({x 2 }), then σ t and σ t are not related.
(ii) =⇒ (i) Assume that t ′ = t. By Proposition 3.4, we get σ t Lσ t . So
(ii) =⇒ (iii) Assume that t = f (u, v) for some u, v ∈ W (2) (X) with t ′ = t.
(iii) =⇒ (ii) Assume that t = f (u, v) for some u, v ∈ W (2) (X) with v = u ′ .
So
