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Abstract
This paper is concerned with blowup phenomena of solutions for the Cauchy and the
Cauchy–Dirichlet problem of
ut ¼ Du þ up ðPÞ
with p in the supercritical range in the sense of Sobolev’s embedding. We ﬁrst show that if
p41þ 7=ðN  11Þ and NX12; then there are no radially symmetric bounded positive
solutions of
Dw  y
2
rw  1
p  1w þ w
p ¼ 0 in RN
which intersect the radially symmetric singular solution at least twice. Using the above result,
the existence of a blowup solution of type II for the Cauchy–Dirichlet problem for (P) in a ball
is proved, where a solution u is said to exhibit the type II blowup at t ¼ T if lim suptsT ðT 
tÞ1=ðp1ÞjuðtÞjN ¼N:
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1. Introduction
We are concerned with blowup phenomena for the Cauchy and the Cauchy–
Dirichlet problem of
ut ¼ Du þ up ð1:1Þ
with p in the supercritical range in the sense of Sobolev’s embedding. A solution u of
(1.1) is said to blow up at t ¼ T if there are sequences ftngCð0; TÞ and fang such
that uðan; tnÞ-N as n-N: Then we call T the blow-up time of u and a ¼
limn-N an a blowup point of u (if it exists), respectively.
In the case of ðN  2ÞpoN þ 2; Giga and Kohn [5–7] proved that if a positive
solution u for the Cauchy or the Cauchy–Dirichlet problem in a convex domain
blows up at t ¼ T ; then there is a positive constant C such that
juðtÞjNpCðT  tÞ
 1
p1 in ð0; TÞ; ð1:2Þ
where juðtÞjN denotes the supremum norm of uðx; tÞ for each time t; and that
ðT  tÞ
1
p1uða þ ðT  tÞ12y; tÞ-k  1
p  1
  1
p1 ð1:3Þ
locally uniformly as t-T if a is a blowup point of u: The blowup satisfying (1.2) is
called of type I and otherwise of type II. For a solution u; putting
wðy; sÞ ¼ ðT  tÞ
1
p1uðx; tÞ ð1:4Þ
with
y ¼ ðT  tÞ12ðx  aÞ and s ¼ logðT  tÞ;
w satisﬁes
ws ¼ Dw  y
2
rw  1
p  1 w þ w
p: ð1:5Þ
It is immediate that any solution of
Dw  y
2
rw  1
p  1 w þ w
p ¼ 0 in RN ð1:6Þ
produces a backward self-similar blowup solution for the Cauchy problem of (1.1).
The statement (1.3) is stated as wðsÞ-k locally uniformly as s-N if a is a blowup
point of u and implies that k is only bounded positive solution of (1.6).
On the other hand, it is known that there are blowup solutions whose behaviors
are quite different from the above when p4ðN þ 2Þ=ðN  2Þ and NX3: Herrero and
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Vela´zquez [9] obtained a radially symmetric positive solution which exhibits the type
II blowup in the case of p4p; where
p ¼
N if 3pNp10;
N  2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃN  1p
N  4 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃN  1p if NX11
8<:
(see [10] for the detailed proof). Moreover the structure of the set of all solutions of
(1.6) is much more complicated in the supercritical case than in the subcritical one.
Throughout this paper, we denote by U a radially symmetric singular solution of
(1.6) explicitly given by
UðrÞ ¼ cr
2
p1 for r40 ð1:7Þ
with
c ¼ 2
p  1 N  2
2
p  1
   1
p1
:
It is immediate that vN is a singular steady state of the Cauchy problem for (1.1). It
was shown in Budd and Qi [1] that if ðN þ 2Þ=ðN  2Þopop; then there are
inﬁnitely many positive bounded solutions of (1.6) which are radially symmetric and
intersect U at least twice (cf. [11,18]). Put p ¼ 1þ 6=ðN  10Þ for NX11: Lepin
[12] obtained a radially symmetric positive bounded solution of (1.6) with at least
two intersections with U when popop and NX11 (cf. [4]). In the case of p4p
and NX11; Plecha´cˇ and Sˇvera´k [16] got a numerical result which suggests the
nonexistence of such a solution of (1.6). We note that there was no given rigorous
proof of their nonexistence result.
One of our purposes is to prove the following result:
Theorem 1.1. If p41þ 7=ðN  11Þ and NX12; then there are no radially symmetric
positive bounded solutions of (1.6) which intersect U defined by (1.7) at least twice.
This result seems to be surprising since it suggests the existence of critical value of
p where the structure of the set of solutions for (1.6) changes drastically in the
supercritical range.
We next show the following result making use of Theorem 1.1.
Theorem 1.2. For NX24; there exists pN41 such that if pXpN ; then there is a positive
solution of (1.1) in a ball under the Dirichlet boundary condition which exhibits the type
II blowup in finite time.
This paper is organized as follows: The next section is devoted to the proof of
Theorem 1.1. We ﬁrst get an identity for positive radially symmetric bounded
solutions w of (1.6) and apply it to evaluate w from above. The proof of Theorem 1.1
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is completed by consideration of an eigenvalue problem based on the upper estimate
for w: In Section 3, we prepare some results on a kind of stability of the type I
blowup and the comparison of blowup times to prove Theorem 1.2. Based on them,
the desired solution is obtained making use of a type II blowup solution of the
Cauchy problem for (1.1) in [9,10].
2. Backward self-similar solutions
In this section, we consider an ordinary differential equation
w00 þ N  1
r
w0  r
2
w0  1
p  1 w þ w
p ¼ 0 in ð0;NÞ; ð2:1Þ
which is (1.6) for radially symmetric function wðyÞ ¼ wðrÞ with r ¼ jyj: This is
equivalent to
ðw0rN1rÞ0  1
p  1 wr
N1rþ w prN1r ¼ 0 in ð0;NÞ; ð2:2Þ
where
rðrÞ ¼ 1
ð4pÞN=2
exp r
2
4
 
for rX0:
We ﬁrst obtain an identity by a similar manner to the proof of Proposition 2
in [5].
Lemma 2.1. Let w be a positive bounded solution of (2.1) in ð0;NÞ: Then it holds
1 Nðp  1Þ
2ðp þ 1Þ
 Z b
a
ðw0Þ2rN1r dr þ p  1
4ðp þ 1Þ
Z b
a
ðw0Þ2rNþ1r dr
 N
p þ 1 ½ww
0rN1rba þ
1
2ðp þ 1Þ ½ww
0rNþ1rba 
1
2
½ðw0Þ2rNrba
þ 1ðp þ 1Þðp  1Þ ½w
2rNrba 
1
p þ 1 ½w
pþ1rNrba
¼ 0 ð2:3Þ
for all a; bA½0;N: Here for a function f with the limit as r-N; ½ f ba ¼ f ðbÞ  f ðaÞ if
boþN and ½ f Na ¼ limc-N f ðcÞ  f ðaÞ:
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Proof. Multiplying (2.2) by w and wr2 and integrating by parts in ða; bÞ; respectively,
straightforward calculation yieldsZ b
a
ðw0Þ2rN1r dr þ 1
p  1
Z b
a
w2rN1r dr 
Z b
a
w pþ1rN1r dr
 ½ww0rN1rba
¼ 0 ð2:4Þ
and Z b
a
ðw0Þ2rNþ1r dr þ 1
p  1þ
1
2
 Z b
a
w2rNþ1r dr
 N
Z b
a
w2rN1r dr 
Z b
a
w pþ1rNþ1r dr
 ½ww0rNþ1rba þ ½w2rNrba
¼ 0: ð2:5Þ
We next get Z b
a
ðw0rN1rÞ0w0r dr
¼ N
2
 1
 Z b
a
ðw0Þ2rN1r dr  1
4
Z b
a
ðw0Þ2rNþ1r dr
þ 1
2
½ðw0Þ2rNrba ð2:6Þ
and Z b
a
wkrN1r  w0r dr
¼ 1
2ðk þ 1Þ
Z b
a
wkþ1rNþ1r dr  N
k þ 1
Z b
a
wkþ1rN1r dr
þ 1
k þ 1 ½w
kþ1rNrba ð2:7Þ
for k40: Multiplying (2.2) by w0r and integrating by parts yields
1
4
Z b
a
ðw0Þ2rNþ1r dr  N
2
 1
 Z b
a
ðw0Þ2rN1r dr
þ 1
4ðp  1Þ
Z b
a
w2rNþ1r dr  N
2ðp  1Þ
Z b
a
w2rN1r dr
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 1
2ðp þ 1Þ
Z b
a
w pþ1rNþ1r dr þ N
p þ 1
Z b
a
w pþ1rN1r dr
 1
2
½ðw0Þ2rNrba þ
1
2ðp  1Þ ½w
2rNrba 
1
p þ 1 ½w
pþ1rNrba
¼ 0 ð2:8Þ
from (2.6) and (2.7). Multiplying (2.4) and (2.5) by N=ðp þ 1Þ and 1=f2ðp þ 1Þg;
respectively, and adding them to (2.8), we get the desired identity. &
We next show the following result making use of Lemma 2.1.
Lemma 2.2. Let w be a positive bounded solution of (2.1) which intersects U defined
by (1.7) at least twice. Put vðrÞ ¼ r2=ðp1ÞwðrÞ in ð0;NÞ: If v is bounded in ½0;NÞ; then
any local maximum of v is dominated by
2
p  1 N  1
2
p  1
   1
p1
:
Proof. Since w intersects U at least twice, there is R140 such that vðR1Þ is a local
maximum of v: From (2.3) with a ¼ R1 and b ¼N; we have
1 Nðp  1Þ
2ðp þ 1Þ
 Z N
R1
ðw0Þ2rN1r dr þ p  1
4ðp þ 1Þ
Z N
R1
ðw0Þ2rNþ1r dr
þ vðR1Þ2R
 4
p1þN2
1 rðR1Þ
vðR1Þp1
p þ 1 
2N
ðp þ 1Þðp  1Þ þ
2
ðp  1Þ2
( )
¼ 0:
If R1X 2N  4ðp þ 1Þ
p  1
 1
2
; then
1 Nðp  1Þ
2ðp þ 1Þ
 Z N
R1
ðw0Þ2rN1r dr þ p  1
4ðp þ 1Þ
Z N
R1
ðw0Þ2rNþ1r drX0
and hence
vðR1Þp1
p þ 1 
2N
ðp þ 1Þðp  1Þ þ
2
ðp  1Þ2p0;
i.e.,
vðR1Þp 2
p  1 N  1
2
p  1
   1
p1
:
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The identity (2.3) with a ¼ 0 and b ¼ R1 yields
1 Nðp  1Þ
2ðp þ 1Þ
 Z R1
0
ðw0Þ2rN1r dr þ p  1
4ðp þ 1Þ
Z R1
0
ðw0Þ2rNþ1r dr
 vðR1Þ2R
 4
p1þN2
1 rðR1Þ
vðR1Þp1
p þ 1 
2N
ðp þ 1Þðp  1Þ þ
2
ðp  1Þ2
( )
¼ 0:
If R1o 2N  4ðp þ 1Þ
p  1
 1
2
; then the similar argument to the above implies
vðR1Þp1
p þ 1 
2N
ðp þ 1Þðp  1Þ þ
2
ðp  1Þ2p0;
namely,
vðR1Þp 2
p  1 N  1
2
p  1
   1
p1
:
This completes the proof. &
We prepare a result on the asymptotic behavior of positive bounded solutions of
(2.1) as r-N:
Proposition 2.1. Let w be a positive bounded solution of (2.1) in ð0;NÞ which intersects
k and U defined by (1.7) at most finite times. Then there is c040 such that
wðrÞr
2
p1-c0 and w0ðrÞr
2
p1þ1- 2
p  1 c0
as r-N:
Proof. We know that wðrÞ converges to 0 as r-N and there exists C040 such that
wðrÞXC0r
2
p1 for large r40 ð2:9Þ
according to Theorem 3 in [1]. Integrating (2.2) in ðr1; r2Þ for r1; r2X0; it holds
½w0ðrÞrN1rðrÞr2r1 ¼
Z r2
r1
rN1 w p þ w
p  1
 
r dr: ð2:10Þ
By the boundedness of w; there is a sequence fRng with Rn-N as n-N such that
jw0ðRnÞjp1 for all n: Passing to the limit as n-N in (2.10) with r1 ¼ r and r2 ¼ Rn;
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we get
w0ðrÞrN1rðrÞ ¼
Z N
r
sN1 w p þ w
p  1
 
r ds
and hence
w0ðrÞ ¼
RN
r
sN1 w p þ w
p  1
 
r ds
rN1rðrÞ ð2:11Þ
for each r40: This implies
rw
0ðrÞ
wðrÞ ¼
RN
r
sN1 w p þ w
p  1
 
r ds
wðrÞrN2rðrÞ
for each r40: It was shown in the proof of Theorem 3 of [1] that
C1wðrÞr1pw0o0 for large r40
with some C140: Thus we have
ðN  2 C1ÞwðrÞrN3rðrÞ  1
2
wðrÞrN1rðrÞ
p d
dr
ðwðrÞrN2rðrÞÞ
o ðN  2ÞwðrÞrN3rðrÞ  1
2
wðrÞrN1rðrÞ
for large r40: According to l’Hospital’s rule, it holds
rw0ðrÞ
wðrÞ-
2
p  1 as r-N ð2:12Þ
and hence there is C240 such that
wðrÞpC2r
2
p1 for large r40: ð2:13Þ
From (2.12) and (2.13), there is C340 such that
jw0ðrÞjpC3r
2
p11 for large r40: ð2:14Þ
Putting vðrÞ ¼ wðrÞr
2
p1 for r40; we see that v intersects c at most ﬁnite times from
the assumption, so v is monotone for large r40: Therefore it follows from (2.9) and
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(2.13) that vðrÞ converges to some c040 as r-N: This and (2.12) imply that
w0ðrÞr
2
p1þ1- 2c0=ðp  1Þ as r-N: This completes the proof. &
Let L2w be the Hilbert space of radially symmetric Lebesgue measurable functions
f in RN satisfying Z N
0
f ðrÞ2rN1 exp r
2
4
 
droN
with inner product
ð f ; gÞw ¼
Z N
0
f ðrÞgðrÞrN1 exp r
2
4
 
dr
and the corresponding norm jf j2;w: The space H1w denotes the Hilbert space of
functions fAL2w with f
0AL2w: We use C
N
0 ðRNÞ to denote the class of smooth
functions in RN with compact supports. For positive functions f ; g on ð0;NÞ; we
write f ðrÞBgðrÞ as r-0 (r-N) if f ðrÞ=gðrÞ converges to some positive constant as
r-0 (r-N).
The following result is similar to Lemma 2.3 in [10], in which the eigenvalue
problem for the linearized operator at U was treated.
Proposition 2.2. Suppose that NX11 and p4p: Let
0oco ðN  2Þ
2
4p
( ) 1
p1
and define an operator L by
Lj ¼ j00  N  1
r
j0 þ r
2
j0 þ 1
p  1 j
pcp1
r2
j:
Then ðL þ lÞ1 is a compact operator in L2w for some l40 and the jth eigenvalue mj of
L is given by
mj ¼
a
2
þ 1
p  1þ j for j ¼ 0; 1; 2;y;
where
a ¼
ðN  2Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2Þ2  4pcp1
q
2
:
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Proof. We sketch the proof since the argument is as same as that in the proof of
Lemma 2.3 in [10]. We ﬁrst getZ
RN
j2
jxj2 dxp
4
ðN  2Þ2
Z
RN
jrjj2 dx ð2:15Þ
and Z
BR
jrjj2 dxXðN  2Þ
2
4
Z
BR
j2
jxj2 dx 
N  2
2R
Z
@BR
j2 dS ð2:16Þ
for any jACN0 ðRNÞ; where BR ¼ fxARN : jxjoRg for R40: The proof of (2.15) is a
straightforward modiﬁcation of the corresponding result in p. 169 of [17] and (2.16)
is similarly shown as stated in [10]. For simplicity, we consider the operator L0
deﬁned by
L0j ¼ Djþ x
2
rj pc
p1
jxj2 j:
Let e40 sufﬁciently small. Put
I ¼ ð1 eÞ
Z
RN
jrjj2 exp jxj
2
4
 !
dx  pcp1
Z
RN
j2
jxj2 exp 
jxj2
4
 !
dx:
Then there is K40 depending on p; N; c; e such that
IX K
Z
BR
j2 exp jxj
2
4
 !
dx ð2:17Þ
for jACN0 ðRNÞ: Indeed, for jACN0 ðRNÞ we divide I as
I ¼ I1 þ I2; ð2:18Þ
where
I1 ¼ ð1 eÞ
Z
RN
jrjj2 exp jxj
2
4
 !
dx  pcp1
Z
RN
j2
jxj2 exp 
jxj2
4
 !
dx
and
I2 ¼ ð1 eÞ
Z
RN \BR
jrjj2 exp jxj
2
4
 !
dx  pcp1
Z
RN \BR
j2
jxj2 exp 
jxj2
4
 !
dx:
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It is immediate that
I2X pc
p1
R2
Z
RN \BR
j2 exp jxj
2
4
 !
dx: ð2:19Þ
We can choose g; R40 sufﬁciently small so that
ð1 gÞð1 eÞ ðN  2Þ
2
4
 pcp1 exp R
2
4
 
40
by p4p: It follows from (2.16) that
I1X exp R
2
4
 
ð1 eÞ
Z
BR
jrjj2 dx  pcp1 exp R
2
4
 Z
BR
j2
jxj2 dx
( )
¼ exp R
2
4
 
ð1 gÞð1 eÞ
Z
BR
jrjj2 dx
(
 pcp1exp R
2
4
 Z
BR
j2
jxj2 dx þ gð1 eÞ
Z
BR
jrjj2 dx
)
X exp R
2
4
 
ð1 gÞð1 eÞ ðN  2Þ
2
4
 pcp1 exp R
2
4
 ( )Z
BR
j2
jxj2 dx
"
 N  2
2R
Z
@BR
j2 dS þ gð1 eÞ
Z
BR
jrjj2 dx
#
X exp R
2
4
 
N  2
2R
Z
@BR
j2 dS þ gð1 eÞ
Z
BR
jrjj2 dx
 
by the choice of g: Take d40 such that gð1 eÞ  N2
2R
d40: Since there is Cd40 such
that Z
@BR
j2 dSpd
Z
BR
jrjj2 dx þ Cd
Z
BR
j2 dx; ð2:20Þ
we get
I1X exp R
2
4
 
gð1 eÞ  N  2
2R
d
 Z
BR
jrjj2 dx

N  2
2R
Cd
Z
BR
j2 dx

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and hence
I1X N  2
2R
Cd
Z
BR
j2 exp jxj
2
4
 !
dx ð2:21Þ
by the choice of d: The assertion (2.17) is immediate from (2.18), (2.19)
and (2.21).
Let
qðj;cÞ ¼ ðj; LcÞw
and
jjjjj ¼ qðj;jÞ þ ðK þ 1Þðj;jÞw:
Then there exists a self-adjoint extension of L0; which is called the Friedrichs
extension and denoted by L0; such that
(i) (2.17) is valid
(ii) the domain DðL0Þ of L0 is included in the domain of the closure eq of q under the
norm jj  jj:
It follows from (2.17) that
ejjjjj2wpjjjjj2pðK þ 1Þjjjjj2w;
where jj  jjw denotes the usual norm in H1w: Thus we see DðL0ÞCH1w and
ðj; ðL0 þ K þ 1ÞjÞXejjjjj2w:
Therefore if j satisﬁes
ðL0 þ K þ 1Þj ¼ f
for fAL2w; then it holds ejjjjjwpjf j2;w: Since ðL0 þ K þ 1Þ1 is a compact operator,
the spectrum of L0 consists only of eigenvalues. The same argument can be applied
to L:
Let jAH1w solve
j00 þ N  1
r
j0  r
2
j0  1
p  1 jþ
pcp1
r2
j ¼ mj:
By a standard result, there is aAR such that jðrÞBra as r-0: Then it is immediate
that
a2 þ ðN  2Þaþ pcp1 ¼ 0:
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This equation has two real roots a; aþ with aoaþo0: Putting jðrÞ ¼ raþHðZÞ and
Z ¼ r2=4; H satisﬁes
ZH 00ðZÞ þ aþ þ N
2
 Z
 
H 0ðZÞ  1
p  1þ
aþ
2
 m
 
HðZÞ ¼ 0: ð2:22Þ
It is well known that solution of (2.22) is given by Kummer’s function
M mþ 1
p  1þ
aþ
2
; aþ þ N
2
; Z
 
which satisﬁes
M mþ 1
p  1þ
aþ
2
; aþ þ N
2
; 0
 
¼ 1
and
M mþ 1
p  1þ
aþ
2
; aþ þ N
2
;
r2
4
 
B
G aþ þ N
2
 
G mþ 1
p  1þ
aþ
2
  r2
4
 s
exp
r2
4
 
ð2:23Þ
as r-N if
mþ 1
p  1þ
aþ
2
a0;1;2;y;
where G is the Gamma function and
s ¼ aþ
2
þ N
2
þ m 1
p  1:
Therefore it follows from (2.23) that
m ¼ aþ
2
þ 1
p  1þ j for j ¼ 0; 1; 2;y:
The condition jAH1w excludes the case of jðrÞBra as r-0: This completes the
proof. &
We are now in a position to prove Theorem 1.1.
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Proof of Theorem 1.1. Let mj be the jth eigenvalue of the operator L with
c ¼ 2
p  1 N  1
2
p  1
   1
p1 ð2:24Þ
in Proposition 2.2 for j ¼ 0; 1; 2;y: We ﬁrst see that m240 if p41þ 7=ðN  11Þ and
NX12 by Proposition 2.2. Let w be a positive bounded solution of (2.1) which
intersects U twice. Then there are r1; r240 with r1or2 such that ðU  wÞðriÞ ¼ 0
for i ¼ 1; 2: Put I1 ¼ ð0; r1Þ; I2 ¼ ðr1; r2Þ and I3 ¼ ðr2;NÞ: Since w and U satisfy
(2.1), it is immediate that
 ðU  wÞ00  N  1
r
ðU  wÞ0 þ r
2
ðU  wÞ0 þ 1
p  1 ðU
  wÞ
o pðUÞp1ðU  wÞ
for rAI1,I3: This implies
LðU  wÞo0 in I1,I3 ð2:25Þ
from coc: Similarly we get
Lðw  UÞo0 in I2 ð2:26Þ
by Lemma 2.2.
Deﬁne a bilinear form
Fðj;cÞ ¼
Z N
0
j0c0 þ 1
p  1 jc
pcp1
r2
jc
 
rN1 exp r
2
4
 
dr
for j;cAH1w: Putting
c1ðrÞ ¼
U  w in I1;
0 in ð0;NÞ\I1;

c2ðrÞ ¼
w  U in I2;
0 in ð0;NÞ\I2;

and
c3ðrÞ ¼
0 in ð0;NÞ\I3;
U  w in I3;

it follows from (2.25) and (2.26) that
Fðci;ciÞo0 for i ¼ 1; 2; 3:
This contradicts that m240:
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If w intersects Un times with 3pnoN; we get a contradiction by the same
argument as in the above. It is also seen that if w is a positive bounded solution of
(2.1), then the number of intersections with U is at most ﬁnite similarly to the
above. Consequently the proof is complete. &
3. Existence of type II blowup solutions
The present section is devoted to the proof of Theorem 1.2. Let L2s be the
Hilbert space of radially symmetric Lebesgue measurable functions f in RN
satisfying
Z N
0
f ðrÞ2rN1 exp r
2
4
 
droN
with inner product
ð f ; gÞs ¼
Z N
0
f ðrÞgðrÞrN1 exp r
2
4
 
dr
and the corresponding norm jf j2;s: The space H1s denotes the Hilbert space of
functions fAL2s with f
0AL2s :
Proposition 3.1. Suppose that NX11 and p4p: Let
0oeco ðN  2Þ2
4p
( ) 1
p  1
and define an operator eL by
eLc ¼ c00  N  1
r
c0  r
2
c0  1
p  1 c
pecp1
r2
c:
Then ðeL þ lÞ1 is a compact operator in L2s for some l40 and the jth eigenvalue emj ofeL is given by
emj ¼ b2  1p  1þ N2 þ j for j ¼ 0; 1; 2;y;
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where
b ¼
ðN  2Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2Þ2  4pecp1q
2
:
Proof. Let e40 be sufﬁciently small and put
J ¼ ð1 eÞ
Z
BR
jrcj2 exp jxj
2
4
 !
dx  pecp1 Z
BR
c2
jxj2 exp
jxj2
4
 !
dx:
Then it holds that there is K40 depending only on p; N; c; e such that
JX K
Z
BR
c2 exp
jxj2
4
 !
dx ð3:1Þ
for cACN0 ðRNÞ: In fact, substituting jðxÞ ¼ cðxÞ exp
jxj2
8
 !
into (2.16) for
cACN0 ðRNÞ yieldsZ
BR
jrcj2 exp jxj
2
4
 !
dx þ 1
2
Z
BR
cx  rc exp jxj
2
4
 !
dx
þ 1
16
Z
BR
c2jxj2 exp jxj
2
4
 !
dx
X
ðN  2Þ2
4
Z
BR
c2
jxj2 exp
jxj2
4
 !
dx  N  2
2R
Z
@BR
c2 exp
jxj2
4
 !
dS:
Take d40 sufﬁciently small so that
1 2e
1þ d 
ðN  2Þ2
4
 pecp140
by p4p: Since there is Cd40 such thatZ
BR
cx  rcexp jxj
2
4
 !
dx
p2d
Z
BR
jrcj2 exp jxj
2
4
 !
dx þ 2Cd
Z
BR
c2jxj2 exp jxj
2
4
 !
dx;
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it holds that
ð1þ dÞ
Z
BR
jrcj2 exp jxj
2
4
 !
dx
X
ðN  2Þ2
4
Z
BR
c2
jxj2 exp
jxj2
4
 !
dx
 1
16
þ Cd
 
R2
Z
BR
c2 exp
jxj2
4
 !
dx
 N  2
2R
Z
@BR
c2 exp
jxj2
4
 !
dS: ð3:2Þ
We divide J into two terms:
J ¼ J1 þ J2; ð3:3Þ
where
J1 ¼ ð1 eÞ
Z
BR
jrcj2 jxj
2
4
 !
dx  pecp1 Z
BR
c2
jxj2 exp
jxj2
4
 !
dx
and
J2 ¼ ð1 eÞ
Z
RN \BR
jrcj2 jxj
2
4
 !
dx  pecp1 Z
RN \BR
c2
jxj2 exp
jxj2
4
 !
dx:
It is immediate that
J2X pecp1
R2
Z
RN \BR
c2 exp
jxj2
4
 !
dx: ð3:4Þ
Take d40 sufﬁciently small so that e ðN  2Þd
R
40: Substituting jðxÞ ¼
cðxÞ exp jxj
2
8
 !
into (2.20), there exists %Cd40 such that
Z
@BR
c2 exp
jxj2
4
 !
dS
p 2d
Z
BR
jrcj2 exp jxj
2
4
 !
dx þ %Cd þ 2R2d
  Z
BR
c2 exp
jxj2
4
 !
dx:
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Therefore it follows from (3.2) that
J1X
1 2e
1þ d
ðN  2Þ2
4
 pecp1( )Z
BR
c2
jxj2 exp
jxj2
4
 !
dx
þ e ðN  2Þd
R
 Z
BR
jrcj2 exp jxj
2
4
 !
dx
 1
16
þ Cd
 
R2 þ ðN  2Þð %Cd þ 2R
2dÞ
2R
 Z
BR
c2 exp
jxj2
4
 !
dx
by the same way as in the proof of Proposition 2.2. By the choice of d; d;
we obtain
J1X 1
16
þ Cd
 
R2 þ ðN  2Þð %Cd þ 2R
2dÞ
2R
 Z
BR
c2 exp
jxj2
4
 !
dx: ð3:5Þ
The inequality (3.1) follows from (3.3), (3.4) and (3.5).
We can show that ðeL þ lÞ1 is compact for some l40 by the same argument as in
the proof of Proposition 2.2. Putting jðrÞ ¼ cðrÞ expðr2=4Þ for a solution cAH1s ofeLc ¼ emc; straightforward calculation yields
Lj ¼ 2
p  1
N
2
þ em j:
Let b7 be two real roots of
b2 þ ðN  2Þbþ pecp1 ¼ 0
with bobþ: By the same method as in the proof of Proposition 2.2 and the fact that
cAH1s ; we see
emj ¼ bþ2  1p  1þ N2 þ j for j ¼ 0; 1; 2;y:
This completes the proof. &
Lemma 3.1. If w is a positive bounded solution of (2.1) which intersects U only once,
then
lim
r-N
wðrÞr
2
p1X
ðN  2Þ2
4p
( ) 1
p1
:
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Proof. We ﬁrst assume that the assertion is not valid, i.e.,
lim
r-N
wðrÞr
2
p1o ðN  2Þ
2
4p
( ) 1
p1
:
Put
ec ¼ lim
r-N
wðrÞr
2
p1: ð3:6Þ
Letting v be the function in Lemma 2.2, vðrÞ is increasing for r40 since w intersects
U only once. Indeed, putting zðsÞ ¼ wðrÞr2=ðp1Þ and r ¼ es; we get
z00 þ N  2 4
p  1
 
z0  2
p  1 N  2
2
p  1
 
z þ zp  1
2
z0e2s ¼ 0 ð3:7Þ
in R: Deﬁning
EðsÞ ¼ 1
2
fz0ðsÞg2 þ FðzðsÞÞ
with
FðtÞ ¼  1
p  1 N  2
2
p  1
 
t2 þ 1
p þ 1 t
pþ1;
it follows from (3.7) that
d
ds
EðsÞ ¼ 1
2
e2s  N þ 2þ 4
p  1
 
fz0ðsÞg2
4 0
for large s40: Since FðtÞ attains the minimum at t ¼ c in (1.7) and is increasing for
t4c; zðsÞ does not converge decreasingly to some cXc as s-N and hence zðsÞ is
increasing for sAR:
Thus it holds that vðrÞpec for all rX0 and hence wðrÞpecr2=ðp1Þ for all r40: Since
v0ðrÞ40 for r40; we see
r
2
w0 þ 1
p  1 w40 for r40: ð3:8Þ
This implies
w00 þ N  1
r
w0 þ r
2
w0 þ 1
p  1 w þ w
p40 in ð0;NÞ: ð3:9Þ
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It is immediate that U solves
ðUÞ00 þ N  1
r
ðUÞ0 þ r
2
ðUÞ0 þ 1
p  1U
 þ ðUÞp ¼ 0 in ð0;NÞ: ð3:10Þ
Let r140 be the intersection point between w and U: Let mj be the jth eigenvalue of
the operator L with c ¼ ec in (3.6) in Proposition 2.2 for j ¼ 0; 1; 2;y and chooseem40 such that
2
p  1
N
2
þ emamj for all j ¼ 0; 1; 2;y ð3:11Þ
and
ðN  2Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2Þ2  4pecp1q
2
þ 2
p  1þ em40: ð3:12Þ
Let f be a solution of
f00 þ N  1
r
f0 þ r
2
f0 þ 1
p  1 fþ
pecp1
r2
f ¼ emf in ð0;NÞ
with fðrÞ40 for large r40: Putting %fðrÞ ¼ fðrÞ expðr2=4Þ for rX0; it holds
L %f ¼ 2
p  1
N
2
þ em  %f;
where eL is the operator in Proposition 3.1 with ec in (3.6). By (2.23) and (3.11), we
have
%fðrÞBK0rs exp r
2
4
 
for large r40
with some K040; where
s ¼ ðN  2Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2Þ2  4pecp1q þ 2
p  1þ 2em;
and hence
fðrÞBK0rs for large r40: ð3:13Þ
Let r240 be the largest zero of f and take r34r2 and ew be the solution of
ew00 þ N  1
r
ew0 þ r
2
ew0 þ 1
p  1 ew þ ewp ¼ 0 in ðr3;NÞ ð3:14Þ
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with ewðr3Þ ¼ wðr3Þ and ew0ðr3Þ ¼ w0ðr3Þ: Since w and ew are solutions of (2.1) and
(3.14), respectively, and w satisﬁes (3.8), the following three cases are possible:
(i) ewðr4Þ ¼ wðr4Þ for some r44r3 and w4ew4U in ðr3; r4Þ:
(ii) ewðr5Þ ¼ Uðr5Þ for some r54r3 and w4ew4U in ðr3; r5Þ:
(iii) w4ew4U in ðr3;NÞ:
In the case of (i), put
VðrÞ ¼
0 for rA½0; r3Þ;
wðrÞ  ewðrÞ for rA½r3; r4;
0 for rAðr4;NÞ:
8><>:
In the case of (ii), put
VðrÞ ¼
0 for rA½0; r1Þ;
wðrÞ  UðrÞ for rA½r1; r3;ewðrÞ  UðrÞ for rAðr3; r5;
0 for rAðr5;NÞ:
8>><>>:
Then it follows from (3.9), (3.10) and (3.14) that
V 00 þ N  1
r
V 0 þ r
2
V 0 þ 1
p  1V þ
pecp1
r2
VX0 ð3:15Þ
except for ﬁnite points in ð0;NÞ and that
V 0 þ N  1
r
V 0 þ r
2
V 0 þ 1
p  1V þ
pecp1
r2
V40
in some open interval in ð0;NÞ: Multiplying (3.15) by VrN1 expðr2=4Þ and
integrating by parts yieldsZ N
0
ðV 0Þ2  1
p  1V
2  pecp1
r2
V2
 
rN1 exp
r2
4
 
o0: ð3:16Þ
Therefore there is a negative eigenvalue of eL:
In the case of (iii), putting
VðrÞ ¼ 0 for rA½0; r3Þ;
wðrÞ  ewðrÞ for rA½r3;NÞ;

it holds that
VðrÞpK1r
2
p1 for large r40 ð3:17Þ
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with some K140: From (3.12), (3.13) and (3.17), we can choose a; r6; r740 with
r3or6or7 such that afðriÞ ¼ VðriÞ for i ¼ 6; 7 and that V4af in ðr6; r7Þ: Putting
eVðrÞ ¼ 0 for rA½0; r6Þ;VðrÞ  afðrÞ for rA½r6; r7;
0 for rAðr7;NÞ;
8><>:
the inequality (3.16) is valid with V replaced by eV ; which implies the existence of
negative eigenvalue of eL:
On the other hand, let em0 be the ﬁrst eigenvalue of eL: By Proposition 3.1, we have
em0 ¼ b2  1p  1þ N2 :
Since ecp1oðN2Þ2
4p
; it holds em040; which is a contradiction. This completes the
proof. &
Lemma 3.2. Let f0;fAL
NðB1Þ be radially symmetric nonnegative functions. Let u0
and u be solutions of (1.1) in B1 under the Dirichlet boundary condition with initial data
f0 and f; respectively. Suppose that u0 exhibits the type I blowup at t ¼ T0 and its
blowup point is only the origin. Then for NX24 there exists pN41þ 7=ðN  11Þ such
that u blows up in finite time for f sufficiently close to f0 in C
1ðB1Þ if pXpN :
Proof. Let p41þ 7=ðN  11Þ: Since the blowup of u0 is of type I, there is a positive
bounded solution %w0 of (2.1) such that w0ðsÞ- %w0 in C1loc as s-N; where w0 is
deﬁned by (1.4) with u ¼ u0; T ¼ T0 and a ¼ 0: We may assume that %w0ck since the
assertion was shown in Lemma 2.2 of [3] in the case of %w0  k: From Proposition 2.1,
there is c040 such that for any sufﬁciently small e40
j %w0ðZÞZ
2
p1  c0j þ ð %w0Þ0ðZÞZ
2
p1þ1 þ 2c0
p  1
 pe4 for ZXZ0
with some Z040: We note that
c0X
ðN  2Þ2
4p
( ) 1
p1
ð3:18Þ
by Theorem 1.1 and Lemma 3.1. Let l40 be sufﬁciently large. Since blowup of u0 is
of type I, for any sufﬁciently small e40 there are K040 and s04 log T0 such that
jw0ðs0ÞjN þ jðw0ÞZðs0ÞjNpK0; ð3:19Þ
c0  e
2
 
Z
 2
p1pw0ðZ; s0Þp c0 þ e
2
 
Z
 2
p1 in ½Z0; l ð3:20Þ
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and
jðw0ÞZðZ; s0Þjp
2c0
p  1þ
e
2
 
Z
 2
p11 in ½Z0; l: ð3:21Þ
Suppose that f is sufﬁciently close to f0 in C
1ðB1Þ and that u exists globally in time.
Put t0 ¼ T0  es0 and take T40 with T  t0 ¼ lðT0  t0Þ: Let ew0 and ew be deﬁned
by (1.4) with u0 and u; T and a ¼ 0; respectively. Then it is immediate that
ew0ðr; s0  log lÞ ¼ l 1p1w0ðl12r; s0Þ
and
ewðr; s0  log lÞ ¼ l 1p1wðl12r; s0Þ
for rX0; where w is a function deﬁned by (1.4) with u; T0 and a ¼ 0: Putting s1 ¼
s0  log l; it follows from (3.19)–(3.21) that
jewðs1ÞjNpðK0 þ eÞl 1p1; ð3:22Þ
jewrðs1ÞjNpðK0 þ eÞl 1p1þ12; ð3:23Þ
ðc0  eÞr
2
p1pewðr; s1Þpðc0 þ eÞr 2p1 in ½l12m0; l12 ð3:24Þ
jewrðr; s1Þjp 2c0
p  1þ e
 
r
 2
p11 in ½l12m0; l
1
2 ð3:25Þ
if f is sufﬁciently close to f0 in C
1ðB1Þ:
Deﬁne
E½ewðsÞ ¼ Z e
s
2
0
1
2
ew2r þ 12ðp  1Þ ew2  1p þ 1 ewpþ1
 
rN1r dr
and
I ½ewðsÞ ¼ 2E½ewðsÞ þ p  1
p þ 1jS
N1j
p1
2
Z es2
0
ew2rN1r dr
0@ 1A
pþ1
2
;
where jSN1j denotes the surface area of the ðN  1Þ-dimensional unit sphere SN1:
According to Proposition 2.1 of [13] (or Lemma 2.1 of [14]), if I ½ewðs1Þ40; then ew
blows up in ﬁnite time.
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From (3.22) and (3.23), there is C140 such that
Z l12m0
0
few2r þ ew2 þ ewpþ1grN1r dr
þ
Z l12m0
0
ew2rN1r dr
0B@
1CA
pþ1
2
pC1l
pþ1
p1
N
2 ð3:26Þ
and
Z es2
l
1
2
few2r þ ew2 þ ewpþ1grN1r dr þ Z e
s
2
l
1
2
ew2rN1r dr
0@ 1A
pþ1
2
pC1 exp l
8
 
ð3:27Þ
at s ¼ s1 if l is sufﬁciently large. We also get
Z l12m0
0
r
 4
p1þN3r dr þ
Z l12m0
0
r
 4
p1þN1r dr
0B@
1CA
pþ1
2
pC2l
1
2
 4
p1þN2
 
ð3:28Þ
and
Z N
l
1
2
r
 4
p1þN1r dr þ
Z N
l
1
2
r
 4
p1þN1r dr
 pþ1
2
pC2 exp l
8
 
ð3:29Þ
for some C240 in the same way as (3.26) and (3.27).
Put
K ¼ G 1
2
 4
p  1þ N  2
  
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with the gamma function G;
AðN; pÞ
¼  2
p  1 N  2
2
p  1
 
þ cp10
2
p þ 1þ
p  1
p þ 1 2
ðN1Þðp1Þ
2 ð4pÞ
Nðp1Þ
4
8<:
  2
p  1þ
N
2
 1
 pþ1
2
K
p1
2 jSN1j
p1
2
9=;
and
BðN; pÞ ¼  2 1
2
2ðc0 þ eÞ
p  1
 2Z N
0
r
 4
p1þN3r dr
(
þ ðc0 þ eÞ
2
2ðp  1Þ
Z N
0
r
 4
p1þN1r dr
ðc0  eÞ
pþ1
p þ 1
Z N
0
r
2ðpþ1Þ
p1 þN1r dr
)
þ p  1
p þ 1 ðc0  eÞ
2
Z N
0
r
 4
p1þN1r dr
 pþ1
2 jSN1j
p1
2 :
Then straightforward calculation yields
BðN; pÞX2
4
p1þN3c20ð4pÞ
N
2 KAðN; pÞ  C3e ð3:30Þ
for some C340: We get
AðN; pÞX 2
p  1 N  2
2
p  1
 
 1þ ðp  1ÞðN  2Þ
2
8p N  2 2
p  1
 CðN; pÞ
8><>:
9>=>; ð3:31Þ
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from (3.18), where
CðN; pÞ
¼ 2
p þ 1
þ p  1
p þ 1
N
2
 2
p  1 1
 
2p
N
2
 p1
2
G
N
2
 2
p  1
  p1
2 jSN1j
p1
2 :
Since G
N
2
 
¼ 2p
N
2
jSN1j; we have
log
2p
N
2
jSN1j
0@ 1A
p1
2
G
N
2
 2
p  1
  p1
2
2664
3775
¼ 
log G
N
2
 2
p  1
 
 log G N
2
 
 2
p  1
and hence
lim
p-N
log
2p
N
2
jSN1j
0@ 1A
p1
2
G
N
2
 2
p  1
  p1
2
2664
3775
¼ 
G0
N
2
 
G
N
2
 
X  1þ log N
2
 1
  
:
Here we used the inequality
G0ðs þ 1Þ
Gðs þ 1Þp1þ log s for s40:
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This implies
lim inf
p-N
1þ ðp  1ÞðN  2Þ
2
8p N  2 2
p  1
 CðN; pÞ
8><>>:
9>=>>;X  1þ
N  2
8e
4 0
if NX24 and hence AðN; pÞ40 for sufﬁciently large p if NX24: Therefore it follows
from (3.30) that BðN; pÞ40 for sufﬁciently small e40 if p is sufﬁciently large and
NX24: This and (3.24)–(3.29) imply that I ½ewðs1Þ40 if l40 is sufﬁciently large.
Consequently ew blows up in ﬁnite time, namely, u blows up earlier than t ¼ T : This
contradiction completes the proof. &
We obtain a result on the comparison of blowup times.
Lemma 3.3. Let fALNðB1Þ be a radially symmetric positive function which is
nonincreasing in r and u be the solution of (1.1) in B1 under the Dirichlet boundary
condition with initial data f and blowup time Tu: Let cALNðRNÞ be a radially
symmetric positive function with fpc in B1 and v be the solution of (1.1) in RN with
initial data c and blowup time Tv: If the blowup of u is of type I, then TvoTu:
Proof. It is trivial that TvpTu by the comparison theorem. We assume that Tv ¼ Tu
and denote it by T for simplicity. Let w be deﬁned by (1.4) with u; T and a ¼ 0:
When wðsÞ-k locally uniformly as s-N; the conclusion can be proved by the same
method in the proof of Lemma A.1 in [8], so we suppose that wðsÞ-w0 locally
uniformly as s-N for some positive bounded solution w0 of (2.1) with w0ck: Then
we can write as
uððT  tÞ12Z; tÞ ¼ ðT  tÞ
1
p1fw0ðZÞ þ hðZ; tÞg;
where jhðZ; tÞj-0 locally uniformly as t-T : Thus for any R40 there are KR40 and
tRoT such that
uððT  tÞ12Z; tÞp1XðT  tÞ1fw0ðZÞp1  KRjhðZ; tÞjg ð3:32Þ
in D  ½0; R  ½tR; TÞ: Putting z ¼ v  u; it holds
ztX zrr þ N  1
r
zr
þ p
T  tfw0ððT  tÞ
1
2rÞp1  KRjhððT  tÞ
1
2r; tÞjgz ð3:33Þ
in eD  StA½tR;TÞ½0; ðT  tÞ1=2R  ftg:
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We next look for
ewðr; tÞ ¼ ðT  tÞ 1p1ðlogðT  tÞÞf ððT  tÞ12rÞ
such that
ewtp ewrr þ N  1
r
ewr
þ p
T  t w0ððT  tÞ
1
2rÞp1  KRjhððT  tÞ
1
2r; tÞj
 ew ð3:34Þ
in eD: It is immediate that (3.34) is equivalent to
f 00 þ N  1
Z
f 0  Z
2
f 0  1
p  1 f þ pw
p1
0 f
þ 1
logðT  tÞ f  pKRjhðZ; tÞjfX0 ð3:35Þ
in D:
Since w0 satisﬁes (2.1), we get
w000 þ
N  1
Z
w0
0  Z
2
w0
0  1
p  1 w0 þ pw
p1
0  w0 ¼ðp  1Þwp10  w0
4 0
and hence
Z N
0
ðw00Þ2 þ 1
p  1w
2
0  pwp10  w20
 
rN1exp r
2
4
 
dro0:
Thus there are %R40 and a radially symmetric function %w0AH10 ð½0; %RÞÞ such thatZ N
0
ð %w00Þ2 þ 1
p  1 %w
2
0  pwp10 %w20
 
rN1 exp r
2
4
 
dro0:
This implies the existence of l40 and a positive radially symmetric function
jAC2ð½0; %RÞÞ such that jð %RÞ ¼ 0 and
j00 þ N  1
Z
j0  Z
2
j0  1
p  1jþ pw
p1
0 j ¼ lj
ARTICLE IN PRESS
N. Mizoguchi / J. Differential Equations 205 (2004) 298–328 325
in ð0; %RÞ: Letting R ¼ %R; it holds
j00 þ N  1
Z
j0  Z
2
j0  1
p  1 jþ pw
p1
0 jþ
1
logðT  tÞ j pKRjhðZ; tÞjj
¼ lþ 1
logðT  tÞ  pKRjhðZ; tÞj
 
j
40
in D if tR is sufﬁciently close to T : Thus putting f ¼ j; f satisﬁes (3.35) in D:
On the other hand, since vXu in ½0; 1  ð0; TÞ;
ztXzrr þ N  1
r
zr in ð0; 1Þ  ð0; TÞ
and hence there are d1; d240 such that
zðr; tÞXd1 in ½0; 1  ½d2; TÞ:
Thus there is k40 such that %w  kewpz in ð½0; ðT  tRÞ1=2R  ftRgÞ,ðfðT 
tÞ1=2Rg  ðtR; TÞÞ: Then it follows from (3.33) and (3.34) with ew replaced by %w that
zðr; tÞX %wðr; tÞ in eD
by the comparison theorem. Therefore there exists g40 such that
zðr; tÞXgðT  tÞ
1
p1ðlogðT  tÞÞ in %D; ð3:36Þ
where %D  StA½tR;TÞ 0; ðT  tÞ1=2R2
" #
 ftg:
Putting
vsðr; tÞ ¼ ðT  sÞ
1
p1vððT  sÞ1=2r; s þ tðT  sÞÞ in ½0;NÞ  ½0; 1Þ
for each sA½tR; TÞ; it follows from (3.36) that
vsðr; 0ÞXgðlogðT  sÞÞ in 0; R
2
 
:
Since vs satisﬁes (1.1), if s is sufﬁciently close to T ; then vs blows up earlier than
t ¼ 1; i.e., v blows up earlier than t ¼ T (see [8] or [14]), which contradicts Tv ¼ T :
This completes the proof. &
We now prove Theorem 1.2 using the above results in the present section.
ARTICLE IN PRESS
N. Mizoguchi / J. Differential Equations 205 (2004) 298–328326
Proof of Theorem 1.2. We ﬁrst assume that there is no solution of (1.1) in any ball
under the Dirichlet boundary condition which exhibits the type II blowup in ﬁnite
time. Fix R40 arbitrarily and take a positive radially symmetric function fAC1ðBRÞ
with fðRÞ ¼ 0 and frp0 in ½0; RÞ: For l40; let ul be a solution of (1.1) in BR under
the Dirichlet boundary condition with initial data lf and Tl be the maximal
existence time of ul in the classical sense. Deﬁne
l ¼ supfl40 : Tl ¼Ng:
It was shown in [15] that 0oloN and that u is not a global bounded solution,
where u ¼ ul for simplicity. Thus u blows up in ﬁnite time or exists globally in
time and grows up as t-N: Let pXpN with the constant pN in Lemma 3.2 for
NX24: According to Lemma 3.2, u does not blow up in ﬁnite time since the blowup
is assumed to be of type I. Therefore u is a global solution growing up as t-N:
On the other hand, there is a radially symmetric positive solution eu of (1.1) in RN
which exhibits the type II blowup in ﬁnite time and whose blowup point is only the
origin by Herrero and Vela´zquez [9,10]. We may assume without loss of generality
that the blowup time of eu equals 1. Since u exists globally in time, for each T40
there is dT40 such that TpTloþN for l with lolol þ dT : By a
transformation m
2
p1ulðmr; m2tÞ with suitable m40; we can get a solution u of (1.1)
in BZ under the Dirichlet boundary condition with uð0; 0Þ4euð0; 0Þ which blows up at
t ¼ 1 and intersects eu only once in ½0; Z at t ¼ 0 with some Z40: Since the blowup of
u and eu is of type I and of type II, respectively, it holds uð0; t0Þoeuð0; t0Þ for some
t0Að0; 1Þ: Then it follows that uðr; t0Þoeuðr; t0Þ in ½0; Z since the number of
intersections between u and eu is nonincreasing in t by [2]. By Lemma 3.3, the blowup
time of eu is earlier than that of u; which is a contradiction. This completes the
proof. &
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