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Ground states of long-range interacting fermions in one spatial dimension
Zhi-Hua Li
School of Science, Xi’an Technological University, Xi’an 710021, China
We explore systematically the ground state properties of one dimensional fermions with long-
range interactions decaying in a power law ∼ 1/rα through the density matrix renormalization
group algorithm. By comparing values of Luttinger liquid parameters precisely measured in two
different ways, we show convincing evidence that Luttinger liquid theory is valid if α is larger than
some threshold, otherwise the theory breakdown. Combining analysis on structure factor, charge
gap and charge stiffness, we determine how the metal-insulator transition point develops as the
interaction range is continuously tuned. A region in the range of 0 ≤ α ≤ 1 and small interactions
has finite charge gaps, but, interestingly, it shows metallic nature at the same time. From these, we
obtain approximate phase diagrams for the entire parameter space and for band fillings equal 1/2
and 1/3. Finally, we compare certain bosonization and field theory formula with our quasi-exact
numerical results, from which disagreements are found.
I. INTRODUCTION
One-dimensional (1D) electron models are widely stud-
ied due to the viability of various analytical and numer-
ical methods. Typical examples are the Hubbard model
and its extensions with short-range (SR) interactions. A
dominant theoretical framework for solving and under-
standing such models is the Luttinger liquid theory1–3. In
that theory correlation functions decay as non-universal
power-laws, with the exponents determined by a single
parameter K (per degree of freedom). However, exper-
iments on quasi-1D systems such as quantum wires4,5
and carbon nanotubes6 highlight the importance of long-
range (LR) interactions, as in 1D screening is absent and
the electrons should interact via the bare Coulomb force.
Then the Luttinger liquid theory is not guaranteed to be
effective, since it assumes SR interactions.
Schulz7 applied bosonization method to 1D electron
systems with Coulomb force. He found 4kF density cor-
relation decaying slower than any power laws, thus be-
yond Luttinger liquid, and interpreted the ground state
as a quasi-Wigner crystal. The occurrence of 4kF (or 2kF
for spinless fermions) wave vector was later examined nu-
merically in continuum8–11 and discrete models12,13.
The systems studied in 7–11 are electrons moving in
a continuum (e.g. for electron gas confined in semi-
conductor heterostructures); when moving on a lattice,
they can be localized and form an charge-density-wave
(CDW) insulator. The impact of LR interaction on the
metal-insulator transition was studied in 14 and 15 using
exact diagonalization, and it was shown that the umk-
lapp scattering is reduced in the presence of LR interac-
tion. Regarding the metal-insulator transition, there is a
subtle difference between LR spinless and spinfull mod-
els that the later seems has no transition for even large
interactions12.
Despite large amount of work cited in the above, our
understandings of 1D LR interacting electrons are still
not complete. The widely quoted bosonization formula
of near crystalline 4kF correlation
7 has been rarely un-
ambiguously verified numerically (an exception was in
12); The discussion of the interplay between LR interac-
tion and umklampp scattering was only made for short
chains14, that need to be checked in large systems; In ad-
dition, recent advances in cold atom experiments, such as
polar molecular and trapped ions16, have realized quasi-
1D LR systems with power law interactions 1/rα and ex-
ponent α broader than a single Coulomb force (α = 1),
which also worth investigating. Thus improved numerical
results are still needed.
In this paper, we study long-range interacting fermions
using the density matrix renormalization group (DMRG)
algorithms. The model considered here consists of a chain
with N sites,
Hˆ =
∑
i
−t(cˆ†i cˆi+1 + h.c.) +
∑
i<j
V (|i − j|)(nˆi − n)(nˆj − n)
(1)
where cˆ†i (cˆi) is creation (annihilation) operator of a spin-
less fermion, nˆi is a fermion density operator at site i, and
n is the average density. The interaction potential decays
in a power law V (r) = V/rα. The overall amplitude V
is non-negative representing repulsion force. And the ex-
ponent α ranges from∞ to 0, interpolating continuously
nearest neighbour interaction to the unphysical limit of
undecayed interaction.
We aim to give a systematic account of the interaction
range effects and determine a phase diagram for the full
parameter space. The SR limit (α = ∞) of Eq.(1) is
already well understood. We are particularly interested
in whether the Luttinger liquid theory effects for power
law interaction when α <∞. According to bosonization
analysis this should be true if
∑
r V (r) is finite
3, direct
numerical evidence is still beneficial, though. We show
that when α is large enough, there is indeed a Luttinger
liquid region and its boundary with insulator phase can
be determined by the limiting value of the Luttinger pa-
rameter. Whereas when α is small, the system clearly
deviates from Luttinger liquid, and the metal-insulator
transition can no longer be determined by the Luttinger
parameter. In the metallic region the ground state has
very slowly decayed density correlation, which is qualita-
tively consistent with bosonization predictions. However,
2the numeric data does not fully match with the analytical
ones. We also deliver systematic analysis of the ground
state entanglement, which supports conclusions drawn
from other quantities.
This work is organized as follows. Sec.II introduces
the model and the numerical method; Secs.III and IV
determine the phase diagram for band fillings n = 1/2
and n = 1/3, respectively; Sec.V compares bosonization
with our numerical results. Conclusions are drawn in
Sec.VI.
II. METHODS
Except for the hopping amplitude t (fixed to unity)
and filling factor n, V and α are two main free parame-
ters that we will investigate. Several limiting cases can
be noted in the V -α plane: The line of V = 0 are free
fermions. This is also the case for α = 0. When α =∞,
Eq.(1) degenerates to the t-V model (equivalent to the
XXZ model), which is exactly solvable: For half filling
there is a metal-insulator transition at Vc = 2.0. Besides,
the low energy field theory for the t-V model(and other
similar models with longer, but finite range, interactions)
is the Luttinger model plus a cosine term representing the
umklapp scattering, known as the sine-Gordon model.
The fixed points for this field theory model are controlled
by the Luttinger parameter K. It is metallic (insulating)
if K is smaller (larger) than a critical value Kc. Kc is
determined by band filling, which, for spinless fermions,
equals 12 and
2
9 at fillings n =
1
2 and n =
1
3 , respectively.
For generic V and α, accurate ground state properties
can only be obtained numerically. We use the DMRG
algorithm17 to achieve this. Traditionally, it was difficult
to use DMRG to simulate systems with LR interactions.
This problem has been solved for the type of LR interac-
tion decaying in a power law in translation invariant sys-
tems, due to a technique invented in Ref.18. The basic
idea behind of it is to approximating power function with
the sum of several exponentials, and encode the Hamil-
tonian compactly in MPOs (see 18 and 19 for details).
Both DMRG and this technique are quasi-exact. In our
simulation, the Hamiltonian (1) is represented with the
just mentioned technique, using 6 exponentials, and the
ground state wave function |ψ〉 is represented with ma-
trix product states20. Other algorithm details are reg-
ular: If not otherwise specified, open boundary condi-
tions (OBC) is used for system size N ranging from 20
to 1600. Physical quantities are calculated by extrapo-
lation in N . The quality of the wave function is gauged
such that the truncation error to be under 10−9 or the
variance v = 〈ψ|Hˆ2|ψ〉 − (〈ψ|Hˆ |ψ〉)2 smaller than 10−5.
This requires a bond dimension D of the MPS up to 500.
As we will need to calculate K in different ways, a
variant of DMRG—the iDMRG algorithm21 is also used
in this paper. This algorithm exploits translation invari-
ance and represent the ground state in an infinite matrix
product state (iMPS). Since it works directly in ther-
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FIG. 1. Schematic phase diagram as a function of the inter-
action amplitude V and inverse of exponent α at n = 1
2
. The
thick solid line indicates transitions from metallic phases to a
CDW insulator phase. This line starts from (V, α) = (2.0,∞)
and eventually approaches α = 0 when V → ∞. The thin
solid line in the metallic regime marks the transition from
Luttinger liquid phase (LL) to an Wigner crystal phase (WC).
In addition, the ground states for V = 0 or α = 0 corresponds
to free fermions and belong to the Luttinger liquid phase.
modynamic limit, no extrapolation in N is needed and
boundary effect is reduced to minimum. Simulations are
made and compared with different bond dimensions to
ensure accuracy, and the values of the correlators are av-
eraged over one unit cell to enforce better translation
invariance.
We study two band fillings n = 1/2 and 1/3 which
correspond to Fermi wave vectors kF = π/2 and π/3, re-
spectively. For each of them we consider entire range of V
and α, however, as we will see, 0 ≤ α ≤ 3.0 and moderate
V are revealing enough in practice, so the actual compu-
tations is restricted to this range. Our strategy is to ana-
lyze starting from the familiar short-range limit (α =∞)
and see how phases and quantum critical point (QCP)
evolve to unknown regimes when α is tuned smaller. Be-
cause the results for n = 1/2 and n = 1/3 have certain
qualitative differences, they are shown separately in be-
low.
III. n = 1/2 PHASE DIAGRAM
Fig.1 shows a schematic phase diagram for n = 1/2.
There are three phases: Luttinger liquid, Wigner crystal
and CDW phase. The former two are metallic while the
later is an insulator. The Luttinger liquid regime is de-
termined by measuring the Luttinger parameter, as will
be explained in subsection IIIA, where the boundary of
it with the CDW phase is located accurately, while the
boundary with the Wigner crystal is estimated crudely.
The metal-insulator transition point is also determined
qualitatively in the whole range of α by studying the
structure factor, charge gap and charge stiffness, as will
be presented in III B. These resulting phase boundaries
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FIG. 2. Correlation exponent K for V = 1.5 and α = 2.5
extracted through two different methods: (a) By method 1
(see main text): symbols are K evaluated by Eq.(5) within
DMRG versus inverse of system size N , for N = 40, 60, 80, 100
and 120. The line is a fitting to third order polynomial in 1/N .
The extrapolated K to thermodynamic limit equals 0.6639.
(b) By method 2: symbols are single particle Green’s function
computed using iDMRG with bound dimensionD = 240. The
line is fitting of the data to Eq.(3) for 32 ≤ r ≤ 60. Best fitting
is found at K = 0.6649.
are consistent with the entanglement properties as will
be shown in subsection III C.
A. Luttinger parameter
As mentioned in the introduction, Luttinger liquids are
characterized by various power law decaying correlations.
For example, the connected density-density correlation
and the single particle Green’s function are given by the
two following formula:
〈(nˆr − 〈nˆr〉)(nˆ0 − 〈nˆ0〉)〉 = − K
2π2r2
+ C
cos(2kF r)
r2K
+ · · ·
(2)
〈c†rc0〉 ∼ r−
1
2
(K+K−1) (3)
Moreover, the parameter K in the above two lines are
the same one. This prominent character can be used to
detect it. Specifically, one may extract K numerically
from Eqs.(2) and (3), then it should be in the Luttinger
liquid phase if the two Ks coincide very well, otherwise
it falls outside of this phase. We are meant to use that
strategy to demarcate the Luttinger liquid phase in the
parameter plane. This is feasible provided the numeri-
cally extracted K values are enough accurate. Indeed,
due to the high accuracy and versatility of the DMRG
like algorithms, Luttinger parameter can be extracted ac-
curately from multiple methods. Two of them which we
employ are introduced as follows:
method 1. Use DMRG to simulate the ground state and
extract K from Eq.(2)22. A direct fitting of the DMRG
data with Eq.(2) will face strong end effects. The usual
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FIG. 3. Contour plot of the correlation exponents K1 (solid)
andK2 (dashed) on the V -α plane, with their values restricted
to no smaller than Kc = 0.5. Each value of K1 (K2) is cal-
culated using the same way as in Fig.2 (a) [(b)]. The shaded
region where K1 and K2 are nearly identical marks the Lut-
tinger liquid phase. Inset shows the difference of K1 and K2
vs. α on a transect line of V = 1.0. In this section all results
are for n = 1/2. In the entire paper Figs.2, 3 and 10 used
both DMRG and iMPS, Fig.4 used iMPS and all rests used
DMRG solely.
conduct is to calculate its Fourier transform, i.e. the
static structure factor
S(k) =
1
N
∑
i,j
eik(i−j)(〈nˆinˆj〉 − 〈nˆi〉〈nˆj〉), (4)
then K is given by the slope of S(k) at zero momentum,
K = 2π
dS(k)
dk
∣∣∣∣
k=0
. (5)
Numerically, this equation can be approximated by K =
2π[S(2k1)− S(k1)]/k1, where k1 = 2π/N is the smallest
momentum for sizeN . An example of the extrapolatedK
value for thermodynamic limit in this method at V = 1.5
and α = 2.5 is shown in Fig.2(a).
method 2. Use iDMRG to calculate the ground state
and extract K from Eq.(3)23. Since in the iMPS repre-
sentation the boundary effect is very small, direct fitting
of 〈c†rc0〉 with Eq.(3) suffices to get accurateK. For small
r, irrelevant operators may affect the scaling, while for
large r, accuracy loses, so an intermediate fitting region
of 32 ≤ r ≤ 60 has been used24. An example of K ex-
tracted in this method is shown in Fig.2(b).
For clarity, we denote theKs obtained in the two meth-
ods by K1 and K2 in order. Contour lines for them in
the V -α plane are drawn together in Fig.3. Good coin-
cidence is found for an extended region in the lower left
part of the plane. Regarding that K1 and K2 are ob-
tained from different algorithms and different quantities,
such a coincidence is very remarkable. This means that
for large enough α the LR interactions are irrelevant at
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FIG. 4. Correlation exponent K2 vs. rmin at V = 2.0 and
for several values of α, where K2 is extracted by fitting iMPS
data of the single particle Green’s function with Eq.3 for r in
the range [rmin, rmin + 30] with varying rmin.
the Luttinger liquid fixed point and that their only ef-
fect was a quantitative renormalization of the Luttinger
liquid parameters. Either K1 or K2 can be taken as the
value of Luttinger parameter, since they are very close.
Their difference ǫ ≡ |K1 −K2| can be even taken as an
estimate of error, which is about 10−3 for α & 2.0 (see
inset of Fig.3). Nevertheless, since there is no criterion
as to how large an ǫ would indicate deviation from Lut-
tinger liquid, it is not able to give an accurate αc for the
upper boundary of this region. By direct observation, αc
should be between 2.0 and 1.0 and depend slightly on V .
A comparison of this result with bosonization arguments
will be given in section V.
Taking account of the backward scattering, the above
result also implies that the sine-Gordon model should be
still valid for finite α when α > αc. Then the lower
half of the limiting contour line K1 = 0.5 (or K2 = 0.5,
since they are close and their small discrepancy is caused
by logarithm corrections which are not incorporated in
Eqs.(2) and (11)) determines unambiguously how the
metal-insulator transition point Vc evolve as α reduces
from 3.0 to αc. For reference, Vc are 2.45 ± 0.05 and
2.65 ± 0.05 for α = 3.0 and 2.0, respectively. Note that
they are not far from the critical value of 2.0 for α =∞.
In the small α regime (0 < α < αc) large difference be-
tween the two Ks indicates the system is in a new fixed
point. In this sense, this is the true LR regime. Both K1
and K2 quickly reduces as α becomes smaller, indicating
reinforcement of the density correlation. Here we em-
phasize that K1 and K2 are not well defined “Luttinger
parameter” in this regime. They can still be extracted
by curve fitting only because marginal Luttinger liquid
character is retained. In fact their values are scale de-
pendent. A demonstration of this for K2 is shown in
Fig.4. One can see that, at α = 2.0 (in the Luttinger liq-
uid phase), K2 is stable against different fitting ranges,
meaning Eq.3 is very well satisfied, while at α = 1.0 or
0.5, reduction of K2 with increasing length scales indi-
cates deviation from Eq.3. This is another evidence for
breakdown of Luttinger liquid. Then, considering the
backward scattering, the sine-Gordon model should be
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FIG. 5. (a) Scaled static structure factor at k = 2kF versus
inverse system size for α = 3.0 and different V . Lines are fit of
the data to third order polynomial in 1/N . (b) Extrapolation
of S(2kF )/N to infinite N as a function of V for different α.
no longer justified either. So there is no reason to expect
boundary between metallic and insulating phases given
by Kc = 0.5 in this regime.
B. the metal-insulator transition
For large enough V (and α 6= 0) the potential energy
dominates, then the fermions are always expected to form
an insulating phase. As stated in the above, the metal-
insulator transition point Vc can be determined by Lut-
tinger parameter only in the large α regime. In order to
see the dependence of the phase boundary on α in its full
range, in below we consider some other quantities.
The metallic phases are translation invariant, while the
insulator phase has a CDW order with a wave length
equal to inverse of the density of fermion (correspond-
ing to wave number k = 2kF ). This 2kF order can be
detected by a non-vanishing S(2kF )/N value in thermo-
dynamic limit. The scaling of the structure factor against
1/N for α = 3.0 and several V is shown in Fig.5(a). For
V ≤ 3.0, this quantity is extrapolated to zero or very
small values, while clearly becomes finite for larger V .
This behaviour is largely in agreement with Vc = 2.45 ob-
tained by the above study of Luttinger parameter. The
extrapolated thermodynamic limit value as a function
of V for different α is shown in Fig.5(b). For each α, it
changes from zero to finite values at some QCP Vc, which
is not easy to be accurately located. Nevertheless, it is
clear that qualitatively the tendency to form CDW order
is always weakened as α reduces.
The next quantity considered is the single particle
charge gap25. In thermodynamic limit it will normally
be zero in metallic phases, while become finite in insu-
lating phases. Its definition is
∆(N) = E(Nf + 1) + E(Nf − 1)− 2E(Nf ), (6)
where Nf = nN is the number of fermions. Scaling of
∆ with inverse system size at α = 3.0 and 0.5 are shown
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FIG. 6. Single particle charge gap ∆ versus inverse system
size at α = 3.0 (a) and α = 0.5 (b) and for each of them
several values of V . Lines are fit of the data to the function
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1
N
+ a2
1
N2
+ a3
1
N3
(c) ∆(∞) extracted
from data fitting as a function of V for different α.
in Fig.6(a) and (b), respectively, for different interaction
strength. Each group of data can be well fitted with third
order polynomials in 1/N , leading to certain thermody-
namic limit values ∆(∞). Then the extrapolated ∆(∞)
as a function of V are shown for different α in Fig.6(c),
from which, two distinct behaviours can be observed sep-
arated by α = 1. For each α > 1, ∆(∞) changes from
zero to finite values at certain critical Vc, and Vc should
get larger as α reduces; For each 0 ≤ α ≤ 1, ∆(∞) is (al-
most) proportional to V in the beginning, and later may
still grow linearly in V but with a larger slope (At α = 1
this is marginal and not very obvious, and, at α = 0,
∆(∞) = V holds exactly for all range of V ).
The gap for α > 1 agrees with previous findings
about the Luttinger parameter and scaled structure fac-
tor, while the results for 0 ≤ α ≤ 1 and small V do not:
There is no 2kF CDW order, yet there is a finite charge
gap. This raises a question that whether the phase in
this regime is a metal or insulator? If we follow the no-
tion of Kohn that metal/insulator should be classified
by the ground state wave function alone (while not the
spectrum)26,27, then it should be metallic, and existence
of the charge gap should be understood as one peculiar
feature of true LR interaction potential.
Two facts supporting metallic nature of the 0 ≤ α ≤
1 and small V regime follow. First, consider the exact
solvable region of α = 0. For them the ground state wave
functions are identical to that of the free fermions of V =
0, and the single particle charge gap can be easily worked
out to be ∆(N) = V + 4π/N + O(1/N2) for a lattice
size N , which equals V in thermodynamic limit. This
extreme case provides an exact example of a metal with
a finite charge gap. Second, for generic α, we measure
0.00 0.02 0.04
1/N
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
D
(a)
V
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
18.0
24.0
30.0
0 2 4 6 8 10 12 14
V
(b)
α
3.0
2.0
1.0
0.5
FIG. 7. (a) Charge stiffness D vs. 1/N at α = 0.5 and for
different V . The system sizes are N = 18, 22, 26, 34 and 42,
corresponding to odd numbers of fermions. Solid lines at are
guide to eye. Dashed lines at V = 4.0 and 12.0 are fit to third
order polynomials in 1/N . The former fit is good, while the
later leads to negative D which is clearly incorrect. (b) D as a
function of V for different α, obtained at a fixed finite system
size of N = 42. These data are obtained through DMRG with
periodic boundary conditions and the bond dimensions used
are up to 640.
Kohn’s charge stiffness26
D = N
∂2E(φ)
∂φ2
∣∣∣∣
φm
, (7)
where φ is a magnetic flux penetrating periodic ring of
model Eq.(1). φm is the location of minimum of the
ground state energy, which equals 0 (π) for an odd (even)
number of fermions. Fig.7(a) shows D vs. 1/N for fixed
α = 0.5 and different V , deep in the LR regime, with
N no larger than 4228. When V is small or large, finite
size effects are weak and extrapolation of D to infinite N
should be good. For example, at V = 4.0, D is extrapo-
lated to a finite value, showing a metallic state. Similar
conclusions can be reached for other (V, α) pairs when
they are both small. For intermediate V , finite size ef-
fects are strong, and extrapolation using small system
sizes will lead to large error [see the line at V = 12.0
of Fig.7(a)]. Then we compare D as a function of V for
different α, with a fixed finite system size of N = 42,
as shown in Fig.7(b). The function values are always
promoted as α reduces, indicating, for the finite system
size, stronger metallic character for smaller α. This re-
sult is consistent with the behaviour of the extrapolated
structure factor shown in Fig.5(b).
From the above analysis, we conclude that there are
metal-insulator transitions for all α > 0 and the tran-
sition point Vc shifts to larger values as α reduces (Vc
should go to infinity as α approaches zero). It means
that the fermions are less likely to be localized by the
backscattering by the lattice with increasing interaction
range. This remarkable fact was uncovered in earlier
works of Refs. 14 and 15 for short chains. We confirm
this for even larger system sizes and in wider parameter
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FIG. 8. Distribution of the half chain entanglement entropy
EN/2 on the parameter domain (V, α) ∈ [0, 10]×[0, 3.0] divided
into 40 × 24 grids for system size N = 100. Several dots are
marked a, b, c and d whose scaling of entanglement are shown
in Fig.9.
ranges.
C. entanglement entropy
In the above, we have determined the approximate
ground state phase diagram at half filling. It is also in-
teresting to study quantum entanglement in the ground
states, since it provides alternative characterization of
many body wave function and may have interesting con-
nection with quantum phase transitions29.
We use the von Neumann entanglement entropy as a
measure of bipartite entanglement between the subsys-
tems residing on the left L sites of the chain and that on
the remaining right N − L sites, which is formulated by
EL = −Tr(ρL log2(ρL)), (8)
and where ρL = Tr[L+1,N ](|ψ〉〈ψ|) is the reduced density
matrix of the left subsystem, by tracing out the right one.
Fig.8 displays an overview of the distribution of half
chain entanglement EN/2 on the parameter space for
N = 100. Two features can be noted: First, all points on
the boundary lines of V = 0 and α = 0 take same values
of entanglement and the values are relatively high, since
they are identically free fermions. Second, there is an ex-
tended peak of entanglement in the middle of the figure.
Let us denote by Vp the location of the peak for a given
α. Then the curve Vp(α) has the same trend as Vc(α).
This supports previous conclusions about the phase dia-
gram, and Vp should have intimate connections with Vc.
Since Vp can be easily obtained, one may wonder can it
be used to precisely locate the later. In short, the answer
is no. For example, at α = 3.0 and N = 100, Vp = 3.84
is much larger than Vc ≃ 2.65. Although Vp relies on
N and will scale closer to Vc as system size N increases,
extrapolation of Vp using very large N can still hardly
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FIG. 9. Scaling of half chain entanglement EN/2 versus sys-
tems size N for several (V, α) pairs, with N as large as 1600.
These pairs are labeled a, b, c, and d, whose positions are also
shown in Fig.8. Lines for a and b are fitting to the relation
EN/2 ∼
c
6
log
2
(N), yielding the coefficient c = 0.73 and 1.03,
respectively. Lines for c and d are guide for eyes.
reach Vc. (This has been demonstrated for the XXZ
model in Ref.30 and persists also for finite α which we
did not show at here). The reason for the existence of
the peak is explained in the next paragraphs. We argue
that Vp remains a good, strict upper bound on Vc.
Further understanding of entanglement structure of
the system can be gained by analyzing scaling of EL
with subsystem size L. For gapped and SR systems
EL ∼ const., when L is greater than the correlation
length. This is the well known area law of entangle-
ment for 1D31,32. Whereas for gapless ones, EL should
(slowly) diverge with increasing L. It is interesting to
check whether this paradigm is altered or not when LR
interactions present.
Instead of fixing a N and studying the relation of EL
with L, we choose to fix the ratio L/N = 1/2 and ana-
lyze the scaling of EN/2 with N . The later has the benefit
that only one parameter is needed. Fig.9 shows the re-
sults in a log-linear plot for 4 points in the V -α plane.
They are marked a, b, c and d in Fig.8 and are repre-
sentatives of different phases. Points c and d are both
in the CDW phase, and entanglement saturates for large
enough N as expected. Point b is in the Luttinger liquid
phase, and entanglement diverges logarithmically. The
interesting case is point a which is in the WC phase. It
has a finite charge gap, but entanglement still diverges
logarithmically. The two points b and a have different
slope in the logarithmic scalings. One may extract an
effective central charge for each of them by fitting with
the formula EN/2 ∼ c6 log2(L), which gives c = 1.03 and
0.73 respectively. The former matches well with the the-
oretical value of 1, while the later shows again deviation
from Luttinger liquid. When entering from the metallic
phase (point b) to the insulating phase (points c and d),
opening of a small gap leads to faster growth of entan-
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FIG. 10. Contour plot of correlation exponentsK1 (solid) and
K2 (dashed) restricted to K1, K2 ≥
2
9
. They are extracted in
the same way as in Fig.2 and 3. In this section all results are
for n = 1/3.
glement (comparing b and c), while too large gap leads
to too soon saturation of entanglement (comparing c and
d). It is these two competing effects that caused the peak
of entanglement near c (for N = 100) in Fig.8.
In short, the results of entanglement fully support the
conclusions ahead. And LR interactions do not lead to
very large entanglement and more complicated ground
states in the model.
IV. n=1/3 PHASE DIAGRAM
In this section we study the ground states for filling n =
1/3. We measure some quantities in parallel with n = 1/2
and compare their results. To begin with, the correlation
exponents K1 and K2 are calculated in the same way as
before and contour plots of them are shown in Fig.10.
One can see that they agree well in the lower left region of
the V -α plane, demarcating the Luttinger liquid region.
The K values clearly decrease as α goes down from 3.0 in
this region. So, compared with n = 1/2, LR interactions
have more salient effects on the renormalized K values.
When α is very small, K1 and K2 are obviously different,
indicating breakdown of Luttinger liquid. It is difficult
to determine a critical value αc for when this occurs.
Then the boundary between Luttinger liquid and Wigner
crystal is only roughly estimated to be 1.0 ≤ αc < 2.0 and
it may depend on V . The right boundary of Luttinger
liquid phase is determined unambiguously by the critical
value Kc = 2/9. For reference, Vc are 29.8 and 18.2 for
α = 3.0 and 2.0, respectively.
Next we analyse the metal-insulator transition. For
n = 1/2, the transition has been characterized by the
occurrence of the CDW order through the scaling of the
2kF peak of the structure factor. This is, however, not
quite applicable for n = 1/3. The reason is that there
are oscillations (the Friedel oscillation) in local density of
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FIG. 11. Extrapolated single particle charge gap ∆(∞) as a
function of V for different α. The values of ∆(∞) are ex-
tracted in the same way as that for Fig.6.
0.00 0.02 0.04 0.06
1/N
0.0
0.1
0.2
0.3
0.4
0.5
D
(a)
V
0.0
4.0
8.0
12.0
24.0
36.0
44.0
56.0
68.0
100.0
120.0
0 20 40 60
V
(b)
α
3.0
2.0
1.0
0.5
0.25
FIG. 12. (a) Charge stiffness D vs. 1/N at α = 0.5 and
for different interaction strength V . The system sizes are
N = 15, 21, 27, 33, 39 and 45, corresponding to odd numbers
of fermions. Solid lines at are guide to eye. Dashed line at
V = 12.0 is fit to a third order polynomial in 1/N . (b) D as a
function of V for different α, obtained at a fixed finite system
size of N = 45. These data are obtained through DMRG with
periodic boundary conditions and the bond dimensions used
are up to 640.
fermions 〈nˆi〉 in a finite size system with OBC. Besides,
the oscillation may decay in a power law in the metallic
phases, which will not damp out for long distances, as
a result it is difficult to distinguish it with a true CDW
order by extrapolation in system sizes (we refer to 33 for
detailed discussion of Friedel oscillation for lattice mod-
els).
Fig.11 shows the extrapolated single particle charge
gap ∆(∞) as a function of V for different α. Like
n = 1/2, two different behaviours appear, which are sep-
arated by α = 1. For each α > 1, ∆(∞) becomes nonzero
at certain Vc, which reduces for smaller α. This shows
shrinking of the metallic region as interaction range in-
creases. While in the range of 0 ≤ α ≤ 1, it is always
gapped except at V = 0; Besides ∆(∞) is proportional
to V in the beginning and later increases with V with a
larger slope for a given α (this is obvious for α = 1.0 and
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FIG. 13. Possible phase diagram as a function of V and in-
verse of α for n = 1/3. The thick solid line indicates the
boundary between metallic phases with the CDW insulator
phase. The critical value Vc → ∞ as α approaches 0 or ∞.
The thin solid indicates a transition between the Luttinger
liquid phase (LL) and Wigner crystal (WC) phase. In addi-
tion, entire lines of V = 0 or α = 0 belong to the Luttinger
liquid phase.
0.5, but is hidden for smaller α due to restriction of the
range of V in the figure), which may indicate change from
WC to the CDW phase. One also notes that ∆(∞) = V
at α = 0, which is independent of band-filling.
The gapped region at 0 ≤ α ≤ 1 and small V is actually
metallic. This is supported by the study of the charge
stiffness, as has been made for n = 1/2. Fig.7(a) shows
D vs. 1/N for fixed α = 0.5 and different V . When V is
small or large, finite size effects are weak. An extrapola-
tion is performed for V = 12.0, leading to a finite value,
which means the state is metallic. Similar conclusions
can be reached for other parameters of α and V in this
region. Fig.12(b) compares dependence of D on V for
different α, with a fixed finite system size of N = 45. For
each α, D decreases from around the theoretical value√
3/π at V = 0 to zero at some large enough V , indicat-
ing a metal-insulator transition. Decrease of D to zero
becomes faster when α changes from 3.0 to 1.0, while
becomes slower when α continues changing from 1.0 to
0.25. This finite size result implies that the metallic re-
gion may first shrink and then expand as the interaction
range increases.
Combining the above results of the Luttinger param-
eter, charge gap and charge stiffness, one can infer that
dependence of the transition point Vc on α is not mono-
tonic. Vc should first decrease then, at some value of
α, turns to increase, as α reduces. The location of the
turning point should be no larger than 1. Note also that
theoretically there is no transition at α =∞ or α = 0 for
for n = 1/3. Then a possible phase diagram is summa-
rized in Fig.13. It is in essence consistent with the phase
diagram for n = 1/2. The main difference is that, in the
large α regime, fermions are much harder to be localized
and LR interactions play a more pronounced role for the
lower band-filling.
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FIG. 14. Distribution of the half chain entanglement entropy
EN/2 on the parameter domain (V, α) ∈ [0, 30]×[0, 3.0] divided
into 30× 28 grids for system size N = 96.
Fig.14 reveals the distribution of half chain entangle-
ment on the V -α plane. A convex region in the middle
right of the figure has lower entanglement, while the rest
region on the left has higher entanglement. In contrast
to n = 1/2 there is no peak between the two regions.
The left and right regions should correspond to metal-
lic phases and the insulating phase, respectively, so the
entanglement distribution correctly reflects the phase di-
agram shown above.
V. COMPARISON WITH BOSONIZATION
FORMULA
The metallic region with small α is of special theoreti-
cal interests and practical relevance. Although bosoniza-
tion technique has been extended for 1D fermions
with Coulomb potential3,7,34 and general power law
interactions35–37, they are not as well established and
widely checked as its application in short-ranged models.
So we compare those analytical results with the numeri-
cal ones.
According to arguments from bosonization, for a
generic interaction potential, it should be essentially
short-ranged and falls in the Luttinger liquid phase if
its Fourier transform is finite as q → 0, otherwise it falls
outside that phase3. In particular for the power law po-
tential V (r), this means a critical value at αc = 1.0.
Now, comparing with our results, the large α region are
indeed in the Luttinger liquid phase, while not for small
α. The difference is that the values of K1 and K2 seems
diverge before α reaches 1.0, signifying a larger αc than
bosonization prediction. But this could also be a phe-
nomenon at a crossover scale, and does not exclude the
possibility that K1 and K2 may coincide for all α > 1.0
when measured at very large scales. We are not conclu-
sive about the accurate location of αc.
Then we focus on the Coulomb potential α = 1.0,
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FIG. 15. Small momentum behaviour of the structure factor
for α = 1.0 and several small values of V at n = 1/2.
which is certainly out of the Luttinger liquid phase. Main
bosonization formula are summarized here for compari-
son. The Fourier transformed potential V (q → 0) →
ln(1/q), which leads to a plasmon dispersion,
ω(q) ∼ qln1/2(1/q), (9)
instead of a linear one as the Luttinger liquid. The
density-density correlation and single particle Green’s
function are given respectively by the following two lines,
〈nˆrnˆ0〉 ∼ cos(2kF r) exp(−c1(ln r)1/2), (10)
〈cˆ†r cˆ0〉 ∼ exp(−c2(ln r)3/2). (11)
The former decays slower than any power law and the
later faster than any power law, which formally corre-
spond to a Luttinger parameter K → 0. Eq.(10) implies
electrons are nearly ordered and can be interpreted as a
metallic CDW state. In the above, we have shown that
the K value reduces as α gets smaller (see Figs.3 and
4). Both results agree qualitatively on the role of the LR
interactions that they enhance (diagonal) density corre-
lation while weaken the off-diagonal correlation, and that
they deviate from standard Luttinger liquids.
To test the formulas in a quantitative level we follow
the approaches of Refs.8, 9, and 12. They are compared
with numerical results for only half filling and small inter-
action strengths. The dispersion relation can be tested
via the Feynman formula, which means that the struc-
ture factor should behave as S(q) ∼ q| ln q|−1/2 at small
momentum (in contrast to linear relation S(k) ∼ qK
for Luttinger liquid). Then the quantity S(q)| ln q|1/2/q
would tend to a constant for small q. However, this is dis-
approved by our numerical results (see Fig.15). One may
then test the density correlation by studying the scaling
of the peak of structure factor with N , which should be
well fitted by the relation S(2kF ) ∼ N exp(−c1
√
lnN),
if Eq.(10) were correct. However, again, we found the
fitting are not satisfactory (not shown). Given that the
density correlation is related to the dispersion relation,
this is in fact no surprise and they should both hold or
fail at the same time.
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FIG. 16. Effective central charge c as a function of α at
V = 2.0 and n = 1/2. The c values are extracted in the same
way as in Fig.9 by fitting the scaling of entanglement with
the relation EN/2 ∼
c
6
log
2
(N). The horizontal line of c = 1
indicates the value of the central charge for the Luttinger
liquid.
So we conclude that the bosonization results can only
match with our DMRG data qualitatively but not quan-
titatively.
Finally, since some works have been interested in ap-
plying conformal field theory (CFT) to the model36,37,
for reference we show the effective central charge c as a
function of α in Fig.16. It takes nearly conatant values
close to 1 for large α, indicating preservation of the U(1)-
invariant CFT of the Luttinger liquid, while varies con-
tinuously for smaller α. This behaviour is well consistent
with the previous analysis from Luttinger parameters.
VI. CONCLUSION
In summary, we studied the ground states of 1D
fermions with LR interaction decaying in a power law.
We analyzed systematically the effects of interaction
ranges on the ground state phases and transitions. In
the large α regime, the system is essentially short-ranged,
where the paradigm of Luttinger liquid theory is still
valid and the develop of metal-insulator transition point
can be determined by the critical value of Luttinger pa-
rameter; In the small α regime, the Luttinger liquid the-
ory is breakdown, where the “Luttinger parameter” is
scale dependent. Combining analysis on charge gap, or-
der parameter and entanglement entropy, we obtained
approximate phase diagram in the whole parameter plane
and discussed the impact of band filling on it.
The phase diagrams are in fact not very complicated,
in some aspects even simpler than certain finite-ranged
models38,39. This relies in the convexity of the poten-
tial V (r) we have used, otherwise, other phases, such
as the bond-order phase, will occur. The main conclu-
sions were reached by comparing the correlation expo-
nents extracted accurately in multiple ways within the
DMRG/iDMRG techniques, which can be also applica-
ble for other models. These results are relevant to on-
going experiments in quasi-1D conductor materials and
10
quantum simulators with trapped ions.
The bosonization formula agree with our quasi-exact
results qualitatively, but not quantitatively. This may
either indicates the former can not fully capture the low
energy behaviour of the current model and elaboration
in the formulation is needed, or for some other reasons,
which needs be clarified in future studies on related mod-
els.
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