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Suma´rio
A fadiga e´ considerada uma das principais causas de acidentes automo´veis em todo o
mundo. Este facto levou va´rios investigadores a estudar e desenvolver tecnologias que
permitam mitigar esse problema. Algumas dessas tecnologias teˆm conseguido relativo
sucesso, estando ja´ inclu´ıdas em alguns dos ve´ıculos de gama mais alta.
Uma das tecnologias mais estudadas utiliza a visa˜o computacional para detetar mudanc¸as
no estado f´ısico do condutor, tais como a abertura e orientac¸a˜o dos olhos e ainda a posic¸a˜o
da cabec¸a e o estado da boca. Esta abordagem pode tambe´m ser aplicada noutras si-
tuac¸o˜es, como por exemplo em linhas de montagem industriais, onde os trabalhadores
repetem durante horas os mesmos movimentos, ou em qualquer outro tipo de trabalho,
cujas ac¸o˜es sejam repetidas e restringidas a um pequeno espac¸o f´ısico.
Esta dissertac¸a˜o pretende demonstrar o estado da arte na detec¸a˜o automa´tica de padro˜es
de fadiga, recorrendo exclusivamente a te´cnicas de visa˜o computacional. Para tal, apo´s a
ana´lise e estudo de va´rios trabalhos relacionados com este tema, foram implementados os
me´todos que, segundo os seus autores, obtiveram mais sucesso na detec¸a˜o de padro˜es de
fadiga.
O sistema desenvolvido recorre a` ana´lise do estado dos olhos e da boca e ainda da ori-
entac¸a˜o dos olhos e da face da pessoa em questa˜o, para detetar padro˜es de fadiga. Apo´s a
implementac¸a˜o foram realizados alguns testes e apresentados os respetivos resultados com
vista a verificar a efica´cia do sistema implementado, bem como das te´cnicas utilizadas.
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Computer Vision Techniques for the automatic detection
of fatigue patterns
Abstract
Fatigue is considered to be a leading cause of car accidents throughout the world. This
fact led several researchers to study and develop technologies to mitigate that problem.
Some of these technologies have achieved relative success, and are currently included in
high-end vehicles.
One of the most accepted technology uses computer vision to detect changes in the physical
state of the driver, such as the eye opening and orientation, the position of the head and
the state of the mouth. This approach can also be applied in other situations, for example
in industrial assembly lines where workers repeat the same movements over and over, or
any other type of job whose actions are repeated and restricted to a small physical space.
This dissertation aims to present the state of the art of fatigue patterns automatic de-
tection, using only computer vision techniques. For this purpose, after the analysis and
study of multiple works related to this topic, the most successful methods to detect fatigue
patterns, according to their authors, were implemented in a prototype system.
The developed system uses the analysis of the state of the eyes and mouth and also the tar-
get person eyes and face orientation, to detect fatigue patterns. After the implementation
phase, some tests were performed, in order to verify the effectiveness of the implemented
system and of the used techniques.
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Cap´ıtulo 1
Introduc¸a˜o
Esta dissertac¸a˜o ira´ abordar os problemas causados pela fadiga humana, e analisar, im-
plementar e testar algumas te´cnicas de visa˜o computacional com vista a minimizar os
mesmos.
Neste cap´ıtulo sera˜o descritos o aˆmbito e os objetivos desta dissertac¸a˜o, bem como intro-
duzidos alguns conceitos acerca de visa˜o computacional. No cap´ıtulo 2 sa˜o apresentados
alguns estudos e projetos desenvolvidos no aˆmbito deste tema, com especial eˆnfase nos
trabalhos que envolvem te´cnicas de visa˜o computacional. No cap´ıtulo 3 sera´ descrito o
desenvolvimento de um sistema de detec¸a˜o automa´tica de fadiga com recurso a te´cnicas de
visa˜o computacional e no cap´ıtulo 4 sera˜o apresentados os resultados do desenvolvimento
desse projeto. Por u´ltimo, no cap´ıtulo 5 sa˜o apresentadas as concluso˜es que se puderam
retirar ao longo do desenvolvimento desta dissertac¸a˜o.
De seguida sera˜o apresentados o aˆmbito e os objetivos desta dissertac¸a˜o.
1.1 Aˆmbito e objetivos
A fadiga e´ um enorme problema que influencia grandemente as ac¸o˜es de uma pessoa que
precisa de se concentrar para levar a cabo ac¸o˜es repetidas como conduzir ve´ıculos por
longas distaˆncias, operar ma´quinas pesadas por longos per´ıodos de tempo, ou mesmo
trabalhar em linhas de produc¸a˜o industriais. Este facto agrava-se ainda mais quando se
considera que algumas pessoas teˆm pouca resisteˆncia a` fadiga e outras comec¸am este tipo
de ac¸o˜es ja´ cansadas.
A fadiga e´ normalmente causada pela privac¸a˜o de sono, pela execuc¸a˜o das mesmas tarefas
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durante longos per´ıodos de tempo (como por exemplo conduzir), por alguns tipos de
medicac¸a˜o e ainda por alguns problemas de sau´de como a narcolepsia.
Entre os principais efeitos da fadiga encontram-se o aumento do tempo de resposta e
a diminuic¸a˜o da capacidade cognitiva, o que aumenta grandemente a probabilidade da
ocorreˆncia de erros humanos na ac¸a˜o que os mesmos esta˜o a desempenhar. Este facto
pode levar, por exemplo a que um condutor fatigado na˜o consiga evitar um obsta´culo na
estrada e em casos extremos, pode mesmo levar um indiv´ıduo a adormecer.
De acordo com [3], em 2006, cerca de 10% a 20% dos acidentes de traˆnsito na Europa
foram causados pelo aumento do tempo de reac¸a˜o dos condutores devido a` fadiga. Ainda
de acordo com o mesmo autor cerca de 60% dos acidentes que envolveram transportes
pesados foram causados por condutores com sintomas de fadiga. Tambe´m nos Estados
Unidos, entre 3 de julho de 2005 e 31 de dezembro de 2007, cerca de 23% dos acidentes
de transportes pesados tiveram a mesma causa [6].
Por este motivo algumas organizac¸o˜es expressaram ja´ a sua preocupac¸a˜o relativamente
a este problema. A Federal Motor Carrier Safety Administration (FMCSA) dos Estados
Unidos avaliou algumas tecnologias de detec¸a˜o de fadiga ja´ existentes em 2009 [2] e concluiu
que apesar da constante evoluc¸a˜o tecnolo´gica sera´ necessa´rio ainda mais trabalho para
que se consiga criar um sistema eficaz ao ponto de se tornar comum. Tambe´m o Conselho
Europeu da Seguranc¸a dos Transportes (CEST) demonstrou estar atento a este assunto
publicando o livro [8], onde sa˜o apresentadas algumas formas de mitigar este problema.
Alguns fabricantes automo´veis optam por incluir ja´ em alguns dos seus ve´ıculos, disposi-
tivos que visam detetar os sintomas de fadiga dos condutores e agir de modo adequado.
Algumas marcas automo´veis e os respetivos sistemas de detec¸a˜o de fadiga sa˜o por exemplo,
o Volvo Driver Alert System, o Mercedes-Benz Attention Assist, o Audi Break Recommen-
dation, o Volkswagen Driver Alert System e o Ford Driver Alert.
Atualmente, este tema e´ alvo de diversos estudos e trabalhos pelo que existem va´rios
tipos de tecnologias que visam tentar solucionar o problema. Uma das abordagens mais
estudadas e propostas utiliza te´cnicas de visa˜o computacional para extrair dados em tempo
real que permitam detetar sintomas de fadiga no condutor.
Esta dissertac¸a˜o ira´ introduzir alguns conceitos e tecnologias de visa˜o computacional bem
como estudos e projetos ja´ desenvolvidos acerca de sistemas de detec¸a˜o automa´tica de
fadiga recorrendo a estas te´cnicas. Apo´s essa introduc¸a˜o sera˜o descritos e apresentados
os resultados da criac¸a˜o de um sistema de detec¸a˜o automa´tica de fadiga desenvolvido ao
longo desta dissertac¸a˜o, com o objetivo de detetar padro˜es de fadiga recorrendo apenas a
te´cnicas de visa˜o de computacional.
Na secc¸a˜o seguinte sera˜o introduzidos alguns conceitos de visa˜o computacional, bem como
a inerente biblioteca OpenCV que sera´ utilizada para desenvolver o sistema de detec¸a˜o
automa´tica de fadiga proposto.
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1.2 Visa˜o computacional
Uma das tecnologias mais promissoras e utilizadas na detec¸a˜o de fadiga recorre a te´cnicas
de visa˜o computacional, ou seja, recolhe, processa e analisa imagens digitais com vista
a identificar nas mesmas poss´ıveis padro˜es de fadiga. Um dos conceitos por detra´s das
imagens digitais consiste na a´lgebra de imagens. De acordo com [30] a a´lgebra de ima-
gens consiste numa teoria matema´tica dedicada ao processamento e edic¸a˜o de imagens.
Contudo, de acordo com o mesmo autor, dado tratar-se de um campo matema´tico, o
mesmo nunca sera´ um produto acabado e esta´ em constante evoluc¸a˜o, a fim de unificar o
processamento de imagens e as tarefas de visa˜o computacional.
Os principais objetos da a´lgebra de imagens sa˜o as imagens, os templates e a vizinhanc¸a.
Destes, os objetos mais importantes sa˜o as imagens e os restantes podem ser vistos como
um caso especial das mesmas. Cada imagem digital consiste numa matriz de valores em que
cada posic¸a˜o da matriz corresponde a` localizac¸a˜o de um pixel ou ponto na imagem, e o valor
correspondente e´ o valor daquele pixel. Um template e´ uma imagem cujo pixeis sa˜o tambe´m
imagens e uma vizinhanc¸a consiste numa imagem cujos valores dos pixeis representam
conjuntos de pontos. Assim, pode dizer-se que as imagens digitais sa˜o compostas de pixeis
e que cada pixel conte´m uma cor ou n´ıvel de cinzento.
No entanto, a matriz de uma imagem digital pode representar uma imagem de diversas
formas. Pode por exemplo, representar a imagem em escala de cinzentos, onde o valor de
cada pixel consiste apenas no n´ıvel de cinzento da mesma. Pode tambe´m representar a
imagem a cores, contendo, por exemplo, o n´ıvel de vermelho, de verde e de azul (RGB)1
de cada pixel. No entanto, isso implica que a mesma imagem a cores ou em escala de
cinzentos ocupe diferentes quantidades de memo´ria. As imagens a cores podem ocupar
cerca de treˆs vezes mais memo´ria do que em n´ıveis de cinzento. No entanto, estas treˆs
cores misturadas permitem representar qualquer tonalidade.
Cada pixel representa uma cor que e´ designada por Canal. Para ale´m das cores vermelho,
verde e azul, algumas imagens digitais conteˆm ainda o canal alfa que indica o n´ıvel de
opacidade do pixel correspondente, onde um valor mı´nimo de opacidade significa que o
pixel e´ transparente. Cada cor de um pixel pode tambe´m ser representada em diferentes
quantidades de bits. Quanto mais bits representarem uma cor, maior sera´ a gama de
cores dispon´ıveis. Este conceito e´ conhecido como bits por pixel (bpp) ou profundidade
da cor. No entanto, quanto maior for a profundidade da cor, mais espac¸o de memo´ria
sera´ necessa´rio. Assim, pode concluir-se que cada imagem digital consiste numa matriz de
valores, de modo que a maioria das operac¸o˜es realizadas sobre estas imagens e´ realizada
por meio de operac¸o˜es matema´ticas entre matrizes.
Um aspeto muito importante a considerar na manipulac¸a˜o de imagens digitais e´ a sua
resoluc¸a˜o. A resoluc¸a˜o de uma imagem consiste na quantidade de pixeis que a definem.
Quantos mais pixeis constitu´ırem uma imagem digital, maior e´ o tamanho com que a
1Do Ingleˆs Red, Green e Blue.
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mesma pode ser exibida sem perder detalhes. As cores de uma imagem tambe´m podem
ser descritas de acordo com va´rias propriedades, sendo as principais o brilho e o contraste.
O brilho consiste no qua˜o clara ou escura e´ uma imagem, e o contraste consiste na diferenc¸a
de brilho entre os lados escuros e claros da mesma imagem.
Na secc¸a˜o seguinte sera´ introduzida a biblioteca de visa˜o computacional OpenCV, que
facilita muito a recolha, processamento e ana´lise de imagens digitais em tempo real e que
foi utilizada no desenvolvimento do sistema de detec¸a˜o automa´tica de fadiga proposto.
1.2.1 OpenCV
O OpenCV2 e´ uma biblioteca de co´digo aberto orientada para a visa˜o computacional e
desenvolvida pela Intel e outros programadores de co´digo aberto. Esta biblioteca foi escrita
em C e C++ e pode ser executada nos sistemas operativos Microsoft Windows, Linux,
Mac OS, iOS e Android. De notar ainda que a mesma oferece interfaces na˜o so´ em C e
C++, mas tambe´m em Python e Java, existindo ainda alguns desenvolvimentos paralelos
que disponibilizam interfaces em Ruby3, Matlab4 e C#/VB/VC++5.
Segundo [20], o OpenCV disponibiliza mais de 500 algoritmos otimizados para a ana´lise
de imagens e v´ıdeo. Entre os quais, de acordo com [35] o OpenCV permite detetar objetos
em imagens utilizando um me´todo publicado por Paul Viola e Michael Jones em 2001 [33].
Este me´todo utiliza quatro conceitos principais:
• Carater´ısticas Haar-like;
• Imagem Integral e Imagem Integral Rodada;
• Me´todo de aprendizagem automa´tica AdaBoost;
• Classificador em cascata.
Para detetar carater´ısticas Haar-like numa imagem, as variac¸o˜es de contraste entre grupos
retangulares adjacentes de pixeis sa˜o utilizadas para localizar a´reas relativamente brilhan-
tes ou escuras. Grupos adjacentes com uma variac¸a˜o espec´ıfica de contraste definem uma
carater´ıstica Haar-like. Estas carater´ısticas podem ser facilmente escaladas, aumentando
ou diminuindo o tamanho do grupo de pixeis a serem examinados, permitindo assim a
detec¸a˜o de objetos de diferentes tamanhos. Na figura 1.1 esta˜o representados alguns
exemplos de carater´ısticas Haar-like detetadas pela biblioteca OpenCV.
As carater´ısticas representadas na figura 1.1 podem ser utilizadas para detetar contornos
(a), linhas (b) e pontos (c) de qualquer tamanho e em qualquer imagem. Um aglomerado
2A biblioteca OpenCV esta´ dispon´ıvel para download em http://opencv.org/.
3Mais informac¸o˜es dispon´ıveis em http://rubyforge.org/projects/opencv/.
4Mais informac¸o˜es dispon´ıveis em http://www.cs.stonybrook.edu/ kyamagu/mexopencv/.
5Mais informac¸o˜es dispon´ıveis em http://www.emgu.com/wiki/index.php/Main Page.
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Figura 1.1: Exemplo de carater´ısticas Haar-like detetadas pelo OpenCV, de acordo com
[35].
de va´rias destas carater´ısticas dispostas em posic¸o˜es espec´ıficas permitem definir qualquer
objeto, que podera´ deste modo ser procurado em qualquer imagem.
Para detetar a presenc¸a ou auseˆncia de centenas destas carater´ısticas Haar-like numa
imagem, [33] utiliza duas representac¸o˜es intermedia´rias da mesma, designadas por Ima-
gem Integral e Imagem Integral Rodada, em conjunto com um filtro constitu´ıdo por um
conjunto de carater´ısticas Haar-like.
Atrave´s da imagem digital original na qual se pretende verificar se existe um determinado
objeto e´ criada uma matriz que conte´m a soma do valor de contraste do pixel diretamente
acima, a` esquerda e superior esquerdo, juntamente com o valor do pixel atual. Esta matriz
e´ designada por Imagem Integral.
Na figura 1.2 esta´ representada a construc¸a˜o de uma Imagem Integral (b)) a partir do
valor de contraste de cada pixel da imagem original (a)). Neste exemplo, o contraste total
do grupo de pixeis delineado seria de 62+10-20-27=25 (c)). A primeira linha e coluna de
zeros na Imagem Integral e´ adicionada de forma a permitir sempre a utilizac¸a˜o da mesma
fo´rmula no ca´lculo do contraste de qualquer zona da imagem.
Para uma a´rea retangular da imagem integral cujos ve´rtices superior esquerdo e inferior
direito esta˜o situados, respetivamente nas coordenadas (ia, ja) e (ib, jb), a fo´rmula em
questa˜o pode ser expressa da seguinte forma:
Contraste total = (ib, jb) + (ia−1, ja−1)− (ib, ja−1)− (ia−1, jb) (1.1)
Este me´todo permite um ca´lculo simples do total de contraste de qualquer a´rea retangular
de uma imagem de forma a possibilitar a comparac¸a˜o desse valor com os valores que
definem cada carater´ıstica Haar-like.
A Imagem Integral pode enta˜o ser girada 45 graus para que se obtenha o valor total de
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Figura 1.2: Exemplo da criac¸a˜o de uma matriz de Imagem Integral.
contraste dos pixeis cont´ıguos localizados num aˆngulo de 45 graus, para comparar com
as carater´ısticas Haar-like rodadas conforme as representadas na segunda metade de cada
alinha da figura 1.1. Esses valores sa˜o armazenados noutra matriz designada por Imagem
Integral Rodada.
Estas duas matrizes conteˆm os valores de contraste da imagem inteira, permitindo uma
ra´pida detec¸a˜o de carater´ısticas Haar-like. De acordo com [35], sa˜o necessa´rios apenas dois
passos para calcular as duas matrizes, um para cada uma. Assim, utilizando a Imagem
Integral apropriada, aplicando a fo´rmula 1.1 e formando va´rios retaˆngulos ligados, qualquer
carater´ıstica Haar-like de qualquer tamanho pode ser detetada.
Um componente chave para a detec¸a˜o destas carater´ısticas consiste nos classificadores de
Haar. De acordo com [33], esses classificadores foram criados recorrendo ao algoritmo de
aprendizagem automa´tica6 AdaBoost. Segundo [13], este algoritmo permite a combinac¸a˜o
de va´rias carater´ısticas Haar-like semelhantes, atribuindo-lhes um peso proporcional a` sua
efica´cia, de forma a obter um classificador Haar u´nico mais poderoso que funciona como
uma cadeia de filtros.
Cada regia˜o da imagem e´ enta˜o filtrada por essa cadeia de filtros e a partir do momento
em que uma regia˜o dessas na˜o passa num dos filtros, a mesma e´ marcada como na˜o
contendo o objeto definido pelo classificador Haar e e´ descartada, passando-se a` regia˜o
seguinte. Se uma regia˜o passa atrave´s de todos os filtros, e´ considerada como contendo o
objeto definido pelo classificador Haar. Por esta raza˜o esses classificadores sa˜o designados
por Classificadores Haar em Cascata. Cada classificador consiste num ficheiro XML7 que
conte´m todas as carater´ısticas Haar-like que representam o objeto.
Assim, e´ poss´ıvel utilizar a biblioteca OpenCV em conjunto com va´rios filtros Haar em
cascata para detetar diversos objetos em imagens digitais e em tempo real. Por exemplo,
esta biblioteca ja´ inclui ficheiros Haar em cascata que permitem a detec¸a˜o da face, boca,
nariz e olhos de pessoas conforme representado na figura 1.3. O OpenCV fornece tambe´m
6Do Ingleˆs machine learning. Segundo [27], trata-se de um ramo de inteligeˆncia artificial dedicado ao
desenvolvimento e estudo de sistemas capazes de aprender a partir de dados.
7Do Ingleˆs Extensible Markup Language.
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va´rias outras func¸o˜es, tais como a detec¸a˜o de contornos conforme exemplificado na mesma
figura.
Figura 1.3: Exemplo da detec¸a˜o da face, olhos, nariz e boca de pessoas e ainda da detec¸a˜o
de contornos utilizando a biblioteca OpenCV.
Na secc¸a˜o seguinte sera˜o descritas as principais contribuic¸o˜es desta dissertac¸a˜o.
1.3 Contribuic¸o˜es
Esta dissertac¸a˜o apresenta um sistema de detec¸a˜o automa´tica de padro˜es de fadiga baseado
exclusivamente em te´cnicas de visa˜o computacional. Como contribuic¸o˜es principais desta
dissertac¸a˜o encontram-se:
• Detec¸a˜o de caracter´ısticas com recurso a` biblioteca de visa˜o computacional OpenCV;
• Detec¸a˜o de quatro padro˜es de fadiga distintos, recorrendo a` captura de imagens a
partir de uma u´nica caˆmara de filmar;
• Teste e ana´lise do desempenho das diferentes me´tricas usadas na avaliac¸a˜o dos n´ıveis
de fadiga da pessoa monitorizada;
• Criac¸a˜o de um sistema capaz de detetar padro˜es de fadiga em diversos ambientes
de trabalho, como por exemplo, no habita´culo de um automo´vel e nas linhas de
montagem industriais.
No cap´ıtulo seguinte sera˜o apresentados alguns estudos e projetos elaborados nos u´ltimos
anos, envolvendo sistemas de detec¸a˜o automa´tica de fadiga.

Cap´ıtulo 2
Estado da arte
Inu´meros projetos e estudos foram ja´ desenvolvidos acerca deste tema. Na pro´xima secc¸a˜o
sera˜o abordadas algumas formas utilizadas por diferentes autores para detetar automa-
ticamente padro˜es de fadiga, e na secc¸a˜o 2.2 sera´ descrita a forma como alguns autores
utilizam te´cnicas de visa˜o computacional para ajudar na resoluc¸a˜o do mesmo problema.
2.1 Te´cnicas de medic¸a˜o de padro˜es de fadiga
Para desenvolver um sistema que possa detetar a fadiga humana e´ essencial saber identifi-
car sintomas ou efeitos da mesma. De acordo com [34], os sistemas de detec¸a˜o automa´tica
de fadiga podem ser categorizados em treˆs grandes grupos segundo a forma como medem
a fadiga:
• Atrave´s do desempenho do condutor, mais especificamente da posic¸a˜o do carro na
estrada, da sua distaˆncia ao ve´ıculo da frente, do controlo do volante, da acelerac¸a˜o
e da velocidade;
• Atrave´s da medic¸a˜o do estado do condutor, avaliando se tem os olhos fechados ou
abertos, a frequeˆncia e velocidade com que os fecha e reabre, a direc¸a˜o do olhar, a
inclinac¸a˜o da cabec¸a, a frequeˆncia com que boceja ou, de uma forma mais intrusiva
a frequeˆncia card´ıaca e as ondas cerebrais;
• Atrave´s da medic¸a˜o simultaˆnea do desempenho do condutor e do seu estado, fundindo
assim os dois ramos anteriores.
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Nas pro´ximas treˆs secc¸o˜es esta˜o descritos cada um destes treˆs ramos e sa˜o apresentados
alguns trabalhos exemplificativos de cada um dos mesmos.
2.1.1 Medic¸a˜o atrave´s do desempenho do condutor
Neste tipo de abordagem, a fadiga e´ medida pelo comportamento do condutor ou do
ve´ıculo. Aqui na˜o e´ considerada a fadiga em si, mas o que ela pode causar. Como tal,
sa˜o consideradas medidas como a posic¸a˜o do ve´ıculo em relac¸a˜o a` faixa de rodagem, a sua
distaˆncia ao carro da frente, a sua velocidade e a forma como o condutor roda o volante
e acelera.
De acordo com [7], a detec¸a˜o das marcac¸o˜es da faixa de rodagem e´ uma boa forma de
avaliar o n´ıvel de fadiga dos condutores, pois permite detetar a posic¸a˜o do ve´ıculo relati-
vamente a`s mesmas, e um condutor cansado na˜o costuma conduzir no centro da faixa de
rodagem durante longos per´ıodos de tempo. Esta te´cnica e´ mais frequentemente imple-
mentada colocando uma caˆmara no lado exterior do ve´ıculo e utilizando te´cnicas de visa˜o
computacional para detetar a posic¸a˜o das marcac¸o˜es da faixa de rodagem. O desafio na
implementac¸a˜o deste tipo de abordagem esta´ inerente a` largura varia´vel das marcac¸o˜es
das faixas de rodagem, ao desgaste das mesmas, ou mesmo a` sua inexisteˆncia, e ainda com
estradas pouco iluminadas e condic¸o˜es atmosfe´ricas adversas.
No trabalho [4], foi desenvolvido um dispositivo de rastreamento de marcac¸o˜es das faixas
de rodagem que funciona bem em condic¸o˜es de pouca iluminac¸a˜o, mas falha em estradas
que na˜o sejam planas ou com marcac¸o˜es de linhas desgastadas. Te´cnicas semelhantes sa˜o
tambe´m utilizadas em sistemas de conduc¸a˜o auto´noma como o Ralph1, apresentado por
[28], que dirigiu de forma auto´noma durante 96% de uma viagem de 4800km. Neste caso, a
intervenc¸a˜o humana apenas foi necessa´ria para mudar de faixa de rodagem ao ultrapassar
outros ve´ıculos e para evitar a sa´ıda por escapato´rias.
O sistema Driver Alert System2 da Volvo, tal como o sistema Driver Alert3 da Ford
utilizam tecnologias de detec¸a˜o da faixa de rodagem para alertar os condutores aquando
da ocorreˆncia de estilos de conduc¸a˜o anormais, que possam ser causados pela fadiga. Uma
das tecnologias que pode ser utilizada para detetar as marcac¸o˜es da faixa de rodagem e´ a
visa˜o computacional atrave´s do OpenCV, conforme descrito na secc¸a˜o 1.2.1. Um exemplo
da utilizac¸a˜o desta tecnologia e´ o sistema desenvolvido por [36], que alcanc¸ou uma precisa˜o
de 90% na detec¸a˜o de faixas de rodagem em tempo real. A figura 2.1 representa o resultado
do trabalho deste autor, onde e´ vis´ıvel a detec¸a˜o das marcas da faixa de rodagem a` esquerda
(a vermelho) e a` direita (a verde), e o centro dessa faixa de rodagem marcada com outra
linha (azul) que deve ser o percurso a seguir por um condutor sem sintomas de fadiga.
1Do Ingleˆs Rapidly Adapting Lateral Position Handler.
2Mais informac¸a˜o acerca deste sistema pode ser encontrada em https://www.media.volvocars.com/glo
bal/enhanced/en-gb/Media/Preview.aspx?mediaid=12130.
3Mais informac¸a˜o acerca deste sistema pode ser encontrada em http://www.euroncap.com/rewards/ford
driver alert.aspx.
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Figura 2.1: Exemplo da detec¸a˜o de marcac¸o˜es de faixas de rodagem com recurso ao
OpenCV, segundo [35].
De acordo com [7], um condutor sonolento tende a carregar no acelerador aumentando a
sua velocidade e diminuindo assim a distaˆncia relativamente ao ve´ıculo da frente. Como
tal, estes paraˆmetros podem tambe´m ser utilizados para detetar o n´ıvel de fadiga dos
condutores. A velocidade do ve´ıculo pode ser obtida atrave´s do veloc´ımetro do mesmo e
a sua distaˆncia ao ve´ıculo da frente pode ser obtida com recurso a sensores de radar.
A ana´lise dos movimentos do volante tambe´m pode ser eficaz para detetar o n´ıvel de fadiga
dos condutores. O autor de [19] conseguiu uma efica´cia de 86% na detec¸a˜o de padro˜es de
fadiga recorrendo apenas a` monitorizac¸a˜o dos movimentos do volante e distinguindo os que
representam sinais de fadiga. Segundo este autor, um condutor sonolento tende a corrigir
a sua trajeto´ria mais vezes e com movimentos mais ra´pidos, resultando em frequentes e
bruscas mudanc¸as de direc¸a˜o.
O sistema Driver Alert4 da Volkswagen analisa os movimentos do volante para detetar e
avisar condutores fatigados. Ja´ o sistema Attention Assist5 da Mercedes-Benz, tal como o
sistema Break Recommendation6 da Audi, utilizam a velocidade do ve´ıculo, a acelerac¸a˜o,
a localizac¸a˜o na faixa de rodagem e ainda os movimentos do volante para detetar estilos
de conduc¸a˜o anormais, possivelmente causados pela fadiga do condutor.
No entanto, para ale´m das limitac¸o˜es ja´ mencionadas relativamente a` visibilidade das
marcac¸o˜es das faixas de rodagem, estes sistemas necessitam ainda de um per´ıodo inicial
de treino para que se adaptem a` forma de conduzir do condutor, de modo a que mais tarde
possam detetar anomalias. Este processo na˜o e´, contudo eficaz caso o condutor inicie a
viagem ja´ fatigado, ou em viagens curtas, e na˜o deteta os designados micro-sonos caso o
condutor adormec¸a durante breves segundos numa estrada em linha reta e mantendo o
4Mais informac¸a˜o acerca deste sistema pode ser encontrada em http://www.volkswagen.co.uk/new/ti
guan-gp/explore/interior/dashboard/driver-alert-system.
5Mais informac¸a˜o acerca deste sistema pode ser encontrada em http://www.euroncap.com/rewards/mer
cedes benz attention assist.aspx.
6Mais informac¸a˜o acerca deste sistema pode ser encontrada em http://www.audi.co.uk/new-cars/a4/a4-
allroad-quattro/driver-aids/driver-information-system.html.
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volante na mesma posic¸a˜o.
A pro´xima secc¸a˜o apresenta alguns sistemas de medic¸a˜o da fadiga do condutor que recor-
rem apenas a dados sobre o estado do condutor.
2.1.2 Medic¸a˜o atrave´s do estado do condutor
A fadiga tambe´m pode ser medida diretamente a partir do estado do condutor. Esta
abordagem pode ser subdividida em dois tipos: intrusivos e na˜o-intrusivos.
De acordo com [34], as abordagens intrusivas sa˜o as mais precisas. Estas incluem tecno-
logias que medem as ondas cerebrais, a frequeˆncia respirato´ria e os batimentos card´ıacos.
Mas estas sa˜o tambe´m as mais dif´ıceis de aplicar e de serem aceites porque necessitam
que dispositivos, como ele´trodos e/ou pulseiras (ou cintos) sejam colocados no condutor,
o que pode causar algum desconforto e sa˜o menos pra´ticas.
Alguns estudos com resultados promissores teˆm sido realizados utilizando a Eletroence-
falografia (EEG) para detetar fadiga. Um exemplo e´ o estudo realizado por [16], que
concluiu que as ondas cerebrais alfa diminuem um pouco e as ondas beta diminuem sig-
nificativamente em qualquer pessoa que comece a ficar fatigada. Mas esta e´ tambe´m
uma abordagem demasiado intrusiva e dispendiosa, pois precisa que um NeuroScan7 seja
colocado na cabec¸a do condutor, conforme exemplificado na figura 2.2.
Figura 2.2: Utilizac¸a˜o de um equipamento de EEG para medic¸a˜o do cansac¸o de um con-
dutor, segundo [17].
Em alguns casos, dada a veracidade dos resultados da EEG, esta e´ utilizada para testar a
efica´cia de outros sistemas menos intrusivos.
Atualmente esta´ a ser desenvolvido um projeto que visa construir um sistema que incorpore
va´rios sensores na˜o-intrusivos no banco e cinto de seguranc¸a do condutor, de forma a medir
7Dispositivo que permite a execuc¸a˜o de Eletroencefalografias com vista a investigar e analisar o sistema
nervoso central humano.
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o seu ritmo card´ıaco e a frequeˆncia respirato´ria para detetar sintomas de fadiga. Este
projeto e´ designado por HARKEN8 e esta´ prevista a sua conclusa˜o ate´ Maio de 2014.
Os me´todos de detec¸a˜o de fadiga mais propostos e estudados sa˜o os na˜o-intrusivos, porque
estes na˜o interferem no quotidiano do utilizador, na˜o necessitando de qualquer tipo de
intervenc¸a˜o por parte do mesmo. Os sistemas na˜o-intrusivos que medem a fadiga atrave´s
do estado do condutor fazem-no recorrendo apenas a sinais vis´ıveis. No entanto, este tipo
de sistemas tem tambe´m os seus pro´prios problemas, relacionados com ambientes de baixa
luminosidade e diferentes apareˆncias dos condutores (como a utilizac¸a˜o de o´culos de sol).
Os me´todos na˜o-intrusivos que medem a fadiga atrave´s do estado do condutor recorrem a
fatores como os movimentos da cabec¸a, da boca, dos olhos e da pa´lpebra dos condutores.
De acordo com [7], o n´ıvel de fadiga de qualquer pessoa pode ser avaliado atrave´s da
ana´lise do movimento das suas pa´lpebras, mais especificamente, atrave´s da percentagem
de fecho dos olhos (PERCLOS9) e da velocidade me´dia de abertura e fecho do olhos
(AECS10). PERCLOS e´ definida como a percentagem de um per´ıodo de tempo predefinido
(tipicamente 20% de um minuto), em que uma pessoa tem os seus olhos 80% ou mais
fechados. De acordo com [37] e [21], PERCLOS e´ considerada a medic¸a˜o mais eficiente
do n´ıvel de fadiga de um condutor, considerando apenas pistas visuais acerca do mesmo.
AECS e´ definida como a quantidade de tempo que uma pessoa precisa para fechar e abrir
totalmente os seus olhos quando pestaneja.
Para que essa tecnologia funcione, os olhos do condutor teˆm de ser detetados e rastreados,
o que na˜o e´ fa´cil em ambientes de fraca luminosidade. Em [38] sugere-se um sistema que
utiliza luzes de infravermelhos para permitir a detec¸a˜o e rastreamento dos olhos das pessoas
em diferentes condic¸o˜es de iluminac¸a˜o. Isto e´ feito causando o efeito brilhante/escuro da
pupila com luzes de infravermelhos permitindo assim extrair a posic¸a˜o dos olhos atrave´s
da reflexa˜o co´rnea. O mesmo estudo extrapolou ainda a orientac¸a˜o do olhar atrave´s da
ana´lise da posic¸a˜o relativa dos olhos e da respetiva pupila, de forma a detetar outro padra˜o
de fadiga nos condutores. Segundo este autor, o olhar tende a ser estreito em condutores
cansados.
Este autor utilizou ainda a orientac¸a˜o da cabec¸a como outro me´todo para melhorar a
detec¸a˜o de padro˜es de fadiga. Esta foi poss´ıvel apo´s a detec¸a˜o dos olhos e extrapolando
a posic¸a˜o da face atrave´s da localizac¸a˜o e tamanho dos mesmos. Esta te´cnica permite
detetar movimentos da cabec¸a como inclinac¸o˜es su´bitas, que sa˜o um bom indicativo de
que a pessoa esta´ cansada.
O trabalho em causa foi ainda mais longe na utilizac¸a˜o de sinais vis´ıveis para detetar
padro˜es de fadiga nos condutores, mais especificamente atrave´s da detec¸a˜o de bocejos
recorrendo a` ana´lise da localizac¸a˜o e forma da boca do condutor. De seguida, apo´s a
extrac¸a˜o de todos estes sinais visuais, a informac¸a˜o contextual e´ fundida, permitindo que
8Do Ingleˆs Heart And Respiration In-Car Embedded Non intrusive sensors. Mais informac¸a˜o sobre este
projeto esta´ dispon´ıvel em http://harken.ibv.org/.
9Do Ingleˆs PERcent of the Time Eyelids are CLOSed.
10Do Ingleˆs Average Eye Closure Speed.
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o sistema decida se os mesmos indicam um condutor fatigado ou na˜o.
Este sistema de monitorizac¸a˜o da fadiga e´ um dos sistemas mais completos em tempo real e
na˜o-intrusivos ja´ desenvolvido, utilizando a orientac¸a˜o do olhar e da cabec¸a, os movimentos
da pa´lpebra e a forma da boca para detetar sintomas de fadiga. O autor utilizou duas
caˆmaras equipadas com LEDs11 de infravermelhos, uma com um amplo aˆngulo focada no
rosto do condutor e outra com um aˆngulo estreito focada nos olhos.
Tal como na detec¸a˜o de faixas de rodagem, alguns destes sistemas na˜o-intrusivos tambe´m
utilizam o OpenCV conforme descrito na secc¸a˜o 1.2.1. Alguns exemplos sa˜o [22] e [15], que
utilizam o OpenCV para detetar sinais de fadiga nos condutores atrave´s dos seus olhos.
Em [22] conseguiu-se 91,6% de taxa de precisa˜o me´dia e [15] obteve 100% de precisa˜o ao
testar com condutores relativamente esta´ticos.
A pro´xima secc¸a˜o ira´ introduzir a terceira e u´ltima abordagem de medic¸a˜o da fadiga.
2.1.3 Medic¸a˜o atrave´s do desempenho e estado do condutor
Sera´ intuitivo concluir que um sistema que combine dados extra´ıdos simultaneamente do
estado e do desempenho do condutor sera´ mais preciso na detec¸a˜o de fadiga. Em [14]
foram testados va´rios sistemas de detec¸a˜o de fadiga e concluiu-se que um sistema de
medida u´nica na˜o e´ sens´ıvel e confia´vel o suficiente para detetar eficazmente sintomas de
fadiga. No entanto, este autor afirmou tambe´m que o maior desafio num sistema que
utilize diversas me´tricas consiste em interpretar simultaneamente e eficazmente todos os
dados extra´ıdos dos va´rios sensores utilizados.
A Unia˜o Europeia tambe´m contribuiu para esta abordagem atrave´s do desenvolvimento do
projeto AWAKE12, elevando a importaˆncia da utilizac¸a˜o de va´rios sensores para medir os
n´ıveis de fadiga dos condutores. Segundo [5], neste projeto foram consideradas medic¸o˜es
na˜o so´ do estado do condutor, como os movimentos das pa´lpebras e a direc¸a˜o do olhar,
mas tambe´m medic¸o˜es do desempenho do mesmo, atrave´s dos movimentos do volante, da
posic¸a˜o na faixa de rodagem e ainda do uso do acelerador e do trava˜o . Todos estes dados
foram enta˜o combinados com uma avaliac¸a˜o do risco de tra´fego naquele instante, obtida a
partir de mapas de navegac¸a˜o digitais, dispositivos anti-colisa˜o e leituras do veloc´ımetro
para estimar o n´ıvel de fadiga do condutor.
Na secc¸a˜o seguinte sera˜o apresentados alguns trabalhos de autores que utilizaram te´cnicas
de visa˜o computacional para detetar padro˜es de fadiga em condutores de ve´ıculos.
11Do Ingleˆs Light-Emitting Diodes.
12Do Ingleˆs System for Efective Assessment of Driver Vigilance and Warning According to Trafic Risk
Estimation.
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2.2 Visa˜o Computacional na detec¸a˜o de padro˜es de fadiga
Conforme foi mencionado nas secc¸o˜es anteriores, alguns sistemas de detec¸a˜o automa´tica
de fadiga recorrem a te´cnicas de visa˜o computacional. Estas sa˜o utilizadas em func¸o˜es
como a detec¸a˜o e rastreamento das marcac¸o˜es de faixas de rodagem e da face, olhos e
boca dos condutores.
Nas secc¸o˜es seguintes sa˜o abordadas algumas metodologias e te´cnicas utilizadas na rea-
lizac¸a˜o destas func¸o˜es.
2.2.1 Detec¸a˜o e rastreamento das marcac¸o˜es de faixas de rodagem
A detec¸a˜o e rastreamento das faixas de rodagem e´ normalmente conseguida atrave´s da
colocac¸a˜o de uma caˆmara no lado exterior do ve´ıculo. Em [36] foi utilizada uma caˆmara e
o OpenCV para capturar em tempo real a imagem da estrada na qual o ve´ıculo circulava.
De seguida, utilizando o OpenCV, o autor converteu a imagem para escala de cinzentos e
aumentou o seu contraste de forma a realc¸ar as diferenc¸as de tonalidades, como as linhas
brancas no alcatra˜o preto. Desta forma, aplicando a transformada de Hough13 tambe´m,
disponibilizada pelo OpenCV, o autor detetou as linhas presentes na imagem. De entre
estas escolheu as duas maiores linhas verticais situadas nos extremos esquerdo e direito da
imagem, que assumiu serem as marcac¸o˜es da faixa de rodagem, e trac¸ou uma outra linha
vertical no centro destas, que deveria ser a trajeto´ria normal a seguir pelo condutor.
De acordo com [29], apo´s a detec¸a˜o das marcac¸o˜es da faixa de rodagem, trata-se apenas
de calcular a distaˆncia do ve´ıculo em relac¸a˜o a` marcac¸a˜o direita e a` marcac¸a˜o esquerda e
de comparar a evoluc¸a˜o destas distaˆncias ao longo da viagem. Estas distaˆncias podem ser
obtidas atrave´s das coordenadas dos pixeis em que as mesmas se encontram relativamente
a` linha central que entretanto foi desenhada atrave´s do OpenCV. Deste modo e´ poss´ıvel
constatar se o ve´ıculo se mante´m no centro da faixa de rodagem, ou se o mesmo se
aproxima gradualmente, ou subitamente de umas destas, ou ainda, se existem constantes
e su´bitas correc¸o˜es de trajeto´ria ao longo da viagem, o que pode indicar que o condutor
esta´ fatigado.
Segundo [7], apesar desta ser uma das te´cnicas mais utilizadas nos sistemas de detec¸a˜o de
fadiga, tal como ja´ foi mencionado na secc¸a˜o 2.1.1, o desafio na implementac¸a˜o deste tipo
de abordagem esta´ inerente a` largura varia´vel das marcac¸o˜es das faixas de rodagem, ao
desgaste das mesmas, ou mesmo a` sua inexisteˆncia, e ainda com estradas pouco iluminadas,
condic¸o˜es atmosfe´ricas adversas e n´ıveis de transito varia´veis. Ao contra´rio desta soluc¸a˜o,
que confia apenas na detec¸a˜o e rastreamento das marcac¸o˜es de faixas de rodagem, com
as limitac¸o˜es ja´ mencionadas, existe um outro tipo de sistemas de detec¸a˜o automa´tica
de fadiga, que com o mesmo n´ıvel de equipamentos consegue recorrer a va´rias me´tricas
diferentes. Sa˜o elas a orientac¸a˜o dos olhos e da face, a detec¸a˜o de bocejos, do estado dos
13Consiste numa te´cnica matema´tica que permite detetar formas geome´tricas como retas, c´ırculos e
elipses em imagens digitais.
16 CAPI´TULO 2. ESTADO DA ARTE
olhos, ou seja, se os mesmos esta˜o abertos ou fechados e ainda da frequeˆncia e rapidez
com que o condutor abre e fecha os olhos. Estas me´tricas sera˜o abordadas nas secc¸o˜es
seguintes.
2.2.2 Detec¸a˜o do estado dos olhos
A detec¸a˜o do estado dos olhos permite na˜o so´ detetar se os olhos esta˜o fechados ou aber-
tos, como tambe´m calcular as me´tricas AECS e PERCLOS, descritas na secc¸a˜o 2.1.2,
considerando a frequeˆncia com que o condutor pestaneja e o tempo que demora a fazeˆ-lo.
Em [17] foi utilizado o OpenCV para detetar em tempo real o estado dos olhos do con-
dutor, ou seja, se em cada instante os mesmos se encontravam fechados ou abertos. Para
tal, o autor confiou no OpenCV para detetar e recortar a a´rea da imagem que conte´m
individualmente cada olho. De seguida constatou que analisando a intensidade me´dia de
cada linha horizontal de pixeis das imagens recortadas era poss´ıvel localizar verticalmente
as sobrancelhas e as pestanas, quando os olhos esta˜o fechados, ou as sobrancelhas e as
pestanas superiores em conjunto com a pupila e a ı´ris, quando estes esta˜o abertos, dado
que estas constituem as a´reas mais escuras de cada uma dessas imagens.
Com esse conhecimento, conseguiu saber se os olhos estavam fechados ou abertos atrave´s
da identificac¸a˜o da localizac¸a˜o destas coordenadas, dado que a distaˆncia entre as sobran-
celhas e as pestanas quando os olhos esta˜o fechados e´ maior do que a distaˆncia entre as
sobrancelhas e a pupila em conjunto com as pestanas superiores e a ı´ris quando estes esta˜o
abertos. Este facto esta´ representado na figura 2.3.
Este conhecimento permitiu ainda obter o n´ıvel de abertura dos olhos, analisando a
distaˆncia entre essas coordenadas de pixeis, pois estara˜o tanto mais afastadas quanto
mais fechados estiverem os olhos.
Tal como [17], tambe´m [12] utilizou a diferenc¸a de intensidade me´dia de cada linha hori-
zontal de pixeis das imagens que continham os olhos para identificar o estado dos olhos.
Em [17] foi ainda mencionada a possibilidade de detetar o estado dos olhos recorrendo a
detetores de arestas, nomeadamente ao Canny Edge Detector ou ao Sobel Edge Detector.
Ambos os algoritmos permitem identificar e enumerar as arestas presentes numa imagem,
como por exemplo nas imagens que conteˆm os olhos do condutor. Segundo este autor,
seguindo este me´todo e´ poss´ıvel diferenciar se os olhos representados na imagem esta˜o
abertos ou fechados, dado que a imagem que conte´m os olhos abertos ira´ conter mais
arestas do que aquela que conte´m os olhos fechados.
Em [21] foi desenvolvido um sistema que permite medir a fadiga de uma pessoa atrave´s
das medidas PERCLOS e AECS. Para tal, o autor criou um algoritmo que comec¸ava por
converter a imagem da face da pessoa para bina´rio (preto e branco), recortando de seguida
a a´rea normalmente correspondente aos olhos, que segundo o mesmo se situa entre os 7/24 e
7/12 da face, medindo do topo para a base da mesma. De seguida simplesmente analisava a
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Figura 2.3: Diferenc¸a da intensidade me´dia das linhas horizontais de pixeis entre imagens
digitais de olhos abertos (a)) e fechados (b)), segundo [12].
quantidade de pixeis brancos contidos na a´rea dos olhos, considerando que quanto maior a
quantidade, mais abertos estariam os olhos. Na figura 2.4 esta´ representada a diferenc¸a da
quantidade de pixeis brancos contidos na a´rea dos olhos, consoante o estado dos mesmos.
De acordo com [9], o tempo me´dio que uma pessoa demora a pestanejar esta´ compreen-
dido entre 302,7ms e 317,3ms. De acordo com este mesmo autor, este curto intervalo de
tempo impede que alguns algoritmos mais eficazes na detec¸a˜o do ato de pestanejar sejam
utilizados em sistemas de tempo real, obrigando a` utilizac¸a˜o de um algoritmo adequado
a` capacidade computacional existente e ao tempo de detec¸a˜o requerido em detrimento de
algoritmos mais eficazes.
Este autor utilizou as bibliotecas OpenCV e STASM14 para detetar as pupilas. De acordo
com [25], a STASM foi criada em C++ e necessita do OpenCV para funcionar, permitindo
detetar algumas carater´ısticas faciais como as extremidades das sobrancelhas, dos olhos,
da boca e ainda as pupilas e as narinas, conforme esta´ representado na figura 2.5.
Contudo, de acordo com o criador desta biblioteca, a mesma foi desenhada para ser apli-
cada em fotografias do tipo passaporte, na˜o sendo ta˜o eficaz em faces que na˜o estejam
totalmente verticais, nem quando as mesmas possuem carater´ısticas pouco comuns como
a boca aberta.
Apo´s a detec¸a˜o das pupilas e devido a`s questo˜es de desempenho ja´ mencionadas, [9] optou
por detetar se os olhos estavam fechados ou abertos atrave´s da ana´lise da intensidade dos
14Do Ingleˆs STephen Active Shape Models.
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Figura 2.4: Identificac¸a˜o do estado dos olhos, segundo [21].
pixeis da a´rea da imagem que deve conter as pupilas. Segundo este autor quando os olhos
esta˜o abertos, a intensidade destes pixeis apresenta uma simetria horizontal correspondente
a` forma circular do olho, enquanto que quando os olhos esta˜o fechados, esta simetria na˜o
existe.
Outra te´cnica utilizada na detec¸a˜o das pupilas recorre a luzes de infravermelhos para
causar o efeito brilhante/escuro das mesmas, conforme mencionado na secc¸a˜o 2.1.2. Foi
esse o me´todo utilizado por [11], que apo´s capturar a imagem dos olhos com o efeito bri-
lhante/escuro e de as converter para escala de cinzentos, aplicou um algoritmo espec´ıfico
de forma a encontrar uma a´rea com um determinado tamanho e n´ıvel de brilho correspon-
dente a`s pupilas.
Esse algoritmo comec¸a por converter a imagem de uma escala de cinzentos para bina´rio e
depois de aplicar um filtro morfolo´gico e de descartar todas as a´reas brancas com uma a´rea
inferior a um determinado nu´mero de pixeis, seleciona a restante, que devera´ corresponder
a` pupila. Esta te´cnica permite ainda detetar quando os olhos esta˜o semifechados, pois
ao inve´s de a pupila ter uma forma circular, esta tem uma forma semicircular conforme
se pode observar na figura 2.6. Nessa figura podemos ver em (a) a imagem original ja´
convertida para escala de cinzentos, em (b) a imagem bina´ria (preto e branco), em (c) a
imagem apo´s a aplicac¸a˜o do filtro morfolo´gico e em (d) a identificac¸a˜o da pupila apo´s a
exclusa˜o das a´reas brancas de dimenso˜es reduzidas.
Tal como [11], tambe´m [38] e [24] utilizaram luzes de infravermelhos para possibilitar a
detec¸a˜o das pupilas do condutor. Este me´todo e´ muito eficaz em ambientes com fraca
iluminac¸a˜o, contudo a utilizac¸a˜o de luzes de infravermelhos apontadas diretamente aos
olhos de pessoas gera alguma controve´rsia quanto a` possibilidade de causar danos nos
olhos. No entanto, autores como [18] afirmam que as luzes de infravermelhos normalmente
utilizadas neste tipo de sistemas (com uma largura de banda situada entre os 760 e 1400nm)
na˜o causam qualquer tipo de dano ao sistema ocular das pessoas.
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Figura 2.5: Exemplo da detec¸a˜o de carater´ısticas faciais com recurso a` biblioteca STASM,
segundo [26].
Apo´s a identificac¸a˜o da a´rea da pupila, o diaˆmetro da mesma permite identificar se o
condutor tem os olhos bem abertos ou semifechados, pois o diaˆmetro desta sera´ inferior
neste u´ltimo caso.
Em [31] foi considerado tambe´m o n´ıvel de abertura dos olhos como forma de medir a
fadiga do condutor. Este autor comec¸ou por calcular a me´dia das projec¸o˜es horizontais
das primeiras 100 imagens dos olhos dos condutores. Esse valor foi de seguida utilizado
como consistindo no valor me´dio que iria ser obtido nas imagens seguintes dos olhos do
condutor em que estes estivessem abertos. De seguida, sempre que a correlac¸a˜o da projec¸a˜o
horizontal das imagens seguintes com a me´dia obtida anteriormente fosse inferior a 1
significava que os olhos na˜o estavam totalmente abertos, e quanto maior a diferenc¸a, mais
fechados estavam os olhos.
Na secc¸a˜o seguinte sera´ apresentada a forma como a visa˜o computacional pode ser utilizada
para detetar a orientac¸a˜o da face de uma pessoa.
2.2.3 Detec¸a˜o da orientac¸a˜o da face
Segundo [9], a detec¸a˜o da orientac¸a˜o da face de uma pessoa pode ser estimada, primeira-
mente atrave´s da detec¸a˜o da face e olhos da mesma e comparando de seguida a posic¸a˜o dos
olhos relativamente a` face. Ou seja, comparando a distaˆncia de cada olho a`s extremidades
da face. Deste modo, recorrendo a` biblioteca OpenCV para detetar a face e os olhos e
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Figura 2.6: Captura e detec¸a˜o da pupila numa situac¸a˜o em que os olhos esta˜o semifechados,
segundo [26].
calculando a distaˆncia de cada olho a`s extremidades da face, este autor conseguiu detetar
a orientac¸a˜o da face da pessoa em ana´lise.
Na secc¸a˜o seguinte sera˜o descritas algumas te´cnicas de visa˜o computacional para detetar
a orientac¸a˜o do olhar.
2.2.4 Detec¸a˜o da orientac¸a˜o do olhar
Para detetar a orientac¸a˜o do olhar e´ necessa´rio detetar na˜o so´ os olhos, mas tambe´m a
pupila dos mesmos. Desta forma, comparando a distaˆncia das pupilas relativamente a`s
extremidades dos olhos e´ poss´ıvel extrapolar a orientac¸a˜o do olhar.
No trabalho descrito em [9], conforme ja´ foi mencionado na secc¸a˜o 2.2.2, foi utilizado o
OpenCV e a biblioteca STASM para detetar as pupilas.
Em [23] tambe´m foi desenvolvido um sistema para identificar a localizac¸a˜o das pupilas
com o objetivo de detetar a orientac¸a˜o do olhar da pessoa em questa˜o. Para tal, este
autor apo´s detetar a face e os olhos da pessoa em questa˜o aplicou as transformadas de
Hough orientadas a` detec¸a˜o de c´ırculos nas a´reas da imagem digital correspondentes aos
olhos. Deste modo, conseguiu localizar corretamente as pupilas, com excec¸a˜o de algumas
situac¸o˜es em que as mesmas estavam parcialmente cobertas pelas pa´lpebras, conforme esta´
representado na figura 2.7.
Na secc¸a˜o seguinte sera´ descrito o modo de detetar quando uma pessoa esta´ a bocejar,
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Figura 2.7: Exemplos da detec¸a˜o correta e incorreta das pupilas, segundo [23].
recorrendo a te´cnicas de visa˜o computacional.
2.2.5 Detec¸a˜o de bocejos
De acordo com [24], quando uma pessoa boceja, abre mais a boca e durante muito mais
tempo do que quando fala, pelo que tendo este facto em considerac¸a˜o torna-se poss´ıvel
distinguir estas duas ac¸o˜es.
Para detetar se o condutor tinha a boca aberta ou fechada, [1] recorreu a` comparac¸a˜o dos
n´ıveis de intensidade dos histogramas da a´rea da imagem correspondente a` boca. Segundo
este autor, quando a boca esta´ aberta, a a´rea da mesma conte´m mais pixeis escuros do
que quando esta´ fechada, pelo que analisando esta ocorreˆncia e tendo em considerac¸a˜o
o intervalo de tempo durante o qual o condutor abre a boca, torna-se poss´ıvel detetar
quando o mesmo boceja.
Outra te´cnica que tambe´m pode ser utilizada para a detec¸a˜o de bocejos baseia-se no
trabalho [17]. O autor menciona a possibilidade de detetar se os olhos de uma pessoa
esta˜o abertos ou fechados de acordo com o nu´mero de arestas identificadas na imagem dos
mesmos. De modo similar, este princ´ıpio pode tambe´m ser aplicado para detetar se uma
pessoa tem a boca fechada ou aberta, pois o nu´mero de arestas e´ maior quando a boca
esta´ aberta do que quando esta´ fechada.
22 CAPI´TULO 2. ESTADO DA ARTE
Na secc¸a˜o seguinte sera˜o descritas as concluso˜es retiradas ao longo deste cap´ıtulo.
2.3 Concluso˜es do cap´ıtulo
Verifica-se enta˜o, que de todos os me´todos de detec¸a˜o automa´tica de fadiga que sa˜o atu-
almente estudados e analisados, os mais propostos sa˜o os na˜o-intrusivos, por serem mais
pra´ticos e como o pro´prio nome indica, menos (ou nada) intrusivos. Destes, alguns sa˜o ja´
implementados em automo´veis e recorrem a me´tricas como a ana´lise dos movimentos do
volante, das alterac¸o˜es de velocidade e da posic¸a˜o do automo´vel na faixa de rodagem.
Contudo, todos estes me´todos restringem-se a serem utilizados apenas em automo´veis, de
forma a detetarem padro˜es de fadiga dos respetivos condutores exclusivamente durante o
ato de conduc¸a˜o. Pelo contra´rio, o ideal sera´ um sistema que possa ser aplicado a qualquer
pessoa e ao longo da execuc¸a˜o de va´rios tipos de func¸o˜es. Podendo desta forma ser intro-
duzido na˜o so´ em automo´veis, mas tambe´m em diversas outras atividades do quotidiano,
como linhas de produc¸a˜o industriais, e qualquer outra que requeira total concentrac¸a˜o por
parte do seu executor.
Para tal sera´ necessa´rio construir um sistema que mec¸a padro˜es de fadiga da pessoa em
questa˜o, independentemente das ac¸o˜es que a mesma esteja a executar. Deste modo, este
sistema devera´ recorrer apenas a medic¸o˜es que possam ser feitas diretamente na pessoa,
como o estado dos olhos e da boca, a direc¸a˜o do olhar e a posic¸a˜o da cabec¸a. O de-
senvolvimento de um sistema de detec¸a˜o automa´tica de fadiga com estes requisitos sera´
apresentado no cap´ıtulo seguinte.
Cap´ıtulo 3
Sistema proposto
Neste cap´ıtulo sera´ descrito o desenvolvimento de um sistema de detec¸a˜o automa´tica de
fadiga, recorrendo exclusivamente a te´cnicas de visa˜o computacional. O sistema utiliza
uma u´nica caˆmara para tentar detetar padro˜es de fadiga medindo a frequeˆncia com que a
pessoa em questa˜o pestaneja e quanto tempo demora a fazeˆ-lo, se a mesma boceja e se a
direc¸a˜o do seu olhar ou a posic¸a˜o da sua cabec¸a sugerem que esta´ a adormecer.
Na secc¸a˜o seguinte sera´ descrita a metodologia empregue para a detec¸a˜o de fadiga no
sistema proposto.
3.1 Metodologia para a detec¸a˜o de fadiga
Nas figuras 3.1 e 3.2 esta´ representado o fluxograma do sistema desenvolvido. De uma
forma simplificada, a metodologia escolhida para a detec¸a˜o de fadiga compreende os se-
guintes passos:
1) O sistema verifica se existe alguma face humana pro´xima do centro da imagem digital
capturada pela caˆmara. Caso exista, mas na˜o esteja suficientemente centrada, indica
em que sentido a mesma deve ser movida, para que tal acontec¸a;
2) Sa˜o capturados alguns paraˆmetros acerca de determinadas carater´ısticas da pessoa
em questa˜o, para que alguns gestos possam depois ser corretamente detetados;
3) O sistema utiliza a caˆmara para capturar a imagem da pessoa cujos sinais de fadiga
devem ser detetados;
4) De seguida, tenta detetar e recortar dessa imagem a face da pessoa em questa˜o:
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a) Caso a face na˜o seja detetada com sucesso, verifica a` quanto tempo a mesma
na˜o e´ detetada:
i) Caso a face na˜o seja detetada com sucesso ha´ mais de 30s salta para o passo
2);
ii) Caso a face tenha sido detetada ha´ menos de 30s, salta para o passo 3).
b) Caso a face seja detetada com sucesso, tenta detetar e recortar da mesma a
a´rea que conte´m os olhos:
i) Caso nenhum dos olhos seja detetado com sucesso avanc¸a para o passo iii);
ii) Caso algum dos olhos, ou ambos sejam detetados com sucesso, testa o seu
estado:
(1) Caso os olhos detetados estejam fechados, verifica se os mesmos esta˜o
fechados ha´ mais do que 317.3ms (AECS):
(a) Caso estejam fechados ha´ mais do que 317.3ms, sinaliza que foi
detetado um padra˜o de fadiga atrave´s da me´trica AECS e avanc¸a
para o passo (2);
(b) Caso na˜o estejam fechados ha´ mais do que 317.3ms, avanc¸a para
o passo (2).
(2) Testa se durante o u´ltimo minuto os olhos estiveram fechados durante
mais do que 12s (PERCLOS):
(a) Caso durante o u´ltimo minuto os olhos tenham estado fechados
durante mais do que 12s, sinaliza que foi detetado um padra˜o de
fadiga atrave´s da me´trica PERCLOS, e salta para o passo iii);
(b) Caso durante o u´ltimo minuto os olhos na˜o tenham estado fecha-
dos durante mais do que 12s, avanc¸a para o passo iii).
iii) Recorta da imagem da face a a´rea correspondente a` boca, e testa a ocorreˆncia
de um bocejo:
(1) Caso seja detetado um bocejo, sinaliza que foi detetado um padra˜o de
fadiga atrave´s da detec¸a˜o de bocejos, e salta para o passo iv);
(2) Caso na˜o seja detetado um bocejo avanc¸a para o passo iv).
iv) Verifica se anteriormente foi detetado algum olho:
(1) Caso anteriormente um, ou ambos os olhos tenham sido detetados,
tenta localizar o nariz:
(a) Caso o nariz seja detetado, tenta detetar as pupilas:
(i) Caso uma pupila, ou ambas as pupilas sejam detetadas com
sucesso, verifica se as mesmas evidenciam que a direc¸a˜o do
olhar esta´ demasiado baixa:
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[1] Caso as pupilas detetadas estejam demasiado baixas, e´ in-
terpretado como a pessoa estando a adormecer e, como tal,
sinaliza que foi detetado um padra˜o de fadiga atrave´s da
inclinac¸a˜o da cabec¸a, e salta para o passo v);
[2] Caso as pupilas na˜o estejam demasiado baixas, salta para
o passo v).
(ii) Caso nenhuma das pupilas seja detetada com sucesso, verifica
apenas se a a´rea da imagem detetada como correspondendo a`
zona onde esta˜o localizados os olhos esta´ demasiado baixa:
[1] Caso a a´rea dos olhos esteja demasiado baixa, e´ interpretado
como a pessoa estando a adormecer e, como tal, sinaliza que
foi detetado um padra˜o de fadiga atrave´s da inclinac¸a˜o da
cabec¸a, e salta para o passo v);
[2] Caso a a´rea dos olhos na˜o esteja demasiado baixa, salta
para o passo v).
(b) Caso o nariz na˜o seja detetado, salta para o passo v).
(2) Caso anteriormente nenhum olho tenha sido detetado avanc¸a para o
passo v);
v) Verifica se foi detetado algum padra˜o de fadiga:
(1) Caso tenha sido detetado algum padra˜o de fadiga, um alarme sonoro
e´ reproduzido, e salta para o passo 3);
(2) Caso na˜o tenha sido detetado nenhum padra˜o de fadiga, salta para o
passo 3).
De notar que, alterando um, ou dois paraˆmetros num ficheiro de configurac¸a˜o, o sistema
pode ser executado em seis modos diferentes, sendo eles:
• O modo de funcionamento normal, como descrito anteriormente;
• O modo de depurac¸a˜o, que e´ ideˆntico ao modo anterior, mas que ao longo da sua
execuc¸a˜o, descreve na linha de comandos os gestos que o sistema esta´ a detetar, e
exibe, em tempo real, as imagens que esta˜o a ser processadas, bem como as detec¸o˜es
efetuadas. Na figura 3.3 esta´ representado um exemplo do output do sistema quando
executado neste modo;
• O modo de teste, que consiste na execuc¸a˜o normal do sistema, mas durante um
per´ıodo de tempo predefinido e com algumas adic¸o˜es com vista a registar a execuc¸a˜o
do teste1;
1Este modo de funcionamento sera´ descrito na secc¸a˜o 4.1
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Figura 3.1: Primeira metade do fluxograma do sistema desenvolvido.
• O modo de calibrac¸a˜o, que em vez de utilizar uma caˆmara como fonte de v´ıdeo,
utiliza um ficheiro de v´ıdeo “avi”2. Desta forma, e´ poss´ıvel aperfeic¸oar e parametrizar
especificamente o sistema para a func¸a˜o e posic¸a˜o da pessoa filmada. Torna ainda
poss´ıvel utilizar v´ıdeos para testar o desempenho do sistema;
• O modo de depurac¸a˜o em simultaˆneo com o modo de teste;
• O modo de depurac¸a˜o em simultaˆneo com o modo de calibrac¸a˜o.
2Do Ingleˆs Audio Video Interleave. Trata-se de um formato que combina a´udio e v´ıdeo, sendo um dos
mais populares e compat´ıveis a n´ıvel mundial.
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Figura 3.2: Segunda metade do fluxograma do sistema desenvolvido.
Na secc¸a˜o seguinte sera˜o apresentadas as tecnologias utilizadas na implementac¸a˜o do sis-
tema proposto.
3.2 Tecnologias utilizadas
O sistema desenvolvido depende grandemente da efica´cia dos algoritmos responsa´veis pela
detec¸a˜o dos olhos e, principalmente, da face da pessoa em questa˜o. Por este motivo, a sua
escolha tem um grande peso na eficieˆncia final do sistema.
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Figura 3.3: Exemplo do output do sistema em modo de depurac¸a˜o.
De realc¸ar ainda que, o objetivo do sistema em questa˜o consiste em detetar padro˜es de
fadiga, numa pessoa e em tempo real. Pelo que, para ale´m da detec¸a˜o da face e dos
olhos da pessoa, e´ ainda fundamental o acesso a ferramentas de visa˜o computacional que
permitam a manipulac¸a˜o de imagens digitais de uma forma eficaz e eficiente.
Por todos estes motivos, foi utilizada a biblioteca OpenCV, descrita na secc¸a˜o 1.2.1. Mais
concretamente, esta biblioteca foi utilizada na execuc¸a˜o de tarefas como:
• Captura de v´ıdeo a partir de uma caˆmara;
• Conversa˜o de imagens digitais para uma escala de cinzentos;
• Detec¸a˜o da face, dos olhos e do nariz da pessoa capturada no v´ıdeo;
• Recorte da a´rea da imagem correspondente a` face, olhos, nariz e boca da pessoa;
• Conversa˜o de imagens digitais para uma escala bina´ria (preto e branco);
• Detec¸a˜o e enumerac¸a˜o de contornos nas imagens;
• Detec¸a˜o e localizac¸a˜o de contornos circulares nas imagens;
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• Adic¸a˜o de texto a`s imagens de v´ıdeo capturadas;
• Exibic¸a˜o de v´ıdeo.
Como ja´ foi referido na secc¸a˜o 1.2.1, o OpenCV esta´ dispon´ıvel em diversas linguagens de
programac¸a˜o, entre as quais Python3. Esta e´ uma linguagem de programac¸a˜o de alto n´ıvel
que possibilita a implementac¸a˜o de complicados algoritmos de uma forma ra´pida e eficaz.
Esta carater´ıstica, em conjunto com o OpenCV traz grandes vantagens na implementac¸a˜o
do sistema proposto, conforme se pode constatar em [32]. Outra carater´ıstica tambe´m
muito vantajosa na utilizac¸a˜o de Python consiste no facto desta ser executa´vel nos sis-
temas operativos mais usados a n´ıvel mundial. Nomeadamente em Microsoft Windows,
Linux/Unix e Mac OS X, sendo ainda porta´vel para as ma´quinas virtuais de Java e .NET.
De realc¸ar ainda que, tanto a biblioteca de software OpenCV como a linguagem de pro-
gramac¸a˜o Python podem ser utilizadas para fins pessoais, ou comerciais, sem qualquer
encargo. Este facto, em conjunto com o uso do sistema operativo Linux possibilitou a
criac¸a˜o de um sistema de detec¸a˜o automa´tica de fadiga sem qualquer custo em termos de
software.
O sistema foi implementado no ambiente de desenvolvimento Microsoft Visual Studio
Profissional 2012 update 3, com o suplemento Python Tools for Visual Studio 1.5, de
forma a possibilitar a utilizac¸a˜o deste ambiente de desenvolvimento para a implementac¸a˜o
em Python. A versa˜o da biblioteca OpenCV utilizada foi a 2.4.5, e em termos de Python
foi utilizada a distribuic¸a˜o Enthough Canopy4, que inclui o interpretador 2.7.3, bem como
diversas bibliotecas de software.
O funcionamento do sistema proposto foi testado nos sistemas operativos Microsoft Win-
dows 7 e Lubuntu 13.04. Para implementac¸a˜o e testes, em termos de hardware, foi uti-
lizado um porta´til equipado com um processador Intel i7-2630QM com 8GB de RAM e
uma placa gra´fica Nvidia GeForce GTX 560M com 2GB de memo´ria. Para captura de
v´ıdeo foi utilizada uma caˆmara Trust SpotLight Webcam Pro5.
Na secc¸a˜o seguinte sera˜o descritas as tarefas de segmentac¸a˜o de v´ıdeo realizadas pelo
sistema.
3.3 Segmentac¸a˜o de v´ıdeo
A segmentac¸a˜o de v´ıdeo consiste no processo de conseguir localizar e/ou extrair de uma
imagem digital um conjunto de pixeis com determinadas carater´ısticas. No sistema pro-
posto, este processo foi utilizado para localizar e extrair de imagens digitais, o conjunto
3Mais informac¸a˜o sobre esta linguagem de programac¸a˜o pode ser encontrada em
http://www.python.org/.
4Esta distribuic¸a˜o Python pode ser obtida em https://www.enthought.com/downloads/.
5Mais informac¸a˜o acerca desta caˆmara pode ser obtida em http://www.trust.com/products/product.
aspx?artnr=16428.
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de pixeis que conte´m a face da pessoa em questa˜o, os seus olhos, o seu nariz e a sua boca.
Desta forma, a segmentac¸a˜o tem um papel fundamental, pois, por exemplo e´ imposs´ıvel
verificar se a boca e os olhos esta˜o abertos ou fechados, se na˜o for poss´ıvel localizar na
imagem digital o conjunto de pixeis que constituem a boca e os olhos. Para esse efeito,
a biblioteca OpenCV disponibiliza algumas ferramentas com o objetivo de realizar estes
processos de segmentac¸a˜o.
Nas secc¸o˜es seguintes sera˜o descritos os processos de segmentac¸a˜o de imagens utilizados
no sistema proposto.
3.3.1 Detec¸a˜o da face
A correta detec¸a˜o da face da pessoa em questa˜o nas imagens capturadas pela caˆmara
assume no sistema um papel fundamental, pois sem a mesma, torna-se imposs´ıvel detetar
sinais de fadiga na pessoa.
O OpenCV inclui ja´ todas as ferramentas necessa´rias para uma correta identificac¸a˜o de
faces em imagens digitais, pelo que foi esse o me´todo utilizado. Para tal, esta biblioteca
inclui alguns filtros (classificadores Haar em cascata) especializados na detec¸a˜o de faces de
pessoas. Filtros esses, que foram criados atrave´s do algoritmo de aprendizagem automa´tica
AdaBoost, e que sa˜o utilizados por esta biblioteca no processo de detec¸a˜o de carater´ısticas
em imagens digitais, conforme descrito na secc¸a˜o 1.2.1.
A biblioteca OpenCV disponibiliza va´rios filtros especializados na detec¸a˜o de faces de
pessoas, uns mais indicados em certas circunstaˆncias do que outros. Por exemplo, o filtro
“haarcascade frontalface default.xml”e´ normalmente o mais utilizado, contudo, se a face
da pessoa estiver em perfil, o filtro “haarcascade profileface.xml”e´ mais eficaz.
Por este motivo, e dada a importaˆncia da correta localizac¸a˜o da face, optou-se pela uti-
lizac¸a˜o dos cinco filtros disponibilizados pelo OpenCV. De modo a que, se utilizando o
primeiro filtro na˜o for detetada nenhuma face, sera´ utilizado o filtro seguinte, e procede-se
deste modo ate´ que seja encontrada uma face. Se apo´s a utilizac¸a˜o dos cinco filtros, tal
na˜o acontecer, a imagem digital atual e´ descartada, passando-se a` seguinte.
Na figura 3.4 esta˜o representadas algumas faces detetadas pelo sistema desenvolvido.
Como se pode observar, utilizando os cinco filtros em cadeia, o sistema consegue dete-
tar com sucesso as faces em diversas posic¸o˜es, o que na˜o seria poss´ıvel se se recorresse
apenas a um dos cinco filtros.
De notar que a a´rea da imagem digital que conte´m a face esta´ ligeiramente expandida no
limite inferior. Essa adic¸a˜o foi feita de modo a que, quando a pessoa em questa˜o bocejasse,
a parte inferior da boca na˜o ficasse exclu´ıda da face, conforme por vezes acontecia se se
confiasse unicamente na a´rea indicada pelo OpenCV. Este assunto sera´ descrito na secc¸a˜o
3.3.5.
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Figura 3.4: Exemplo da detec¸a˜o de uma face em diversas posic¸o˜es.
Apo´s a detec¸a˜o da a´rea da imagem digital que contem a face, essa zona e´ recortada e
utilizada nas tarefas seguintes, como a detec¸a˜o dos olhos, que esta´ descrita na pro´xima
secc¸a˜o.
3.3.2 Detec¸a˜o dos olhos
A detec¸a˜o dos olhos e´ fundamental para que o sistema funcione em pleno, pois sem essa
detec¸a˜o na˜o podem ser calculadas as me´tricas AECS e PERCLOS, bem como a detec¸a˜o
da orientac¸a˜o do olhar. Por este motivo foram feitos va´rios testes a`s ferramentas disponi-
bilizadas pelo OpenCV para a detec¸a˜o de olhos em imagens digitais:
1. Foi testada a detec¸a˜o de ambos os olhos ao mesmo tempo, recorrendo aos filtros
espec´ıficos para o efeito, e verificou-se que os mesmos tinham um bom desempenho
em faces semelhantes a`s existentes em fotografias do tipo passaporte. Contudo, se
a face estive inclinada, ou em perfil a detec¸a˜o na˜o era feita, ou estava incorreta,
confundindo algumas vezes as narinas com os olhos;
2. Para melhorar a detec¸a˜o de ambos os olhos, optou-se pelo uso do mesmo esquema de
filtros em cascata, conforme foi utilizado na detec¸a˜o da face. Para esse efeito foram
utilizados os treˆs filtros disponibilizados pelo OpenCV, em que o u´ltimo da cadeia,
e´ orientado a` detec¸a˜o dos olhos quando cobertos por o´culos;
3. Para mitigar as hipo´teses de uma detec¸a˜o incorreta, a a´rea da face onde se tenta
localizar os olhos foi reduzida para os 2/5 superiores, resolvendo assim o problema
da confusa˜o das narinas com os olhos;
4. Para minimizar o problema da falta de detec¸a˜o dos olhos quando a face esta´ em perfil
ou inclinada, optou-se por tentar a detec¸a˜o dos mesmos individualmente. Utilizando
para o efeito os dois filtros disponibilizados pelo OpenCV, um para cada olho;
5. Para reduzir as detec¸o˜es erradas, tambe´m aqui se reduziu a a´rea de procura. A
mesma foi limitada verticalmente a` zona compreendida entre os 1/10 e os 2/5 da
face (do limite superior, para o limite inferior). Horizontalmente, foi limitada dos 0
aos 3/5 (da esquerda para a direita) para o olho direito, e dos 2/5 ate´ ao limite da
face, para o olho esquerdo;
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6. Por u´ltimo, para ter mais hipo´teses de detetar os olhos, o sistema comec¸a por tentar
deteta-los individualmente, e caso na˜o tenha sucesso passa a` detec¸a˜o de ambos em
simultaˆneo. Caso na˜o consiga detetar nenhum dos olhos, as me´tricas AECS e PER-
CLOS, bem como a orientac¸a˜o do olhar e da face na˜o sera˜o consideradas na imagem
atual.
De notar que, desta forma, o sistema vai sempre localizar a a´rea de cada olho em separado,
independentemente da detec¸a˜o dos olhos ser feita individualmente ou em conjunto. Isto
possibilita que, numa imagem possa ser detetado apenas um olho e que as me´tricas AECS
e PERCLOS, e a detec¸a˜o da orientac¸a˜o do olhar possam ser feitas baseando-se apenas
no olho detetado. Nestas situac¸o˜es, se a detec¸a˜o fosse exclusivamente baseada na detec¸a˜o
de ambos os olhos em simultaˆneo, nenhum dos olhos seria detetado, e estas me´tricas na˜o
poderiam ser calculadas, podendo, inadvertidamente, ignorar-se algum padra˜o de fadiga.
Na figura 3.5 esta˜o representados alguns exemplos da detec¸a˜o de olhos em diferentes es-
tados e posic¸o˜es. Como se pode verificar na segunda linha de imagens, quando a face esta´
em perfil, apenas e´ detetado um dos olhos.
Figura 3.5: Exemplo da detec¸a˜o dos olhos em diferentes estados e posic¸o˜es.
Na secc¸a˜o seguinte sera´ descrito o processo de detec¸a˜o de pupilas.
3.3.3 Detec¸a˜o das pupilas
A detec¸a˜o das pupilas e´ principalmente utilizada em sistemas de rastreio do olhar, ou
seja, como forma de detetar o local para onde uma pessoa esta´ a olhar. Nos sistemas de
detec¸a˜o automa´tica de fadiga, o rastreio do olhar e´ u´til para detetar as situac¸o˜es em que
uma pessoa comec¸a a adormecer, e a direc¸a˜o do seu olhar comec¸a a descer. Foi neste
sentido que a detec¸a˜o das pupilas foi utilizada no sistema proposto.
A detec¸a˜o das pupilas foi baseada no trabalho [23], e foi efetuada recorrendo a algumas
ferramentas disponibilizadas pelo OpenCV. O processo de detec¸a˜o das pupilas, implemen-
tado no sistema proposto, esta´ representado na figura 3.6, e pode ser descrito nos seguintes
passos:
1. A imagem digital que conte´m a a´rea de um olho (a)) e´ recortada de forma a conter
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pouco mais do que a a´rea onde e´ prova´vel que se encontre a pupila (b)). Isto e´ feito
de forma a reduzir as hipo´teses de uma detec¸a˜o incorreta da pupila;
2. A imagem digital que conte´m o recorte da a´rea de um olho (b)) e´ convertida para
bina´rio (branco e preto), conforme representado na imagem c);
3. Seguidamente e´ aplicado o detetor de arestas Canny, de modo a criar uma nova
imagem digital constitu´ıda apenas pelas arestas da anterior. A esta, e´ aplicada a
transformada de Hough orientada a c´ırculos, de forma a localizar um c´ırculo, que
deve consistir na pupila. A pupila detetada neste exemplo, esta´ circunscrita a branco
na imagem d).
O detetor de arestas Canny e´, no OpenCV, parte integrante do me´todo que aplica a trans-
formada de Hough. Segundo [10], o detetor de arestas Canny e a detec¸a˜o de c´ırculos
baseada na transformada de Hough sa˜o dois dos algoritmos mais utilizados para os respe-
tivos fins, sendo dos mais eficientes.
Figura 3.6: Representac¸a˜o do processo de detec¸a˜o das pupilas.
De notar ainda, que embora este processo seja orientado a` detec¸a˜o de pupilas, no exemplo
da figura 3.6, o mesmo detetou a ı´ris e na˜o a pupila. Este facto deveu-se a` cor escura da ı´ris
em questa˜o, o que torna a sua diferenciac¸a˜o relativamente a` pupila muito dif´ıcil. Contudo,
para o objetivo de detetar se a orientac¸a˜o do olhar de uma pessoa esta´ demasiado baixa,
e´ indiferente detetar a pupila, ou a ı´ris, pelo que esse facto foi ignorado.
Na secc¸a˜o seguinte sera´ descrito o processo de detec¸a˜o do nariz.
3.3.4 Detec¸a˜o do nariz
A detec¸a˜o do nariz foi implementada, recorrendo ao u´nico filtro que o OpenCV disponibi-
liza para o efeito. Contudo, apesar da utilizac¸a˜o de apenas um u´nico filtro, este mostrou-se
bastante fia´vel, pelo que na˜o foi tentada qualquer outro tipo de abordagem. Na figura 3.7
esta´ representada a imagem de um nariz, detetado recorrendo ao OpenCV.
Figura 3.7: Exemplo da imagem de um nariz, detetado recorrendo ao OpenCV.
Na secc¸a˜o seguinte sera´ descrito o processo de detec¸a˜o da boca.
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3.3.5 Detec¸a˜o da boca
Tal como para a detec¸a˜o da face, dos olhos e do nariz, o OpenCV tambe´m disponibi-
liza alguns filtros para a detec¸a˜o da boca. Contudo, os mesmos na˜o se apresentaram
suficientemente eficientes para serem utilizados no sistema proposto. Alguns problemas
encontrados, relacionaram-se com a posic¸a˜o e estado da boca. Por exemplo, se a face
estivesse consideravelmente inclinada para cima, em vez da boca, por vezes era detetado o
queixo. No entanto, o maior entrave a` sua utilizac¸a˜o consistiu no facto de que, por vezes,
durante um bocejo, a a´rea da imagem digital detetada como contendo a boca, consistia
apenas na metade inferior, ou superior, da boca. Este facto fazia com que qualquer al-
goritmo de detec¸a˜o de bocejos na˜o obtivesse os resultados pretendidos, pelo que optou-se
por uma abordagem diferente.
Conforme esta´ exemplificado na figura 3.8, em vez de confiar a detec¸a˜o da boca ao
OpenCV, a mesma foi considerada como consistindo na metade inferior da face. Desta
forma, sempre que a face seja detetada, a boca tambe´m sera´.
Figura 3.8: Exemplo do recorte da a´rea da imagem digital que conte´m a boca.
Na secc¸a˜o seguinte sera˜o descritas as te´cnicas utilizadas na detec¸a˜o dos gestos que podem
corresponder a padro˜es de fadiga.
3.4 Detec¸a˜o de gestos
A detec¸a˜o da face, olhos, nariz, boca e pupilas, conforme descrito nas secc¸o˜es anteriores,
teˆm o objetivo de permitir a detec¸a˜o de gestos que possam evidenciar sinais de fadiga.
Nas secc¸o˜es seguintes sera˜o descritas as te´cnicas utilizadas no sistema proposto, para
detetar esses gestos.
3.4.1 Detec¸a˜o do ato de pestanejar
Para detetar quando uma pessoa pestaneja e´ necessa´rio, na˜o so´ detetar e rastrear os seus
olhos, como detetar quando os mesmos esta˜o fechados ou abertos.
A detec¸a˜o e rastreamento dos olhos foi efetuada conforme descrito na secc¸a˜o 3.3.2, ou seja,
utilizando o OpenCV.
3.4. DETEC¸A˜O DE GESTOS 35
Apo´s essa detec¸a˜o foi utilizada a te´cnica descrita em [17] e [12] para diferenciar o estado
dos olhos. Ou seja, foi analisada a intensidade me´dia de cada linha horizontal de pixeis
que constitu´ıam as imagens digitais dos olhos, para localizar verticalmente as sobrancelhas
e as pestanas, quando os olhos esta˜o fechados, ou as sobrancelhas e as pestanas superiores
em conjunto com a pupila e a ı´ris, quando estes esta˜o abertos, dado que estas constituem
as a´reas mais escuras de cada uma dessas imagens.
Dado que a distaˆncia entre as sobrancelhas e as pestanas quando os olhos esta˜o fechados
e´ maior do que a distaˆncia entre as sobrancelhas e a pupila em conjunto com as pestanas
superiores e a ı´ris quando estes esta˜o abertos, tornou-se poss´ıvel detetar o estado dos olhos.
Este facto esta´ representado na figura 3.9, onde podemos verificar que a distaˆncia entre os
dois mı´nimos de intensidade das linhas horizontais de pixeis da imagem digital que conte´m
um olho fechado (linha a tracejado), e´ superior a` mesma distaˆncia na imagem digital que
conte´m um olho aberto (linha preenchida).
Figura 3.9: Exemplo da distaˆncia entre as maiores quebras de intensidade da cor em
imagens com os olhos fechados e abertos.
Deste modo, efetuando estes ca´lculos sempre que um, ou ambos os olhos sejam detetados,
torna-se poss´ıvel identificar o estado dos mesmos.
Na secc¸a˜o seguinte sera´ descrita a te´cnica implementada para a detec¸a˜o do estado da boca.
3.4.2 Detec¸a˜o do estado da boca
Como ja´ foi referido na secc¸a˜o 3.3.5, a boca foi considerada como estando localizada na
metade inferior da imagem digital que conte´m a face. Deste modo, sempre que a face seja
detetada, tambe´m a boca sera´.
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Depois de obter a imagem digital da boca da pessoa em questa˜o, importa detetar o estado
da mesma, ou seja, se esta se encontra aberta, ou fechada. Para esse efeito, inicialmente foi
testada a te´cnica mencionada por [1] e descrita na secc¸a˜o 2.2.5. Esta te´cnica e´ semelhante
a` utiliza no sistema proposto, para a detec¸a˜o do estado dos olhos, ou seja, e´ baseada
nas diferenc¸as de intensidades entre os diferentes estados da boca. Segundo este autor,
quando a boca esta´ aberta, a correspondente imagem digital conte´m mais pixeis escuros
do que quando esta´ fechada. Contudo esta te´cnica foi testada e na˜o obteve resultados
satisfato´rios, resultando em diversas detec¸o˜es de estado erradas, pelo que foi abandonada.
O motivo que levou a` obtenc¸a˜o de resultados insatisfato´rios esta´ relacionado com o facto
de que quando a boca esta´ aberta, embora aparec¸a na a´rea da mesma um conjunto mais
escuro de pixeis, tambe´m aparece um conjunto de pixeis mais claro, que corresponde aos
dentes. Este facto tem especial incideˆncia durante um bocejo, como e´ vis´ıvel na figura
3.10, dado que, durante o mesmo, normalmente, os dentes sa˜o bem vis´ıveis. Deste modo
a a´rea mais escura que corresponde ao interior da boca acaba por ser atenuada pela a´rea
mais clara que corresponde aos dentes, na˜o existindo desta forma, uma evidente mudanc¸a
de intensidade da cor entre a boca fechada e um bocejo.
Figura 3.10: Exemplo de uma imagem digital que representa um bocejo.
Tentou-se ainda localizar o la´bio superior, e o la´bio inferior, detetando na imagem digital
da boca os dois contornos de maior comprimento. Contudo, nem sempre os la´bios eram
detetados como um u´nico contorno, pelo que nem sempre eram estes os dois maiores
contornos. De realc¸ar ainda, que por vezes o maior contorno consistia no queixo, pelo que
tambe´m esta te´cnica foi abandonada.
Outra te´cnica testada consistiu em medir a distaˆncia entre os olhos e o limite inferior da
boca. Pois, quando a boca esta´ aberta, esta distaˆncia e´ maior do que quando a mesma esta´
fechada. Contudo, conforme ja´ foi referido na secc¸a˜o 3.3.5, por vezes, atrave´s do OpenCV,
a boca era detetada como consistindo apenas na metade inferior, ou superior da mesma,
pelo que esta me´trica foi abandonada. Posteriormente, a boca passou a ser considerada
como a metade inferior da face, de forma a corrigir esse problema. Contudo, esta me´trica
na˜o poderia ser utilizada, dado que deste modo, a a´rea da boca teria sensivelmente o
mesmo tamanho, indiferentemente do seu estado, logo a distaˆncia do seu limite inferior
relativamente aos olhos tambe´m seria sempre semelhante.
Por este motivo, foi utilizada uma te´cnica mencionada em [17] e descrita na secc¸a˜o 2.2.5.
Ou seja, foi analisado o nu´mero de contornos existentes na imagem digital que continha
a boca, e verificou-se que o seu nu´mero aumentava consideravelmente sempre que a boca
estava aberta, relativamente a quando a mesma se encontrava fechada.
3.4. DETEC¸A˜O DE GESTOS 37
A detec¸a˜o dos contornos foi realizada utilizando dois me´todos disponibilizados pelo Open-
CV:
1. Em primeiro lugar foram detetadas as arestas recorrendo ao detetor de arestas
Canny;
2. De seguida estas arestas foram interligadas, dando origem aos contornos, atrave´s de
um me´todo espec´ıfico do OpenCV para detec¸a˜o de contornos.
Apo´s a detec¸a˜o dos contornos da imagem digital que conte´m a boca, e´ poss´ıvel contar os
mesmos atrave´s da estrutura de dados resultante da detec¸a˜o de contornos do OpenCV.
Na figura 3.11 esta˜o representadas quatro imagens digitais. As imagens a) e c) representam
uma boca no estado aberta, e fechada, respetivamente. As imagens b) e d) correspondem a`s
imagens a) e c), respetivamente, apo´s a detec¸a˜o de contornos. Na mesma figura esta´ ainda
representado um gra´fico que demonstra a diferenc¸a da quantidade de contornos existentes
em cada uma dessas imagens. E´ clara a diferenc¸a do nu´mero de contornos detetados na
imagem digital que conte´m a boca aberta (cerca de 600 contornos), em relac¸a˜o a` imagem
digital que conte´m a boca fechada (cerca de 310 contornos).
Figura 3.11: Exemplo da detec¸a˜o e contagem do nu´mero de contornos em imagens digitais
que conteˆm a boca fechada ou aberta.
Na secc¸a˜o seguinte sera´ descrita a te´cnica aplicada para efetuar a detec¸a˜o da inclinac¸a˜o
do olhar.
3.4.3 Detec¸a˜o da inclinac¸a˜o do olhar e da cabec¸a
Nos sistemas de detec¸a˜o automa´tica de fadiga, a inclinac¸a˜o do olhar e da cabec¸a teˆm
especial relevaˆncia para detetar quando a pessoa em questa˜o esta´ a adormecer. Mais
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concretamente quando essa pessoa esta´ a deixar descair a cabec¸a e/ou o olhar.
Ao comparar imagens digitais de faces direitas e inclinadas, verificou-se que a distaˆncia
das pupilas e dos olhos, relativamente ao topo da face era menor quando a cabec¸a estava
inclinada para baixo, relativamente a quando a mesma estava direita. Como tal, para
detetar a orientac¸a˜o do olhar, foi medida a distaˆncia das pupilas relativamente ao topo da
face. Caso nenhuma das pupilas fosse detetada com sucesso, por sua vez, era medida a
distaˆncia dos olhos relativamente ao topo da face.
Esta diferenc¸a de distaˆncias esta´ representada na figura 3.12. Como se pode observar
nessa figura, em a), a distaˆncia das pupilas relativamente ao topo da face e´ superior a`
correspondente distaˆncia em b).
Figura 3.12: Exemplo da diferenc¸a da distaˆncia entre as pupilas e o topo da face, entre
quando a cabec¸a esta´ direita (a)) ou inclinada (b)).
Contudo, apo´s alguns testes, verificou-se que o local mais indicado para a colocac¸a˜o da
caˆmara seria aproximadamente a` altura dos ombros da pessoa em questa˜o, ou ligeiramente
abaixo. Isto, porque e´ normalmente a esta altura que a pessoa realiza as suas ac¸o˜es, seja
durante a conduc¸a˜o de um automo´vel, ou numa linha de montagem industrial, pelo que
e´ para essa a´rea que a face deve estar orientada. Deste modo sera´ colocando-se tambe´m
nessa zona que a caˆmara conseguira´ capturar mais eficazmente a face. Constatou-se enta˜o,
que ao colocar a caˆmara nesta localizac¸a˜o, a diferenc¸a de distaˆncias representada na figura
3.12 deixava de existir, pelo que foi procurada uma abordagem diferente.
Foi enta˜o, que se verificou que a distaˆncia do extremo superior dos olhos e das pupilas,
relativamente ao extremo inferior do nariz aumentava conforme a pessoa em questa˜o in-
clinasse a cabec¸a para baixo. Este facto esta´ representado na figura 3.13. Como tal, foi
este o me´todo utilizado para detetar a inclinac¸a˜o da cabec¸a e do olhar.
Na secc¸a˜o seguinte sera´ descrita a forma como todos os gestos detetados pelo sistema
proposto sa˜o utilizados para detetar padro˜es de fadiga.
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Figura 3.13: Exemplo da diferenc¸a da distaˆncia entre o extremo superior dos olhos em
relac¸a˜o ao extremo inferior do nariz, entre quando a cabec¸a esta´ direita (a)) ou inclinada
(b)).
3.5 Sistema de classificac¸a˜o de gestos
O sistema proposto comec¸a por ajustar a posic¸a˜o da caˆmara, de forma a capturar correta-
mente a face da pessoa a monitorizar. De seguida, passa a` captura de alguns paraˆmetros
necessa´rios para a detec¸a˜o de alguns gestos.
Na secc¸a˜o seguinte sera˜o descritos estes dois passos iniciais.
3.5.1 Inicializac¸a˜o do sistema
Quando o sistema e´ iniciado, o mesmo comec¸a por verificar se a caˆmara esta´ orientada
para uma localizac¸a˜o que lhe permite capturar corretamente a face de uma pessoa. Caso
tal na˜o seja poss´ıvel, o sistema informa em que sentido se deve movimentar, ou orientar a
caˆmara de forma a corrigir a a´rea capturada pela mesma. Apesar de, nesta fase o sistema
apenas analisar se a face se encontra pro´xima do centro da imagem capturada, o mesmo
obte´m o melhor desempenho quando a caˆmara e´ posicionada aproximadamente ao n´ıvel
dos ombros da pessoa a monitorizar.
So´ apo´s a detec¸a˜o da face na zona central das imagens capturadas pela caˆmara, e´ que o
sistema avanc¸a para o passo seguinte. Este consiste na captura de alguns paraˆmetros ne-
cessa´rios para que o sistema possa detetar alguns gestos. Estes paraˆmetros sa˜o capturados
durante o per´ıodo de tempo predefinido num ficheiro de configurac¸a˜o, de forma a que o
mesmo possa ser facilmente altera´vel. Os paraˆmetros capturados sa˜o:
1. O valor me´dio da distaˆncia entre os dois mı´nimos de intensidade das linhas horizon-
tais de pixeis da imagem digital que conteˆm cada olho;
2. O nu´mero me´dio de contornos existente nas imagens digitais que conteˆm a boca;
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3. O valor me´dio da distaˆncia entre o extremo superior dos olhos e o extremo inferior
do nariz;
4. O valor me´dio da distaˆncia entre o centro das pupilas e o extremo inferior do nariz.
Depois da obtenc¸a˜o destes paraˆmetros iniciais, sempre que o valor da distaˆncia entre
os dois mı´nimos de intensidade das linhas horizontais de pixeis da imagem digital que
conteˆm cada olho seja maior que uma predefinida percentagem do valor encontrado no
ponto 1, considera-se que a pessoa em questa˜o tem os olhos fechados. A percentagem aqui
mencionada e´ facilmente altera´vel num ficheiro de configurac¸a˜o.
De igual forma, tambe´m ao longo da execuc¸a˜o do sistema, sempre que o nu´mero de con-
tornos existente nas imagens digitais que conteˆm a boca for superior a uma predefinida
percentagem do valor encontrado no ponto 2, considera-se que a pessoa em questa˜o tem
a boca aberta. Tambe´m esta percentagem e´ facilmente altera´vel num ficheiro de confi-
gurac¸a˜o.
Sempre que durante o funcionamento do sistema, a distaˆncia entre o extremo superior dos
olhos e o extremo inferior do nariz for superior a uma predefinida percentagem do valor
encontrado em 3, considera-se que a pessoa em questa˜o tem a cabec¸a inclinada para baixo.
De igual forma, sempre que a distaˆncia entre o centro das pupilas e o extremo inferior do
nariz for superior a uma predefinida percentagem do valor encontrado em 4, considera-se
que a pessoa em questa˜o tem a cabec¸a inclinada para baixo. Estes dois valores percentuais
sa˜o tambe´m altera´veis no mesmo ficheiro de configurac¸a˜o.
De notar que, a captura dos paraˆmetros iniciais e´ repetida sempre que o sistema na˜o
conseguir detetar uma face nas imagens capturadas durante mais do que 30s. Este pro-
cedimento visa reorientar a caˆmara e reobter os paraˆmetros iniciais adequados quando
a pessoa monitorizada e´ substitu´ıda, como acontece frequentemente, por exemplo, numa
linha de montagem industrial. O intervalo de tempo aqui mencionado (30s) pode ser
alterado no ficheiro de configurac¸a˜o.
Na secc¸a˜o seguinte sera´ descrita a forma como os padro˜es de fadiga sa˜o detetados.
3.5.2 Detec¸a˜o de padro˜es de fadiga
Apo´s ser poss´ıvel ao sistema detetar quando a pessoa em questa˜o tem os olhos fechados ou
abertos, a boca fechada ou aberta, e ainda a inclinac¸a˜o do olhar ou da cabec¸a, e´ necessa´rio
utilizar este conhecimento para detetar padro˜es de fadiga.
Relativamente ao estado dos olhos, este foi utilizado para calcular as me´tricas AECS e
PERCLOS. Deste modo, sempre que a pessoa monitorizada fecha os olhos durante mais
do que 317,3ms6 seguidos, esta me´trica indica que a pessoa apresenta sinais de fadiga.
6Intervalo de tempo indicado por [9], como sendo o ma´ximo que uma pessoa sem fadiga demora a
pestanejar.
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De notar que este intervalo de tempo e´ altera´vel num ficheiro de configurac¸a˜o inclu´ıdo no
sistema.
Quanto a` me´trica PERCLOS, a mesma relata um estado de fadiga quando a pessoa em
questa˜o tem os olhos pelo menos 80% fechados, durante mais do que 20% de um minuto.
Uma vez mais, esta percentagem e intervalo de tempo sa˜o altera´veis no mesmo ficheiro de
configurac¸a˜o.
Relativamente ao estado da boca, o mesmo foi utilizado para detetar bocejos. Um bocejo
e´ considerado um padra˜o de fadiga, e o sistema considera a detec¸a˜o de um bocejo, sempre
que a pessoa em questa˜o tem a boca muito aberta durante mais do que 1,5s. Tambe´m
este intervalo de tempo e´ altera´vel no mesmo ficheiro de configurac¸a˜o.
Relativamente a` inclinac¸a˜o do olhar e da cabec¸a, sempre que a pessoa monitorizada tem
a cabec¸a inclinada para baixo durante mais do que 1,5s, e´ considerado que a pessoa
adormeceu, ou que esta´ a adormecer e como tal, e´ considerado um sinal de fadiga. Uma
vez mais, tambe´m este intervalo de tempo e´ altera´vel no ficheiro de configurac¸a˜o.
Por u´ltimo, nesse mesmo ficheiro de configurac¸a˜o, e´ poss´ıvel atribuir um peso percentual a
cada me´trica de fadiga aqui mencionada, ou seja, AECS, PERCLOS, bocejos e inclinac¸a˜o
da cabec¸a. Quer isto dizer que, apenas alterando o ficheiro de configurac¸a˜o e´ poss´ıvel:
1. Detetar fadiga atrave´s de uma u´nica me´trica, colocando a mesma com um peso de
1.00 (que corresponde a 100%), e as restantes com um peso de 0.00 (que corresponde
a 0%);
2. Detetar fadiga atrave´s de algumas me´tricas, colocando as mesmas com um peso de
1.00 (que corresponde a 100%), e as restantes com um peso de 0.00 (que corresponde
a 0%);
3. Detetar fadiga atrave´s de todas as me´tricas, atribuindo a todas um peso de 100%;
4. Detetar fadiga atrave´s da combinac¸a˜o de diversas me´tricas, colocando no peso destas,
valores entre os 0.00 e os 1.00. Deste modo, so´ quando a soma dos pesos das me´tricas
atrave´s das quais se detetou fadiga, for superior a 1.00, e´ que o sistema informa que
foi detetada fadiga.
No sistema proposto, sempre que e´ detetada fadiga, e´ reproduzido um som de alarme e na
linha de comandos e´ descrito qual das me´tricas despoletou o alarme.
Deste modo, o sistema consegue, em tempo real, detetar padro˜es de fadiga atrave´s de
cinco me´tricas diferentes. Caso, por algum motivo, alguma destas me´tricas na˜o se aplique
devido a` ac¸a˜o que a pessoa em questa˜o esta´ a desempenhar, a mesma pode ser desativada,
atribuindo-lhe um peso de 0.00. Podera´ ser o caso, por exemplo, quando a pessoa esta´
a desempenhar uma func¸a˜o que a obrigue a dirigir constantemente o seu olhar para uma
zona baixa. Como por exemplo, um operador de gruas, cujo habita´culo esteja localizado
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no topo da mesma. Neste caso na˜o faria sentido avisar o operador da grua sempre que
o mesmo inclinasse a sua cabec¸a para baixo, pelo que teria de se desativar a detec¸a˜o de
fadiga atrave´s da inclinac¸a˜o da cabec¸a.
Na secc¸a˜o seguinte sera´ feito um breve resumo deste cap´ıtulo.
3.6 Resumo do cap´ıtulo
Desta forma, foi constru´ıdo um sistema de detec¸a˜o automa´tica de fadiga na˜o-intrusivo,
recorrendo apenas a te´cnicas de visa˜o computacional para recolher e analisar dados acerca
do estado da pessoa cujos sinais de fadiga se pretendem detetar. Apesar do mesmo utilizar
apenas uma caˆmara para recolher esses dados, consegue detetar cinco padro˜es de fadiga
diferentes. Nomeadamente o intervalo de tempo que uma pessoa demora a pestanejar
(AECS) e a frequeˆncia com que o faz (PERCLOS), bocejos, e a inclinac¸a˜o descendente
exagerada da cabec¸a e do olhar.
O sistema proposto e´ ainda parametriza´vel de forma a poder ser facilmente adaptado a
diversos ambientes de funcionamento. Pode inclusive, alertar sempre que deteta um dos
cinco padro˜es de fadiga, quando detetar apenas alguns destes, ou ainda, quando detetar
uma determinada combinac¸a˜o dos mesmos.
Este sistema e´ tambe´m facilmente integra´vel em qualquer computador da atualidade, dado
que pode ser executado nos sistemas operativos Microsoft Windows, Linux/Unix e Mac
OS X, sendo ainda porta´vel para as ma´quinas virtuais de Java e .NET.
No cap´ıtulo seguinte sera˜o apresentados os resultados obtidos na realizac¸a˜o de alguns
testes ao sistema aqui apresentado.
Cap´ıtulo 4
Resultados e discussa˜o
Para ale´m dos inu´meros testes realizados ao sistema proposto durante o seu desenvolvi-
mento, apo´s a sua finalizac¸a˜o foram efetuados va´rios testes com diversas pessoas, com
vista a avaliar o desempenho do mesmo.
Na secc¸a˜o seguinte sera´ descrita a metodologia utilizada para a execuc¸a˜o de testes ao
sistema, com va´rias pessoas.
4.1 Metodologia para a execuc¸a˜o de testes
Para a execuc¸a˜o de testes com utilizadores, foi criado um modo de execuc¸a˜o espec´ıfico,
designado por modo de testes. Neste modo, para ale´m das tarefas normais que o sistema
desempenha, descritas no cap´ıtulo 3, sa˜o tambe´m efetuadas outras, nomeadamente:
• Reproduc¸a˜o de uma mu´sica relaxante, com o objetivo de induzir sono;
• Controlo do tempo de execuc¸a˜o do teste. O teste tera´ a durac¸a˜o que for introduzida
num campo do ficheiro de configurac¸a˜o;
• As imagens de cada teste, capturadas pela caˆmara e processadas pelo sistema sa˜o
guardadas em disco e atrave´s destas e´ gerado um ficheiro de v´ıdeo “avi”. Deste
modo, cada teste fica registado num ficheiro de v´ıdeo;
• Por u´ltimo, nas imagens do ficheiro de v´ıdeo em que foi detetado algum padra˜o de
fadiga, e´ descrito textualmente qual o padra˜o detetado. Esta descric¸a˜o e´ repetida em
algumas das imagens seguintes, de forma a que a mensagem possa ser lida enquanto
se visiona o v´ıdeo do teste efetuado.
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Apo´s a implementac¸a˜o do sistema, foi pedido a algumas pessoas que desempenhassem
algumas ac¸o˜es em locais onde o sistema proposto estava a ser executado em modo de
teste.
Deste modo, foram realizados doze testes, de cinco minutos cada, com cinco pessoas dife-
rentes e em locais com condic¸o˜es de luminosidade variadas. As ac¸o˜es realizadas variaram
entre a simulac¸a˜o da conduc¸a˜o de um automo´vel1, a resoluc¸a˜o de um cubo de Rubik e a
realizac¸a˜o de algumas tarefas num computador porta´til. De notar que, as duas u´ltimas
ac¸o˜es mencionadas tiveram o objetivo de simular qualquer outra ac¸a˜o realizada, respe-
tivamente, a` altura de uma mesa de refeic¸o˜es ou a` altura de uma secreta´ria. Podendo
essas ac¸o˜es consistir, por exemplo, no trabalho realizado numa linha de montagem, ou na
monitorizac¸a˜o de imagens de videovigilaˆncia.
Na tabela 4.1 foram anotadas na˜o so´ as condic¸o˜es de luminosidade do local onde cada
teste foi realizado, mas tambe´m as ac¸o˜es efetuadas pela pessoa monitorizada e ainda
alguns aspetos f´ısicos e gestuais das mesmas, que se verificaram influentes no desempenho
do sistema.
Na secc¸a˜o seguinte sa˜o apresentados os resultados obtidos atrave´s dos testes efetuados.
4.2 Resultados dos testes com utilizadores
Nas tabelas 4.2 e 4.3 esta˜o apresentados os resultados obtidos em cada um dos testes
efetuados com utilizadores. Estes resultados foram extra´ıdos, visualizando o v´ıdeo gerado
pelo sistema em cada um dos testes. Deste modo, foi poss´ıvel comprovar se as anotac¸o˜es
inscritas nas imagens de v´ıdeo estavam de acordo com os gestos realizados no mesmo
instante, pelas pessoas monitorizadas.
Para cada teste foi medido o desempenho individual de cada me´trica, e ainda o desempenho
global das cinco me´tricas em conjunto. Estes dois valores percentuais esta˜o anotados,
respetivamente, nas duas u´ltimas colunas das tabelas 4.2 e 4.3. Para medir o desempenho
individual de cada me´trica foram contabilizados o nu´mero de alarmes corretos, incorretos
e em falta ocorridos ao longo de cada teste:
• Os alarmes corretos correspondem a`queles que foram lanc¸ados corretamente pelo
sistema, tendo os correspondentes gestos sido observados ao visualizar o respetivo
v´ıdeo de teste;
• Os alarmes incorretos correspondem a`queles que foram lanc¸ados pelo sistema, mas
que os correspondentes gestos na˜o foram observados ao visualizar o v´ıdeo de teste;
• A falta de alarmes corresponde a`s situac¸o˜es em que os gestos observados nos v´ıdeos
de teste indicaram padro˜es de fadiga que deveriam ser deteta´veis pelas respetivas
me´tricas, mas que na˜o foram detetados, e que como tal, o alarme na˜o foi acionado.
1Dentro de um automo´vel, mas com este estacionado.
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Tabela 4.1: Condic¸o˜es de luminosidade, ac¸o˜es efetuadas e aspetos relevantes, relativamente
a cada teste.
Como se pode verificar nas tabelas 4.2 e 4.3, a efica´cia global do sistema no conjunto de
testes variou entre os 0,0% e os 96,9%. Ja´ a efica´cia de cada uma das me´tricas variou da
seguinte forma:
• AECS - Entre 0,0% e 96,4%;
• PERCLOS - Apenas um resultado com 100%;
• Bocejos - Entre 0,0% e 100%;
• Orientac¸a˜o da cabec¸a/olhar - Entre 0,0% e 100%.
Na tabela 4.4 esta˜o resumidos os resultados obtidos em todos os testes, representando
assim a efica´cia do sistema na globalidade dos testes efetuados. Como se pode verificar
nesta tabela, a efica´cia de cada me´trica variou entre os 31,3% e os 100%. E a efica´cia total
do sistema foi de 62,7%.
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Tabela 4.2: Resultados individuais dos primeiros seis testes com utilizadores.
Na secc¸a˜o seguinte sera˜o discutidos os resultados aqui apresentados.
4.3 Discussa˜o dos resultados
Conforme foi apresentado na secc¸a˜o anterior, verificou-se que a efica´cia do sistema proposto
variou muito, na˜o so´ entre os va´rios testes efetuados, mas tambe´m entre as va´rias me´tricas
de fadiga implementadas.
Estas variac¸o˜es deveram-se, na˜o so´ a`s diferentes condic¸o˜es em que os testes foram efetu-
ados, mas tambe´m a` forma como cada uma das pessoas monitorizadas efetua alguns dos
gestos que o sistema precisa identificar para conseguir detetar padro˜es de fadiga. Alguns
dos fatores que influenciaram negativamente os resultados foram:
• A face da pessoa monitorizada na˜o ser iluminada de forma igual em toda a sua a´rea,
como aconteceu nos testes dois e cinco. Este facto levou a que alguns gestos so´
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Tabela 4.3: Resultados individuais dos u´ltimos seis testes com utilizadores.
Tabela 4.4: Resultados globais dos testes com utilizadores.
fossem detetados quando a face estava orientada numa posic¸a˜o que minimizasse as
diferenc¸as de iluminac¸a˜o da mesma;
• Algumas pessoas quando bocejam apenas abrem ligeiramente a boca, como foi o caso
das pessoas monitorizadas nos testes treˆs e nove. Este facto torna dif´ıcil diferenciar
bocejos relativamente ao estado normal da boca;
• Algumas pessoas tendem a colocar a ma˜o a` frente da boca enquanto bocejam, como
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foi o caso da pessoa monitorizada no teste quatro. Este facto impossibilita a detec¸a˜o
da face, e consequentemente da boca e de bocejos, e leva ainda muitas vezes a
detec¸o˜es erradas, o que conduz a` captura incorreta de paraˆmetros, e consequente-
mente ao incorreto funcionamento do sistema;
• Em alguns testes, a face e sobretudo a a´rea dos olhos da pessoa monitorizada estava
demasiado escura, como foi o caso nos testes cinco, seis e nove. Este facto conduziu
a algumas detec¸o˜es erradas, e sobretudo a` incorreta identificac¸a˜o de gestos. Por
exemplo, no caso da a´rea dos olhos estar sombreada, as zonas mais escuras dos
mesmos tendem a ser as pro´prias sombras, e na˜o as sobrancelhas e as pestanas,
impossibilitando assim a detec¸a˜o do estado dos olhos. Tambe´m no caso da boca
estar demasiado escura, o algoritmo de detec¸a˜o de contornos utilizado na˜o apresenta
uma diferenc¸a significativa no nu´mero de contornos entre quando a boca esta´ fechada,
ou aberta, dificultando assim a detec¸a˜o de bocejos;
• Algumas pessoas tendem tambe´m a manter os olhos semifechados quando esta˜o a
fixar alguma coisa, conforme aconteceu nos testes sete e nove. Este facto faz com
que seja dif´ıcil diferenciar o estado dos olhos;
• Se durante o per´ıodo de captura de paraˆmetros, a pessoa monitorizada efetuar alguns
gestos que na˜o se ira˜o repetir ao longo da ac¸a˜o que ira´ realizar, os paraˆmetros obtidos
podera˜o na˜o permitir detetar os gestos necessa´rios a` detec¸a˜o de alguns padro˜es de
fadiga. Este facto verificou-se no teste quatro;
• A pessoa monitorizada no teste onze utiliza o´culos, o que dificulta a detec¸a˜o dos
olhos, apesar da utilizac¸a˜o de um filtro espec´ıfico para o efeito, e dificulta ainda
mais a identificac¸a˜o do estado destes, originando a inefica´cia das me´tricas AECS e
PERCLOS.
De entre as me´tricas implementadas, verificou-se que a que apresentou a menor efica´cia
foi a responsa´vel por medir a orientac¸a˜o da cabec¸a/olhar. Este facto deveu-se a` sensibili-
dade da mesma relativamente ao posicionamento da caˆmara em relac¸a˜o a` face da pessoa
monitorizada, e ainda a` quantidade e intensidade dos movimentos que a pessoa exercia ao
longo do teste.
Pelo contra´rio, a me´trica PERCLOS obteve uma efica´cia de 100%, estando assim de acordo
com a opinia˜o dos autores de [37] e [21], que consideram esta, a me´trica de padro˜es de
fadiga mais eficiente, extra´ıda atrave´s de te´cnicas de visa˜o computacional.
De notar ainda que, em condic¸o˜es de iluminac¸a˜o adequadas e quando a pessoa moni-
torizada na˜o possui qualquer aderec¸o facial e desempenha uma ac¸a˜o que exige pouco
movimento, conforme ocorreu no teste 12, o sistema apresenta um excelente desempenho,
atingindo uma efica´cia de 96,9% no teste mencionado.
Na secc¸a˜o seguinte sera´ feito um breve resumo deste cap´ıtulo.
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4.4 Resumo do cap´ıtulo
Neste cap´ıtulo foram apresentados e discutidos os resultados obtidos nos testes ao sistema
proposto, recorrendo a` ajuda de alguns utilizadores.
De um modo geral, os resultados obtidos foram satisfato´rios, contudo estes variaram muito
de acordo com as condic¸o˜es de luminosidade do ambiente onde o sistema foi executado,
bem como com as diferentes formas como as va´rias pessoas executaram determinados
gestos, e ainda com alguns aderec¸os faciais utilizados pelas mesmas pessoas.
No cap´ıtulo seguinte sa˜o apresentadas as concluso˜es que se puderam retirar ao longo do
desenvolvimento desta dissertac¸a˜o, bem como algumas alterac¸o˜es e melhorias que pode-
riam ser aplicadas ao sistema proposto de forma a ultrapassar, ou pelo menos minimizar
alguns dos problemas aqui expostos.
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Na secc¸a˜o seguinte sa˜o apresentadas as concluso˜es retiradas ao longo do desenvolvimento
desta dissertac¸a˜o, e na secc¸a˜o 5.2 sa˜o indicados quais seriam os passos a seguir como forma
de melhorar o sistema de detec¸a˜o automa´tica de fadiga proposto.
5.1 Balanc¸o cr´ıtico
Existem diversos estudos e projetos elaborados em torno de sistemas de detec¸a˜o de fadiga,
mas nenhum deles e´ perfeito. Os sistemas mais precisos sa˜o os mais intrusivos, que depen-
dem de medic¸o˜es constantes do ritmo card´ıaco, ou das ondas cerebrais do condutor, mas
devido ao desconforto que podem causar, estes sa˜o tambe´m os menos desenvolvidos e pro-
postos. Contudo, alguns projetos como o HARKEN esta˜o a ser desenvolvidos para limitar
este desconforto e manter a precisa˜o das medidas. Se esta tecnologia for bem sucedida
podera´ ser um grande passo nesta a´rea.
Por outro lado, os sistemas que dependem apenas de pistas visuais como a detec¸a˜o das
marcac¸o˜es das faixas de rodagem, da orientac¸a˜o do olhar e de expresso˜es faciais, sa˜o
os sistemas com maior aceitac¸a˜o, sendo ja´ poss´ıvel adquirir ve´ıculos com alguns destes
sistemas instalados. Contudo, estes sistemas na˜o conseguem atingir os mesmos n´ıveis de
precisa˜o que os seus conge´neres mais intrusivos.
No cap´ıtulo 4 foi demonstrado o n´ıvel de efica´cia do sistema de detec¸a˜o automa´tica de
fadiga implementado ao longo do desenvolvimento desta dissertac¸a˜o. Esse sistema e´ base-
ado exclusivamente em te´cnicas de visa˜o computacional, apresentando uma efica´cia global
razoa´vel, mas sofrendo dos mesmos problemas que qualquer sistema de visa˜o computaci-
onal, ou seja:
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• Perde a sua efica´cia perante ambientes com fraca luminosidade;
• E´ sens´ıvel a alterac¸o˜es dos padro˜es das caracter´ısticas a detetar, como por exemplo
a detec¸a˜o de olhos, quando cobertos por o´culos.
Contudo, em ambientes bem iluminados e monitorizando pessoas sem aderec¸os faciais e
cuja func¸a˜o que realizam na˜o exige movimentos muito amplos, o sistema proposto apre-
sentou uma efica´cia entre os 81,0% e os 96,9%. De realc¸ar ainda que, ao contra´rio dos
sistemas atualmente utilizados em algumas marcas automo´veis, este na˜o se restringe ape-
nas a ser aplicado durante a conduc¸a˜o, mas sim em qualquer ambiente de trabalho, desde
que seja poss´ıvel capturar permanentemente a face da pessoa atrave´s de uma caˆmara de
v´ıdeo.
De entre as cinco me´tricas de padro˜es de fadiga implementadas, a mais eficaz foi a PER-
CLOS, contudo, esta me´trica implica que durante o u´ltimo minuto a pessoa monitorizada
tenha tido os olhos fechados durante pelo menos 12s. Isto pode significar que, por exem-
plo uma pessoa possa ter os olhos fechados durante 12s seguidos e que so´ apo´s esses 12s o
alarme de fadiga seja ativado. Se esta for a situac¸a˜o durante a conduc¸a˜o de um automo´vel,
ao fim de 12s pode ser tarde demais. Por este motivo, e´ totalmente recomenda´vel a uti-
lizac¸a˜o desta me´trica em conjunto com outras, como por exemplo, com a AECS, que foi a
segunda mais eficaz nos testes efetuados, e muitos dos respetivos algoritmos sa˜o partilhados
entre ambas.
Na secc¸a˜o seguinte sa˜o indicadas algumas melhorias que poderiam ser aplicadas ao sistema
desenvolvido, de forma a melhorar o seu desempenho.
5.2 Trabalho futuro
O sistema desenvolvido na˜o permite continuar a detetar a face da pessoa caso esta saia
do alcance da caˆmara. Este facto podia ser minimizado substituindo a caˆmara utilizada
por outra com a capacidade de mudar automaticamente a sua orientac¸a˜o. Deste modo,
sempre que a face da pessoa monitorizada se aproximasse de um dos extremos da a´rea
capturada pela caˆmara, esta poderia reorientar-se de forma a voltar a colocar a face da
pessoa no seu centro de visa˜o, acompanhando assim os movimentos da pessoa em questa˜o.
Em casos extremos poderiam ainda ser utilizadas mais do que uma caˆmara colocadas em
locais estrate´gicos, e alternando a fonte de v´ıdeo entre estas, de acordo com a localizac¸a˜o
da pessoa a monitorizar.
Outro aspeto que poderia ser melhorado seria a sensibilidade do sistema relativamente a`
falta de iluminac¸a˜o da face da pessoa monitorizada. Isso poderia ser feito recorrendo a
caˆmaras equipadas com LEDs de infravermelhos que permitem obter imagens a branco e
preto mais n´ıtidas, mesmo em condic¸o˜es de muito baixa luminosidade.
De forma a melhorar o desempenho global do sistema, poderia ser utilizado o modo de
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pesos por me´trica consoante o tipo de ac¸a˜o a ser efetuada pela pessoa monitorizada e ainda
de acordo com as condic¸o˜es de luminosidade do respetivo local. Os respetivos pesos seriam
atribu´ıdos automaticamente pelo sistema, apo´s o per´ıodo inicial de captura de paraˆmetros,
e de acordo com os mesmos.
A tecnologia esta´ em constante evoluc¸a˜o e a visa˜o por computador e´ um dos campos que
mais tem progredido na atualidade. Esse facto, com a ajuda de algumas orientac¸o˜es ja´
existentes para construir este tipo de sistemas, vai com certeza permitir o desenvolvimento
de sistemas de detec¸a˜o de fadiga muito mais precisos e impercet´ıveis para os condutores,
podendo eventualmente salvar-lhes a vida.
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