Abstract. In this paper (weakly) separating maps between spaces of bounded continuous functions over a nonarchimedean field K are studied. It is proven that the behaviour of these maps when K is not locally compact is very different from the case of real-or complex-valued functions: in general, for Ncompact spaces X and Y , the existence of a (weakly) separating additive map T : C * (X) → C * (Y ) implies that X and Y are homeomorphic, whereas when dealing with real-valued functions, this result is in general false, and we can just deduce the existence of a homeomorphism between the Stone-Čech compactifications of X and Y . Finally, we also describe the general form of bijective weakly separating linear maps and deduce some automatic continuity results.
Introduction
It is well-known that the existence of a ring isomorphism between the spaces C(X) and C(Y ) of real-valued continuous functions on the real compact spaces X and Y always implies the existence of a homeomorphism between X and Y (see for instance [GJ, Theorem 8.3] ). In [ABN1] a similar result was given for biseparating additive maps (see definition below) instead of ring isomorphisms. Also, when working with biseparating maps between spaces of continuous functions over a nonarchimedean valued field, roughly the result remains true, although in this case we do not assume the spaces X and Y to be real-compact but N-compact (see [ABN2] ).
As for the case when we study the ring isomorphisms or biseparating additive maps between the spaces C * (X) and C * (Y ) of real-valued bounded continuous functions on X and Y , we conclude that the Stone-Čech compactifications of X and Y are homeomorphic, since every continuous function can be extended to a continuous function in the Stone-Čech compactification. Likewise, a similar result can be obtained when we study this kind of maps between spaces of bounded continuous functions taking values in a locally compact nonarchimedean field: in this case we conclude that the Banaschewski compactifications of X and Y are homeomorphic.
But as we will see in this paper, all of these results depend strongly on the local compactness of the ground field. For instance, for N-compact spaces X and Y , when K is not locally compact and has characteristic zero, the existence of a weakly biseparating and additive map T : C * (X) → C * (Y ) (in particular, a ring isomorphism) implies that X and Y are homeomorphic (Theorem 2.8). Finally, we also give some results which allow us to describe the bijective weakly separating linear maps (Theorem 3.2). It is worth noting that, unlike in the case when K = R, in our spaces no structure of lattice is available, and consequently techniques involving lattice structures cannot be carried out (see [H] and [GJ] ).
Some related results (in the real or complex context) have also been given in, for instance, [ABN3] and [J] , where linearity is regarded. As for the spaces of nonarchimedean bounded continuous functions, they have been studied, as Banach algebras, in [vP] and [S] . Recently some other papers have also appeared linking the structure of spaces of continuous functions not only as rings but also as Banach spaces, for real and nonarchimedean fields as well (see for instance [A] and [AF] ), generalizing classical results in the context of the Banach-Stone theorem.
From now on K will be a commutative complete nonarchimedean valued field endowed with a nontrivial valuation. X and Y will be N-compact spaces, and we will denote by β 0 X and β 0 Y their Banaschewski compactifications. If U is a clopen (this is, open and closed) subset of X, ξ U will stand for the characteristic function on U , and if a ∈ K, a := aξ X . As above, C * (X) and C * (Y ) will be the spaces of K-valued bounded continuous functions on X and Y , respectively, endowed with the sup norm. For f ∈ C * (X) we will denote by c(f ) its cozero set {x ∈ X : f (x) = 0}, and by f β0X its continuous extension from
For basic facts on nonarchimedean fields and nonarchimedean Banach spaces, we refer to [vR] .
Weakly biseparating maps
Definition 2.1. A map T : C * (X) → C * (Y ) is said to be separating if (T f)(T g) = 0 whenever f g = 0. It is said to be weakly separating if (T f)(T g) = 0 whenever there exist disjoint clopen subsets U and V of X containing c(f ) and c(g), respectively. If T is bijective, it is said to be (weakly) biseparating if both T and T −1 are (weakly) separating. Definition 2.2. Suppose that T is a weakly separating map from C * (X) into C * (Y ). Given y 0 ∈ Y , a point x 0 ∈ β 0 X is said to be a support point of y 0 if for every neighborhood U of x 0 in β 0 X, there exists f ∈ C * (X) such that c(f ) ⊂ U and (T f)(y 0 ) = 0.
The existence and uniqueness of support points are given in the following theorem, which can be proved, with slight changes, as the corresponding one which appears in [BNT, p. 260] . 
Proof. Suppose that h(y) / ∈ cl β0X c(f ). Then there exists a clopen neighborhood U of h(y) in β 0 X such that U ∩ cl β0X c(f ) = ∅. On the other hand, there exists g ∈ C * (X) such that c(g) ∩ U ∩ X = ∅ and (T g)(y) = 0. This contradicts the fact that T is weakly separating.
is an injective, weakly separating additive map. Then h : Y 0 → β 0 X is continuous and the image of h is a dense subspace of β 0 X.
Proof. First, we prove that h is continuous. Take y ∈ Y 0 and a clopen neighborhood
On the other hand, given a clopen nonempty subset V of β 0 X, T ξ V ∩X is not zero and c(T ξ V ∩X ) is nonempty, since T is injective. By Lemma 2.2, we conclude that h(c(T ξ V ∩X )) ⊂ V and that the image of h is dense in X.
As a consequence we can extend h to a continuous map from β 0 Y 0 to β 0 X. Also, if T is injective, we deduce that its continuous extension to β 0 Y 0 is surjective, since the range of h is dense in β 0 X. From now on we will also denote by h this extension to β 0 Y 0 .
Lemma 2.4. Suppose that
Proof. By Lemma 2.2, the result is clear for every y ∈ Y 0 ∩ h −1 (U ). Now it is easy to conclude that, since
an injective weakly separating map with closed range and one of the following statements holds:
• T is additive and there exists a natural number n ∈ K such that 0 < |n| < 1.
• T is linear.
Proof. We shall give the proof when there exists a natural number in K with absolute value different from 0 and 1. The case when T is linear is similar. If f β0X is equal to zero on a neighborhood of x 0 in β 0 X, the result follows from Lemma 2.4. So we suppose that this is not the case. Assume that we can find f ∈ C * (X) such that f β0X (x 0 ) = 0 and (T f) β0Y0 (y 0 ) = 0. Then consider a sequence of natural numbers (α n ) in K such that (|α n |) is a strictly decreasing sequence in R converging to zero and such that lim n→∞ |α n /α n+1 | = +∞. Define, for each n ∈ N,
and
U 0 := {x ∈ X : |f (x)| ≥ |α 1 |}. Clearly, every U n is clopen, so the products f ξ Un belong to C * (X) for every n ∈ N ∪ {0}. We also have f =
If the sequence ( T (f ξ Un ) ) converges to zero, then
Assume the sequence is not convergent so there are a sequence (y n ) in Y and δ > 0 such that |(T (f ξ Un ))(y n )| > δ, for infinitely many n ∈ N. Now, defining α −1 = 1 = α 0 , consider
We have that since (α n−1 /α n )f ξ Un ≤ |α n−1 | and (|α n |) converges to zero, then g ∈ C * (X). Also, since α n is a rational number for every n and T is additive and weakly separating, then by Lemma 2.4
This implies that T g is not bounded, which is absurd. Then we deduce that ( T (f ξ Un ) ) converges to zero, and consequently ∞ n=0 T (f ξ Un ) is continuous. Moreover, as T has closed range,
is in the range of T , so there is
U a nonempty clopen subset of c(f 0 ) and take any n ∈ N. Then, in any case, we have that f 0 = f 0 ξ U + f 0 ξ X−U , where c(T (f 0 ξ U )) ∩ c(T (f 0 ξ X−U )) = ∅, by the weakly separating property of T . Also, for the same reason, we have that
In particular, this means that c(T (f 0 ξ U ))∩c(f ) = ∅, which contradicts the equality f = T (f 0 ξ U )+T (f 0 ξ X−U ) and the fact that these last functions have disjoint cozero sets. So we have proved that f = 0, this is, T f = ∞ n=0 T (f ξ Un ). We see that for any n ∈ N, x 0 / ∈ cl β0X U n , which by Lemma 2.4 implies that (T (f ξ Un )) β0Y0 (y 0 ) = 0 for each n ∈ N. Therefore, since ( T (f ξ Un ) ) converges to zero, (T f) β0Y0 (y 0 ) = 0 and we are done.
Theorem 2.6. Suppose that T : C * (X) → C * (Y ) is a weakly biseparating additive map. Then h is a homeomorphism from
Proof. Since T −1 is additive, weakly biseparating and bijective, we can construct a continuous map k : β 0 X → β 0 Y in a similar way as we constructed h. In particular, we know that, given f ∈ C * (X) and x ∈ β 0 X, if f β0X (h(k(x)) = 0, then (T f) β0Y (k(x)) = 0. Also, since k(x) is the support point of x (for T −1 ), f β0X (x) = 0, by Lemma 2.5. If x and h(k(x)) were two different points of β 0 X, then taking f ∈ C * (X) satisfying f β0X (h(k(x))) = 0 and f β0 (x) = 1, we would arrive at a contradiction. Then for every x ∈ β 0 X, h(k(x)) = x and, in the same way, we can prove that k(h(y)) = y for every y ∈ β 0 Y . We can conclude that h is bijective and its inverse is the continuous function k.
Lemma 2.7. Suppose that α ∈ K satisfies 0 < |α| < 1. Then given any β ∈ K, |β| > 1, there exists n ∈ N such that |α| ≤ |α n β| ≤ 1.
Proof. It is clear that there exists n 0 ∈ N ∪{0} such that |α| −n0 ≤ |β| < |α| −(n0+1) .
Then it is easy to see that n := n 0 + 1 ∈ N does the job. Proof. Suppose that h(y 0 ) ∈ β 0 X−X for some y 0 ∈ Y . Then there exists a sequence (U n ) of clopen neighborhoods of h(y 0 ) in β 0 X such that U n+1 is strictly contained in U n for every n ∈ N, U 1 = β 0 X, and X ∩ ∞ n=1 U n = ∅. Define V n := U n − U n+1 for every n ∈ N. Now we split the proof into two cases.
Case 1. Assume that there exists n 0 ∈ N such that |n 0 | = 1. Since K is not locally compact, there exists a sequence (α n ) in K such that 1 − 1/(n + 1) ≤ |α n | ≤ 1 for every n ∈ N, and |α n − α m | ≥ 1 − 1/(n + 1) for every n, m ∈ N, n > m. Since h : β 0 Y → β 0 X is a homeomorphism, we have that, for each n ∈ N, α n ξ Y ∩h −1 (Vn) belongs to C * (Y ). Suppose that the sequence (T −1 (α n ξ Y ∩h −1 (Vn) )) is not bounded in C * (X). This implies that there exist a sequence (n k ) in N with n k = n k whenever k = k , and a sequence (x k ) in X, such that each x k belongs to V n k and
By Lemma 2.7 and for every n k , there exists
On the other hand, it is easy to check that f 0 :=
) is a continuous bounded function on X. Also there exists an accumulation point x 0 of (
(x 0 ) = 0, and by Lemma 2.
. Also, using Lemma 2.4 it is not difficult to prove that, since T is Q-linear,
Then we have that (T −1 (α n ξ Y ∩h −1 (Vn) )) is a bounded sequence in C * (X), and consequently
On the other hand, as above, it is easy to see that
Then there exist n 1 and n 2 in N, n 1 = n 2 , and y 1 , y 2 in U such that y 1 ∈ h −1 (V n1 ) and y 2 ∈ h −1 (V n2 ). Consequently (T f 1 )(y 1 ) = α n1 and (T f 1 )(y 2 ) = α n2 . But then we deduce that |(T f 1 )(y 1 ) − (T f 1 )(y 2 )| = |α n1 − α n2 | = |α|, which is not possible.
Therefore in this case h(y) ∈ X for every y ∈ Y .
Case 2. Assume that |n| = 1 for every n ∈ N. Then take f := T −1 1 and f 2 := ∞ n=1 nξ X∩Vn f . Moreover, using Lemma 2.4, it is easy to see that
any open neighborhood V of y 0 in Y , there are infinitely many n ∈ N such that V ∩ h −1 (V n ) = ∅. This implies that every neighborhood of y 0 in Y contains points at which T f 2 takes different values n ∈ N, which is impossible because T f 2 is continuous and |n| = 1 for every n ∈ N.
This implies that in both cases h(y) belongs to X for every y ∈ Y , and in the same way h −1 (x) ∈ Y for every x ∈ X, this is, h : Y → X is a surjective homeomorphism.
Remarks. 1. Note that Theorem 2.8 also holds for any K not locally compact (not necessarily of characteristic zero) when T is linear. A slight modification of the proof of Case 2 shows it. The same remark also applies to Theorem 2.6 for any K.
2. Given a separating additive and bijective map T : C * (X) → C * (Y ), we cannot assure that T is (weakly) biseparating nor that X and Y are homeomorphic, as the following example shows. Consider X := {x}, Y = {y, y } and K to be the field C p , for some prime p. Obviously every map T : C * (X) → C * (Y ) is separating, but X and Y are not homeomorphic. Take bases B and B of C * (X) and C * (Y ), respectively, regarded as linear spaces over the field Q of rational numbers. It is easy to check that B and B have the same cardinality, this is, there exists a bijective map T : B → B . If we extend T by Q-linearity to the whole C * (X), we obtain the desired map. Proof. Given any x ∈ X, there exists y ∈ β 0 Y such that h(y) = x. Also, since T is bijective, there exists f 0 ∈ C * (X) such that T f 0 = 1 ∈ C * (Y ). By Lemma 2.5, f 0 (x) = 0. Now consider f ∈ C * (X) such that f (x) = 0. Clearly, there exists α ∈ K, α = 0, such that (f 0 + αf )(x) = 0, and by Lemma 2.5, (T f) β0Y (y) = 0. In the same way, if g ∈ C * (X) satisfies g(x) = 0, (T g) β0Y (y) = 0. This implies that if c(f ) ∩ c(g) = ∅, then c(T f) ∩ c(T g) = ∅, and then it is easy to conclude that T −1 is separating. For the same reason, T is also separating.
Automatic continuity results

Theorem 3.2. Suppose that K is not locally compact, and that
is a bijective weakly separating linear map. Then h is a homeomorphism from Y onto X and there exists a continuous map a : Y → K such that for every y ∈ Y and f ∈ C * (X),
Moreover inf y∈Y |a(y)| > 0 and T is continuous.
Proof. By Remark 1 after Theorem 2.8, h : Y → X is a homeomorphism. Define a := T 1. By Theorem 3.1, T is biseparating and consequently by Lemma 2.5, a does not vanish at any point of Y . On the other hand, given y ∈ Y and f ∈ C * (X), then we can define g ∈ C * (X) as the function constantly equal to f (h(y)) on X. It is clear that (f − g)(h(y)) = 0 and by Lemma 2.5, (T f)(y) = (T g)(y) = f(h(y))(T 1)(y), this is, (T f)(y) = a(y)f(h(y)).
Also, if there exists a sequence (y n ) in Y with lim n→∞ a(y n ) = 0, it is easy to see that ( (T −1 1)(h(y n )) ) converges to ∞, which is not possible. Consequently inf y∈Y |a(y)| > 0.
Finally, we are going to see that T is bounded. Given f ∈ C * (X), we have
Taking into account that a is bounded, the result follows.
Now the proof of the following result is easy.
Corollary 3.3. Suppose that K is not locally compact, and that T : Proof. Take f ∈ C * (X) nonvanishing and a clopen subset U of X. We are going to prove that c(T (ξ U f )) ∩ c(T (ξ X−U f )) = ∅. Otherwise, take y ∈ Y such that (T (ξ U f ))(y) = α, (T (ξ X−U f))(y) = β, and αβ = 0. It is clear that if we take γ = −β/α, then γξ U f + ξ X−U f is nonvanishing, whereas (T (γξ U f + ξ X−U f ))(y) = 0, which is a contradiction.
Next we are going to see that T is weakly separating and, by Theorem 3.1, it will be biseparating. Suppose that f, g ∈ C * (X) are such that there exists a clopen subset U of X satisfying c(f ) ⊂ U and c(g) ⊂ X − U . Take f 0 ∈ C * (X) nonvanishing and such that |f 0 (x)| > |f (x)| , |g(x)| for every x ∈ X. Suppose that y ∈ c(T f) ∩ c(T g). Then either (T (ξ U f 0 ))(y) = 0 or (T (ξ X−U f 0 ))(y) = 0. Without loss of generality we can assume that (T (ξ U f 0 ))(y) = 0. Consequently (T (ξ X−U f 0 ))(y) = 0. Consider γ ∈ K − {0} such that γ(T f)(y) + (T (ξ X−U f 0 ))(y) = 0.
Then γf +γξ U f 0 +ξ X−U f 0 is nonvanishing, although (T (γf +γξ U f 0 +ξ X−U f 0 ))(y) = 0, which is a contradiction. We conclude that T is biseparating, and by Theorem 3.2, it is continuous.
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