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Abstract
We de(ne a modal logic whose models are coalgebras of a polynomial functor. Bisimilarity
turns out to be the same as logical equivalence. Ideas and concepts of modal logic are directly
applied to the theory of coalgebras: we give an axiomatization and de(ne canonical coalgebras.
That leads to a completeness result. Each canonical coalgebra proves to be terminal in a certain
class of coalgebras. The approach also yields a functional characterization of the terminal coal-
gebra of all coalgebras with respect to a given polynomial functor. c© 2001 Elsevier Science
B.V. All rights reserved.
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0. Introduction
Recently, there has been a rapid development of the theory of coalgebras. It has
mostly been driven by the fact that coalgebras are suitable models to specify a wide
range of systems as, for instance, various kinds of transition systems, automata, or data
structures (see e.g. [19]).
There are several approaches that use some kind of language to describe proper-
ties of coalgebras. For instance, in [8, 9] equations are used for that purpose. In [4]
Corradini introduces an equational calculus for coalgebras of polynomial functors which
are constructed without using coproducts. Moss generalizes in [13] in(nitary modal
logic to coalgebraic logic whose models are coalgebras of certain functors on Set.
There is much emphasis on the construction of terminal objects in the literature
(see e.g. [14]). Rutten and Turi [18] use canonical solutions of domain equations to
construct terminal coalgebras. Other authors (e.g. [1, 3]) do so by exploiting an anti
foundation axiom in non-well-founded set theory. Another way to show the existence
of terminal coalgebras of certain functors is to apply the special adjoint functor theorem
as demonstrated in [2]. Various examples of terminal coalgebras of functors on Set
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can be found in [11]. A functional construction of the terminal coalgebra of the functor
F : S →∏ni=1(Bi +Ci×S)Ai is given in [10] which is used for describing semantics of
object systems. A similar use of terminal objects is made in [16]. The relation between
terminal coalgebra semantics and initial algebra semantics is investigated in [19].
The present paper de(nes a modal F-logic based on the notion of syntax trees for
polynomial functors F . Models of this logic are F-coalgebras. This language proves
to be expressive enough to distinguish elements up to bisimilarity. A closely related
approach is presented by Kurz [12] where he de(nes a modal logic for coalgebras
of polynomial functors of the form F : S → ∏ni=1(Bi + Ci×S)Ai . Kurz shows that
these coalgebras are equivalent to a certain type of Kripke structures. Among other
results, he gives an axiomatization and proves a completeness result using the above
correspondence to Kripke structures. Remark 2.6 shows how the languages which are
used to describe coalgebras in [12] and in the present paper relate to each other. Here
we dispense with a translation to Kripke structures and directly apply techniques from
modal logic to coalgebras. Thus the basic notions of modal logic as introduced e.g. in
[5, 6, 15] are recalled and some of the results presented in [5] and [15] are adapted to
the present approach.
Similarly as in [5], we call a set of formulas a normal F-logic if it contains all tau-
tologies and a set of suitable axioms and if it is closed under a rule K, modus ponens,
and necessitation (see De(nition 3.5). Then, for each such logic , there exists a canon-
ical F-coalgebra (S; f) on the set of all maximal sets of formulas which are con-
sistent with respect to . For this and some further results we have to assume F to be
constructed of only (nite constant sets, i.e. if we regard an F-coalgebra as a transition
system then its sets of output values are required to be (nite. Theorem 5.8 constitutes a
completeness result. It turns out that (S; f) is terminal in the class of all F-coalgebras
satisfying  (see Theorem 5.9). For  being minimal, we get a characterization of the
terminal F-coalgebra among all F-coalgebras. Finally, this approach is used to give a
functional characterization of the terminal F-coalgebra of all F-coalgebras where F is
an arbitrary polynomial functor, generalizing the corresponding result in [10].
Section 1 introduces syntax trees for polynomial functors. Formulas and their seman-
tics are presented in Section 2. An axiomatization as well as the de(nition of logics and
maximal sets is given in Section 3 where we also show that bisimilarity coincides with
logical equivalence. We prove the existence of the canonical F-coalgebra (S; f) for
a given logic  in Section 4. Section 5 presents the soundness and the completeness
result. It is also devoted to showing that the canonical coalgebra (S; f) is terminal
in the class of all models of . Eventually, we give a functional characterization of
the terminal F-coalgebra of all F-coalgebras in Section 6.
1. Functors and their trees
In this section we give basic notions and terminology which will be needed later on
in order to de(ne e.g. formulas and their semantics.
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Denition 1.1. A functor F : Set→Set is called polynomial if F is constructed in-
ductively from
• the identity functor Id :Set→Set : S → S and
• constant functors C : Set→Set : S → C (where each C is some non-empty (xed
set)
using (nitely many times
• product ×,
• coproduct +, and
• the exponential functor E⇒− (where E is some non-empty (xed set).
It can easily be checked that each such functor preserves weak pullbacks. Given a
polynomial functor F , we de(ne
C(F) := {C |F is constructed from C : S → C};
E(F) := {E |E occurs in F as an exponent set}:
Throughout this paper (except from Section 6), we assume F to be a (xed non-empty
polynomial functor such that all sets in C(F) and E(F) are pairwise disjoint.
In order to express F as a labelled rooted tree we need some graph theoretic termi-
nology that we assume to be known to the reader. It can e.g. be found in [20].
Denition 1.2. Following the inductive construction of F , we de(ne the syntax tree
trF of F as follows:
When saying that F is of the form F =T1×T2 or F =T1 + T2 then we always mean
that F was constructed in the previous step from T1 and T2 by using product or
coproduct, respectively. Paths in the syntax tree are uniquely determined by their la-
belling. Therefore, we identify paths with their labellings which are words over the
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alphabet {1; 2; o1; o2}∪
⋃
E∈E(F){e | e∈E}. Branches of the syntax tree, i.e. paths
from the root to some leaf play a crucial role in this paper. We want to distinguish
them according to their respective leaves:
For instance, branches (i.e. their respective labellings) leading to some constant set C
are collected in the set PosC .
Denition 1.3. Given the syntax tree trF , we de(ne the following sets of positions
where C∈C(F):
PosC := {w | w is the labelling of a branch with leaf C};
PosId := {w | w is the labelling of a branch with leaf Id};
PosF :=
⋃
C∈C(F) PosC ∪ PosId:
Throughout the remainder of this paper, whenever we say that w∈PosC then we addi-
tionally mean that C∈C(F).
As a running example, we will investigate a functor that is also covered by the
approach in [12] in order to allow comparison. For that purpose we shall consider the
functor F =A× Id + 1. Coalgebras of this functor represent terminating deterministic
transition systems with output A (see [17]).
Example 1.4. Let F =A× Id + 1. Then C(F)= {A; 1} and E(F)= ∅. The syntax tree
trF is as follows:
Hence the sets of positions are PosA = {o11}, PosId= {o12}, and Pos1 = {o2}.
Denition 1.5. A subtree tr of trF is called elementary if the following hold:
(i) tr contains the root of trF ,
(ii) whenever tr contains a node T1×T2 then it also contains both of its children,
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(iii) whenever tr contains a node T1+T2 then it also contains exactly one of its children,
(iv) whenever tr contains a node E ⇒ T then it also contains all of its children.
Example 1.6 (Example 1.4, continued). The two elementary subtrees of trF with
F =A× Id+ 1 are as follows:
Remark 1.7. A subtree of trF is uniquely characterized by the set of all of its branches
which is a subset of PosF . Then P⊆PosF represents an elementary subtree of trF if
and only if the following hold:
(i) P = ∅,
(ii) ∀uiv∈PosF : uiv∈P ⇒ ∃v′ : ujv′∈P with i = j,
(iii) ∀uoiv; uojv′∈PosF : uoiv; uojv′∈P ⇒ i= j,
(iv) ∀uev∈PosF with e∈E; E∈E(F) : uev∈P ⇒ ∀e′∈E∃v′ : ue′v′∈P.
We call such subsets of PosF elementary.
Denition 1.8. Each w∈PosF determines a partial mapping from F(S) to either some
C∈C(F) (if w∈PosC) or to S itself (if w∈PosId) by regarding
• each i (i=1; 2) and each e (e∈E; E∈E(F)) as the actual projection of the corre-
sponding product and
• each oi as the actual partial mapping from the corresponding coproduct T1(S)+T2(S)
to Ti(S) such that dom(oi)=Ti(S) and oi◦ini = idTi(S) where ini is the corresponding
injection of the coproduct.
(Here we dispense with the “;”s between the entries in w˜.) In the following we
always mean the above partial mapping when writing w˜.
Example 1.9 (Example 1.4, continued). Let F =A× Id+1. The partial mapping o˜12 :
F(S)→◦ S is de(ned on all elements (a; s)∈A×S ⊆F(S) and maps some (a; s) to s.
Denition 1.10. Given some set S and some z∈F(S) we use the notation Pos(z) to
mean the smallest subset of PosF such that
∀w ∈ PosF : w˜(z) is de(ned ⇔ w ∈ Pos(z):
It is then immediate that each such set Pos(z) is elementary.
Crucial Observation 1.11. Using the above de(nition we obtain a unique representation
of an element z∈F(S): it is the elementary subtree of trF determined by Pos(z) whose
leaves C are replaced by w˜(z)∈C where w is the respective corresponding branch and
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whose leaves Id are replaced by w˜(z)∈S with w being the respective corresponding
branch:
Moreover, this representation is bijective as each such labelled elementary subtree of trF
characterizes an element of F(S). This one-to-one representation of a given polynomial
functor F is in fact functorial: for each f : S→ S ′ the mapping F(f) : F(S)→F(S ′)
is given by a relabelling of each tree representing some element z∈F(S) where each
leaf s∈S is replaced by f(s).
For the de(nition of F-coalgebras, their homomorphisms, bisimulations, and bisimi-
larity the reader is referred to Kurz [12] or Rutten [17].
The above observation immediately yields a characterization of homomorphisms of
F-coalgebras. In the following we consider equations marked with “ ?=”. That means
that whenever the left-hand side of this equation is de(ned then so is the right-hand
side and vice versa and, moreover, if they are de(ned then they are equal.
Lemma 1.12. Let (S; f) and (S ′; f′) be F-coalgebras and h : S→ S ′ be a mapping.
Then h is a homomorphism i4; for each s∈S; the following hold:
(i) ∀w∈PosC; C∈C(F): w˜(f(s)) ?= w˜(f′(h(s)));
(ii) ∀w∈PosId: h(w˜(f(s))) ?= w˜(f′(h(s))).
2. Formulas and their semantics
In this section formulas and the satisfaction relation are de(ned. We show how the
de(ned language relates to the one in [12] and prove that this language is expressive
enough to distinguish up to bisimilarity.
Denition 2.1. Given some polynomial functor F , we de(ne the set FmaF of all for-
mulas inductively as follows:
(i) ⊥ is a formula],
(ii) (w)c is a formula where w∈PosC , c∈C,
(iii) →  is a formula where ;  are formulas,
(iv) [w] is a formula where w∈PosId and  is a formula.
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We use , ¬, ∧, ∨, and 〈w〉 generated as usually from ⊥, →, and [w]. Models are
F-coalgebras. This leads to the following de(nition.
Denition 2.2. Let (S; f) be an F-coalgebra and s∈S. The relation  is de(ned as
follows:
(i) (S; f); s 2 ⊥,
(ii) (S; f); s  (w)c :⇔ w˜(f(s)) ?= c,
(iii) (S; f); s  →  :⇔ (S; f); s   implies (S; f); s   ,
(iv) (S; f); s  [w] :⇔ ∀t∈S: w˜(f(s)) ?= t ⇒ (S; f); t  .
Given a set !⊆ FmaF , we write (S; f); s  ! to mean that (S; f); s  ’ for every
’∈!. We say that (S; f) is a model of ! (denoted by (S; f)  !) if (S; f); s  !
for every s∈S.
By the de(nition of “ ?=”, w˜(f(s)) ?= c in Condition (ii) is equivalent to saying
that w˜(f(s)) is de(ned and that w˜(f(s))= c. The same applies to w˜(f(s)) ?= t in
Condition (iv). It follows from the determinism of the F-coalgebras that (S; f); s 
[w] is equivalent to the fact that either w˜(f(s)) is not de(ned or we have (S; f);
w˜(f(s))  .
Example 2.3 (Example 1.4; continued). Let us consider coalgebras of the functor
F =A× Id+1. Apart from the boolean connectives, this yields the following language
FmaF :
(o11)a; [o12]; and (o2)∗;
where a∈A; ∈ FmaF , and 1= {∗}. Then (S; f); s  (o2)∗ means that (S; f) terminates
in s. On the other hand, if we have (S; f); s  (o11)a∧ [o12] then a transition in s
yields the output a and a new state t in which  holds. Note that (o2)∗ and (o11)a
cannot be true simultaneously in one and the same state which is due to the fact that
F was constructed using a coproduct. We shall take that into account when giving an
axiomatization for the language FmaF in Section 3.
The language FmaF is a multimodal language with modal operators [w] where
w∈PosId and atomic proposition (w)c where w∈PosC and c∈C (cf. [5, 15]). Apart
from formulas of the form (w)c it coincides with Hennessy–Milner logic for processes
(see e.g. [7]).
The construction of FmaF can also be carried out without using the notion of syntax
trees. In the following we de(ne the set ModF of nullary and unary modal operators
w.r.t. a given polynomial functor F and give the corresponding semantics which is
equivalent to the semantics presented in De(nition 2.2.
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Denition 2.4. We de(ne ModF =ModF0 ∪ModF1 to be the set of nullary and unary
modal operators w.r.t. F inductively on the structure of F where i∈{1; 2}:
F = Id: ModF =ModF1 := {},
F =C: ModF = ModF0 :=C;
F =T1 × T2: ModFi := {1} ·ModT1i ∪ {2} ·ModT2i ,
F =T1 + T2: Mod
F
i := {o1} ·ModT1i ∪ {o2} ·ModT2i ,
F =E ⇒ T : ModFi := {e | e ∈ E} ·ModTi .
Now Conditions (ii) and (iv) of De(nition 2.1 can be replaced by
(ii)′ mod is a formula where mod∈ModF0 ,
(iv)′ mod  is a formula where mod∈ModF1 and  is a formula.
The semantics  is again de(ned by induction on the structure of formulas. However,
the semantics of a modal operator is analyzed w.r.t. the structure of F which requires
an “inner” induction.
Denition 2.5. Let (S; f) be an F-coalgebra, s∈ S, and let mod ∈ModF be a (nullary
or unary) modal operator with a possible argument ∈ FmaF . We set
(S; f); s  mod :⇔ (S; f); f(s) F mod;
where (S; f); t  G mod  is de(ned for t ∈G(S), G being a subfunctor of F , and
mod ∈ModG as follows:
G= Id: (S; f); t G  :⇔ (S; f); t  ;
G=C: (S; f); t G c :⇔ t= c;
G=T1 × T2: (S; f); t G imod′  :⇔ i(t) Ti mod′ ;
G=T1 + T2: (S; f); t G oimod′  :⇔ t ∈ ini(Ti(S)) and
(S; f); oi(t) Ti mod
′ ;
G=E ⇒ T : (S; f); t G emod′  :⇔ (S; f); e(t) T mod′ .
Remark 2.6. Let F =(B1 + C1× Id)A1 × (· · · × ((Bn−1 + Cn−1 × Id)An−1 × (Bn + Cn ×
Id)An) · · ·) be a functor as considered in [12]. We set
(i) :=
{
(2)i−11 if 16i ¡ n;
(2)n−1 if i = n:
Then the members of FmaF are, except from the boolean connectives, of the form
((i)ao1)b; ((i)ao21)c, and [(i)ao22] where 16i6n, a∈Ai, b∈Bi, c∈Ci,
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and ∈ FmaF . This leads immediately to the following translation T : FmaF →LF
where LF is de(ned as in [12]:
T (((i)ao1)b) = ((i; a) = b);
T (((i)ao21)c) = ((i; a) = c);
T ([(i)ao22]) = [i; a]T ():
Now, let (S; f) be an F-coalgebra, s∈ S, and  ∈ FmaF . Then we have
(S; f); s   ⇔ (S; f); s F T ( );
where F denotes the satisfaction relation de(ned in [12]. Since the translation T is
bijective we get that for each functor of the above form the approach by Kurz and the
present one are equivalent.
As in [12], it would be possible to de(ne F-Kripke-models for arbitrary polynomial
functors F and to set up a correspondence between F-coalgebras and such F-Kripke-
models. Using this correspondence, one could obtain most of the results presented in
the following as well. However, here this theory is built up explicitly which probably
provides a better understanding of how the particular constructions (e.g. of the canonical
coalgebra) and the proofs work. The following standard result of modal logic also holds
in our approach.
Proposition 2.7. Let h : (S; f)→ (S ′; f′) be a homomorphism; s∈ S; and  ∈ FmaF .
Then we have
(S; f); s   ⇔ (S ′; f′); h(s)   :
Proof. By induction on the structure of formulas. We only consider the case that
 = [w] for some w∈PosId and some ∈ FmaF . Then we get by Lemma 1.12 that
(S; f); s   ⇔ ∀t ∈ S : w˜(f(s)) ∗= t ⇒ (S; f); t  
⇔ ∀t′ ∈ S ′ : h(w˜(f(s))) ∗= t′ ⇒ (S ′; f′); t′  
⇔ ∀t′ ∈ S ′ : w˜(f′(h(s))) ∗= t′ ⇒ (S ′; f′); t′  
⇔ (S ′; f′); h(s)   :
Given a language for certain models it is always a key point to check its expres-
siveness. For FmaF we obtain that logical equivalence coincides with bisimilarity,
i.e. we can distinguish the elements of a given F-coalgebra with FmaF up to bisimi-
larity.
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Proposition 2.8. Let (S; f) and (S ′; f′) be F-coalgebras and let s∈ S; s′ ∈ S ′. Then
the following are equivalent:
(i) s and s′ are bisimilar;
(ii) ∀ ∈ FmaF : (S; f); s   ⇔ (S ′; f′); s′   .
Proof. (i) ⇒ (ii): Let R⊆ S × S ′ be a bisimulation relation with (s; s′)∈R. The pro-
jections S : R→ S and S′ : R→ S ′ (which are homomorphisms) relate (s; s′) to s and
s′, respectively. An application of Proposition 2.7 yields that therefore s and s′ are
logically equivalent.
(ii)⇒ (i): We show that
R := {(t; t′) ∈ S × S ′ | t and t′ are logically equivalent}
is a bisimulation relation. That amounts to showing that for each (t; t′)∈R we have
(a) ∀w∈PosC; ∀c∈C : w˜(f(s)) ?= c ⇔ w˜(f′(s′)) ?= c,
(b) ∀w∈PosId: w˜(f(s)) is de(ned ⇔ w˜(f′(s′)) is de(ned and in this case (w˜(f(s));
w˜(f′(s′)))∈R.
Condition (a) is exactly represented by the formula (w)c. The (rst clause of Con-
dition (b) is captured by the formula 〈w〉. If w∈PosId and w˜(f(s)) is de(ned
then
(S; f); w˜(f(s))   ⇔ (S; f); s  〈w〉 
⇔ (S ′; f′); s′  〈w〉 
⇔ (S ′; f′); w˜(f′(s′))   :
There are also diOerent ways of proving the above proposition. Alternatively, one
could give a translation from F-coalgebras to certain Kripke-structures and apply a
corresponding result from modal logic as done in [12]. Another option would be to
translate FmaF to the coalgebraic logic presented in [13] and use a result from this
paper.
It might be of interest to investigate the fragment of FmaF that is de(ned only with
conjunction instead of ⊥ and implication. It turns out that this restricted language is
not powerful enough to distinguish up to bisimilarity. For that purpose, one had to use
the modal operator 〈w〉 (for w∈PosId) instead of [w] in the de(nition of FmaF .
3. Logics and maximal sets
The next step is to give an axiomatization of FmaF in order to obtain a completeness
result which is presented in Section 5. We also give the de(nition of a logic and of
maximal sets in this section.
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In order to derive a complete axiomatization we basically have to express the condi-
tions given in Remark 1.7 in terms of FmaF . For Conditions (ii) and (iv) that means
in particular the following: Let u be a pre(x of some word w∈PosF (i.e. uv=w for
some v). In other words, u is a path in the syntax tree whose source is the root of
this tree. Then we have to (nd a formula which expresses that, for some (S; f) and
some s∈ S, u˜(f(s)) is de(ned. This is equivalent to saying that there exists some
w∈Pos(f(s)) (cf. De(nition 1.10) such that u is a pre(x of w. In terms of the syntax
tree, that means that u is in the subtree determined by Pos(f(s)):
A (rst try yields the formula
∨{(uv)c | uv ∈ PosC; c ∈ C} ∨∨{〈uv〉 → p | uv ∈ PosId}:
Note that (S; f); s  〈w〉 iO w˜(f(s)) is de(ned. As the disjunction in the above formula
may be in(nite we need to introduce the concept of a minimal complete subset of
PosF . For each E ∈E(F), let eE ∈E be an arbitrary (xed element of E throughout the
remainder of this paper.
Denition 3.1. The minimal complete subset PosF of PosF is de(ned inductively fol-
lowing the structure of F :
F = Id: PosF := PosF = {”},
F =C: PosF := PosF = {”},
F =T1 + T2: PosF := {o1w |w∈PosT1}∪ {o2w |w inPosT2},
F =T1×T2: PosF := {1w |w∈PosT1},
E ⇒ T : PosF := {eEw |w∈PosT}.
Thus, for each functor F , the set PosF ⊆PosF is uniquely determined, non-empty,
and (nite. In order to obtain a 7nite disjunction in the formula above we still need
to restrict the functor F : throughout the remainder of the present paper (except from
Section 6) we assume F to be constructed from only (nite constant sets. That means
if we regard an F-coalgebra as a transition system then its sets of output values are
assumed to be (nite.
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Let u be a pre(x of some w∈PosF and let G denote the target of u, that is to say
the subfunctor of F corresponding to the subtree of trF which is determined by u:
Then we set
P(u) :=
∨{(uv)c | uv ∈ PosC; c ∈ C; v ∈ PosG}
∨∨{〈uv〉 | uv ∈ PosId; v ∈ PosG}:
Now, for each w∈PosF , we want to gather formulas that express that w˜(f(s)) is
de(ned. Thus, for each w∈PosF , we de(ne (w) to range over the set
{(w)c |w ∈ PosC; c ∈ C} ∪ {〈w〉 |w ∈ PosId}:
Lemma 3.2. Let (S; f) be an F-coalgebra; s∈ S; and u be a pre7x of some w∈PosF .
Then the following hold:
(a) (S; f); s P(u)⇔ u˜(f(s)) is de7ned;
(b) (S; f); s  (w)⇒ w∈Pos(f(s)).
Denition 3.3. Let )F ⊆ FmaF be the set consisting of the following axioms:
(ax1) P(”),
(ax2) (uiv)→P(uj) for i = j,
(ax3) (uoiv)→¬(uojv′) for i = j,
(ax4) (uev)→P(ue′) for e; e′ ∈E, E ∈E(F),
(ax5) (w)c→¬(w)c′ for c; c′ ∈C, C ∈C(F), c = c′,
(ax6) 〈w〉’→ [w]’ for ’∈ FmaF .
Axioms (ax1)–(ax4) correspond exactly to conditions (i)–(iv) of Remark 1.7. Ax-
ioms (ax5) and (ax6) capture the functionality of the labelling of some elementary
subtree (cf. Observation 1:11).











M. Ro(iger / Theoretical Computer Science 260 (2001) 209–228 221
(o2) ∗ →¬(o11)a,
(o2) ∗ →¬〈o12〉,
(ax5) (o11)a→¬(o11)a′ for a; a′ ∈A; a = a′,
(ax6) 〈o12〉’→ [o12]’ for ’∈ FmaF .
The following de(nitions can also be found in a similar form in [5, 15]. Note that
the present notion of a logic requires that it already contains all the axioms.
Denition 3.5. We call a set  of formulas a normal F-logic (or simply logic) if the
following hold:
(i)  contains the set Taut of all substitution instances of propositional tautologies,
(ii)  contains all formulas of the shape
K [w]( →  )→ ([w] → [w] )
where w∈PosId and ;  ∈ FmaF ,
(iii) )F ⊆,
(iv)  is closed under
(MP) modus ponens: if ∈ and →  ∈ then  ∈,
(Ni) necessitation: if ∈ then [w]∈ for each w∈PosId.
We write   to mean that  ∈. The smallest normal F-logic is denoted by CF .
Given a subset ! of FmaF , the logic generated by ! is the smallest logic  such that
!⊆. We denote it by CF(!). We write ! CF  to mean that  ∈CF(!).
Throughout this paper, we assume  to be a (xed logic.
Denition 3.6. A set *⊆ FmaF is called -consistent if there are no formulas  1; : : : ;
 n ∈* such that
  1 ∧ · · · ∧  n → ⊥:
We say that * is -maximal if it is -consistent and for each  ∈ FmaF we have
 ∈ * or ¬ ∈ *:
The set of all -maximal sets is denoted by S.
For each -maximal set * we have either  ∈* or ¬ ∈* for each  ∈ FmaF which
follows from the -consistency of *.
4. The canonical coalgebra
Now we have set up the scene far enough to show that, for each logic , there
exists a canonical F-coalgebra (S; f).
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Denition 4.1. Let * be a -maximal set. We de(ne Pos* to be the smallest subset
of PosF such that the following hold:
(i) ∀w∈PosC : (w)c∈* for some c∈C ⇔ w∈Pos*,
(ii) ∀w∈PosId: 〈w〉∈* ⇔ w∈Pos*.
Lemma 4.2. Let * be a -maximal set. Then we have
(a) Pos* is an elementary subset of PosF ;
(b) ∀w∈PosC with w∈Pos*: ∃! c∈C such that (w)c∈*;
(c) ∀w∈PosId with w∈Pos* we have that
*w := { ∈ FmaF | [w] ∈ *}
is -maximal.
Proof. (a). It follows from Axiom (ax1) that Pos* = ∅ which gives Condition (i)
of Remark 1.7. For Condition (ii) let uiv∈Pos*. We have (uiv)∈* for some
(uiv) and, by Axiom (ax2), +(uj)∈*. That yields some v′ such that (ujv′)∈*
for i = j which proves ujv′ ∈Pos*. Condition (iii) can be veri(ed using Axiom (ax3):
whenever uoiv; uojv′ ∈Pos* then there exist (uo iv); (uojv′)∈* and hence i= j by
the consistency of *. Condition (iv) can be checked analogously to Condition (ii).
(b) Let w∈PosC with w∈Pos*. Then there exists some c∈C such that (w)c∈*.
Whenever (w)c′ ∈* for c′ ∈C, c = c′, then Axiom (ax5) yields a contradiction.
(c) Let w∈PosId such that w∈Pos*, i.e. we have 〈w〉∈*. First, assume that *w
is not -consistent. Then there exist formulas  1; : : : ;  n ∈*w such that
  1 ∧ · · · ∧  n → ⊥:
Using the properties of  we get
 [w] 1 ∧ · · · ∧ [w] n → [w]⊥:
Each [w] i is in * and thus also [w]⊥ since * is closed under implication. But this
contradicts with 〈w〉∈*. Eventually, assume that *w is not maximal, i.e. that there is
some  ∈ FmaF such that  ;¬ =∈*w. Then we also have [w] ; [w]¬ =∈* and therefore
¬[w] ;¬[w]¬ ∈* by the maximality of *. From Axiom (ax6) we conclude [w] ∈*
which leads to a contradiction.
Theorem 4.3. For each logic ; there exists an F-coalgebra (S; f) on the set of
all -maximal sets.
Proof. Given some *∈ S, we de(ne f(*) to be the element of F(S) corresponding
to Pos* such that
(i) ∀w∈PosC : (w)c∈* for some c∈C⇒ w˜(f(*)) := c;
(ii) ∀w∈PosId: 〈w〉∈*⇒ w˜(f(*)) := *w.
The above lemma guarantees that f is well-de(ned.
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Denition 4.4. Given a logic , we call (S; f) the canonical F-coalgebra of .
5. Completeness
This section is devoted to showing soundness and to discovering some properties of
the canonical F-coalgebra (S; f). Eventually, a completeness result is given. All of
the results presented here stem from [15] but some of them are slightly changed.
Lemma 5.1. Let P⊆PosF be elementary. Then P ∩ PosF = ∅.
Proof. By induction on the structure of F .
Cases (i), (iii), and (iv) of the following lemma are adopted from Lemma 7:3 of
Popkorn [15].
Lemma 5.2. For each F-coalgebra (S; f), the following hold:
(i) (S; f)  K;
(ii) (S; f)  (ax) for every (ax)∈)F;
(iii) if (S; f)   →  and (S; f)   then (S; f)   ;
(iv) if (S; f)   then (S; f)  [w] for every w∈PosId.
Proof. (ii) Let s∈ S. Then Pos(f(s)) is an elementary subset of PosF . Conditions
(i)–(iv) of Remark 1.7 together with Lemmas 3.2 and 5.1 guarantee that Axioms
(ax1)–(ax4) hold. For verifying Axiom (ax5) we use the fact that, for some given
w∈PosC , the corresponding partial mapping w˜ is functional. Axiom (ax6) holds since
the coalgebras considered are deterministic.
Denition 5.3. For each !⊆ FmaF and each  ∈ FmaF , we say that the relation
!   
holds precisely when each F-coalgebra which is a model of ! is also a model of  .
Proposition 5.4 (Soundness). Let !⊆ FmaF and  be a formula. Then we have
! CF  ⇒ !   :
Lemma 5.5. Let *∈ S and  ∈ FmaF . Then we have
(S; f); *   ⇔  ∈ *:
Proof. By induction on the structure of  .
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Let  = (w)c where w∈PosC and c∈C. We get immediately that
(S; f); *   ⇔ w˜(f(*)) ?= c ⇔ (w)c ∈ *:
Now, let us check the case that  = [w] where w∈PosId.
“⇒”: Let (S; f); *   . If w∈Pos* then we get (S; f); *w   and therefore
∈*w by the induction hypothesis. The de(nition of *w (nally yields  ∈*. The
case that w =∈Pos* is equivalent to [w]⊥∈*. By using the tautology ⊥ →  and the
properties of  we derive [w]∈*.
“⇐”: Let  = [w]∈* and *′ ∈ S such that w˜(f(*)) ?=*′, i.e. we have w∈Pos*
and *′ = *w. By the de(nition of *w we get ∈*′ and the induction hypothesis gives
(S; f); *′  .
As a corollary, we derive from the above lemma that (S; f) is a model of .
Corollary 5.6. (S; f)  .
In [15] the following lemma is introduced as the “Basic Existence Result”.
Lemma 5.7. Let ! be a -consistent set. Then there exists some *∈ S such that
!⊆*.
So far we have gathered all pieces necessary to state the following completeness
result.
Theorem 5.8 (Completeness). Let F be a polynomial functor that is constructed from
only 7nite constant sets. Let !⊆ FmaF ;  ∈ FmaF ; and  := CF(!). Then the fol-
lowing are equivalent:
(i) ! CF  ;
(ii) !   ;
(iii) (S; f)   .
Proof. (i) ⇒ (ii): By Proposition 5.4.
(ii)⇒ (iii): Follows from Corollary 5.6.
(iii)⇒ (i): Assume that ! 0CF  . By the hypothesis and Lemma 5.7 the set !∪{¬ }
is not consistent. Hence there exist formulas ’1; : : : ; ’n ∈! with CF ’1 ∧ · · · ∧ ’n ∧
¬ → ⊥ which contradicts with the assumption.
Theorem 5.9. The canonical F-coalgebra (S; f) is terminal in the class of all
models of .
Proof. Let (S; f) be a model of . We de(ne a mapping
!(S;f) : S → S : s → { ∈ FmaF | (S; f); s   }: (∗)
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Then it is straightforward to show that !(S;f) is well-de(ned and a homomorphism using
Lemma 1.12. Showing the uniqueness of !(S;f) is an application of Proposition 2.7 and
Lemma 5.5.
So far we know that, for every class of models of a logic , there exists the terminal
F-coalgebra (S; f) in it. But we do not know if it is possible to describe a terminal
F-coalgebra of all F-coalgebras in this way. This can be derived from some previous
results.




) is terminal in SetF .
Proof. By applying Lemma 5.2 and Theorem 5.9.
6. Terminal objects di0erently
It turns out that the above approach is suitable to give a functional characterization of
the terminal F-coalgebra of SetF for an arbitrary polynomial functor F . That generalizes
a similar result presented in [10] for the functor
∏n
i=1(Bi+Ci× Id)Ai . Let F be a (xed
arbitrary polynomial functor throughout this section. We denote the set of all words
on some given set A by A?.
The following de(nition gives us the notion of a well-structured set. Such a well-
structured set consists of words w1 : : : wn ∈Pos?F where wi ∈PosId for every 16i¡n.
We may think of a well-structured set as an in(nite tree that consists of elementary
subtrees of trF such that each of them is rooted at some leaf of its “predecessor” which
is labelled with Id.
Denition 6.1. A subset P of Pos?F is called well-structured if the following conditions
hold:
(i) -∈P (where - denotes the empty word in Pos?F ),
(ii) ∀w1 : : : wn ∈Pos?F : w1 : : : wn ∈P⇒w1 : : : wn−1 ∈P,
(iii) ∀p∈P:
{w ∈ PosF |pw ∈ P} is
{
elementary ifp∈Pos?Id;
empty ifp = w1 : : : wn and wn ∈PosC:
Denition 6.2. Let (S; f) be an F-coalgebra and s∈ S. We de(ne P(s) to be the least
subset of Pos?F such that the following hold:
(i) -∈P(s),
(ii) ∀p = w1 : : : wn ∈Pos?F with w1; : : : ; wn−1 ∈PosId: w˜n(f(: : : w˜1(f(s)) : : :)) is de(ned
⇒p∈P(s).
It follows immediately from this de(nition that each such set P(s) is well-structured.
Up to the “output” of the coalgebra (S; f) it describes the “future” of the state s.
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Theorem 6.3. Let Z be the set of partial mappings as follows:
Z :=
{
z : Pos?F →◦
⋃
C∈C(F) C + 1 | dom(z) is well-structured and
∀p ∈ dom(z) : (p = w1 : : : wn and wn ∈PosC)⇔ z(p)∈C
}
:
Then there exists an F-coalgebra (Z; fZ) which is terminal in SetF .
Proof. First, we de(ne the coalgebraic structure on Z . For each z ∈Z , the set Posz :=
PosF ∩ dom(z) is elementary. Thus, we de(ne fZ(z) such that the structure of fZ(z)
is determined by Posz and
(i) ∀w∈PosC; C ∈C(F): w∈Posz ⇒ w˜(fZ(z)) := z(w),
(ii) ∀w∈PosId: w∈Posz ⇒ w˜(fZ(z)) := zw: Pos?F →◦
⋃
C∈C(F) C+1 where dom(zw) :=
{p∈Pos?F | wp∈ dom(z)} and zw(p) := z(wp).
It follows directly from dom(z) being well-structured that dom(zw) is also well-
structured whenever w∈PosId ∩ dom(z). Hence fZ(z) is well-de(ned since zw(p) =
z(wp) for each p∈ dom(zw). In terms of the syntax tree, the element fZ(z) is given
as follows (cf. Observation 1:11):
Now, let (S; f) be an F-coalgebra. We de(ne the mapping
h(S;f) : S → Z : s → zs : Pos?F →◦
⋃
C∈C(F)
C + 1; (∗∗)
where dom(z s) := P(s) and for each p∈ dom(zs) we have
zs(p) :=
{
1 ifp ∈ Pos?Id;
w˜n(f(: : : w˜1(f(s)) : : :)) ifp = w1 : : : wn and wn ∈ PosC; C ∈ C(F):
Obviously, h(S;f) is well-de(ned. For every s∈ S, every w∈PosC , and every c∈C we
get
w˜(f(s)) ?= c ⇔ zs(w) ?= c ⇔ w˜(fZ(zs)) ?= c ⇔ w˜(fZ(zs)) ?= c
which shows Condition (i) of Lemma 1.12. Moreover, for w∈PosId we have
w˜(f(s)) is de(ned ⇔ w ∈ dom(zs) ⇔ w˜(fZ(zs)) is de(ned:
It follows directly from De(nition 6.2 and the de(nition of h(S;f) that whenever w˜(f(s))
is de(ned then we have h(S;f)(w˜(f(s))) = w˜(fZ(h(S;f)(s))) which gives Condition (ii)
of Lemma 1.12. Hence h(S;f) is a homomorphism.
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Now assume that h′ : (S; f) → (Z; fZ) is also a homomorphism. For s∈ S, w1; : : : ;
wn−1 ∈PosId, wn ∈PosC , and c∈C we observe that by Proposition 2.7
w1 : : : wn ∈ dom(zs) and zs(w1 : : : wn) = c
⇔ ∀16i ¡ n : (S; f); s  [w1] : : : [wi−1]〈wi〉 and
(S; f); s  [w1] : : : [wn−1](wn)c
⇔ ∀ 16i ¡ n : (Z; fZ); h′(s)  [w1] : : : [wi−1]〈wi〉 and
(Z; fZ); h′(s)  [w1] : : : [wn−1](wn)c
⇔ w1 : : : wn ∈ dom(h′(s)) and h′(s)(w1 : : : wn) = c:
A similar argumentation applies if w1 : : : wn ∈Pos?Id. Hence we get that h(S;f) = h′
and we are done.
Corollary 5.10 also gives a characterization of the terminal coalgebra of SetF but





) and (Z; fZ) need to be isomorphic, of course. The homomorphisms de(ned




The actual information contained in an element z of Z consists of the following two
components:
(i) {(w1 : : : wn; z(w1 : : : wn)) |w1 : : : wn ∈ dom(z); wn ∈PosC; C ∈C(F)},
(ii) {(wn)n¿1 | ∀m¿1: w1 : : : wm ∈ dom(z)}.
Thus it might be possible to (nd another characterization of the terminal F-coalgebra
of SetF consisting of partial mappings from Pos?F to
⋃
C∈C(F) C. However, the above
approach seems to be simpler.
7. Conclusion
The present paper shows that it is possible to give a modal logic for coalgebras
on polynomial functors and to axiomatize it. That yields languages to describe a great
variety of deterministic systems. However, it might be of interest whether this approach
can be generalized to other kinds of functors. Additional construction principles could
e.g. be the power set functor or the initial algebra and the terminal coalgebra carrier
functor. Including the power set functor could provide a language that generalizes the
present approach as well as modal logic for Kripke-structures.
Another interesting question concerns the restriction of FmaF described on page p. 11
that only features conjunction instead of ⊥ and implication. After replacing each modal
operator [w] by 〈w〉 this language is still expressive enough to distinguish elements up
to bisimilarity. So far it is not known whether one could axiomatize it, too.
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