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Abstract. In this paper, we study the inverse scattering problem for
ZS-AKNS systems on the half-line with general boundary conditions at
the origin. For the class of potentials with certain integrability prop-
erties, we give a complete description of the corresponding scattering
functions S, justify the algorithm reconstructing the potential and the
boundary conditions from S, and prove that the scattering map is home-
omorphic.
Mathematics Subject Classification. Primary 34L25; Secondary 34L40,
81U20, 81U40.
Keywords. Inverse problems, ZS-AKNS systems, Scattering function.
1. Introduction
The main aim of the present paper is to develop the direct and inverse scat-
tering theory for 2 × 2 ZS-AKNS systems (studied by Zakharov and Sha-
bat [84,85] and Ablowitz, Kaup, Newell, and Segur [1] in the 1970s) on the
semi-axis under minimal integrability assumptions on potentials and general
symmetric boundary conditions. Namely, the scattering problem of interest
is given by the ZS-AKNS system
y′ = Qy + ikσ3y (1.1)
and the boundary condition
e−iαy1(0, k) − eiαy2(0, k) = 0, α ∈ [0, π). (1.2)
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and the complex-valued potential u belongs to the Banach space L1(R+) ∩
Lp(R+), with a ﬁxed p ∈ [1,∞). It is well know (see [57, Ch. XIII.7] and
[13,53,56]) that the Dirac operator
−iσ3 ddx + iσ3Q
corresponding to Eq. (1.1) is self-adjoint in the Hilbert space L2(R+)×L2(R+)
under the boundary conditions (1.2); moreover, (1.2) is a general form of
boundary conditions making the above Dirac operator self-adjoint.
The Jost solution Ψ is the 2×2 matrix solution of (1.1) for real nonzero k
obeying the asymptotics




, x → ∞. (1.3)
The columns ψ1 := (ψ11, ψ21)t and ψ2 := (ψ12, ψ22)t of the Jost solution
form a fundamental system of solutions to Eq. (1.1). Next we introduce the
scattering function S by requiring that the solution
ϕ(x, k) := ψ1(x, k) + S(k)ψ2(x, k)
of (1.1) should satisfy the boundary condition (1.2); ϕ is called the scatter-
















, x → ∞.
The direct scattering problem consists in constructing the scattering
function S given u and α, while the inverse scattering problem consists in
recovering the potential u and the constant α from the scattering function
S. More generally, the task is to study properties of the direct and inverse
scattering maps (u, α) → S and S → (u, α) respectively.
Dirac systems on the whole line of the form (1.1) appear, e.g., in the
inverse scattering method for solving nonlinear Schro¨dinger equations
iut + uxx + κ|u|2u = 0
in dimensionless form, with the constant κ comprising physical features of the
corresponding model. In the pioneering papers [84,85] Zakharov and Shabat
studied in detail the reﬂectionless case and derived the corresponding soliton
solutions. Basic notions and many references on the inverse scattering method
and the theory of solitons can be found in [2,3,86]. Inverse scattering for Dirac
systems (1.1) has also appeared in the literature in the context of optical
couplers to model the coupling between two waveguide modes with diﬀerent
propagation constants [6,7,42,83]. In [6,7], the authors studied the inverse









system (1.1) is brought to another canonical form,
σ2w′ + Ωw + mσ3w = kw, (1.4)













Here p and q are real-valued functions and m a nonnegative constant, which
are related to the potential u of (1.1) via u(x) = −q(x) + i(p(x) + m) (note
that m = 0 in the particular case of (1.1)). System (1.4) can be derived by












with a spherically symmetric potential V . Here ψ is the four-component
wavefunction of a relativistic electron in an electrostatic ﬁeld V , αn are the
Pauli matrices, m and E are respectively the particle mass and energy, while c
is the speed of light (for more details on the Dirac operator see [44,58,77,80]).
Levitan and Gasymov [25–27] were seemingly the ﬁrst to develop the
inverse scattering theory for Dirac systems of the form (1.4). The authors
were concerned with Dirac systems on the half-line and on the whole line;
in particular, in [25], Gasymov considered the system (of order 2n) of the
form (1.4) on the half-line. For potentials p and q with a proper behavior
at inﬁnity he gave necessary and suﬃcient conditions on a function S to be
the scattering function for a unique pair of potentials in the corresponding
class. Frolov [24] considered this problem for the case n = 1 on the full line.
All these investigations are based on the classical inverse theory developed in
the works of Gelfand and Levitan [28], Krein [48,49], and Marchenko [63,64];
see also the reviews [16,20] and the books [12,55,65,69]. Reconstruction from
the Weyl–Titchmarsh functions for Dirac-type and more general ﬁrst-order
systems was discussed in [13,61,73].
Adapting an algorithm suggested originally by Kay and Moses [12,45],
Hinton et al. [34] generalized the results of Frolov to a wider class of poten-
tials. Given the reﬂection coeﬃcient that is a rational function with n poles
in the complex plane, the authors gave the reconstruction algorithm for the
potentials of the system, when n = 1 and n = 2. The case of an arbitrary n
was treated in [46], where the residue theorem with an appropriate contour
integration was used to reduce the problem to a linear system of algebraic
equations and several explicit examples were discussed.
In [30,31], the scattering problem for the Dirac operator (1.4) on the
line, where p and q are real-valued functions of the Faddeev–Marchenko class
and m is positive, was treated by means of the trace formula, in the manner
of Deift and Trubowitz [16]. Inverse scattering problem for Dirac systems of
the form (1.1) or (1.4) were also discussed in [15,22,47,70,75,76,81]. In par-
ticular, Dirac systems with discontinuous coeﬃcients and spectral parameter
in the boundary conditions were studied in [14,32,62] and systems for non-
self-adjoint Dirac operators were discussed in [5,60]. Recently, Demontis and
van der Mee in [17–19] studied the problem of reconstructing non-self-adjoint
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matrix Zakharov–Shabat and AKNS systems. An interesting approach to in-
verse scattering analysis of more general systems was suggested by Beals and
Coifman [8–10] and Beals, Deift, and Tomei [11].
The motivation for the present work was two-fold. Firstly, we intended
to solve completely the direct and inverse scattering problems for ZS-AKNS
systems on the half-line with potentials of rather little regularity and un-
der general boundary conditions. Namely, the potential function u is only
assumed to belong to L1(R+) ∩ Lp(R+) with some p ≥ 1, while the bound-
ary conditions depend on an extra parameter α, and both u and α must be
reconstructed from the scattering data. The main results of the paper (The-
orems 3.1 and 3.2) completely characterise the range of the scattering map
and prove that it is homeomorphic. We mainly follow the approach of the
paper [23], where similar scattering problem but on the whole line was dis-
cussed. The most essential component of the inverse scattering map requires
solving the corresponding Marchenko equation; this is done by a convergent
successive approximation method and thus provides the basis for a recon-
struction algorithm. We also note that the case p = 1 for matrix potentials
of arbitrary size was discussed in [17]; however, the analysis of the inverse
scattering transform in that paper contains some inaccuracies which we had
to ﬁx.
The second impetus for the work stems from the scattering problem for
energy-dependent Schro¨dinger equations of the form
− y′′ + q(x)y + 2kp(x)y = k2y. (1.5)
Such equations arise in various models of quantum and classical mechanics;
for instance, the Klein–Gordon equation [41,51,52,68] modelling interactions
between colliding relativistic spinless particles can be reduced to this form.
Energy-dependent Schro¨dinger equations are also used to describe vibrations
of mechanical systems in viscous media [82]. In [37–40], the authors studied
the inverse scattering problems for energy-dependent Schro¨dinger equations
with regular potentials; see also the papers [4,43,59,66,67,74,78,79]. It turns
out that the scattering problem for (1.5) can be transformed to the one for
the ZS-AKNS system of the form (1.1)–(1.2). In [35] we use this relation to
study the scattering problem for (1.5) with a distributional Miura potential
q and regular potential p under the weakest possible integrability conditions,
which explains the choice of the class of potentials in the present work.
The paper is organized as follows. In the next section, we derive the inte-
gral representation of the Jost solution, describe properties of the scattering
function S, and derive the corresponding Marchenko equation. In Sect. 3 we
ﬁrst discuss properties of some related integral operators and prove solubility
of the Marchenko equation. We then justify the algorithm reconstructing the
potential function u and the constant α from S and prove the main results
of the paper, Theorems 3.1 and 3.2, characterising the range and continuity
of the scattering map. The appendix contains the proof of Lemma 3.5 and
discussion of the related Hankel and Toeplitz operators.
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Notations
In what follows, Lp(R) and Lp(R+) will stand for the standard Lebesgue func-
tion spaces on the real line R and on the positive half-line R+, respectively.
We shall use the Banach space Xp := L1(R) ∩ Lp(R) with the norm
‖ · ‖Xp := ‖ · ‖L1(R) + (1 − δ1p)‖ · ‖Lp(R),
where δ1p is the Kronecker delta; the space X+p := L
1(R+) ∩ Lp(R+) can be
deﬁned similarly. Next, we introduce the Banach spaces
Lp(R+) := {f = (f1, f2) ∈ Lp(R+) × Lp(R+)}, p ≥ 1,





for p < ∞ and
‖f‖L∞(R+) = ess sup
x≥0
max{|f1(x)|, |f2(x)|}
for p = ∞, and the space X+p := L1(R+) ∩ Lp(R+) with
‖ · ‖X+p = ‖ · ‖L1(R+) + (1 − δ1p)‖ · ‖Lp(R+).
As usual, C∞0 denotes the linear space of all functions of compact support
that are inﬁnitely often diﬀerentiable. By M2(C) we denote the space of 2×2
matrices with complex entries, and |A| for such a matrix A stands for its
operator norm in C2. If Y is any of the above-mentioned function spaces,
then Y ⊗ M2(C) is identiﬁed with the space of matrix-valued functions with
entries belonging to Y . Finally, it will be convenient to use a non-standard
normalization of the Fourier transform fˆ = Ff of a function f ∈ L1(R), viz.





2.1. The Scattering Solutions
Recall that the Jost solution Ψ of (1.1) is the 2 × 2 matrix satisfying the
equation
Ψ′ = QΨ + ikσ3Ψ (2.1)
and the asymptotic condition (1.3) at inﬁnity. It is useful to factor out the
leading behavior of the Jost solution Ψ of system (1.1) by setting
Ψ(x, k) = M(x, k) exp(ikxσ3), (2.2)
where M takes values in M2(C); then M obeys the equation
M ′ = ik(σ3M − Mσ3) + QM (2.3)
and the asymptotics




, x → ∞. (2.4)
The solution of (2.3) possesses a very useful integral representation that
(apart from the simple change of variables and integration range, see below)
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produces the standard triangular representation of Jost solutions; the latter
in the context of Schro¨dinger operators was ﬁrst suggested by Levin [54] and
Marchenko [64] and for ZS-AKNS systems appeared in the pioneering work
by Zakharov and Shabat [84]; see also [2,21]. Some useful properties of the
corresponding integral kernels (in particular, their continuous dependence on
the arguments and the potential function u in various spaces) were established
in [23]; we summarize them in the following proposition.
Proposition 2.1. [23] Suppose that u ∈ X+p . Then the following holds:
(i) for every k ∈ R, problem (2.3)–(2.4) possesses a unique solution;
(ii) this solution M( · , k) has the integral representation
M(x, k) = I +
∫ ∞
0
Γ(x, ζ) exp(2ikζσ3) dζ
with some matrix-valued kernel Γ; moreover, the mapping
R+ 
 x → Γ(x, ·) ∈ X+p ⊗ M2(C)
is continuous;
(iii) the kernel Γ satisfies the estimates



















Finally, for every fixed x ∈ R+, the map u → Γ(·, x) from X+p into X+p ⊗
M2(C) is continuous.
The above proposition leads in a straightforward manner to the follow-
ing representation of the Jost solution:







Γ(x, ζ) exp(2ikζσ3) dζ
]
exp(ikxσ3), (2.5)
with Γ from Proposition 2.1.
We note that apart from the straightforward change of variables and
integration limits, (2.5) coincides with the standard triangular representation
of the Jost solutions (cf. [2,21,84]), namely









Next, the matrix-valued functions Ψ and Γ enjoy the following symmetry
relations.
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Lemma 2.3. Denote by ψjk and Γjk, j, k = 1, 2, the entries of Ψ and Γ; then
the following holds:
ψ22(·, k) = ψ11(·, k), ψ21(·, k) = ψ12(·, k), k ∈ R,
Γ22(·, ζ) = Γ11(·, ζ), Γ21(·, ζ) = Γ12(·, ζ) ζ > 0.
(2.7)







and conjugating the system (1.1) with σ1 shows that Ψ(·, k) = σ1Ψ(·, k)σ1 for
all real k. Written entry-wise, this equality yields the symmetry relations (2.7)
for the entries of the Jost solution Ψ and of the kernel Γ in its integral
representation (2.5). 
It turns out that the kernel Γ is related to the potential u in a very
simple way, cf. [21, Eq. (5.32)] and (2.6):
Proposition 2.4. Let the function u and the kernel Γ be as in Proposition 2.1;







This formula will play a crucial role in the inverse theory of Sect. 3.








Proposition 2.5. Assume that u ∈ X+p ; then the problem (2.3), (2.10) has a









Λ(x, ζ) exp(−2ikζσ3) dζ,
where, for every x > 0, Λ(x, ·) ∈ [L1(0, x) ∩ Lp(0, x)] ⊗ M2(C).
This statement can easily be proved by reformulating the initial value
problem for N as a Volterra integral equation and then using the successive
approximating method (see Lemma 3.1.4 in [65] for details in the similar case
of a Schro¨dinger equation).
We denote by Φ the matrix solution of system (1.1) that obeys the initial
condition
Φ(0, k) = Cα.
By virtue of (2.2) and Proposition 2.5, Φ can be written as follows.
Corollary 2.6. If u ∈ X+p , then the matrix solution Φ takes the form









with Λ(x, ·) from Proposition 2.5.
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and so the boundary condition (1.2). For every ﬁxed k ∈ R there is a vector
v = v(k) ∈ C2 such that ϕ1(·, k) = Ψ(·, k)v. Evaluation at x = 0 yields




ϕ1(0, k). As detΨ(·, k) remains constant in x
by the Liouville theorem, we ﬁnd that detΨ(0, k) = limx→∞ detΨ(x, k) = 1;













between the vector solutions ϕ1, ψ1, and ψ2 of (1.1).
We introduce the Jost function s via
s(k) := e−iαψ11(0, k) − eiαψ21(0, k); (2.13)
then on account of Lemma 2.3 equality (2.12) takes the form
ϕ1(·, k) = s(k)ψ1(·, k) + s(k)ψ2(·, k). (2.14)
By virtue of Corollary 2.2, the Jost function s can be written as




e−iαΓ11(0, ζ) − eiαΓ21(0, ζ)
)
e2ikζ dζ;
using now the properties of the kernel Γ of Proposition 2.1, we get the fol-
lowing representation formula.
Corollary 2.7. For every u ∈ X+p there is an f ∈ X+p such that the corre-
sponding Jost function s can be written as




The integral representation (2.15) shows that the function s is the
boundary value of a function of the complex variable z deﬁned in the closed
upper half-plane C+ by the formula




clearly, this function is continuous and bounded in C+ and analytic in C+. In
particular, the function s of (2.16) belongs to the Hardy space H∞(C+) of
functions that are analytic and bounded in the upper-half complex plane C+.
In view of (2.5), the components ψ11(0, ·) and ψ21(0, ·) of the Jost solution
also admit analytic continuations to functions in the Hardy space H∞(C+);
moreover, formula (2.13) continues to hold with these analytic continuations
for all k in the upper-half complex plane C+.
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Lemma 2.8. The analytic continuation (2.16) of the Jost function has no
zeros in C+.
Proof. If s(z∗) = 0 for some z∗ ∈ C+, then by the analytic continuation
of (2.13) taken at k = z∗, ψ1(·, z∗) would be an eigenfunction of the self-
adjoint Dirac operator corresponding to problem (1.1)–(1.2) with the eigen-
value z∗, thus leading to a contradiction. Should s vanish for some real k∗,
(2.14) would yield the equality ϕ1(·, k∗) ≡ 0, which is inconsistent with (2.11).
The contradiction derived proves that s does not vanish on C+. 
Next we denote by X̂p the Banach algebra of Fourier transforms of
functions in Xp, under the pointwise multiplication, and by 1X̂p the unital
extension of X̂p obtained by adjoining the constant functions. In a similar
manner we introduce the Banach algebra X̂+p of Fourier transforms of func-
tions in X+p and its unital extension 1 X̂+p . We observe that every element
of 1  X̂+p admits an extension to C+ as a bounded analytic function that is
continuous up to the boundary; thus 1  X̂+p is a subset of the Hardy space
H∞(C+).
We recall that an element f of a commutative Banach algebra A with
unity e is said to be invertible if there exists g ∈ A such that fg = e; g is
then the inverse to f and is denoted f−1. Next we prove that the Wiener
theorem giving the invertibility criteria in the Banach algebras 1  X̂+p and
1  X̂p in the case p = 1 (see [29, Ch. 17]) continues to hold for an arbitrary
p > 1.
Lemma 2.9. Suppose that f = β + gˆ, with β ∈ C and g ∈ Xp (resp., g ∈
X+p ), is an element of the Banach algebra 1  X̂p (resp., of the Banach
algebra 1  X̂+p ). Then f is invertible in 1  X̂p (resp., in 1  X̂+p ) if and
only if β = 0 and f does not vanish on R (resp., on C+).
Proof. If f is invertible in 1  X̂p (resp., in 1  X̂+p ), it is also invertible
in 1  X̂1 (resp., in 1  X̂+1 ), so the two conditions are necessary by the
Wiener theorem. Conversely, if they hold, then f is invertible in 1  X̂1
(resp., in 1  X̂+1 ) by the same reason. Therefore f−1 = β−1 + hˆ for some
h ∈ L1(R) (resp., for some h ∈ L1(R+)) and, moreover, βhˆ+ β−1gˆ + hˆgˆ = 0.
Therefore βh + β−1g + h ∗ g = 0, and by virtue of the convolution theorem
one concludes that h ∈ Lp(R) (resp., that h ∈ Lp(R+)), so that f−1 ∈ 1X̂p
(resp., f−1 ∈ 1  X̂+p ) as claimed. 
Corollary 2.10. The Jost function s is an invertible element of the Banach
algebra 1  X̂+p . Therefore there exists g ∈ X+p such that




for all z ∈ C+.
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Comparing (2.14) and the deﬁnition of the scattering solution ϕ, we





In particular, S is unimodular on the real line, so that (S(k))−1 = S(k)
for k ∈ R. Recalling formulae (2.15) and (2.17), we derive the following
representation for the scattering function S.
Proposition 2.11. Assume that u ∈ X+p ; then there exists F ∈ Xp such that
the scattering function S takes the form
S(k) = e−2iα +
∫ ∞
−∞
F (ζ)e2ikζ dζ. (2.19)
We say a function f is continuous on the extended real line R if f is
continuous on R and possesses ﬁnite and equal limits limk→±∞ f(k). If a
function f is continuous on R and does not vanish there, then its winding
number WR(f) along R is the integer number equal to
WR(f) :=
log f(+∞) − log f(−∞)
2πi
,
where any continuous branch of log f along R is chosen.
Lemma 2.12. The winding number along R of the scattering function S is
equal to zero.
Proof. Since WR(g/h) = WR(g)−WR(h) and WR(h) = −WR(h) whenever all
the terms are well deﬁned, in view of (2.18) we get WR(S) = 2WR(s), and
thus it suﬃces to prove that WR(s) = 0.
To this end we recall that the function s is analytic in C+, continuous
up to the boundary R and does not vanish in C+. Moreover, s(z) → e−iα
as z tends to inﬁnity within C+. Indeed, given any ε > 0, we ﬁrst ﬁnd a
function f0 ∈ C∞0 (R+) such that ‖f − f0‖L1(R+) ≤ ε and note that





























for all nonzero z in C+. Therefore there exists an R > 0 such that
|s(z) − e−iα| ≤ 2ε
for every z ∈ C+ with |z| > R; as ε > 0 was arbitrary, the claim follows.
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mapping bijectively the open upper-half plane C+ onto the open unit disc D
and R onto ∂D\{−1}. Clearly, w(z) → −1 as |z| → ∞, so that the func-
tion g(w) := s(z(w)) is analytic in D, continuous up to the boundary ∂D,
and does not vanish on D. By the Cauchy argument principle, the winding








log g(rei(π−0)) − log g(re−i(π−0))
2πi
= 0.
Letting r → 1, we ﬁnd that the argument increment of g(w) along the cir-
cle |w| = 1 is zero, which amounts to saying that the argument increment
along R of the Jost function s is zero, i.e., that WR(s) = 0. The proof is
complete. 
2.2. The Marchenko Equation
Recall that the 2 × 2 matrix-valued function M is the solution of the prob-
lem (2.3)–(2.4). We write M = (m1,m2), where m1 and m2 are the column
vectors; then in view of Proposition 2.1 the vector m1 extends to an analytic
vector-valued function of z for Im z > 0, while m2 extends to an analytic
vector-valued function of z for Im z < 0. Denote by H∞(C±;C2) the space
of vector-functions with components in the Hardy space H∞(C±) and by
H∞0 (C±;C
2) its subspace consisting of functions tending to zero as |z| → ∞
within C±. As an immediate corollary of Propositions 2.1 and 2.5 we get






belongs to the space H∞0 (C+;C












with n1 denoting the first column of the matrix solution N of (2.3), (2.10),
belong to H∞0 (C−;C
2).
These Hardy space properties are the starting point for the derivation of
the Marchenko equation, which is an integral equation for Γ of Proposition 2.1
in terms of F of (2.19). In the next section, we will solve this equation and
prove consistency of the reconstruction algorithm.







Lemma 2.14. Suppose that u ∈ X+p ; then the kernel Γ and the matrix Ω
satisfy the Marchenko equation
Γ(x, ζ) + Ω(x + ζ) +
∫ ∞
0
Γ(x, t)Ω(x + t + ζ) dt = 0 (2.21)
for almost every ζ > 0.
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Proof. We begin with the identities
Ψ(x, k) = M(x, k) exp(ikxσ3), Φ(x, k) = N(x, k) exp(ikxσ3),
which in view of (2.14) imply that
n1(x, k)
s(k)
= m1(x, k) + S(k)m2(x, k)e−2ikx. (2.22)










holds. In view of (2.22), the above function can also be written as
m1(x, z) +
(






which, by virtue of Proposition 2.1 and Eq. (2.19), can be represented as∫ ∞
−∞
[











Γ2(x, t)F (x + t + ζ) dt
]
e2izζ dζ. (2.23)
Since (2.23) should give a function in the Hardy space H∞0 (C−;C
2), we con-
clude that








Γ2(x, t)F (x + t + ζ) dt = 0 (2.24)
for almost every ζ > 0. Using (2.7), we get from (2.24) the equality








Γ1(x, t)F (x + t + ζ) dt = 0 (2.25)
for almost every ζ > 0. Equations (2.24) and (2.25) together yield the
Marchenko equation (2.21). 
3. Inverse Scattering
3.1. Main Results
We say that a function S : R → C belongs to the class Sp if and only if
(1) there are F ∈ Xp and β ∈ [0, π) such that for all k ∈ R it holds
S(k) = e−2iβ +
∫ ∞
−∞
F (ζ)e2ikζ dζ; (3.1)
(2) the function S is unimodular on R, i.e. (S(k))−1 = S(k) for all real k;
(3) the winding number of S is zero.
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In a natural manner the class Sp is identiﬁed with a subset of the metric space
Xp × [0, π) and inherits the topology of the latter. Namely, if Fj ∈ Xp and
βj ∈ [0, π) correspond to Sj ∈ Sp for j = 1, 2, then the distance ds between
S1 and S2 equals
ds(S1, S2) := ‖F1 − F2‖Xp + |e2iβ1 − e2iβ2 |,
and the topology on Sp is generated by this distance.
The set of problems (1.1)–(1.2) is naturally parametrised by the pairs
(u, α) ∈ X+p × [0, π) of potentials u and the constants α in the boundary
conditions and thus becomes a complete metric space under the distance
du(U1, U2) := ‖w1 − w2‖X+p + |e2iα1 − e2iα2 |,
where Uj := (wj , αj) ∈ X+p × [0, π). For brevity, we denote this topological
space by Up.
The results of the previous section show that there is a well-deﬁned
mapping
Sp : Up → Sp
that to every ZS-AKNS system (1.1)–(1.2) determined by (u, α) ∈ Up puts
into correspondence its scattering function S ∈ Sp. The main results of the
present paper are formulated in the following two theorems that characterise
the range of the mapping Sp and claim its continuity.
Theorem 3.1. The function S is the scattering function of the problem (1.1)–
(1.2) corresponding to some (u, α) ∈ Up if and only if S belongs to Sp and
the number β in its integral representation (3.1) is equal to α.
Theorem 3.2. The mapping Sp is a homeomorphism.
Before proving these theorems, we brieﬂy outline our approach. Take
an arbitrary S ∈ Sp and denote by F ∈ Xp and β ∈ [0, π) the corresponding
function and the number in the integral representation (3.1). In Sect. 3.2
we discuss some properties of the related integral operators HΩ(x) and H−Ω ,
which are exploited in Sect. 3.3 to prove that the Marchenko equation (2.21)
with F associated to S via (3.1) is uniquely soluble for a kernel Γ. This kernel
determines a function u via (2.9), and we show that, ﬁrstly, the correspond-
ing potential function u belongs to X+p and, secondly, the function (2.5) with
this Γ is the Jost solution for the half-line ZS-AKNS system (1.1) with the
potential u so constructed and with α equal to the β in the integral represen-
tation (3.1) of S. Finally, we justify this reconstruction algorithm by showing
that the scattering function for the ZS-AKNS system corresponding to the
pair (u, α) coincides with S ∈ Sp we have started with.
3.2. Integral Operators
Assume that S is a ﬁxed function in Sp; by deﬁnition, S allows a represen-








S(k) − e−2iβ)e−2ikζ dk. (3.2)
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and consider the corresponding Marchenko equation (2.21) for the kernel Γ.
Solubility of this equation crucially depends on the properties of some integral
operators associated with (2.21).








f(t)Ω(x + t + ζ) dt; (3.4)
let also H−Ω stand for the operator on L







f(t)Ω(t + ζ) dt. (3.5)
Observe that HΩ(x) and H−Ω are Hankel operators on the positive and nega-
tive half-axes respectively, cf. [71]. The lemmas below are partly direct gen-
eralizations of Lemmas 3.3.1, 3.3.2 and 3.3.3 in [65] to the case of spaces
of vector-valued functions; therefore we only sketch the proofs whenever the
details can easily be recovered from [65].
Lemma 3.3. For every x ≥ 0 and r ≥ 1, HΩ(x) is a compact operator in
Lr(R+). Likewise, the operator H−Ω is compact in L
r(R−) for every r ≥ 1.
Proof. We shall prove that HΩ(x) is bounded in L∞(R+), compact in L1(R+),
and then use the Riesz–Thorin and Krasnoselskii interpolation theorems [50]
to get boundedness and compactness of HΩ(x) in all intermediate spaces





|F (x + t + ζ)|dt‖f‖L∞(R+) ≤ ‖F‖L1(R+)‖f‖L∞(R+)
(3.6)
shows that HΩ(x) is bounded in L∞(R+).
To prove its compactness in L1(R+), one needs to show that the set
K := {HΩ(x)f | ‖f‖L1(R+) ≤ 1} is pre-compact in L1(R+). Take an arbitrary






|f(t)||Ω(x + t + ζ)|dtdζ ≤ ‖F‖L1(R+)
and thus the set K is bounded in L1(R+). In the same manner we ﬁnd that
‖g(ζ + h) − g(ζ)‖L1(R+) ≤ ‖F (ζ + h) − F (ζ)‖L1(R+),
uniformly in f in the unit ball of L1(R+); thus the set K is equicontinuous.
The inequality
‖g‖L1(N,∞) ≤ ‖F‖L1(N,∞)
Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 337
holds uniformly on K, and thus the latter is tight. Therefore the set K is
compact in L1(R+) by a vector analogue of the Fre´chet–Kolmogorov–Riesz
compactness criterion [33]. This completes the statement on HΩ(x).
The second assertion of the lemma can be established in a similar way.

Remark 3.4. The Riesz–Thorin interpolation theorem and the estimates for
the norm of the operator HΩ(x) in the spaces L1(R+) and L∞(R+) give the
bound
‖HΩ(x)‖Lp(R+) ≤ ‖F‖L1(R+)
for all p ∈ [1,∞]. Also, boundedness and compactness of HΩ(x) in Lr(R+)
and of H−Ω in L
r(R−) can be derived from the general theory of Hankel
operators [72].
The proof of the next lemma exploits essentially the theory of Hankel
and Toeplitz operators and therefore is given in Appendix A along with
necessary deﬁnitions and explanations.
Lemma 3.5. For each x ≥ 0, the equation f + HΩ(x)f = 0 does not admit
nontrivial solutions that belong to L1(R+). Likewise, the equation f+H−Ωf = 0
has no nontrivial solutions in L1(R−).
Corollary 3.6. The operators I + HΩ(x) are boundedly invertible in X+p for





)−1 ∈ B(X+p )
is continuous, and, in particular,
sup
x∈R+
∥∥(I + HΩ(x))−1∥∥X+p →X+p < ∞. (3.7)
Proof. The ﬁrst claim follows from the fact that the operator HΩ(x) is com-
pact in X+p by virtue of Lemma 3.3 and that the equation f + HΩ(x)f = 0
has no nontrivial solutions in X+p by virtue of Lemma 3.5.
The arguments used in the proof of Lemma 3.3 show that HΩ(x) is
a continuous operator-valued function of x tending to zero as x tends to
+∞. Since taking inverse is a continuous operation on the group of bounded
invertible operators, we conclude that the mapping
x → (I + HΩ(x))−1
is continuous for x ≥ 0 and tends to I as x → ∞, thus yielding (3.7). 
3.3. Reconstruction of the Potential
Given S ∈ Sp corresponding to an F ∈ Xp and a β ∈ [0, π) in (3.1), we
construct the matrix-valued kernel Ω of (3.3) and then consider the integral
equation (cf. Eq. (2.21))
Γ(x, ζ) + Ω(x + ζ) +
∫ ∞
0
Γ(x, t)Ω(x + t + ζ) dt = 0, x ≥ 0. (3.8)
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Denoting by g := (Γ11,Γ12) and f = (0, F ) the ﬁrst rows of the matrices Γ
and Ω respectively, we get the equation
g(x, ·) + f(x + ·) + HΩ(x)g(x, ·) = 0, x ≥ 0. (3.9)
We now show that, for each x ≥ 0, Eq. (3.9) has a unique solution g(x, ·)
belonging to X+p ; then, motivated by Proposition 2.4, we shall take
u(x) := −Γ12(x, 0) (3.10)
as a putative potential of a ZS-AKNS system looked for.
Theorem 3.7. Under the assumptions of Theorem 3.1 equation (3.9) for each
x ∈ R+ has a unique solution g(x, ·) in X+p , and this solution depends therein
continuously on x ∈ R+ and supx≥0 ‖g(x, ·)‖X+p < ∞. Moreover, the follow-
ing holds:
1. the mapping [0,∞) 
 ζ → Γ12(·, ζ) ∈ X+p is continuous and thus the
function u of (3.10) is well defined and belongs to X+p ;
2. the mapping
Sp 
 S → u ∈ X+p
induced by (3.2), (3.9), and (3.10) is continuous.
Proof. By Corollary 3.6, the operator I + HΩ(x) is boundedly invertible in
X+p , whence the solution of (3.9) is given by
g(x, ·) = −(I + HΩ(x))−1f(x + ·).
Using the continuity of the shift x → f(x + ·) as a mapping from R+ to
X+p and the continuity and uniform boundedness in x ≥ 0 of the operator(
I+HΩ(x)
)−1 as a mapping in X+p , we ﬁnd that x → g(x, ·) is a continuous
and bounded mapping from R+ to X+p . This proves the ﬁrst part of the
theorem.
Next we prove assertion (1). Since the set of continuous functions of
compact support is dense in every space Lr(R), r ≥ 1, the function F admits
the representation F = F0 +F1, with F0 continuous and of compact support
and F1 satisfying ‖F1‖Xp < 1. Denote by Ωk, k = 0, 1, the 2 × 2 matrix
as Ω but with the function Fk in place of F ; the integral operator as in (3.4)
but with Ω replaced by Ωk will be denoted by HΩk(x). Then ‖HΩ1(x)‖X+p ≤
‖F1‖Xp < 1 by Remark 3.4, so that I + HΩ1(x) is boundedly invertible in
X+p , and with h(x, ·) := HΩ0(x)g(x, ·) the above solution g(x, ·) to equation
(3.9) can be written as
g(x, ·) = −(I + HΩ1(x))−1(f(x + ·) + h(x, ·)).
We discuss ﬁrst some properties of the function h = (h1, h2); explicitly,
h(x, ζ) = HΩ0(x)g(x, ·)(ζ) =
∫ ∞
0
g(x, t)Ω0(x + t + ζ) dt.
Reasonings similar to those used to prove continuity of g(x, ·) show that the
mapping x → h(x, ·) is continuous as a mapping from R+ into X+p . Also, the
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function h is bounded uniformly in x ≥ 0 and ζ ≥ 0, namely,
‖h‖L∞(R2+) = ess sup
x,ζ∈R+
max{|h1(x, ζ)|, |h2(x, ζ)|}
≤ ‖F0‖L∞(R) sup
x∈R+
‖g(x, ·)‖L1(R+) < ∞.
(3.11)
Set
b := min{ζ ∈ R | F0(x) = 0 for x > ζ}; (3.12)
then h(x, ζ) = 0 for all x > b and ζ ≥ 0 (we assume that b > 0 as otherwise
h ≡ 0 and the proof simpliﬁes). As a result, the function h(·, ζ) belongs to
X+p and its norm therein is bounded uniformly in ζ ∈ R+.
Now we are in a position to prove that the second component Γ12(·, ζ)
of g(·, ζ) for every ζ ∈ R+ is an element of X+p and that it depends therein
continuously on ζ. Writing
(
I+HΩ1(x)











where fn(x, ·) := (HΩ1(x))nf(x + ·) and hn(x, ·) := (HΩ1(x))nh(x, ·). We


















F (x + t1)F1(x + t1 + t2) · · ·
× · · ·F1(x + t2n−1 + t2n)F1(x + t2n + ζ) dt






















|F (x + t1)|p|F1(x + t1 + t2)| · · · |F1(x + t2n + ζ)|dt,






≤ ‖F‖Xp‖F1‖2nX1 . (3.14)









|F1(x+t1+t2) · · ·F1(x + tn + ζ)|dt1 · · · dtn
≤ ‖h‖L∞(R2+)‖F1‖nX1 .
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Henceforth the Neumann series (3.13) converges in X+p absolutely and uni-
formly in ζ. The above analysis of the summands of this series reveals their
continuity as functions of ζ with values in X+p , and thus the sum depends in
X+p continuously on ζ ≥ 0. This completes the proof of assertion (1).
To prove (2) it is suﬃcient to show that the map





is continuous on the set of F associated with S ∈ Sp.
We ﬁx an arbitrary such F ∈ Xp and prove that G is continuous at F .
In view of Corollary 3.6, the number
γ := sup
x≥0
∥∥(I + HΩ(x))−1∥∥X+p →X+p (3.15)
is ﬁnite; we take δ such that γδ ≤ 16 and assume that F˜ is associated with a
S˜ ∈ Sp and ‖F˜ −F‖Xp < δ. Clearly, the operators I+HΩ˜(x) are all invertible;
moreover, we have the uniform bounds
sup
x≥0
∥∥(I + HΩ˜(x))−1∥∥X+p →X+p ≤ 2γ,
sup
x≥0
∥∥(I + HΩ˜(x))−1 − (I + HΩ(x))−1∥∥X+p →X+p ≤ 6γ2δ.
To avoid unnecessary duplication, we agree to denote by tilde objects
constructed as above but with F replaced by F˜ ; in particular, f˜ := (0, F˜ ) and
g˜(x, ·) := −(I + HΩ˜(x))−1f˜(x + ·)
is the solution of the corresponding equation
g˜(x, ·) + f˜(x + ·) + HΩ˜(x)g˜(x, ·) = 0.
Then we ﬁnd that
‖g˜(x, ·) − g(x, ·)‖X+p ≤
∥∥(I + HΩ˜(x))−1 − (I + HΩ(x))−1‖X+p ‖f˜‖X+p
+
∥∥(I + HΩ(x))−1‖X+p ‖f˜ − f‖X+p
≤ δ
[
6γ2(‖F‖Xp + δ) + γ
] (3.16)
uniformly in x ≥ 0 and F˜ in the δ-neighbourhood of F .
To estimate the norm of the diﬀerence g˜(x, ζ) − g(x, ζ) as a function
of x for a ﬁxed ζ, we write it as the Neumann series analogous to (3.13).
Recall that the function F is written as F = F0 + F1, with F0 continuous
and of compact support and F1 satisfying ‖F1‖Xp < ρ, for some ρ < 1, and
observe that for δ small enough every F˜ in the δ-neighbourhood of F may
Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 341
be expressed as F˜ = F0 + F˜1, where F˜1 is such that ‖F˜1‖Xp < ρ. Now the
Neumann series for g˜ − g takes the form
g˜ − g =
∞∑
n=0



















in the multilinear formulae for fn and f˜n and estimating each summand as






≤ δρ2n−1[ρ + 2n‖F‖Xp].






≤ 2bρn‖h˜ − h‖L∞(R2+) + 2bδnρn−1‖h‖L∞(R2+).
Using (3.16) in the estimates similar to those of (3.11), we conclude that
‖h˜ − h‖L∞ ≤ ‖F0‖L∞(R)‖g˜(x, · ) − g(x, · )‖L1(R+)
≤ δ‖F0‖L∞(R)
[
6γ2(‖F‖Xp + δ) + γ
]
.
Combining the above bounds in the Neumann series for g˜ − g, we conclude







with the constant C depending only on F . This yields the continuity of the
mapping G and completes the proof of the theorem. 
It is important to observe that the matrix solution Γ of (3.8) enjoys the
symmetry relations of Lemma 2.3. Namely, the following holds:
Corollary 3.8. Assume that S ∈ Sp. Then the corresponding Marchenko equa-
tion (3.8) for each x ≥ 0 possesses a unique solution Γ(x, ·) ∈ Xp ⊗ M2(C)
and, moreover, the entries Γjk of Γ satisfy the relations Γ22 = Γ11 and
Γ21 = Γ12.
Proof. Existence and uniqueness of the matrix solution Γ of the Marchenko
equation (3.8) follows from invertibility of the operators I+HΩ(x) as in the
proof of the above theorem. Take σ1 as in (2.8); then a direct computation
shows that σ1Ωσ1 = Ω. As a result, Γ satisﬁes the equality σ1Γσ1 = Γ, which
amounts to the required relations for the entries Γjk. 
Remark 3.9. Although Theorem 3.7 discusses solutions of the Marchenko
equation (3.8) in which the function F in the matrix Ω arises from a func-
tion S ∈ Sp via (3.2), the proof only uses invertibility of the operators
I + HΩ(x). Denote therefore by F the set of all F ∈ Xp such that the
corresponding operators I+HΩ(x) of (3.4), with Ω of (3.3), are all invertible
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in X+p . Continuous dependence of HΩ(x) on x shows that, for every F ∈ F ,
the number γ of (3.15) is ﬁnite. Clearly, every F derived from some S ∈ Sp
via (3.2) belongs to F ; however, F is much larger. Namely, if F ∈ F and γ is
deﬁned via (3.15), then, as it follows from the proof of part (2) of the above
theorem, F also contains a δ-neighbourhood of F in Xp for some positive δ,
so that F is open in Xp.




 F → u ∈ X+p
induced by (3.3), (3.9) and (3.10) is locally continuous.
Remark 3.10. In the paper [17] the authors considered an inverse scattering
problem for a general matrix Dirac-type system with integrable potentials.
However, the proof of the fact that the reconstructed potential is integrable
(cf. part (1) of the above theorem) was incomplete. One of the motivation for
this work was to suggest the approach that would (after suitable adaptation
to the matrix case) ﬁll in the gap in the proof of the paper [17]. Also, we give
a rigorous proof of continuity of the inverse scattering transform.
3.4. Consistency of Reconstruction
Finally we shall show that the function u constructed in the previous sub-
section for some S ∈ Sp is the potential of the ZS-AKNS system (1.1) whose
scattering function is this S. To this end we ﬁrst prove that the solution Γ
of (3.8) generates the Jost solution of this system via the equality (2.5).
We recall that the set F was deﬁned in Remark 3.9 and that it is open
in Xp. The set C∞0 (R) of inﬁnitely smooth function of compact support is
dense in Xp, and we take ﬁrst F ∈ F belonging to C∞0 (R). Clearly, then the
function g solving the corresponding Eq. (3.9) is continuously diﬀerentiable
in x and ζ. Indeed, smoothness in ζ is obvious, while the way HΩ(x) depends
on x shows continuous diﬀerentiability in x.
Diﬀerentiation of (3.9) in x and ζ and integration by parts on account
of (3.10) result in the relation
f1(x, ζ) +
(





f1(x, t)Ω(x + t + ζ) dt = 0
for f1(x, ζ) :=
(
∂Γ11
∂x (x, ζ), (
∂
∂x − ∂∂ζ )Γ21(x, ζ)
)
. We next multiply the second
row of (3.8) by u(x) to get the second relation
f2(x, ζ) + (u(x)F (x + ζ), 0) +
∫ ∞
0
f2(x, t)Ω(x + t + ζ) dt = 0,
for f2(x, ζ) :=
(
u(x)Γ21(x, ζ), u(x)Γ11(x, ζ)
)
. Therefore the diﬀerence f1 − f2
solves the equation
f + HΩ(x)f = 0,
and hence equals zero in view of Lemma 3.5. Thus we have shown
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Lemma 3.11. Suppose that a function F ∈ F belongs to the space C∞0 (R).










Γ21(x, ζ) = u(x)Γ11(x, ζ).
Let us deﬁne a vector-valued function ψ1 = (ψ11, ψ12)t via















where (Γ11,Γ21) solves Eq. (3.9). Direct calculations using the relations of
Lemma 3.11 show that ψ1 satisﬁes the ZS-AKNS system (1.1), in which
u is given by (3.10). If F is not smooth, but is derived from a given S ∈
Sp via (3.2), we choose a sequence of Fn in F converging to this F in the
topology of Xp and then use continuous dependence of u and Γ on F explained
in Theorem 3.7 and Remark 3.9 to derive the following result (see the proof
of [36, Lemma 4.4] for details).
Proposition 3.12. Assume that S ∈ Sp and that F is defined via (3.2). Form
the matrix kernel Ω of (3.3), solve the Marchenko equation (3.8), and define
ψ1 as in (3.17). Then the function ψ1 solves the ZS-AKNS system (1.1) with
the potential u defined via (3.10).
Now we are in a position to justify the reconstruction procedure.
Lemma 3.13. Assume that S ∈ Sp is associated with F ∈ Xp and β ∈ [0, π)
via (3.2), form the matrix kernel Ω of (3.3), and solve the Marchenko equa-
tion (3.8). Then the scattering function of the ZS-AKNS system (1.1), with
potential u given by (3.10) and subject to the boundary conditions (1.2) with
α := β, coincides with S.
Proof. In view of Proposition 3.12, we need to prove the relation
e−iβψ11(0, k) − eiβψ21(0, k) = S(k)
(
eiβψ11(0, k) − e−iβψ21(0, k)
)
,
with ψ1 = (ψ11, ψ12)t deﬁned by (3.17). Set γ(ζ) :=e−iβΓ11(0, ζ)−eiβΓ21(0, ζ)
for ζ ≥ 0 and γ(ζ) = 0 for ζ < 0; then a short computation shows that
S(k)
(
eiβψ11(0, k) − e−iβψ21(0, k)
) − (e−iβψ11(0, k) − eiβψ21(0, k))
= eiβ
(
S(k) − e−2iβ) + (S(k) − e−2iβ)γ̂(k) + e−2iβ γ̂(k) − γ̂(k).
Observe that the right-hand side of the above equality can be written as FΦ
with
Φ(ζ) = eiβF (ζ) + e−2iβγ(−ζ) − γ(ζ) +
∫ ∞
0
γ(t)F (t + ζ) dt; (3.18)
thus it suﬃces to prove that Φ is equal to zero identically on the real line.
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First, we take a proper linear combination of the components of equation
(3.9) for x = 0 and get the relation
γ(ζ) − eiβF (ζ) −
∫ ∞
0
γ(t)F (t + ζ) dt = 0, ζ > 0;
recalling that γ is zero on R−, we conclude that Φ(ζ) = 0 for positive ζ.
Next, consider Φ on the negative half-line. To begin with, we recall that
S is unimodular and hence(
S(k) − e−2iβ)(S(k) − e2iβ) = −e2iβ(S(k) − e−2iβ) − e−2iβ(S(k) − e2iβ).
Since S(k) − e−2iβ = (FF )(k), the inverse Fourier transform of the above
relation reads∫ ∞
−∞
F (ζ)F (ζ − x) dζ = −e2iβF (x) − e−2iβF (−x);
replacing x with t − x and changing the variables in the integral, we arrive
at the relation∫ ∞
−∞
F (t + ζ)F (x + ζ) dζ = −e2iβF (t − x) − e−2iβF (x − t). (3.19)
Now, multiplying (3.18) by e−iβF (x + ζ), integrating in ζ, and using
the above relations, we arrive at the equality∫ 0
−∞
Φ(ζ)e−iβF (x + ζ) dζ =
∫ ∞
−∞














γ(t)F (t + ζ)F (x + ζ) dtdζ.
Recalling that both γ and F are integrable, using the Fubini theorem to
change the integration order in the last integral, and then applying (3.19) in
the ﬁrst and the last summand, we conclude that∫ 0
−∞




γ(ζ)F (x − ζ) dζ − e−iβ
∫ ∞
0






e2iβF (t − x) + e−2iβF (x − t)
)
dt
= −eiβΦ(−x) − e−iβΦ(x).




Φ(ζ)F (x + ζ) dζ = 0,
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since Φ(−x) then vanishes, as we proved above. Therefore the vector (Φ, Φ¯)
solves the equation f +H−Ωf = 0. In view of (3.18), this solution is in L
1(R−),
and thus Φ ≡ 0 on R− by Lemma 3.5.
As a result, Φ vanishes on the whole real line, and the proof is complete.

Note that this lemma is a vector analogue of Theorem 3.3.2 by
Marchenko [65].
3.5. Proof of the Main Results
We are now in position to prove the main results of the paper that completely
characterise the scattering data for the ZS-AKNS systems (1.1) subject to
the boundary conditions (1.2) and show continuity of the direct and inverse
scattering maps.
Proof of Theorem 3.1. Necessity of the inclusion S ∈ Sp and of the equal-
ity α = β was established in the previous section; thus we only need to show
suﬃciency of these conditions.
Given S in Sp, we solve the associated Marchenko equation (3.8) and de-
ﬁne a function u via (3.10). By Theorem 3.7, u is in X+p , while by Lemma 3.13
the ZS-AKNS system (1.1) with this u and subject to the boundary condi-
tions (1.2) with α := β has the scattering function equal to S. The proof is
complete. 
Proof of Theorem 3.2. The mapping Sp is surjective in view of Theorem 3.1.
To show its injectivity, assume that S ∈ Sp corresponds to two ZS-
AKNS systems associated with the pairs (uj , βj) ∈ Up, j = 1, 2. Then (2.19)
yields β1 = β2, so that F is uniquely determined by S.
Next, denote by Γ(j) the kernels in the integral representation for the
Jost solutions corresponding to the two ZS-AKNS systems. By Lemma 2.14,
Γ(j) and the kernel Ω of (2.21) constructed for the F of (2.19) are related via




Γ(x, t)Ω(x + t + ζ) dt = 0,
which yields Γ ≡ 0 by Lemma 3.5. It follows that both ZS-AKNS systems
(uj , βj) have the same Jost solutions ψ1 and ψ2, and their matrix poten-
tials Qj are uniquely determined from Eq. (2.1) on account of the fact that
the fundamental solution matrix Ψ = (ψ1,ψ2) is everywhere non-singular.
Therefore Q1 = Q2 and consequently u1 = u2; thus the scattering map is a
bijection between Up and Sp.
Finally, continuity of Sp follows from Proposition 2.1, (2.15) and (2.18).
Continuity of the inverse scattering map is proved in part (2) of Theorem 3.7.
The proof is complete. 
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Appendix A: Hankel and Toeplitz Operators and the Proof of
Lemma 3.5
The spectral theory of Hankel and Toeplitz operators is understood best
in the Hardy space H2, see [71]. For the purpose of this paper, it is most
appropriate to consider the Hardy spaces H2(C+) and H2(C−) on the half-
planes C+ and C− respectively.
We recall that the Hardy space H2(C+) consists of all the functions f
that are analytic in the open complex half-plane C+, belong to L2(R) along
the lines R + iy for all y > 0 and satisfy
sup
y>0
‖f( · + iy)‖L2(R) < ∞;
the norm in H2(C+) is given by the above supremum. Every f ∈ H2(C+)
has non-tangential limits on the real line almost everywhere, and this limit
belongs to L2(R). In this way, every f ∈ H2(C+) is identiﬁed with an element
of L2(R) and thus H2(C+) can be considered as a subspace of L2(R). The
Hardy space H2(C−) is deﬁned similarly.
Next, according to the Paley–Wiener theorem, the Fourier transform
F is a unitary mapping from L2(R±) onto H2(C±). Denote by P+ and P−
the operators of multiplication by the characteristic functions χ+ and χ−
of the positive and negative half-lines respectively; then P± are orthogonal
projections such that P+ + P− = I. The operators P± := FP±F−1 are
called the Riesz projectors; they are orthogonal projectors in L2(R) mapping
the latter onto H2(C±). Denote also by J the reﬂection operator in L2(R)
given by Jf(x) = f(−x).
Given a function ψ ∈ L∞(R), we deﬁne the corresponding Hankel op-
erator Hψ and Toeplitz operator Tψ on the Hardy space H2(C+) via
Hψf := JP−(ψf), Tψf := P+(ψf);
the function ψ is called the symbol of Hψ and Tψ. It follows from deﬁnition
that Hφ+ψ = Hψ if φ belongs to H∞(C+), i.e., if φ is analytic in C+ and
Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 347
bounded therein. Moreover, the Nehari theorem claims that the norm of Hψ
in H2(C+) is given by
‖Hψ‖ = inf{‖ψ − φ‖L∞ | φ ∈ H∞(C+)};
in particular, Hankel operators with symbols in L∞(R) are bounded.
In view of formula (3.1.5) of [71], if the symbol ψ is unimodular, i.e., if
|ψ| = 1 a.e., then the Hankel and Toeplitz operators with symbol ψ satisfy
the following identity in H2(C+):
I − H∗ψHψ = T ∗ψ Tψ. (A.1)
Lemma A.1. Assume that the symbol ψ is unimodular and can be written as
ψ = φ+/φ− with some φ± ∈ H∞(C±). Then the nullspace of the operator I−
H∗ψHψ is trivial.
Proof. In view of (A.1), it suﬃces to show that the nullspace null(Tψ) of the
Toeplitz operator Tψ is trivial. Assume that f ∈ null(Tψ); then g := ψf be-
longs to H2(C−). The assumption on ψ leads to the equality gφ− = fφ+; how-
ever, since gφ− ∈ H2(C−) and fφ+ ∈ H2(C+), we conclude
that f = 0. 
A rich class of Hankel operators is given as follows. Assume that k is an




k(x + t)g(t) dt.
Observe that Hk only depends on values of k on the positive half-line R+.
Recalling the deﬁnition of the operators J and P−, one can easily verify that
Hkg = JP−(Jk ∗ g),
where ∗ denotes the usual convolution on the line. Since FJ = JF and
F−1f =: g belongs to L2(R+) for every f ∈ H2(C+), it follows that
FHkF
−1f = JFP−F−1F (Jk ∗ g) = JP−(F (Jk)f),
i.e., that FHkF−1 coincides with the Hankel operator Hψ on H2(C+) with
the symbol ψ := F (Jk) = JFk ∈ L∞(R). We observe that Hψ does not
change under addition to ψ any function φ ∈ H∞(C+); indeed, the distri-
bution F−1(φ) has its support in [0,∞), so that supp(JF−1φ) has empty
intersection with R+.
With these results at hand, we can proceed to the proof of Lemma 3.5.
Proof of Lemma 3.5. We start with the case x = 0 and assume that f :=
(f1, f2) is an integrable solution of the equation
f + HΩ(0)f = 0.
We ﬁrst show that f belongs to L2(R+). To this end we represent F as F0+F1
with a continuous F0 of compact support and an integrable F1 satisfying
‖F1‖L1(R+) < 1/2 and denote by HΩj (0), j = 0, 1, the Hankel operators
deﬁned as HΩ(0) but with Fj instead of F . The above equation for f can
now be written as
(I + HΩ1(0))f = −HΩ0(x)f .






|F0(t + ζ)|‖f‖L1(R+) ≤
√
2‖F0‖L∞(R+)‖f‖L1(R+)
shows that the right-hand side of the above equation is a bounded function.
On the other hand, I + HΩ1(0) is boundedly invertible in L
∞(R+) in view
of (3.6); therefore f is bounded and thus belongs to L2(R+).
Written componentwise, the equation f + HΩ(0)f = 0 implies that f2




F (ζ + t)h(t) dt.
Recall that F = F−1(S − e−2iβ); therefore, the preceding discussions show
that the operator FHF F−1 is a Hankel operator with the symbol J(S −
e−2iβ) = S − e−2iβ , or with the symbol ψ := S.
Observe that F−1 = π−1F ∗ and thus
F (I − H∗FHF )F−1 = I − H∗ψHψ;
therefore, it suﬃces to show that the nullspace of the operator I − H∗ψHψ is
trivial in the Hardy space H2(C+). As ψ = S is unimodular by assumption
and S admits a representation S = s+/s− with some s± ∈ H∞(C±) by
Corollary A.3, the claim on the nullspace follows from Lemma A.1. As a
result, f2 = 0, and now the relation f1 = HF f2 shows that f = 0 as required,
thus completing the proof for x = 0.
Assume now that f is an integrable solution of the equation f+HF (x)f =
0 for x > 0. Extending this solution by zero for t < 0 and setting fh(·) :=







fh(t)Ω(t + ζ) dt = −f(ζ + h − x) = −fx−h(ζ).
It follows that, for every h ∈ (0, x), the function gh := fh + fx−h satisﬁes the
relation
gh + HF (0)gh = 0.
The ﬁrst part of the lemma now shows that gh = 0; taking h = x/2 results
in the desired conclusion that f = 0.
The claim on the integral operator H−Ω can be proved analogously. 
The following two statements are a mathematical folklore; however, the
authors are at a loss for a proper reference and therefore have decided to
include their short proofs.
Lemma A.2. Assume that a function S ∈ 1  X̂1 does not vanish on R and
that the winding number W (S) of S is zero. Then logS(k)− logS(∞) ∈ X̂1.
Proof. By deﬁnition of 1  X̂1, there are c ∈ C and φ ∈ L1(R) such that
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Without loss of generality, we may assume that c = 1 as otherwise we can
divide through by c = S(∞); also, we choose the branch of the logarithm
such that log 1 = 0.
Observe that the function S is invertible in the algebra 1  X̂1 by the
Wiener theorem. We choose φ0 in the Schwartz class S(R) such that










Deﬁne now S1 as S0/S; then




‖S1 − 1‖L∞(R) ≤ ‖S1 − 1‖X̂1 ≤ ‖S0 − S‖X̂1‖S
−1‖
1X̂1
= ‖φ0 − φ‖L1(R)‖S−1‖1X̂1 ≤ 12 .
In particular, neither S1 nor S0 = SS1 vanish on R; moreover, W (S1) = 0
and thus W (S0) = W (S) + W (S1) = 0.
The Wiener–Levy theorem can now be used to deﬁne logS1 as an ele-
ment of 1 X̂1 which, in fact, belongs to X̂1. Since S0 − 1 is in the Schwartz
class S(R) and W (S0) = 0, the function logS0 belongs to S(R) ⊂ X̂1. As
logS = logS0 − logS1, the lemma is proved. 
Corollary A.3. Under the assumptions of the above lemma, there exist func-
tions s1 and s2 that are invertible in 1  X̂+1 and such that S = s1/s2.
Proof. According to the above lemma, there exists a function g ∈ L1 such
that














then G1 and G2 belong to X̂±1 and logS − logS(∞) = G1 − G2. The result
now follows with s1 := S(∞) expG1 and s2 := expG2. 
350 R. O. Hryniv and S. S. Manko IEOT
References
[1] Ablowitz, M.J., Kaup, D.J., Newell, A.C., Segur, H.: The inverse scattering
transform-Fourier analysis for nonlinear problems. Stud. Appl. Math. 53, 249–
315 (1974)
[2] Ablowitz, M.J., Segur, H.: Solitons and the Inverse Scattering Transform. SIAM
Studies in Applied and Numerical Mathematics, vol. 4. SIAM, Philadelphia
(1981)
[3] Ablowitz, M.J., Clarkson P.A.: Solitons, Nonlinear Evolution Equations and
Inverse Scattering. London Mathematical Society Lecture Note Series, vol. 149.
Cambridge University Press, Cambridge (1991)
[4] Aktosun, T., van der Mee, C.: Scattering and inverse scattering for
the 1-D Schro¨dinger equation with energy-dependent potentials. J. Math.
Phys. 32, 2786–2801 (1991)
[5] Asano, N., Kato, Y.: Nonselfadjoint Zakharov–Shabat operator with a potential
of the ﬁnite asymptotic values. I: Direct spectral and scattering problems. J.
Math. Phys. 22, 2780–2793 (1981)
[6] Bava, G.P., Ghione, G.: Inverse scattering for optical couplers. Exact solution
of Marchenko equations. J. Math. Phys. 25, 1900–1904 (1984)
[7] Bava, G.P., Ghione, G., Maio, I.: Fast exact inversion of the generalized
Zakharov–Shabat problem for rational scattering data: application to the syn-
thesis of optical couplers. SIAM J. Appl. Math. 48, 689–702 (1988)
[8] Beals, R., Coifman, R.R.: Scattering and inverse scattering for ﬁrst order sys-
tems. Commun. Pure Appl. Math. 37, 39–90 (1984)
[9] Beals, R., Coifman, R.R.: Inverse scattering and evolution equations. Commun.
Pure Appl. Math. 38, 29–42 (1985)
[10] Beals, R., Coifman, R.R.: Scattering and inverse scattering for ﬁrst order sys-
tems: II. Inverse Probl. 3, 577–593 (1987)
[11] Beals, R., Deift, P., Tomei, C.: Direct and Inverse Scattering on the Line.
Mathematical Surveys and Monographs, vol. 28. American Mathematical So-
ciety, Providence (1988)
[12] Chadan, K., Sabatier, P.C.: Inverse Problems in Quantum Scattering Theory,
2nd edn. Springer, Berlin (1989)
[13] Clark, S., Gesztesy, F.: Weyl–Titchmarsh M-function asymptotics, local
uniqueness results, trace formulas, and Borg-type theorems for Dirac opera-
tors. Trans. Am. Math. Soc. 354, 3475–3534 (2002)
[14] C¸o¨l, A., Mamedov, K.R.: On an inverse scattering problem for a class of Dirac
operators with spectral parameter in the boundary condition. J. Math. Anal.
Appl. 393, 470–478 (2012)
[15] Corbella, O.D.: Inverse scattering problem for Dirac particles. Explicit expres-
sions for the values of the potentials and their derivatives at the origin in terms
of the scattering and bound-state data. J. Math. Phys. 11, 1695–1713 (1970)
[16] Deift, P., Trubowitz, E.: Inverse scattering on the line. Commun. Pure Appl.
Math. 32, 121–251 (1979)
[17] Demontis, F., van der Mee, C.: Marchenko equations and norming constants
of the matrix Zakharov–Shabat system. Oper. Matrices 2, 79–113 (2008)
[18] Demontis, F., van der Mee, C.: Scattering operators for matrix Zakharov–
Shabat systems. Integral Equ. Oper. Theory 62, 517–540 (2008)
Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 351
[19] Demontis, F., van der Mee, C.: Characterization of scattering data for the
AKNS system. Acta Appl. Math. 131, 29–47 (2014)
[20] Faddeev, L.D.: The inverse problem in the quantum theory of scattering. Us-
pekhi Mat. Nauk 14, 57–119 (1959) (in Russian) [J. Math. Phys. 4, 72–104
(1959) (English transl.)]
[21] Faddeev, L.D., Takhtajan, L.A.: 1986 The Hamiltonian Approach in Soliton
Theory. Izdat. “Nauka” (1986) (in Russian) [Hamiltonian Methods in the The-
ory of Solitons. Springer (2007) (English transl.)]
[22] Fam, L.V.: The inverse scattering problem for a system of Dirac equations on
the whole axis. Ukrain. Mat. Zh. 24, 666–674 (1972) (in Russian) [Ukrainian
Math. J. 24, 537–544 (1973) (English transl.)]
[23] Frayer, C., Hryniv, R.O., Mykytyuk, Ya.V., Perry, P.A.: Inverse scattering for
Schro¨dinger operators with Miura potentials: I. Unique Riccati representatives
and ZS-AKNS systems. Inverse Probl. 25, 115007 (2009)
[24] Frolov, I.S.: An inverse scattering problem for the Dirac system on the entire
axis. Dokl. Akad. Nauk SSSR 207, 44–47 (1972) (in Russian) [Soviet Math.
Dokl. 13, 1768–1772 (English transl.)]
[25] Gasymov, M.G.: The inverse scattering problem for a system of Dirac equations
of order 2n. Trudy Moscov. Mat. Obsˇcˇ. 19, 41–112 (1968) (in Russian) [Trans.
Moscow Math. Soc. 19, 41–119 (English transl.)]
[26] Gasymov, M.G., Levitan, B.M.: The inverse problem for a Dirac system. Dokl.
Akad. Nauk SSSR 167, 967–970 (1966) (in Russian) [Soviet Math. Doklady 7,
495–499 (1966) (English transl.)]
[27] Gasymov, M.G., Levitan, B.M.: Determination of the Dirac system from the
scattering phase. Dokl. Akad. Nauk SSSR 167, 1219–1222 (1966) (in Russian)
[Soviet Phys. Doklady 7, 543–547 (1966) (English transl.)]
[28] Gelfand, I.M., Levitan, D.M.: On determination of a diﬀerential equation by
its spectral function. Izv. AN USSR Ser. Mat. 15, 309–360 (1951) (in Russian)
[29] Gelfand, I.M., Raikov, D., Shilov, G.: Commutative Normed Rings. Gosu-
darstv. Izdat. Fiz.-Mat. Lit. (1960) (in Russian) [Chelsea Publishing Co. (1964)
(English transl.)]
[30] Gre´bert, B.: Trace formula method and inverse scattering for the Dirac operator
on the real line. C. R. Acad. Sci. Paris Ser. I. Math. 309, 21–24 (1989) (in
French)
[31] Grebert, B.: Inverse scattering for the Dirac operator on the real line. Inverse
Probl. 8, 787–807 (1992)
[32] Guse˘ınov, I.M.: The inverse scattering problem for a system of Dirac equations
with discontinuous coeﬃcients. Dokl. Akad. Nauk Azerba˘ıdzhana 55, 13–18
(1999) (in Russian)
[33] Hanche-Olsen, H., Holden, H.: The Kolmogorov–Riesz compactness theo-
rem. Expo. Math. 28, 385–394 (2010)
[34] Hinton, D.B., Jordan, A.K., Klaus, M., Shaw, J.K.: Inverse scattering on the
line for a Dirac system. J. Math. Phys. 32, 3015–3030 (1991)
[35] Hryniv, R.O., Manko, S.S.: Inverse scattering for energy-dependent Schro¨dinger
equations. In: Louis, A.K., Arridge, S., Rundell, B. (eds.) Proceedings of the
Inverse Problems from Theory to Applications Conference (IPTA2014), Bristol,
UK, pp. 57–61, 26–28 August 2014
352 R. O. Hryniv and S. S. Manko IEOT
[36] Hryniv, R.O., Mykytyuk, Ya.V., Perry, P.A.: Inverse scattering for Schro¨dinger
operators with Miura potentials. II: Diﬀerent Riccati representatives. Commun.
Partial Diﬀer. Equ. 36, 1587–1623 (2011)
[37] Jaulent, M.: On an inverse scattering problem with an energy-dependent po-
tential. Ann. Inst. H. Poincare´ Sect. A (N.S.) 17, 363–378 (1972)
[38] Jaulent, M., Jean, C.: The inverse s-wave scattering problem for a class of
potentials depending on energy. Commun. Math. Phys. 28, 177–220 (1972)
[39] Jaulent, M., Jean, C.: The inverse problem for the one-dimensional Schro¨dinger
equation with an energy-dependent potential. I. Ann. Inst. H. Poincare´ Sect.
A (N.S.) 25, 105–118 (1976)
[40] Jaulent, M., Jean, C.: The inverse problem for the one-dimensional Schro¨dinger
equation with an energy-dependent potential. II. Ann. Inst. H. Poincare´ Sect.
A (N.S.) 25, 119–137 (1976)
[41] Jonas, P.: On the spectral theory of operators associated with perturbed Klein–
Gordon and wave type equations. J. Oper. Theory 29, 207–224 (1993)
[42] Jordan, A.K., Lakshmanasamy, S.: Inverse scattering theory applied to the
design of single-mode planar optical waveguides. J. Opt. Soc. Am. A 6, 1206–
1212 (1989)
[43] Kamimura, Y.: Energy dependent inverse scattering on the line. Diﬀer. Integral
Equ. 21, 1083–1112 (2008)
[44] Kato, T.: Perturbation Theory for Linear Operators. Springer, Berlin (1966)
[45] Kay, I., Moses, H.E.: Inverse Scattering Papers (1955–63). Mathematical Sci-
ence Press, Brookline (1982)
[46] Khater, A.H., Abdalla, A.A., Callebaut, D.K., Ramady, A.G.: Rational reﬂec-
tion coeﬃcients in inverse scattering for a Dirac system. Inverse Probl. 15, 241–
251 (1999)
[47] Komech, A.I., Kopylova, E.A., Spohn, H.: Scattering of solutions for Dirac
equation coupled to a particle. J. Math. Anal. Appl. 383, 265–290 (2011)
[48] Krein, M.G.: On the transfer function of a one-dimensional boundary problem
of the second order. Dokl. Akad. Nauk SSSR (N.S.) 88, 405–408 (1953) (in
Russian)
[49] Krein, M.G.: On determination of the potential of a particle from its S-function.
Dokl. Akad. Nauk SSSR (N.S.) 105, 433–436 (1955) (in Russian)
[50] Kre˘ın, S.G., Petunin, Ju.I., Seme¨nov, E.M.: Interpolation of Linear Operators.
Izdat. “Nauka” (1978) (in Russian) [Translations of Mathematical Monographs,
vol. 54. American Mathematical Society (1982) (English transl.)]
[51] Langer, H., Najman, B., Tretter, C.: Spectral theory of the Klein–Gordon equa-
tion in Pontryagin spaces. Commun. Math. Phys. 267, 156–180 (2006)
[52] Langer, H., Najman, B., Tretter, C.: Spectral theory of the Klein–Gordon equa-
tion in Krein spaces. Proc. Edinb. Math. Soc. 51, 711–750 (2008)
[53] Lesch, M., Malamud, M.: On the deﬁciency indices and self-adjointness of sym-
metric Hamiltonian systems. J. Diﬀer. Equ. 189, 556–615 (2003)
[54] Levin, B.: Transformations of Fourier and Laplace types by means of solutions
of diﬀerential equations of second order. Dokl. Akad. Nauk SSSR (N.S.) 106,
187–190 (1956) (in Russian)
[55] Levitan, B.M.: Inverse Sturm–Liouville Problems. Izdat. “Nauka” (1984) (in
Russian) [VNU Science Press (1987) (English transl.)]
Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 353
[56] Levitan, B.M., Otelbaev, M.: Conditions for selfadjointness of the Schro¨dinger
and Dirac operators. Trudy Moskov. Mat. Obsˇcˇ. 42, 142–159 (1981) (in
Russian)
[57] Levitan, B.M., Sargsjan, I.S.: Introduction to Spectral Theory: Selfadjoint Or-
dinary Diﬀerential Operators. Izdat. “Nauka” (1970) (in Russian) [Translations
of Mathematical Monographs, vol. 39. American Mathematical Society (1975)
(English transl.)]
[58] Levitan, B.M., Sargsjan, I.S.: Sturm–Liouville and Dirac Operators. Izdat.
“Nauka” (1988) (in Russian) [Kluwer Academic Publishers (1991) (English
transl.)]
[59] Maksudov, F.G., Guse˘ınov, G.S.: On the solution of the inverse scattering
problem for a quadratic pencil of one-dimensional Schro¨dinger operators on
the whole axis. Dokl. Akad. Nauk SSSR 289, 42–46 (1986) (in Russian)
[60] Maksudov, F.G., Veliev, S.G.: An inverse scattering problem for the nonselfad-
joint Dirac operator on the whole axis. Dokl. Akad. Nauk SSSR 225, 1263–1266
(1975) (in Russian)
[61] Malamud, M.M.: Questions of uniqueness in inverse problems for systems of dif-
ferential equations on a ﬁnite interval. Trudy Moskov. Mat. Obsˇcˇ. 60, 199–258
(1999) (in Russian) [Trans. Moscow Math. Soc. 1999, 173–224 (1999) (English
transl.)]
[62] Mamedov, K.R., C¸o¨l, A.: On an inverse scattering problem for a class Dirac op-
erator with discontinuous coeﬃcient and nonlinear dependence on the spectral
parameter in the boundary condition. Math. Methods Appl. Sci. 35, 1712–
1720 (2012)
[63] Marchenko, V.A.: Some questions of the theory of one-dimensional linear dif-
ferential operators of the second order, I. Trudy Moskov. Mat. Obsˇcˇ. 1, 327–420
(1952) (in Russian)
[64] Marchenko, V.A.: On reconstruction of the potential energy from phases of
the scattered waves. Dokl. Akad. Nauk SSSR (N.S.) 104, 695–698 (1955) (in
Russian)
[65] Marchenko, V.A.: Sturm–Liouville Operators and their Applications. Izdat.
“Naukova Dumka” (1977) (in Russian) [Operator Theory: Advances and Ap-
plications, vol. 22. Birkha¨user (1986) (English transl.)]
[66] Nabiev, A.A.: Inverse scattering problem for the Schro¨dinger-type equa-
tion with a polynomial energy-dependent potential. Inverse Probl. 22, 2055–
2068 (2006)
[67] Nabiev, A.A., Guseinov, I.M.: On the Jost solutions of the Schro¨dinger-type
equations with a polynomial energy-dependent potential. Inverse Probl. 22, 55–
67 (2006)
[68] Najman, B.: Eigenvalues of the Klein–Gordon equation. Proc. Edinb. Math.
Soc. 26, 181–190 (1983)
[69] Newton, R.G.: Inverse Schro¨dinger Scattering in Three Dimensions. Springer,
Berlin (1989)
[70] Novikov, R.: Inverse scattering up to smooth functions for the Dirac-ZS-AKNS
system. Sel. Math. 3, 245–302 (1997)
[71] Peller, V.: Hankel Operators and Their Applications. Springer, Berlin (2003)
[72] Peller, V.: Private communication (2013)
354 R. O. Hryniv and S. S. Manko IEOT
[73] Sakhnovich, A.: Dirac type and canonical systems: spectral and Weyl–
Titchmarsh matrix functions, direct and inverse problems. Inverse
Probl. 18, 331–348 (2002)
[74] Sattinger, D.H., Szmigielski, J.: Energy dependent scattering theory. Diﬀer.
Integral Equ. 8, 945–959 (1995)
[75] Shabat, A.B.: Inverse-scattering problem for a system of diﬀerential equations.
Funkt. Anal. i Pril. 9, 75–78 (1975) (in Russian) [Funct. Anal. Appl. 9, 244–247
(1975) (English transl.)]
[76] Shabat, A.B.: An inverse scattering problem. Diﬀ. Uravn. 15, 1824–1834 (1979)
(in Russian) [Diﬀer. Equ. 15, 1299–1307 (1980) (English transl.)]
[77] Thaller, B.: The Dirac Equation. Springer, Berlin (1992)
[78] Tsutsumi, M.: On the inverse scattering problem for the one-dimensional
Schro¨dinger equation with an energy dependent potential. J. Math. Anal.
Appl. 83, 316–350 (1981)
[79] van der Mee, C., Pivovarchik, V.: Inverse scattering for a Schro¨dinger equation
with energy dependent potential. J. Math. Phys. 42, 158–181 (2001)
[80] Weidmann, J.: Spectral Theory of Ordinary Diﬀerential Operators. Lecture
Notes in Mathematics, vol. 1258. Springer, Berlin (1987)
[81] Yakhshimuratov, A.B., Tanirbergenov, M.B.: On the inverse scattering prob-
lem for a system of Dirac equations on the whole line. Uzbek. Mat. Zh. 4, 90–98
(2004) (in Russian)
[82] Yamamoto, M.: Inverse eigenvalue problem for a vibration of a string with
viscous drag. J. Math. Anal. Appl. 152, 20–34 (1990)
[83] Yukon, S.P., Bendow, B.: Design of waveguides with prescribed propagation
constants. J. Opt. Soc. Am. 70, 172–179 (1980)
[84] Zakharov, V.E., Shabat, A.B.: Exact theory of two-dimensional self-focussing
and one-dimensional self-modulation of waves in nonlinear media. Zh. Eksp.
Teor. Fiz. 61, 118–134 (1972) (in Russian) [Sov. Phys. JETP 34, 62–69 (1972)
(English transl.)]
[85] Zakharov, V.E., Shabat, A.B.: Interactions between solitons in a stable
medium. Zh. Eksp. Teor. Fiz. 64, 1627–1639 (1973) (in Russian) [Sov. Phys.
JETP 37, 823–828 (1973) (English transl.)]
[86] Zakharov, V.E., Manakov, S.V., Novikov, S.P., Pitaievski, L.P.: Theory of Soli-
tons. The Inverse Scattering Method. Izdat. “Nauka” (1984) (in Russian) [Con-
temporary Soviet Mathematics, Consultants Bureau, Plenum (1984) (English
transl.)]
R. O. Hryniv (B)






Vol. 84 (2016) Inverse Scattering for ZS-AKNS Systems 355







Doppler Institute for Mathematical Physics and Applied Mathematics





Department of Physics, Faculty of Nuclear Science and Physical Engineering





Received: January 24, 2015.
Revised: September 25, 2015.
