Abstract: A file of fixed-length records in auxiliary storage using a key-to-address transformation to assign records to addresses is considered. The file is assumed to be in steady state, that is that the rates of additions to and of deletions from the file are equal.
Introduction
This paper describes a study of auxiliary storage allocation for a key-to-address transformation file organization [ 1 -31. In this organization, there is a primary storage area divided into buckets. Each bucket can contain s records of the file. The transformation is applied to the key of a record to be loaded and it produces the address of the bucket into which that record will be stored. If more records are assigned to a bucket than it can hold, the excess records are stored in a separate overflow area. The overflow records belonging to a particular bucket are organized in a chain with address pointers.
To retrieve a record with a given key, a single access to auxiliary storage is sufficient if that record is stored in the primary storage area. If it is in the overflow area, one or more additional accesses -following the pointers from bucket to record and from record to record-are required. The number of accesses depends on the position of the record in the chain.
The average length of the chains and, therefore, the average number of additional accesses depends on the bucket size and the storage capacity that is provided in the primary area relative to the number of records to be stored.
Studies [3 -51 have been made of the optimal storage allocation for a file that does not change after initial loading. Lum, et al. [3] , made performance studies using actual files and different key-to-address transformations.
As performance indicators, the authors use the average number of accesses per record and the number of overflow records. Under certain assumptions, formulae can be derived for these quantities [4] . Using these formulae it is possible to compute, for each bucket size, the load factors (that is, the ratio between the number of records to be loaded and the capacity of primary storage) that makes file-handling costs minimal [ 5 ] . These costs consist of storage cost for primary and overflow area, plus the cost for additional accesses.
In the study reported in this paper, a different situation is analyzed. A file is considered to which records are added and from which records are deleted.
Olsen [6] points out the difference between this situation and the initial loading problem. H e considers a steady-state situation in which the number of additions and deletions per time period are equal, and he derives a formula for the average overflow. In this paper, a method is developed to compute also the average number of additional accesses. With these results, the optimal loading for the steady-state situation can be computed in a similar fashion to that for the initial loading model [5] .
Analytical approach
The file contains II records. The primary storage area consists of b buckets, each of size s. The average loading -number of records assigned to a bucket-is thus: rn = nlb. The load factor is It is assumed that the overflow area has unlimited capacity. AI1 records have equal probability to be de- 
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leted from the file. When a record is added, we assume that all buckets have equal probability of being selected by the key-to-address transformation.
At agiven moment, a bucket will contain x 5 s records, while y records (0 5 y < m ) assigned to that bucket reside in overflow storage. The bucket is said to be in the state (x, y ) . It is possible that x < s, while y > 0 because records deleted from a bucket are not replenished from the ove'rflow chain. When a record is added, it goes into the assigned bucket when x < s. It is attached to the overflow chain when x = s.
The first objective is to find the frequency function u ( x , y ; m ) or for simplicity u(x, y ) for the variables x and y for each bucket in the steady-state situation for a given average loading m. This steady-state condition will not be reached until the rates of additions and deletions are equal. A further condition is that the average number of buckets in the file with state (x, y ) remains the same.
In the next section, these conditions are expressed mathematically giving a set of 'equations from which u ( x , y ; m ) can be computed for every e. The first formula requires no further explanation. The second one can be understood if we observe that just one record requiring exactly i additional accesses is found in each chain of length i or greater. Thus, the average number of records that require i additional accesses is m Therefore, the average number of additional accesses per record taken over the whole file i.s With m = n/b this gives the formula for d. This is also the average number of accesses required to retrieve a record under the condition that all records are equally in demand.
In the same way as in [5] a minimum can now be sought for the cost function for file operation:
s; a ) = tc, + anc, + andc, where 7 = b (s + i) = total average storage used for the file, e, = cost of storing one record during the unit a = file activity (the fraction of records accessed during the unit of time), c, = cost of an access to the primary area, and c, = cost of an additional access.
of time,
We assume that c, is constant. The value of the variable part of C will be compared with ne,, the nominal cost for storing n records.
The ratio between variable and nominal cost is the relative cost function where y = -.
' a cs
The factor y is dependent on the application and the environment in which the application runs [ 5 ] .
Minima are computed for a range of values of y and bucket size s. The results are tabulated at the end of the paper.
Difference equations for u(x, y)
Difference equations for u ( x , y ) can be found by considering the steady-state condition. The rate of buckets leaving the state (x, y ) must be equal to the rate of buckets entering the state (x, y ) . Consider u (x, y ) on the domain 0 5 x 5 s, 0 f y < 00. The transitions that cause a bucket to leave or to enter the state (x, y ) are shown in Fig. 1 (a) and 1 (b) , respectively. As a matter of fact, different situations exist for interior and boundary points of the domain. For instance, the state (x. y ) of a bucket with 0 < x < s, y > 0 will change to state (X -1 , y ) when a record is deleted from that bucket, (X + 1 , y ) when a record is added to that bucket, and (x, y -1 ) when a record from the overflow chain is deleted.
Transitions to (x, y + 1 ) cannot occur because additions to the overflow chain are not made while there is room in the bucket. The same state can be entered from (x -1 , y ) when a record is added to a bucket, (x + 1, y ) when a record is deleted from a bucket, and (x, y + 1 ) when an overflow record is deleted.
The rate of deletion of records out of buckets in a certain state is proportional to the fraction of records in those buckets. The rate of addition of records to buckets in a certain state is proportional to the fraction of buckets in that state.
Assuming a negative exponential distribution for interarrival and interdeparture times, this gives the following equilibrium condition:
The equation can be explained as follows: bxu(x, y ) is the number of records in buckets with state (x, y) and byu (x, y ) is the number in the overflow chains belonging to those buckets. Therefore, the first term on the lefthand side is the rate of leaving the state (x, y ) due to deletions. The second one is the rate of leaving the state (x, y ) due to additions. The right-hand side gives, in a similar fashion, the rate of entering the state (x, y ) .
After rearranging and using m = n/b,
It is easy to see that this equation is also valid for 0 < x < s and y = 0. In the same way
f o r y > 0 ,
u(x, y) as stationary probability distribution of a Markov chain
The following discrete time Markov chain { X , } is considered.
X , is the state of a particular bucket after the kth file event. A file event is an addition or deletion of a record. The transitions that may occur in the state space (0 5 x 5 s, 0 5 y < m ) were shown in Figs. 1 (a) and 1 (b) .
The process is Markovian because it is assumed that the outcome X , is dependent only on the state Xk-,.
In an actual steady state condition of the file, the total number of records may fluctuate; however, changes are relatively small for a large n. In considering one bucket, the total is assumed to be a constant and, as a consequence, the transition probabilities are considered to be constant.
To set up the transition probability matrix M , the possible states are ordered with the first coordinate moving most rapidly: Only when i = x is this probability nonzero and E,,-, (x, x ) = y / n , that is, the probability of deleting a record from the overflow chain. E,, (x, x + 1 ) = -for adding a record to the bucket.
Finally, E,,,, will contain the probabilities for going from (x, y ) to (x, y + 1 ) . Only if x = s is the matrix element nonzero and E,,,, (s, s ) = 1/b, the probability for adding a record to the overflow chain of a full bucket. The structure of the matrix is indicated in Fig. 2 
After multiplying by n and rearranging, Eq. (1) is
In similar fashion the Eqs. (2), (3), and (4) can be found again.
derived from the matrix formulation. the following identity holds for 0 < x < s:
In the same way from Eq. (2) This result was obtained by Olsen [6] by directly formulating the difference equation for f ( x ) .
Introducing the notation P ( r ) = (e-"m')/r! for the Poisson distribution and Q ( s ) = ' f : = s
P ( r ) , then
The functions P ( r ) and Q ( s ) are available in tabulated form (for example in [7] ).
Lemma 2: The total number of records assigned to a bucket has a Poisson distribution.
Proof: Let cz+y=r u ( x , y ) = A ( r ) . It will be proved that:
A (v) = P ( r ) for r = 0, 1, 2, . * . . 
( r + r n ) A ( r ) = ( r + t ) A ( r + 1 ) + m A ( r -l )
For r = 0 we have mA ( 0 ) = A ( 1). By using this in the equality for r = 1, it follows that:
and by induction, we get m A ( r ) = ( r + l ) A ( r + l ) .
For each r considered, this identity is also satisfied by P ( r ) = e-mmr/r!. If y is eliminated from the right-hand side and the substitution of (x + 1) by x is made in the first sum and of This result is easily understood if we make the following observation. At any time, the n records in the file are related to the b buckets by the key-to-address transformation. It is therefore assumed that each bucket has an equal probability to be selected for addition of a record.
Thus, r = x + y has the binominal probability distribution with p = 1/b and n is very large. The limit for n -+ m with m = n/b remains constant and is the Poisson distribution. m u ( s , y ) = (y + 1) g(y + 1) + m u ( s , y -1 ) .
Using this with the previous result for y = 1 gives:
and then by induction for every y > 0, mu(s, y -1 ) = yg(y) .
Q.E.D.
Computation of i and a
With the results obtained in the previous section, the computation of T and a can be simplified.
Hence, the computation of the average overflow can be done without explicitly knowing u ( x , y):
Interchanging the order of summation gives:
Here, again, using Lemma 3 results in
( y + 1 ) u ( s , y -1 ) .
y=1
Therefore, only the distribution on the right boundary of the state space is required to compute a.
Computation of u(x, y)
The stationary distribution is a solution of the infinite set of equations
with the condition that the sum of the elements of% one. It is clear that lim,,+= u (x, y) = 0 uniform in x, because for each E we can find a y' such that
x+,=x'+y'
Therefore, to find a numerical solution, the infinite state space is replaced by a finite state space. A transition from a state (x, y) to (x, y + 1 ) only occurs for x = s.
In the finite state space, this transition from the largest y = y' is replaced by a transition recurring to the same state. In the matrix M , this means that in the partition E,,,, the element Ey,,, (s, s) is increased by l/b and that the finite square matrix M,, of order (1 + y ' ) (s + 1) is considered.
For numerical computation, it is more appropriate to reorder rows and columns in such a way that the matrix corresponds with the order G,.-l, Gx, and G,,+l contain nonzero elements. GXx-, contains the probability that a primary record is deleted. Thus G X x -, = ( x / n ) I , where I stands for the unit matrix. G,, contains in the main diagonal the probability of no change 1 -( l / b ) -(x + y ) / n and in the lower diagonal the probability that y is reduced by 1.
where S stands for a diagonal matrix with diagonal:
(0, 1, 2, . . ., y ' } and L is a lower diagonal matrix.
Finally, Gz,+l = ( l / b ) I because it contains the probabilities that a record is added to the bucket.
As a matter of fact, Gxx-l does not exist for x = 0. 
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The specific configuration After the sth transformation, the partitioned matrix contains unity matrices at the main diagonal except for Hi:) and all zero partitions above the main diagonal. Thus the determinant is equal to det Hi:'. Since the original determinant was zero, det H%' = 0.
So the system U'~'H~:' = 0 can be solved and the value of the elements in u") are fixed by the condition 
consideration, it follows that
If the complete stationary distribution is required, it is observed that:
So starting with i = s all partitions o f z c a n be computed. 
Numerical results
The formulae developed in this paper allow, for different values of s, the numerical computation of Table 1 .
Also, listed are the values of Q (y' + s).
The table indicates that the cost in three decimals remains the same for increasing y' when Q ( y ' + s) 5 0.000 1. In further computations, y' was fixed accordingly to the formula: y' = 6 + 3k + (4 -k ) [ Fig. 3(a), 3(b), 3(c) , some results for s = 1 are given and in Fig. 4(a) , 4(b) some for s = 5.
The computations were made without explicitly using the properties of u (x, y ) derived previously and, further, the following properties were used as a check on the numerical results:
1.
u ( x , Y ) = P ( r ) 9 r+y=f- The agreement is always to five, but in most cases to six decimal places. When m is small relative to s, then the chance for overflow records becomes negligible. Therefore, the values of u ( x , 0) will approach P ( x ) when m becomes small. The numerical results are also in agreement with this conclusion. With a loading factor of 0.25 the maximum discrepancy for s = 10 is 0.000050. For s = 20 and = 0.25, u ( x , 0) and P ( x ) are equal to six decimal places.
The frequency distributions u ( x , y ; m ) were then used to compute average overflow and average number of additional accesses together with their standard deviations. These are listed in Tables 2 and 3 . For comparison, the corresponding quantities for the initial loading [ 5 ] are also listed. In addition to the overflow percentage (T/m) 100, also the utilization of primary storage is given [ (m -;)/SI 100. Furthermore, the ratio between the space a record needs on the average and its length is given Finally, the minima of the relative cost function were computed in the following way. A parabola was fitted through three points of the cost function. The abscissa: m,, m,, m3 were first selected to be m, = 0.9 m,; m3 = 1 . 1 m2 and: m2=0.13-0.761ny+(1.05-0.13y)s.
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The choice for m2 coincides with the approximate value for m that gives minimum cost in the initial loading case [ 5 ] .
The minimum of the parabola was taken as a new value of m2. The other two points were the previous central point and the equally distant point at the other side of the new mz. So for each approximation, 7. d and the value of The resulting values of m are given in Table 4 together with overflow, additional accesses and the minimum cost. Table 5 shows the optimal m in relation to y and Table 6 , the corresponding values of the minimum costs. Finally, Table 7 shows the relative values of the cost function in the neighborhood of the minimum. The excess over the minimum is expressed as a percentage of the minimum. 
Analysis of results
The results in Tables 2 and 3 Table 2 shows that for a file in steady state, optimal load factors are in general higher than actually used in practice. The same observation was made in [5] . A comparison between the optimal values of m for both cases is made in Table 8 . The values around the minimum (Table 7) show similar behavior to that for initial loading. When rn is kept at the value for which the minimum is reached, then increasing as well as decreasing s gives higher cost. Lower values than in the minimum under consideration are only obtained by increasing both m and s at the same time. For large values of y the minimum cost decreases monotonically with increasing s (Table 6 ) . However, for small values of y, there is a slight initial cost increase before the cost starts to decrease with increasing bucket size. This behavior differs from the initial loading case [5] . There, the minimum always decreases with increasing bucket size. Table 9 gives a comparison of the average space per record for optimal loading. For small values of y this quantity increases with s. When additional accesses are expensive and/or frequent ( y is large), then the average per record decreases with increasing bucket size in the case of initial loading. In the steady-state case, there is still an increase for small values of s. In all cases the values for steady state are larger than for initial loading.
Finally, Table 8 shows that the load factors that give minimum cost are higher for initial loading than for steady state when y is large. The situation is reversed when y is small.
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