Abstract. In this paper the new procedure for a construction of an approximated solution to initial data problem for one-dimensional pressureless gas dynamics system is introduced. The procedure is based on solving the Riemann problems and tracking singular wave interactions. For that system the new problem with initial data containing Dirac delta function is solved whenever two waves interact. Use of the shadow waves as singular solutions to such problems enables us to easily solve the interaction problems. That permits us to make a simple extension of the well known Wave Front Tracking algorithm. A non-standard part of the new algorithm is dealing with delta functions as a part of a solution. In the final part of the paper we show that the approximated solution has a subsequence converging to a signed Radon measure.
Introduction
In the last few decades, a lot of conservation law systems with non-classical, unbounded weak solutions were analyzed. One can find a lot of examples in the references at the end of the paper. Almost all these solutions contain the Dirac delta function that is not suitable for nonlinear operations. That is a source of big problems in solving some conservation law systems. There are several methods for dealing with that, and some of them can be found in the references below. Riemann problem is almost fully understood for these systems, so a natural next step is to look for a solution to a general initial data problem. Because of that we will use shadow waves defined in [21] . Shadow wave solutions (SDW) are represented by nets of piecewise constant functions with respect to the time variable depending on a small parameter ε > 0 tending to zero. A shadow wave approximates a significant number of different types of singular solutions that differ from classical solutions by containing the Dirac delta function supported by a shock curve. Their use permits one to easily find a solution to the interaction problem and that will be of the greatest importance for the construction of a solution here. To demonstrate these ideas, we will use the well known pressureless gas dynamics system ∂ t ρ + ∂ x (ρu) = 0 ∂ t (ρu) + ∂ x (ρu 2 ) = 0 (1.1)
that describes an evolution of density ρ ≥ 0 and velocity u of a fluid. The equations in (1.1) express conservation of mass and linear momentum in an absence of pressure. That means that changes in internal energy manifested through temperature or specific entropy are neglected. The above system is sometimes called the sticky particle model. That name comes from the fact that colliding particles fuse into a single particle that combines their masses and moves with a velocity that conserves the total linear momentum (see [3] or [8] for example). For example, it models onedimensional isentropic flow in the Eulerian description of a thermoelastic fluid in a duct. System (1.1) is weakly hyperbolic with the double eigenvalue λ i (ρ, u) = u, i = 1, 2 with both fields being linearly degenerate. It allows a mass concentration that leads to singular, unbounded solutions containing the Dirac delta function. The system attracts great attention in the literature. Riemann problems for the pressureless gas dynamics system with a source are analyzed in [9, 26] , two-dimensional case can be found in [27] , while the system with added energy conservation law is investigated in [21] . Besides it, there are a significant number of conservation laws admitting unbounded solutions. More about their origin and history one can find in [15, 16, 24] . Unbounded solutions for weakly hyperbolic systems like (1.1) were firstly found and they are called delta shocks. Some other interesting solutions called singular shocks appearing in some strictly hyperbolic systems ( [17] ), or in chromatography system that changes type ( [18, 28] ). It is known that a Riemann problem for (1.1) with the left and right initial states (ρ l , u l ) and (ρ r , u r ) has a self-similar, classical entropy solution that consists of two contact discontinuities connected with the vacuum state if u l < u r , or a single contact discontinuity if u l = u r . If u l > u r , there exists a non-classical solution containing the delta function. The authors in [12] constructed a global weak solution to the initial data problem for (1.1) by using generalized variational method. Almost at the same time, the existence of a weak solution to the same problem was proved in [3] . Uniqueness is proved in [14] for initial data belonging to the space of Radon measures by using methods from [12] . In [2] , the author proved existence of a solution to classical initial data problem for (1.1) by using viscosity approximation. The solution is understood in the sense of duality that is defined in [1] . Global existence of a measure-theoretic solution where ρ belongs to Borel measures space and u is square integrable with respect to ρ was proved in [6] by using the theory of first-order differential inclusions in the space of monotone transport maps introduced in [19] . The authors in [20] were using the usual entropy solution to a scalar conservation law to obtain a global solution, while initial data could contain a Borel measure. Methods used in all the papers cited above are specific for the pressureless gas (sticky particles) model. Our idea is to use a procedure of shadow wave tracking because it can be adapted to some other system possessing unbounded solutions. Model (1.1) should be understood as a starting point for using this method in a general case. The main idea for the approximate solution construction procedure comes from the well known Wave Front Tracking (WFT) algorithm (see [4, 5, 13, 25] ). The procedure starts with an approximation of initial data by piecewise constant functions and tracking the waves and monitoring their interactions later on. The shadow waves are approximations of delta shock solution and due to their construction one can use an algorithm similar to the WFT one. One of the main difficulties in the WFT algorithm was the fact that the number of wave fronts may approach infinity within the finite time for n × n systems, with n > 2. Here, we are dealing with 2 × 2 system in which this problem does not occur. In this particular case, a number of waves decreases after each interaction as one can see below. But, the resulting wave front here is not necessarily a straight line (i.e. the wave propagates with a non-constant speed), which is not a case with WFT algorithm for BV solutions. That is a consequence of the fact that a shadow wave interaction with some wave produces a new shadow wave with non-constant speed in general. So, we have to deal with the additional problem of analyzing such wave front curves.
As we already mentioned, the procedure for finding an approximate solution to the initial data problem presented in this paper can be used for general 1D conservation law systems. It is only required that they admit a unique solution to the corresponding Riemann problem consisting of elementary and shadow waves combinations. That is the first advantage of our solution construction compared to the methods previously discussed that depend on a particular form of conservation law system. There are some peculiarities in the pressureless gas model. The absence of rarefaction waves makes the procedure simpler. But, on the other side, the appearance of vacuum in the approximate solution was the main source of difficulties in the approximate solution construction. Also, that makes a limiting process harder to follow since there are no vacuum areas in a local smooth solution to the system. The ultimate step would be to generalize the procedure for (1.1) to obtain a general algorithm for solving a wide class of conservation law systems admitting unbounded solutions. Note that there is an example of shadow wave interactions that cannot be handled in the way used here, as proved in [22] for the model of Chaplygin gas.
The second advantage of the procedure is that it can be adapted for a numerical implementation. A complete verification is left for future research since the procedure in the paper requires some additional work to obtain relevant numerical results. For example, one has to develop an efficient procedure that will provide a good approximation for the next interaction point, especially when an interaction order between waves is not known in advance. The use of the exact values demands a huge computation effort and one cannot control an approximation error.
The first main result in this paper is the construction of a global admissible approximate solution to the initial data problem for (1.1). The initial data are bounded piecewise C 1 functions with a finite number of jumps. The second one is the existence of subsequence converging in the space of signed Radon measures. Moreover, there exists a subsequence converging to a measure that consists of classical solutions connected by delta function at least for a small time interval. In that time interval, the approximate solution can be obtained uniquely using a kind of well-balanced partitions.
Note that the Lax entropy condition (a convex entropy-entropy flux pair) does not suffices to single out all non-physical solutions for (1.1) as proved in [12] . One has to use overcompressibility to extract a proper solution. It means that all characteristics run into a shock front (especially, u l > u r for system (1.1)). Concerning other systems admitting singular solutions, there are some interesting facts about relations between these two admissibility conditions. As it was shown in [21] for (1.1) with the energy conservation equation added, they are equivalent for all semiconvex entropies η. But the overcompressibility condition can be weaker as shown in [23] . When dealing with isentropic gas dynamics systems, the authors often use the energy inequality, derived from energy conservation law as an additional criterion for admissibility check (see [11] for example). The energy density for pressureless gas is E = 1 2 ρu 2 . Here we present a simple analysis of energy propagation but we did not use it for choosing a proper solution.
The paper is organized as follows. Section 2 contains a statement of the problem as well as an overview of all waves which appear as a part of a solution to the Riemann problem. Section 3 is devoted to an analysis of shadow wave interactions. We describe all interactions between two or more waves which may occur at some time in Section 4. After that, a detailed presentation of procedure which provides a scheme for constructing the admissible approximate solution to the initial value problem is given. The procedure is based on the approximation of initial data and tracking interactions between the waves which are obtained as solutions to the Riemann problems. A relation between each pair of consecutive states obtained by the initial data approximation contains all information needed for the construction of a solution after each interaction point. Details depend on monotonicity of the initial functions u(x) and ρ(x). Section 5 contains proofs of admissible approximated solution existence to the initial data problem when the function u(x) is monotone. That result is then extended for u(x) having a finite number of extremes. In Section 6 we briefly discuss energy changes across a shadow wave and after the interactions. The remainder of the paper is devoted to proving that solution converges in the space of measures and that a limit is unique in some sense and at least for some time.
Riemann problems
In the rest of this paper we will write a ε ∼ b ε if there exists A > 0 such that lim ε→0 aε bε = A. The sign "≈" will denote the distributional limit as ε → 0. Landau symbols O(·) and o(·) will be used under the assumption ε → 0 which will be often omitted after their use.
Suppose that ρ(x) > 0 and u(x) are in C
b denotes a space of bounded functions with a bounded derivative. The initial data for (1.1) are
Let us make a net of piecewise constant approximations (ρ ε (x), u ε (x)) ε of the initial data (ρ(x), u(x)). Take a fixed ε > 0 and a corresponding partition
.. The precise bound µ(ε) will be given in the proofs in Section 5. The approximation is chosen such that ρ
Construction of a global solution is based on tracking wave fronts and analyzing interactions between waves. We need some preparations to do it.
Remark 2.1. With a slight abuse of notation in the rest of the paper, we will use the same notation (u and ρ) for the initial function (which only depends on space variable x) and for a solution (which depends on x and t). A missing argument means that it equals (x, t). 
where a ε (t), b ε (t), x l,ε , x r,ε ∼ ε. The states U * ,ε (t) = (ρ * ,ε (t), u * ,ε (t)), * ∈ {l, r} are called intermediate states.
The curves x = c(t) − a ε (t) − x l,ε and x = c(t) + b ε (t) + x r,ε are the external, while x = c(t) is the central shadow wave line. The Let us note that in the case of system (1.1) one can use that U ε (t) = U l,ε (t) = U r,ε (t) without loss of generality, and we shall do it. Also, note that all necessary calculations when (2.2) is substituted into (1.1) can be done by using the classical Rankine-Hugoniot conditions. In the sequel, we shall often skip the word "approximate" and use only the word "solution".
Approximation of the initial data using the partition {Y i } i∈N0 generates an infinite number of Riemann problem for (1.1)
There are three kinds of solutions to (1.1). If u i = u i+1 , a solution is a single contact discontinuity
It will be denoted by CD i,i+1 . If u i < u i+1 , solution to the Riemann problem is given by
with u i (x, t) being an arbitrary continuous function satisfying
2 . Both of the above two solutions are classical and thus admissible. If u i > u i+1 , the simple shadow wave satisfies system (1.1) in the approximated sense if the terms containing the δ| x=c(t) are balanced:
Put u s := lim ε→0 u i,ε and ξ := lim ε→0 ερ i,ε . The above imply thatc(t) = u s t, i.e. the speed of shadow wave is constant, c
The system (2.5) reduces to
We say that wave (2.4) is overcompressive if
That will be true if we choose the + sign above (u s is a convex combination of u i and u i+1 ). So, if we denote y i,i+1 := u s , then overcompressibility condition becomes
Substituting y i,i+1 in (2.5) one gets that the strength of the shadow wave equals ξ i,i+1 t, where
, there exists unique solution to the system (2.5) with
). The condition (2.6) is satisfied in this case, too.
The elementary interactions
The first step in construction is the analysis of all possible interactions between waves obtained after the initial data approximation by step functions.
Suppose that two approaching waves interact. Then the right state of the left incoming wave equals the left state of the right incoming wave. That will be called the middle state in the interaction. So, the interaction problem including shadow waves can be viewed as an initial value problem containing the delta function.
Lemma 3.1. Let (1.1) with the initial data
be given, and denote (ρu)| t=0 =γδ (X,0) , where u l ≥γ/γ ≥ u r , γ > 0, ρ l , ρ r ≥ 0.
Then there exists an overcompressive shadow wave that solves the above initial data problem. A strength ξ(t) and a speed u s (t) are solutions to
The front of the resulting shadow wave is given by x = c(t) :
Proof. Substitution of the shadow wave
, c(0) = X reduces to system (3.1) with the initial data ξ(0) = γ, u s (0) =γ/γ =: c. The condition ξ(0) = γ is satisfied by choosing x ε such that X+xε X−xε ρ(x, 0) dx = γ. That makes a distributional solutions being continuous in time. Then, the solution is
where [·] := · r − · l denotes a jump across a shock front. If ρ l = ρ r , we have
where
Overcompressibility in the case ρ l = ρ r follows from the fact that u l ≥ u s (0) ≥ u r . The functions ρ and ξ(t) are positive, and from the second line in (3.3) we have sign(u
But it cannot go below value y l,r because its derivative would be positive there due to the first line in (3.3). The case u s (0) < y l,r can be handled analogously. One can see that lim t→∞ u s (t) = y l,r . If u s (0) = y l,r , u ′ s is a constant, i.e. the shadow wave has a constant speed. In any case, u s (t) ∈ [u r , u l ] and the shadow wave is overcompressive. The proof in the case ρ l = ρ r is similar.
Remark 3.1. Note, one could not expect that (3.1) can be explicitly solvable for some other systems admitting a shadow wave solution.
Corollary 3.1. With the above notation and assumptions, we have u l ≥ u s (t) ≥ u r (overcompressibility condition) and
Proof. It follows from the proof of Lemma 3.1.
Lemma 3.1 is used to solve the interaction problem. If the interaction occurs at the point (X, T ) the initial data is translated to the interaction point, while the initial strength of the resulting shadow wave is equal to the sum of strengths of incoming waves at interaction time t = T . That is,
where ξ l (t) and ξ r (t), t < T are the strengths of the incoming waves. Also, denote by u s l (t) and u sr (t), t < T the speeds of incoming waves. Due to linear momentum conservation the valueγ from Lemma 3.
One can neglect the fact that interaction including at least one shadow wave actually occurs a bit earlier. Let us show why. Suppose that an interaction occurs between shadow waves with the external shadow wave lines x = c(t) ± ε 2 (t −T ) ± x ε and contact discontinuity x = Y i + u i+1 t at time t = T . The area bounded by the external shadow wave line x = c(t) + ε 2 (t −T ) + x ε , the contact discontinuity x = Y i + u i+1 t, and the line t = T is of the order ε 2 , and ρ ε (t) ∼ ε −1 . All terms of growth order less than ε are neglected, so one can neglect that area. Look at Figure  1 for an illustration of the case when contact discontinuity is on the right-hand side. The situation is quite similar in the case of a double shadow wave interaction.
The following lemma is based on the above arguments and will be used repeatedly in the rest of the paper. For more details see Theorem 7.1 from [21] .
Lemma 3.2. Let two approaching shadow waves with the central lines given by x = c l (t) and x = c r (t) interact at time t =T . The value ofT is obtained by solving the equation
is the right external SDW line of the first approaching shadow wave, while x = c r (t) − ε 2 (t − T r ) − x r,ε is the left external SDW line of the second approaching shadow wave. Also, let x l,ε , x r,ε ∼ ε. A solution T to c l (t) = c r (t) will be called the interaction time since the area bounded by two external shadow wave lines and the line t = T is of order ε 2 and all terms of order ε α , α > 1 are neglected. Note that T =T + O(ε).
The assertion stays true if one of the shadow waves is substituted by a contact discontinuity.
Remark 3.2. One should have in mind that a phrase "waves interact at the same time" actually means that interactions between those waves occur in the neglected area of order ε 2 described above. That is, waves interact in a time interval of the order ε.
The algorithm
Let us fix some notation. A shadow wave joining (ρ i , u i ) on the left and (ρ j , u j ) on the right, i < j, ρ i , ρ j > 0 is denoted by SDW i,j .
Let i and k be a given pair of indices.
A shadow wave joining (0, u i−1 (x, t)) on the left and (0, u k (x, t)) on the right is denoted by i SDW k . 
If ρ l = 0 and ρ r > 0, the solution is given by (4.1), with ρ l and u l replaced by ρ r and u r . Finally, if ρ l = ρ r = 0, the resulting wave l SDW r propagates with constant speed and strength.
A situation when three or more waves interact at the same time in the sense of . The result is a single l SDW r , l < r. If the incoming waves are overcompressive, the resulting wave is overcompressive, too. That follows from Corollary 3.1 and relation (3.6). We are in a position to construct an approximated solution.
Algorithm:
Suppose that given ε is small enough.
Step 0. Let u 0 ∈ R, ρ 0 > 0 be constants from (2.1). The set of initial states {u i } i∈N0 and {ρ i } i∈N0 are sequences generated by the piecewise constant approximations of the functions u(x) and ρ(x), respectively, described in the paragraph below (2.1).
Step 1. Denote by S 0 := {U k : k = 0, 1, 2, . . .} the set of the initial states and by I 0 := {0, 1, 2, . . .} the set of corresponding indexes. A solution obtained by solving Riemann problems (1.1, 2.3) generated by states in S 0 is stopped at t = T 1 when the first interaction between two or more waves occurs. If there are no interactions, all wave fronts continue to propagate to infinity and the procedure finishes. Each interaction between two or more waves belongs to one of the four types (A1-A4) and gives a single shadow wave as a result. The resulting wave(s) as well as all other (non-interacting) waves constitute a new set of states S 1 and a corresponding set of indexes I 1 ⊂ I 0 after t > T 1 .
Step j to j + 1. Suppose that j-th interaction occurs at a time t = T j . Then we eliminate all middle states from S j−1 and obtain a new set S j and a corresponding
. .. k ∈ I j−1 \ I j means that the state U k was a middle one in S j−1 . All non-interacting waves are prolonged after t > T j . The procedure repeats with j substituted by j + 1 after a new interaction at t = T j+1 . The algorithm stops when there is no T j+1 .
It will be proved below that the procedure presented above gives a global admissible solution to the problem (1.1, 2.1).
Remark 4.2. The above types (A1-A4) cover all possible interactions between two or more waves. So the above procedure can also be applied to the problem with initial data
where ρ(x) > 0, u(x) having a finite number of jumps and being piecewise C 1 b R .
Global existence and admissibility of a solution
The proof that our algorithm gives an admissible solution is divided into cases depending on monotonicity of a function u(x) and relations between u 0 and u(R). A function u(x) is called increasing (or decreasing) if u(x) ≤ u(y) (or u(x) ≥ u(y)) for each x < y. The function u(x) is strictly increasing (or decreasing) if the inequality is strict. Case I. u(x) is increasing function for x > R and u 0 ≤ u(R).
This is a simple case with no interactions. The solution is a piecewise continuous function whose jumps are located along contact discontinuity lines. That is the consequence of the fact that u i ≤ u i+1 for each i = 0, 1, . . .. Such waves never interact since the one in front has a larger or the same speed.
Case II. u(x) is increasing function for x > R and u 0 > u(R).
Due to the boundedness assumption, there existsũ, lim i→∞ u i =ũ. The wave SDW 0,1 emanating from the point (R, 0) is a solution to (1.1, 2.3) for i = 0. (X 1,i , T 1,i ) is the interaction point of the shadow wave and the second contact discontinuity. The overcompressibility follows from Corollary 3.1 and interactions continue to infinity ifũ ≤ u 0 because of it. Ifũ > u 0 , the solution is same until a point where the shadow wave enters the vacuum state and interactions stop, again due to the overcompressibility.
The case of a single contact discontinuity when u i = u i+1 for some i makes no real difference in the analysis.
Let U ε = (ρ ε , u ε ) be a function obtained by the above procedure for a fixed ε. Denote byÛ ε its singular part represented by the shadow wave approximation
where 
as ε → 0 and the admissibility condition.
(1) Ifũ ≤ u 0 , there are infinitely many interaction points.
(2) Ifũ > u 0 , the interactions will stop with the interaction point (X 0,k , T 0,k ) where k ∈ N is taken such that u k < u 0 ≤ u k+1 holds. In that case u s (t) → u 0 as t → ∞.
Remark 5.1. One can use any µ(ε) → 0, ε → 0 instead of C 3 √ ε above. We have used that one because of Theorem 5.3 where u(x) is not necessarily monotone. Also, any lower bound of order ε α , 0 < α < 1 can be used instead of √ ε here.
Proof. For a readers convenience we will present the complete proof here. Later on, we will skip technical details since they are similar to the ones in this proof.
(1) Letũ ≤ u 0 . We have to prove that a solution U ε , t ≥ 0, x ∈ R satisfies the following relations
We use the Taylor expansion of the test function ϕ,
(5.1) ], respectively. All other terms cancel with the initial data and mutually because we asked for a continuity of U ε with respect to t. In the same way the flux-part can be decomposed 
since ρ 0,ε does not depend on t.
and the fact that A 0 = B 0 we get
From the fact that lim ε→0 u 0,ε = y 0,1 , lim ε→0 ερ 0,ε = ξ 0,1 , we have
The same relations with ρ substituted by ρu and ρu by ρu 2 give us
For t ∈ [T 0,i , T 1,i ] we have the following relations
, and
The proof that I 0,i + J 0,i = O(ε) for t ∈ [T 0,i , T 1,i ] follows from Lemma 3.1 and the method given above. Again, we have E 2 = O(ε) in the same interval by following the same arguments.
Finally, let t ∈ [T 1,i , T 0,i+1 ]. Then
and
The same arguments as above and Lemma 3.1 imply E 1 = O(ε). Proof for E 2 is the same.
Note that the proof holds even if ρ i+1 = ρ 0 for some i, since (3.2) 2 implies ξ ′ (t) = −ρ 0 (u i+1 − u 0 ) and the expression for c ′ (t) does not have an influence in the proof.
Due to the fact that the test function ϕ has a compact support and from Y i − Y i−1 ≥ √ ε, one can see that there are at most
interactions. Thus, E 1 and
That proves the existence in the casẽ u ≤ u 0 . The admissibility of the obtained solution follows from the uniqueness of the classical solutions and piecewise overcompressibility of the shadow wave in each segment. Ifũ = u 0 , then y 0,i+1 → u 0 as i → ∞. That is, the overcompressibility implies that the speed of the shadow wave is close to u 0 for i large enough.
(2) Ifũ > u 0 , then there exists k ∈ N such that u k+1 ≥ u 0 and u k < u 0 . Consequently, a curve x = c(t) will stay in vacuum area between two contact discontinuities emanating from Y k and the interactions will stop after the interaction point (X 0,k , T 0,k ).
Case III. u(x) is decreasing function for x > R and u 0 ≥ u(R)
The solution formed at the initial time is a piecewise constant function with constant states connected by simple shadow waves. Each SDW i,i+1 emanates from a point Y i and joints (ρ i , u i ) and (ρ i+1 , u i+1 ). Thus, all possible cases of interactions are covered by type (A2). With notation from (3.4) we have
since u(x) decreases. Due to overcompressibility each pair of shadow waves is approaching. The interaction point (X i ,T i ) between SDW i−1,i and SDW i,i+1 , i = 1, 2, . . . is determined bỹ
.
(Note that y i,i+1 is a speed of SDW i,i+1 .) Then ∆u i :
Relation (5.2) implies
i.e.T i = O(1). Note that it is not possible to determine which interaction takes place the first and if more then two shadow waves interact at the same time, since the relationship between y i−1,i − y i,i+1 and y i,i+1 − y i+1,i+2 depends on ρ(x), too.
If u 0 > u(R), the time of interaction between SDW 0,1 and SDW 1,2 is of order O(µ). So, the first interaction that occurs is one between SDW 0,1 and SDW 1,2 . Resulting SDW 0,2 propagates until the next interaction. Due to Lemma 3.1 the solution is overcompressive for t ≥ 0.
As in the Case II, 0-SDW is defined to be the shadow wave connecting all piecewise defined SDW 0,i , i = 1, 2, . . . (seeÛ ε above). Eventually, 0-SDW will overtake each SDW i,i+1 and any other shadow wave obtained by their mutual interactions. All waves except the 0-SDW are called "small" shadow waves.
Case IV. u(x) is decreasing function for x > R and u 0 < u(R)
This case is similar to the previous one. The solution shortly after the initial time consists of a wave combination CD Suppose that an interaction occurs at t = T k for waves corresponding to states in S * k−1 . A new set of states S * k is constructed by eliminating all the middle ones in interactions. The new set of indexes is now denoted by I *
Again, values x ε ∼ ε are chosen such that the sum of strengths of incoming waves is equal to the initial strength of outgoing shadow wave (we use Lemma 3.1). We proceed in the same way as in the proof of Theorem 5.1. Put
Then,
It is enough to prove ε−bounds for Q k due to Lemma 3.1. The sum is finite because supp ϕ is compact. Take two successive i, j from I * k . There exists a shadow wave or a contact discontinuity with the states corresponding to indexes i, j. If it is a shadow one, denote its speed and strength by u s (t) and ξ(t), respectively. The intermediate state is denoted by (ρ ε (t), u ε (t)). Then, Q k is a sum of terms 
for each pair i, j of sequential indexes. After some calculations analogous to the ones performed in the proof of Theorem 5.1,
If u i , u j are connected by a contact discontinuity, then C 
The proof for the second equation goes analogously (ρ ε is replaced by ρ ε u ε and ρ ε u ε by ρ ε (u ε ) 2 ). Admissibility of a solution follows from the overcompressibility in each time interval [T k , T k+1 ]. That concludes the proof.
5.1. The general case. Suppose that a function u(x) has a finite number of local extremes. We will give a short analysis of the cases when a function has only one local extremum. Cases when function changes monotonicity more than one time can be treated in the same way.
Suppose that a local maximum of a piecewise constant approximation is reached at a point Y m1 ∈ {Y i } i∈N . If u 0 ≤ u(R), the solution before the first interaction consists of the combinations CD+Vac+CD which do not interact with each other. The last of them emanates from the point (Y m1−1 , 0) . Starting from the point (Y m1 , 0), the solution is like in Case III with R = Y m1 and u 0 = u(Y m1 ). Those waves continue to propagate until the first interaction. If u 0 > u(R), the solution before it is a combination of waves obtained in Cases II and III. Unlike the case u 0 ≤ u(R), the wave front propagating from (R, 0) is SDW 0,1 . Figure 3 illustrates that case.
Similarly, if u ε (x) has a local minimum at Y m1 and u 0 ≥ u(R), the solution before the first interaction is a combination of shadow waves and contact discontinuities (Cases II and III): A sequence {SDW i,i+1 } m1−1 i=0
is followed by a sequence of wave combinations CD+Vac+CD. If u 0 < u(R), a CD The proof of the following theorem will be omitted since technical details are combined in proofs of Theorems 5.1 and 5.2.
Theorem 5.3 (Global existence).
Suppose that u(x), ρ(x) ∈ C b [R, ∞) . Moreover, suppose that u(x) has a finite number of local extremes and that ρ(x) > 0. Let ρ 0 > 0, u 0 ∈ R and consider a partition
. ., C ≥ 1. For ε > 0 small enough there exists an admissible global solution U ε to (1.1, 2.1) (in the approximated sense).
Energy dynamics
Pressureless gas dynamics systems admit semi-convex entropy pair (η, Q), η = 1 2 ρu 2 , Q = 1 2 ρu 3 . The constructed solution should satisfy the energy inequality ∂ t η + ∂ x Q ≤ 0. That will imply that the energy cannot increase.
If shadow wave connecting states (ρ l , u l ) and (ρ r , u r ) emanating at the time t = T 1 satisfies the entropy condition, then
as proved in [21] . There is the second entropy condition given in the same paper, but it is always satisfied here due to the fact that u ε ≈ u s . Here E l,r (t) denotes a rate of energy change (or dissipation) across the SDW l,r at time t ≥ T 1 . The condition E l,r (t) ≤ 0 means that the energy is dissipative. For (1.1) we can explicitly calculate the energy dissipation rate,
The overcompresibility implies E l,r (t) ≤ 0. Let
Using ξ(t) > 0 and the fact that u s (T 1 ) ≥ y l,r (u s (T 1 ) < y l,r ) implies u s (t) ≥ y l,r (u s (t) < y l,r , respectively) as proved in Lemma 3.1, we get E ′ l,r (t) ≥ 0, t > T 1 . If
and E ′ l,r (t) ≥ 0. If ρ l = ρ r = 0, then E l,r (t) = E ′ l,r (t) = 0 for t > T 1 . So, E l,r (t) is non-positive and increasing function of time. For a contact discontinuity E l,r is equal to 0 (energy is conserved). Also, it is constant for a simple shadow wave since u s (t) does not depend on t.
. That means that the energy dissipation rate across a small shadow wave is negligible.
Consider an interaction between SDW l,r and CD r 1 at t = T 1 . The total energy dissipation rate before the interaction equals
The resulting SDW r l further interacts with CD r+1 2 at time t = T 2 . Then
Thus,
Let us consider an interaction between SDW l,m and SDW m,r now. The SDW l,m propagates with a speed u s1 (t) and a strength ξ 1 (t), while SDW m,r propagates with a speed u s2 (t) and a strength ξ 2 (t). The initial speed of the resulting SDW l,r equals
Note that the sign of ∆E(t) depends on ρ(x) and u(x).
Example 6.1. Suppose that u(x) is a decreasing function, u 0 > u(R) and ρ(x) = ρ 0 for each x > R. A simple SDW i,i+1 emanating at the x−axis propagates with speed y i,i+1 = ui+ui+1 2 for every i. The result of an interaction at t = T between SDW i,i+1 and SDW i+1,i+2 is a new SDW i,i+2 with the constant speed and strength given by
It can be proved by an induction that a solution in this case is piecewise constant function, with the constant states connected by simple shadow waves, i.e. all jumps are located along straight lines. The energy dissipation rate across SDW l,m and SDW m,r before and after their interaction at t = T is given by
Thus, the energy dissipation rate in the solution decreases after the interaction in this case,
Existence of a measure valued limit
A natural choice for a function space corresponding to our solution is the space of signed Radon measures due to the presence of delta function. Radon measures are Borel regular and locally finite measures, and can be understood as distributions of zero order.
We shall use the fact that for every signed measure M there exist unique nonnegative mutually singular measures M 
Denote by M f (Ω) the space of signed Radon measures with a finite mass, i.e.
Proposition 7.1 (Proposition 2.5. from [10] ). Let {M ν } ν∈N0 be a sequence of nonnegative uniformly locally bounded measures. Then there exists its subsequence still denoted by {M ν } ν∈N0 and a Radon measure M such that M ν * ⇀ M . Theorem 7.1 (Existence of a weak limit). Suppose that u(x), ρ(x) ∈ C b [R, ∞) , ρ(x) > 0, ρ 0 > 0 and u(x) having a finite number of local extremes. Take any sequence To prove the existence of a limit U * we have to show that the components of |U ν | := (ρ ν , |u ν |) are uniformly locally bounded measures for each ν ∈ N 0 . Note that |ρ ν | = ρ ν since ρ ν is nonnegative. The proof will rely on three lemmas given in the sequel.
Remark 7.1. Note that we will not emphasize that U ν , as well as U * are vectorvalued measures since one can easily distinguish vector from scalar valued measures.
Lemma 7.1 (Finite propagation speed). Suppose that ρ(x) and u(x) are continuous and bounded functions and u(x) has a finite number of local extremes. Then a speed of any wave which is part of an admissible solution to problem (1.1, 2.1) is bounded.
The proof of the above Lemma is straightforward. Each shadow wave is overcompressive, while a speed of each contact discontinuity is constant that equals to a value of u(x) at some point x > R. Thus, the propagation speed is between min u 0 , inf x≥R u(x) and max u 0 , sup x≥R u(x) . Lemma 7.2. Let U ν be the admissible solution to (1.1, 2.1), with u(x) and ρ(x) satisfying the assumptions from the previous lemma. Then
for some ρ, where ξ i t is the strength of i-th wave emerging at the initial time, i ∈ N 0 .
Proof. Defineρ := max ρ 0 , sup x≥R ρ(x) . Let c l (or c r ) and σ l (or σ l ) be a speed and a strength of an incoming wave from left (or right). Let t = T be a time of the interaction. Then, the initial speed and the strength of the resulting wave are
The global bounds for a strength of any wave propagating at time t follow from estimate (3.5) 2 .
Lemma 7.3. Suppose that all assumptions of Theorem 7.1 hold. Denote by {U ν } ν∈N0 the sequence defined in that theorem. Then ρ ν and |u ν | are (nonnegative) uniformly locally bounded measures for each ν ∈ N 0 .
Proof. Due to construction of the solution, boundedness of u(x) and Lemma 7.1 we have that u ν is uniformly globally bounded function for ν ∈ N 0 . In order to prove that ρ ν is uniformly L 1 loc -bounded for ν ∈ N 0 , we will use the conservation of mass principle, boundedness of ρ(x) and the finite propagation speed property. For each E ⋐ R there exists a C E > 0 such that
Thus, |u ν | and ρ ν are bounded in L 1 (K) for every compact set K ⊂ R Note that one can also use Proposition 7.1 directly to obtain the subsequence {|U ν |} ν∈N0 that converges weakly to |U * |.
In certain cases, it is possible to find an explicit form of a measure-valued limit U * at least for some small time interval as one can see in the following theorem.
Theorem 7.2. Suppose that all the assumptions of Theorem 7.1 hold, as well as the notation. Let u 0 > u(R). There exists T max > 0 such that U * is the weighted δ measure supported by a curve Γ : x = c(t) that connects U 0 from the left and a classical solution U (x, t) to (1.1) to the right in the strip t < T max . The life-span T max is a positive infimum of
lies above the curve Γ. Proof. Let T > 0 be arbitrary but fixed. First, we will show thatÛ ν has a subsequence that converges. It is bounded in L 1 loc (R 2 + ) uniformly for ν ∈ N 0 by Lemmas 7.1 and 7.2. Therefore, it has a subsequence that converges to someÛ * ∈ M(R 2 + ). From the construction, it is obvious that its support is the curve Γ.
On the other hand, a part of U ν lying to the right ofÛ ν converges to a classical solution U obtained by method of characteristics as long the classical solution exists. Let us show that.
Suppose that u(x) is increasing. The procedure from Section 4 gives the overcompressive solution U ν = (ρ ν , u ν ) to (1.1) consisting of a sequence of contact discontinuities connected by a vacuum state. The classical initial value problem (ρ, u)| t=0 = (ρ(x), u(x)) can be solved by method of characteristics. For smooth solutions and away from vacuum state one gets the Burgers equation ∂ t u + u∂ x u = 0. Its characteristics are integral curves of ordinary differential equation dx dt = u(x(t), t) and a solution is given by
where a function ψ = ψ(x, t) satisfies x = u(ψ)t + ψ. The existence of function ψ for each t > 0 and in the region where u(x) is strictly increasing follows from the Implicit Function Theorem. From the first equation in (1.1), one can see that ρ satisfies the equation ∂ t ρ + u∂ x ρ = −ρ∂ x u. That is,
The solution (ρ, u) corresponding to the region where u(x) is constant is also constant.
For each interval [X − , X + ] and time T > 0, let
For any ν ∈ N 0 , let U ν be the solution constructed by using the partition
is a good approximation of u(x, t) since it is uniquely determined in nonvacuum part and its value in vacuum part is continuously interpolated. We will use the conservation of mass to prove (7.1) 1 . Note that ρ ν (x, T ) = 0, x ∈ (X 0,i , X 1,i ) and
We have used that ρ(x) and u(x) together with their first derivatives are bounded in order to get that I 
Using (5.2) with i = k − 1, j = k + 1 and
Together with (7.2), it implies
The above sum
since ρ(x) is bounded. Therefore,
The limit U * for t < T max is the weighted delta measureÛ * connecting (ρ 0 , u 0 ) and the classical solutions obtained by the above procedure. The life-span T max is determined by the fact that we can use the above arguments as long as the classical solution exists below Γ. That is, as long as characteristics intersect above it. For a neighborhood of a point x > R their intersection is at the point around D x and the assertion follows.
The case when u(x) changes monotonicity finitely many times reduces to combining these two cases.
Remark 7.3. The life-span T max equals infinity if u(x) is increasing or if u ′ (x) ≤ 0 with small enough absolute value. For a finite T max we do not know what is distributional limit of solution for t ≥ T max , but a solution becomes a single delta shock connecting (ρ(R), u(R)) and (ρ(∞), u(∞)) for t ≫ 1.
7.1. Partitions of equidistant type. Proofs of Theorems 7.1 and 7.2 are based on the compactness argument without any information about a uniqueness of the limit. We shall now prove that the limit U * given in Theorem 7.2 is unique at least for t < T max if partitions of the interval [R, ∞) satisfy the equidistant property: Take ε small enough and define a family of partitions {P ν } ν∈N0 in the following way.
, where
for each k and some constant C ≥ 1. If
√ ε 2 ν =: µ ν for every k ∈ N 0 and ν ∈ N 0 , the family is said to have the equidistant property. For each partition P ν a corresponding U ν is defined in Theorem 7.1 for ε ν = ε/2 3ν . Denote by Γ ν : x = c ν (t) the 0-SDW curve in U ν .
Assumption 7.1. Suppose that u(x) and ρ(x) > 0 are continuous and bounded together with their first derivatives, and u(x) has a finite number of local extremes. The values u 0 > sup x≥R u(x) and ρ 0 > 0 are chosen such that the minimum distance between a slope of the curve Γ ν and u(c ν (t), t) is uniformly greater than zero.
We want to show the uniqueness of the limit U * for sequences {U ν } ν∈N0 defined by partitions of equidistant type. It suffices to show that the curve Γ from Theorem 7.2 is unique since it connects U 0 and the unique classical solution U (x, t). Theorem 7.3. If Assumption 7.1 holds, then a sequence {U ν } ν∈N0 defined by partitions {P ν } ν∈N0 of equidistant type converges to the unique bounded measure U * in R × (0, T max ) as ν → ∞.
Proof. Let ϕ ∈ C ∞ 0 R × R + . There exists τ 0 , 0 < τ 0 < T max , independent of ν ∈ N 0 such that ϕ is supported by t > τ 0 . Our aim is to prove that Γ ν → Γ as ν → ∞ in the strip 0 < t < T max . Suppose that c ν (τ 0 ) = c(τ 0 ) and γ 0 ≤ ξ ν (τ 0 ) independently of a partition. Without loss of generality, assume that t = τ 0 is interaction time between 0-SDW and a contact discontinuity (or a shadow wave). That is, for each ν there exists some Y in P ν . This may not be true in general, but a difference would be negligible. The compactness of a test function support permits us to take a points Y 0 J > R and T > 0 as a boundary of the limit analysis.
For simplicity, we shall suppose first that all partitions P ν are equidistant, i.e. Now, let u(x) be an increasing function. Take a partition P 0 = {Y k } k∈N0 and its subpartition P 1 = P 0 ∪ {Y k+ 1 2 } k∈N0 , where Y k+
, k ∈ N 0 . Denote by (X 0,j , T 0,j ) the point where 0-SDW supported by Γ 0 meets the contact discontinuity line x = Y j + u j t. Denote by (X 1,j , T 1,j ) the intersection point between Γ 0 and the second contact discontinuity line x = Y j + u j+1 t from (Y j , 0). The intersection points between Γ 1 and the first and the second contact discontinuity that originate from (Y j , 0) are denoted by (X 
