Abstract It is well known that the FGMRES algorithm can be used as an alternative to iterative refinement and, in some instances, is successful in computing a backward stable solution when iterative refinement fails to converge. In this study, we analyse how variants of the Chebyshev algorithm can also be used to accelerate iterative refinement without loss of numerical stability and at a computational cost at each iteration that is less than that of FGMRES and only marginally greater than that of iterative refinement. A component-wise error analysis of the procedure is presented and numerical tests on selected sparse test problems are used to corroborate the theory.
machine precision times the norm of the data. More precisely, iterative refinement produces a computed solution that is component-wise backward stable [1, 18] , i.e. the computed solution is the exact solution of a perturbed system where the non zero entries of the original matrix are perturbed by a relative error bounded by machine precision. However, when threshold partial pivoting or static pivoting are used to limit fill-in in the factorization of large sparse systems, the number of iterative refinement steps needed to achieve the required accuracy can be large. Furthermore, when the factorization is computed in single precision and then a double precision backward stable approximate solution is recovered using iterative refinement, the number of refinement steps can also be very large and the cost prohibitive [11] . It is particularly important to limit the number of refinement steps on modern multicore architectures where the solve phase of a sparse direct solver can represent a potential bottleneck (see, for example, [12] ).
We are seeking alternatives to iterative refinement that preserve two of its key properties:
-component-wise stability, and -the absence of scalar products.
In a parallel environment, having no (or only a small number of) scalar products is important to limit the amount of communication needed between processors. The FGMRES algorithm [17] has been proposed in [2, 3] as an alternative to iterative refinement. For some problems, it is able to compute backward stable solutions when iterative refinement fails to converge. However, FGMRES does not preserve either of the above properties: FGMRES guarantees rapid convergence but it is only possible to prove that it is norm-wise stable, and its implementation involves scalar products.
Following the results of [7] [8] [9] [14] [15] [16] , in this paper we consider variants of the Chebyshev algorithm and show that they can be used to accelerate the iterative refinement procedure while maintaining component-wise stability and at a computational cost for each iteration that is only marginally greater than that of the iterative refinement.
In the rest of this section, we introduce the notation that we will use throughout and then summarize iterative refinement and its properties and potential weakness. In Section 2, we describe two Chebyshev acceleration algorithm variants. We present an error analysis of the main algorithm in Section 3 and in Section 4 we discuss how to automatically choose some of the parameters. In Section 5, we present numerical results for sparse systems that arise from practical applications that corroborate the theoretical results of the previous sections and, in Section 6, we give some final comments. In the following, || · || will denote the Euclidean norm for R n and the corresponding induced norm for the matrices.
Let A ∈ R n×n and b ∈ R n , with Rank (A) = n. The linear system
has a unique solutionx. We assume Gaussian elimination is performed using floatingpoint arithmetic with relative precision . Thus, the computed factors L and U satisfy the relation [6, 10] 
where F ∈ R n×n and |F| ≤ c(n)ε| L| | U|,
with c(n) a function of n (in practice c(n)ε ≈ O(nε)). Hereafter, we assume that the perturbation F is sufficiently small such that the matrix M is non singular. Here and elsewhere, |B| denotes the matrix of entries equal to the absolute values of the corresponding entries in the matrix B. From (2), it follows that
where r(x) is the residual b − Ax. Thus, x is the fixed point of F(x), where
If β denotes the scaled component-wise residual
where we assume that 0 0 = 0 owing to |r(x)| ≤ |A||x|+|b|, then given a convergence tolerance η > 0, it is straightforward to write down the basic algorithm for iterative refinement:
Algorithm 1 Iterative refinement
end while
Note that if the scaled norm-wise residual is used as the stopping criteria, (5) is replaced by
If the spectral radius
in exact arithmetic, Algorithm 1 produces a sequence x (k) that converges tox. Furthermore, from (4),
Therefore, if σ (FM −1 ) < 1 the residuals converge to zero in exact arithmetic. can be close to one with both |r(x)| i and (|A||x| + |b|) i non zero but very small because of the presence of roundoff errors and in absence of exact cancellation. The technique used in [1] to cope with this situation can also be used during the Chebyshev acceleration we describe in the next section. We omit this to simplify the discussion but it is straightforward to modify the algorithms using [1] .
Remark 2
In the following, we will use interchangeably both σ (M −1 F) and σ (FM −1 ) since M −1 F and FM −1 have the same spectrum.
Remark 3 An alternative formulation for (1) based on relation (4) is
This is not of practical use, but it will be useful when developing the theory of Chebyshev acceleration that follows in Section 2.
Remark 4
Assume that σ (M −1 F) = 0.5. To achieve a reduction of three orders of magnitude in the initial residual, the required number of steps of iteration refinement is
which is approximatively 10. The cost of performing this number of iterations may be unacceptably high, for example, if the factors are held out-of-core. In the next section, we propose a variant of Chebyshev acceleration that may improve the rate of convergence.
Chebyshev acceleration
Chebyshev polynomials can be defined by the following 3-term recurrence formula (see [9, page 46]):
The optimal properties of Chebyshev polynomials given in Theorem 4.2.1 of [9, page 47] can be summarised as follows: let d > 1 and set 
.
We now summarize some classical results. We refer the reader to [9, Chapters 4 and 12] and [14, 15] for further details. If all the eigenvalues of M −1 F lie in the interior of an ellipse that is centred at the origin, symmetric with respect to the real axis (the matrix is real so the eigenvalues are either real or complex conjugate pairs) and has principal semi-axes a and b, i.e.
x a
then the following theorem holds (see [9, 
is the unique polynomial in the set S j such that
Manteuffel [14] showed that this result cannot be extended to the case 0 < a < b < 1. In this case, c is purely imaginary. However, the ℘ j (z) are still real and the following weaker result can be proved [14] :
From formula (10), we have that the polynomials ℘ j (z) are asymptotically optimal and, furthermore, it has been noted [9, 14] that the asymptotic behaviour is very rapidly reached. Following along the lines of [9] , we now describe the Chebyshev acceleration algorithm. The polynomials ℘ j (z) are defined as follows:
The Chebyshev relations for problem (8) are then given by
Using (4), this can be simplified:
We observe that computing the j is straightforward:
From the maximum modulus principle and the analyticity of ℘ j , ℘ j (z) will take its maximum on the ellipse (9) . Moreover, we have [9] that
Finally, assuming the j have been precomputed, simple algebraic manipulations leads to the following algorithm:
Algorithm 2 Chebyshev acceleration of iterative refinement
end while
We have followed the analysis and the evidence given in [7, 8, 16] and have chosen to compute the residuals explicitly. Recursive expressions can easily be computed but they can be less stable [7] .
Remark 5 For the successful convergence of Algorithm 2 it is necessary to predict the equation of an ellipse that envelops the whole spectrum of M −1 F. If σ (M −1 F) lies outside the chosen ellipse and c 2 1 or the ellipse degenerates to a circle (a = b), the asymptotic behaviour of Algorithm 2 will be the same as that of iterative refinement and thus it will give no acceleration. In the first case,
Remark 6
In Remark 4, we observed that if σ (M −1 F) = 0.5, iterative refinement requires approximately 10 steps to reduce the initial residual by three orders of magnitude. The asymptotic rate of convergence, i.e. the logarithm of the right-hand side of (13), describes the number of steps that Algorithm 2 needs to reduce the residual by one order of magnitude. The number of steps required to reduce it by p orders of magnitude is
If, in our example, the ellipse
contains all the eigenvalues, the Chebyshev accelerated algorithm will need approximately 6 steps to obtain a reduction of three orders of magnitude. This illustrates the potential savings offered by Algorithm 2.
We can also introduce a simple variant of Algorithm 2, based on (11):
This variant is slightly more awkward to analyse from a roundoff point of view. However, the numerical results do not differ significantly from those obtained using Algorithm 2, which we analyse in the next section.
Iterative refinement and Chebyshev error analysis
We assume finite precision arithmetic with relative precision ε is used, i.e. the arithmetic operations ♦ ∈ {+, −, * , /} satisfy
where with f l( ) denotes the actual results in finite precision. Taking into account formulae (12), we assume that the j values have been computed using extended precision and that they are the correct rounded results to ε accuracy. The cost of this extended precision computations is negligible when we compare it with the other computations. From the formulae in Algorithm 2 and using standard techniques [10] , we have that the computed valuesr (k) of r (k) satisfy the relations
where c 1 = O(ν) with ν the max number of non zero entries in a row of A, i.e. ν ≤ n and frequently ν << n. Furthermore, from (15)
In Algorithm 2, the linear system
must be solved. Taking into account the properties of forward and backward substitutions, the computed solutionz (k) satisfies
the computed values of x (k) and w (k) , we havē
and, finally,x
From (18) and (19), we deduce that
with |
i | 3ε I for all k and i = 1, 2, 3. Although they are uniformly bounded, the
i and E k depend non-linearly onw (k) andx (k) . Furthermore, from (16) , (20) and (21), the exact residual
Therefore, we have the following recursive expression
where
and, from the bounds in (16), (18) , and (19), it follows that
Analysis of H k
We assume that numerical exceptions (overflows or underflows) do not occur during the execution of Algorithm 2. This is a necessary condition for continuous dependence of the errors on the data. Moreover, we assumed that
With this assumption, M k is nonsingular and
From (2), (3), (23), and (24), it follows that
have Euclidean norm strictly less than 0.25, ||H k || < 1 and I − H k and I + H k are invertible. 
Error bounds
From (25) it follows that
and thus
Thus if the sequence computed by Algorithm 2 converges, there exists k * such that
However, if σ (H ∞ ) < 1 the norm of r ∞ can be bounded by
Remark 7 If Algorithm 2 converges and ||H ∞ || 1, it converges to the solution of a linear system that is a perturbation of the original system (1). Therefore, if we choose η = (8 + c 1 )ε |A||x (k) | + |b| , the computation will terminate with a vector x that is the solution of
Remark 8
If mixed precision is used in Algorithm 2 (the factorization is computed using arithmetic of relative precision ε 1 and all the other operations are performed using arithmetic of relative precision ε 2 = ε 2 1 ) then, with
and provided the condition numbers of A and M are less than ε −1 1 , the computation will terminate with a vectorx that satisfies
Best achievable accuracy
The inequality (26) can give the false impression that we can always achieve convergence after a finite number of steps to a residual lying within the ball of radius ε. When σ (H ∞ ) is very close to 1, since σ (H k ) < ||H k || the ratios ε 1 − ||H k || will increase. Thus the 'best' achievable accuracy ω(ε ) will be
In practice, for σ (H k ) less than about 0.9, ω(ε ) ≈ ε . However, for σ (H k ) greater than about 0.99, we see that ω(ε ) can be much larger than ε .
Remark 9
Throughout Section 3, we have assumed that M is the computed LUfactorization of A and the classical backward and forward substitution algorithm has been used in solving the corresponding triangular systems. We point out that it is straightforward to adapt the analysis to the general case where M is a generic preconditioner such that the solution of system (17) is backward stable, provided the condition
holds, where F = A − M is no longer assumed to be of order ε .
How to choose the ellipse
In Remark 6 in Section 2, we illustrated how a simple choice of the ellipse in Chebyshev acceleration can significantly reduce the number of iterations required for convergence. As noted in the Introduction, we wish to limit the number of scalar products needed by the refinement process. To do this, we must introduce some strong assumptions on the parameters defying the ellipse and, unfortunately, we cannot use the adaptive method described in [15] . Because the eigenvalues of M −1 F are either real or complex conjugate, the centre of the ellipse lies on the real axis. The real part of the eigenvalues corresponding to the spectral radius σ (M −1 F) can be either positive or negative. Therefore, we have opted to choose the centre of the ellipse to be zero.
If the spectral radius σ (M −1 F) = 1 − σ (M −1 A) lies between (0, 1), we can scale the ellipse so that
with t chosen such that the spectrum is contained within the ellipse. This choice is based on our empirical experience: we have observed that Gaussian elimination frequently produces a matrix M −1 F that has a spectrum characterised by a large cluster of very small eigenvalues of size ε while, for each of the few remaining eigenvalues, the absolute value of the real part is much larger than that of the imaginary part. This justifies our assumption that the major axis of the ellipse is on the real line. However, there is no proof that this is always the case; indeed, if t ≈ 1, the ellipse degenerates to a circle and Algorithm 2 becomes iterative refinement. Finally, we point out that, if the spectral radius corresponds to eigenvalues for which the absolute value of the imaginary part is larger than that of the real part, the Chebyshev algorithm using our choice of the ellipse will diverge immediately, and we can then opt to exchange a and b, rotating the ellipse by π/2, and restart the algorithm.
Recall that the number of steps iter to reduce the residual by p orders of magnitude is given by equation (14) . In Figures 1 and 2 , we present graphs of iter for p = 1 and 8, respectively. Results are plotted for t = 0, 0.1, 0.01 and 1 (iterative refinement) and for σ (M −1 F) between 0 and 1. From the graphs, we can predict that if σ (M −1 F) > 0.4 and t is chosen to be 0.01, Algorithms 2 and 3 will require significantly fewer steps than iterative refinement. The reduction will potentially be very important for values of σ (M −1 A) close to 1, and the best achievable accuracy ω(ε) will be rapidly obtained.
We note that after the first step of Algorithm 2 (which is equal to the first step of iterative refinement), from (7), we can estimate the value of σ to be
More generally, the ratio between the computed residualsr
IR of the iterative refinement at the kth and (k − 1)th steps
may be used to estimate an upper bound of σ . We note that the ratio (28) approximates the largest singular value on M −1 F, which is an upper bound of σ (M −1 F). We frequently observe that the largest singular value is well separated from the rest of the singular value spectrum when Gaussian elimination is used. This explains why the number of steps k in (28) for convergence is seldom greater than 2 or 3. We also tested the power method which, using (7), gives directly an approximation of the σ (M −1 F) by computing |r However, in our tests the number of steps that this required to converge to an approximation of σ (M −1 F) was much larger than the number used by (28).
Remark 10 From Figure 1 and Figure 2 , we see that there is no significant advantage in choosing t < 0.01. Thus, we use t = 0.01 as the default value in the experiments reported on in the next section.
Remark 11
Frequently it is necessary to solve a sequence of linear systems with the same matrix A but different right-hand sides b. The ellipse parameters need to be computed only once and the subsequent applications can reuse the information. In this situation, the adaptive technique of [15] may become attractive even though it uses scalar products since it is only needed for the first b. This contrasts with FGMRES, which requires scalar products for each b.
Tests on sparse linear systems
In our experiments on sparse systems, we factorize the matrix A using the single precision version of the new sparse multifrontal solver HSL MA97 [13] , store the computed factors in double precision and then perform refinement using double precision arithmetic. We ran this mixed precision approach on a large number of real symmetric problems taken from the University of Florida Sparse Matrix Collection [5] . For each example, the right-hand side vector b was generated by setting each component x i of x to be a random number in the range (−1, 1) . In many cases, only one or two steps of iterative refinement were required to achieve a component-wise scaled residual β (see (5)) of less than 5 * 10 −15 (see also the results in [11] ). For some ill-conditioned problems, iterative refinement converged to the requested accuracy but required ten or more iterations. These problems are reported on in Table 1 . Our expectation for these problems is that, with appropriately chosen ellipse parameters a and b, Chebyshev acceleration will be able to reduce the number of iterations.
In our tests, we set b = 0.01 * a and experimented with a range of values of a. For some problems (including HB/nos2 and HB/nos7) setting a equal to the estimate (27) gives very good results. In some cases, ρ k given by (28) rapidly converges and setting a = ρ k for a small value of k > 1 (k = 2 or 3) minimises the number of iterations. For example, for test example GHS indef/bratu3d, using ρ 1 requires 20 iterations whereas using ρ 2 reduces the number of iterations to 17 (iterative refinement needs 25 steps). However, we also observed that for some examples, ρ 1 is very small and a = ρ 1 gives no improvement on iterative refinement, whereas using a later value of ρ k can result in savings. This is illustrated by problem GHS indef/cont-300. In this instance, ρ 1 = 0.08 and using a = ρ 1 requires 213 iterations (only 5 less than iterative refinement), while using ρ 9 = 0.87 reduces the iteration count to 65.
In Table 1 , we present results for a = ρ 1 and for the a that in our tests resulted in the smallest number of iterations (where applicable, we indicate which ρ k was used).
These results confirm our expectations that Chebyshev acceleration can significantly reduce the number of calls to the solve phase of the direct solver and also that the savings achieved can be very dependent on choosing appropriate ellipse parameters. In many cases, it is worthwhile to perform 2 or 3 steps of iterative refinement to obtain a suitable value for a and then to use Chebyshev acceleration. For comparison purposes, in Table 1 , we include iteration counts for using FGMRES to perform the refinement. The mixed precision version of the restarted FGMRES algorithm that is described in [11] is used. This is essentially as given in [2] but it additionally uses an adaptive restart parameter that was found in numerical experiments to be more efficient than using a fixed restart parameter (that is, in general, it reduced the number of iterations required). Our choice of initial restart parameter of 4 is based on the results given in [11] . Note that the results are sensitive to this choice: using a larger value can lead to a larger total number of iterations because the termination conditions are only tested when the algorithm is restarted. We see that our efficient FGMRES implementation generally converges more rapidly than Chebyshev refinement but, as observed in the Introduction, FGMRES suffers from the disadvantage of requiring scalar products.
For problems with ρ k almost equal to 1 for k sufficiently large, iterative refinement converges very slowly. For these examples, we are interested in seeing whether Chebyshev acceleration is able to improve the rate of convergence. We experimented with setting a = 0.99, 0.9999, 0.999999 (again, with b = 0.01 * a) and ran iterative refinement and Chebyshev accelerated iterative refinement for 200 steps. Our findings are reported in Table 2 . Here we give the initial scaled residual, the scaled residual for iterative refinement (β IR . However, for these examples, it is significantly better to use FGMRES. For the three problems in Table 2 , FGMRES achieved the required accuracy in 12, 4 and 4 steps, respectively.
So far, our results have shown that, with an appropriate choice of ellipse, Chebyshev acceleration offers advantages over iterative refinement and, for problems where ρ k is not close to 1, it requires a modest number of additional iterations compared with restarted FGMRES. However, we note that if we choose an ellipse that is too large, the performance of Chebyshev acceleration may be significantly worse than that of iterative refinement. For example, iterative refinement requires 25 steps for problem Oberwolfach/gyro; with a = ρ 3 = 0.46, Chebyshev acceleration reduced this to 13 iterations (which is one more than is required by FGMRES) but other values of a can require more iterations. This is illustrated in Table 3 . As expected, for small a, the performance is as for iterative refinement while for sufficiently large a (in this case, a > 0.8), the performance is worse than for iterative refinement. Note that, although a = ρ 3 minimises the number of iterations, the precise choice of a is not critical: for a in the approximate range 0.4 to 0.7, Chebyshev acceleration offers worthwhile savings over iterative refinement. 
Conclusions
We have analysed Chebyshev accelerated iterative refinement from the point of view of roundoff and presented new results that prove the method is component-wise backward stable. We have presented numerical results for sparse linear systems arising from practical applications that support the theory. As our experiments illustrate, using an inexpensive estimate of the spectral radius obtained by performing a small number of steps of iterative refinement gives good convergence (albeit slower than FGMRES). Moreover, if the ellipse is chosen to be too small (so that it does not contain the complete spectrum), Chebyshev accelerated iterative refinement performs no worse than iterative refinement. We also point out that in all our numerical tests on real symmetric matrices, ellipses with 0 < b < a < 1 were optimal. This suggests that for such problems σ (M −1 F) generally corresponds either to a real eigenvalue or to one with its real part much larger than its imaginary part. We could not find a theoretical justification of this phenomenon and it is possible to build small artificial examples where this is not the case. Finally, we have observed that while FGMRES often requires fewer iterations, its implementation involves scalar products that are inefficient when implemented in parallel. However, when σ (M −1 F) is close to or greater than 1, FGMRES is recommended.
