Abstract. An essential part of any boudary value problem is the domain on which the problem is de ned. The domain is often given by scanning or another digital image technique with limited resolution. This leads to signi cant uncertainty in the domain de nition. The paper focuses on the impact of the uncertainty in the domain on the Neumann boundary value problem (NBVP). It studies a scalar NBVP de ned on a sequence of domains. The sequence is supposed to converge in the set sense to a limit domain. Then the respective sequence of NBVP solutions is examined. First, it is shown that the classical variational formulation is not suitable for this type of problems as even a simple NBVP on a disk approximated by a pixel domain di ers much from the solution on the original disk with smooth boundary. A new de nition of the NBVP is introduced to avoid this di culty by means of reformulated natural boundary conditions. Then the convergence of solutions of the NBVP is demonstrated. The uniqueness of the limit solution, however, depends on the stability property of the limit domain. Finally, estimates of the di erence between two NBVP solutions on two di erent but close domains are given.
Introduction
General view.
The analysis presented in this paper has been motivated by the usually neglected discrepancy between the shape of a real body and its computer model.
Any real-life data contain some portion of uncertainty due to measurements and simpli cations. A resulting geometrical model is, in fact, a mixture of inexact measured data and human free will to smooth and approximate them.
Illustrative examples can be found in the realm of digital imaging and image processing. A digital image of a real-life body bears some inaccuracy the source of which is both optical projection and pixel-limited resolution. Setting optics aside and concentrating only on a digital image, we still face uncertainty regarding the boundary of a digital domain. We can color black the pixels lying inside the domain and white the outside pixels. Then a boundary layer can remain. A layer of grey pixels indicating that some pixels are partly \in" and partly \out". Thus the boundary is not known exactly and any approximation or smoothening becomes an arti cial act.
It seems to be more appropriate to take the geometrical uncertainty into account from the very beginning of the modeling process and to add the inaccuracy it causes to other errors of a numerical method. At the nal stage, all errors should be estimated and mutually balanced to avoid unnecessarily accurate and expensive computation and to guarantee a solution with a prescribed accuracy.
The paper addresses only a part of this plan. Namely, it focuses on a second order elliptic equation with a homogeneous right-hand side and a non-homogeneous Neumann boundary condition.
It turns out, however, that the common formulation of the Neumann boundary condition could be misleading if an uncertain boundary is taken into account without realizing further consequences. We illustrate this by the following example showing what happens if a naive approximation of the Neumann problem is made. Example 1.1. Let us consider the following problem de ned on a disk with a unit radius where u is sought among functions from the Sobolev space H 1 ( ) and the righthand side originates from the Neumann boundary condition @u=@ = 1 on @ .
Let be approached by a sequence n 1 n=1 of pixel-formed domains n , n n+1 R 2 . Then it seems to be natural (and in nite element method applications also common) to approximate (1. and seek the respective solution u n 2 H 1 ( n ). Can we expect that u n tends to u if n ! ? The answer is \no".
A simple reason is that the length of @ n does not converge to the length of @ . Indeed, if the diameter of a pixel domain n is close to 2 then the sum of all vertical and horizontal boundary segments of n is close to 8. Denoting l n the length of @ n , we thus get lim n!1 l n = 8.
Let us consider v = 1 in (1.1) and (1.2). Then rv = 0 and we infer Consequently, lim inf n!1 ku ? u n k L 2 ( n ) (8 ? 2 )= p :
It could be possible to prove that solutions u n converge to a function u 0 solving a Neumann problem on but with a di erent boundary condition, i.e., @u 0 =@ = g 6 = 1 on @ .
However, if the same operator with a Dirichlet boundary condition (not necessarily constant) were considered in (1.1)-(1.2), then the respective solutions u n would converge to u, the solution of the Dirichlet boundary problem on the limit domain , cf. B1,B2] .
We can draw another lesson from Example 1.1. It is necessary to extend the notion of well-posed problems to a smooth dependency of the BVP solution on the domain of de nition, i.e., to generalize Hadamard's ideas (see H] ).
In real world situations, we struggle with even more fundamental problem, i.e., we must decide what a domain is. Example 1.2. We made tests to get some idea how the quality of digital images deteriorates if illumination or pixel resolution is not optimal. Our goal was to simulate uncertainty which is almost always present in images of material samples. The aim was not to produce sharp, clear images but just opposite, i.e., to stay with an uncertainty and to take it into all consecutive considerations.
That is why Figure 1 shows a rather fuzzy digital image of a domain. Since pixels are rough, contrast low, and data noisy, we can hardly de ne the boundary separating the supposedly white domain and a supposedly black background. The image can be postprocessed in various ways.
We can set a threshold brightness value to suppress the gray color and to strictly de ne sets above (white pixels) and below (black pixels) the threshold, see Figure  2 .
We can also apply a sophisticated algorithm to guess and approximate the boundary by a piecewise polynomial curve, see Figure 3 .
In both approaches, the uncertainty has been camou aged and suppressed by additional parameters used in the postprocessing method. Though based on human e ort to do one's best, such parameters represents, in fact, strong tacit supplementary assumptions. It seems to be more appropriate to live with uncertainty, at least to some extent, and to make clear what our assumptions are. Example 1.2 is a simple two dimensional simulation of a real world sample image. We meet similar but much severe situation in three dimensions. To give an example, let us consider a tomography method scanning a spatial sample of a heterogeneous material with inclusions. Then we get a discrete set of uncertain two dimensional images (slices). Moreover, the slices have a nonzero thickness so their images represent some sort of averaging.
This type of problems will be addressed in a forthcoming paper. The current paper presents two main achievements. First, Neumann problems are newly de ned for a class of domains in R 2 . Second, convergence and stability questions are addressed without smoothness assumptions. A proper de nition of the Neumann problem is the goal of Section 2. In Section 3, we show that if a sequence of domains is considered then solutions of the Neumann problem in respective domains converge to the solution of a naturally de ned Neumann boundary problem on the limit domain, where a proper space of test and trial functions is given. Also, stability issue for the Neumann problem is discussed. Estimates concerning the distance between solutions on di erent domains are presented in Section 4. Further comments on Example 1.2 together with some conclusions are presented in Section 5.
First of all, however, we introduce a background for our next analysis.
Stability of a domain.
Since we will deal with a sequence of domains applying rather weak assumptions on the smoothness of their boundaries, we need to recall basic facts about stability of a domain. The following paragraphs are based on B1, B2] . The subject is deliberately simpli ed and reduced to a necessary extent to show some parallels to Section 3, i.e., we consider only domains in R 2 and second order operators.
Let N be the set of all bounded domains R 2 such that the boundary @ = @ , where is the closure of in R 2 .
We will deal with function spaces on sequences of uniformly bounded domains, and 1 n=1 n = ) and if u n; = P n 2 ? H n is the solution to the problem b Au = 0 on n and u = on @ n , then lim n!1 u n; = u = P in H( b A). Let us remark that the above mentioned sequence always exists, see B1, Theorem 4.1].
We can de ne similar limit for solutions on domains n & , i.e., n+1 n+1 n and \ 1 n=1 n = . Then lim n!1 u n; = u = P 0 in H( b A), where P 0 is the projection on the subspace ? In this section, we formulate the Neumann problem in a way transferring a boundary integral into a domain integral. First, we introduce an equation, and then we will show its connection to the standard Neumann problem. As stated in Introduction, we focus on plane problems.
Throughout the paper, we assume any domain (or n ), i.e., an open connected set, as well as its closure (or n ) embedded into a xed bounded domain. Without loss of generality, we can suppose B r is such superdomain. If not stated otherwise, the domains we deal with have a Lipschitz boundary.
Let us start with some notation. The symbol H k ( ), k = 1; 2, stands for the standard Sobolev space of square integrable functions the generalized partial derivatives up to the order k of which are also square integrable on . The norm and the kth seminorm in H k ( ) is denoted by k k k; and j j k; , respectively. In the space L 2 ( )] k , k = 1; 2, of k-tuples of square integrable functions, the norm will be indicated by k k 0; regardless of k. The subspace of all functions from H 1 ( ) with traces vanishing on @ is labeled by H 1 0 ( ). We will also make use of the factor space H 1 ( )=P the element of which is an a ne set constructed as a function from H 1 ( ) and all constants on . H 1 ( )=P with the scalar product ( ; ) 1; inducing the Sobolev seminorm j j 1; is a Hilbert space and, moreover, j j 1; becomes its norm. C 1 ( ) and C 1 ( ) will denote functions continuous on up to the rst derivative, and functions in nitely smooth on , respectively. The space of all measurable functions bounded in and its norm will be symbolized by L 1 ( ) and k k 1; .
Let The solution of problem (2.5) ful lls, in the weak sense, the equation ? div(Aru)+ bu = 0 with the boundary condition @u=@ A = g, where @u=@ A stands for the conormal derivative. Remark 2.2. We can also add a volume load on the right-hand side of (2.5), i.e., to
where f 2 L 2 ( ). If a 0 is cinsidered in (2.6) then the compatibility condition R f dx = 0 must be assumed because R @ 1 dG = 0. In this case, the compactness in of the support of f is supposed too. The latter is not necessery for the existence of a solution to (2.6) but is substantial when we consider a sequence of domains approaching , see Section 3.
In our analysis, we will only use (2.5) because (2.6) brings nothing but longer formulae as the term R fv dx can be treated in the same way as the right-hand side of (2.5), see Sections 3 and 4. Remark 2.3. The always valid equality R @ 1 dG = 0 is unnecessary if (2.6) is to be solved or a (see (2.4)) is considered in (2.5). This drawback can be avoided by If is Lipschitz but not simply connected then R @ v d S G can be de ned as a nite sum of Stieltjes integrals over all maximal connected components of @ . Remark 2.6. The above de nitions and lemmas can be generalized even to nonlipschitzian domains. An example is a domain with a cut used to model a crack. Then G = 2 H 1 (B r ), as it has discontinuity along the crack, but G 2 H 1 ( ).
Function G de nes the Neumann boundary condition in (2.5) along the both sides of the crack. Calculating the Stieltjes integral, we have to follow one side of the crack to its tip and go back integrating the values on the other side.
We will consider a sequence of Neumann problems dependent on a domain. Our goal is to prove convergence of solutions if domains converge to a limit . Since we do not suppose either smooth boundaries of the domains or uniform cone property we can hardly apply the material derivative approach widely used in optimal shape design, see HN, HCK] .
Convergence analysis
We con ne ourselves to monotone sequences of domains (see Remark 1.1). These correspond both to those studied in B1, B2] and real life problems stemming from digital image processing.
Indeed, if we have a tree structure of image data, i.e., if a j-level \parent" pixel is composed of, say, four (j + 1)-level \descendant" pixels then the white or black color of a parent is always inherited by descendants but the grey color of parent's fuzziness can change to either black or white color of the descendants lying inside or outside the boundary. As a consequence, black and white regions enlarge and the grey area shrinks.
First we prove some convergence properties for solutions of the Neumann boundary problem de ned on a sequence of monotonically expanding or shrinking domains. Then we set su cient conditions guaranteeing the limit functions to coincide (cf. Introduction for the stability of a domain).
We consider almost the same equation as in (2.5)
except for the space H which will be de ned later.
Let us have a sequence of subdomains n such that n % , n = 1; 2; : : : . We assume each n has a Lipschitz boundary but no such assumption is put on . Following the proof of B2, Theorem 9.1], we de ne the sets 1 = 1 , n+1 = inducing the norms k k n . One can see that H n is a Hilbert space for any n and that H n+1 H n . As in the proof of B2, Theorem 9.1], it can be shown H " = T 1 n=1 H n is equivalent to H 1 ( ). Though B2] uses a sequence of domains with a smooth boundary and a factor space norm, the proof is applicable to our case too. Moreover, the subset of functions in nitely smooth in is dense in H " , see M, Theorem 1.1.5/1, 1.1.5/2].
Lemma 3.1. Let n % and let u n 2 H 1 ( n ) solve the equation
where G n = Gj @ n , n = 1; 2; : : : If e u n stands for a function from H n equal to u n on n and to zero on n then e u n * u G (weakly) in any space H k , k = 1; 2; : : : , u G 2 H " and u G solves equation (3.1) where H = H " .
Proof. For the sake of brevity, we will write u instead of u G in the proof. We have (see (2.2)-(2.5))
c Ab ku n k 2 1; n a n (u n ; u n ) jG n j 1; n ku n k 1; n which further implies
c Ab ku n k 1; n jGj 1;B r = C;
C is a positive constant independent of n. Passing to the sequence fe u n g 1 n=1 , we see that it is also bounded in any xed space H k if n k is considered (otherwise e u n = 2 H k in general). This means that a weak limit u k 2 H k exists for a subsequence fe u n i g 1 i=1 of fe u n g 1 n=1 . We can see, however, that also u k 2 H k+i , i = 1; we have F(e u n ) = 0 for n k + i as e u n 2 H k+i?1 , n k + i, has no jumps on ? k+i .
F(e u n j ) = F(u k ) = ku 1 k+i ? u 2 k+i k 2 0;? k+i :
Then we can add 1 to i and repeat the above argument.
By this we deduce that the subsequence fe u n i g 1 i=1 converges to a function u 2 H " .
The convergence is weak in H k for any xed k. We need to prove that u solves (3.1) with H = H " = H 1 ( ).
To this end we employ a technique which has proven itself useful in optimal shape design, cf. HN]. Combining (3.2), (3.7), and (3.8), we get (3.1) for a xed but arbitrary function v 2 H " , i.e., u solves problem (3.1).
We also deduce that the limit function of any weakly convergent subsequence of fe u n g 1 n=1 is the solution to (3.1). The solution is unique in H 1 ( ) thus the whole sequence converges weakly to u.
We can even prove convergence in a stronger sense.
Lemma 3.2. Under the assumptions of Lemma 3.1, lim n!1 a n (u G ?u n ; u G ?u n ) = 0. Proof. Again, we abbreviate u = u G in the proof. Using (3.2) and (3.1), we estimate (3.9) I(n) = a n (u ? u n ; u ? u n ) a (u; u) ? 2a n (u; u n ) + a n (u n ; u n ) Since the magnitude of m is arbitrary, lim n!1 I(n) = 0. Remark 3.1. Lemmas 3.1-3.2 remain valid even if is a domain with a crack approached by an increasing sequence of subdomains n . Remark 3.2. To reformulate Lemmas 3.1-3.2 if a 0 is substituted for a we have to de ne H n as factor spaces with respect to the space of constants, omit the nondi erentiated term in the de nition of u; v] n , and use the seminorm ju n j 1; n instead of ku n k 1; n in (3.3). The proofs remain basically unchanged.
We will focus on a sequence n & now.
Unlike the previous case, we simply de ne H n = H 1 ( n ). Proof. As before, we will simply write u instead of u G in the sequel. By an argument similar to that used to infer (3.3) (3.13)
c Ab ku n k 1; c Ab ku n k 1; n C; C > 0 independent of n. Again, a sequence fu n i j g 1 i=1 converging weakly to a function u 2 H # exists. Indeed, any u n falls into the H 1 ( n )-closure of smooth functions on n , i.e., u n j 2 H # because n .
To prove u solves (3.1) we choose an arbitrary function ' such that it is continuous together with its rst partial derivatives on a domain and the derivatives as well as ' are square integrable on , i.e., 'j 2 H # .
If i is su ciently large then we have n i and I 1 (n i ) = a n i (u n i ; ') = a n i n (u n i ; ') + a (u n i ; '):
Following the proof of (3.7), we deduce from the weak convergence of fu n i j g 1 i=1 (3.14) lim i!1 I 1 (n i ) = a (u; '):
We also have lim
which, together with (3.14), proves equality (3.1) for an arbitrary smooth test function '. By virtue of the density argument, we conclude that u is the solution of problem (3.1) with H = H # .
Using the uniqueness argument, we infer that the whole sequence fu n g 1 n=1 converges to u weakly in H. Let us focus on (3.12), i.e., on as a consequence of jI 21 (n)j Ca ?1 Ab jGj 1; n n (see (3.13)) and the weak convergence u n * u. Using the latter, (3.16), and passing to the limit in (3.15), we nish the proof by
Our goal is to ensure continuity of solutions of the Neumann problem with respect to a sequence of domains n .
In Introduction, we indicated that ? H = ? H is necessary and su cient for the stability of the Dirichlet problem. Similarly, since we use di erent de nitions of the space H in Lemma 3.1 and Lemma 3.3, respectively, we need to get an identical space in both cases.
Let us remind the property as de ned in B2 If the boundary of a domain can be locally de ned by a function then the domain has the property, see B2, Remark 3, p. 170].
Let us recall that a domain is called starshaped if a point z 2 exists such that any ray with origin z has a unique common point with @ .
The following theorem addresses the stability problem. 
Estimates
In the previous section, we proved convergence of solutions of the Neumann problem. In the current one, we will estimate the di erence between solutions on di erent but \close" domains. To make ideas more lucid we start with a general estimate and than temporarily con ne ourselves to a rather special sort of domains.
Besides the norm k k 1; we will also use the energy norm k k A We will also need u 12 and u 23 , solutions to auxiliary problems on 12 = 2 n 1 and 23 = 3 n 2 , respectively. We de ne 13 by Lemma 4.1.
We will be interested in the value ku 2 ? u 1 k A; 1 . We already know that, under some assumptions, ku 12 k 2 A; 12 and ku 23 k 2 A; 23 can be \small" quantities, see Lemma 4.1. We also feel that if 1 and 3 are not much di erent then the same should hold for respective norms of u 1 and u 3 . Plugging such results into (4.5), we would arrive at a desired estimate.
The previous paragraph describes our goal for what follows. First, however, we con ne ourselves to a particular family of domains. We also assume that b as well as all entries of the matrix A are constants.
Starshaped domains.
Throughout this subsection, we deal with domains 1 , 2 , and 3 having the following properties: 1 is a domain starshaped with respect to the origin of the coordinate system, 3 = y 2 R 2 : y= 2 1 ; where > 1 is a given constant, and 1 2 2 3 3 B r . Domain 2 can be N-instable.
As in previous paragraphs, we use subscripts 1; 2; 3 to tag the solution u of (3.1) respective to the just introduced domains.
We de ne mapping {(x) = x, y = {(x), which maps 1 onto 3 . If a function u is di erentiable on 1 and v(y) = v({(x)) = u( We can transform the solution u 1 into u 1 (y) = u 1 ({(x)) = u 1 (x) and compare it to u 3 because both functions are de ned on 3 . To this end we de ne G 1 (y) = G 1 ({(x)) = G 1 (x), G 1 Gj 1 , and formulate a few auxiliary lemmas. Proof. We follow an idea which can be found in the proof of M, Lemma 1.4.6].
We reformulate the integral on the right-hand side. To this end we de ne the function "(x) = ( ? 1)kxk R 2 . Its value at x is equal to the length of the segment Cancelling ku 3 ? u 1 k A; 3 on both sides, we get (4.17).
We can start to estimate the right-hand side of (4.5).
Lemma 4.7. Under the assumptions of Lemma 4. We would like to generalize the idea utilized in the previous subsection to not necessarily starshaped domains. Namely to the class of domains with a Lipschitz boundary.
Having a starshaped domain 1 , we can easily \blow" it up to get a superdomain 3 2 2
1 . The following lemma shows that we can blow up even more general domains though the mapping doing this job is not as simple as before.
Lemma 4.8. Let 1 be a domain with a Lipschitz boundary. Then a domain 3 and a smooth one-to-one mapping { exist such that 1 3 and {( 1 ) = 3 .
Proof. The idea of the proof is as follows. The Lipschitz boundary can be locally de ned as a graph of a Lipschitz function. This can be closely approximated by a smooth function. By means of such functions certain local mappings will be de ned.
These together with the partition of unity will lead to the mapping {. We choose a small parameter " > 0 and set up a smooth mapping " de ned on M ! as follows The set @ 1 is compact and therefore can be covered by a nite number, say N, of domains U i , i = 1; 2; : : : ; N, de ned by the same manner as M ! in (4.20) . Similarly, we consider mappings i and de ne smooth mappings i " on U i , see (4.21). Adding just one appropriate domain U N+1 1 , we get a family of open sets covering 1 , i.e., N+1 i=1 U i 1 . We can assume that any point x 2 1 belongs at most to two sets U j , U k , j; k 2 f1; 2; : : : ; Ng, j 6 = k, and possibly also to U N+1 .
We can also suppose that a constant " exists such that and that i (y) = 0 if y 2 n =2 , where =2 is de ned by the parameter =2 used in (4.22) instead of . We de ne a C 1 -partition of unity for 1 subordinate to and denote its functions by ' i , i = 1; 2; : : : ; N + 1, see N] .
To get a mapping in the global coordinate system S we transform mappings i " from the local coordinate systems to the global coordinate system and denote the transformed mappings by e { i . We de ne e { N+1 on U N+1 as an identity mapping. The mapping { is equal to the identity mapping on a subdomain of 1 and, if , ", and i are properly chosen, it maps the boundary layer =2 of 1 onto a larger layer containing @ 1 .
Each mapping i " and, consequently, e { i is invertible, see (4.21). To be sure that also { is invertible we have to avoid {(b x) = {(e x) if b x 6 = e
x. This could happen if b x 2 U j n U k , e x 2 U k n U j , j; k 2 f1; 2; : : : ; Ng, j 6 = k, and the distance between b
x and e x is small. Tuning appropriately i in i " , we can guarantee { is one-to-one and invertible. Due to the assumption made in the proof of Lemma 4.8, { maps a =2-layer along @ 1 onto a ( =2 + ")-layer containing @ 1 . The role " plays here is similar to that of ? 1 in the starshaped domain case. We have a lot of freedom in choosing i and thus ensuring both the invertibility of { and a reasonable value of C 0 e . Let us also remark that the derivative of i can be bounded independently of because ! can be considered as a function with a uniform Lipschitz constant along the boundary @ , i.e., ! can be approached by a sequence of smooth functions the Lipschitz constant of which is also uniform, but possibly di erent.
By Lemma 4.9 and Remark 4.4, { " can be constructed as a small perturbation of the identity mapping. As a consequence, we can immediately formulate the statement of Lemma 4.9 for the inverse mapping { ?1 " .
Lemma 4.10. Let { " be the mapping from Lemma 4.9 and 3 = { " ( 1 ). Then { ?1 " (y) = (x 1 ; x 2 ), where x i = y i + g i (y 1 ; y 2 ), i = 1; 2, maps 3 onto 1 . Also, positive constants C g , C 0 g , independent of ", exist such that kg i k 1; 3 "C g , k@g i =@x j k 1; 3 "C 0 g . In the next parts, we will follow the ideas presented in the course of the already performed analysis of starshaped domains. In contrast to it, we will face formulae complicated by some additional terms the order of which, however, will be equal to ".
We again deal with domains 1 , 2 , and 3 = y 2 R 2 : 9x 2 1 y = { " (x) ; where { " is the mapping from Lemma 4.9, 1 2 2 3 3 B r , and 2 can be N-instable. We can write r x w = (r y v + M g r y v) =D, where the 2 2 matrix M g comprises partial derivatives of g 1 and g 2 . Let us notice that D > 0 if " is su ciently small. We introduce u 1" (y) = u 1" ({ " (x)) = u 1 (x) and transfer a 1 (u 1 ; w) where ku 1" k 1; 3 was included into an "-independent positive constant C 1 because the di erence between ku 1 k 1; 1 and ku 1" k 1; 3 has the order " as can be seen from transformation formulae (4.23), equality (4.24), and Lemma 4.10, i.e., ku 1" k 1; 3 c ?1
Ab jGj 1; 1 + O(").
Denoting G 1" (y) = G 1" ({(x)) = G 1 (x), G Our aim is to derive an estimate assessing the di erence between u 1" and u 3 , the solution of (2.5) on 3 , cf. (4.10). We start with (see (4.25), (4.27)) (4.28) ja 3 (u 3 ? u 1" ; v)j = Z 3 r ? G ? G 1" rv dy + a g (u 1" ; v) ? E g (G 1" ; v) kvk 1; 3 jG ? G 1" j 1; 3 + "C 1 + "C 2 :
We are at the point of estimating jG?G 1" j 1; 3 , i.e., we need to generalize Lemma 4.5.
Lemma 4.11. Let G 2 H 1 ( 3 ) and G 1" be the image of Gj 1 under the mapping { " from Lemma 4.9. Let any two points x and { " (x), x 2 1 , can be connected by a straight segment lying in 3 . Then jG ? G 1" j 1; 3 "C 3 (jGj 1; 1 + jGj 2; 3 ) ; where C 3 is a positive constant independent of " and G.
Proof. We will write G " and { instead of G 1" and { " , respectively. First, we assume that G 2 C 1 (B r where a positive constant C depends on G, c Ab , and constants C 1 , C 2 , C 3 , and C 4 , but is independent of ", 0 < " < " 0 , if " 0 is su ciently small. Proof. By (4.37), the triangle inequality, (4.25), and (4. To nish the proof, we plug (4.36) and (4.38) into (4.5) ku 2 ? u 1 k 2 A; 1 " 2 b 2 + 2" b c ?1=2 Ab jGj 1; 3 + "C 1 ku 1" k 1; 3 + "C 4 krGk 2 1; 13 "C; where C > 0 depends on G and includes ku 1" k 1; 3 (see the explanatory note to (4.25)).
As in Remark 4.3, the estimate in Theorem 4.2 does not depend on u 2 . An analogy to Remark 4.4 is also valid.
Example, applications, and conclusions
Let us go back to Example 1.2 presented in Introduction. Based on the theory expounded in previous sections, the proposed approach to Neumann boundary value problems on uncertain domains consists in approximating the uncertain domain by known domains low and up , low up , by solving the BVP on low and up , respectively, and by applying estimates based on (4.5). Though a simple idea, it is not easy to bring it into life. Figure  5 is embedded into the domain on Figure 2 , and this domain is further embedded to the largest domain depicted on Figure 4 . We can also observe deterioration of the images. The domain on Figure 2 seems to be quite acceptable whereas white pixels on Figure 4 do not create a connected set. Figure 5 shows a connected white set but its connectivity is far more multiple then on Figure 2 .
A question arises how to choose threshold values. The bigger di erence between them, the larger di erence between respective white areas, and the greater amount of uncertainty taken into consideration. Also, too low or too high threshold value would force domain's pixels to turn into background pixels due to uneven contrast and brightness, or noise superimposed onto basic signal.
A rule of thumb could be to de ne a function describing the dependence of total white area on the threshold value. Experience shows that such function has a rapid decay for low and high thresholds, and a slow decay in between. Values, where the slope of the function starts and ends to be moderate, seem to be a good choice to de ne low and up .
If we suppose that the digitalized domain is connected then observing the number of connected white sets implied by threshold settings, we can also arrive to reasonable approximations of .
Both approaches can be combined and, moreover, we can add a two pixel wide white layer to our upper approximation of to get a strengthened up . By adding a black layer, we can get a strengthened low . According to experiments, details beneath 1.5 pixel size are almost invisible. That is why we suggest to add layers two pixels wide.
We can also introduce some calibration stemming from a comparison between measured properties of a real sample and results of a digital image based computation.
Another di culty arises if we compare the physical domain with its, possibly postprocessed, digital images. It can happen that we do not get an upper or lower estimate of simply because all details, e.g. cracks, micro-holes, and thin projections, below the digital image resolution are invisible or merged with other sources of pollution and noise.
This implies that though we wish to take into account as much uncertainty as possible and reasonable, we still must make some assumptions. Basically, we have to assume that the digital image is a good representation of in the sense that a manipulation with digital data can deliver reasonable domains low and up estimating from inside and outside, respectively. The notion reasonable is vague but it certainly does not mean whole white and black rectangles we can always produce as certainly true upper and lower estimates.
Hawing low and up , we can apply the presented theory. Let us remark that low and up need not be pixel domains. They can have a piecewise smooth boundary (cf. Figure 3) as requested by computational methods, say, the nite or boundary elements.
From computational point of view of the Finite Element Method, it is advantageous, if the coe cients of the equation are constant, to have low and up starshaped, up = low , > 1, because in that case we can assemble only one sti ness matrix as the other depends on in a simple way.
If low and up are not starshaped they di er by a layer of elements which, if properly numbered, will lead to two di erent sti ness matrices, the smaller being a block of the larger one. This speeds up direct solving of the system of linear algebraic equations. One can also expect that solutions on low and up will not di er much, i.e., that one solution can be used as a good initial guess in an interactive solver to get the other solution.
In the forthcoming paper, computational analysis of three dimensional bodies with inclusions determined by a slice-scanning method will be presented.
