This paper presents new heuristic search algorithms for searching combined rectilinear (L1) and link metric shortest paths in the presence of orthogonal obstacles. The Guided Minimum Detour (GMD) algorithm for L1 metric combines the best features of mazerunning algorithms and line-search algorithms. The Line-by-Line Guided Minimum Detour (LGMD) algorithm for L1 metric is a modification of the GMD algorithm that improves on efficiency using line-by-line extensions. Our GMD and LGMD algorithms always find a rectilinear shortest path using the guided A* search method without constructing a connection graph that contains shortest paths. The GMD and the LGMD algorithms can be implemented in O(m + e log e + Nlog N) and O(e log e + Nlog N) time, respectively, and O(e + N) space, where m is the total number of searched nodes, e is the number of boundary sides of obstacles, and N is the total number of searched line segments. Based on the LGMD algorithm, we consider not only the problems of finding a link metric shortest path in terms of the number of bends, but also the combined L1 metric and link metric shortest path in terms of the length and the number of bends.
INTRODUCTION
The problem of finding a shortest path in the presence of rectilinear obstacles has applications in robotics, VLSI design, and geographical information systems [13] . In VLSI design, there are two basic classes of sequential algorithms aimed mostly at finding an obstacle-avoiding path, preferably *Corresponding author. 91 the shortest one, between two given points: mazerunning algorithms and line-search algorithms. The maze-running algorithms can be characterized as target-directed grid extension. The first such algorithm is Lee algorithm [12] , which is an application of the breadth-first shortest path search algorithm. The major disadvantage of the original Lee algorithm is that it requires O(n2) memory and running time in the worst case for n n grid graphs. There are a large number of variations (e.g. [1, 6-8, 10, 13, 14, 18-21,23,24] ) of the original Lee algorithm. Hart et al. [8] proposed the idea of using a lower bound on the Manhattan distance between a source node and a target node. Hadlock applied this to the shortest path algorithm, called Minimum Detour (MD) algorithm [7] .
For each searched grid node in a grid graph, he used a new labeling method called detour number which is the total number of grid nodes moves away from a target node during the search. Soukup [24] incorporated the depth-first search with the breadth-first search to reduce search space and time. This algorithm guarantees finding a path if it exists, but not necessarily the shortest one.
Since all partial paths generated by mazerunning algorithms are represented by unit grid line segments, these algorithms are still considered memory-and-time inefficient. Line-search algorithms [9, 16] have been proposed to achieve improved performance. Since such algorithms search a path as a sequence of line segments, they save memory and quickly find a simple-shaped path. The idea behind these algorithms is to reduce the size of representation for all searched grid nodes by a set of long line segments. The major drawback of the line-search algorithms is that they usually do not guarantee finding a shortest path.
Several recent line-search algorithms (e.g. [4, 13, 17, 22, 25] ) are based on powerful computational geometry techniques. Wu et al. [25] introduced a rather small connection graph, the track graph, which may contain all possible paths from a start point to a target point including the shortest path, but it is not a strong connection graph. The run time of their algorithm is O((e + k)log t), where e is the total number of boundary sides of obstacles, is the total number of extreme edges of all obstacles, and k is the number of intersections among obstacle tracks, which is bounded by O(t2) Zheng et al. [27] proposed an efficient geometric algorithm for constructing a connection graph Gc. Let G be an n x n uniform grid graph that consists of a set of grid nodes {(x, y)[x and y are integer coordinates such that _<x <_ n and _< y _< n} (see Fig. 1 ). For example, a grid node (3, 4) For any path P in G, the detour length of P, denoted by DL(P), is the total number of grid nodes that proceed away from in P. Let M(s, t) denote the Manhattan Distance between the start node s and the target node in G. Clearly, L(P) M(s,t) + 2 x DL(P) is the length of a shortest path P from s to if DL(P)<_ DL(P'), where P' is any path from s to t. In the following theorem, we restate the main results of [7] . THEOREM [7] 1. A path P [s---...---t] has a length L(P) M(s, t) + 2 DL(P). In the GMD algorithm, each extended line segment u ---, v in the datat structure COMPLETE explained in Section 3 consists of a 4-tuple (dir, C, DL, ptr), where (i) dir is the direction of u v, (ii) C is coordinates of the two end points of u v such that {(x, Yl), (x2, Y2)}, (iii) DL(u v) is a detour length of the path (Fig. 4(a) ). The path r w* has been generated before r--u vw* is constructed, since DL(r w*) is smaller than DL([r u v w*]). (ii) Obstacle(s) on r w* (Fig. 4b) Theorem 4. Using the data structure in [5] 
Taking into account all the time required for grid extensions(l) and reducing reducible detours(2), the time complexity ( (1)+ (2) Figure 7 shows how the same example in [24] is solved using the four variant maze-running algorithms. The size of their expanded nodes is shown in Figure 8 . Figure 8 summarizes some experimental results we have conducted with the randomized obstacles in a 30 40 grid graph. Column 2, "shortest path length", shows the length of the shortest path for each example. The performances over the GMD algorithm is shown in the last column "Performance (times)".
For each algorithm, we give the total number of the expanded nodes and percentage of the searched portion over the total number of nodes respectively. Guided Minimum Detour (LGMD) algorithm. The LGMD algorithm not only compromises the existing GMD algorithm's drawback-the running time-but also shares the solution optimality of the GMD algorithm.
Following are the detailed procedures of the LGMD algorithm including the above operations. For the same example in Figure 7 , the generated whole line segments with sequence numbers and detour lengths (nl/nz) by the LGMD algorithm are shown in Figure 9 .
By an analysis similar to that of the GMD algorithm, we conclude the performance of the LGMD algorithm by the following theorem.
THEOREM 8 est path algorithms find a shortest path but it leaves the number of bends in the solution path uncertain. Yang et al. [26] provide a unified approach by constructing a path-preserving graph guaranteed to preserve all these kinds of paths and give an O(k + e loge) algorithm to find them, where e is the total number of obstacle edges, and k is the number of intersections between tracks from extreme point and other tracks, k is bounded by O(ne) where n is the number of obstacle. We will consider, specifically, the problems of finding a minimum-bend path, a minimum-bend shortest path, and a shortest minimum-bend path without constructing any track graph. In the dynamic environment like with mobile obstacles, the track graph (path-preserving) has to be reconstructed whenever any obstacle is moved. However, the data structure for LGMD without track graph needs only a few operations of insertion or deletion for line segments of a moved or changed obstacle. The problems to be considered in this chapter for shortest paths are as follows (refer to Fig. 10 LGMD algorithm is that we substitute DL to MB as a lower bound.
Followings are the detailed procedures of the
LGMD_MB algorithm. For the same example in Figure 7 , the generated whole line segments with generated sequence numbers and MB by the
LGMD_MB algorithm are shown in Figure 10 .
LGMD_MB 
SUMMARY AND CONCLUSIONS
We introduced a heuristic approach to find rectilinear (L1) shortest path with presence of obstacles. The GMD algorithm combines the best features of maze-running algorithms and linesearch algorithms. The LGMD algorithm is a modification of the GMD algorithm that improves on its efficiency. A comparison of the new algorithms with the existing algorithms is presented in Figure 12 .
Let us compare the LGMD algorithm with the algorithm given by Wu et al. [25] . Before the search for a shortest path from s to starts, the algorithm in [25] constructs a track graph Gr. The space for storing Gr is O(e + k), and the time for constructing Gr and finding a shortest path from s to is O((e + k)log t), where e is the total number of boundary sides of obstacles, k is the number of nodes in Gr, and is the total number of extreme edges in the obstacles (for the definition of extreme edges, refer to [25] [25] .
Since the detour length as a lower bound in our algorithms can be substituted for the number of bends in the rectilinear link metric [2, 11, 26] or the channel wiring density [3] , our algorithms can be easily extended to these problems. We described the problem of finding a shortest path in terms of the number of bends and combined length and bends in Section 5.
Our heuristic approach is designed for one-time query. If, however, the repetitive mode is needed in some applications, the heuristic search method in both the GMD and the LGMD algorithm can be performed on a connection graph for the repetitive-mode queries [27] .
